Abstract-In many applications, Embodied Conversational Agents (ECAs) must be able to express various affects such as emotions or social attitudes. Non-verbal signals, such as smiles or gestures, contribute to the expression of attitudes. Social attitudes affect the whole behavior of a person: they are "characteristic of an affective style that colors the entire interaction" [1] . Moreover, recent findings have demonstrated that non-verbal signals are not interpreted in isolation but along with surrounding signals. Non-verbal behavior planning models designed to allow ECAs to express attitudes should thus consider complete sequences of non-verbal signals and not only signals independently of one another. However, existing models do not take this into account, or in a limited manner. The contribution of this paper is a methodology for the automatic extraction of sequences of non-verbal signals characteristic of a social phenomenon from a multimodal corpus, and a non-verbal behavior planning model that takes into account sequences of non-verbal signals rather than signals independently. This methodology is applied to design a virtual recruiter capable of expressing social attitudes, which is then evaluated in and out of an interaction context.
INTRODUCTION
E MBODIED Conversational Agents (ECAs) are a type of multimodal interface which uses human-like communication modalities, such as speech, gestures, gaze or prosody to communicate with users. ECAs are currently used in various kinds of applications, such as health coaching [2] or social skills training [3] , [4] . ECAs should be outfitted with the ability to realize various communicative functions, such as indicating that they are listening to the user, or expressing socio-emotional affects such as emotions or attitudes, at the right time and in a manner that will be perceived and recognized by the user [5] .
Such communicative functions are realized by multimodal signals (e.g., gestures, facial expressions, etc.). In the common ECA architecture SAIBA, this task of selecting appropriate signals to express input communicative functions is called behavior planning [6] . A common approach to build behavior planning models is to define a lexicon in which the mapping between communicative functions and multimodal signals is defined for all the functions considered in the target application [7] , [8] , [9] . When one of these communicative functions has to be realized, the behavior planning component can refer to this lexicon to select appropriate non-verbal signals. In order to define such a lexicon, one can use relevant literature on non-verbal behavior [10] , [11] , [12] , [13] , analyze multimodal corpora [14] , [15] or build models with machine learning techniques [16] , [17] . For instance, facial expressions of emotions have been studied by observing photographs or videos of actors expressing emotions [18] , [19] : in order to allow an ECA to express these emotions, one can define representations of these expressions in a lexicon [15] , [20] , [21] .
This mapping approach allows one to realize each communicative function specified in the lexicon. However, these realizations are performed independently of one another, i.e., the choice of the signals used to realize a specific function is done without taking into account surrounding multimodal signals. Therefore, those approaches are insufficient in some cases: indeed, some affects are expressed through complex sequences of facial or multimodal signals [22] , [23] , [24] , and the interpretation of a non-verbal signal can be influenced by surrounding multimodal signals. For instance, a smile does not necessarily convey amusement but can be a sign of embarrassment if it is followed by a gaze aversion and a head aversion [22] . Similarly, social attitudes, or interpersonal stances, are not expressed by one particular expression at a given time: rather, they are a pervasive affect that influences the whole behavior of a person throughout longer periods of time [1] . Existing behavior planning models for attitude expression do not consider behavior over time; on the contrary, they generate multimodal signals independently of other surrounding signals and communicative functions [2] , [9] , [14] , [16] , [25] . Thus, they cannot ensure the coherence of the whole behavior of the ECA, and could inadvertently generate sequences of signals conveying something different than what was originally planned. In this paper, we tackle this problem by introducing a methodology for building computational models that explicitly consider sequences of multimodal signals. In order to evaluate the applicability of our methodology, we use it to build a computational model for expressing social attitudes, using a multimodal corpus annotated with a novel scheme combining non-verbal annotations and continuous attitude annotations. We evaluate the resulting model by integrating it in the virtual recruiter of the TARDIS job interview simulation application 1 , through an experimental study aimed at assessing how users perceive the expressed attitude of the virtual recruiter. Specifically, our contributions are the following: 1) A multimodal corpus for the study of social attitudes. We annotated job interview videos on two levels: nonverbal behaviors and social attitudes. We designed an original non-verbal coding scheme based on existing literature on the expression of social attitudes, and a novel annotation paradigm for the study of social attitudes, based on continuous annotation techniques following Argyle's bi-dimensional attitude representation [11] . 2) A complete methodology for the creation of computational behavior planning models considering sequential relationships between multimodal signals. This methodology relies on a sequence mining technique, and our work is, to the best of our knowledge, the first attempt at using such a technique to automatically plan ECA behavior sequences. 3) A sequential behavior planning model for expressing social attitudes and its evaluation. In order to evaluate our methodology, we applied it to build a behavior planning model for expressing social attitudes. This model was then integrated and evaluated in a job interview simulation system. In the next section, we start by reviewing social attitudes in more detail: we present how they are expressed through multimodal behavior and describe existing models that have been introduced to allow ECAs to express them. Noting none of these models have considered sequences of non-verbal behavior, we detail in Section 3 a novel methodology for the automatic extraction of sequences of multimodal signals which convey a considered socio-emotional affect, and how this dataset of sequences is used to create a behavior planning model. In Section 4, we explain how we designed a virtual recruiter capable of expressing social attitudes by using the behavior planning model resulting from our method. An evaluation of the perception of this virtual recruiter's attitudes was performed with a study described in Section 5.
SOCIAL ATTITUDES
In this section, we present the concept of social attitude in more detail, introduce our chosen representation of this phenomenon, and describe how attitudes are expressed through non-verbal behavior.
Theoretical Background
Social attitudes or interpersonal stances can be described as how an individual feels they relate to another person [11] . Social attitudes have been studied in the fields of social psychology, social linguistics and in social signals processing. As a consequence, many definitions have been proposed [1] , [11] , [26] , [27] . Scherer described interpersonal stances as an affective style, which can be spontaneously or consciously adopted, that colors interpersonal situations (e.g., being polite, distant, cold, dominant, etc.) [1] . For Du Bois, a stance is a communicative act where individuals evaluate objects and position themselves and others on socio-cultural dimensions; interpersonal stances can therefore be seen as a communication of one's evaluation of another person [26] . From these definitions we can draw the following conclusions:
Social attitudes are expressed in order to position oneself towards another and to express an evaluation of someone else [26] . The expression of a social attitude can either be spontaneous or strategic [1] , [26] , i.e., it is possible to consciously express a certain attitude regarding a particular goal. Attitudes are expressed both through verbal and nonverbal behavior [27] . However, they are not expressed by a given signal at a certain time, but rather they permeate the whole behavior of a person [1] .
Social Attitudes Representations
Argyle proposed a bi-dimensional representation of attitudes [11] . A first dimension is affiliation, which can be characterized as the desire for a close relationship with one's interlocutor. Positive values denote a friendly attitude while negative values represent a hostile or unfriendly attitude. The other dimension is status, which is used to express the social superiority or inferiority of a person towards their interlocutor. Positive values indicate a dominant person, while negative values are used for submissive individuals. These two dimensions can be represented on an interpersonal circumplex [28] . While other representations of social attitudes have been proposed [29] , [30] , we use Argyle's representation as it is widely adopted in the field of ECAs [9] , [14] , [16] , [25] , and as it allows us to rely on the numerous works that studied the multimodal expression of friendliness and dominance.
Multimodal Behavior and Attitudes
The display of multimodal signals influences the perception of the attitude of an individual. We realized a literature review in order to list the multimodal signals that should be considered when modeling the expression of social attitudes. Our findings are presented in Table 1 .
These works highlight the particular influence of certain modalities on the expression of attitudes. However, an attitude is expressed by multimodal behaviors that color the whole communication display. Therefore, multimodal signals should not be considered in isolation but as parts of sequences of multimodal signals when planning the behavior of an ECA for attitude expression. 1 . For an evaluation of the TARDIS job interview simulation system in terms of job interview skills training outcomes, please refer to [3] .
RELATED WORK
In this section, we describe related works on behavior planning for ECAs. First, we present existing approaches for expressing social attitudes and show that these models do not consider sequential information when planning nonverbal signals. Second, we introduce behavior planning approaches which have considered sequences of non-verbal signals in other domains.
Behavior Planning Models for Social Attitudes Expression
In the Demeanour project, Ballin et al. [25] proposed a framework for automating the generation of animations of users' avatars in the context of an application for improvising stories. The authors reviewed the literature on interpersonal attitudes and defined rules describing the influence of Argyle's attitude dimensions on various variables, such as relaxation or the amount of occupied space. Using this model, when users changed the attitude of their avatar, these variables would be modified, which in turn would affect their avatar's posture and gaze. The Laura relational agent was developed in order to sustain long term relationships with users [2] . The authors proposed a relational model that would adjust the behavior of the agent depending on how many times a user interacted with it. As the number of interactions grew over time, the agent would produce more gestures, head nods, facial expressions, and would appear closer to the user. The authors conducted a month-long study where the relational model was compared to a baseline scripted version of the agent. Their results indicated that the users rated the relational agent higher on measures of appreciation, trust, and respect.
While most behavior models for ECAs focus on agents acting as speakers or as the direct addressees of a speaker, Lee and Marsella modeled the behavior of agents acting as bystanders or side-participants depending on their interpersonal attitude [14] . They defined a scenario in which the characters held various attitudes towards one another. They then carried out improvisational sessions with actors enacting this scenario in order to gather data. By observing the behaviors of the actors, they defined rules that can be used to select the behavior of side-participants under different interpersonal attitudes.
Cafaro et al. studied the expression of attitudes and personalities in the context of first encounters [9] . Using previous works on greetings, proxemics and interpersonal attitudes, the authors defined interpersonal distances at which greeting behaviors can be triggered. By manipulating the appearance of smile, gaze and proxemics behaviors at these distances, the proposed model influences the attitude that an ECA expresses during a greeting situation.
Ravenet et al. used a crowdsourcing method in order to build a computational model of attitude expression [16] . They created a web interface where users would be asked to select the behaviors (head movement, gesture with expressive parameters, gaze) of an ECA expressing a communicative intention (e.g., ask a question) with a particular attitude expressed in Argyle's bi-dimensional model (e.g., dominant). This method allowed the authors to gather a large amount of different combinations of signals for the same input attitudes and intentions. They then used this data to build a Bayesian network, which can be used to select varied combinations of behaviors for expressing a communicative intention along with an attitude. The authors evaluated their model and found that, when combined with a dialogue model for attitude expression [53] , it could express friendliness and hostility successfully.
Though several models have been proposed for the expression of attitudes by ECAs, they present some limitations. Most of these models only consider a limited part of the modalities involved in the expression of attitudes [2] , [9] , [16] , [25] . Some are limited to particular conversational roles [14] or first encounters [9] . Last but not least, none of these models consider sequences of multimodal signals in the expression of attitudes, i.e., none capture how social attitudes color behaviors over time. In this work, we tackle this last limitation by proposing a model that plans sequences of non-verbal signals; signals are not viewed as independent of one another. Indeed, the meaning of nonverbal signals can be changed by surrounding signals. Moreover, attitudes are not expressed at a given moment but affect the behavior of a person on longer periods. Planning sequences of non-verbal signals enables us to ensure the coherence of the different signals it contains regarding the attitude to express. 
Planning Sequences of Non-Verbal Signals
Sequential models have been applied successfully for generating sequences of ECA animation parameters, for instance for laughter animations [17] . However, those methods generate sequences of animation parameters and not sequences of non-verbal signals. In this section, we present related works on behavior planning models which produce sequences of non-verbal signals. Xu et al. [54] proposed a model for planning ECA gestures based on Calbris' theory [55] . This theory posits that when a relationship exists between different parts of a discourse, then the gestures used within those different discourse parts will share some common characteristics, such as shape or rhythm. Xu et al.'s model allows one to automatically generate sequences of gestures which will exhibit such relationships. However, this model is limited to the gestural modality, and requires specific annotations as the relationships between discourse parts must be manually defined.
Pan et al. [56] introduced a model generating sequences of behaviors through motion graphs. First, they automatically extracted sequences of head and face movements (e.g., nods, frowns) from a corpus of actors expressing various mental states (e.g., interest, disagreement). Using this data, they created motion graphs, i.e., graphs representing animation sequences and possible transitions between them. By following different paths in this graph, varied animations can be created to generate for expressing mental states. However, their method only considered face and head movements. Additionally, it relies on pre-recorded animations, which can pose a problem in dyadic interaction settings when non-verbal signals have to be computed on-thefly to be aligned with the ECA's utterances.
Several models have been introduced for generating sequential expressions of emotions. Courgeon et al. introduced a model for generating facial expressions following Scherer's appraisal theory [57] . In this model, emotions are triggered by successive cognitive appraisals of events, such as how novel or agreeable the event is. Niewiadomski et al. [15] annotated several videos of complex emotions expressions, such as pride or regret. Using these videos, they manually defined temporal constraints between the different non-verbal signals that are observed in these videos (e.g., a smile must precede a gaze aversion). They then proposed an algorithm which can create variations of expressions which respect those constraints.
As we can see, several models have tackled the problem of generating sequences of non-verbal signals. However, some limits exist in those approaches. Some are not fully automatic and rely on manual annotation of relationships between signals [15] or discourse parts [54] . Most are limited to a set of modalities [54] , [56] , [58] , to specific theories [54] , [58] or to pre-recorded animations [56] . In this paper, we propose a sequential behavior planning model which does not rely on manual intervention beyond the creation of the original corpus.
In order to build such a behavior planning model, we present in the next section a methodology which uses a sequential pattern mining technique to automatically extract non-verbal signals sequences expressing different attitude variations from a multimodal corpus. These extracted sequences are then used to train a behavior planning model, which was integrated with the Greta ECA platform [8] in the TARDIS job interview simulation.
METHODOLOGY
Many researchers have studied the role of certain modalities in the expression of attitudes [11] , [37] , [39] , [40] , [41] , [42] , [43] , as well as in the expression of other affects such as emotions [18] , [19] . Unfortunately, these works do not provide us information about the influence of sequences of non-verbal signals on the expression of attitudes. Additionally, while some sequential behavior planning models have been introduced in other domains, the methodologies that were used to build them are limited as they either require manual identification of temporal constraints between signals [15] , [54] , or they are restricted to certain theoretical frameworks [54] , [58] or pre-recorded animations [56] . We thus designed a methodology that extracts knowledge automatically from a multimodal corpus and uses it to build a behavior planning model.
Overview
The first step of this methodology is the acquisition of a multimodal corpus (Section 4.2). The particularity of our approach is that the corpus is annotated at two levels: the non-verbal behaviors and the socio-emotional phenomena (in our case, social attitudes; Figs. 1A and 1B). For the annotation of attitudes, we propose to use a continuous annotation paradigm. Indeed, attitudes are not expressed at a particular moment but rather are characteristic of an affective style that evolves throughout an interaction. Our methodology could be applied to other socio-emotional affects that can also be represented under continuous dimensions, such as engagement, emotions, anxiety, and many more.
Second, an algorithm relying on a sequential pattern mining technique is then applied on this corpus to extract relevant sequences of non-verbal signals (Section 4.3). Such techniques have been widely used in tasks such as protein classification [59] . Recently, they were applied in the human-computer interaction domain: Martinez et al. used them to find sequences of video game players' key presses correlated with affects such as frustration [60] and Fricker et al. mined sequences of multimodal signals in humanrobot interaction [61] . The novelty of our method is that it allows us to extract patterns of multimodal signals conveying specific socio-emotional phenomena. We use the continuous nature of the attitude annotations in order to identify instants of attitude variation, and use these timestamps to segment the non-verbal behavior data (Figs. 1C and 1D ). The resulting segments are used as an input dataset to extract sequences of non-verbal signals frequently found before different variations in attitude (Figs. 1E and 1F).
Finally, the last step consists in building a behavior planning model capable of generating sequences of non-verbal signals expressing an input attitude (Section 4.4, Fig. 2 ). The model we propose functions in the following way: first, similarly to other existing behavior planning models [15] , [54] , [58] it generates several sequences that can express the input communicative functions. These sequences are then enriched by adding additional non-verbal signals where possible. The resulting sequences are then evaluated using the dataset of frequent sequences extracted in the previous step, and the sequence most likely to express the input attitude is chosen, and displayed. We now detail these three steps in greater detail in the following sections.
Multimodal Corpus Acquisition and Annotation
Corpus acquisition: Before choosing an existing corpus or creating a new one, some key points must be addressed [62] . One must make sure that the recording setup of the corpus allows for an appropriate capture of all the studied modalities, e.g., if the posture modality is investigated, then a video feed capturing the participants' full bodies is crucial. It is also important that the context in which the corpus is recorded matches the context of the end application. For instance, displays of emotions can be more or less socially inhibited depending on the social context, such as in a casual situation among friends or in a work meeting. Thus, a corpus used to build an ECA for an application simulating work meetings should not have been recorded in casual situations. Reviews of existing corpora that can be reused for studying multimodal communication can be found in [63] and [64] . A corpus that was elaborated on a similar domain as ours is the HuComTech corpus [65] , which contains recordings of role-played job interviews. However the subjects of the corpus were acting as recruiters and were not professional recruiters, and their behaviors may not have reflected behaviors of actual recruiters. Instead, we chose to use a corpus of job interview enactments between human resources practitioners and youngsters (from 18 to 25 years old) that was collected in a study within the TARDIS project. The study was conducted at the Mission Locale Val d'Oise Est, a French job coaching association. It consisted in creating a situation of job interviews between 5 practitioners and 9 youngsters. The setting was the same in all videos. The recruiter and the youngster sat on each side of a table. A single camera embracing the whole scene recorded the dyad from the side, allowing us to observe the recruiters' full body, and thus annotate all the modalities involved in the expression of attitudes. From this study was gathered a corpus of 9 videos of job interviews lasting from 15 to 25 minutes each. The non-verbal behavior of the recruiters, their perceived attitudes and the turn taking were then annotated manually on 3 videos, for a total of slightly more than 50 minutes.
Non-verbal behaviors annotation: One crucial aspect in the process of annotating a multimodal corpus is the definition of an appropriate coding scheme, and the choice of appropriate tools for performing this annotation. Before starting the annotation, a review should be performed of the existing coding schemes for the studied socio-emotional phenomenon. The chosen coding scheme should include all the modalities involved in the expression of the studied phenomenon, and the granularity level of the scheme should be in line with the quality of the multimodal corpus and the level of detail of the annotated behaviors. We adapted the MUMIN multimodal coding scheme to our task and our corpus, defining categories and modalities to annotate following our review of the literature on attitude expression (see Section 2). In particular, we added posture tags, which are very relevant to attitudes expression, and removed some facial expression tags (e.g., lips protruded/retracted) which we did not observe in our videos. The following modalities were considered: gestures (e.g., adaptors, deictics, 313 occurrences), hands rest positions (e.g., over or under table, arms crossed, 245 occurrences), postures (e.g., leaning backwards, 123 occurrences), head movements (e.g., nods, 281 occurrences) and head positions (e.g., head tilted sideways, 658 occurrences), gaze (e.g., looking downwards, 836 occurrences), smiles (91 occurrences) and eyebrow movements (156 occurrences). Full details on the coding scheme and annotation process can be found in [66] . A single annotator fully annotated the non-verbal behavior for the three videos. A second annotation on 10 percent of the total annotated video length was performed one month after the initial annotation to measure the reliability of the coding. Cohen's Kappa measures were computed across the Fig. 1 . Schematic representation of our methodology for automatic extraction of non-verbal signals sequences from a multimodal corpus. First, a multimodal corpus is collected and annotated at two levels, the non-verbal behaviors (A) and the attitude (B). Attitude variation events are identified and clustered by variation types (C) and used to segment the non-verbal behavior data (D) into groups of non-verbal signals sequences preceding attitude variations (E). Finally, a sequence mining technique is used to extract frequent sequences from these groups (F).
two annotations and were found to be mostly satisfactory (e.g., k ¼ 0:80 for gestures, k ¼ 0:93 for postures). The lowest score was found for eyebrow movements (k ¼ 0:62), which we had anticipated considering the video setup (the video camera captured the full scene, thus the faces of the participants were small in the video).
Socio-emotional phenomena annotation: Some socioemotional phenomena such as attitudes, moods or engagement are not expressed at a specific time by prototypical expressions, rather they are expressed through the whole behavior of a person in longer periods of time. Therefore, we propose to annotate these phenomena with continuous annotations. In our case, this meant annotating the two dimensions of Argyle's attitude model, friendliness and dominance. We used GTrace, successor to FeelTrace [67] , a tool that allows for the annotation of continuous dimensions over time. The speech was rendered unintelligible, as we wanted to focus on non-verbal behavior and the content of the recruiters' utterances could have affected the annotators' perception of attitudes. We asked 12 people to annotate the videos with this tool. Each annotator had the task of annotating one dimension for one video, though some volunteered to annotate more videos. With this process, we collected two to three annotation files per attitude dimension per video.
In a nutshell, the corpus was annotated at two levels: the non-verbal behavior of the recruiters and their perceived attitudes. Our next step was to identify which sequences of non-verbal signals characterize social attitudes. We focused on the non-verbal signals sequences expressed by the recruiters when they are speaking. In the next section, we describe a method for extracting frequent non-verbal signals sequences from a multimodal corpus collected and annotated following our method.
Mining Frequent Sequences Expressing Attitudes
Frequent sequence mining techniques require a dataset of sequences of events. Since we investigated which sequences of signals convey attitudes, we decided to segment the nonverbal behavior data using the timestamps in the annotations files where an attitude dimension begins to vary. We call these instants attitude variation events. This means that we obtained segments of time that directly precede a change in perceived attitude: studying these segments allowed us to investigate which sequences of non-verbal signals are relevant for the expression of social attitudes. The attitude traces were smoothed so that very small attitude variations (less than a twentieth of the annotation scale) would not be considered, as these small variations were likely to be noise from the continuous annotation process. When performing the segmentation, all the non-verbal signals starting between the end of an attitude variation event and the end of the next attitude variation event were included in a segment, regardless whether they were finished or not; we hypothesize that a signal does not have to be finished to be able to influence the expressed attitude. Once the data was segmented with these events, we kept only the segments where the recruiter is speaking, which means we did not investigate listening behavior. Our methodology could be used in the same manner for studying sequences of non-verbal signals while listening.
Attitude variation events came with a wide range of values; therefore, we chose to differentiate between small and strong attitude displays. We used a K-means clustering algorithm with k ¼ 4 to identify clusters corresponding to small increases, strong increases, small decreases and strong decreases.
The next step consisted of applying a frequent sequence mining algorithm to the set of segments of each attitude variation type. We used the Generalized Sequence Pattern (GSP) frequent sequence mining algorithm described in [68] , and based on the Apriori algorithm [69] . This algorithm extracts sequences without temporal information, i.e., it only represents that behaviors happened one after another. Since temporal information is not considered, is not able to differentiate between short and long signals. It also cannot represent simultaneous events (e.g., a smile and a nod happening simultaneously). More recent sequence mining techniques exist that take temporal information into account [61] , [70] . However, we decided to choose a simpler model and to focus on the sequential representation, as a higher model complexity would require more data to learn from and would be harder to apply to our generation problem. Our model could potentially be complemented by related models considering simultaneous signals, such as [16] . The GSP algorithm requires as input a minimum support, i.e., the minimal number of times that a sequence has to be present in the corpus to be considered frequent; its output is a set of sequences along with their support. For instance, using a minimum support of 3, every sequence that is present at least 3 times in the data will be extracted. The GSP algorithm follows two steps: first, it identifies the frequent individual items in the data and then extends them into larger sequences by iteratively adding other items, pruning out the sequences that are not frequent enough. Having acquired a set of frequent sequences for each type of attitude variation, we characterized each of these sequences with several quality measures: Support, that is how many times the sequence appears in the data (½0; 1 2 N); Confidence, which represents the proportion of a sequence's occurrences that happen before a particular type of attitude variation (½0; 1 2 R, 1 meaning this sequence only occurs before this attitude variation); Lift, which can be seen as how strong the confidence of a sequence is, compared to the random cooccurrence of sequence and the attitude variation given their individual support (½0; 1 2 R, a higher value representing a stronger association). Table 2 presents the amount of segments of data preceding every type of attitude variation, and the amount of frequent sequences extracted them, while Table 3 shows examples of extracted sequences. Using a minimum support of 10, we extracted a set of 879 sequences for dominance variations and 329 for friendliness variations. In the next section, we describe an algorithm for generating non-verbal signals sequences conveying attitudes, that makes use of the frequent sequences we presented in this section.
Planning Non-Verbal Signals Sequences Conveying Social Attitudes
Given an input attitude that an ECA should express and an input utterance tagged with communicative functions that the ECA should perform, our model's objective is to generate a sequence of non-verbal signals that conveys the communicative functions with the desired attitude. We place ourselves within the SAIBA framework [6] , where our model fulfills the role of the Behavior Planner module, i.e., it translates communicative functions into multimodal behaviors and schedules them. Input utterances and functions are defined in the Functional Markup Language (FML) [71] , and scheduled multimodal signals are defined in the Behavior Markup Language (BML) format [6] . The main idea behind our algorithm is to first make sure the communicative functions of the FML message are conveyed by enumerating different combinations of signals that can express them, and then to enrich these with additional signals associated with a certain attitude. Our algorithm follows three steps, which are detailed in the following sections, and represented in Fig. 2 . First, for each communicative function contained in the input FML message (Fig. 2a) , we retrieve all the signals that can express this function using a lexicon approach, and build all the possible combinations of these signals that can express the input's communicative functions (Fig. 2b, Section 4.4.1) . Second, for each of these combinations, the algorithm finds all the time intervals where additional signals can be inserted, and builds a set of larger sequences by inserting additional signals in the available time intervals using a probabilistic framework (Fig. 2c, Section 4.4.2) . These signals will enable the agent to display its social attitude. The third step (Fig. 2d, Section 4.4.3) consists of selecting the best sequence out of all these candidate sequences, by using a classification method trained on the frequent sequences that were extracted using the method described in Section 4.3.
Building Minimal Sequences from the Input FML
In a conversation, communicative functions can be expressed through non-verbal behavior as well as through speech. For instance, in Western culture, it is possible to convey uncertainty by squinting the eyelids, tilting the head, or performing a particular hesitation gesture. When emphasizing a word, it is common to make a quick head movement downwards, and to raise one's eyebrows.
The FML language [71] is used to represent such communicative functions. The first step in our algorithm consists of retrieving all the possible non-verbal signals that can be used to express the functions contained in the input FML message. For this purpose, we used Mancini's framework [72] , in which each communicative function is characterized by a behavior set. A behavior set is the specification of the different nonverbal signals that can be displayed by an ECA to express a communicative function. We can build a non-verbal signals sequence expressing an input message by selecting one signal in the behavior set of each communicative function of the input message. We call such a resulting sequence a minimal sequence. In our model, we only consider communicative functions that alter the speech prosody (i.e., pitch accents and pauses for emphasis) and communicative functions related to the speech pragmatics (e.g., communication of spatio-temporal information may trigger deictic gestures, particular concepts may trigger iconic gestures, etc.). Once all the minimal sequences have been computed, i.e., all the different combinations of signals from the behavior sets have been enumerated, the next step consists of enriching these sequences with additional signals to convey the interpersonal attitude.
Generating New Sequences
For every minimal sequence obtained in the previous step, the model starts by looking at all the time intervals where it is possible to insert other signals. For instance, if there is no head movement specified between two specified head positions, we might insert a head nod, or a head shake. Since the signals chosen for the minimal sequences are only related to speech prosody or to certain speech pragmatics, we make the hypothesis that the inserted signals will not conflict with the original communicative functions, and that the inserted additional signals will only contribute to expressing attitudes.
In order to choose these additional signals, we used the extracted frequent sequences dataset (Section 4.3) to learn a Bayesian Network's probabilities (BN). The nodes of the network represent the non-verbal signals and the social attitudes. The edges define a conditional dependence between two variables. The BNs enable us to represent the causal and non-deterministic relation of the attitudes on the signals (e.g., there may be more smiles before friendliness increases) and the sequences of signals (e.g., hands rest pose changes may appear after a gesture). We assume that P ðS iþ1 jS i ; S iÀ1 ; . . . ; S 1 ; AÞ ¼ P ðS iþ1 jS i ; AÞ, where S represents signals, i is the index of a signal in the sequence, and A is the chosen attitude variation, i.e., the probability of a signal occurring in the sequence only depends on the input social attitude and the previous signal.
An interesting feature of this model is that non-verbal signals sequences absent from our corpus can still be generated, and their likelihood can be evaluated. Indeed, the representation of the sequences may lead to new sequences in the network. These new sequences are valuable as they can improve the variability of the recruiter's behavior beyond the sequences that were observed in the corpus. We trained a BN for dominance and another BN for friendliness, considering the two dimensions independently. We used the Weka open-source machine learning software [73] to train the networks.
The generation of new sequences starts with the minimal sequences obtained after the previous step (Section 4.4.1), and uses the BNs to add new signals in the available intervals. Thus, it is ensured that every generated sequence contains signals that express every input communicative function. The maximum sequence length is the amount of functions contained in the original FML message plus the amount of time intervals between them. In order to reduce computing time and to sort out sequences that are too unlikely, we compute the overall probability of every generated sequence, and only keep those whose probability is above a certain threshold . For our evaluation, we chose to be equal to P ðminimalsequenceÞ Ã a where P ðminimalsequenceÞ is the probability of the original minimal sequence and a is a coefficient. The alpha value was found after trial-and-error; we found the value 0.005 to be an adequate compromise between the amount of generated sequences and computing time. The generated sequences that are left after this pruning process are called candidate sequences. Having computed all the candidate sequences, the final step consists of selecting the one that is most likely to convey the input attitude.
Selecting the Final Sequence
Once the set of candidate sequences has been generated, we determine which sequence is the most likely to express the input attitude. We draw inspiration from a text classification technique that relies on frequent sequences [74] . For each candidate sequence s, we calculate a score ScðsÞ which will be used to select the final sequence. By noting FSeq the group of frequent sequences extracted from our multimodal
( This means that we compute ScðsÞ directly from the sequence's quality measures if it was extracted with our methodology, and from it sub-sequences if it was not. The sequence s with the highest score ScðsÞ is selected as the final sequence to be displayed. The last step in our methodology is to express this sequence in the BML format [6] . This sequence can be sent to any ECA platform compatible with the BML standard to animate a virtual character. In our work, we use the Greta platform [8] .
APPLICATION TO THE DESIGN OF A VIRTUAL RECRUITER
The methodology we presented in the previous section allowed us to build a behavior planning model for expressing social attitudes. This model was integrated into the TARDIS application where an ECA acts as a virtual recruiter.
Tardis Platform Overview
The Tardis job interview simulation platform contains four main components:
Scenemaker [75] is used to create and execute the scenario of the job interview. SSI (Social Signal Interpretation) [76] recognizes signals from the user, such as gestures, postures, speech from audiovisual sensors. The affective core computes the emotions and attitudes that the virtual recruiter should display [77] . The last module is the virtual recruiter, which we present in the next section. These modules interact in the following manner: SSI detects the participant's multimodal signals and sends them to the affective core and virtual recruiter modules. Using these signals, the affective core determines if the participant performed well (e.g., an open posture and appropriate use of gestures will yield a better performance) and updates the recruiter's attitude depending on this performance (e.g., if the participant performs well, the recruiter will become more friendly). Using the same input signals, the virtual recruiter determines when the recruiter takes the speaking turn; Scenemaker then provides it with the next dialogue act to perform, i.e., a symbolic representation of the different sentences defined in the scenario. The virtual recruiter then computes the appropriate wording and non-verbal behavior to express this dialogue act while displaying the attitude computed by the affective core. When the virtual recruiter is not speaking, it also produces backchannels by using the multimodal signals of the participant.
Virtual Recruiter Architecture
The virtual recruiter's architecture we propose is represented in Fig. 3 . This architecture includes our behavior planner, allowing the ECA to express social attitudes through sequences of non-verbal signals, and other components, presented below, which perform other functions of multimodal communication (e.g., producing backchannels).
Listening Behavior Planner: This module fulfills two functions: produce backchannels, which has been shown in the past to improve users' engagement [78] , and detect the appropriate moment for the recruiter to take the speaking turn. This component receives vocal events from SSI. We used Bevacqua's listening behavior model [79] , which was developed in the SEMAINE project and produces backchannels and mimicry behavior. For the turn-taking mechanism, we re-used a model developed by Gebhard et al. for the Tardis platform [75] .
Dialogue model: Once the turn-taking mechanism determines that the recruiter should perform its next turn, Scenemaker is queried in order to return the next dialogue act of the scenario. This dialogue act is then transformed by the Dialogue model into an FML file, consisting of a sentence to utter enriched by communicative function tags. For a same dialogue act, the wording can influence the expressed attitude [80] ; thus, we chose to use the Dialogue model of Callejas et al. [53] , which uses a set of FML files for the expression of social attitudes in job interview scenarios, for unfriendly, neutral and friendly attitudes. We extended this collection of FML files to include dominant attitudes using the guidelines described in [81] .
Expressivity modulator: the FML file chosen by the Dialogue model is sent to the Sequential Behavior Planner. Its role is to transform, with respect to a given input attitude (e.g., a dominance increase), this FML file into a sequence of non-verbal signals expressed in the BML format. However, as our behavior planner model did not consider the expressiveness of behavior (e.g., gesture amplitude), we complemented it with another module, that we called the Expressivity modulator. Its role is to adjust the amplitude and intensity of gestures considering the attitude to express. To create this module, we used Ravenet et al.'s model [16] , which we presented in Section 3. For an input attitude and communicative function, we can query Ravenet et al.'s model, obtaining gestures' amplitude and intensity parameters.
Behavior Realizer and ECA platform: Finally, the BML message enriched with expressive parameters is sent to the Behavior realizer of the Greta platform [8] , which transforms it into an animation displayed by its virtual character.
With these components, we created a virtual recruiter able to express various attitudes through its non-verbal and verbal behavior. In the next section, we present an evaluation of our virtual recruiter, which aimed at assessing whether the attitudes it expresses are correctly perceived.
VIRTUAL RECRUITER EVALUATION
Our evaluation study pursued several objectives. The first was to validate whether our virtual recruiter could express input attitudes correctly. We also wanted to compare the respective contributions of the non-verbal and verbal modalities to the expression of attitudes, in order to verify previous results indicating that combining both modalities achieves the best results when expressing attitudes [53] , [80] . Finally, we investigated whether the perception of attitudes is similar when participants watch videos of the virtual recruiter compared to when they directly interact with it. Indeed, many studies rely on video-based surveys for evaluating models of ECAs [17] , [53] , [79] , [80] , while others evaluate these models in interactive settings [9] , [78] . However, it has been shown that the level of interactivity can influence the perception of ECAs [82] . Therefore, we investigated whether the perception of attitudes would be affected by the level of interactivity. We defined the following research questions: QR1: Are attitudes expressed by the virtual recruiter correctly identified? QR2: What combination of modalities (verbal only, nonverbal only, multimodal) allow reaching the highest rate of attitude recognition? QR3: Is there a difference in attitude recognition between participants interacting directly with the virtual recruiter and participants evaluating the recruiter through videos? We now present the experimental setup we adopted to answer these three questions.
Experimental Setup

Conditions and Independent Variables
We defined three independent variables: VI 1 represents the type of expressed attitude: Dominant, Friendly or Unfriendly. We did not consider submissiveness as a preliminary evaluation showed that our behavior planner did not succeed in expressing it [83] . The second variable VI 2 represents the combination of modalities used to express these attitudes: Speech, when only the dialogue model is used, Non-verbal, when only the behavior planner and expressivity modulator are used, Multimodal when both are used, and Neutral when none are used. The third variable VI 3 represents the evaluation mode: Interaction or Video.
One attitude and one evaluation mode were randomly assigned to each participant, i.e., one value of VI 1 and one value of VI 3 . All participants were exposed to the four combinations of modalities, i.e., all values of VI 2 , in a counterbalanced order. Fig. 3 . The virtual recruiter's architecture and information flow. (1) SSI detects vocal events, while the Affective core updates the virtual recruiter's attitude. Depending on the vocal events, the Listening Behavior Planner triggers (2') backchannels, or (2) the next recruiter's utterance. ( 3) The Dialogue model queries Scenemaker which (4) returns the next Dialog act, transforming it into a FML message (5). The Sequential Behavior Planner computes a behavior sequence accompanying the FML expressing the chosen attiude (6) , and passes it to the Expressivity Modulator which adapts gesture parameters (7) . The resulting BML is transformed into the final animation by the Behavior Realizer (8) .
In order to compare how attitudes were perceived in interaction or with videos, we built two separate evaluation platforms. The first platform, corresponding to the Interaction value of VI 3 , consisted of a job interview simulation system, a simplified version of the Tardis platform, where participants interacted directly with our virtual recruiter. The second platform, for the Video value of VI 3 , was an online web application where participants watched videos of the virtual job recruiter. In both cases, an identical questionnaire was used to assess the virtual recruiter's attitude.
Measures
In order to evaluate the perceived attitude, we chose to use two types of measures: direct scales indicating the perceived dominance and friendliness and adjective scales (inspired from [84] ). A seven-point Likert scale was used for all these questions. We reproduce here the questions of the questionnaire:
The virtual recruiter behaves in a ----manner:
Q1 -Not at all dominant -Absolutely dominant Q2 -Not at all friendly -Absolutely friendly
The recruiter is more:
Interaction Case
Study room -A study room was setup for the Interaction case. To improve the participant's level of immersion, we used a large screen allowing us to display the virtual recruiter at a life-size scale (Fig. 4) . The 3D scene presented the ECA sitting behind a desk, aligned to its real life counterpart where the participant was sitting. The participant was fitted with a headset microphone, and a computer used to collect the previous measures (Section 6.1.2) during the experiment.
Interaction system -We used a simplified version of the Tardis job interview simulation platform: the SSI software was used in order to retrieve vocal events to drive the Listening Behavior Planner module. The scenario execution module was replaced with an ad-hoc scenario module following a linear scenario defined according to the protocol described in the next paragraphs. The affective core was not used, as attitudes and modalities were fixed by the independent variables.
We now give an overview of an evaluation session. Before the interaction -Participants started by reading and filling out a consent form, and filling out a small demographic questionnaire. They were informed that their participation was voluntary, that no data would be saved except from the questionnaires they would fill out, and that these would be anonymous. The participants were also informed that no speech recognition was performed. They were then given instructions which described the experiment, and were given a chance to ask questions before the experiment.
Habituation phase -Once the participant had finished filling out the questionnaires, we moved on to a habituation phase. The interaction was activated remotely, the participant being alone in the interaction room. The study screen, initially black, would fade to the virtual environment inhabited by a first ECA (Fig. 4, left) which repeated the interaction instructions. This phase gave the participant an opportunity to get used to the situation, and was also an opportunity to detect technical problems (e.g., unplugged microphone, system crash). Here, no attitude was expressed by the ECA. Once the instructions had been given, the screen faded to black and another opportunity was given to the participant to ask questions about the experiment.
Evaluation phase -This phase consisted of a job interview simulation divided into four topics. A second ECA model was used so that participants would not be influenced by their impression of the previous character (Fig. 4, right) . In each of these topics, the recruiter asked three questions to the participant on a particular theme. The first topic was about a general presentation of self. The second topic dealt with the participant's education and the third with professional experiences, while the last topic was about interpersonal skills. We chose these themes as they are commonly discussed in job interviews. Once the three questions of each topic had been answered by the participant, the screen faded to black and the participant would fill in a questionnaire with the questions described in the previous section. After the questionnaire had been filled in, a request was sent from the browser to start automatically the next of the 4 topics.
Video Case
For collecting participants' data in the Video case, we built a web platform. A first web page gave instructions to the participants, then an automated script would assign randomly conditions to the participants. Since the participants in the Video case did not interact with the ECA, we did not include an habituation phase. Therefore, after reading the instructions and filling out a small demographics questionnaire, the participants were redirected to the evaluation phase.
For the Video case, the same four topics were used in the evaluation phase as in the Interaction case: participants saw a series of videos where the recruiter asked the same questions as in the Interaction case. After each set of 3 questions, the participants had to answer the same questionnaire as for the Interaction case.
Results
We recruited 48 participants in total (28F, 20M). 24 were assigned to the Interaction case, and 24 to the Video case. The participants were mostly of French nationality (91; 7%), and the mean age of participants was 34,4 years old (s ¼ 13; 3). In order to analyze the rates of correct attitude identification, we transformed the raw Likert scales data as in Table 4 : indeed, a correct attitude recognition involved a Q2 score higher than 4 for friendliness and lower than 4 for unfriendliness. Therefore, we defined new measures, Q Dir (Dir for direct measure), Q Adj1 and Q Adj2 (Adj for adjective scales), which values range between À3 and 3, a positive value indicating a correct attitude recognition.
QR1: Attitude Recognition in the Multimodal Condition
We first checked whether attitudes expressed by our full virtual recruiter model (i.e., the Multimodal condition) were correctly recognized, independently of the evaluation mode. We realized unilateral Student test between the attitude scores (Q Dir , Q Adj1 and Q Adj2 ) and the scale mean (m 0 ¼ 0). The results are presented in Table 5 . We observe that significance is reached in most conditions, except for unfriendliness; in that case, only Q Adj2 achieved p < 0:05. While we cannot conclude that unfriendliness was recognized, participants did see unfriendly recruiters as colder.
QR2: Comparing Combination of Modalities
We then investigated which combination of modalities led to the best attitude recognition scores. We conducted ANOVA tests between the four different combinations of modalities (None, Speech, Non-verbal, Multimodal) on the combined recognition scores of all attitudes and evaluation modes for the three measures Q Dir , Q Adj1 and Q Adj2 .
For Q Adj1 (F ð3; 188Þ ¼ 2:28; p ¼ 0:08) and Q Adj2 (F ð3; 188Þ ¼ 2:36; p ¼ 0:07), results approached the p < 0:05 significance threshold. Though this result is not significant, we did notice a trend towards better scores for the Multimodal case (in the Multimodal case, Q Adj1 was on average 0.56 higher and Q Adj2 was on average 0.46 higher than in the other cases).
Significance was achieved when testing the Q Dir measure (F ð3; 188Þ ¼ 4:69; p ¼ 0:003). In that case, the Multimodal combination achieved the highest score (on average, Q Dir was higher of 0.71 compared to the other combinations). Friendliness (m ¼ 0:875) and dominance (m ¼ 1) attitudes achieved better recognition scores than unfriendliness (m ¼ 0:1875), however, the Multimodal condition still outperformed the other conditions in that case (Fig. 5 ).
QR3: Evaluation Model
Lastly, we compared attitude recognition scores between interaction models (Interaction or Video). We regrouped measures independently of the expressed attitude and the combination of modalities (excluding the None condition) and realized an ANOVA for the three measures Q Dir , Q Adj1 and Q Adj2 . Significance was observed for Q Dir (F ð1; 142Þ ¼ 4:30; p ¼ 0:039), where higher recognition was achieved in the Video case (on average, Q Dir was higher of 0.42). Tests on Q Adj1 and Q Adj2 did not achieve significance.
We wanted to compare the observed effect on Q Dir of modalities combinations used to express attitudes. To this end, we realized four new ANOVA tests between the different modalities combinations, separating the Interaction case and the Video case. A significant difference was only observed for the Speech condition (F ð1; 46Þ ¼ 8:59; p ¼ 0:005), where the difference between recognition scores was much higher in the Video case than in the Interaction case (on average, Q Dir was 0.89 higher in the Video case).
Discussion
We observed that dominance and friendliness were overall recognized using the full model (QR1), while unfriendliness achieved only mixed results (only Q Adj2 achieves significance). However, results of QR2 indicated the recruiter expressing unfriendliness in the Multimodal condition is seen as much more hostile than with other combinations of modalities. Therefore, we conclude that our virtual recruiter model can express the three attitudes we considered, and that applying our methodology allowed us to successfully build a sequential behavior planning model capable of expressing attitudes.
As per QR2, we observed that combining non-verbal and speech modalities led to better recognition scores, for the three considered attitudes. These results confirmed previous In All, the 3 conditions are considered simultaneously, while Frd, Hos and Dom correspond to the friendliness, unfriendliness and dominance conditions respectively. Significant p-values are highlighted in bold. studies' results that observed that combining congruent attitudes expression from the verbal and non-verbal modalities led to better recognition scores [53] , [80] .
Finally, we observed for QR3 that recognition scores were better when participants watched videos than when they directly interacted with the model, this effect being particularly strong when attitudes were only expressed by the dialogue model. This result tends to confirm that the evaluation mode of an ECA model can influence the obtained results [82] . This may have happened because participants interacting with the recruiter experienced a higher cognitive load than participants watching videos, and could not focus as much on the recruiter's utterances. However, our virtual recruiter model was limited as it did not consider the expression of attitudes through listening and turntaking behavior, which could have influenced the results as those influence the perception of agents. As the listening behavior was not observed by participants evaluating videos, this could have affected the results, even if the listening behavior was designed to be neutral.
It is worth mentioning that our study relied only on subjective questionnaires in order to assess participants' impression of the virtual recruiter: another method of investigation could have been to rely on objective data, such as transcriptions of participants' behavior (e.g., do participants react more positively to a friendly virtual agent, or more negatively to a hostile one) or measurements of physiological data. Unfortunately, we were unable to use these additional sources of data due to time and resources constraints.
Overall, we can conclude from this study that our behavior planning model managed to express social attitudes when integrated into a complete ECA model. This demonstrates the applicability of our methodology for the creation of sequential behavior planning models in the context of social attitudes. Further experiments should be conducted to assess whether our methodology is applicable to other phenomena; indeed, it should be directly applicable to any other socio-emotional affect that can be expressed under a continuous representation. In such a case, only the first step of our methodology, the multimodal corpus acquisition and annotation, would have to be adapted to fit the studied affect. The two other steps, mining the multimodal corpus and building a computational behavior planning, would remain similar.
CONCLUSION
In this paper, we proposed a methodology for building behavior planning models that consider the sequentiality of non-verbal signals, overcoming a limitation of existing behavior planning models. We applied this methodology to the design of a virtual recruiter expressing social attitudes. The originality of our method lies in the automatic extraction of sequences of non-verbal signals from the corpus, which is achieved using a sequence mining technique. The extracted sequences are used to build a computational model of behavior planning for the expression of attitudes. We evaluated the expression of attitudes by our model, and this evaluation study confirmed that attitudes were correctly recognized by participants. This demonstrates that our methodology can be applied successfully to build a behavior planning model in the case of social attitudes.
Our methodology still holds some limitations; in particular, we do not consider temporal information, such as the duration of particular non-verbal signals or the duration between two signals of a particular sequence. Moreover, while our representation of attitudes is bi-dimensional, our behavior planning model only considers a single dimension at a time when generating sequences. In future work, we plan to tackle those issues. We believe that our methodology could be naturally extended to multiple dimensions, by adapting the last step of our behavior planning model to consider multiple dimensions in the computation of a sequence's score. For considering temporal information, we plan to use more sophisticated techniques for extracting behavior sequences, such as HCApriori [85] or TITARL temporal models [70] .
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