Abstract--This paper proposes a new method to trace the transmission loss in deregulated power system by applying Genetic Algorithm (GA) and Least Squares Support Vector Machine (LS-SVM). The idea is to use GA as an optimizer to find the optimal values of hyper-parameters of LS-SVM and adopt a supervised learning approach to train the LS-SVM model. The well known proportional sharing method (PSM) is used to trace the loss at each transmission line which is then utilized as a teacher in the proposed hybrid technique called GA-SVM method. Based on load profile as inputs and PSM output for transmission loss allocation, the GA-SVM model is expected to learn which generators are responsible for transmission losses. In this paper, IEEE 14-bus system is used to show the effectiveness of the proposed method.
I. INTRODUCTION
RANSMISSION loss allocation is one of the main issues that has attracted researchers in deregulation environment of power systems. This is due to the fact of nonlinear nature of power flows through the transmission line in the meshed power networks. Therefore, approximate models and tracing algorithms have been introduced so that the individual generators that responsible to which transmission losses can be traced.
A number of works on transmission loss tracing have been reported in literature. One of the simplest techniques is ProRata (PR) technique [1] . However, this technique ignores the system configuration and the losses are globally allocated to producers and customers through proportional allocation rule. The method that uses Z-Bus matrix in loss tracing has been proposed in [2] . In this technique, the loss allocation technique is expressed in terms of the Z-Bus matrix and current injection instead of power injection. The proportional sharing method (PSM) has been used to develop different methods for power tracing algorithms [3, 4] . In these methods, the power flow from generators and or loads are traced to determine the transmission usage in the system. Then, transmission losses caused by each generator or load are determined. Reference [5] proposed three different methods to allocate the loss, viz. by using proportional, quadratic and geometric allocation. However, it is ended up without proofing which one is the correct method. Two methods, incremental load flow approach (ILFA) and marginal transmission loss approach (MTLA) to determine the transmission loss allocation have been proposed in [6] . MTLA is based on Krons' loss formula, while ILFA uses the modified load flow calculation to assess transmission loss allocation in iterative way.
In related work based on Artificial Intelligence technique, [7, 8] have proposed Artificial Neural Network (ANN) approach to trace the loss. Ref. [7] uses Z-Bus loss allocation technique; while in [8] ILFA is used as a teacher to train the ANN model in training stage. However, for this particular problem, it would be very time consuming at training stage due to large data of power network.
From the literature reviews, it can be seen that the proposed methodology that adopts the hybrid of GA and LS-SVM into transmission loss allocation problem is unique and has not being applied. The new transmission loss allocation method is based on manipulation of PSM and the introduction of virtual load concept before incorporating GA-SVM to calculate the contributions of individual generators to the losses, which are described in the following sections.
II. PROPOSED TRANSMISSION LOSS ALLOCATION METHOD
The development process of proposed method can be illustrated with a small power network with AC power solution as shown in Fig. 1 . To apply this concept, the test system must be constructed into lossless system. This research proposes a different view how the lossless system can be Fig. 2 . After lossless system is constructed, PSM is applied, which is the distribution matrix, A P is created as follows [3] :
where P j is representing of the total power flow through bus j, i is the set of buses supplying directly to bus i and |P j-i | is the magnitude of power flow (receiving end) at line j-i. From distribution matrix A P , the shares of generators to the losses (virtual loads) can be calculated as follow:
where A P -1 is inversion of matrix A P , P Gi is real power generated by bus i, P i is through power of bus i, P LVk m is virtual load at bus k for line m and nline is the total line that attached with bus k. Finally, the individual generators' contribution to each line loss can be obtained as follow: 
III. FUNCTION ESTIMATION USING LS-SVM
Support vector machine (SVM) is known as a powerful methodology for solving problems in nonlinear classification, function estimation and density estimation. SVM has been introduced within the context of statistical learning theory and structural risk minimization (SRM). Least squares support vector machine (LS-SVM) is reformulations from standard SVM [9] which lead to solving linear Karush-Kuhn-Tucker (KKT) systems. LS-SVM is closely related to regularization networks and Gaussian processes but additionally emphasizes and exploits primal-dual interpretations [10] .
In LS-SVM function estimation, the standard framework is based on a primal-dual formulation. Given N dataset { } 
With the application of Mercer's theorem [9] for the kernel matrix as
is not required to compute explicitly the nonlinear mapping (.) as this is done implicitly through the use of positive definite kernel functions K [11] .
From the Lagrangian function: By elimination of w and e i , the following linear system is obtained [11] :
The resulting LS-SVM model in dual space becomes:
Usually, the training of the LS-SVM model involves an optimal selection of kernel parameters and regularization parameter. For this paper, the RBF Kernel is used which is expressed as: Note that 2 is a parameter associated with RBF function which has to be tuned.
IV. GENETIC ALGORITHM
In general, genetic algorithm (GA) is known as a subset of evolutionary algorithms that model biological processes that influenced by the environmental factor to solve a various numerical optimization problems. GA allows a population composed of many individuals to evolve under specified selection rules to a state that maximizes the "fitness" (i.e. minimizes the cost) function. The method was developed by Holland [12] and popularized by Goldberg [13, 14] . Traditionally, GA is using a binary number as a representation, but recently, the using of floating and real numbers as representations are become popular [15, 16] .
V. GA-SVM FOR TRANSMISSION LOSS ALLOCATION PROBLEM
The proposed tracing method is elaborated by designing an appropriate GA-SVM model using LS-SVMlab Toolbox [17] for the modified IEEE 14-bus system as shown in Fig. 3 . This test system can be obtained in [18] . This system consists of 14 buses and 20 transmission lines. The modification has been made for this test system. Initially, the synchronous condensers at bus 3, 4 and 5 are only supporting the reactive power supply for the system. For this case, these synchronous condensers are treated and work as normal generators to alleviate the real power support at bus 1. In addition, the modification is made to show that GA-SVM can give acceptable solution even for the larger system with more than two generators. The input samples for training is assembled using daily load curve and performing load flow analysis for every hour of load demand. Input data (D) for developed GA-SVM contains independent variables, viz. real power generation except slack bus (P g2 to P g5 ) and real and reactive load demands at each hour. At the other hand, the output/target parameter, (T) is the real power contributions from individual generator to transmission losses. This is considered as 100 outputs (5 generators' contributions to 20 transmission line losses). Before incorporated GA into LS-SVM, two factors need to be considered: (1) coding the variables into a finite string or chromosome and (2) mapping the objective function into a fitness form. The variables of the optimal values of regularization parameter, and Kernel RBF parameter, 2 are coded in the following manner. At first, each variable X is coded as the continuous floating numbers that range from 0 to 1. Then, the variables are concatenated to construct a multivariable string. The main objective is to find the best combination of these two variables that will produces good generalization of LS-SVM. The evaluation process is done by using these two values in LS-SVM model for training and testing to obtain the mean squares error (MSE) between the output and the target that have been created. The objective function is the value of MSE to be minimized, H as follows:
11) After evaluating each chromosome, the objective function in equation (11) is transformed and normalized to a fitness scheme to be maximized as follows:
For the GA operators, the single point arithmetic crossover method is adapted from the modification of extrapolation and crossover method [15] . The GA properties to find the optimal and 2 are as follow: • Selection: roulette wheel • Crossover probability = 0.9 • Mutation probability = 0.1
The process of incorporation of GA-SVM is shown in Fig. 4 .
VI. COMPUTATIONAL RESULTS

A. Training, validation and testing processes
After the input and target of training data have been created, the next step is to divide the data (D and T) up into training, validation, testing subsets. In this case, 96 samples (57%) of data are used for the training, 24 samples (14%) for validation and 48 samples (29%) for testing out of 168 hours. Table 1 shows the numbers of samples of training, testing and validation.
The property of regularization parameter, and Kernel RBF, 2 are decided through the GA technique that has been discussed above. From the model of GA-SVM, the final value of is set to 9138.2 and 2 is set to 9668.9 yields a reasonable accuracy of the output of the predictive model that has been designed. Figs. 5, 6 and 7 show the training, validation and testing performances for the function estimation of GA-SVM model. The model's output is indicated by the solid line whereas the target is indicated by the points *. To ensure the accuracy of GA-SVM, the targets are modified into kW unit, instead of MW. The MSE for validation is 1.5468 and for testing process is 1.5325 which show that the estimation by GA-SVM model and the training data points having the similar characteristics. 
B. Pre-testing
After GA-SVM model has been trained in MATLAB, the next step is to simulate the model. The entire sample data are used in pre-testing. After simulation, the obtained result from the trained model is evaluated with the linear regression analysis. The regression analysis that refers to contribution of Generator 2 to line loss at line 2-6 is shown in Fig. 8 . In this figure, the x-axis refers to the target from PSM and the y-axis refers to the simulation results from GA-SVM. The correlation coefficient, (R) for this case is equal to one indicates the perfect correlation between trained GA-SVM with the PSM results. The best linear fit indicated by solid line, whereas the perfect fit indicated by the dashed line. 
C. Simulation
The case scenario is that real and reactive power at each load is assumed to decrease by 10% from hour 1 to 168, from the nominal trained pattern. This also assumed that all generators also decrease their production proportionally according to the variation of demands. The allocation from generators to loss using PSM and proposed GA-SVM technique on hours 12 out of 168 hours are tabulated in Table 2 . The results obtained by GA-SVM are compared well with the results from PSM. The largest difference between generators is 0.0037 MW at line 1-7 for G1. Overall performance of GA-SVM can be said very successful since the model's predictions are close to the PSM even just using about 57% from the overall data. Moreover, the GA-SVM model computes the results within 295 ms whereas the PSM took about 1.4787 seconds to calculate the same transmission loss allocation. Better computation time is crucial to improve online application. For that, the GA-SVM provides the results in a faster manner with acceptable accuracy. This paper has presented a new methodology to allocate the generators' contributions to transmission losses in deregulated power system. Initially, the virtual load concept is proposed before PSM is applied in the loss tracing paradigm. Then the transmission loss allocation procedure is extended by proposing the hybridization of LS-SVM technique with Genetic Algorithm. The developed GA-SVM adopts transmission loss allocation outputs determined by PSM as an estimator to train the model. The robustness of the proposed method has been demonstrated on IEEE 14-bus system. The results show the advantage of GA-SVM compared to PSM in term of computational time. Better computational time is crucial to improve online application. The proposed, GA-SVM technique provides the results in a faster and convenient manner with good accuracy. Thus, the proposed methodology could be adopted into real application of power system deregulation, especially in pool based market. 
