Conversational systems use spoken language to interact with their users. Although conversational systems, such as Amazon Alexa, are becoming common and can provide interesting functionalities, there is li le known about the issues users of these systems face.
INTRODUCTION
Conversational systems that use spoken language to interact with a computing system have become steadily popular in recent years. In addition to mobile phones and computers, nowadays there are dedicated devices, such as Amazon Echo, that provide conversational interfaces through which spoken language is the only way to interact with the user. Presently, millions of such devices are being used by end users; as of January 2019, more than 100 million Alexa-enabled devices are in use 1 . Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. Conference'17, Washington, DC, USA © 2016 ACM. 978-x-xxxx-xxxx-x/YY/MM. . . $15.00 DOI: 10.1145/nnnnnnn.nnnnnnn e growing popularity of conversational systems has entailed exciting opportunities for developing novel services for users and for reaching out to new audiences. Developers can use the infrastructure provided by companies, such as Amazon and Google, to develop new conversational systems. ese conversational systems can be invoked and used through the corresponding devices. ere are also web portals [1, 2] that provide information about the available conversational systems and allow users to leave reviews about them.
Despite such popularity, li le is known about the issues that users of conversational systems face. Analyzing the user reviews would improve our understanding of such issues, and it would help practitioners and researchers to develop processes and techniques to improve users' satisfaction. More speci cally, studying the issues in conversational systems would help us to understand the types of bugs and to develop testing techniques and practices to identify such issues in the development that can improve the overall quality of conversational systems.
User reviews have been used previously to provide insights about the quality of computing systems, e.g., numerous studies on analysis of reviews in apps stores [16] . Since conversational systems are relatively new and provide functionalities using a di erent interface than conventional systems, it is highly likely that reviews of conversational systems are going to have additional types of reviews and complaints along with previously identi ed types of reviews. However, to the best of our knowledge, there is no empirical study investigating the user reviews in conversational systems.
In this paper, we study user reviews in Amazon Alexa conversational systems. ese systems are called Alexa Skills, or skills for short. We analyzed user reviews of more than 2,800 Alexa skills, amounting to more than 100,000 reviews. We used open coding [7, 23, 24] to nd the common issues that users' complained about while using the skills.
Our results suggest that Alexa skills receive relatively small number of user reviews ( 90% of skills received less than 50 reviews) compared to mobile apps (50% of skills received less than 50 reviews) that can be due to various reasons, such as an inconvenient feedback process in the Alexa skill ecosystem.
We found 16 types of issues described in the user reviews, from which 9 are unique to conversational systems. We found that, while the correctness of responses is important for user satisfaction, nonfunctional characteristics, such as quality and volume of voice, are also important to users. is highlights the necessity of considering di erent aspects of a system, such as tone of voice and audio quality, while creating skills in order to ensure a uent and natural conversation between the user and system. We also observed that a major portion of the user complaints are pertinent to using Alexa skills for connecting to and managing other devices and services. Moreover, we found that users experience a new form of regression in conversational systems. In this paper, we discuss the implication of our ndings in testing and designing conversational systems.
Contributions is paper makes the following contributions.
• We collected and analyzed the users reviews of more than 2,800 skills. • We discuss the issues reported in the user reviews.
• We compare the issues in the Alexa skills and mobile apps.
• We make the data available to public.
Organization Section 2 provides rudimentary information about Alexa skills. Section 3 describes the methodology of this study. Section 4 describes the results of the study, and Section 5 discusses the results. Section 6 describes the related work. Section 7 discusses threats to validity of the study, and Section 8 concludes the paper.
BACKGROUND
In this section, we describe the main concepts of Alexa conversational systems. e development of an Alexa skill consists of two main steps: (1) specifying conversation/dialog parameters, and (2) deploying the skill.
Specifying the dialog
Conversational systems interact with users through spoken language. Systems such as Amazon Alexa, Google Home and Apple Siri implement language understanding and generation capabilities that allow developers to develop a conversational system solution; in the Alexa ecosystem, such a conversational system solution is called an Alexa skill, or a skill, for short.
Amazon Alexa provides two main abstractions to facilitate development of a skill: intent and entity (slot). An intent categorizes the intentions of a user in u erances, and entity is a piece of information necessary for processing the user's intent.
Developers can use a JSON le to specify intents and entities of a skill. Figure 1 shows a snippet of speci cation of intents and entities in the High Low skill 2 , which is a game skill. In this Figure, the invocationName key de nes the term that can be used to launch the skill. For this skill, a user can say, "high low game" to launch/activate the skill on her Alexa device. e intents key speci es the list of intents in the skill. In the example shown in the Figure, NumberGuessInten is the name of one of the intents. To identify an intent in u erances, developers are required to provide sample u erances for each intent. Values for the sample key specify sample u erances for each intent. In this example, "number", "is it number", "how about number", and "could be number" are sample u erances. e items enclosed in curly braces represent the name of entities, the variables to be captured in u erances. e entities or slots and their corresponding data types are speci ed by the slot key in the JSON le. In the example, it is expected that u erances contain a value for an entity named number that is of type AMAZON.NUMBER. AMAZON.NUMBER represents a numeral data type. 2 
Deploying an Alexa skill
An Alexa skill is started when the user expresses the invocation term and the device starts listening to the user's u erances. Alexa devices are increasingly a empting to perform as much language processing tasks as they can on the device before transferring the results to the Amazon Alexa server for further processing. If fullling the user's intents requires connection to other servers, the Amazon server would forward the messages from the device to those servers. Some skills, especially home automation skills, require communicating messages to and from other devices. In such cases, the message usually goes through multiple hops, including through the Amazon server, the device server, and nally to the intended external device. e messages from an external device to the Alexa device take the reverse route.
METHODOLOGY
is section describes the methodology that was used to identify and evaluate the types of issues users write about in their Alexa skills reviews. Figure 2 depicts the overall work ow in this study and the steps taken to analyze the reviews.
Data Collection
Every public Amazon Alexa skill has a web page on the Amazon website that contains information about the skill, including the skill name, the name of the publisher, a description of the skill's functionality, and an option to enable or disable the skill on the devices that are connected to the user's Amazon account. In addition to basic information about the skill, the page provides examples of commands that can be used to interact with the skill. Figure 3 depicts an example web page for the Sesame Street skill, where the statement, "Alexa, ask Sesame Street to call Elmo" is given as an example u erance. Amazon has organized the skills into 63 categories based on the skill's functionality, ranging from "Accessories" to "Home Automation" to "Wine". For referencer, the skill depicted in Figure 3 belongs to the category of "Games and Trivia". Review Structure: Users with an Amazon account can post reviews for skills. Reviews encompass multiple components. Some of these components include an overall rating, a headline, and review text. An overall rating is a star-rating ranging from 1-star to Figure 3 5-stars that indicates the user's satisfaction with the skill, 1 being minimal and 5 being maximum. A headline acts as the title for the review, and the text of the review contains the user's comments on the skill. Figure 4 shows samples of reviews. In addition to these components, each review includes data about the date the review was posted. Data Collection: We used the scrapy 3 framework to develop a tool for extracting the information relating to the skills and their corresponding skill reviews. For each skill category, our tool rst 3 www.scrapy.org extracts the URL of each skill's web page. It then collects all the reviews from the skill web pages. We did not impose any inclusion criteria on the skills, and included reviews as long as the Amazon server allowed us. Table 1 shows the total number of reviews per category, as well as the number of 1-star reviews and 2-star reviews. Since we wanted to gather an understanding about why users give low ratings, we focused on the ratings that were on the lower end of the star-rating system (1-star and 2-star), indicating an unsatisfactory experience using the skill. Overall, we collected more than 100,000 reviews from 2,817 skills. Smart Home and Streaming Services skills had the highest number of reviews. Kids and Currency Guides & Converters skills had the lowest number of reviews among all categories.
Statistics of Collected Data:

alitative Study
To be er understand the issues that users of Alexa skills face, we performed open coding [7, 23, 24 ] on reviews with low star ratings, following prior studies in the domain of app review analysis, more speci cally [16] . e coding process consists of two steps: code identi cation and open coding.
Code Identification.
We selected all 1-star and 2-star reviews available in the data set to create a pool of 23,134 low-rated reviews, i.e., 1-star and 2-star reviews. We then randomly selected 100 of these reviews and used them in a preliminary coding process to help identify a set of codes that covered the range of di erent complaint types across the reviews Four authors proceeded to code these reviews independently. e coding process for each author during this step consisted of examining reviews and identifying which code was most applicable in describing the primary type of complaint present in each review. In the event that a review contained a type of complaint that did not fall under any of the existing codes, the authors would create a new code that described the complaint type and added it to the list of codes. ey would then restart the coding process from the beginning of the 100 reviews with the expanded list of codes. e reason the coding would restart in this situation was to account for the possibility that a previously coded review might turn out to t be er under the new code than the code it had been assigned previously. For some reviews, we were unable to assign any speci c code due to the vagueness of the complaint, e.g., "Don't waste your time. Move on…. ". ese reviews were coded as Not Speci c.
Once each of the authors nished independently coding the reviews, they discussed their resulting codes together, investigating the kinds of codes that each author had created. e authors also examined the places in which their codes aligned and where there was disagreement. ey discussed the results and ultimately reached agreements on the nal set of codes and their meanings. 16 di erent codes emerged from this process. e discussion among the authors helped to eliminate any inconsistencies between the coded reviews.
Open
Coding. Following the code identi cation, the authors used the nal set of 16 codes to individually code reviews, basing their coding decisions on the discussion from the previous step. A total of 1,000 user reviews (500 1-star and 500 2-star reviews) were sampled and coded during this stage among the authors. During the process of coding these reviews, the authors continued to discuss and re ne the codes in order to maintain a consensus on the way the reviews were coded.
Research estions
In this study we seek to answer the following research questions:
RQ1 What are the characteristics of user reviews for the Alexa skills? RQ2 What are the issues that users complain about? RQ3 What types of complaints are unique to Alexa skills compared to the issues observed in iOS apps reported in the literature? RQ4 What are the most frequent types of complaints?
RESULTS
RQ1: User Review Characteristics
Number of Reviews Per Skill: Figure 5 shows the empirical probability distribution of the number of reviews per skill.
e area under the curve shows that most of the skills (87%) have fewer than 50 reviews. "Streaming Services", and "Smart Home" have the highest number of reviews among categories. ere are a couple of possible reasons for the high number of reviews in these two categories. e rst reason might be that most of these skills require users to use the skill web page in order to enable the services on their Alexa devices. Since they are already on the page, they might be more inclined to leave a review about their experience. e second possible reason could be related to the nancial investment that users might have made in purchasing the subscriptions to their streaming services or home automation devices. is investment might provide an incentive to voice their opinions about the skill.
£ ¢ ¡
Observation 1: ∼ 87% of the skills have fewer than 50 reviews.
Number of Sample Commands: Figure 6 depicts frequencies for the di erent numbers of sample commands for the skills. e average number of sample commands per skill is 8.6. 25% of the skills have three sample commands or fewer. Half of skills have 11 sample commands or fewer. A large portion of skills (37%) have 13 sample commands. Figure  7 depicts the histogram of the average size of commands per skill. e average length of commands for the skills is 5.8 words. e average length of commands in half of the skills is more than six words. Reviews per User and Temporal Distribution of Reviews: Looking at the authors of all reviews, 89% of the users have wri en only Figure 8 shows the dates of the reviews, which covers the time period between 2017 and 2019. January of 2018 has the highest number of reviews, perhaps due to sales of Alexa devices related to the holiday season. Table 2 shows the types of issues that were identi ed through the open coding. Within Table 2 are 16 codes corresponding to di erent complaint types, along with a brief description of the complaint type, and an example review to illustrate each issue. Column "Is New?" in the table signi es if similar issues have been observed before in the user reviews of mobile apps reported in [16] , or if the complaint type is new. In this section, we rst describe the complaint types that are comparable to the complaint types Khalid et al. [16] identi ed by mining user reviews of mobile apps. en in the next subsection, we discuss the issues that are unique to Alexa skills. Content: is issue relates to the content provided by the skill, such as news, stories, or jokes, that the user perceived as undesired or uninteresting. We found that 21% of the reviews contain some issues pertinent to content, e.g., podcast or game. Below is an example of a content complaint where a user did not desire the provided content.
RQ2: Issues and eir Frequency
"I thought this skill was a true question and answer application. Nope. It just tells you random facts"
Error: is issue points to instances in which a skill fails to perform correctly. 8% of complaints were about this issue. Regression: is issue denotes cases in which users mention an adverse e ect on the functional and non-functional properties of the skill following some update or change. 7% of reviews contained "Regression" issues.
4% of topics were "Not Speci c" and "Feature Request" [16] "Not speci c" means there was not a speci c complaint in the content of the review that identi ed a particular issue.In "Feature Request", users primarily requested a new feature or changes to a currently available feature.
Conference'17, July 2017, Washington, DC, USA Soodeh Atefi, Andrew Truelove, Matheus Rheinschmi , Eduardo Almeida, I ekhar Ahmed, and Mohammad Amin Alipour e system's content is undesired or uninteresting "I didn't like the joke. they were dark jokes. " No 2 Error e system fails to perform correctly "Alexa crashes a er 3 questions" No 3 Regression e system does not work as it is used to (e.g., a er update) "Before the last update the bulbs were perfect now they don't work or just come o line. Yes A small number of complaints (3%) were about "Money" or "Ad" or were related to "Timing". In "Money/Ad", the system had an in-app advertisement (Ad) mechanism or asked users to make some kind of purchase, such as for a subscription. is issue type has been identi ed as "Hidden Costs" in iOS app user reviews.
We found "Timing" can be comparable to "Unresponsive Apps" in iOS apps, which means that the service is slow to respond or function [16] .
RQ3: Issues Unique to Conversational Systems
Integration with Devices: is issue refers to instances where a user reported some problem in using or managing a device, such as a thermostat or light bulb, via an Alexa skill. We found that 18% of reviews contain issues pertinent to "Integration with Devices". e following is an example issue where the user cannot connect the skill to a device.
"It's a awesome camera …it won't work with Alexa. When given command I get a 'mmm camera isn't responding'…" Integration with Services: is issue denotes cases in which the skill is unable to properly work with an online service. We found 8% of reviews mention this issue. e following is an example of review that describes this type of issue.
"Can't link the account. Registered an outlook address on the site -got the error message that 'social accounts don't work'. "
Note that the issue of "Integration with Services" is di erent from the "Compatibility" issue that Khalid et al. [16] reported for mobile apps. In their work, "Compatibility" denotes issues regarding the operation of an app on a speci c device or operating system version. Misunderstanding Intent and Entity: is issue denotes cases where the user hints that the skill failed to understand some part of a user's u erances. We found that 8% of topics in the reviews centered on a misunderstanding of u erances. More speci cally, these cases involved a misunderstanding of either an u erance's intents or its entities. is lead to the creation of two codes: "Misunderstanding Intent" and "Misunderstanding Entity". In the following example, the user complains that Alexa fails to understand predened commands.
"failed over a dozen times, unable to get it to hear me correctly"
Audio ality: is issue denotes reviews containing complaints about di erent characteristics of the audio in the skill, such as volume, or cadence of voice. Around 4% of reviews mentioned issues about audio quality. For example, in the following review, the user complains that a skill in "News" category has poor sound quality.
"Great content but the sound quality is terrible. I have to turn my volume way up in order to hear it, and if I am busy or forget to turn it down, I'm getting screamed at with further content from other skills. "
We also found 6% of user complaints were related to "Commands" or "Dialog Flow". In the following review, the user complains that a skill's commands are too long to use or remember.
"Shorter commands would be much simpler to say and easier to remember" 9 8 6 7
Observation 2: Users complain about skill commands that are long and not simple. According to our nding in alitative Results (4.1), the length of commands for most skills is greater than 4 words, with many over 8 words. ese ndings stress the importance of the command length that developers specify for their skills. Developers can also reduce the number of commands for a skill, which may make using a skill less complicated for users.
ere are also complaints about the ow of dialog. For example, in the following review, the user complains that the skill initiates unnecessary questioning.
" is app would be great of it didn't ruin every "Goodnight" message with a follow up question asking me if I am interested in the developers' other apps and then Alexa stay on a er the question and literally waits for a response…". Fewer than 5% of reviews centered on "Conversation Termination Error" or "Naturalness/Too Mechanical (Problem with Speech)". In "Conversation Termination Error", complaints were related to the di culty users experienced in terminating a conversation or skill with the speci ed commands.
"Me: *enables skill* 3yo: *Call Elmo* Elmo: * Fuzzy, high-pitched audio that forensic scientists could not possibly discern into speech * 3yo, looking at me with confused look: *What's he say?" … I do love Sesame Street, but there are probably be er representatives than Elmo, and de nitely characters that are easier to understand. " It was also interesting to see that naturalness of the speech is not trivial for Alexa users. For example, in the following review for a skill that reads the daily news, the user complains that the skill's voice is not natural and lacks human in ection.
"De nitely an interesting idea (which I like) but this skill has a lot of work to be done in order to be good. e intro is way too long and the voice sounds very robotic. " Table 3 depicts the most frequent complaint types. Among the complaint types, "Content", "Integration with Devices", "Integration with Services", "Error", and "Regression" occurred most frequently in the coded reviews. Table 3 shows the number of reviews for the most prevalent issues. More than 50 % of complaints in the reviews fell under the labels of "Content", "Integration with Devices", "Integration with Services", or "Error". We found that in our sample, most complaints under the "Content" complaint type were for skills in the "News" and "Game" categories. "Integration with Devices" and "Integration with Services" were frequent complaints for skills in the "Smart Home" category. Among speci c complaints unique to conversational agents, "Integration with Devices" and "Integration with Services", "Misunderstanding Intent", "Audio ality", "Misunderstanding Entity (Slot)", "Commands", and "Dialogue Flow" have the highest number of complaints. It can be nontrivial for developers Conference'17, July 2017, Washington, DC, USA Soodeh Atefi, Andrew Truelove, Matheus Rheinschmi , Eduardo Almeida, I ekhar Ahmed, and Mohammad Amin Alipour and practitioners to pay a ention to these issues when they are developing these systems that fall into the categories mentioned above.
Most Frequent Complaints
DISCUSSION
In this section, we discuss the results and their implications for practitioners and researchers. In particular, we interpret the results from two perspectives: a quality assurance perspective, and a so ware design perspective.
Conversational Systems and ality Assurance
User reviews can draw a ention to the the aspects of a system that users value, and can impact the perceived quality of the system; consequently, they may impact the adoption and acceptance of the system. Regression: We observed that some users complained about skills behaving di erently a er updates. It seems that in addition to regression in the main functionality of skill, users can be disappointed in changes to the content, audio quality, etc. e following example illustrates an example review where the user is upset about content and changes in volume.
I have been listening to Forest Night for almost a year now. It WAS my absolute favorite! What happened over the weekend Where did the owl go Why is the volume so much louder is isn't an improvement‼ Now Forest Night is just another cricket infested sound loop. I'm so disappointed.
is new type of regression poses interesting challenges to the so ware testing community relating to how to create test cases that can detect such changes to a skill. ese issues suggest that the evolution of so ware for conversational systems is non-trivial, and developers should evaluate the rami cations of changes to the content and audio quality before they implement any modi cations.
Commands and ality:
We observed that user reviews contained complaints aboutlong, wordy skill commands. Simplicity of commands seems to be of importance to users of conversational systems, especially when longer u erances may increase the chance of a misunderstanding. Additionally, users may be displeased to discover that they will need to remember long commands in order to communicate with the skill. e need for simpler, more intuitive commands can be seen in the following review.
"I have Multiple Sclerosis … My biggest issue
with Alexa is that there are trigger words for apps. When I ordered Alexa with the hopes of it having abilities added like this, I had no idea I would have to remember trigger words for added capabilities especially in an emergency… Why is it not 'Alexa I've fallen and I can't get up…' Or at least 'Alexa I have an emergency…"'. Naturalness of Voice: Tone of voice can impact the perceived quality of the system. ey add qualities to a conversation related to a ect, such as emotion and sentiment, that are di cult to measure objectively and are varied based on personal and social experiences. A tone that sounds normal to one group of users can sound unnatural or belligerent to another group. For example, in the following review, the user perceived the voice in the skill to be unnatural.
"all I wanted to hear was Price Tag by Jessie J but then some robotic man started talking to me and I was really thrown o . "
Utilizing human-centric guidelines [3] when designing conversational systems can address these issues to some extent. e lack of objective metrics makes automating quality assurance for conversational systems challenging. Misunderstanding: Conversation is inherently prone to misunderstandings and o en requires clari cation and repetition of statements. One user complained about an instance of misunderstanding that had to be solved by altering enunciation in their u erances.
"100% of the time Alexa thinks that I am talking about the LEXUS skill, not Linksys… I always have to really exaggerate the word Linksys in order to get the correct skill. "
A skill that requires too much clari cation or repetition from the user is undesirable and can adversely e ect users' perceptions of the skill. is adverse reaction is re ected in the low-rated reviews which we coded as "Misunderstanding Intent" and "Misunderstanding Entity (Slots)".
Conversational Systems and System Design
Comparison with the Issues Reported in Mobile App Reviews:
We discovered that some of the complaint types we devised appear to be similar to the topics identi ed by Khalid et al. [16] for mobile app reviews. We identi ed 16 topics, out of which 7 matched with the topics identi ed by Khalid et al. [16] . is indicates that many of the identi ed topics are speci c to conversational systems. Interaction Cardinality: Some users complained about situations where interaction with Alexa caused (or could have caused) embarrassment for them. For instance, in the following review, a skill's misunderstanding has caused "disgust" in the user.
…"I was pre y curious to learn about a prehistoric sh named Dunkleosteus …"So I asked Alexa ask encyclopedia what is dunkleosteus". To my suprise and disgust Alexa ended up giving me the de nition and description of what a "donkey show" was. Seriously what the heck …I would recommend anyone with children never to use this app to ask what a Dunkleosteus is…" Such issues reveal an interesting di erence between traditional applications and conversational systems: cardinality. In traditional systems, the interaction is usually one-to-one; that is, a user that sits in front of the monitor, at the proper distance, can see the items on the screen. In conversational systems, however, the voice is unidirectional. Practitioners should be mindful of this characteristic and develop algorithms to avoid such situations. For example, the situation in the above comment could have been avoided if the skill had checked for sensitive content and sent a noti cation before beginning to read the Wikipedia page. Presuppositions of Fluency of Conversation: Prior experience can impact users' perceptions and a itudes toward a system [4, 14] .
While it likely that a system will be used by someone without any prior experience with similar systems, it is unlikely that a user of an Alexa skill does not have a prior experience in conversation. Since early childhood, virtually all users have been reguarly engaging in conversations and have developed metrics over time to evaluate the uency of conversations. is presupposition means that, for the success of a skill, understanding the target user population through user studies is necessary. User Feedback: Mcilroy et al. [18] reported that the median number of reviews for mobile apps is 50, but we found the around 90% of skills receive fewer than 50 user reviews. Lack of user reviews for skills can hamper research in this area. One reason for the relatively lower number of user reviews for skills compared to mobile apps might be due to a more di cult feedback process.
With mobile apps, it is easy to prompt users for a review and direct them to the app store to leave a review. With skills, users need to use the Alexa web page or mobile app to leave a review.
is process is more cumbersome than with mobile apps, since there is no direct link from the skill to the review page. Devising methods to facilitate this process for conversational systems can be a promising line of research for improving the overall quality of these systems. Unclear System Boundary: In traditional so ware systems, the boundary of an application's active state is generally understandable by end users. An application is the combination of widgets on the screen that are active when the system is running and that disappear when the screen is closed. Users can usually answer questions about what applications are active on the system at any time.
ey can see these applications, and they have access to tools such as Windows Task Manager to inspect them. With conversational agents, the notion of a skill is opaque to users. Users seem to be unsure about when a skill launches or when it terminates. Perhaps developers should make the points of entry and exit more explicit to the users. Conversation is Slow to Trigger: Interaction through conversational systems is not as exible as with traditional display-based systems. In traditional display-based human-computer interactions, the pace of interaction, in most cases, is determined by the speed of user's information processing. Users can pause, scroll up or down, or go back and forth when interacting with the screens on the display. Moreover, most screens allow users to terminate an application through a "close" bu on on the top of the screen. is exibility in navigation between and out of the screens can be easily adapted to an individual user's pa erns of information processing and foraging.
In contrast, conversational systems are less-adaptable to users' information processing characteristics. Alexa services allow users to use commands such as "Alexa speak slower" or "Alexa speak faster" to control the speed of conversation. User expectations about the ideal speed of conversation o en varies depending on the circumstances, however. A user might likely nd the need to u er such commands every time that she wants to adjust the speed to be tedious. Integration with Other Systems: Our results suggest that a signi cant number of reviews complain about integration with devices and online services. Users utilized Alexa skills to control and monitor various devices in their surrounding environment. is functionality is realized through multiple levels of communication.
e Alexa device sends a message to the Alexa back-end server. e Alexa back-end server then sends messages to the server related to the device. e device server proceeds to send a message to the device; the response from the device then traverses the same route, but now in reverse order. ere might also be other intermediate and integrative services such as arlarm.com and i .com involved in this process. In this se ing, any problem in the connections, servers, or messages can impede the transmission of data between an Alexa skill and the device. is multi-hop so ware system calls for development of tools and approaches to ensure the robustness of such systems. Supportive community: Although we focused on relatively negative reviews, we observed that some users, like the one below, were also fairly supportive of the skill being reviewed, despite being unhappy about certain aspects of the skill. is group of userscritical, but supportive-can potentially be recruited judiciously to be involved in the development of a skill as beta testers of new features.
"Ugh‼‼ Microtranzations another game with great potential … Overall the rst chapter shows great potential and could be an amazing game. If it was free. However [,] the Star review might be a li le too harsh. …Overall not good but shows great potential"
Insu cient data for research: ere are was one item of information that we wished was available on the pages of Alexa skills: the version of the skill. Unfortunately, this page does not include any information about the current version or the release date of the skill. Having that information would have helped us to evaluate the possible changes in the a itudes of users with each new version.
RELATED WORK
Many researchers have analyzed user-reviews to detect user complaints for iOS and Android applications through the use opencoding. Khalid et al. [16] analyzed 6,390 1-star and 2-star rated user reviews of 20 iOS applications. ey identi ed 12 di erent types of complaints in the reviews. eir results identi ed app crashes, feature requests, and functional errors as the most frequent complaint types. ey also found that ethical issues, privacy, and hidden app costs had the most negative e ect on the rating of an app. Hanyang Hu et al. [13] studied whether cross-platform mobile apps (apps that exist across di erent platforms) a ain consistent star ratings and complaints across low-rated (1-star and 2-star) user reviews. ey used open-coding to tag 9,902 low-rated reviews of 19 cross-platform apps. eir results showed that at least 68% of cross-platform apps did not have a consistent distribution of star ratings on both platforms and that in 59% of studied apps, complaints in the 1-star and 2-star reviews of the iOS versions of apps largely centered on app crashes.
Maalej and Nabil [17] proposed a probabilistic method to automatically classify app reviews and placed them into one of four categories: bug reports, feature requests, ratings, and user experience. ey used review meta-data such as text classi cation, natural language processing, sentiment analysis, and simple string matching. ey concluded that combining these techniques achieved be er results than using any one of them separately.
Hoon et al. [12] studied the characteristics of reviews and how reviews evolve over time. Pagano and Maalej [20] explored information related to app reviews, such as how and when users leave feedback. e authors also analyzed the content of the reviews. AppEcho is a tool that allows users to add feedback in-situ when they face an issue [25] . AR-Miner is a framework for review mining that uses topic modeling to extract useful information from app reviews [5] .
Guzman and Maalej [10] used natural language processing to extract ne-grained app features in the user reviews. eir process involved performing sentiment analysis to give each feature an overall sentiment score from the review. Topic modeling was then used to group features into more meaningful high-level features.
eir results can help app analysts and developers quantify users' opinions when planning future releases.
Hermanson [11] examined whether the perceived ease of use and the perceived usefulness of an app were widely visible in user reviews on the Google Play Store. e author collected 13,099 reviews from the Google Play Store and discovered that only 3% of the reviews contained information relating to perceived usefulness and that less than 1% of the reviews had any mention of perceived ease of use. e author's results suggest that these qualities are not widely present in Google Play app reviews.
Panichella et al. [21] suggests using of Sentiment Analysis, Natural Language Processing, and Text Classi cation to classify the sentences in app reviews. ey reasoned that deep analysis of the sentence structure can be exploited to nd user's true intentions rather than just topic analysis. Truelove et al. [26] extracted and analyzed Amazon product reviews for 10 di erent Internet of ings (IoT) enabled devices as well as the reviews from each device's corresponding mobile app from the Google Play Store; the analysis suggested that connectivity, timing, and updates were noteworthy topics of focus for developers of IoT systems.
Gu and Kim [8] proposed a tool called SUR-Miner for summarizing the reviews of apps. e tool classi es reviews into ve categories and nds the aspect of an app being discussed and the evaluation of the aspect, nally proposing outcomes in diagrams for the developer. e authors analyzed the tool and found that it outperformed other methods in terms of accuracy. 88% of developers that were surveyed in the study expressed satisfaction with the tool.ARdoc is another tool designed to analyze app reviews [22] . It performs sentiment analysis, text analysis, and natural language parsing for classifying useful feedback in app reviews for so ware maintenance and evolution.
Khalid et al. [15] examined the relationship between the results (error warnings) generated for an app by FindBugs-a static analysis tool-and the kinds of ratings and reviews the app received on the app store. ey found that certain warnings from FindBugs such as "Bad Practice", "Internationalization", and "Performance" appeared more frequently in apps with low review scores. Additionally, they noticed that these warnings were re ected in the content of user reviews. ey suggest developers should identify issues in FindBugs before releasing the app.
CLAP is a tool that help developers parse app reviews to helpdecide when to release an app update. [27] . CLAP categorizes user reviews based on the content of the reviews. It categorizes relevant reviews together, and then automatically prioritize categories the next app update. Di Sorbo et al. [6] propose a tool (called SURF) that summarizes app reviews and provides detailed information related to recommended updates and app changes. ALERTme [9] automatically classi es and ranks tweets on Twi er related to soware applications using machine learning techniques. Evaluation of this tool shows that this tool has high accuracy. Mujahid et al. [19] analyzed user reviews of wearable apps. ey manually sampled and categorized six android wearable apps. eir results showed that the most frequent complaints were functional errors, lack of functionality, and cost. ere appears to be a lack of research focused on the types of user complaints that pertain to conversational systems, however. No research has been undertaken to investigate the various types of complaints users make with regards to interfacing with conversational systems like Alexa. With this study, we aim to ll this gap in the current body of research.
THREATS TO VALIDITY
In this section, we describe several threats to validity for our study. We have taken care to ensure that our results are unbiased, and have tried to eliminate the e ects of random noise, but it is possible that our mitigation strategies may not have been e ective. External Validity: We collected more than 100,000 reviews from 2,817 skills and conducted an open-coding process on a sample of 1,000 user reviews (500 1-star and 500 2-star reviews). However, our samples were selected from only one source (Amazon Alexa skill reviews). us, our ndings may be limited to skills available on the Alexa skill store. However, we believe that the large number of skills sampled from multiple categories more than adequately addresses this concern. Internal Validity: e manual coding of 100 reviews was done by ve researchers. However, we believe that a sample of 1,000 reviews is a reasonable amount for having a good understanding about the types of complaints and the high inter-rater reliability among researchers during manual coding took care of this threat.
CONCLUSION
is paper presented the results of our analysis of user reviews of Alexa skills. We found 16 types of issues described in the user reviews, from which 9 are speci c to conversational systems. We found that while the correctness of responses is important for user satisfaction, non-functional characteristics such as audio quality and volume of voice are also important to users. is highlights that creating skills is not only a technical task; human aspects of designing a uent conversation, such as tone of voice and audio quality, are important as well. We also observed that many of the user complaints are pertinent to using Alexa skills for connecting to and managing other devices and services. Moreover, we found that users experience a new form of regression in conversational systems.
Our work showcases that further research is needed to: a) understand the evolution and impact of reviews on skill quality, and b) build a support tool to help developers synthesize the reviews and prioritize their corrective e ort accordingly.
