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ANALYTIC ASPECTS OF THE BI-FREE PARTIAL R-TRANSFORM
HAO-WEI HUANG AND JIUN-CHAU WANG
Abstract. It is shown that the bi-freely infinitely divisible laws, and only these,
can be used to approximate the distributions of sums of identically distributed bi-free
pairs of random variables from commuting faces. Furthermore, the necessary and
sufficient conditions for this approximation are found. Bi-free convolution semigroups
of measures and their Lévy-Khintchine representations are also studied here from an
infinitesimal point of view. The proofs relies on the harmonic analysis machinery we
developed for integral transforms of two variables, without reference to the combina-
torics of moments and bi-free cumulants.
1. introduction
The purpose of this paper is to develop a harmonic analysis approach to the partial
R-transform and infinitely divisible laws in Voiculescu’s bi-free probability theory.
Following [10, 11], given a two-faced pair (a, b) of left variable a and right variable b
in a C∗-probability space (A, ϕ), its bi-free partial R-transform R(a,b) is defined as the
generating series
R(a,b)(z, w) =
∑
m,n≥0
Rm,n(a, b)z
mwn
of the ordered bi-free cumulants {Rm,n(a, b) : m,n ≥ 0} for the pair (a, b). As shown
by Voiculescu, this partial R-transform actually converges absolutely to the following
holomorphic function near the point (0, 0) in C2:
(1.1) R(a,b)(z, w) = 1 + zRa(z) + wRb(w)− zw/G(a,b)(1/z +Ra(z), 1/w +Rb(w)),
where Ra and Rb are respectively the usual R-transforms of a and b, and the function
G(a,b) is given by
G(a,b)(z, w) = ϕ((zI − a)−1(wI − b)−1).
Moreover, if two two-faced pairs (a1, b1) and (a2, b2) are bi-free as in [10], then one has
R(a1+a2,b1+b2)(z, w) = R(a1,b1)(z, w) +R(a2,b2)(z, w)
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for (z, w) near (0, 0).
Since their introduction in 2013, the bi-free R-transform and bi-free cumulants have
been the subject of several investigations [3, 6, 7, 8] from the combinatorial perspective.
(We also refer the reader to the original papers [10, 11, 12, 13] for the basics of bi-free
probability and to [4, 5, 9] for other developments of this theory.) Here in this paper,
we would like to contribute to the study of the bi-free R-transform by initiating a new
direction which is solely based on the harmonic analysis of integral transforms in two
variables. Of course, to accommodate objects like measures or integral transforms, we
naturally confine ourselves into the case where all left variables commute with all right
variables. Thus, the distribution for a two-faced pair of commuting selfadjoint variables
is the composition of the expectation functional with the joint spectral measure of
these variables, which is a compactly supported Borel probability measure on R2. In
particular, the map G(a,b) now becomes the Cauchy transform of the distribution of
the pair (a, b). Furthermore, according to the results in [10], given two compactly
supported probabilities µ1 and µ2 on R
2, one can find two bi-free pairs (a1, b1) and
(a2, b2) of commuting left and right variables such that the law of (aj , bj) is the measure
µj (j = 1, 2) and the bi-free convolution µ1⊞⊞µ2 of these measures is the distribution
of the sum (a1, b1) + (a2, b2) = (a1 + a2, b1 + b2). To reiterate, we now have Rµ1⊞⊞µ2 =
Rµ1 +Rµ2 near the point (0, 0) in this case.
Under such a framework, we are able to develop a satisfactory theory for bi-free
harmonic analysis of probability measures on the plane, and we show that the classical
limit theory for infinitely divisible laws, due to Lévy and Khintchine, has a perfect
bi-free analogue.
The organization and the description of the results in this paper are as follows. We
first begin with continuity results for the two-dimensional Cauchy transform in Section
2. Then we take (1.1) as the new definition for the bi-free R-transform of a planar
measure and prove similar continuity results for this transform. In Section 3, we are set
to investigate the convergence properties of the scaled bi-free R-transforms fn = knRµn ,
where kn ∈ N and µn is a probability law on R2. We find the necessary and sufficient
conditions for the pointwise convergence of {fn}∞n=1, and show that the pointwise limit
f = limn→∞ fn will be a bi-free R-transform for some probability law ν if the limit f
should exist in a certain domain of C2. The class BID of bi-freely infinitely divisible
laws is then introduced as the family of all such limit laws ν. Examples are provided
and include bi-free analogues of Gaussian and Poisson laws. Other properties of this
class such as compound Poisson approximation and a convolution semigroup embed-
ding property are also studied here in Section 3. When applying our results to bi-free
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convolution of compactly supported measures, we obtain the criteria for the weak con-
vergence of the measures µn⊞⊞µn⊞⊞ · · ·⊞⊞µn (kn times) and the characterization of
their limit (namely, being infinitely divisible). Interestingly enough, our limit theorems
do not depend on whether the function fn is a bi-free R-transform or not; that is, the
existence of the bi-free convolution for measures with unbounded support does not play
a role here. We do, however, show that the binary operation ⊞⊞ can be extended
from compactly supported measures to the class BID. Finally, in Section 4, the bi-free
R-transform Rν of any law ν ∈ BID is studied from a dynamical point of view. We
show that Rν arises as the time derivative of the Cauchy transforms corresponding
to the bi-free convolution semigroup {νt}t≥0 generated by the law ν. We then obtain
a canonical integral representation for Rν , called the bi-free Lévy-Khintchine formula,
from this aspect of the bi-free R-transform.
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Proposition 3.11 in this paper. The first-named author was supported through a Cole-
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2. continuity theorems
2.1. Two-dimensional Cauchy transforms. We start with some continuity results
for the Cauchy transform of two variables. These results are not new and must be
known already by harmonic analysts. Since we did not find an appropriate reference
for them, we provide their proofs here for the sake of completeness.
Denote by C+ = {z ∈ C : ℑz > 0} the complex upper half-plane and by C− the lower
one. For a (positive) planar Borel measure µ satisfying the growth condition
(2.1)
ˆ
R2
1√
1 + s2
√
1 + t2
dµ(s, t) <∞,
the domain of definition for its Cauchy transform
Gµ(z, w) =
ˆ
R2
1
(z − s)(w − t) dµ(s, t)
is the set (C \R)2 = {(z, w) ∈ C2 : z, w /∈ R} consisting of four connected components:
C+ × C+, C− × C+, C− × C−, and C+ × C−. The function Gµ is holomorphic and
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satisfies the symmetry
Gµ(z, w) = Gµ(z, w), (z, w) ∈ (C \ R)2.
Assume in addition that the Borel measure µ is finite on all compact subsets of R2,
so that µ is a σ-finite Radon measure. Since the kernels
1
π2
y2
(x2 + y2)(u2 + y2)
, y > 0,
form an approximate identity in the space L1(R2) with respect to the Lebesgue measure
dxdu on R2, a standard truncation argument and Fubini’s theorem imply that for any
compactly supported continuous function ϕ on R2, one has the following inversion
formula which recovers the measure µ as a positive linear functional acting on such ϕ:
ˆ
R2
ϕdµ = lim
y→0+
1
π2
ˆ
R2
ϕ(x, u)

ˆ
R2
y
(x− s)2 + y2
y
(u− t)2 + y2 dµ(s, t)︸ ︷︷ ︸
=f(x,u,y)
 dxdu.
Hence the Cauchy transform Gµ determines the underlying measure µ uniquely. Indeed,
take the imaginary part, we have
ℑ
[
Gµ(x+ iy, u+ iy)−Gµ(x+ iy, u− iy)
2i
]
= f(x, u, y).
Apparently, the definition of Gµ and the above properties can be extended to any Borel
signed measure µ whose total variation |µ| satisfies the growth condition (2.1) and
|µ|(K) <∞ for all compact K ⊂ R2.
Let π1 and π2 be the projections defined by π1(s, t) = s and π2(s, t) = t for (s, t) ∈
R2. For a Borel measure µ on R2, its (principal) marginal laws µ(j) (j = 1, 2) are
defined as µ(j) = µ ◦ π−1j , the push-forward of µ by these projections. Denoting αz =√
1 + (ℜz/ℑz)2 for any complex number z /∈ R, we say that z → ∞ non-tangentially
(and write z →2 ∞ to indicate this) if |z| → ∞ and the quantity αz remains bounded.
The notation z, w →2 ∞ means that both z and w tend to infinity non-tangentially.
Our first result says that the one-dimensional Cauchy transform
Gµ(j)(z) =
ˆ
R
1
z − x dµ
(j)(x), z /∈ R,
of the marginal law µ(j) can be recovered from Gµ as a non-tangential limit. Recall
that a family F of finite Borel signed measures on R2 is said to be tight if
lim
m→∞
sup
µ∈F
|µ| (R2 \Km) = 0,
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where Km = {(s, t) : |s| ≤ m, |t| ≤ m}. The tightness for measures supported on R is
defined analogously. Since
R
2 \Km = {(s, t) : |s| > m, t ∈ R} ∪ {(s, t) : s ∈ R, |t| > m} ,
the finite subadditivity of total variation measure shows that a family F of Borel signed
measures on R2 is tight if and only if the collection
{|µ|(1), |µ|(2) : µ ∈ F} of the marginal
laws forms a tight family of Borel signed measures on R.
Lemma 2.1. Let F be a tight family of probability measures on R2. Then for each
(z, w) ∈ (C \ R)2, the limitslimλ→2∞ λGµ(z, λ) = Gµ(1)(z)limλ→2∞ λGµ(λ, w) = Gµ(2)(w)
hold uniformly for µ ∈ F . Moreover, these two limits are also uniform for (z, w) in the
union {(z, w) : |ℑz| ≥ ε > 0, |ℑw| ≥ δ > 0} of polyhalfplanes.
Proof. Observe that for z, λ /∈ R, m > 0, and µ ∈ F , we have∣∣λGµ(z, λ)−Gµ(1)(z)∣∣ = ∣∣∣∣ˆ
R2
1
z − s
[
λ
λ− t − 1
]
dµ(s, t)
∣∣∣∣
≤ 1|ℑz|
ˆ
{(s,t):|t|≤m}
∣∣∣∣ tλ− t
∣∣∣∣ dµ(s, t)
+
1
|ℑz|
ˆ
{(s,t):|t|>m}
∣∣∣∣ λλ− t − 1
∣∣∣∣ dµ(s, t)
≤ m|ℑz| |ℑλ| +
(αλ + 1)
|ℑz| µ(R
2 \Km).
Likewise, for λ, w /∈ R and m > 0, we have∣∣λGµ(λ, w)−Gµ(2)(w)∣∣ ≤ m|ℑλ| |ℑw| + (1 + αλ)|ℑw| supµ∈F µ(R2 \Km).
The result follows from these estimates. 
Since limz→2∞ zGµ(1)(z) = 1 uniformly for µ
(1) in any tight family of probability
measures on R [2], we deduce from Lemma 2.1 that
(2.2) Gµ(z, w) =
1
zw
(1 + o(1)) as z, w →2 ∞, (z, w) ∈ (C \ R)2,
uniformly for µ within any tight family of probabilities on R2. This non-tangential
limiting behavior plays a role in our next result.
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Recall that the set of all finite Borel signed measures on R2 is equipped with the
topology of weak convergence from duality with continuous and bounded functions on
R2 under the sup norm. In this topology, a family of signed measures is relatively
compact if and only if it is tight and uniformly bounded in total variation norms.
Likewise, weak convergence of measures on R is based on the duality with bounded
continuous functions on R. By Prokhorov’s theorem, a tight sequence of probability
measures contains a subsequence which converges weakly to a probability measure. We
write µn ⇒ µ if the sequence {µn}∞n=1 converges weakly to µ as n→∞.
Proposition 2.2. Let {µn}∞n=1 be a sequence of probability measures on R2. Then the
sequence µn converges weakly to a probability measure on R
2 if and only if (i) there
exist two open subsets U ⊂ C+ × C+ and V ⊂ C+ × C− such that the pointwise limit
limn→∞Gµn(z, w) = G(z, w) exists for every (z, w) ∈ U ∪ V and (ii) zwGµn(z, w)→ 1
uniformly in n as z, w →2 ∞. Moreover, if µn ⇒ µ, then we have G = Gµ.
Proof. Assume µn ⇒ µ for some probability µ on R2. The pointwise convergence
Gµn → Gµ follows from the definition of weak convergence and the estimate
1
|z − s| |w − t| ≤
1
|ℑz| |ℑw| , s, t ∈ R; ℑz,ℑw 6= 0.
As we have seen earlier, the non-tangential limit (ii) is a consequence of the tightness
of {µn}∞n=1.
Conversely, we assume (i) and (ii). The uniform condition (ii) implies that for any
given ε > 0, there corresponds m = m(ε) > 0 such that
|(iy)(iv)Gµn(iy, iv)− 1| < ε, y, v ≥ m, n ≥ 1.
Taking v →∞ and fix y = m, Lemma 2.1 shows that
ε ≥
∣∣∣(im)G
µ
(1)
n
(im)− 1
∣∣∣
≥ −ℜ
[
(im)G
µ
(1)
n
(im)− 1
]
=
ˆ
R
s2
m2 + s2
dµ(1)n (s) =
ˆ
R2
s2
m2 + s2
dµn(s, t) ≥ 1
2
µn({(s, t) : |s| > m})
for every n ≥ 1. Similarly, we get
sup
n≥1
µn({(s, t) : |t| > m}) ≤ 2ε
after taking y →∞ and fixing v = m. We conclude from these uniform estimates that
the sequence {µn}∞n=1 is tight and hence it possesses weak limit points, at least one of
which is a probability law on R2.
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We shall argue that there can only be one weak limit for {µn}∞n=1 and therefore the
entire sequence µn must converge weakly to that unique probability limit law. Indeed,
suppose µ and ν are both weak limits of {µn}∞n=1, then the condition (i) implies that
Gµ(z, w) = G(z, w) = Gν(z, w), (z, w) ∈ U ∪ V.
Since Gµ and Gν are holomorphic in (C
+ × C+) ∪ (C+ × C−) and U and V are open
sets, the Identity Theorem in multidimensional complex analysis implies that Gµ = Gν
in (C+ ×C+) ∪ (C+×C−). Moreover, we can extend the functional equation Gµ = Gν
to the whole (C \ R)2 by taking its complex conjugation and conclude that µ and ν
have the same Cauchy transform. Since Cauchy transform determines the underlying
measure uniquely, we conclude that µ = ν, finishing the proof. 
Note that the condition (ii) in this proposition is in fact equivalent to the tightness
of the sequence {µn}∞n=1.
We also have the following continuity result if the limit law has been specified in
advance; in which case, the pointwise convergence of Cauchy transforms suffices for the
weak convergence of measures.
Proposition 2.3. Let µ, µ1, µ2, · · · be probability measures on R2. Then µn ⇒ µ if
and only if limn→∞Gµn(z, w) = Gµ(z, w) for every (z, w) ∈ (C \ R)2.
Proof. Only the “if” part needs a proof. Assume the pointwise convergence Gµn → Gµ.
Since sets bounded in total variation norm are also weak-star pre-compact sets, the
sequence {µn}∞n=1 has a weak-star limit point, say, σ. Observe that for every (z, w) ∈
(C \ R)2, the corresponding Cauchy kernel
1
(z − s)(w − t) , (s, t) ∈ R
2,
is a continuous function vanishing at infinity. Therefore, being a weak-star limit point
of the sequence {µn}∞n=1, the measure σ must satisfy Gσ = Gµ on the domain (C \R)2.
We conclude that any weak-star limit σ is in fact equal to the given probability measure
µ and therefore µn ⇒ µ holds. 
2.2. R-transforms. We now turn to R-transform. Recall that a (truncated) Stolz
angle ∆α,β ⊂ C− at zero is the convex domain defined by
∆α,β =
{
x+ iy ∈ C− : |x| < −αy, y > −β} ,
where α, β > 0 are two parameters controlling the size of ∆α,β. The notation ∆α,β
means the reflection {z : z ∈ ∆α,β}. As shown in [2], Stolz angles and their reflections
are the natural domains of definition for the usual one-dimensional R-transforms.
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Given a Stolz angle ∆α,β , we introduce the product domain
Ωα,β = (∆α,β ∪∆α,β)× (∆α,β ∪∆α,β) = {(z, w) : z, w ∈ ∆α,β ∪∆α,β}.
Since z → 0 in ∆α,β ∪ ∆α,β if and only if 1/z →2 ∞, we have (z, w) → (0, 0) within
Ωα,β if and only if 1/z, 1/w →2 ∞. For notational convenience, we will often write ∆
for ∆α,β and Ω for Ωα,β in the sequel.
Following Voiculescu [10, 11], given a probability µ on R2, its bi-free partial R-
transform (or, just R-transform for short) is defined as
(2.3) Rµ(z, w) = zRµ(1)(z) + wRµ(2)(w) +
[
1− 1
hµ(z, w)
]
,
where
hµ(z, w) = Gµ
(
1/z +Rµ(1)(z), 1/w +Rµ(2)(w)
)
/zw
and the function Rµ(j) is the one-dimensional R-transform for the marginal µ
(j). Ac-
cording to the non-tangential asymptotics (2.2) and the fact that 1/λ + Rµ(j)(λ) =
(1/λ)(1 + o(1)) →2 ∞ as λ → 0 within any Stolz angle at zero [2], there exists a
small Stolz angle ∆ such that the map hµ is well-defined on the corresponding product
domain Ω = (∆ ∪∆)× (∆ ∪∆), and the function hµ never vanishes on Ω. Therefore,
the resulting bi-free R-transform Rµ is well-defined and holomorphic on the set Ω.
It is understood that we will always take such a set Ω as the domain of definition
for the R-transform, unless the measure µ is compactly supported. Indeed, if µ has a
bounded support, then the domain Ω can be chosen as an open bidisk centered at (0, 0),
on which the map Rµ admits an absolutely convergent power series expansion with real
coefficients. In other words, the bi-free R-transform in this case extends analytically
to a neighborhood of (0, 0). Also, the R-transform linearizes the bi-free convolution of
compactly supported measures, as shown in Voiculescu’s work [10, 11]. In particular,
in this case the sum of two such R-transforms is another R-transform on their common
domain of definition.
Finally, since the maps Rµ(j) (j = 1, 2) satisfy the symmetry property Rµ(j)(λ) =
Rµ(j)(λ) [2], we also have
Rµ(z, w) = Rµ(z, w), (z, w) ∈ Ω.
As in the case of Cauchy transform, the one-dimensional R-transform can be recov-
ered from Rµ as a limit.
Lemma 2.4. Let Rµ : Ω → C be the R-transform of a probability measure µ on R2.
Then:
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(1) For any (z, w) ∈ Ω, we havelimλ→0Rµ(z, λ) = zRµ(1)(z);limλ→0Rµ(λ, w) = wRµ(2)(w).
(2) lim(z,w)→(0,0)Rµ(z, w) = 0.
Proof. We will only prove the limit limλ→0Rµ(z, λ) = zRµ(1)(z), for the second limit
follows by the same argument, and (2) is a direct consequence of the non-tangential
limit (2.2).
Since limλ→0 λRµ(2)(λ) = 0 [2], it suffices to show that
hµ(z, λ) =
Gµ
(
1/z +Rµ(1)(z), 1/λ+Rµ(2)(λ)
)
zλ
→ 1
for any z ∈ ∆ ∪ ∆ as λ → 0. This, however, follows from Lemma 2.1, because 1/λ +
Rµ(2)(λ) = (1/λ)(1 + o(1))→2 ∞ as λ→ 0, λ ∈ ∆ ∪∆. 
We remark that if we take the tightness of measures into account, then the limits in
Lemma 2.4 can also be made uniform over any tight family of probability measures on
R2.
An immediate consequence of Lemma 2.4 is that the function Rµ determines the
measure µ uniquely.
Proposition 2.5. If two probability measures µ and ν have the same R-transform, then
µ = ν.
Proof. If Rµ = Rν on a domain Ω = (∆ ∪∆)× (∆ ∪∆), then µ(j) = ν(j) (j = 1, 2) by
Lemma 2.4. The definition (2.3) implies further that
Gµ
(
1/z +Rµ(1)(z), 1/w +Rµ(2)(w)
)
= Gν (1/z +Rν(1)(z), 1/w +Rν(2)(w))
for (z, w) ∈ Ω.
Because the image of the Stolz angle ∆ under the map λ 7→ 1/λ+Rµ(j)(λ) contains
a truncated cone
Γ = {x+ iy ∈ C : |x| < ay, y > b}
for some a, b > 0 (cf. [2]), we conclude that Gµ = Gν on the open set (Γ∪Γ)× (Γ∪Γ).
Therefore, we have Gµ = Gν on the entire (C \R)2 by analyticity. The fact that µ and
ν have the same Cauchy transform yields the result. 
We now present a continuity theorem for the bi-free R-transform.
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Proposition 2.6. Let {µn}∞n=1 be a sequence of probability measures on R2. Then µn
converges weakly to a probability measure on R2 if and only if
(1) there exists a Stolz angle ∆ such that all Rµn are defined in the product domain
Ω = (∆ ∪∆)× (∆ ∪∆);
(2) the pointwise limit limn→∞Rµn(z, w) = R(z, w) exists for every (z, w) in the
domain Ω; and
(3) the limit Rµn(−iy,−iv)→ 0 holds uniformly in n as y, v→ 0+.
Moreover, if µn ⇒ µ, then we have R = Rµ.
Proof. Suppose µn ⇒ µ. Then we have the weak convergence µ(j)n ⇒ µ(j) (j = 1, 2) for
the marginal laws, because each projection πj is continuous. By the continuity results
for one-dimensional R-transform [2], this marginal weak convergence implies that there
exists a Stolz angle ∆ such that all R
µ
(j)
n
(n ≥ 1) and Rµ(j) are defined in ∆ ∪ ∆, the
pointwise convergence R
µ
(j)
n
→ Rµ(j) holds in ∆ ∪ ∆ as n → ∞, and λRµ(j)n (λ) → 0
uniformly in n as λ → 0 within the set ∆ ∪ ∆. The last uniform convergence result
for λR
µ
(j)
n
(λ) amounts to 1/λ + R
µ
(j)
n
(λ) = (1/λ)(1 + o(1)) uniformly in n as λ → 0,
λ ∈ ∆ ∪ ∆. Thus, we conclude that 1/λ + R
µ
(j)
n
(λ) →2 ∞ uniformly in n as λ → 0,
λ ∈ ∆ ∪ ∆. By shrinking the Stolz angle ∆ if necessary but without changing the
notation, Proposition 2.2 (ii) and the definition (2.3) show that all Rµn are defined on
the domain Ω = (∆ ∪ ∆) × (∆ ∪ ∆), which is the statement (1). The statements (2)
and (3) also follow from Proposition 2.2, with the limit function R = Rµ.
Conversely, assume that (1) to (3) hold. The uniform limit condition (3) implies that
to each ε > 0, there exists a small δ = δ(ε) > 0 such that
|Rµn(−iy,−iv)| < ε, n ≥ 1, 0 < y, v < δ.
By taking v → 0 and fixing y in this inequality, Lemma 2.4 shows that (−iy)R
µ
(1)
n
(−iy)→
0 uniformly in n as y → 0+. Therefore, again by the results in [2], the sequence {µ(1)n }∞n=1
is tight. In the same way, we see that {µ(2)n }∞n=1 is also a tight sequence. These two
facts together imply the tightness of {µn}∞n=1. By the first part of the proof and Propo-
sition 2.5, any weak limit µ of {µn}∞n=1 will be uniquely determined by the pointwise
convergence condition (2). Therefore, the full sequence µn must converge weakly to
µ. 
Finally, we remark that the uniform condition (3) in the preceding result is really the
tightness of the sequence {µn}∞n=1 in disguise.
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3. limit theorems and infinite divisibility
We now develop the theory of infinitely divisible R-transforms. Consider an arbitrary
sequence {µn}∞n=1 of probabilities on R2, and let kn be any sequence of positive integers
tending to infinity. To motivate our discussion, assume for the moment that each µn
is compactly supported, then we can view it as the common distribution for the finite
sequence (an1, bn1), (an2, bn2), · · · , (ankn, bnkn) of identically distributed bi-free two-faced
pairs of commuting random variables. The theme of our investigation has to do with
the following question:
Problem 3.1. What is the class of all possible distributional limits for the sum
Sn = (an1, bn1) + (an2, bn2) + · · ·+ (ankn, bnkn) = (
∑kn
j=1 anj ,
∑kn
j=1 bnj),
and what are the conditions for the law of Sn to converge to a specified limit distribu-
tion?
Denote by νn the distribution of the sum Sn. Note that Voiculescu’s R-transform
machinery shows that Rνn = knRµn in a bidisk centered at (0, 0). Several necessary
conditions for the convergence of {νn}∞n=1 are easy to derive. First, if the sequence
νn should converge weakly to a probability law ν on R
2, then the measures µn must
satisfy the following infinitesimality condition: µn ⇒ δ(0,0). Indeed, Proposition 2.6
shows that there is a universal domain of definition Ω for all Rνn (and hence for all
Rµn) such that Rµn = Rνn/kn = (Rν + o(1)) · o(1) as n→∞ in Ω and Rµn(−iy,−iv) =
Rνn(−iy,−iv)/kn = o(1) uniformly in n as y, v → 0+. So, we have µn ⇒ δ(0,0). Of
course, this also yields µ
(j)
n = µn ◦ π−1j ⇒ δ0 (j = 1, 2) for the marginal laws. In fact,
the converse of this is also true, that is, if the marginal infinitesimality µ
(j)
n ⇒ δ0 holds
for j = 1, 2, then one has µn ⇒ δ(0,0).
Secondly, to each j, we observe the weak convergence ν
(j)
n ⇒ ν(j) for the marginal
laws, and by Lemma 2.4, we have
(3.1) ν(j)n = µ
(j)
n ⊞ µ
(j)
n ⊞ · · ·⊞ µ(j)n (kn times),
where ⊞ is the usual free convolution for measures on R. By the Bercovici-Pata bijection
[1], this means that each marginal limit law ν(j) must be ⊞-infinitely divisible. On the
other hand, by applying the one-dimensional R-transform to the weak convergence
ν
(j)
n ⇒ ν(j), we get µ(j)n ⇒ δ0.
Thus, assuming the weak convergence of the marginals µ
(j)
n under free convolution,
the key to the solution of Problem 3.1 is Theorem 3.2 below, in which the measures µn
are no longer assumed to be compactly supported.
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In order to prove Theorem 3.2, we now review the limit theorems proved in [1] for
free convolution ⊞ on R. The one-dimensional R-transform of an ⊞-infinitely divisible
law ν on R admits a free Lévy-Khintchine representation:
Rν(z) = γ +
ˆ
R
z + x
1− zx dσ(x), z /∈ R,
where γ ∈ R and σ is a finite Borel measure on R (called Lévy parameters). The
pair (γ, σ) is unique. Conversely, given Lévy parameters γ and σ, this integral formula
determines a unique ⊞-infinitely divisible law ν on R. We shall write ν = νγ,σ
⊞
to indicate
this correspondence. In order for the free convolutions (3.1) to converge weakly to νγ,σ
⊞
on R, it is necessary and sufficient that the limit
lim
n→∞
ˆ
R
knx
1 + x2
dµ(j)n (x) = γ
and the one-dimensional weak convergence
(3.2)
knx
2
1 + x2
dµ(j)n (x)⇒ σ
hold simultaneously.
Theorem 3.2. Let {µn}∞n=1 be a sequence of probability measures on R2, and let kn be
a sequence of positive integers such that limn→∞ kn = ∞. For j = 1, 2, assume that
νjn = [µ
(j)
n ]⊞kn converges weakly to ν
γj ,σj
⊞
, the ⊞-infinitely divisible law determined by
Lévy parameters (γj, σj). Then the following statements are equivalent:
(1) The pointwise limit R(z, w) = limn→∞ knRµn(z, w) exists for (z, w) in a domain
Ω where all Rµn are defined.
(2) The pointwise limit
D(z, w) = lim
n→∞
kn
ˆ
R2
zwst
(1− zs)(1− wt) dµn(s, t)
exists for any (z, w) ∈ (C \ R)2.
(3) The finite signed measures
dρn(s, t) = kn
st√
1 + s2
√
1 + t2
dµn(s, t)
converge weakly to a finite signed measure ρ on R2.
Moreover, if (1), (2), and (3) hold, then the limit function D has a unique integral
representation
D(z, w) =
ˆ
R2
zw
√
1 + s2
√
1 + t2
(1− zs)(1 − wt) dρ(s, t),
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and we have
R(z, w) = zRνγ1,σ1
⊞
(z) + wRνγ2,σ2
⊞
(w) +D(z, w).
In particular, the limit R(z, w) extends analytically to (C \ R)2.
Proof. We have seen that the infinitesimality of {µn}∞n=1 follows from the weak conver-
gence of {νjn}∞n=1 (j = 1, 2). Let Ω be the universal domain of definition for all Rµn ,
whose existence is guaranteed by Proposition 2.6. By the definition (2.3) of R-transform
and the assumption νjn ⇒ νγj ,σj⊞ , the pointwise limit R(z, w) exists at (z, w) ∈ Ω if and
only if the limit limn→∞ kn[1−1/hµn(z, w)] does. Moreover, since limn→∞ hµn(z, w) = 1
by Proposition 2.2, we conclude that the limit R(z, w) exists if and only if the limit
(3.3) h(z, w) = lim
n→∞
kn[hµn(z, w)− 1]
exists in Ω, and in this case we will have
R(z, w) = zRνγ1 ,σ1
⊞
(z) + wRνγ2,σ2
⊞
(w) + h(z, w).
We first show that the limit h(z, w) in (3.3) is in fact equal to the limit D(z, w). For
simplicity, we set G−1jn = G
−1
µ
(j)
n
and Rjn = Rµ(j)n . According to the identities
1
1− zs + zR1n(z) =
1
1− zs
[
1− R1n(z)
G−11n (z)− s
]
and
1
1− wt+ wR2n(w) =
1
1− wt
[
1− R2n(w)
G−12n (w)− t
]
,
we can write
hµn(z, w)− 1 = −zR1n(z)
ˆ
R2
1
(1− zs)(1− wt)(zG−11n (z)− zs)
dµn(s, t)
−wR2n(w)
ˆ
R2
1
(1− zs)(1 − wt)(wG−12n (w)− wt)
dµn(s, t)
+
ˆ
R2
zwR1n(z)R2n(w)
(1− zs)(1 − wt)(zG−11n (z)− zs)(wG−12n (w)− wt)
dµn(s, t)
+
ˆ
R2
zs+ wt− zwst
(1− zs)(1 − wt) dµn(s, t).
As n → ∞, we observe that knRjn = Rνjn = Rνγj ,σj
⊞
+ o(1), Rjn = o(1), and all the
integrals above are of order (1 + o(1)) except for the last one. Meanwhile, we haveˆ
R
s
1− zs dµ
(1)
n (s) = R1n(z) · (1 + o(1))
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and ˆ
R
t
1− wt dµ
(2)
n (t) = R2n(w) · (1 + o(1))
as n→∞ (see [1]), as well as the following decompositionˆ
R2
zs + wt− zwst
(1− zs)(1 − wt) dµn(s, t) = z
ˆ
R
s
1− zs dµ
(1)
n (s) + w
ˆ
R
t
1− wt dµ
(2)
n (t)
+
ˆ
R2
zwst
(1− zs)(1 − wt) dµn(s, t).
We conclude from these findings that
kn[hµn(z, w)− 1] = kn
ˆ
R2
zwst
(1− zs)(1− wt) dµn(s, t) + o(1)
as n→∞. It follows that the limit h(z, w) exists if and only if the limit D(z, w) does
and h(z, w) = D(z, w), as desired. The equivalence between (1) and (2) is proved, at
least for (z, w) ∈ Ω. At the end of this proof, we shall see that if the limit D exists in
Ω then it also exists in the whole space (C \ R)2.
Next, we show that the existence of the limit D in Ω implies (3). Note that the total
variation |ρn| of the measure ρn is given by
d|ρn|(s, t) = kn |st|√
1 + s2
√
1 + t2
dµn(s, t).
To each n ≥ 1, we introduce the positive measures
dσ(1)n (s) =
kns
2
1 + s2
dµ(1)n (s) and dσ
(2)
n (t) =
knt
2
1 + t2
dµ(2)n (t),
on R and note that the weak convergence condition (3.2) implies that both families
{σ(j)n }∞n=1 (j = 1, 2) are tight and uniformly bounded in total variation norm. Applying
the Cauchy-Schwarz inequality to the measure kndµn, we obtain
[|ρn|(R2)]2 ≤
ˆ
R2
s2
1 + s2
kndµn(s, t) ·
ˆ
R2
t2
1 + t2
kndµn(s, t)
= σ(1)n (R)σ
(2)
n (R) ≤ 2σ1(R)σ2(R) <∞.
Hence, the family {ρn}∞n=1 is bounded in total variation norm.
On the other hand, for any closed square Km = {(s, t) : |s| ≤ m, |t| ≤ m}, we have
(3.4) [|ρn|(R2 \Km)]2 ≤
ˆ
R2\Km
kns
2
1 + s2
dµn(s, t) ·
ˆ
R2\Km
knt
2
1 + t2
dµn(s, t)
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by the Cauchy-Schwarz inequality again. Next, observe thatˆ
{(s,t):|s|≤m,|t|>m}
kns
2
1 + s2
dµn(s, t) =
ˆ
{(s,t):|s|≤m,|t|>m}
s2(1 + t2)
(1 + s2)t2
knt
2
1 + t2
dµn(s, t)
≤ (1 + 1/m2)
ˆ
{(s,t):|t|>m}
knt
2
1 + t2
dµn(s, t)
= (1 + 1/m2)σ(2)n (R \ [−m,m]).
It follows thatˆ
R2\Km
kns
2
1 + s2
dµn(s, t) =
ˆ
{(s,t):|s|>m}
kns
2
1 + s2
dµn(s, t)
+
ˆ
{(s,t):|s|≤m,|t|>m}
kns
2
1 + s2
dµn(s, t)
≤ sup
n≥1
σ(1)n (R \ [−m,m])
+(1 + 1/m2) sup
n≥1
σ(2)n (R \ [−m,m])
−→ 0
uniformly in n as m→∞, by tightness. Likewise, we also have
lim
m→∞
sup
n≥1
ˆ
R2\Km
knt
2
1 + t2
dµn(s, t) = 0.
By virtue of (3.4), these uniform limits imply the tightness of the signed measures
{ρn}∞n=1. Consequently, the measures {ρn}∞n=1 have weak limit points.
Now, suppose that ρ and ρ′ are both weak limits for the sequence {ρn}∞n=1 . We will
argue that ρ = ρ′ and hence the entire sequence {ρn}∞n=1 must converge weakly to ρ.
Toward this end we examine the limit D:
D(z, w) = lim
n→∞
ˆ
R2
√
1 + s2
√
1 + t2
(1/z − s)(1/w − t) dρn(s, t).
We deduce from this identity that the signed measures
√
1 + s2
√
1 + t2 dρ(s, t) and√
1 + s2
√
1 + t2 dρ′(s, t) have the same Cauchy transforms, first on the open set {(z, w) :
(1/z, 1/w) ∈ Ω} and thus to everywhere by the analyticity of Cauchy transform. This
yields ρ = ρ′, finishing the proof of (2) implying (3) under the assumption that D exists
in Ω. This argument also shows the uniqueness of the integral representation for the
function D.
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Finally, if (3) holds then the limit D exists not only in Ω but also on the entire space
(C \ R)2, because
zw
√
1 + s2
√
1 + t2
(1− zs)(1 − wt)
is always a bounded and continuous function in (s, t), as long as z, w /∈ R. This theorem
is completely proved. 
Suppose that the sequences {µn}∞n=1 and {kn}∞n=1 have an additional property that
knRµn = Rνn , n ≥ 1,
for some probability law νn on R
2. For example, this occurs for any kn when µn is
compactly supported, and the resulting measure νn would be the kn-th bi-free convolu-
tion power of µn. In this case it makes sense to investigate the convergence of the laws
{νn}∞n=1, and we have the following result which provides an answer to the second part
of Problem 3.1. Recall that the signed measures {ρn}∞n=1 are defined as in Theorem 3.2
(3).
Corollary 3.3. (Convergence Criteria) The sequence νn converges weakly to a proba-
bility law on R2 if and only if the marginal free convolutions [µ
(j)
n ]⊞kn and the signed
measures ρn converge weakly on R and R
2, respectively. Furthermore, if νn ⇒ ν,
[µ
(j)
n ]⊞kn ⇒ νγj ,σj⊞ (j = 1, 2), and ρn ⇒ ρ, then we have the marginal law ν(j) = νγj ,σj⊞
for j = 1, 2, and
(3.5) Gν(z, w)
[
1−G√
1+s2
√
1+t2 dρ
(1/Gν(1)(z), 1/Gν(2)(w))
]
= Gν(1)(z)Gν(2)(w)
for (z, w) ∈ (C \ R)2.
Proof. Assume νn ⇒ ν for some probability law ν on R2. Since ν(j)n = [µ(j)n ]⊞kn by
Lemma 2.4, we have [µ
(j)
n ]⊞kn ⇒ ν(j). It follows that the limit law ν(j) is ⊞-infinitely di-
visible and µn ⇒ δ(0,0). The weak convergence of the measures ρn is then a consequence
of the pointwise convergence Rνn → Rν by Theorem 3.2.
Conversely, assume the weak convergence of {[µ(j)n ]⊞kn}∞n=1 and that of {ρn}∞n=1. The
marginal weak convergence implies that {νn}∞n=1 is tight, and hence the condition (3)
of Proposition 2.6 holds for the sequence {Rνn}∞n=1. To conclude, we only need to
verify the pointwise convergence of {Rνn}∞n=1. This property, however, is equivalent
to the weak convergence of {ρn}∞n=1 by Theorem 3.2. Therefore, {νn}∞n=1 is a weakly
convergent sequence.
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Finally, the functional equation (3.5) follows from the fact that the R-transform of
the limit ν has the integral representation
Rν(z, w) = zRνγ1,σ1
⊞
(z) + wRνγ2,σ2
⊞
(w) +G√
1+s2
√
1+t2 dρ
(1/z, 1/w)
for z, w /∈ R. 
Next, we present some examples in which the limit laws are constructed via the
central limit process or the Poisson type limit theorems. We are mainly interested
in probability measures that are full in the sense that they are not supported on a
one-dimensional line in R2.
Example 3.4. (Bi-free Gaussians) These are the limit laws ν with σ1 = aδ0, σ2 = bδ0,
and ρ = cδ(0,0), where a, b > 0 and |c| ≤
√
ab. The vector (γ1, γ2) represents the mean
of the law ν, and (
a c
c b
)
is the covariance matrix of ν. The R-transform of ν is given by
Rν(z, w) = γ1z + γ2w + az
2 + bw2 + czw.
The marginal law ν(1) is the semicircular law with mean γ1 and variance a, and the law
ν(2) is the same with mean γ2 and variance b. The equation (3.5) shows that the law ν is
compactly supported and absolutely continuous with respect to the Lebesgue measure
ds dt on R2, whenever |c| < √ab. In the standardized case of γ1 = γ2 = 0, a = b = 1,
and |c| < 1, the inversion formula described in Section 2.1 gives the following density
formula:
dν =
1− c2
2π2
√
4− s2√4− t2
2(1− c2)2 − c(1 + c2)st+ 2c2(s2 + t2) ds dt,
where s, t ∈ [−2, 2]. In particular, if the marginals are uncorrelated (i.e., c = 0), then
we have ν = S ⊗ S, the product of the standard semicircle law S. The degenerate
case |c| = 1 corresponds to a non-full probability measure concentrated entirely on
a straight line in the plane. Thus, such a degenerate law is purely singular to the
Lebesgue measure on R2. The existence of bi-free Gaussian laws is provided by central
limit theorems. Indeed, given a = b = 1 and a correlation coefficient c ∈ [−1, 1], let
Z1 and Z2 be two classically independent real-valued random variables drawn from the
same law (1/2)δ−1 + (1/2)δ1, and let µn be the distribution of the random vector
(Xn, Yn) = (
√
(1 + c)/2nZ1 −
√
(1− c)/2nZ2,
√
(1 + c)/2nZ1 +
√
(1− c)/2nZ2).
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Since the normal domain of attraction of the standard Gaussian law coincides with
that of S, the marginal weak convergence [µ(j)n ]⊞n ⇒ S holds for j = 1, 2. On the other
hand, the pointwise limit
D(z, w) = lim
n→∞
nE
[
zwXnYn
(1− zXn)(1− wYn)
]
= czw = Gcδ(0,0)(1/z, 1/w)
implies the weak convergence ρn ⇒ cδ(0,0). By Corollary 3.3, the measures νn converge
to the bi-free Gaussian with zero mean and covariance(
1 c
c 1
)
.
The general case of a and b follows from a simple rescaling argument.
Example 3.5. (Bi-free compound Poisson laws) Let µ 6= δ(0,0) be a probability measure
on R2 and let λ > 0 be a given parameter. Consider the sequence
µn = (1− λ/n)δ(0,0) + (λ/n)µ, n ≥ 1,
and the corresponding marginals µ
(j)
n = (1−λ/n)δ0+(λ/n)µ(j). It is easy to see that the
marginal free convolutions [µ
(j)
n ]⊞n converge weakly to the usual free compound Poisson
law with the Lévy parameters
γj = λ
ˆ
R
x
1 + x2
dµ(j)(x), dσj(x) =
λx2
1 + x2
dµ(j)(x),
and that the signed measures ρn converge weakly on R
2 to
ρ =
λst√
1 + s2
√
1 + t2
dµ(s, t).
So, by Theorem 3.2, the limit R = limn→∞ nRµn exists and has the integral represen-
tation R(z, w) = λ [(1/zw)Gµ(1/z, 1/w)− 1] or, equivalently,
R(z, w) = −λ+ λ
ˆ
R2
1
(1− zs)(1− wt) dµ(s, t), z, w /∈ R.
The last integral is in fact the bi-free R-transform of a unique probability distribution
νλ,µ, called the bi-free compound Poisson law with rate λ and jump distribution µ, on
R2. (The bi-free Poisson law with rate λ is defined to be the law νλ,δ(1,1) .) We now verify
the existence of νλ,µ by the method of truncation. For each positive integer m, let fm
be a compactly supported, continuous function such that 0 ≤ fm ≤ 1, fm(s, t) = 1 for
(s, t) ∈ Km = {(s, t) : |s| ≤ m, |t| ≤ m}, and fm vanishes on the complement R2\Km+1.
For sufficiently large m, we introduce the following truncation
dµm = cm fm dµ,
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where the normalization constant cm is chosen so that µ
m(R2) = 1. We observe from
an application of the dominated convergence theorem that cm → 1 and the weak con-
vergence µm ⇒ µ on R2 as m→∞. After applying the above limiting process to each
truncation µm, Corollary 3.3 provides a limit law νλ,µm whose R-transform is given by
Rνλ,µm (z, w) = λ [(1/zw)Gµm(1/z, 1/w)− 1] , z, w /∈ R.
By Proposition 2.2, the weak convergence µm ⇒ µ implies that {Rνλ,µm}∞m=1 converges
pointwisely to the integral R and Rνλ,µm (−iy,−iv) → 0 uniformly in m as y, v → 0+.
Therefore, by Proposition 2.6, these conditions show further that the laws νλ,µm converge
weakly to a unique limit distribution νλ,µ and R = Rνλ,µ, as desired.
We continue our investigation on the characterization of the limit laws. Let R =
limn→∞ knRµn be the pointwise limit in Theorem 3.2. Then for any integer m ≥ 2, the
function R/m is the limit of [kn/m]Rµn where [x] indicates the integral part of x ∈ R.
In other words, the limit of knRµn can always be decomposed into a sum of m identical
functions of the same kind. This nature of the limit R can also be seen from its integral
representation, say,
R(z, w)/m = zR
ν
γ1/m,σ1/m
⊞
(z) + wR
ν
γ2/m,σ2/m
⊞
(w) +G√
1+s2
√
1+t2 dρ/m
(1/z, 1/w),
where the quintuple (γ1, γ2, σ1, σ2, ρ) of numbers and measures are provided by Theorem
3.2. In the next result we show that every limiting integral form of this kind is indeed
a bi-free R-transform.
Theorem 3.6. Let {µn}∞n=1 and {kn}∞n=1 be two sequences of probability measures and
positive integers satisfying the hypotheses of Theorem 3.2, and assume that the limit
function R = limn→∞ knRµn exists in a domain Ω. Then there exists a unique probability
law ν on R2 such that R = Rν on Ω.
Proof. The uniqueness statement follows from Proposition 2.5; we shall prove the exis-
tence of ν. The idea of the proof is to consider a two-dimensional “lifting” of the integral
representation of the limit R. First, from the proof of Theorem 3.2 we see that both{
σ1n =
kns
2
1 + s2
dµn(s, t) : n ≥ 1
}
and
{
σ2n =
knt
2
1 + t2
dµn(s, t) : n ≥ 1
}
are tight families of Borel measures on R2. By dropping to subsequences but without
changing the notations, we may and do assume that they are both weakly convergent
sequences of measures on R2. We write
γ1n =
ˆ
R2
kns
1 + s2
dµn(s, t) and γ2n =
ˆ
R2
knt
1 + t2
dµn(s, t)
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so that limn→∞ γjn = γj for j = 1, 2. Note that we have
Rνγ1,σ1
⊞
(z) = lim
n→∞
[
γ1n +
ˆ
R2
z + s
1− zs dσ1n(s, t)
]
and a similar formula for the function Rνγ2,σ2
⊞
. Together with the weak convergence
ρn ⇒ ρ, a straightforward calculation leads to the following asymptotic Poissonization
for the limit R:
R(z, w) = zRνγ1,σ1
⊞
(z) + wRνγ2,σ2
⊞
(w) + lim
n→∞
kn
ˆ
R2
zwst
(1− zs)(1− wt) dµn(s, t)
= lim
n→∞
kn [(1/zw)Gµn(1/z, 1/w)− 1]
= lim
n→∞
Rνkn,µn (z, w)
for z, w /∈ R.
The rest of the proof will be devoted to showing the tightness of the compound
Poisson laws {νkn,µn}∞n=1; that is, Rνkn,µn (−iy,−iv) → 0 uniformly in n as y, v → 0+.
Indeed, if this were true then the limit ν of {νkn,µn}∞n=1 would satisfy R = Rν by
Proposition 2.6, bringing us to the end of this proof. To this purpose, consider first the
estimates ∣∣∣∣(−iy)2 − iys1 + iys
∣∣∣∣ ≤ 1, s ∈ R,
and ∣∣∣∣−iy + s1 + iys
∣∣∣∣ ≤ √2 y + |s|1 + y |s| ≤ √2(1 + T ), |s| ≤ T,
for arbitrary 0 < y ≤ 1 and T > 0. These observations imply that
sup
n≥1
∣∣∣∣ˆ
R2
(−iy)2 − iys
1 + iys
dσ1n(s, t)
∣∣∣∣ ≤ √2(1 + T )y + sup
n≥1
σ1n({(s, t) : |s| > T})
for these y and T . Since the tail-sums of the tight sequence {σ1n}∞n=1 can be made
uniformly small as we wish and since the sequence {γ1n}∞n=1 is bounded, we conclude
that
lim
y→0+
sup
n≥1
∣∣∣∣iγ1ny + ˆ
R2
(−iy)2 − iys
1 + iys
dσ1n(s, t)
∣∣∣∣ = 0.
Using the same method, it can be shown that
lim
v→0+
sup
n≥1
∣∣∣∣iγ2nv + ˆ
R2
(−iv)2 − ivt
1 + ivt
dσ2n(s, t)
∣∣∣∣ = 0
and
lim
y,v→0+
sup
n≥1
∣∣∣∣∣
ˆ
R2
(iy)(iv)
√
1 + s2
√
1 + t2
(1 + iys)(1 + ivt)
dρn(s, t)
∣∣∣∣∣ = 0.
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These uniform limits imply that Rνkn,µn (−iy,−iv) tends to zero uniformly in n as
y, v→ 0+, just as we expected. 
Our results motivate the following definition.
Definition 3.7. A bi-free partial R-transform Rν on a domain Ω is said to be infinitely
divisible if for each positive integer m ≥ 2, there exists a probability law µm on R2 such
that Rν = mRµm in Ω. In this case, the law ν is said to be bi-freely infinitely divisible.
Example 3.8. (Product of ⊞-infinitely divisible laws) All point masses are clearly
bi-freely infinitely divisible. A less trivial way of constructing a bi-freely infinitely
divisible law is to form the product measure of two ⊞-infinitely divisible laws. Thus,
given two sets of Lévy parameters (γ1, σ1) and (γ2, σ2), the definition (2.3) and the
one-dimensional Lévy-Khintchine formula imply that the product measure
ν = νγ1,σ1
⊞
⊗ νγ2,σ2
⊞
on R2 has the bi-free R-transform
Rν(z, w) = z
[
γ1 +
ˆ
R
z + s
1− zs dσ1(s)
]
+ w
[
γ2 +
ˆ
R
w + t
1− wt dσ2(t)
]
for (z, w) ∈ (C \ R)2. It is obvious that Rν/m is the bi-free R-transform of the corre-
sponding product measure
ν
γ1/m,σ1/m
⊞
⊗ νγ2/m,σ2/m
⊞
for all m ≥ 2.
Theorem 3.6 shows that the class of limits for knRµn is precisely the class of all infin-
itely divisible R-transforms. In classical probability, this is the content of Khintchine’s
result on the infinite divisibility in terms of Fourier transform.
Theorem 3.9. (Khintchine Type Characterization for Infinite Divisibility) Let ν be
a probability measure on R2, and let Rν be its R-transform defined on a domain Ω.
The law ν is bi-freely infinitely divisible if and only if there exist probability measures
µn on R
2 and unbounded positive integers kn such that [µ
(j)
n ]⊞kn ⇒ ν(j) (j = 1, 2) and
Rν = limn→∞ knRµn in Ω.
Proof. We have seen an explanation for the “only if” statement at the beginning of this
section. As for the “if” part, we have to show that the limit Rν/m = limn→∞[kn/m]Rµn
is a bi-free partial R-transform for each m ≥ 2. This, however, is precisely the content
of Theorem 3.6. 
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Therefore, Theorem 3.9 and Corollary 3.3 together provide a complete answer to
Problem 3.1.
On the other hand, the proof of Theorem 3.6 shows that the infinitely divisible
laws can be approximated by Poisson distributions. This perspective leads to another
characterization of infinite divisibility in bi-free probability. To describe this result, we
need a preparatory lemma.
Lemma 3.10. Let τ and τ ′ be two finite positive Borel measures on R2 satisfying
(3.6)
t2
1 + t2
dτ(s, t) =
t2
1 + t2
dτ ′(s, t)
on the Borel σ-field of R2 and having the same marginal
τ ◦ π−11 = τ ′ ◦ π−11
with respect to the projection π1(s, t) = s. Then we have τ = τ
′.
Proof. It suffices to show that τ(E) = τ ′(E) for any open rectangle E = I × (a, b),
where I and (a, b) are (bounded or unbounded) open intervals in R. If a > 0 or b < 0,
then the relation (3.6) shows that the desired identity holds. If a = 0, the continuity
of τ and τ ′ yields that τ(E) = limǫ→0+ τ(I × (ǫ, b)) = limǫ→0+ τ ′(I × (ǫ, b)) = τ ′(E).
Similarly, the desired identity holds if b = 0. On the other hand, the assumption of
admitting the same marginal yields that τ((a, b)×R) = τ ′((a, b)×R), from which, along
with the established result for the cases when (a, b) = (0,∞) and (a, b) = (−∞, 0), we
see that τ((a, b) × {0}) = τ ′((a, b) × {0}). In general, if c < 0 < d, then applying the
above result to the sets (a, b)× (0, d), (a, b)× {0}, and (a, b)× (c, 0) shows the desired
result. This finishes the proof. 
As seen in the proof of Theorem 3.6, the Poisson approximation νkn,µn ⇒ ν holds
along a subsequence of positive integers, thanks to the validity of the weak convergences
(3.7)
kns
2
1 + s2
dµn(s, t)⇒ τ1, knt
2
1 + t2
dµn(s, t)⇒ τ2,
and
knst√
1 + s2
√
1 + t2
dµn(s, t)⇒ ρ
along the same subsequence. (Of course, the last weak convergence is in fact a genuine
limit rather than a subsequential one.)
It is easy to verify that the weak limits τ1 and ρ must satisfy the identity
t√
1 + t2
dτ1(s, t) =
s√
1 + s2
dρ(s, t)
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on R2. In particular, this shows that the relationship (3.6) must hold for any weak limit
points τ1 and τ
′
1 of the sequence kns
2/(1 + s2) dµn. Also, the measures τ1 and τ
′
1 have
the same marginal law on the s-axis by the weak convergence (3.2). Thus, Lemma 3.10
implies that τ1 = τ
′
1. Similarly, it can be shown that the limit law τ2 is also unique.
Therefore, the weak convergences (3.7), as well as the Poisson approximation to ν,
actually hold without passing to subsequences. Thus, we have obtained the following
characterization for bi-free infinite divisibility.
Proposition 3.11. (Convergence of the accompanying Poisson laws) Let ν be a prob-
ability measure on R2. Then ν is bi-freely infinitely divisible if and only if there exist
probability laws µn on R
2 and unbounded positive integers kn such that the bi-free com-
pound Poisson laws νkn,µn converge weakly to the measure ν on R
2.
We would like to conclude this section by pointing out some interesting properties of
BID, the class of bi-freely infinitely divisible laws. Recall that the integral form of the
R-transform of a measure ν ∈ BID is given by
Rν(z, w) = zRνγ1 ,σ1
⊞
(z) + wRνγ2,σ2
⊞
(w) +G√
1+s2
√
1+t2 dρ
(1/z, 1/w),
where ν
γj ,σj
⊞
(j = 1, 2) and ρ are the limit laws as in (3.2) and Theorem 3.2 (3).
The quintuple Λ(ν) = (γ1, γ2, σ1, σ2, ρ) of limits is uniquely associated with the given
infinitely divisible law ν, regardless of what approximants {µn}∞n=1 and {kn}∞n=1 may
be used to obtain them. Being limits, such quintuples are closed under componentwise
addition and multiplication by positive real numbers. This implies that the bi-free
convolution ⊞⊞ can be extended from compactly supported probabilities to bi-freely
infinitely divisible laws; namely, for any ν1, ν2 ∈ BID, their bi-free convolution ν1⊞⊞ν2
can be defined as the unique bi-freely infinitely divisible law satisfying
Λ(ν1 ⊞⊞ν2) = Λ(ν1) + Λ(ν2).
We record this finding formally as
Proposition 3.12. (Generalized bi-free convolution) There exists an associative and
commutative binary operation ⊞⊞ : BID × BID → BID such that for any ν1, ν2 ∈
BID, the relationship
Rν1⊞⊞ν2 = Rν1 +Rν2
holds in (C \ R)2.
In addition, the map Λ is injective and weakly continuous. The latter continuity
means that if Λ(νn) = (γ1n, γ2n, σ1n, σ2n, ρn), Λ(ν) = (γ1, γ2, σ1, σ2, ρ), and νn ⇒ ν,
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then we have γjn → γj, σjn ⇒ σj , and ρn ⇒ ρ as n → ∞ for j = 1, 2. This can be
easily verified using the free harmonic analysis results in [2] and Proposition 2.3.
However, the map Λ is not surjective, and its actual range will be studied in the next
section.
Given a law ν ∈ BID, Theorem 3.6 shows that for each t > 0, there exists a unique
law νt ∈ BID such that
Rνt = lim
n→∞
[tkn]Rµn = t Rν
in (C\R)2, where Rν = limn→∞ knRµn for some {µn}∞n=1 and {kn}∞n=1. As we mentioned
earlier, this construction of νt is independent of the choice of the sequences {µn}∞n=1
and {kn}∞n=1. Thus, setting ν0 = δ(0,0), we then have
Λ(νt) = tΛ(ν), t ≥ 0,
and the resulting family {νt}t≥0 forms a weakly continuous semigroup of probabilities
on R2 under the (generalized) bi-free convolution ⊞⊞ in the sense that
νs+t = νs ⊞⊞νt, s, t ≥ 0,
and νt ⇒ ν0 = δ(0,0) as t → 0+. Conversely, if {νt}t≥0 is a given weakly continuous
⊞⊞-semigroup of probabilities on R2, then each νt is bi-freely infinitely divisible. In
particular, the law ν1 belongs to the class BID and generates the entire process {νt}t≥0
in terms of bi-free R-transform. Since this connection between infinitely divisible laws
and continuous semigroups will play a role in the next section, we summarize our
discussions into the following
Proposition 3.13. (Embedding Property) Let ν be a probability measure on R2. Then
ν ∈ BID if and only if there exists a weakly continuous ⊞⊞-semigroup {νt}t≥0 of
probability measures on R2 satisfying ν1 = ν and Rνt = t Rν in (C \ R)2.
Finally, note that the marginals {ν(j)t }t≥0 of a ⊞⊞-semigroup {νt}t≥0 are themselves
a continuous semigroup relative to free convolution on R, and we have
R
ν
(j)
t
(z) = t Rν(j)(z), z /∈ R,
for their one-dimensional R-transforms. We recall from [2] that the dynamics of the
process {ν(j)t }t≥0 is governed by the complex Burgers’ type PDE:
∂tGν(j)t
(z) +R
ν
(j)
t
(
G
ν
(j)
t
(z)
)
∂zGν(j)t
(z) = 0
in the upper half-plane for t ∈ [0,∞), where the time-derivative of G
ν
(j)
t
(z) at t = 0 is
equal to the one-dimensional R-transform Rν(j)(z).
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4. bi-free convolution semigroups and Lévy-Khintchine
representations
In classical probability, finding the Lévy-Khintchine representation of a continuous
convolution semigroup {µt}t≥0 of probabilities on R is related to the study of its gen-
erating functional A = limt→0+(µt − δ0)/t, which is defined at least on the dual group
of (R,+) via the Fourier transform µ̂t = exp(tA). Fix a law ν ∈ BID and consider
the ⊞⊞-semigroup {νt}t≥0 generated by ν. In what follows, we shall study the bi-free
R-transform Rν from an infinitesimal perspective and show that the map Rν arises as
the time-derivative of the Cauchy transform Gνt at time t = 0. This approach gives
rise to a canonical integral representation for infinitely divisible R-transforms.
We start by assuming that ν is compactly supported, so that its R-transform Rν can
be written as an absolutely convergent power series with real coefficients
(4.1) Rν(z, w) =
∑
m,n≥0
κm,n z
mwn
in some bidisk Ω = {(z, w) ∈ C2 : |z|, |w| < r}. Note that κ0,0 = 0, zRν(1)(z) = Rν(z, 0),
and wRν(2)(w) = Rν(0, w) by Lemma 2.4. So, both Rν(1) and Rν(2) also have power series
expansions of their own. We conclude that the functions Rν(j) (j = 1, 2) and Rν are all
uniformly bounded in Ω, and hence the semigroup property shows further that R
ν
(j)
t
(j = 1, 2) and Rνt all tend to zero uniformly in Ω as the time parameter t→ 0+. This
fact and the definition (2.3) of R-transform imply that there exists a cutoff constant
t0 > 0 such that the following identity
(4.2) G
(
t,K
(1)
t (z), K
(2)
t (w)
)
=
zw
1 + tzR
(1)
1 (z) + twR
(2)
1 (w)− tRµ(z, w)
holds for 0 ≤ t ≤ t0 and (z, w) ∈ Ω∗ = Ω \ {(0, 0)}, using the notations
G(t, z, w) = Gνt(z, w), K
(1)
t (z) = tRν(1)(z) + 1/z, K
(2)
t (w) = tRν(2)(w) + 1/w.
The formula (4.2) shows that the map G
(
t,K
(1)
t (z), K
(2)
t (w)
)
is a C1-function in t and
is holomorphic in (z, w) on the open set (0, t0)× Ω∗.
Therefore, differentiating (4.2) at any t > 0 in the domain Ω∗ yields
∂tG
(
t,K
(1)
t (z), K
(2)
t (w)
)
= −Rν(1)(z)∂zG
(
t,K
(1)
t (z), K
(2)
t (w)
)
(4.3)
−Rν(2)(w)∂wG
(
t,K
(1)
t (z), K
(2)
t (w)
)
+
zw (Rν(z, w)− zRν(1)(z)− wRν(2)(w))
(1 + tzRν(1)(z) + twRν(2)(w)− tRν(z, w))2
.
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Meanwhile, the right-continuity νt ⇒ δ(0,0) and Proposition 2.2 imply that
lim
t→0+
∂zG
(
t,K
(1)
t (z), K
(2)
t (w)
)
= lim
t→0+
ˆ
R2
−1
(K
(1)
t (z)− x)2(K(2)t (w)− y)
dνt(x, y)
= −z2w
and
lim
t→0+
∂wG
(
t,K
(1)
t (z), K
(2)
t (w)
)
= −zw2.
Combining these facts with an application of the mean value theorem, we find that for
any fixed (z, w) ∈ Ω∗ the function
t 7→ G
(
t,K
(1)
t (z), K
(2)
t (w)
)
is also right-differentiable at t = 0 and this derivative can be further evaluated by taking
t→ 0+ in (4.3). Taking the fact limt→0+ K(j)t (λ) = 1/λ (j = 1, 2) into account, we then
obtain the following result.
Proposition 4.1. We have the right-derivative
lim
t→0+
G(t, 1/z, 1/w)−G(0, 1/z, 1/w)
t
= zwRν(z, w)
for (z, w) ∈ Ω∗.
Thus, the distributional derivative limt→0+(νt − ν0)/t exists at the level of Cauchy
transforms. To further analyze this derivative, we will require the tightness of the
process νt in finite time. For this purpose, recall from [6] that the infinitely divisible
measure ν can be realized as the joint distribution of the commuting bounded selfadjoint
operators
a = ℓ(f) + ℓ(f)∗ + Λleft(T1) + κ1,0I and b = r(g) + r(g)∗ + Λright(T2) + κ0,1I
on a certain full Fock space F (H) (with the vacuum state) by distinguishing the left
action of the creation operator ℓ(f) and the gauge operator Λleft from the right action
of the operators r(g) and Λright of the same nature. Here, the vectors f, g in the
Hilbert space H and the commuting selfadjoint bounded operators T1 and T2 on H are
chosen according to the distribution ν. Consider next the Hilbert space tensor product
L2([0,∞), dx)⊗H , then the realization of the process νt is given by the two-faced pair
(at, bt) of the form:
at = ℓ(χt ⊗ f) + ℓ(χt ⊗ f)∗ + Λleft(Mt ⊗ T1) + κ1,0I
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and
bt = r(χt ⊗ g) + r(χt ⊗ g)∗ + Λright(Mt ⊗ T2) + κ0,1I,
where χt is the indicator function of the interval [0, t) andMt denotes the multiplication
operator associated with the function χt on L
2([0,∞), dx). We refer the reader to [6] for
the details of this construction; our point here, however, is that since the norms of at and
bt (and hence their spectral radii) are uniformly bounded when 0 ≤ t ≤ t0, we are able
to conclude that the support of the process νt is uniformly bounded before the cutoff
time t0 (actually, within any finite time). In particular, the family {νt : 0 ≤ t ≤ t0}
is tight. We also mention that the real numbers κ1,0 and κ0,1 here are the first two
coefficients in the power series expansion (4.1), and they represent the mean vector of
ν.
We are now ready to present the bi-free Lévy-Khintchine representation for compactly
supported, infinitely divisible laws.
Theorem 4.2. (Bi-free Lévy-Khintchine formula for compactly supported measures)
Let ν be a compactly supported measure in BID, and let {νt}t≥0 be the ⊞⊞-semigroup
generated by ν. Then there exists a unique triple (ρ1, ρ2, ρ) of two compactly supported
positive Borel measures ρ1 and ρ2 and a compactly supported Borel signed measure ρ
on R2 such that
(1) The weak convergences
s2
ε
dνε(s, t)⇒ ρ1, t
2
ε
dνε(s, t)⇒ ρ2, st
ε
dνε(s, t)⇒ ρ
on R2 and the limits
1
ε
ˆ
R2
s dνε(s, t)→ κ1,0 and 1
ε
ˆ
R2
t dνε(s, t)→ κ0,1
hold simultaneously as ǫ→ 0+;
(2) We have
Rν(z, w) = κ1,0z + κ0,1w +
ˆ
R2
z2
1− zs dρ1(s, t) +
ˆ
R2
w2
1− wt dρ2(s, t)(4.4)
+
ˆ
R2
zw
(1− zs)(1− wt) dρ(s, t)
for (z, w) in (C \ R)2 ∪ {(0, 0)};
ANALYTIC ASPECTS OF THE BI-FREE PARTIAL R-TRANSFORM 28
(3) The total mass ρj(R
2) is equal to the variance of the marginal ν(j) for j = 1, 2,
the number ρ(R2) is the covariance of ν, and the measures ρ1, ρ2, and ρ satisfy
(4.5)
t dρ1 = s dρ;s dρ2 = t dρ,
and
(4.6) |ρ({(0, 0)})|2 ≤ ρ1({(0, 0)})ρ2({(0, 0)}).
Proof. First, once we can show that the three families {(1/ε) s2 dνε : 0 < ε ≤ t0},
{(1/ε) t2 dνε : 0 < ε ≤ t0}, and {(1/ε) st dνε : 0 < ε ≤ t0} are all bounded in total
variation norm, the existence for compactly supported limit laws ρ1, ρ2, and ρ will
become evident. This is because the family {νε : 0 ≤ ε ≤ t0} is tight and has a
uniformly bounded support. Secondly, after the existence of the limits is established,
we shall proceed to prove their uniqueness and the formulas (4.4)-(4.6).
We start with Proposition 4.1 which states that the limit
zwRν(z, w) = lim
ε→0+
(1/ε) [G (ε, 1/z, 1/w)−G (0, 1/z, 1/w)]
= lim
ε→0+
1
ε
[ˆ
R2
zw
(1− zs)(1 − wt) dνε(s, t)− zw
]
= zw
[
lim
ε→0+
1
ε
ˆ
R2
(
zs
1− zs +
wt
1− wt +
zwst
(1− zs)(1− wt)
)
dνε(s, t)
]
holds for (z, w) in the punctured bidisk Ω∗. Hence, we have the identity
(4.7) Rν(z, w) = lim
ε→0+
1
ε
ˆ
R2
[
zs
1− zs +
wt
1− wt +
zwst
(1− zs)(1 − wt)
]
dνε(s, t)
in the bidisk Ω, for the integrand is equal to zero for any (s, t) if z = 0 = w.
So, by letting w = 0 in (4.7), Lemma 2.4 implies
zRν(1)(z) = Rν(z, 0) = z
[
lim
ε→0+
1
ε
ˆ
R2
s
1− zs dνǫ(s, t)
]
or, equivalently,
(4.8) Rν(1)(z) = lim
ε→0+
1
ε
ˆ
R2
s
1− zs dνǫ(s, t)
for |z| < r. After plugging z = 0 in this formula, we obtain the limiting formula for the
constant κ1,0. Moreover, by taking the imaginary part of (4.8), we reach
lim
ε→0+
ˆ
R2
ℑz
|1− zs|2
s2
ε
dνǫ(s, t) = ℑRν(1)(z), |z| < r.
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This shows that the family {(1/ε) s2 dνε : 0 < ε ≤ t0} has uniformly bounded total
variation norms, because the integrand ℑz/|1 − zs|2 is uniformly bounded away from
zero and from infinity for s in the uniform support of {νε : 0 ≤ ε ≤ t0} and for
r/2 < |z| < r, z /∈ R. We deduce from the same kind of argument that
(4.9) Rν(2)(w) = lim
ε→0+
1
ε
ˆ
R2
t
1− wt dνǫ(s, t), |w| < r,
κ0,1 = lim
ε→0+
1
ε
ˆ
R2
t dνε(s, t),
and that the set {(1/ε) t2 dνε : 0 < ε ≤ t0} is bounded in total variation norm. Fi-
nally, the boundedness of the remaining family {(1/ε) st dνε : 0 < ε ≤ t0} is an easy
consequence of the Cauchy-Schwarz inequality. So, the existence of the limit laws is
proved.
In view of (4.8) and (4.9), we can now split (4.7) into three limits, replace the first
two with the corresponding R-transforms, and finally get
(4.10) lim
ε→0+
ˆ
R2
zw
(1− zs)(1 − wt)
st
ε
dνε(s, t) = Rν(z, w)− zRν(1)(z)− wRν(2)(w)
for (z, w) ∈ Ω. This shows that if ρ and ρ′ are two weak limits of the signed measures
{(1/ε) st dνε : 0 < ε ≤ t0} as ε→ 0+, then they must satisfy
Gρ(1/z, 1/w) = Gρ′(1/z, 1/w)
for (z, w) in the open set Ω∗ (and hence everywhere by analytic extension), proving
that ρ = ρ′. Therefore, the limit law ρ is unique and (1/ε) st dνε ⇒ ρ. In addition, it
follows from (4.10) and the power series expansion (4.1) that
ρ(R2) = κ1,1 = Covariance(ν).
To see the uniqueness of the other two limit laws ρ1 and ρ2, we first expand the
integrand in (4.8) into a power series of z and then use the fact that any limit ρ1 of
{(1/ε) s2 dνε : 0 < ε ≤ t0} is compactly supported to get
(4.11) Rν(1)(z) = κ1,0 +
∞∑
m=0
(ˆ
R2
sm dρ1(s, t)
)
zm+1, |z| < r.
Similarly, for |w| < r, we have
(4.12) Rν(2)(w) = κ0,1 +
∞∑
n=0
(ˆ
R2
tn dρ2(s, t)
)
wn+1.
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On the other hand, we should do the same for (4.10); only this time we will use the
following decomposition
st
(1− zs)(1− wt) = st+
ws
1− wt · t
2 +
zt
(1− zs)(1 − wt) · s
2
to obtain
Rν(z, w)− zRν(1)(z)− wRν(2)(w) = κ1,1zw +
∑
n≥0
(ˆ
R2
stn dρ2(s, t)
)
zwn+2
+
∑
m,n≥0
(ˆ
R2
smtn+1 dρ1(s, t)
)
zm+2wn+1.
Combining this with (4.11), (4.12), and the original power series expansion (4.1) of Rν ,
we have shown the following identity∑
m,n≥0
κm,n z
mwn = κ1,0z + κ0,1w +
∞∑
m=0
Mm,0(ρ1)z
m+2 +
∞∑
n=0
M0,n(ρ2)w
n+2
+κ1,1zw +
∑
n≥0
M1,n(ρ2)zw
n+2 +
∑
m,n≥0
Mm,n+1(ρ1)z
m+2wn+1
of power series in the open set Ω, where the notation
Mm,n(ρj) =
ˆ
R2
sm tn dρj(s, t), m, n ≥ 0, j = 1, 2.
Since all these power series converge absolutely, we are allowed to rearrange the or-
der of summation freely. By the uniqueness of power series expansion in open sets,
we conclude that the moments of the limiting measure ρ1 (and hence ρ1 itself) are
uniquely determined by the given sequence {κm,n}m,n≥0 of coefficients and therefore the
weak convergence (1/ε) s2 dνε ⇒ ρ1 holds. Also, by comparing the coefficients in the
preceding identity of power series, we have
ρ1(R
2) = κ2,0 = Variance(ν
(1)).
The uniqueness of ρ2 and its statistics can be shown in the same way, and we shall not
repeat this argument. Thus, the statement (1) of the theorem is proved.
The integral representation (4.4) is a direct consequence of (4.7) and the convergences
in (1).
To show the system (4.5), take any continuous and bounded function ϕ on R2, the
weak convergence results in (1) implyˆ
R2
ϕ(s, t) t dρ1(s, t) = lim
ε→0+
(1/ε)
ˆ
R2
ϕ(s, t) t s2 dνε(s, t) =
ˆ
R2
ϕ(s, t) s dρ(s, t),
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from which we deduce that t dρ1(s, t) = s dρ(s, t). Similarly, s dρ2(s, t) = t dρ(s, t)
holds.
Finally, for the inequality (4.6), let ϕn be a sequence of continuous functions such
that 0 ≤ ϕn(s, t) ≤ 1 and limn→∞ ϕn(s, t) = I{(0,0)}(s, t), the indicator function of the
singleton {(0, 0)}, for all (s, t) ∈ R2. An application of the Cauchy-Schwarz inequality
to the measure (1/ε)ϕn dνε shows that∣∣∣∣ˆ
R2
ϕn(s, t)
st
ε
dνε(s, t)
∣∣∣∣2 ≤ ˆ
R2
ϕn(s, t)
s2
ε
dνε(s, t)
ˆ
R2
ϕn(s, t)
t2
ε
dνε(s, t)
for all ε > 0. By letting ε→ 0+, we obtain the estimate∣∣∣∣ˆ
R2
ϕn(s, t) dρ(s, t)
∣∣∣∣2 ≤ ˆ
R2
ϕn(s, t) dρ1(s, t)
ˆ
R2
ϕn(s, t) dρ2(s, t), n ≥ 1.
The inequality (4.6) follows from this estimate and the dominated convergence theorem.
The theorem is now completely proved. 
We mention that the integral formula (4.4) for compactly supported, bi-freely infin-
itely divisible measures was first obtained in [6] by means of combinatorial and operator-
theoretical methods.
We next present our main result in which the boundedness condition for the support
of ν is no longer needed. Note that the following result is stronger than the one obtained
in [6], because it provides a complete parametrization for the entire class BID.
Theorem 4.3. (General bi-free Lévy-Khintchine representation) Let R be a given holo-
morphic function defined on the product domain Ω = (∆∪∆)× (∆∪∆) associated with
some Stolz angle ∆. Then the following statements are equivalent:
(1) There exists a law ν ∈ BID such that R = Rν on Ω.
(2) There exist γ1, γ2 ∈ R, two finite Borel positive measures ρ1 and ρ2 on R2, and
a finite Borel signed measure ρ on R2 such that
(4.13)

t/
√
1 + t2 dρ1 = s/
√
1 + s2 dρ;
s/
√
1 + s2 dρ2 = t/
√
1 + t2 dρ;
|ρ({(0, 0)})|2 ≤ ρ1({(0, 0)})ρ2({(0, 0)}),
and the function R extends analytically to (C \ R)2 via the formula:
R(z, w) = γ1z + γ2w +
ˆ
R2
z2 + zs
1− zs dρ1(s, t) +
ˆ
R2
w2 + wt
1− wt dρ2(s, t)(4.14)
+
ˆ
R2
zw
√
1 + s2
√
1 + t2
(1− zs)(1− wt) dρ(s, t).
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In this case, the quintuple (γ1, γ2, ρ1, ρ2, ρ) is unique, and we have the marginal law
ν(j) = ν
γj ,ρ
(j)
j
⊞
for j = 1, 2.
Proof. It is clear that only the implication from (2) to (1) needs a proof. Suppose we
are given the integral form (4.14), whose representing measures ρ1, ρ2, and ρ satisfy the
system (4.13). Let S = {(s, 0) ∈ R2 : s 6= 0} and T = {(0, t) ∈ R2 : t 6= 0} be the two
punctured coordinate axes on the plane and let U = R2 \ (S ∪ T ∪ {(0, 0)}) be the slit
plane. The sets S, T , and U are Borel measurable, and we can consider the following
decompositions ρj = ρj({(0, 0)})δ(0,0) + ρSj + ρTj + ρUj , j = 1, 2,ρ = ρ({(0, 0)})δ(0,0) + ρS + ρT + ρU .
A notation like ρS here means the restriction of the measure ρ on the Borel set S, i.e.,
ρS(E) = ρ(E ∩ S)
for all Borel sets E ⊂ R2. We shall identify the measures restricted on S or T as
measures on R and write, with a slight abuse of notation, that ρSj = dρ
S
j (s) and ρ
T
j =
dρTj (t).
To each n ≥ 1, we introduce the set Tn = {(0, t) ∈ R2 : |t| ≥ 1/n} and observe from
the dominated convergence theorem and the system (4.13) that
ρ1(T ) = lim
n→∞
ρ1(Tn) = lim
n→∞
ˆ
Tn
√
1 + t2
t
t√
1 + t2
dρ1(s, t)
= lim
n→∞
ˆ
Tn
√
1 + t2
t
s√
1 + s2
dρ(s, t) = lim
n→∞
ˆ
Tn
0 dρ(s, t) = 0.
This implies that the restricted measure ρT1 is in fact the zero measure. Similarly,
one can show that the measures ρS2 , ρ
S, and ρT are also equal to the zero measure.
Accordingly, the integral form (4.14) can be decomposed into
R(z, w) = ρ1({(0, 0)})z2 + ρ2({(0, 0)})w2 + ρ({(0, 0)})zw
+z
[
γ1 +
ˆ
R\{0}
z + s
1− zs dρ
S
1 (s)
]
+ w
[
γ2 +
ˆ
R\{0}
w + t
1− wt dρ
T
2 (t)
]
+
ˆ
U
z2 + zs
1− zs dρ
U
1 (s, t) +
ˆ
U
w2 + wt
1− wt dρ
U
2 (s, t)
+
ˆ
U
zw
√
1 + s2
√
1 + t2
(1− zs)(1 − wt) dρ
U(s, t),
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in which we find that
ρ1({(0, 0)})z2 + ρ2({(0, 0)})w2 + ρ({(0, 0)})zw = Rµ1(z, w)
for some bi-free Gaussian law µ1 by (4.13) and that
z
[
γ1 +
ˆ
R\{0}
z + s
1− zs dρ
S
1 (s)
]
+ w
[
γ2 +
ˆ
R\{0}
w + t
1− wt dρ
T
2 (t)
]
is the bi-free R-transform of the product measure
µ2 = ν
γ1,ρS1
⊞
⊗ νγ2,ρT2
⊞
.
Note that both µ1 and µ2 are bi-freely infinitely divisible.
We shall argue that the remaining integral form R3 = R − Rµ1 − Rµ2 is also an
infinitely divisible bi-free R-transform. Toward this end we consider the truncations
ρUjn = ϕn ρ
U
j and ρ
U
n = ϕn ρ
U (j = 1, 2),
where 0 ≤ ϕn ≤ 1 is a continuous function on R2 such that ϕn(s, t) = 1 for (s, t) ∈
Un = {(s, t) ∈ R2 : |s| ≥ 1/n, |t| ≥ 1/n} and ϕn(s, t) = 0 on the complement R2 \Un+1.
Clearly, we have ρUjn ⇒ ρUj (j = 1, 2) and ρUn ⇒ ρU as n→∞, so that the corresponding
sequence
Rn(z, w) =
ˆ
Un+1
z2 + zs
1− zs dρ
U
1n(s, t) +
ˆ
Un+1
w2 + wt
1− wt dρ
U
2n(s, t)(4.15)
+
ˆ
Un+1
zw
√
1 + s2
√
1 + t2
(1− zs)(1 − wt) dρ
U
n (s, t)
tends to R3(z, w) for each z, w /∈ R. In addition, it is easy to see that the limit
lim
y,v→0+
Rn(−iy,−iv) = 0
holds uniformly for all n.
Therefore, if we can show that each Rn is an infinitely divisible bi-free R-transform,
then Proposition 2.6 and the fact that the family BID is closed under the topology of
weak convergence would imply that R3 = Rµ3 for some µ3 ∈ BID. In that way, the
desired probability measure ν could be given by the generalized bi-free convolution
ν = µ1 ⊞⊞µ2 ⊞⊞µ3
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among these infinitely divisible laws. For this purpose, we fix n and introduce a finite
Borel signed measure τ on Un+1 by
(4.16) τ =
√
1 + s2
√
1 + t2
st
dρUn .
The conditions (4.13) imply that the measure
(4.17) τ =
1 + s2
s2
dρU1n =
1 + t2
t2
dρU2n,
and hence it is in fact a positive measure on the set Un+1. If λ = τ(Un+1) = 0, then
(4.16) and (4.17) imply that the measures ρU1n, ρ
U
2n, and ρ
U
n are all equal to the zero
measure. So, the function Rn in this case is constantly zero, and hence it is the infinitely
divisible R-transform corresponding to the point mass at (0, 0). Therefore, we assume
λ > 0 in the sequel and normalize the measure τ to get the probability law
µ = τ/λ.
Finally, define the constants
a = −λ
ˆ
Un+1
s
1 + s2
dµ(s, t) and b = −λ
ˆ
Un+1
t
1 + t2
dµ(s, t).
We now combine (4.15), (4.16), and (4.17) with the identity
z + x
1− zx
x2
1 + x2
=
x
1− zx −
x
1 + x2
, z ∈ C \ R, x ∈ R,
to get
Rn(z, w) = az + bw − λ+ λ
ˆ
Un+1
1
(1− zs)(1− wt) dµ(s, t).
This proves that Rn is the R-transform of the bi-free convolution
δ(a,b) ⊞⊞νλ,µ,
which is indeed infinitely divisible. The proof is now completed. 
The attentive reader may notice that the integral representation (4.14) could have
been derived directly from the general limit theorems in Section 3 through a discretiza-
tion process of the ⊞⊞-semigroup {νt}t≥0. However, the approach undertaken here has
the advantage that not only does it reveal how the conditions (4.13) arise naturally
from the dynamical view of R-transform (hence justifying the name "Lévy-Khintchine
formula"), but it also demonstrates that at any time t, the process νt can be realized
as
νt = Gaussian⊞⊞1-D infinitely divisible product⊞⊞Poisson limit,
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which resembles its Fock space model in the bounded support case.
Finally, we remark that the integral formulas (4.4) and (4.14) are equivalent when the
infinitely divisible law ν is compactly supported. This follows from an easy substitution:
dρ′1 = (1 + s
2) dρ1, dρ
′
2 = (1 + t
2) dρ2, dρ
′ =
√
1 + s2
√
1 + t2 dρ, and
a1 = γ1 +
ˆ
R2
s dρ1(s, t), a2 = γ2 +
ˆ
R2
t dρ2(s, t),
which turns the integral form (4.14) into
Rν(z, w) = a1z + a2w +
ˆ
R2
z2
1− zs dρ
′
1(s, t) +
ˆ
R2
w2
1− wt dρ
′
2(s, t)
+
ˆ
R2
zw
(1− zs)(1− wt) dρ
′(s, t),
and the system (4.13) now becomes
t dρ′1 = s dρ
′;
s dρ′2 = t dρ
′;
|ρ′({(0, 0)})|2 ≤ ρ′1({(0, 0)})ρ′2({(0, 0)}).
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