Abstract. We study several problems related to the ℓ p boundedness of Riesz transforms for graphs endowed with so-called bounded Laplacians. Introducing a proper notion of gradient of functions on edges, we prove for p ∈ (1, 2] an ℓ p estimate for the gradient of the continuous time heat semigroup, an ℓ p interpolation inequality as well as the ℓ p boundedness of the modified Littlewood-Paley-Stein functions for all graphs with bounded Laplacians. This yields an analogue to Dungey's results in [Dun08] while removing some additional assumptions. Coming back to the classical notion of gradient, we give a counterexample to the interpolation inequality hence to the boundedness of Riesz transforms for bounded Laplacians for 1 < p < 2. Finally, we prove the boundedness of the Riesz transform for 1 < p < ∞ under the assumption of positive spectral gap.
Introduction
On the Euclidean space R n , as is well-known, the Riesz transform ∇∆ −1/2 is bounded on L p (R n ) for any 1 < p < ∞, (here we adopt a convention that the Laplacian ∆ is a nonnegative operator on L 2 (R n )). On a general Riemannian manifold M without boundary, whether the Riesz transform ∇∆ encodes much geometric information of M . The boundedness of Riesz transforms on manifolds has been investigated thoroughly in the literature, see [Str83] , [Bak87] and the references in [ACDH04] . The results turn out to be quite different for cases 1 < p ≤ 2 and p > 2, see [CD99, CD03, ACDH04, AC05, CCFR15] . In the present paper, we concentrate on purely discrete phenomena.
The Riesz transform for the so-called normalized Laplacians on graphs (see definition below) has been studied by many authors, see for example [Rus00, Rus01, Dun04, Dun08, BR09] etc. In the present paper, we prove some results on Riesz transforms and LittlewoodPaley functions for a more general class of Laplacians on graphs, called bounded Laplacians. Without loss of generality, all manifolds and graphs we consider are connected.
Let us now introduce the setting and then state our main results.
1.1. Setting. Let (V, E) be an undirected combinatorial graph with the set of vertices V and the set of edges E, a symmetric subset of V × V . Two vertices x, y ∈ V are called neighbors if they are connected by an edge {x, y} ∈ E, which is denoted by x ∼ y. We say that (V, E) is locally finite if for each vertex there are only finitely many neighbors. The graph is called connected if for any distinct x, y ∈ V there is a finite sequence of vertices {x i } n i=0 , n ∈ N, such that x = x 0 ∼ x 1 ∼ · · · ∼ x n = y. In this paper, we only consider connected, locally finite graphs.
On (V, E), we assign weights on vertices and edges as follows:
and µ : E → R + , E ∋ {x, y} → µ xy = µ yx and call the quadruple G = (V, E, ν, µ) a weighted graph. A priori, there is no relation between the weights µ and ν, which is similar to the setting of weighted manifolds (or manifolds with density), see [Mor05, WW09, Gri09] . Later we will introduce a condition linking them via the boundedness of the Laplacians, see (BLap). Let (V, ν) and (E, µ) denote the discrete measure spaces on V and E equipped with the measures ν and µ respectively. We denote by R V and R E the set of real-valued functions on V and E, and by C 0 (V ) the set of finitely supported functions on V.
The ℓ p spaces, ℓ p (V, ν) and ℓ p (E, µ), for p ∈ [1, ∞], are defined routinely, and the ℓ p norms of functions are denoted by · ℓ p (V,ν) and · ℓ p (E,µ) respectively. More specifically, given a discrete measure space (X, π), where π is a measure defined on the σ-algebra of all subsets of X, we define ℓ p spaces based on (X, π) as: for p ∈ [1, ∞), the ℓ p norm of a function f ∈ R X is given by
and the space of ℓ p summable functions
This applies to (X, π) = (V, ν) and (E, µ) for a weighted graph (V, E, ν, µ). For convenience, we symmetrically extend the edge weight function µ :
by setting µ xy = 0 if {x, y} ∈ E. In this way, we may write y µ xy f (y) for y∼x µ xy f (y), for x ∈ V. To a weighted graph G, one associates a Dirichlet form
with respect to the Hilbert space ℓ 2 (V, ν), see Keller and Lenz [KL12] . For locally finite graphs, the associated generator, called Laplacian, acts as
for f ∈ C 0 (V ). The Laplacian ∆ ν,µ is a nonnegative self-adjoint operator on ℓ 2 (V, ν) that generates a semigroup e −t∆ν,µ acting on
In this paper, we always impose the following assumption on the weighted graph G
where deg x := y∈V µ xy . This condition is equivalent to the fact that the Laplacian ∆ ν,µ is bounded on ℓ 2 (V, ν), see [Dav93, Lemma 1] or [KL12] . A specific choice of the measure ν, ν ≡ deg on V , is of particular interest; the associated generator ∆ µ := ∆ deg,µ is then called the normalized Laplacian. For simplicity, we omit the subscripts of ∆ ν,µ when the measures ν, µ are clear from the context. In order to generalize results on manifolds to the discrete setting, the first issue is to give an appropriate definition of |∇f | ℓ p for f ∈ R V on graphs analogous to |∇f | L p (M,vol) on manifolds. The common definition adopted by many authors, e.g. [Rus00, Dun08] , is the following. Given f ∈ R V , define the (length of the) gradient of f ∈ R V as a function on V :
This definition coincides with the definition induced by the "carré du champ" on graphs, see [LY10, BGL14, BHL + 15]. Then the ℓ p norm of the gradient of a function f is defined as |∇f | ℓ p (V,ν) . By mimicking the Riemannian setting, one says that the Riesz transform is bounded on ℓ p for a weighted graph G = (V, E, ν, µ) if:
Here is an alternative definition of the ℓ p norm of the gradient of functions. Given a function f ∈ R V , define the difference of f as
This gives a well-defined function on edges,
which mimics the (absolute values of the) directional derivatives of a function in various directions on manifolds. Hence the ℓ p norm of the gradient of a function on graphs can also be defined as
Observe that for p = 2 there holds |Df | 2 ℓ 2 (E,µ) = Q(f ) for any f ∈ C 0 (V ). However, for p = 2, the significant difference between |Df | ℓ p (E,µ) and |∇f | ℓ p (V,ν) is that the former does not depend on the weight ν, while the latter does. We will explore the relation between the two norms in detail in Lemmas 2.1 and 2.3 below. Moreover, we shall see that they are not equivalent even if a local doubling condition is assumed, see Example 2.4.
Notation: For convenience, the constants C in the context may change from line to line. Two functionals F, H : X → R ≥0 on a space of functions X are called equivalent, denoted by
if there are uniform constants c and C such that
1.2. Main results. Apart from preliminary Section 2, the present paper decomposes into three parts, in which we study the discrete counterparts of known results for the Riesz transform and related topics on Riemannian manifolds. Section 3 is devoted to the proof of an interpolation or multiplicative inequality by a modification of an argument by Stein, see the proof of Theorem 1.1. Section 4 is about estimates for Littlewood-Paley-Stein functions on graphs. Comparing with previous results, we adopt the "gradient" |Df | instead of |∇f |.
In fact, we justify that |Df | is a more natural definition in the general setting by providing two counterexamples (see Examples 2.4, 3.3). In Section 5, we study the L p boundedness of Riesz transforms on graphs with positive spectral gap of the Laplacian.
Let us first recall the analogue on a Riemannian manifold M of some properties that we are going to study on graphs. The first one is an L p interpolation or multiplicative inequality:
The second one is an L p estimate of the gradient of the heat semigroup:
It is known that (1.5) is equivalent to (1.6) for any p ∈ (1, ∞), see [CS10] . Both of them are weaker than the boundedness of Riesz transform, i.e. (1.1) implies (1.5) and (1.6). It has been proved in the Riemannian case that (1.5) and (1.6) always hold for p ∈ (1, 2] (see [Che15] ). However, it is unknown for (1.1) in the general case, i.e. it is still an open problem whether there is a complete Riemannian manifold on which the Riesz transform is unbounded for some p ∈ (1, 2) (see [CD03, Conjecture 1.1]). For positive results on (1.1) in this range, we refer to [CD99, CCFR15] where some pointwise upper bound of the heat kernel together with a global volume doubling property is needed.
Using definition (1.3), Dungey [Dun08] could extend these results on manifolds to graphs under some additional assumption. A weighted graph (V, E, deg, µ) with the normalized Laplacian ∆ µ is said to satisfy the local doubling condition if for some constant c 0 > 1,
This condition is equivalent to the conjunction of the following two properties, see
The graph is uniformly locally finite, i.e. sup x∈V ♯{y ∈ V : y ∼ x} < ∞.
Property (b) means that the combinatorial degree is uniformly bounded from above, which is a restrictive assumption for graphs. Under the assumption (LD), Dungey proved that
where C p , C ′ p are constants depending only on p, see [Dun08, Theorem 1.1 and Corollary 1.2].
Our first observation is that in order to obtain Dungey's results (1.8) and (1.7) on graphs, the assumption of local doubling condition (LD) is somehow necessary. In fact, without this constraint we may construct a counterexample to (1.7) for p ∈ (1, 2), see Example 3.3. This also provides a counterexample to the boundedness of Riesz transforms for p ∈ (1, 2) on graphs (see Remark 3.4 below). However, we don't know any results in this direction on manifolds as mentioned before.
Recall that (1.5) and (1.6) hold for 1 < p ≤ 2 on any complete manifold without any local assumption (see [Che15, Proposition 2.7] ). Hence in the setting of graphs, (LD) is not a natural assumption and in fact quite restrictive. In order to circumvent this restriction, we will use the definition |Df | ℓ p (E,µ) in place of |∇f | ℓ p (V,deg) . Now we state the following theorem, for which the proof will be given in Section 3. Theorem 1.1. Let G = (V, E, ν, µ) be a weighted graph satisfying (BLap) and p ∈ (1, 2].
In fact, properties (G p,G ) and (M I p,G ) are equivalent for any weighted graph and any p ∈ (1, ∞), see Lemma 3.7.
Next we study the L p boundedness of so-called Littlewood-Paley-Stein functions on graphs. In continuous settings, they have received much attention in harmonic analysis and also probability theory, see e.g. [Ste70, Bak87, CDL03, BBL16] and references therein.
The "vertical" Littlewood-Paley-Stein operator H ∆ M on a Riemannian manifold M is defined for functions f ∈ C ∞ 0 (M ) by 
An analogous result for normalized Laplacians on graphs was obtained by Dungey [Dun08, Theorem 1.3]. That is, let G be a weighted graph with normalized Laplacian ∆ µ . For any
Then for p ∈ (1, 2], there exists a constant C p such that
The definition of H p, ∆µ involves the technical term Γ p (f ) which differs for various p ∈ (1, 2]. We introduce a modified Littlewood-Paley-Stein function on edges which does not involve p by replacing Γ p with D. Define Hf ∈ R E for any f ∈ C 0 (V ) as
In addition, given a ∈ R, define H a f ∈ R E for any f ∈ C 0 (V ) as
Here a ∈ R is a parameter that one uses to improve estimates for Littlewood-Paley-Stein functions on graphs possessing a positive spectral gap, following [Loh87] and [CDL03, Theorem 1.3]. We say a weighted graph G = (V, E, ν, µ) has a positive spectral gap if the infimum of the spectrum of the Laplacian is positive, i.e. inf σ(∆) > 0, where σ(∆) denotes the ℓ 2 (V, ν) spectrum of the Laplacian ∆. Using the same trick as in the proof of Theorem 1.1, we can show the following.
Theorem 1.2. Let G = (V, E, µ, ν) be a weighted graph satisfying (BLap) and let p ∈ (1, 2]. Then there exists a constant C such that for any t > 0,
Moreover, if G has a positive spectral gap λ 1 = inf σ(∆) > 0, then for any a < 2λ 1 (p − 1),
Finally, we consider the L p boundedness of Riesz transforms on graphs with positive spectral gap of the Laplacian. On Riemannian manifolds, the positive spectral gap of the Laplacian yields a general conclusion that the Riesz transform is bounded for any 1 < p < ∞ under some assumptions of volume growth properties and short time heat kernel estimates, see [ACDH04] or Section 5. Furthermore, under the same assumptions, Ji, Kunstmann and Weber [JKW10] generalized these results to Riemannian manifolds possessing a positive essential spectral gap.
We will generalize these results to graphs endowed with bounded Laplacians.
Theorem 1.3. Let G = (V, E, ν, µ) be a weighted graph satisfying (BLap). Suppose that G has a positive spectral gap, then for any p ∈ (1, ∞),
Moreover, for p ∈ [2, ∞),
It is remarkable that on graphs it happens that
which has no counterpart in the continuous setting: by a local scaling argument it cannot be true on manifolds since the order of |Df | is strictly higher than that of f . The next theorem generalizes the result of [JKW10] . Given a weighted graph G, let σ ess (∆) denote the essential spectrum of ∆. Recall that λ ∈ σ ess (∆) if and only if λ is either an accumulation point of the set σ(∆) or an eigenvalue of infinite multiplicity, see for instance [RS80] . We say that G has a positive essential spectral gap if inf σ ess (∆) > 0. Theorem 1.4. Let G = (V, E, ν, µ) be a graph satisfying (BLap). Suppose that G has a positive essential spectral gap and 0 ∈ σ(∆), then ν(V ) := x ν x < ∞ and for any
Preliminaries
Under the assumption (BLap), one can show that the Laplacian ∆, as well as the gradients ∇ and D, are bounded operators on ℓ p (V, ν) for any p ∈ [1, ∞].
Proof. For the first assertion,
, where we have used (BLap) in the last inequality.
By Hölder's inequality and (BLap),
For the second assertion, we only prove the case for p ∈ [1, 2] (a similar argument applies for p ∈ [2, ∞]). By Hölder's inequality and (BLap),
Here is another property of bounded Laplacians.
Lemma 2.2. Let G = (V, E, ν, µ) be a weighted graph satisfying (BLap) and f ∈ ℓ 1 (V, ν). Then
where we have swaped x and y in the second equality. This proves the lemma.
Going back to the case of normalized Laplacians, the following condition is stronger than (LD):
Indeed, let δ = inf y∼x
So the number of neighbors of x is bounded above by 1/δ. Note that for any y ∼ x,
This implies (LD). Lemma 2.3. Let (V, E, deg, µ) be a weighted graph satisfying (2.6). Then for any
Proof. Note that (2.6) implies that the graph is uniformly locally finite and
The following example shows that the assumption (2.6) is necessary for the previous lemma to hold. More precisely, Lemma 2.3 does not hold if one replaces (2.6) with (LD) for p ∈ (1, 2).
Example 2.4. Let ǫ > 0. Let (Z, E, deg, µ) be an infinite one-dimensional lattice where {i, i + 1} ∈ E, for any i ∈ Z, µ 0,1 = ǫ and µ i,i+1 = 1 if i = 0. This graph satisfies (LD) with a doubling constant independent of ǫ. However, one can show that the following statement cannot be true: for p ∈ (1, 2),
where C is a uniform constant independent of ǫ. We argue by contradiction. For any k ∈ N, plugging into the above estimate
and letting k → ∞, we have ǫ 1 2 ≤ Cǫ 1 p which is impossible for p ∈ (1, 2) and small ǫ.
Modified Stein's argument on graphs
For a suitable function f defined on a Riemannian manifold, it holds for 1 < p < ∞ that
Hence
This is a chain rule in the continuous setting which usually fails in the discrete setting.
To overcome this difficulty on graphs, the so-called "pseudo-gradient" was introduced in [Dun08] . That is, for a suitable function f : V → R + , set
where ∆ is the Laplacian on functions defined on vertices. For brevity, we introduce a two-variable function
Then for any x ∈ V,
Note that the function γ p (α, β) is not symmetric in variables α and β. The following calculus lemma in [Dun08, Lemma 3.2] is useful.
Lemma 3.1. For 1 < p ≤ 2, α, β ≥ 0,
The pseudo-gradient Γ p (f ) plays the role of a substitute to the gradient squared of f in the discrete setting, while its expression is rather complicated and depends on p ∈ (1, 2]. The key property of Γ p (f ) is the following (see [Dun08, pp 122] ): for any f ≥ 0 and x ∈ V,
As pointed out in [Dun08] , the downside of the pseudo-gradient is that it cannot be pointwise bounded from below by the gradient squared. Indeed, one cannot hope that there is a uniform constant C such that
This can be seen as follows (see [Dun08, pp 117] ): let f ≥ 0 such that f (x) = 0 and f (y) > 0 for some y ∼ x, then Γ p (f )(x) = 0 and |∇f | 2 (x) > 0. To overcome this defect, Dungey introduced the local doubling condition (LD) for graphs and used a local average argument to show that |∇f | 2 is dominated by a local average of Γ p (f ) (see [Dun08, Proposition 3.1 and Lemma 3.3]). We first provide a counterexample to show that (LD) is necessary in some sense if we want to use |∇f | ℓ p (V,deg) as the ℓ p energy of the function f. More precisely, if we do not assume (LD), we can construct a graph which does not satisfy property (1.7) for p ∈ (1, 2).
Let us record a necessary condition for (1.7).
Proposition 3.2. Let p ∈ [1, ∞). Let (V, E, deg, µ) be a normalized weighted graph. If (1.7) holds, then for any x ∈ V,
Proof. This follows from plugging into (1.7) f (y) = δ x (y). Indeed, take x ∈ T in the layer 2n, n ≥ 3. Then deg x = 2 and there are two neighbors of x in the layers 2n − 1 and 2n + 1, which we denote by y 2n−1 and y 2n+1 respectively. Note that deg y 2n−1 = 2n and deg y 2n+1 = 2n + 2, hence for p ∈ (1, 2),
and
The above two estimates contradict (3.2) as n goes to infinity.
Remark 3.4. Recall that on ℓ p (V, ν) with ν ≡ deg, the Riesz transform is bounded if
. This implies (1.7) by an interpolation argument following verbatim [Kom66, Car07] . Hence Example 3.3 is also a counterexample to the boundedness of the Riesz transform for all p ∈ (1, 2).
The following lemma shows that the symmetrized version of γ p (α, β) is equivalent, up to some constant, to (α − β) 2 for any α, β ≥ 0.
Proof. By an elementary computation,
It suffices to prove the first inequality (the second one is trivial). The lemma follows from
Lemma 3.6. Let G = (V, E, ν, µ) be a graph satisfying (BLap). There is a constant
.
Proof. By the definition of Γ p , the Hölder inequality, and (BLap), we have
where we have used the symmetrization in (3.5) and Lemma 3.5 in the last inequality. This proves the lemma.
The following lemma is the equivalence of (G p,G ) and (M I p,G ), whose proof in the continuous case can be found in [Che15, Proposition 2.5].
Lemma 3.7. Let (V, E, µ, ν) be a weighted graph. Then for any p ∈ (1, ∞), (G p,G ) is equivalent to (M I p,G ).
Proof. First assume (M I p,G ). Substituting f by e −t∆ f in (M I p,G ) yields 
Conversely assume (G p,G ). For any f ∈ C 0 (V ), write the identity
Combining this lemma with Stein's argument, we can prove Theorem 1.1.
Proof of Theorem 1.1. Since (G p,G ) is equivalent to (M I p,G ), see Lemma 3.7, we will prove (M I p,G ). By Lemma 3.6, it suffices to show that
In general, for any f ∈ C 0 (V ), write f = f + − f − with f + = max{f, 0} and f − = max{−f, 0}. Then |Df | ≤ |Df + |+|Df − | and consequently |Df | ℓp(E,ν) ≤ |Df + | ℓp(E,ν) + |Df − | ℓp(E,ν) , where f + , f − ∈ C 0 (V ) are non-negative.
The argument below is essentially due to [Dun08, Theorem 1.3] modified from the continuous setting. For any t > 0, x ∈ V, set u(t, x) := e −t∆ f (x) and
By (3.6) and Hölder's inequality, we have
Since u(t, ·) ∈ ℓ p (V, ν) for any t > 0, Lemma 2.2 yields
. Combining this with (3.8), we have
Since e −t∆ extends to a semigroup on ℓ p (V, ν) for p ∈ (1, ∞),
where we used the fact that f ∈ C 0 (V ) lies in the domain of the generator ∆. Note that lim
. Hence, passing to the limit t → 0 + in (3.9), we get (3.7), and prove the theorem.
Littlewood-Paley-Stein functions
To prove the boundedness of Littlewood-Paley-Stein functions, we need the following lemma from semigroup theory, see [Ste70, Section III.3] . Given f ∈ ℓ 1 (V, ν) + ℓ ∞ (V, ν), the semigroup maximal function of f is defined as
Using this lemma, one can prove the following.
Lemma 4.2. Let p ∈ (1, ∞). For any 0 ≤ f ∈ C 0 (V ) and t > 0,
Proof. A justification is needed since the summation here involves infinitely many terms. Set u(t, x) = e −t∆ f (x). Then
We claim that g ∈ ℓ 1 (V, ν). Indeed, note that
By Lemma 4.1, f * ∈ ℓ p (V, ν) and |∆f | ∈ ℓ p (V, ν). Hence Hölder's inequality yields that g ∈ ℓ 1 (V, ν). Now the differentiability theorem, derived from the dominated convergence theorem, yields (4.1).
Let p ∈ [1, ∞) and T : C 0 (V ) → C 0 (V ) be a linear map. We denote by Proof. Since e −t∆ 2→2 = e −λ 1 t and e −t∆ 1→1 ≤ 1, the lemma follows from the RieszThorin interpolation theorem.
To obtain the Littlewood-Paley-Stein estimate for graphs, we first introduce an intermediate quantity, defined by Dungey [Dun08] . For any a ∈ R, 0 ≤ f ∈ C 0 (V ), define
Recall that
The following lemma compares these two quantities.
Lemma 4.4. Let G = (V, E, ν, µ) be a graph satisfying (BLap), p ∈ (1, 2] and a ∈ R.
Proof. Set u(t, x) = e −t∆ f (x). Then by (BLap), Hölder's inequality and Lemma 3.5, we have
. This proves the lemma.
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. We only prove the second assertion since the first one follows from the same argument.
It is enough to prove (1.10) for 0 ≤ f ∈ C 0 (V ). Indeed, for any f ∈ C 0 (V ), write f = f + − f − with f + = max{f, 0} and f − = max{−f, 0}. Then it follows that (H a f )({x, y}) ≤ (H a f + )({x, y}) + (H a f − )({x, y}) for any {x, y} ∈ E.
By Lemma 4.4, it suffices to show that for any t > 0,
The following is a discrete version of Stein's argument as in [CDL03, Theorem 1.3] and [Dun08, Theorem 1.3]. Set u(t, x) = e −t∆ f (x). By (3.6), we set
By Hölder inequality and Lemma 4.1,
. By Lemma 2.2 and Lemma 4.2
Hence by integration by parts, Lemma 4.3 and a < 2(p − 1)λ 1 , Combining this with (4.3) yields (4.2) hence the theorem.
Bounded Laplacians and positive spectral gap
We first recall a result of [ACDH04] : a positive spectral gap implies the L p boundedness, 1 < p < ∞, of Riesz transforms for manifolds with local bounded geometry. More precisely, let M be a complete Riemannian manifold satisfying the following conditions:
(I) M has exponential volume growth: for any r 0 > 0, there exist C 1 , C 2 depending only on r 0 such that for any x ∈ M, θ > 1, r ≤ r 0 , vol(B x (θr)) ≤ C 1 e C 2 θ vol(B x (r)), where vol(B x (r)) denotes the Riemannian volume of the geodesic ball of radius r centered at x. (II) There exist constants C 3 , C 4 such that for any x, y ∈ M and t ∈ (0, 1],
and |∇ x p t (x, y)| ≤ C 4 √ t vol(B y ( √ t)) .
Then the following local equivalence holds: for any p ∈ (1, ∞)
See [ACDH04, Theorem 1.7].
By spectral theory, ∆ −1/2 M is a bounded operator on L p (M, vol) for any p ∈ [1, ∞) if ∆ M has a positive spectral gap, see [CD99] or [JKW10] . Combining these results, one figures out that for any f ∈ C ∞ 0 (M )
Let (V, E, deg, µ) be a weighted graph with normalized Laplacian. Then assumption (I) implies the local doubling condition (LD), which can be seen by choosing θ = 2, r = 1/2.
Instead of assuming (LD), we consider bounded Laplacians on graphs: let G = (V, E, ν, µ) be a weighted graph satisfying (BLap). For any Ω ⊂ V, the boundary of Ω is defined as ∂Ω := {e ∈ E|e = {x, y}, for some x ∈ Ω, y ∈ V \ Ω}. The volume of Ω w.r.t. the measure ν is defined as ν(Ω) := x∈Ω ν x and the volume of ∂Ω, as µ(∂Ω) := e∈E µ e . We say that G = (V, E, ν, µ) satisfies the linear isoperimetric inequality if By spectral theory, a graph G = (V, E, ν, µ) has a positive spectral gap if and only if (5.2) f ℓ 2 (V,ν) ≤ C |Df | ℓ 2 (E,µ) , ∀f ∈ C 0 (V ).
By Cheeger's estimate, it turns out that (5.1) and (5.2) are equivalent for graphs with bounded Laplacians, see [DK88] .
