Abstract: A number of classification techniques are prevailing in literature. Of them, one of the most important techniques is the Receiver Operating Characteristic (ROC) curve. A multivariate extension of this technique is proposed in the recent years. This technique helps in classifying the objects/individuals into one of the two classes by considering two or more markers. The most important measure of an ROC curve is the Area Under the Curve (AUC) and it explains the accuracy and discriminating ability of the test under study. There are two intrinsic measures of ROC namely sensitivity (Sn) and specificity (Sp). Further, two ROC curves can be compared by comparing their measures. The practical application of the proposed inferential procedures is explained with the help of two real datasets namely, Indian Liver Patient (ILP) Dataset and Intra Uterine Growth Restricted Fetal Doppler Study (IUGRFDS) dataset. These inferential procedures are developed based on the measures of multivariate ROC (MROC) curve proposed by Sameera G, R Vishnu Vardhan and KVS Sarma [1] .
INTRODUCTION
Receiver Operating Characteristic (ROC) curve is a well known classification technique especially used in the field of medicine and relatively has its importance in diversified fields such as Experimental Psychology (Green and Swets [2] ), Radiology (Lusted [3] ), Psychophysics (Swets [4] ), Biometrics (Arun and Rohin [5] ), Data Mining (Sinha and Jerrold [6] ), Epidemiology (Cook [7] ) and many more (Krzanowski and Hand [8] ). The ROC curve is summarized using a number of indices of which the most important are sensitivity, specificity and accuracy of the curve. The ROC curve is a tradeoff between 1-Specificity (Sp) and Sensitivity (Sn) which are known as intrinsic measures. Here, Sensitivity and specificity are the probabilities of correct classification of diseased and healthy populations respectively. A test's ability is explained by its accuracy measure, Area Under the Curve (AUC) which lies between 0 and 1. The univariate ROC model was developed by considering that the populations follow distributions such as binormal and bilogistic (Green and Swets [2] ). In statistical theory, comparison of indicators/measures has a prominence and validates the significance of the measures considered. The comparison of two tests was done by comparing the measures of the curve by various authors over a period of time using different statistics. Here, a brief review of the existing literature on the inferential aspects of comparing the measures of ROC curves is given. Diagnostic tests are vital for detection of a disease. The process of evaluating a diagnostic test and comparing two tests to identify a better one dates to the fifties. Greenhouse and Mantel [9] described a test to compare two sensitivities at a fixed level of specificity. The proposed t-statistic considers the difference of 10 th percentile of the diseased population and 95 th percentile of the healthy population to compare the curves. Gourevitch and Galanter [10] proposed a large sample test to test the significance of two observed data points by testing the hypothesis that they belong to the same d function, which is generally interpreted as a detectability index. Marascuillo [11] extended the above large sample test for k observed data points. Further, confidence interval procedures were described to identify statistically significant data points. Metz and Kronman [12] proposed comparison strategies for comparing an obtained and estimated binormal ROC curve, two independent curves and among several independent ROC curves using a 2 To meet this situation, comparison procedures are proposed for the above said MROC curves. When curves are to be compared, it gives rise to two cases: independent and dependent. Here, independence refers to the conventional way of comparing two measures of two distinct populations where as dependence refers to the comparison of measures obtained from same set of subjects. The comparisons of accuracy measure AUC and intrinsic measure sensitivity are given for the above criteria. Further, a researcher might be interested in a fixed specificity value basing on the prior information about the study. There are cases when the curves differ at some points but are coinciding with each other at the other points. In these cases, the sensitivity obtained at that particular specificity is tested to identify the significance of the test.
METHODOLOGY
Let k be the number of markers considered in the study, X i , i = 1, 2, …m be the marker values of i 
where
The AUC of MROC curve is given as
The variance of the above AUC can be obtained using bootstrapping. The need for bootstrap estimate arises due to the difficulty in obtaining variance expression for (2) as it involves mean vectors and covariance matrices. Let 'B' be the number of bootstraps obtained from the data with the sample sizes n H and n D respectively from healthy and diseased populations. Then the bootstrapped (bs) AUC estimate and its variance are given as
The obtained AUC is to be verified whether the test has any discriminating ability or not. A test with AUC equal to half is considered useless as it does not classify at least 50% of the individuals correctly. For this test, the ROC curve coincides with the chance line and TPR=FPR. Hence, the null and alternative hypothesis is defined as H 0 : AUC bs = 0.5~ 
The comparisons of two AUC's of MROC curves are given in both independent and dependent case. (2) . Then the test statistic for independent curves is defined as Z = AUC bs (1) AUC bs (2) Var(AUC bs (1) ) + Var(AUC bs (2) ) (6) and the test statistic for dependent curves is defined as Z = AUC bs (1) AUC bs (2) Var(AUC bs (1) ) + Var(AUC bs (2) ) 2Cov(AUC bs (1) , (AUC bs(2) )
where variances can be computed using (4) and covariance is given as
The values in equations (6) and (7) follow normal distribution with significance level .
Similarly, comparing two ROC curves can also be done by comparing their sensitivities. The sensitivity of MROC curve is given as
Then the bootstrapped estimate of Sensitivity and its variance are given as
Sensitivity explains the test's ability to correctly identify the diseased individuals. In order to make sure that the test can be used for identifying diseased individuals its sensitivity should be greater than 0.5. Then, the hypothesis for testing sensitivity of an MROC is defined as H 0 :Sn=0.5~H 1 : Sn 0.5. The test statistic that can be used for testing this hypothesis is Z = Sn bs 0.5
Var(Sn bs )
( 1 2 ) Two MROC curves can also be compared using their sensitivities. This comparison leads to the identification of that test which identifies the diseased individuals better than the other. (2) . The test statistic is defined as Z = Sn bs (1) Sn bs (2) Var(Sn bs (1) ) + Var(Sn bs (2) ) (13) for independent case and Z = Sn bs (1) Sn bs (2) Var(Sn bs (1) ) + Var(Sn bs (2) ) 2Cov(Sn bs (1) ,Sn bs (2) ) (14) where variance values can be computed using (11) and the covariance is given as
for dependent case. The above test statistic follows normal distribution at % level of significance.
Further, a researcher may be interested in testing sensitivity at a particular specificity. This helps in identifying a better test when a certain percentage of healthy individuals are identified correctly.
The specificity of an MROC curve is obtained and given as
From the above expression c value can be obtained as
The above equation is then substituted in sensitivity to obtain the sensitivity at a particular specificity. The expression for sensitivity is derived and given as
Once the sensitivity is obtained, testing procedures are equivalent to those of overall sensitivity i.e., the sensitivity at a particular specificity can be tested by using equations (12) , (13) and (14).
RESULTS AND DISCUSSIONS
In this section, the practical application of the above proposed methodology is explained with the help of two real datasets namely, Indian Liver Patient (ILP) Dataset [18] and Intra Uterine Growth Restricted Fetal Doppler Study (IUGRFDS) dataset. The description of the datasets are given in three subsequent subsections dedicated to demonstrate the inferential procedures of testing measures of single MROC curve, two MROC curves (independent case and dependent case). Along with these procedures, the sensitivities of MROC curves are tested at fixed levels of specificities ranging from 0.5 to 0.9 with an increment of 0.1. The sensitivities thus obtained are tested for normality and observed to be normally distributed.
Testing the Measures of Single MROC Curve
The ILP Dataset contains 10 variables that are age, gender, total Bilirubin, direct Bilirubin, total proteins, albumin, A/G ratio, SGPT, SGOT and Alkphos. It contains 416 diseased and 167 healthy patients. Selector is a class label used to classify the subjects into groups (liver patient or not).
The optimal cutoff point, the best linear combination and the AUC are derived from the expressions (1) and (2) The accuracy measure AUC and sensitivity are observed to be 0.7403 and 0.6878 respectively. In order to test the significance of measures of MROC curve, bootstrap samples are generated. The bootstrap estimates of AUC and sensitivity are observed to be 0.7503 and 0.6974 respectively. Further, using the test statistics' given in equations (5) and (12), the significance of AUC and sensitivity are tested and found to be highly significant with Z AUC = 11.7001 and Sn Z = 11.2285 indicating that the obtained MROC model can be used for classifying the subjects with 75.03% of accuracy, which is depicted in Figure 1 .
The interest of an investigator lies in some fixed specificity basing on the prior information about the markers under study. In such cases, the sensitivity obtained at fixed specificity is to be tested. Conventionally, the fixed levels of specificity are considered between 0.5 and 1 with an increment of 0.1. The resulting test statistic values presented in Table 1 show that the sensitivities are significant when the fixed specificity lies between 0.5 and 0.8. On further investigation, it is noticed that the sensitivities are significant for the specificity values between 0.5 and 0.8998. However, in some cases information about markers might not be available to prefix the specificity. In such situations, one can consider Youden's index to identify the specificity value. In this particular dataset, the highest Youden's index value is 0.4472 observed at specificity 0.8 where 64.72% of diseased individuals are identified correctly.
Comparison of AUC's and Sensitivities of Two MROC Curves -Independent Case
For explaining the independent case, comparison is done between males and females to check whether the biomarkers considered in the study identify the disease similarly in both the genders or not. From the dataset it is noticed that the study constitutes 441(75.65%) males and 142(24.35%) females. For the male patients, the AUC is observed to be 0.7541 with an optimal cutoff 2.0266 and sensitivity 0. From Figure 2 , we observe that the two MROC curves are very close to each other indicating little to no difference between males and females when the classification is done basing on the considered biomarkers. This is further proved by using testing procedure considering the AUC's and sensitivities of both the curves. The bootstrap estimates were used to obtain the Z value to show that there is no difference between male and female patients ( Table 2) . The bootstrap AUC's of male and female patients have a difference of 0.007 which is negligible thus indicating that any one of the combinations can be used for classification irrespective of the gender. Similarly, the difference between the sensitivities is 0.003 indicating that the markers to identify the status of individuals are same irrespective of the gender.
The MROC curves are further compared at fixed specificities. The results obtained are portrayed in Table 3 and indicate that the sensitivities of male and female patients do not differ at any fixed specificity. This observation can be supported by Figure 2 in which the curves are very close to each other indicating no difference between them. 
Comparison of AUC's and Sensitivities of Two MROC Curves -Dependent Case
To demonstrate the methodology of dependent case, there is a need to have a correlated data where different test procedures are applied on same set of subjects. The IUGRFDS dataset is collected from Sri Venkateswara Medical College which is a tertiary cum care hospital meets the above criterion where two procedures namely CPR and MCA are used to identify whether the blood flow from the womb of the mother to the baby is sufficient enough for its growth. The dataset consists of 82 samples in which 42(51.22%) are healthy and 40(48.78%) are diseased. Three indices are used to observe the growth of baby namely Pulsatility Index (PI), Resistivity Index (RI) and Systolic/Diastolic (S/D) ratio.
In order to meet the criterion defined, the best linear combination along with its optimal cutoff point are computed and listed in Table 4 . Further, measures AUC and sensitivity are also computed and their significance is tested. The MROC curves for two procedures CPR and MCA are graphed in Figure 3 . The MROC curves in Figure 3 depict the case of curves that cross each other which makes it difficult to identify a better curve visually. Hence, the curves are compared by comparing their measures AUC and sensitivity. The bootstrap estimates ( Table 5 ) are used to compare the curves to identify the better procedure. The AUC's and sensitivities of the curves are compared with each other and the results obtained indicate that though there is no difference between the two curves i.e., either procedure can be used for identifying the blood flow to the baby. Further, the curves are compared at fixed specificities to see if they differ at that fixed point on the x-axis. Though the curves appear to be differing from each other, the results indicate that they do not differ leading to the conclusion that any procedure can be used basing on the convenience. 
CONCLUSIONS
The objectives of the paper were to check whether an obtained curve is significant for future classification or not and to identify a better curve among two MROC curves. These are met by developing testing procedures for comparing the measures of MROC curve. Two datasets were used to explain the applications of proposed testing procedures. The results from testing the measures of single MROC curve indicate that the AUC and Sensitivity of the MROC curve are significant thus explaining that the obtained model can be used for classifying future individuals with an accuracy of 75.03%. The comparisons made at fixed specificity showed that the model is significant between 0.5 and 0.8998. Further, for identifying a fixed specificity when prior information about the study is unavailable, Youden's index was used and the optimal specificity is observed at 0.8 with sensitivity of 0.6472. For demonstrating the independent case, comparison between males and females of ILP dataset was made and the results show that gender does not influence the parameters to be considered for identifying liver disorders even though males are more prone to liver diseases compared to females. The curves were further compared at fixed specificities to check whether they differ at particular point but the results indicate no difference between them. In dependent case i.e., IUGRFDS dataset, the MROC curves depict the case of crossing over which makes it difficult to compare graphically. Even though the accuracy obtained in the case of CPR is higher than MCA, the testing procedures show that the procedures: CPR and MCA do not differ from each other for identifying the blood flow from the womb of the mother to baby. This explains the need of using testing procedures to identify better tests because one would assume that CPR is a better procedure by looking at the accuracy and sensitivity while the results prove that the practitioner can use either CPR or MCA basing on financial convenience and availability of equipment. The curves were also tested at fixed specificities and the results indicate no difference among them leading to the conclusion that either can be used basing on the availability of facilities required to perform them. Thus, the testing procedures proposed in this paper help in authenticating a model used for classification or comparing two MROC models to identify a better one between them.
