We consider the instantaneous control of a diffusion process on the real line. Two types of costs are incurred. The holding cost rate, incurred at all times, is modeled by a convex function. Transactions costs have both fixed and proportional components, making it an impulse control problem. The objective is to minimize the expected infinite horizon discounted cost. The solution to a quasi-variational inequality, which takes the form of a free-boundary problem, can be shown to be the optimal solution. We develop a methodology that converts the free-boundary problem into a sequence of fixed boundary problems. We show that the arising sequence is monotonic and converges. Provided the converged solution is C 1 , we show its optimality. We also provide an epsilon-optimality result. Finally, we illustrate a couple of popular applications of this model. 1. Introduction. Consider a continuously monitored system whose uncontrolled state evolution can be described by a 2 Brownian motion. At any point in time, the controller can instantaneously increase or decrease the state of the system by paying a cost that has both a fixed component and a variable component that is proportional to the size of increase or decrease. Specifically, the cost of raising the state from x to x + is K + k and the cost of lowering the state from x to x − is L + l for any positive . The controlled process Y t also continuously incurs a cost at the rate h Y t . We take h · to be a nonnegative convex function that achieves its minimum at a finite x 0 . The controller's objective is to minimize the net present value of future costs at a discount rate > 0.
1. Introduction. Consider a continuously monitored system whose uncontrolled state evolution can be described by a 2 Brownian motion. At any point in time, the controller can instantaneously increase or decrease the state of the system by paying a cost that has both a fixed component and a variable component that is proportional to the size of increase or decrease. Specifically, the cost of raising the state from x to x + is K + k and the cost of lowering the state from x to x − is L + l for any positive . The controlled process Y t also continuously incurs a cost at the rate h Y t . We take h · to be a nonnegative convex function that achieves its minimum at a finite x 0 . The controller's objective is to minimize the net present value of future costs at a discount rate > 0.
Ideally, the controller would like to keep the controlled process Y t at x 0 , the point where h · achieves its minimum. If there were no costs for displacing Y t then the controller would continuously exert control and keep the state at x 0 . However, when the cost of control is positive, this would not be optimal, and the controller would attempt to strike a balance between holding costs and control costs. When Y t wanders away from x 0 , the holding costs increase and at some point becomes large enough to justify the cost of control. Due to the presence of the fixed cost component, when control is exerted, it is best to make a significant adjustment to the state.
Such a policy can be characterized by a set of four scalars d < D < U < u and corresponds to a policy that decreases Y t to U when Y t strikes u and increases Y t to D when Y t strikes d. Using the terminology of Harrison et al. [12] we will call such a policy, characterized by four scalars, a control band policy. A pictorial representation of the state evolution Y t under a control band policy is shown in Figure 1 .
For an example of such a problem, one can think of the stochastic cash management problem considered by Constantinides and Richard [8] wherein Y t represents the cash levels in a firm that is subjected to random cash inflows and outflows. The firm would ideally like to maintain its cash level at an x 0 , above and below which the firm would incur opportunity cost and low cash penalty costs, respectively. The cost of holding a specific cash level is captured by h · . Increasing the cash level, possibly by selling equity, or decreasing the cash level, by finding suitable investment opportunities, incurs both a fixed cost and a proportional cost. The firm's objective is to minimize the net present value of all future costs.
The classical stochastic inventory control problem, like the one considered by Sulem [20] , is a special case of the impulse control problem described above. Here Y t represents the amount of material stored in a warehouse, and the controllers' objective is again to minimize net present value of future costs. Positive inventory levels incur a holding cost, and negative inventory levels incur a penalty costs. However, in inventory control, the controller can only increase the inventory level by placing an order that incurs both a fixed setup cost and a proportional cost. This can be thought of as a special case wherein the costs of decreasing inventory levels are sufficiently high to disallow the use of such a control. Hence in inventory control, the optimal policy is characterized only by two scalars, often called s and S. The policy, often referred to as the s S policy, places an order to elevate the inventory level to S if the inventory level falls to s. In the stochastic control problem just described, the controller can affect a direct and instantaneous change in the state of the system rather than a change in the rate of change state. When K and L are positive, that is, when positive fixed costs of control are present, the stochastic problem is termed an impulse control problem and was originated by Bensoussan and Lions [5] . In impulse control problems, the controller exerts control through lump sum displacements effected at isolated points in time.
Analytical solutions to impulse control problems exist only in very special cases that place severe restrictions on both the holding cost rate h · and the dynamics of the state process. Solutions to such problems can be argued to satisfy the Bellman differential equation that is obtained by using dynamic programming arguments in continuous time and Itô's formula. The difficulty in solving the Bellman equation arises from the fact that the boundaries in which the differential equation is to be solved are unknown. Hence, such problems are often referred to as free-boundary problems.
1.1. Related literature. The model we consider is a more general version of the model considered by Constantinides and Richard [8] . They restrict their attention to holding cost rate functions of the form h x = max −px qx . Under such a holding cost they prove the optimality of the control band policy. However, they do not provide a method to solve for the optimal control band policy. The same holding cost rate function is also considered by Sulem [20] in the context of inventory control, that is, when the controller is not allowed to decrease the state. In this case Sulem [20] shows that the optimal policy is of the s S type and expresses the optimal solution as the solution to a system of two nonlinear equations.
Another closely related paper is Harrison et al. [12] . The problem we consider can also be thought of as a more general version of the one they consider. They consider linear holding cost rate functions only, that is, h x = px. The lower barrier at which the state has to be increased is constrained to be at zero. That is, the search is for a policy characterized only by three parameters D, U , and u, because d is set to zero. This can be thought of as a special case of our problem, with h x = px when x is nonnegative and h x = when x is negative. Then it is understandable that the low barrier will be set at 0.
Due to the linearity of the holding cost (Harrison et al. [12] ) convert the problem to an equivalent form that does not have any holding cost using the arguments in Bellman [4] . The problem without holding cost allows them to obtain the structure of the solution to the Bellman equation. Exploiting this further, they prove the existence of an optimal control band policy and show that the three parameters can be obtained by solving a system of nonlinear equations. Optimal control band policies for the specific case of two-piece quadratic holding cost rate are considered in Baccarin [1] . Recently, Ormeci et al. [17] considered an impulse control problem similar to that in Harrison et al. [12] , except that the cost is long-term average instead of total discounted. For such a problem with linear holding cost rate function h · , they proved that the three parameters of the optimal control band policy can be obtained by solving a system of nonlinear equations.
Impulse control problems in general can be seen in a wide variety of application areas ranging from heavy traffic queuing to finance. In finance alone, a broad range of impulse control modes exits. A representative set includes portfolio optimization (c.f. Eastham and Hastings [10] , Korn [13] , Øksendal and Sulem [16] ), exchange rates (c.f. Korn [14] ), index tracking (c.f. Buckley and Korn [6] ), and cash management (c.f. Constantinides and Richard [8] and Baccarin [1] ).
Richard [19] considered the impulse control problem described above and derived the quasi-variational inequality (QVI) that is satisfied by the value function. The QVI is another way of stating the Bellman equation that we present in §3. This result is shown to be true under a more general assumption on the control costs in Baccarin [2] . However, in Baccarin [2] the value function is shown to be a weak solution of the QVI.
Bar-Ilan et al. [3] considers a cash management problem with a Brownian motion plus a compound Poisson process. The cost structure consists of two parts, the control costs and a holding/penalty cost incurred at a nonnegative rate h Y t , where Y t is the controlled state. For each control exerted, there is a (positive) fixed control cost and a variable cost that is a function of the control size. Typically the variable cost part is proportional to the control size. However, Baccarin [2] considers a sublinear variable cost.
1.2. Our contribution and outline. Our goal in this paper is to develop a computational method that can solve the impulse control problem described and also provide the necessary theoretical guarantees. The model formulation is presented in §2. In §3 we deduce the Bellman equation and state the verification theorem that assures us that the solution to the Bellman equation is the value function for the control problem. We then introduce the control band policy. Section 4 describes the computational scheme to compute a candidate optimal policy. We establish the convergence of the method and show that the converged solution satisfies the Bellman equation, provided it is C 1 . Taken along with the verification theorem, this also gives us the optimality of the control band policy. We also provide an -optimality result, which establishes a bound on the difference from the value function for any terminated iteration. An example cash management problem and inventory management problem are discussed in §5, and concluding remarks are made in §6.
2. Model formulation. Let W t be a Wiener process in R and t be the increasing family of -algebra generated by W t , or equivalently, the filtration generated by W t . Let 0 ≤ 1 ≤ 2 ≤ · · · ≤ i ≤ · · · be a sequence of stopping times adapted to t such that only a finite number of i will occur in any bounded interval with probability one. Denote by i the minimum -algebra of events up to i . Let i be a random variable that is i measurable. An impulse control is defined as
Let the dynamics of the uncontrolled state process Y t ∈ R be given by
for some given initial state x, drift , and diffusion coefficient . The controlled state evolution process is then given by
Apart from the cost of control the system incurs an instantaneous cost h · . Depending on the application context this cost is sometimes called the carrying cost or holding cost. We take h · to be a nonnegative convex function that achieves its global minimum at a finite point.
As for the costs of control, a fixed as well as a proportional component are present. Let the fixed control cost of increasing and decreasing the process be K and L, respectively, and the coefficient of proportional control cost of increasing and decreasing the process be k and l, respectively. Also let the discount factor be > 0. The total discounted expected cost of using a control is then given by
As in Harrison et al. [12] , an impulse control is called admissible if x < for every x. Our objective is to find a control such that its associated cost V satisfies
We will assume that K, L, k, and l are strictly positive. Then we would only have to consider the impulse controls such that i > 0 i < i+1 .
Without loss of generality, we will further assume that h x achieves its global minimum at x = 0. For holding cost rate functions that achieve the global minimum at a different point, one can note that we can apply a simple shift of x-coordinate to achieve this.
3. QVI, verification theorem, and the choice of search space 3.1. Quasi-variational inequalities. Dynamic programming arguments along with Itô's formula are used in a standard way to convert stochastic control formulations to differential equation problems that characterize the value function. For impulse control problems, such arguments and the related differential equation problems are presented in Bensoussan and Lions [5] . The resulting differential equation problem often called the HamiltonJacobi-Bellman (HJB) equation takes the form of a quasi-variational inequalities (QVI). Solving the QVI directly gives the value function, which can then be used to easily obtain the optimal control.
The intuition used behind the dynamic programming arguments used is that if at time zero we use an arbitrary control for a infinitesimal amount of time and immediately switch to the optimal control, then the resulting cost cannot be less than the value function for the optimal control applied from time zero. Suppose for now that an optimal policy exists, and denote it byˆ . Then, if we choose not to control the state during t ∈ 0 t for some small t > 0, and then switch to the optimal policyˆ thereafter, we will have
Letting t → 0, assuming sufficient smoothness of V · and applying Itô's formula to (3), we have
where for notational simplicity we denote the differentials with superscripted dashes. Next, say we choose to instantaneously increase the state process arbitrarily by > 0 at time zero, and then follow the optimal policyˆ thereafter, we will have
and similarly, we choose to decrease the state process by an arbitrary > 0:
In the above arguments, we implicitly invoke the time invariant property of the optimal policy when considering Markovian control problems with an infinite horizon discounted objective. That is, because the uncontrolled diffusion process is homogeneous and we have an infinite horizon, the optimal control can be characterized by the decision we make at time zero. Now we define the following notations:
Then the value function V x , has to solve the following set of inequalities
A function solving (4) is a candidate for the value function. However, intuitively one of the above inequalities has to hold tightly, depending on what control is optimal at that state. In the following section, we will present the sufficient condition for a candidate function to be optimal.
Verification theorem.
A verification theorem that provides the sufficiency condition for optimality is presented in Richard [19] . The verification theorem also guides us in constructing our computational methodology for solving for the optimal policy. In a form that is convenient for our exposition, the verification theorem proved in Richard [19] can be stated as follows.
and for any given x ∈ R, at least one of the above inequalities becomes equality, then,
is the value function. The corresponding optimal controlˆ is then defined by 1 = inf t≥0 Y t and
Proof. See the proof of Theorem 1 in Richard [19] . Note that the optimal policyˆ is completely characterized by 1 and 1 , due to the time invariant property mentioned earlier. The optimal policy described above dictates that when the state process stays within the continuation region , the control takes no action; and when the process attempts to leave the set , the control instantaneously moves the process to a state within .
The search for f x and the boundaries of the continuation region is a called a free boundary problem. We further attempt to characterize the boundaries and the jump to points so as to narrow our policy search space. is the solution to the following second-order differential equation problem with fixed boundary:
Theorem 3.2 (The Fixed Boundary Problem). Suppose is an admissible impulse control characterized by
d D U u . If v x ∈ C R ∩ C 2 R − d
u is the solution to the differential equation problem (5)-(7), then v x is equal to the cost function x associated with .
Note that in general, the first derivate of v x may be discontinuous at d and u, and one could see this clearly in the examples given in the application section.
To prove Theorem 3.2, we need the following lemma.
Lemma 3.1. Suppose f is a function satisfies the following: Given an impulse control = 1 1 · · · i i · · · and the controlled state process Y t is defined as (2) , if
and
Proof. This is the Lemma 5 in Richard [19] , rephrased in our notations.
Proof of Theorem 3.2 Suppose v x is the solution to the differential equation problem (5)-(7). Let f x
Because v x may be discontinuous at d and u , we define f x for x outside d u in the following way:
It is easy to see that f x satisfies the conditions stated in (8) . Now for an admissible impulse control characterized by d D U u , with D and U belonging to the interval d u , it is easy to see that such a will satisfy (9) because of the definition of the admissibility. Also, we have
Thus, f we could apply Lemma 3.1 to f , and ∀ x ∈ d u we have
Then, for x < d, because of the definition of and d D U u , we have
Similarly, for x > u, we have v x = x . Given a d D U u policy, we can use (5)- (7) to compute its associated cost function v x , and then verify whether it is the optimal one by applying Theorem 3.1. Therefore, solving for the optimal policy is essentially to find the boundaries d D U u for the above differential equations such that the resulting v x satisfies the optimal conditions described in Theorem 3.1, and this is a free boundary problem. Solving this free boundary problem is relatively much harder than solving fixed boundary problems. Note that solving for the cost function associated with a given policy is a fixed boundary problem. In next section, we propose an iterative algorithm that computes and uses the associated cost function for d n D n U n u n to construct an improved policy d n+1 D n+1 U n+1 u n+1 . We will also provide relevant theoretical guarantees.
4. Conversion to fixed boundary problems. The primary goal of this section is to articulate a methodology that converts the free boundary problem at hand to a sequence of fixed boundary problems. We also present and prove the necessary theoretical guarantees in this section. We restrict attention to policies that are characterizable by a 4-tuple d D U u , the optimality of which is proved later. For any given policy d n D n U n u n , the associated cost function V n is the solution to the set of differential equations (5)- (7). To begin our search for the optimal policy, we begin with an initial guess and compute its associated cost function. Using the guess and associated cost function we would like to construct an improved guess in a fashion that, on iteration, is guaranteed to converge to the optimal policy and value function. It also turns out that such an iteration can be constructed to provide a monotonically decreasing sequence of continuation regions, helping establish convergence and improve speed of convergence.
Say our initial guess policy is d 0 D 0 U 0 u 0 with d 0 < D 0 ≤ U 0 < u 0 and the associated cost function is V 0 . The following condition assures us that the guess continuation region is a superset of the optimal continuation region, which will be proved later. This would obviously be necessary for monotone convergence.
Hereafter, we say that a cost function V n associated with d n D n U n u n policy satisfies the superset condition if V n d n + + k ≥ 0 and −V n u n − + l ≥ 0. Obviously, if a given guess does not satisfy the above conditions, a simple restart with a larger guess will suffice. In most examples, the underlying problem application and structure make the choice of such an initial guess straightforward. We assume that when x is sufficiently small, h x < − · k; and when x is sufficiently large, h x > · l. This assures us that when x is sufficiently small (large), the holding cost grows fast enough to justify the exertion of control to increase (decrease) the state (c.f. Constantinides and Richard [8] ). After solving the fixed boundary problem to compute V 0 , we begin our iteration with
(ii) Define u n+1 by
(iii) Solve the fixed boundary problem (5)- (7) with the policy d n+1 D n U n u n+1 , and denote the associated cost function V n x .
(iv) Define D n+1 by
(It will be shown later that D n+1 ≤ U n+1 .) (vi) Solve the fixed boundary problem (5)- (7) with the policy d n+1 D n+1 U n+1 u n+1 to obtain the associated cost function V n+1 x .
(vii) Set n = n + 1 and iterate.
To show that the above procedure converges to the value function and optimal policy, we need to establish several aspects. First we need to ensure that the policy d 1 D 1 U 1 u 1 is better than or equal to our initial guess d 0 D 0 U 0 u 0 . That is, V 1 ≤ V 0 . Next, to be able to use the iterative argument we will also need to ensure that conditions (11) and (12) , which do hold true for V 0 , also hold true for V 1 . This will allow for repetitive improvements. Now note that this iteration produces a monotone sequence of continuation regions. Hence, convergence is inevitable; but we will need to make sure that the converged policy actually is the optimal policy. Finally, because any numerical procedure would have to be terminated after the iteration converges to within a pre-specified tolerance, it would be very useful to obtain an upper bound for the difference between the numerically converged cost function and the value function. Before we establish the necessary theoretical guarantees, we provide some intuition on why the proposed procedure works. First consider the update of d. As is illustrated in Figure 2 In the rest of this section, we provide the theoretical guarantees. First, in Theorem 4.1 we show that the proposed scheme is a policy improvement scheme and that it converges. Theorem 4.2 establishes that the converged solution and policy are the value function and optimal policy for the original control problem. Finally, Theorem 4.3 provides the -optimality result that establishes the error bound for any intermediate solution before convergence. (13) and (14) , and let V n be the solution to (5) - (7) with d D U u = d n+1 D n U n u n+1 ; let D n+1 and U n+1 be defined by Equations (15) and (16) , and denote V n+1 the solution to (5)- (7) with 
The final inequality in the above is because
At t 0 , we have w t 0 = 0 and w t 0 ≥ 0. This, together with Equation (17), gives w x ≥ w t 0 ≥ 0 for any x ∈ d n+1 u n+1 , and thus for any x ∈ d n+1 u n+1 by continuity of w x . Also, by Equation (17) we know that
Similarly, we have V n x ≤ V n x in u n+1 u n . In − d n ∪ u n + , it is trivial to see that V n x ≤ V n x . 
which contradicts the definition of U n+1 . Case 2: V n D n+1 > V n U n+1 . We have
which contradicts the definition of D n+1 . Thus, D n+1 ≤ U n+1 .
(iv) and (v) Let w x = V n x − V n+1 x , then in d n+1 u n+1 we have
The last inequality is because Following exactly the same argument in the proof for (i) and (ii), we know that w u n+1 ≥ 0, and w d n+1 ≤ 0, and w u n+1 ≥ 0. This implies V n+1 x ≤ V n x for any x ∈ d n+1 u n+1 , V n+1 d n+1 + k ≥ 0, and −V n+1 u n+1 + l ≥ 0. In − d n+1 , V n+1 x ≤ V n x because both functions are linear with the same slope. So is the case in u n+1 + . Theorem 4.1 establishes that the boundary update procedure can be iteratively used to improve the policy monotonically. Because the resulting sequence of continuation regions is monotonic decreasing and bounded, it is guaranteed to converge. Each V n in the sequence is not expected to be in C 1 . However, the V associated with the converged d D U u policy is expected to be in C 1 because the first derivatives outside and in the interior will match due to the smooth pasting nature of the boundary update Equations (13) and (14) . Furthermore, due to the boundary update Equations (13) and (14), V is expected to satisfy the following: (15) and (16) . Theorem 4.2 shows that if V x ∈ C 1 R and satisfies these conditions, then it is the value function. Remark 2. If the assumption (ii) fails, say the first part fails, then intuitively it means that it is always too expensive to increase the process. A similar explanation and conclusion can be found in Constantinides and Richard [8] and Baccarin [1] .
Theorem 4.2. Assume that
(i) h x is convex, C R ∩ C 1 − 0 ∪ 0 + with the minimum achieved at x = 0. (ii) When x is small enough, h x < − · k; when x is large enough, h x > · l. (
iii) There exists d < D < U < u, and V is the cost function associated with the policy characterized by d D U u , which implies that V x solves (5)-(7). (iv) V x is continuous (and thus
Proof of Theorem 4.2. In the light of Theorem 3.1, to prove that V x is the value function, we need to show that V x is absolute continuous and bounded, V x exists a.e. and is in L 2 R , V x satisfies (4), and ∀ x ∈ R at least one of the inequalities in (4) becomes equality.
Because V x = 0 except in the finite interval d u and is discontinuous only at d and u, it is easy to verify that V x is absolute continuous and bounded, and V x ∈ L 2 R . We prove the theorem by establishing the following:
It is clear that once all the above are proved, then
Also, assumption (iii) of the theorem implies that V x = 0 ∀ x ∈ d u . All these together will enable us to apply Theorem 3.1 to V x to show that it is the value function. Now, to prove (i), we first define f x = V x . Because f d+ = V d+ < 0 and 
The RHS of (19) is C 1 d 0 ∪ 0 u , and thus the LHS is C 1 d 0 ∪ 0 u as well. Taking the left derivative of (19), we get
The last inequality above is because f x 1 ≤ f D . This can easily be seen because of definition of x 1 together with the fact that f D = V D ≥ 0. Because f x 1 − ≥ 0, we know that h x 1 − + · k ≤ 0, which implies x 1 ≤ 0 because of the assumptions on h x . Because h x is convex with the only global minimum achieved at x = 0, it is easy to see that h x ≤ h x 1 − , ∀ x < x 1 . Thus, ∀ x < d, we have
The inequality in the above is because 
Next we will prove (ii). Note that d < D < U < u, and D minimizes V x + k · x over d u and thus minimizes it over − + . This is because V x + k ≡ 0 for all x < d, and V x + k > 0 for all x > u. Therefore, (ii(a)) is easy to verify. Considering an x ≥ u, it is easy to see that
Thus (ii(b)) is proved. To prove (ii(c)), we claim that V x + k ≤ 0 for any x ∈ d D . If x 0 = x 1 , then the claim is easy to verify. If x 0 < x 1 , and assuming the contrary, there will be an x ∈ x 0 x 1 which is a local maximizer of V x such that V x > −k. Using f x to denote V x , and we have
However, because h x 1 − + · k ≤ 0, we have h x > h x 1 − and x < x 1 < 0, which contradicts the fact that h x is nondecreasing for x < 0. So, we have that
The inequality is because of assumption (v) and the fact that V t + k ≤ 0 over the interval of integration. At x = D, we have
This proves (ii(c)). Now, (ii(d)) is trivial because, when proving (ii(c)) we showed that V x ≥ l > 0 for x ∈ U u , which yields
To prove (ii(e)), we claim that V x + k ≥ 0 for all x ∈ D U . To prove this claim, we first define x 5 as
Because V U = l > 0 > −k, we know that x 5 < U . Then, either there exists some > 0 such that V y + k > 0 for all y ∈ x 5 x 5 + , or there exists some > 0 such that V y + k < 0 for all y ∈ x 5 x 5 + . Because D is the minimizer of V x + k · x over d u , and d < D < U < u, we know that only the first case could be true; otherwise, V y + k · x < V D + k · D for any y ∈ x 5 x 5 + , which is a contradiction. Therefore, we can define x 6 as x 6 = min x > D x is a local maximizer of V x Due to the above reasoning, V x 6 > −k. Now, if the claim were false, there should be some point x 7 ∈ x 6 U such that V x 7 < −k and x 7 is a local minimizer of V x . These lead to the following:
and thus h x 6 − > h x 7 − with x 6 < x 7 , which contradicts the assumption on h x . The claim is proved.
Combining this with the result we proved above, we know that V x + k ≥ 0 if x > D, which implies that for every x > D, we have
The proof of (iii(a))-(iii(e)) is similar to that of (ii(a))-(ii(e)).
Theorem 4.3 ( −Optimality
). Suppose > 0, and fx ∈ C R ∩ C 2 R − d u ,
is the cost function associated with some impulse control characterized by d < D ≤ U < u. If f x satisfies the following conditions:
Before we prove the −optimality theorem, we will first prove some lemmas. Recall that in §2, an impulse control is defined as = 1 1 · · · i i · · · , and we consider only the case i > 0 and i < i+1 . Now, we define¯
Then,¯ t is a càdlàg process, which is t measurable. From Equation (2), we have
which is the integral form of the dynamic of the controlled state process. The total variation of¯ t is ¯ t = 
Proof. This is a standard result (see Harrison and Williams [11] ).
Lemma 4.2. Suppose f x , the cost function associated with some impulse control characterized by d < D ≤ U < u, satisfies the following conditions:
We call such an F x a smooth approximation of f x .
Proof. If f d+ + k = 0 and −f u− + l = 0, then let F x = f x , and the lemma is proved. Now we look at the nontrivial case. Assume that
and ∀ x ∈ u b , we choose F x in the following way:
In b + , we choose F x to be linear with slope equal to l. It is easy to verify that in u b , we have
Because in b + , both f x and F x are linear with slope equal to l, we know that 0 ≤ f x − F x ≤ in d + . Now look at F x . We know that F x = 0 in d u , and in u b we have
If ≤ 0, from (24) we know that F x ≥ f x ≥ − . If > 0, then we have
In b + , we have
we smooth F x in a way similar to the one we did for u + . Then, we will have, F x ≥ − for almost every x, and 0 ≤ f x − F x ≤ . Also, we have
Similarly, we have mF x ≥ −2 .
Lemma 4.3. Suppose F x is a smooth approximation of f x , which is the cost function associated with some admissible impulse control characterized by d < D ≤ U < u. Suppose is an arbitrary admissible impulse control; then we have
in which the operator is defined in §3.1, and Y t is defined in (21) , while the relation between and¯ is defined in (20) .
Proof. This lemma is an analogy of Proposition 7.1 in Taksar [21] . Their proof uses the generalized Itô's formula as in Theorem VIII27 of Dellacherie and Meyer [9] , which requires F to be C 2 . However, for our purposes we use the extant second derivative Meyer-Itô's formula (in page 221 of Protter [18] ), which only requires F to be C 1 with an absolutely continuous derivative and F to be locally L 1 . It is easy to verify that our F satisfies all these requirements. Apply this theorem together with integration by parts, we have
Taking expectation of both sides, the first term on the RHS vanishes because F is bounded, and we have
Because is an impulse control, and thus d¯ t = 0 whenever¯ t =¯ t− . Therefore,
Because F is the smooth approximation of f , it is easy to see the following:
• ∃N > 0 such that F s ≤ N and F s ≤ N for any s.
• ∃M > 0 such that F s ≤ M 1 + s for any s. Thus, we have
The last equality is the result of applying Lemma 4.1 with G t = E ¯ t and the fact that 0 e − t · E ¯ t dt < + . (See Equation (22) .)
The fact that F and F are all bounded, F s ≤ M 1 + s , and Equation (22) together implies
F Y t− dt
Now look at the last term of the RHS of (26). Taking absolute value, we have
Taking limit as T → + , the RHS of the above is < + due to the admissibility of . Thus
thanks to the dominated convergence theorem.
Proof of Theorem 4.3. Suppose f x satisfies the assumptions of Theorem 4.3, and is an admissible impulse control. Applying Lemmas 4.2 and 4.3, we have F x as the smooth approximation of f x , satisfying
Thus,
Taking infimum over all admissible impulse controls, and we have the necessary result.
5. Applications and computational results. We illustrate two different applications of the impulse control problem considered. The first is the cash management problem considered in Constantinides and Richard [8] and Baccarin [1] . Here we have impulse controls that allow for both an increase and a decrease of state. The second problem is a slightly generalized version of inventory management problem considered in Sulem [20] . Here, impulse control for the increase of the state is allowed. 5.1. Application 1: cash management. Consider the problem of maintaining an optimal cash on hand in a firm that is subjected to various cash inflows and outflows. While holding too much cash on hand amounts to opportunity costs, holding on to very little cash brings about more expensive borrowing costs when cash is needed. Frequent changes in cash on hand can also bring about large transaction costs. The objective would be to minimize the expected value of the total discounted costs. We focus here on the specific formulation considered in Constantinides [7] and Constantinides and Richard [8] , where the cash inflow/outflow is modeled by a homogeneous diffusion process with a constant drift term and a constant volatility term . The cost of carrying cash, h x , is defined as
in which −p < − · k and q > · l, and > 0 is the discount factor. In Constantinides and Richard [8] the optimality condition is provided for this specific model; however, they could not calculate the optimal solution. We can use the proposed iterative procedure to solve this problem. To numerically compute V n , we use the standard finite difference method. We using a forward difference for the first derivative and central differences for second derivatives. This is the simplest implementation of the finite difference method and is adopted here to illustrate that this simple implementation suffices for our purpose. As mentioned earlier, one could potentially use any method that can solve a one-dimensional ODE.
Let h x be as defined in (27) with p = 0 12 and q = 0 08. Let = 0 01, K = L = 0 14, k = l = 0 85, = −0 2, and = 0 6. For each iteration, d n D n U n u n together with the corresponding V n d n + k and −V n u n + l are listed in Table 1 , and the value functions for some iterations are plotted in Figure 3 .
Note that at convergence, we have D > 0. In Constantinides and Richard [8] , the existence of optimal solution as well as the verification theorem is provided. However, the explicit solution to the problem was absent except for the special case when the drift term = 0, the discount factor → 0 and D < 0 U > 0. In the example shown in Table 1 and Figure 3 , when = 0, we can see that the optimal policy has a D > 0, even when is very small. Table 2 shows the optimal policy for different values of . In these cases d and D increase when Table 1 . Cash management: p = 0 12 and q = 0 08. decreases. This is understandable because as the discount factor becomes smaller, the present value of future costs increase, and hence paying the cost later becomes less attractive.
A variation of the previous cash management problem is studied in Baccarin [1] , with h x defined by 5.2. Application 2: stochastic inventory management. The inventory problem discussed below is a classical example (Sulem [20] ) of an impulse control problem wherein controls can only elevate the state but not Table 3 . Cash management with quadratic holding: h 1 = 0 24, h 2 = 0 12, p 1 = 0 24, and p 2 = 0 08. decrease it. Such problems are often referred to as one-sided impulse control problems while the canonical formulation that we have considered is the more general two-sided problem. Although one can alternatively think of the one-sided problem as one with infinite cost for decreasing the state, it poses a problem numerically because controls that can decrease state will drift to infinity. In this section, using this inventory control example, we demonstrate how such one-sided problems can still be solved using the proposed scheme. Consider a one-product inventory system subject to a stochastic demand process modeled by a Brownian motion with a constant drift term − and a constant volatility term . Note that we represent the drift of the uncontrolled inventory process by and hence the drift of the demand process will be − . For positive demand drifts, will hence be negative. Replenishing inventory incurs a fixed ordering cost apart from the proportional price of quantities ordered. Storing inventory incurs holding costs that capture both cost of storage and interest on the locked price of inventory. While holding too much of inventory incurs large holding costs, holding too little can let demand go unmet, incurring a penalty. The objective is to minimize infinite horizon expected discounted total cost.
The holding cost rate for holding one positive unit of inventory for a unit of time is q, and the penalty cost rate of one negative unit of inventory for a unit of time is p. Any order placed increases the inventory level instantaneously, and the ordering cost has two components: a fixed cost K and a proportional cost k · where > 0 is the size of the order. The discount factor is . The system is monitored continuously over an infinite horizon. The objective is to minimize the expected value of the total cost. The policy in such cases is characterized by an s S policy (Sulem [20] ), which is a special case of the d D U u policy with s = d, S = D, and U = u = .
For each s S policy, the associated cost function v solves v x = 0 in the region x > s, and at x = s we have v s = v S + K + k S − s . To solve the problem numerically we will have to truncate the state space at some sufficiently large inventory level M. We will begin with guess values for s and S and iterate according to the proposed computational scheme for the lower boundary. However, we will ignore the boundary update conditions for the upper boundary and leave it fixed at M. To solve v x = 0 we will need a boundary condition to use at M. As described in (Sulem [20] ), for the optimal policy the value function grows linearly when x → + . For each s S policy (s < S < ), the slope of the associated cost function at infinity is easily obtained by a simple argument. As inventory level goes to infinity, the present value of any future ordering or penalty costs goes to zero. This is since the time to place an order or incur a penalty goes to infinity as well.
Hence the rate at which the value function grows at infinity is simply the net present value of carrying a unit inventory forever, that is, q/ . We consider the following parameter set for a numerical example: = 0 01, = −0 3, = 0 2, p = 0 2, q = 0 11, k = 1, K = 0 1, and c = 100. The values of s n S n and V n s n + k are listed in Table 5 for all iterations. The numerical result from Sulem's method matches the values obtained.
6. Concluding remarks. Analytical solutions for one-dimensional impulse control problems do not exist, except for very special cases. Even numerical methods for such problems exist only for special cases. We have presented a methodology that essentially helps to numerically solve for the optimal control policy. We have also been able to provide related error bounds. Provided the converged solution is C 1 , we also have the proof of convergence to optimality.
The idea of such a method to convert of a free boundary problem to a sequence of fixed boundary problems was first developed for singular control problems in Kumar and Muthuraman [15] , where the state process remains continuous and controls exert only infinitesimal changes to the state. For singular control problems, due to the continuity of state, the technique primarily leveraged on smooth pasting to construct and rigorously justify. The assumption of value function being twice differentiable helped further. Unfortunately, the value function for impulse control problems is not twice differentiable (c.f. Constantinides and Richard [8] ). Therefore, the method proposed for singular controls does not work for impulse controls. However, in this paper we do demonstrate that the idea of converting to a sequence of fixed boundary problems is still possible for free boundary problems arising from impulse control, although the specific method is different.
