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Abstract: Gossip-based protocols are simple, robust and scalable and have been con-
sistently applied in many distributed, mostly wired, settings. Most validation in this
area has been so far empirical and there is a clear lack of a theoretical counterpart
clearly defining what can and cannot be computed with gossip-based protocols.
Population protocols, on the other hand, provide a clear and formal model for mo-
bile sensor networks, capturing their power and limitations. In this paper, we establish
a correlation between population and gossip-based protocols. Studying the equivalence
between them, we propose a classification of gossip-based protocols, based on the na-
ture of the underlying peer sampling service. First, we show that the class of gossip
protocols, where each node relies on an arbitrary sample, is equivalent to population
protocols. Second, we show that gossip-based protocols, relying on a more powerful
peer sampling providing peers using a clearly identified set of other peers, are equiva-
lent to community protocols, a variant of population protocols.
Leveraging the resemblances between these areas enables to provide a theoretical
framework for distributed systems where global behaviours emerge from a set of local
interactions, both in wired and wireless settings. Likewise, the practical validations
of gossip-protocols provide empirical evidence of quick convergence times of such
algorithms and demonstrate their practical relevance. While existing results in each
area can be immediately applied, this also leaves the space to transfer any new results,
practical or theoretical, from one domain to the other.
As an application of this possibility, we also propose a new result in the area of
population protocols and show that a uniform distribution of interactions is optimal for
population and community protocols with respect to convergence time. Consequently,
we can conclude that the gossip-based random peer sampling service provides such an
optimal sampling for gossip-based protocols, corroborating practical evidences.
Key-words: Population protocols, Gossip-based protocols, Community protocols,
Theoretical analysis, Equivalence, Complexity.
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Combler le fossé entre les protocoles épidémiques et de
populations
Résumé : Les contributions de ce rapport de recherche proviennent de multiples
observations. Principalement, nous avons constaté que les protocoles de population
en général et les protocoles épidémiques, présentés ci-après, possèdent de nombreuses
ressemblances, bien que les uns soient issus d’une approche théorique et les autres
aient une origine plus pratique. Ceci nous mène à proposer une première classification
de ces protocoles épidémiques.
Inspirés de cette remarque, nous présentons ensuite les motivations qui nous ont
menés aux résultats de ce chapitre. Puis, après avoir étendu notre classification en une
seconde à granularité plus fine, nous montrons les relations d’équivalence existantes
entre tous ces modèles. Nous concluons ce rapport de recherche par divers exemples
de transfert de contributions issues d’un domaine vers l’autre.
Mots-clés : Protocoles de population, Protocoles épidémiques, Protocoles de commu-
nauté, Analyse théorique, Équivalence, Complexité.
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1 Introduction
In analogy with rumour spreading among human beings, gossip-based protocols pro-
vide a scalable, robust and reliable substrate for many peer to peer applications [12, 14,
19, 23, 24]. They have recently received an increased attention due to their scalabil-
ity and quick convergence in large-scale dynamic settings. In a gossip-based protocol,
each node in the system periodically exchanges information with another peer sampled
from the network. The robustness of gossip-based protocols stems from their random
flavour in the sampling. However, while there are some ad-hoc analyses available for
specific protocols [12, 15, 23], most validation in the area has been so far achieved
through extensive simulations and experimentations.
In [22], a generic practical gossip-based substrate has been defined. In this model,
a protocol is defined by three functions: (i) the peer selection, identifying the gos-
sip target, provided by a peer sampling service; (ii) the data exchanged, specifying
the information exchanged between the peers during a gossip interaction and (iii) the
data processing following an interaction. While this framework was initially defined
to unify gossip-based membership systems, it has been shown to be generic enough
to be applied for the whole spectrum of gossip protocols including reliable dissemi-
nation, distributed computation, and overlay construction [25]. Yet, there is a lack of
clear theoretical framework enabling reasoning about the power and limitations of this
model.
On the other hand, population protocols [1] provide theoretical foundations for dis-
tributed systems in which global behaviour emerges from a set of simple interactions
between their agents. Developed in the context of mobile tiny devices, typically sen-
sors, in this model, agents are considered anonymous, and therefore, undistinguishable.
Many variants of population protocols exist [2, 4, 5, 6, 11]. Among them, community
protocols [18] augment the seminal model by assigning agents a unique identifier and
letting nodes remember a limited number of other identifiers. Not only this signifi-
cantly increases the computation power of the system but also provides a way to tol-
erate a bounded number of byzantine failures. In the sequel, the class of population
protocols and variants will be refered as population protocols, and the seminal model
as basic population protocol.
More formally, in population protocols, the model consists in a finite space of
agent’s states, a finite set of inputs, a finite set of outputs and a transition function.
The set of possible node’s interactions is represented by a graph of interactions. These
interactions can be viewed as follow: when two agents are sufficiently close for a suf-
ficiently long time, they interact by exchanging their local information, and update
their state according to the transition function. For instance, if agents are small de-
vices embedded on animals, an interaction takes place each time two animals are in
the same radio range. The interaction patterns, orchestrated by a scheduler, are consid-
ered as unpredictable. Yet, the scheduler is assumed to be fair i.e., it ensures that any
reachable global system state can be reached infinitely often. In the absence of global
knowledge, agents cannot usually verify that the protocol has terminated, therefore the
model considers convergence (of the distributed output) rather than termination.
Contributions: Correlating population and gossip-based protocols Our contribu-
tions in this paper stem from several observations. First of all, population and gossip-
based protocols bear many resemblances. They both rely on a scheduler orchestrating
the interactions between nodes. The scheduler, fair by assumption in population pro-
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tocols, specifies the node interactions in a mobile environment while the scheduler is
a peer sampling in gossip-based protocols providing nodes with gossip targets. Both
aim at achieving an emerging global behaviour from a set of local interactions in a
fully decentralized manner. The first contribution of this paper is to acknowledge these
similarities and leverage them in both contexts.
On one hand, the gossip-based structure presented in [22] provides a practical
generic framework in the context of wired systems. Yet, this does not provide a fine-
grained classification. Work in this area has shown that the gossip-based protocols
scale well in practice as well as have fairly high speed of convergence. On the other
hand, population protocols provide a theoretical framework for wireless systems. They
clearly define the power and limitation of such protocols. Indeed population protocols
show that such systems composed of anonymous agents ensure the convergence of a
clearly defined set of functions. Community protocols extend this model, by adding a
bounded set of identifiers. However, until now, these models have not had significant
practical implication. In this paper, we improve on these limitations by making the
following contributions:
• We establish a correlation between population and gossip-based protocols and
introduce a first classification of gossip-based protocols depending on the nature
of the underlying peer sampling. More precisely, we identify two classes of
gossip protocols: anonymous (AGP) and non anonymous (NGP).
• We show that anonymous gossip protocols are equivalent to basic population
protocols;
• We show that non anonymous gossip protocols are equivalent to community
protocols;
• By doing so, we are in a position to leverage the theoretical framework of pop-
ulation protocols for understanding the power and limitations of gossip-based
protocols. Likewise, we can exploit the results obtained in the area of gossip-
based protocols to draw conclusions on the practicality of population protocols.
This enables us to provide both theoretical and practical considerations for such
large-scale systems: the parallel between population and gossip protocols can be
exploited for both existing and new results.
• We provide a new result in the context of population protocol namely the op-
timality of uniform distribution of interactions with respect to speed of conver-
gence and use our equivalence property to extend it to the domain of gossip pro-
tocols. This enables us to conclude that the random peer sampling service [22]
is optimal for the speed of convergence of gossip-based protocols. This is a clear
illustration of how the correlation can be exploited.
2 Population vs gossip protocols
2.1 Background on population protocols
In this section, we briefly present the basic population protocol model and the commu-
nity protocol variant, which relaxes the assumption on the anonymity of agents.
INRIA
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Basic population protocol The basic population protocol model, initially introduced
in [1], is composed of a collection of agents, interacting pairwise in an order determined
by a fair scheduler. Each agent has an input value and is represented by a finite state
machine. This agent can only update its state through an interaction. Updates are
defined by a transition function that describes the function f computed by the system.
At each time, the agents compute an output value from their current state and converge
eventually to the correct output value, depending to the inputs initially spread to the
agents.
More formally, a population protocol is composed of:
• a complete interaction graph Λ linking a set of n ≥ 2 agents;
• a finite input alphabet Σ;
• a finite output alphabet Y ;
• a finite set of possible agent’s states Q;
• an input function ι : Σ → Q mapping inputs to states;
• an output function ω : Q → Y mapping states to outputs;
• a transition relation δ : Q × Q → Q × Q on pairs of states.
In the following, we call (p, q) 7→ (p′, q′) or (p, q, p′, q′) a transition if (p, q, p′, q′) ∈
δ. A transition can occur between two agents’ states only if these two agents have an
interaction. The protocol is deterministic if δ is a function (i.e. at most one possible
transition for each pair in Q2).
A configuration of the system corresponds to an unordered multiset containing
states of all agents. We denote C → C ′ the fact that C ′ can be obtained from C in
one step (i.e. with only one transition for one existing interaction). An execution of
the protocol is a finite or infinite sequence of population configurations C0, C1, C2, . . .
such that ∀i, Ci → Ci+1.
As introduced above, the order of the interactions is unpredictable, and decided by
the scheduler. The scheduler is assumed to be fair, i.e a feasible configuration cannot
be endlessly ignored. In other words, if a configuration C appears an infinite number of
times during an execution, and there exists a step C → C ′, then C ′ must also appear an
infinite number of times in the execution. This ensures that any attainable configuration
is eventually reached.
Community protocols Many variants of the last model exist. In this paper, we focus
on the community protocol [18] extension for it significantly increases the computa-
tional power. This model augments the basic population protocol model by assigning
unique identifiers to agents. All possible identifiers and a special symbol ⊥ are grouped
in an infinite set U . The difference between basic population protocols and community
protocols is the definition of the set of states: Q = B × Ud where B is the initial defi-
nition of the population protocol’s set of states collapsed to a memory of d identifiers.
As in population protocols, algorithms are uniform: they cannot use any bound on the
number of agents and U is infinite. In order to maintain the population protocol spirit
in this extended model, some constrains are added: only existing agent identifiers can
be stored in the d slots intended for identifiers of an agent’s state and no other structural
information about identifiers can be used by algorithms. Thus, community protocols
have to verify the two following formal constraints:
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• In the context where id ∈ q means that q stores id in one of its d indentifier slots,
for q ∈ Q and id ∈ U : ∀(q1, q2) 7→ (q′1, q
′
2) ∈ δ, id ∈ q
′
1 ∨ id ∈ q
′
2 ⇒ id ∈
q1 ∨ id ∈ q2
• For q = 〈b, u1, u2, . . . , ud〉 ∈ Q, let π̂(q) = 〈b, π(u1), π(u2), . . . , π(ud)〉 where
π a permutation of U with π(⊥) = ⊥. We assume that: ∀(q1, q2) 7→ (q′1, q
′
2) ∈
δ : (π̂(q1), π̂(q2)) 7→ (π̂(q
′
1), π̂(q
′
2)) ∈ δ.
In short, the first assumption ensures that no transition may introduce new identi-
fiers and the second one that identifiers can only be stored or compared for equality,
but not manipulated in any other way. Any population protocol can be viewed as a
community protocol with d = 0.
Finally, a population or community protocol stably computes a function f : Σ+ →
Y if ∀n ∈ N,∀σ ∈ Σn, every fair execution with n agents initialized with the elements
of σ, eventually stabilizes to output f(σ). That means that the output value of every
agent eventually stabilizes to f(σ).
2.2 Gossip-based protocols: A practical framework
Originally introduced for information dissemination, gossip-based protocols are sim-
ple, robust and scalable. Initially, epidemic-based algorithms have been proposed for
database maintenance in [12]. Since then, they have been applied in many settings in
wired and wireless systems as in [9, 14, 15, 17, 19, 27, 28, 29].
A generic framework has been proposed in [22] to provide a generic substrate for
gossip-based peer sampling protocols, providing a common ground for membership
systems. In this paper, the authors explore the resulting topologies and show that the
parameters of the generic gossip-based protocols can be set to achieve random-like
graph topologies i.e. providing each node with a random sample of the network. This
has been achieved through extensive experimentations and has been recognized as a
way to achieve random peer sampling in large-scale dynamic networks.
In this framework, each peer maintains a local view of size c of the system, repre-
senting its restricted knowledge of the systems. The peer sampling service provides a
sample from that view. This framework relies on three basic functions:
SelectPeer() returns a peer from the local view. This function is used to select the
gossip target;
DataExchange() returns the data to be exchanged over a gossip communication;
DataProcessing() returns the resulting state and specifies the way the data exchanged
are processed.
Each peer runs an active and a passive threads (see Algorithm 1). The active thread
is run periodically and launches a gossip interaction. A gossip target is selected from
its local view using (SelectPeer()), data is exchanged (DataExchange()) and processed
between the two interacting peers (DataProcessing()).
Initially proposed in the context of protocols achieving unstructured topologies,
it turns out that this very substrate is generic enough to be used for many other pur-
poses [25]. For example, message dissemination [24, 14] can be achieved by param-
eterizing the protocol as follows. (i) SelectPeer() should return a random peer; (ii)
DataExchange() should contain the message to disseminate; and (iii) DataProcess-
ing() should do nothing. Likewise, distributed computations (average, sum or quan-
tile) [21, 23], gossip-based size estimation [13, 26] or overlay construction [19, 29]
INRIA
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Active thread
Do once for each T time units at a random
time
begin
p = SelectPeer()
Send DataExchange(state) to p
Receive infop from p
state = DataProcessing(infop)
end
Passive thread
Do forever
begin
Receive infoq from q
Send DataExchange(state) to q
state = DataProcessing(infoq)
end
Algorithm 1: Generic Gossip Protocol
can be achieved using the same protocol. This substrate provides a general frame-
work for practical implementations of gossip-based protocols. Yet, to the best of our
knowledge, there is no counterpart on the theoretical side.
2.3 Classifying gossip-based protocols: On the power of the peer
sampling
In this section, we propose a novel classification of gossip-based protocols stemming
from the observation that, although studied independently by two different commu-
nities, population and gossip-based protocols have a lot in common. Both class of
protocols rely on the following properties:
• a fully decentralized model;
• a set of agents, having a finite storage capacity, periodically interacting in a pair-
wise manner. The agents are mobile and communicate in a wireless manner in
population protocols; they are static and communicate through a dynamic net-
work on a fixed infrastructure in gossip protocols;
• an unpredictable order of interactions orchestrated by a fair scheduler in popu-
lation protocols modelling the agents’ mobility patterns and by a peer sampling
service serving the selectPeer() function in gossip-based protocols;
• a function specifying the way data is processed over an interaction: this is the
transition function δ in population protocols and the DataProcessing function in
gossip-based protocols;
• a state exchange over an interaction: this is the state value in Q in population
protocols and the DataExchanged function in gossip-based protocols.
Considering the gossip-based protocols in this light, we were able to make a parallel
between (i) the difference between the basic population and community protocols and
(ii) the requirements for peer identifiers in gossip-based protocols.
More specifically, gossip protocols differ from their requirement with respect to
peer anonymity. This is instantiated by the nature of the underlying peer sampling
protocol. The peer sampling service, i.e. the “black box” providing a peer with a given
sample of the network, may either return any sample for the implementation of the
gossip-based protocol. Therefore, we introduce the following classification. Two main
classes of gossip-based protocols can then be defined depending on the power of the
underlying peer sampling with respect to anonymity requirements.
RR n° 6720
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AGP: Anonymous Gossip protocols do not require being aware of the identities
of any peer for any of the three functions of the generic protocol. This is typically
the case of protocols achieving some simple distributed computations such as average
computation [21, 23] or system size estimations [20, 26]. Gossip-based dissemination
protocols where each peer gossips to k nodes picked uniformly at random also fall into
this category. Such protocols only rely on a peer sampling service providing them with
a sample of the network, be it random or biased [9, 24].
NGP: Non-anonymous Gossip Protocols are not oblivious to the identities of peers
they are communicating with or any other. Typically, gossip-based overlay construction
protocols fall into this class. The identities of peers are required in the three functions
of the substrate aforementioned. Non-anonymous gossip protocols have been used to
implement overlays ranging from unstructured networks, providing random-graph like
topologies [22] to structured networks [19, 24].
3 A classification of gossip protocols
In order to establish the parallel between population and gossip-based protocol, a finer-
grain classification is required.
3.1 Between synchronous and asynchronous
To refine the classification, we consider two complementary types of communication
channels. A synchronous communication is modeled by a bounded transmission delay.
Therefore, as the transmission time between source and destination is restricted, we
consider that the gossip exchange (i.e. concurrent execution of both active and pas-
sive process) is atomic. Synchronous communication enables to take advantage of the
periodicity of exchanges (cf. Algorithm 1), which is not the case for the following one.
An asynchronous communication does not impose a bound on the transmission de-
lay of a message. Therefore, a message can be received after an arbitrary long time yet
finite. In such an asynchronous environment, a node starting an active process cannot
assume a bounded execution time of this process. Therefore, it is necessary to describe
the node behavior when a new gossip exchange is requested while it is still engaged
in another one. As nodes are represented by finite state machines, received message
buffers have also a finite size and arbitrary long messages should lead to message losses
(as buffer may overflow).
currentXchange = false;
while true do
On reception of a new exchange
request do
if currentXchange then
Send (Refusal);
else
currentXchange = true ;
Send (Accept);
end
done
On reception of end of an exchange
do
currentXchange = false ;
done
end
Algorithm 2: Asynchronous man-
agement
For the sake of simplification, in order to
avoid considering message losses, we con-
sider only one gossip exchange is processed
at a time (exclusive gossip, see Algorithm 2).
Any gossip will be ignored at a node al-
ready involved in a previous gossip operation
(i.e. currentXchange = true), until it is com-
pleted. In order for gossip initiator to wait
only temporarily, it is informed of the refusal
or acceptance of a gossip exchange. Note
that since we do not consider failures in our
model, messages are eventually received and
processed.
INRIA
Bridging the Gap between Population and Gossip-based Protocols 9
With Identifier
Without Identifier
Asynchronous 
Communication
Synchronous 
Communication
syncAGP asyncAGP
syncNGP asyncNGP
≅
≅
≺≺
Community 
Protocol
Population 
Protocol
Atomic 
Interaction
≅
≺
Figure 1: Relationship between gossip-based and population protocols
3.2 On the computational power
of gossip protocols
Enriching our model with communication synchronism property, we obtain a refined
classification as the one presented in Section 2.3. We now classify gossip prootocols in
four classes:
syncAGP Synchronous Communication and Anonymous Nodes;
asyncAGP Asynchronous Communication and Anonymous Nodes;
syncNGP Synchronous Communication and Non-anonymous Nodes;
asyncNGP Asynchronous Communication and Non-anonymous Nodes.
Obviously, the power of non-anonymous gossip protocols is greater than anony-
mous ones as the use of node identifier enables to achieve distributed computations
which are impossible in the anonymous context (eg. exponential computation, logical
overlay construction, etc.). Thus, we have:
asyncAGP ≺ asyncNGP and syncAGP ≺ syncNGP
As far as anonymous gossip protocols are concerned, it is possible to leverage the
periodicity of exchange in order to increase their computational power. For instance,
it is possible in syncAGP to establish a global time clock, thanks to cycle structure,
but not in asyncAGP (due to the unbounded message delay). Then, it is obvious to
conclude that:
asyncAGP ≺ syncAGP
Finally, in the NGP context, we show in the proof of Lemma 6 that the identification
of nodes enables to emulate synchronous communications, such that:
asyncNGP ∼= syncNGP
This classification and the relation between all the considered modeled are sum-
marized in Figure 1. This classification provides a refined classification gossip-based
protocols based on synchronism and anonymity properties. Yet, there is no formal
framework to define what can and cannot be achieved with the susmentioned proto-
cols. Establishing the parallel between population and gossip-based protocols provides
a first answer to that question.
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4 Bridging the gap between population and gossip pro-
tocols
In a nutshell, in AGP, a peer sampling provides each peer with another peer to commu-
nicate with, regardless of its identifier. If the outcome of the peer sampling ensures that
any pairwise interaction can endlessly take place, then a protocol of AGP resembles
a basic population protocol. Inversely, a protocol from NGP requires a peer sampling
to provide each node with a set of clearly identified peers, potentially along more in-
formation about each peer, where the identifier (whether it is an identifier or an IP
address) is crucial. This means that the SelectPeer or the DataProcessing use the iden-
tifier or information attached to specific peer to achieve a given functionality. This
clearly matches the community protocol model described above. We claim that these
resemblances are actually equivalences and provide the the proofs in this section as
illustrated on Figure 1.
4.1 Equivalence between basic population and anonymous asyn-
chronous gossip protocols
In this section, we prove that the basic population and anonymous asynchronous gossip
protocols (asyncAGP) are equivalent.
Theorem 1 A predicate is computable by a basic population protocol if and only if it
can be computed by an anonymous gossip-based protocol via an asynchronous com-
munication model (asyncAGP).
Proof. In order to prove the equivalence, we consider the functions computable by basic popu-
lation protocols and asyncAGP. Then, we prove in Lemmas 2 and 3 that they belong to the same
equivalence class. In fact, we prove below that the class of functions computable by a basic
population protocol is a subset of the ones computable by asyncAGP, and vice-versa. ⊓⊔
On one hand, consider that PP ≺ asyncAGP with the following lemma.
Lemma 2 If f is computable by a basic population protocol, then there exists a proto-
col from asyncAGP which can compute f .
Proof. Let P the basic population protocol computing f and defined by the 7-tuples (Λ, Σ, Y, Q, ι, ω, δ).
Consider the anonymous gossip-based protocol G described below. We have to show that G sim-
ulates P .
Similarities: Each agent in Λ is hosted by a specific peer of G. Input, output and state sets
are the same in G than in P . A fortiori, the both map function ι and ω remain identical in G.
Dealing with the transition function: The G’s DataProcessing function is defined from
δ: consider two peers in the system l and r, gossiping together at a time t. Let assume that l
initiates the gossip exchange with r. Let pl (respectively pr) the selected information obtained
by DataExchange from l’s state (respectively r’s state). Thus, as l calls the function during its
active thread, DataProcessing returns locally the third entry of the 4-tuple (pl, pr, p′l, p
′
r) ∈ δ,
and the state of l becomes p′l. On the remote peer r, a call to the function DataProcessing during
its passive thread return the last entry of the same 4-tuple (pl, pr, p′l, p
′
r).
Thus, the sequence of population configurations is valid and represents the basic population
protocol P , as it only stems from the transition function δ using pairwise interactions.
On the fairness assumption: The last assumption to verify is the fairness condition. In
asyncAGP, the scheduler is fully defined by the the order of gossip exchange, itself defined by
(i) the selectPeer function; (ii) the randomization of the gossip time and; (iii) the asynchronous
INRIA
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environment which, as we mentioned before, potentially leads to gossip exchange losses. In
that context, every possible finite scheduling has a non-null probability to happen. Thus, every
possible transaction between two system configurations C → C′ has a non-null probability to
happen. So, if the configuration C appears an infinite number of time during an execution of P
in the aforementioned context, then C′ also appears an infinite number of times in this execution.
The fairness assumption is then verified.
Then, G simulates the basic population protocol P , which computes the function f . Thus, for
any function computable by basic population protocols, there exists an anonymous gossip-based
protocol, which stably computes this function. ⊓⊔
On the other hand, let’s show the inverse of Lemma 2, corresponding to the second
implication of Theorem 1: asyncAGP ≺ PP.
Lemma 3 If f is computable by a protocol from asyncAGP, then there exists a basic
population protocol which can compute f .
Proof. Let G an anonymous gossip-based protocol that computes a specific function f using the
primitive DataExchange and DataProcessing. As presented above, in a gossip-based protocol,
peers are modeled by a finite-state machine.
Mapping the domain of the transition function: The domain of DataProcessing is finite
(and corresponds to the Cartesian product of DS , the set of peer states, with DE , the range of
DataExchange). Moreover, as DataProcessing is a function, its range is also finite by definition.
Based on these sets, we define DG a specific subset of the Cartesian product between the domain
and the codomain of DataProcessing (i.e. DG contains each ordered pair such that the first entry
is in the domain of DataProcessing and the second entry is the mapped element of this first entry
by DataProcessing). More formally, DG ⊆ (DS ×DE) ×DS . Thus, DG is finite and contains
all the possible transitions of peer states, based on the knowledge of a remote peer sub-state.
Design of the basic population protocol for the purpose of simulation: Consider the
following basic population protocol P , represented by the 7-uplet (Λ, Σ, Y, Q, ι, ω, δ). Consider
a complete interaction graph Λ. Let the set of agent states be identical to the set of peer states,
i.e. Q = DS . Consider that Σ and Y are the same as the input and output sets of G, if they exist.
In this case, ι and ω are the same functions than the ones which respectively associate the input
set of G to DS , and DS to the output set of G. Conversely, if no specific input and output sets are
defined in G, then Σ = Y = DS and ι ≡ ω corresponding to the identity function. Finally, the
transition function δ is defined as follows.
∀(sl, sr, s
′
l) ∈ DG , ∃(sr, sl, s
′
r) ∈ DG such that (sl, sr, s
′
l, s
′
r) ∈ δ.
On the periodicity of the fair scheduler: Periodicity of exchange is an inherent character-
istic of many gossip protocols. However, the only difference between asyncAGP and syncAGP
is that asyncAGP potentially temporary jeoperdize the periodicity of exchange, in case of arbi-
trary long transmission delays. Thus, as presented in lemma 2, no periodic assumption can be
considered in an asynchronous environment. Therefore, a fair scheduler is sufficient to lead to a
correct execution of G, using the aforementioned P .
Thus, there exists a basic population protocol P , which simulates the considered asyncAGP
G and computes the function f . Then, for any function computable by a protocol from asyncAGP,
there exists a basic population protocol, which stably computes this function. ⊓⊔
Remark: To establish the equivalence between population protocols and syncAGP,
an additional constraint on the scheduler is required to ensure the periodicity of syncAGP
(one gossip exchange per node and per T time-unit cycle). It is possible to express this
periodicity assumption as follows. Let Γ be the set of peers in the system, and I the
sequence of interactions generated by the scheduler (i.e. I is the infinite sequence of
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agent pairs, in the order in which interactions take place during a given execution)1.
∀p ∈ Γ,∀j ∈ N,∃i ∈ J1; |Γ|K,∃q ∈ Γ, I[i · j] = (p, q).
Intuitively, the last equation means that each agent initiates one, and only one, gossip
exchange during a round. In fact, as no such notion of time exists in basic population
protocols, in this equation, we split the sequence of interactions in blocks of size |Γ|,
in which every node is an initiator exactly once (i.e. appears on the first entry of the
pair).
4.2 Equivalence between community protocols and NGP
Along the same lines, we prove here the following theorem in order to prove the equiv-
alence between community and NGP gossip protocols. In fact, we show in the proof
of lemma 6 that it is possible to simulate the periodicity of protocols from syncNGP
using a protocol from asyncNGP (these two classes are then equivalent).
Theorem 4 A predicate is computable by a community protocol if and only if it can be
computed by a non-anonymous gossip-based protocol (NGP).
Proof. As Theorem 1, the proof of Theorem 4 is directly infered from the statements of Lem-
mas 5 and 6, which show respectively both implications of this equivalence. ⊓⊔
Consider the first implication of this theorem. Inspired from the equivalence be-
tween basic population protocols and asyncAGP, the following theorem is almost triv-
ial.
Lemma 5 For each f computable by a community protocol, there exists a NGP proto-
col which compute f .
Proof. The only difference between a basic population protocol and a community protocol
consists in the definition of the set of states (i.e. Q = B × Ud) and the two constraints on
the state’s identifier part (i.e. the part belonging to Ud cannot be used freely). Then, due to
Theorem 2 and its sketch of proof, the protocol from NGP has to be designed to simulate a
given community protocol C. Then, we can still consider the function selectPeer as a black box
which provides a fair scheduler. In other hand, functions DataExchange and DataProcessing are
defined respectively on the domain DS = B ×Ud (instead of B in the anonymous gossip-based
version) and DS ×DE .
This does not violate the definition of NGP as the additional information used here only
depends on the presence of unique identifier on agents, which is a mandatory assumption in non
anonymous gossip-based protocols. ⊓⊔
Finally, let now show the opposite of Lemma 5, corresponding to the second part
of Theorem 4.
Lemma 6 For each f computable by a NGP protocol, there exists a community proto-
col which compute f .
Proof. Let G the given protocol from NGP. Thus, each peer in the system is aware of its unique
identifier. Consider the following community protocol C.
Preliminary assumptions on C: We assume that, in the community protocol used on C,
agents are uniquely identified, and a unique agent is assigned a specific identifier idL. This
agent is considered as the leader by all other agents. In this specific community protocol, we
assume that this leader is aware of the size of the system2 (denoted n in the sequel). In other
1The notation Jx; yK represents the set including all integer between x and y, i.e. Jx; yK = {i ∈ N|x ≤
i ≤ y}.
2This assumption is only expected for the synchronisation barrier. It can be relaxed using the probabilistic
clock phase mechanism proposed for population protocols in [2].
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words, the view of a peer is modeled as the set of d − 1 identifiers in the community protocol
model (one space of the d-tuple in Ud is set aside for storing its own identifier).
Summary of agent state requirement: In addition of the gossip peer state in DS , each
agent maintains:
• a binary variable gcparity to memorize the current gossip cycle arity;
• a ternary variable gcprogress storing the gossip state of an agent at the corresponding cycle.
gcprogress can only take one of the three following values: (i) todo if the active thread has
not been run yet during the current gossip cycle, (ii) done if it has been run or (iii) wait
representing the inter-cycle state, as explained below (i.e. the agent waits to pass across
the synchronization barrier);
• an agent’s identifier variable idnext, which stores the identifier of the next agent to gossip
with;
• and besides, the leader agent L maintains a counter gccount used in the synchronization
cycle process.
To make a long story short, the set of agent states is defined as
Q = DS × {true, false} × {todo, done, wait} × U × J1; nK × U
d
i.e. the Cartesian product between (i) the domain of the function DataProcessing (to represent the
gossip peer state), (ii) the domain of gcparity, (iii) the domain of gcprogress, (iv) the identifier set U
for idnext, (v) the domain of gccount and finally (vi) Ud for the view of the agent. At initialization,
each agent sets gcparity to false, gcprogress to todo and idnext to idL. Moreover, gccount is set to 0
for the leader agent L.
Simulating a gossip cycle in C: We now describe the behavior of an agent during a gossip
cycle, according to its gcprogress value. In the case that gcprogress = todo, the corresponding
agent has not run its active thread for the given gossip round. Then, it waits to meet its next
gossip partner, corresponding to the identifier stored in idnext. For each interaction (id1, id2),
the agent corresponding to id1 verifies if gcprogress = todo. If this is the case, it checks if id2 =
idnext. Only in that case, id1 and id2 run respectively DataProcessing(q1,DataExchange(q2))
and DataProcessing(q2,DataExchange(q1)) (where q1 and q2 represents respectively the state
of these agents). All the possible transitions are included in DG introduced in the proof of
Theorem 3. At the end of this interaction, id1 and id2 have updated their own state according
to the previous one (qi) and the remote one (DataExchange(qj)). Finally, id1 sets gcprogress to
done. In other words, each agent waits until it encounters the agent with the identifier stored in
idnext to gossip with.
How to simulate the T periodicity: In order to simulate the cycle in the context of commu-
nity protocol, the T time slot can be simulated through a synchronization barrier. In the rest of
this proof, we present how to establish such a barrier and how to assign agents to gossip cycles.
So, we introduce the behavior of agents in case that gcprogress 6= todo.
Consider an agent id. After its own active gossip, id becomes in done gossip state. In this
state, it only waits until it encounters the agent idL. During its next interaction with idL, id sets
its gcprogress to wait and idL increments gccount by 1. Thus, all agents eventually stabilized to the
wait state, and gccount eventually converges to n (the number of agents in the population). At
this point, all agents have reached the synchronization barrier.
After the barrier, idL enables all agents to begin the next gossip cycle as describe hereinafter.
It switches its own gcparity to its opposite value, gcprogress to the todo value, idnext to the returned
value of selectPeer and finally gccount to 0. At this point, each time an agent in the wait state
interacts with an agent owning the opposite value of gcparity, will falls into the next cycle by
switching gcparity, and setting gcprogress and idnext respectively to the todo value and the returned
value of selectPeer. Then, alll agents eventually leave the wait state of the last cycle, and are
ready for their next gossip exchange.
In conclusion, if G computes the function f , then the community protocol C simulates the
behavior of G and also computes the function f . ⊓⊔
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The last step of this proof let us show that a protocol from NGP in an asynchronous
environment is able to simulate a syncNGP. It is obvious that asyncNGP ≺ syncNGP
(for the same reason that in AGP). Thus, we can conclude that asyncNGP ∼= syncNGP,
and consequently, that community protocols are equivalent to all protocols from NGP
(asyncNGP ∪ syncNGP). We then have proved all the claims presented in Figure 1.
4.3 A great impact on both protocols
The equivalences above are of the utmost importance in the area of gossip-based pro-
tocols. They clearly define what can be computed with an anonymous gossip-based
protocol. They show that the functions of the Presburger arithmetic eventually con-
verge using a gossip-based protocol. They also prove that no other function can be
computed with such a protocol [1, 3]. This is a new and important result in the area
of gossip-based protocols. On the other hand, the empirical results on the convergence
times and practicality of the gossip-based protocols can be used to evaluate the effi-
ciency of population protocols.
Likewise, gossip-based protocols relying on a peer sampling service providing
peers, with a bounded set of identifiers, are equivalent to community protocols. This
can be used to achieve any computation of symmetric function from NSPACE(n log n)
(namely almost everything) and also to implement algorithms tolerating failures (and
not only benign ones).
These results can be leveraged for existing results as well as results to come in both
areas. In this section, we illustrate this claim by considering a gossip-based protocol
and considering it from the population protocol standpoint abd the other way around.
We also provide a main new result in Section 5 on the convergence speed of population
protocols.
Gossip-based majority computation A typical protocol considered in population
protocols is the majority predicate. Let consider two kinds of entities in the system
(say male and female, leader and follower dancers, sensors in alert and standard state,
etc..). Each agent represents exclusively one of the two kinds of entities. This protocol
output 1 if the initial configuration contains a strict majority of the second kind of
entities and 0 otherwise:
∀x ∈ {0, 1}+, f(x) =



1 if
∑
xi∈x
xi >
n
2
0 otherwise
As counting anonymous objects in a distributed way is impossible, the idea of the
protocol is to pair up entities of opposite kind and observe which entities remain un-
paired. We have Σ = {⊥0,⊥1} in which the first type of entities is represented by
⊥0 and the second one by ⊥1. We also have Y = {0, 1} and Q = {⊥0,⊥1, 0, 1}. ι
corresponds to the identity function and ω maps elements from {⊥0, 0} to 0 and ele-
ments from {⊥1, 1} to 1. δ contains the four following transitions: (⊥0,⊥1) 7→ (0, 0),
(⊥0, 1) 7→ (⊥0, 0), (⊥1, 0) 7→ (⊥1, 1), (0, 1) 7→ (0, 0). All other transitions are de-
fined to leave the pair of states unchanged. The first rule enables to eliminate all ⊥0 or
all ⊥1 values. The second and third rules ensure that eventually, all agents will output
the value corresponding to the last set of unpaired entities. The last rule ensures that
the system stabilizes to 0 in case of ties. The fairness rule ensures that the system will
stabilized to the correct value with probability 1.
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This protocol has not been considered so far in the gossip-based area. We show
here that we can parameterize a protocol from AGP to compute the majority in a wired
setting in a fully decentralized manner.
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Figure 2: System evolution according to the
majority synchronous gossip-based proto-
col’s progression.
The state qi of a peer i is an element
of Q. Each peer in the system owns an
input value in Σ = {⊥0,⊥1}, and exe-
cutes Algorithm 1 parameterized as fol-
low.
– selectPeer returns a random sam-
ple;
– dataExchanged = qi;
– dataProcessing follows the δ
rules. Given two peers in state q1 and
q2, and (q1, q2) 7→ (q′1, q
′
2) ∈ δ: the new
state of the active peer becomes q′1, and
the one of the passive peer q′2.
Following the dataProcessing func-
tion, the configuration of the system
evolves according to the same behavior than the aforementioned population protocol.
This example shows that a gossip-based majority computation can be implemented.
In order to leverage the practical flavor of gossip-based protocols, we have simu-
lated an execution of this gossip protocol under several initial distributions of inputs.
We have considered the random peer sampling service (RPS) proposed in [29], associ-
ated to a synchronous communication channel. Figure 2 depicts the system evolution
according to the gossip progress. For each end of gossip cycle, the number of nodes
owning the correct output is represented. For input distributions has been used: (i) 90
% of nodes (ii) 66 % of nodes (iii) 50 % of nodes and then, (iv) 33 % of nodes with the
input value ⊥0 (and a fortiori the others are initialized to ⊥1).
We observe that only 5 gossip cycles are required to converge from the distribution
i. The lower the proportion of nodes initialized to ⊥0, the higher the number of cycle
required to converge (11 for distribution ii and 4185 for iii). Finally, in case of strict
majority of nodes initialized to ⊥1, the protocol requires a large convergence time.
This side-effect is a consequence of the fourth rule of δ (i.e. (0, 1) → (0, 0)), which
helps to converge in the three first cases, but clearly hampers the convergence time in
case iv. Should the PS avoid the use of this rule as much as possible, the convergence
time would no impacted that much. Yet, a random peer sampling does not provide suc
a control.
Converting the majority population protocol in a gossip protocol, apart from pro-
viding such an algorithm for a wired setting, enables to study the convergence time
of such a protocol fro various distributions of inputs. These empirical results can be
immediately transferred to the population protocols and mobile settings.
On the convergence of gossip-based slicing Conversely, we model a gossip-based
slicing algorithm as a basic population protocol to formally prove the convergence of
such an algorithm. The gossip-based slicing protocol defined in [20] sorts the peers in a
large-scale system according to peers attribute values. The algorithm works as follow:
each peer in the system is characterized by an attribute value x picked in an ordered
set X (this attribute may reflect its storage capacity or bandwidth for example). As the
size of state set is several order of magnitude higher than n, the size of the network, it
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is quite impossible for a peer to assess its position in the list of peers sorted by their
attribute value. Each node generates an uniform random number r from a fixed interval,
and subsequently the set of these random number are sorted along the attributes values
using the gossip-protocol presented below. Then, as they are picked uniformly in a
fixed interval, peers get an estimate of their position in the system according to this
random value. Eventually the order of the random value matches the attribute values
so that a peer with a random value greater than 0.9 knows that it belongs to the 10%
best nodes according to that attribute. The algorithm works as follows. Upon gossip,
if there is a mismatch between the order of attribute values and random numbers, the
peers exchanged their random values. Eventually the ordering of the random values
and attribute values match for any pair of peers. Therefore, a peer is able to assess its
position: for instance a peer holding a random value of 0.9 knows that its belong to the
10% of peers with the highest attribute.
The corresponding gossip protocol is parameterized as follows.
• selectPeer returns a random sample;
• dataExchanged returns the random value and the attribute value;
• dataProcessing if (xp − xq) · (rp − rq) < 0 (i.e. the random values are not
well-ordered according to the attribute values), it sends to q its pair (xp, rp) in
order that q updates its r, and finally sets rp to rq.
The simplest version of this protocol that we presented above is an anonymous gos-
sip protocol and can be modeled as a basic population protocol: the transition function
δ : (X ×R)2 → (X ×R)2 such that:
((x1, r1), (x2, r2)) 7→
{
((x1,min(r1, r2)), (x2,max(r1, r2))) si x1 < x2
((x1,max(r1, r2)), (x2,min(r1, r2))) sinon.
This enables to establish the eventually convergence of the slicing protocol, presented
in [20]. This version takes extremely long time to converge, as interactions are fully
random. The convergence can be greatly improved by exploiting at each gossip in-
teraction, the local view of each peer. Interestingly enough, the seminal version of
the protocol exploits this as peers exchange their local view in order to maximize the
chance to find a suitable candidate to swap and therefore speed up the convergence
time. This version should then be modeled as a community protocol. Due to the lack
of space, we cannot expand the example. Yet, it is interesting to note that the differ-
ence between an anonymous or non-anonymous (population versus community) does
not affect the convergence as such but has a huge impact on the convergence time.
5 Distribution of interactions versus convergence time
5.1 Uniform distribution is best in population protocols
The mobility patterns of agents are commonly known to have a significant impact on
the convergence speed in mobile systems [16]. We observed empirically in [10] that
mobility patterns have a significant impact on the time required for an algorithm to
converge. We observed that a uniform distribution of interactions consistently out-
performs any other distribution. Yet, this is an issue that is usually not considered in
population protocols. In this section, we study further the impact of mobility patterns
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on the convergence time of population protocol. More precisely, we show that the uni-
form distribution of interactions is optimal i.e. regardless of the population protocol, a
uniform distribution of interactions always achieves the best convergence speed 3.
Theorem 7 For any function computable by a population protocol, the best mean con-
vergence speed is obtained using a uniform randomization of interactions.
Sketch of proof. Let begin with on overview of this proof. Roughly speaking, we (1)
model formally the fair scheduler and (2) represent the population configuration evolution using
Markov chains. Then, using the characterization of population protocols introduced in Sec-
tion 4.3, we (3) extract an equation of the stabilization mean hitting time (the average number of
interactions required to reach the stabilized configuration). Finally, as this mean hitting time is a
polynomial for any population protocol, we (4) prove that this mean hitting time accepts a lower
bound for a uniform distribution of interactions.
Probabilistic extension of the model (Step 1 and 2): To model the scheduler, we augment
the interaction graph by assigning probability values on edges. More formally, for all pairs of
agents (i, j) in Λ, the edge between i and j is labelled pi,j ∈]0, 1[. Without loss of generality,
we assume that
P
(i,j)∈Λ pi,j = 1. Therefore the next pair of agents chosen for an interaction is
picked in the graph according to the corresponding probability. This scheduling behavior leads
to a memoryless process and is fair. The evolution of the system configurations is represented
using the Markov chain model.
On the polynomial convergence (Step 3): we show that the class of the functions com-
putable by population protocols is equivalent to the ones expressible in the Presburger arithmetic.
Based on this characterization, we extract that any Markov chain representing a population pro-
tocol is almost-linear (i.e. there exists some configurations in which it is impossible to come
back in a previous configuration). By analyzing the structural shape of these Markov chains, we
prove that any transition in those chains is a linear application on the set of pi,j . From the two
last outcomes of the Markov chain structure, we can infer that the average number of interactions
required to reach the stationary configuration is a polynomial on the pi,j .
On the lower bound characterization (Step 4): To find the optimal distribution of pi,j
probabilities in the interaction graph, we look for a minimization of the aforementioned polyno-
mial. As a polynomial is a continuous and derivable function, it admits minima in an open set
and its derivate is null at this point. By the Lagrangian principle, the minima of this polynomial
corresponds to the minima of
P
(i,j)∈Λ pi,j . Now, this is reached for the equidistributed pi,j
probabilities (i.e. for all pair of agents, the probability to be chosen by the scheduler is the same
than any others).
So, the minimum mean hitting time corresponds to the uniform distribution of interactions
in any PP. ⊓⊔
From this theorem, we can conclude that, for any population protocol, it is impos-
sible to have a mean convergence speed better than the one obtained using a totally
random interaction graph.
5.2 Random gossip-based peer sampling is optimal wrt convergence
time
Following the spirit of the paper, we leverage the above result, obtained in the context
of population protocols in order to draw some conclusion in the context of gossip-based
protocols. The previous result shows that the uniform distribution of interactions leads
to the best possible convergence time in population protocols. This means that in order
to obtain an optimal convergence time with an anonymous gossip-based protocol, the
3Due to space constraints, we cannot insert a complete formal proof in this paper, which is fully available
in [10].
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underlying peer sampling, the black box feeding such a protocol, should implement
such a uniform random distribution. It has been shown through extensive simulations
and evaluations in [22] that random-like graph topologies could be achieved with a
gossip-based peer sampling service. More recently, Bortnikov et al. proposed a gossip-
based algorithm [8] providing an uniform sample to each participating node over time
and proved uniformly random.
Thus as a gossip-based peer sampling service is able to provide a uniform random
sample, such a peer sampling is optimal for any anonymous gossip-based protocol with
respect to convergence time. Quantifying theoretically the differences in convergence
times between such a random peer sampling protocol or a biased one remains an open
issue.
Finally, we can compare this outcome with previous results proposed on the con-
vergence of gossip-based protocols. In [21], authors argue that the uniform sample is
not the optimal pair scheduler for average computation. In fact, that can be considered
as a counter-example of our outcomes. In reality, they explain this result by the fact that
the uniform sampling relaxes the periodicity condition, as we introduced above with
the remark at the end of Section 4.1. Then, this result opens some new challenging
questions: we ever know that the periodicity augments the power of the model, but it
has also a significant impact on the convergence.
6 Conclusion and future works
The main contribution of this paper is to establish a correlation between population
and gossip-based protocols. This parallel between two worlds explored so far indepen-
dently offers several extremely interesting outcomes. First it enables to provide a first
classification of gossip-based protocols, a theoretical framework for such protocols, al-
lowing to specify in a formal way what can and cannot be computed by a gossip-based
protocol depending on the nature of the underlying peer sampling. If a gossip-based
protocol relies on a peer sampling oblivious to identifiers, it is equivalent to a popula-
tion protocol. If the peer sampling is identifier-aware, a gossip protocol is equivalent
to a community protocol. For example, it is now clear that the multiplication, which
does not belong to the Presburger arithmetic, cannot be achieved by an anonymous
gossip-based protocol.
Conversely, this equivalence enables to leverage the properties obtained empiri-
cally on gossip-based protocols with respect to scalability, practicality and speed of
convergence and apply them to population protocols. Apart from exploiting the al-
ready known results, this opens the door to leverage any new result in one of these
two areas as our case studies demonstrate. We also provide an original result on the
speed of convergence of population protocol in this paper. We show that the uniform
scheduler is optimal as far as the speed of convergence is concerned. This result can
be immediately applied to gossip-based protocols. This is extremely useful as we can
conclude that the random peer sampling [22] is the optimal peer sampling service for
any gossip-based computations.
Part of the future work is to explore further the classes of population protocol to re-
fine our classification of gossip-based protocols. Quantifying formally the convergence
times of such protocols also remains an open issue.
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