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Abstract
We introduce a theoretical and computational framework to use discrete Morse theory as
an efficient preprocessing in order to compute zigzag persistent homology.
From a zigzag filtration of complexes (Xi), we introduce a zigzag Morse filtration whose
complexes (Ai) are Morse reductions of the original complexes (Xi), and we prove that they
both have same persistent homology. This zigzag Morse filtration generalizes the filtered Morse
complex of Mischaikow and Nanda [34], defined for standard persistence.
The maps in the zigzag Morse filtration are forward and backward inclusions, as is standard
in zigzag persistence, as well as a new type of map inducing non trivial changes in the boundary
operator of the Morse complex. We study in details this last map, and design algorithms
to compute the update both at the complex level and at the homology matrix level when
computing zigzag persistence. We deduce an algorithm to compute the zigzag persistence of
a filtration that depends mostly on the number of critical cells of the complexes, and show
experimentally that it performs better in practice.
1 Introduction
Persistent homology is an algebraic method that permits to characterize the evolution of the
topology of a changing space. The theory has found many applications, especially in data analysis
where it has been successfully applied to material science [28], shape classification [8, 12], or
clustering [11, 14]. More specifically, persistent homology studies the topology of filtrations, i.e.,
growing sequences of spaces Xi:
X1
⊆ // X2
⊆ // · · ·
⊆ // Xn−1
⊆ // Xn (1)
Applying a homology functor, for a coefficient field F, to a filtration leads to a sequence of vector
spaces — the homology groups H(Xi,F) — connected by maps induced by the inclusions, known
as a persistence module:
H(X1,F) // H(X2,F) // · · · // H(Xn−1,F) // H(Xn,F) (2)
Computing the persistent homology of a filtration (1) consists of computing the isomorphism type,
known as the interval decomposition, of its corresponding persistence module (2).
The success of persistent homology relies on sound theoretical foundations [23, 24, 38], favor-
able stability properties [5, 13, 17], and fast algorithms, both theoretically [16, 18, 21, 33] and
experimentally [2, 3, 7, 15], to compute the interval decomposition of an input filtration. This last
effort towards better implementations has led to dramatic improvements of running times in prac-
tice, and the emergence of efficient software libraries in the field, such as Dionysus [35], DIPHA [4],
GUDHI [30], and Ripser [1].
Another approach to fast computation consists of preprocessing the input filtration (1) in order
to drastically reduce the size of the domains Xi, while preserving the interval decomposition of the
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persistence module (2). This approach has the double advantage of reducing both time and memory
complexity. This goal has successfully been reached by the use of discrete Morse theory [22, 25, 34]
(see also [19, 26]), and led to the implementation of the efficient software Perseus [36].
Zigzag persistent homology is a generalization of persistent homology that allows the mea-
surement and tracking of the topology of spaces that both grow and shrink, known as a zigzag
filtration:
X1
⊆ // X2 oo
⊇
· · ·
⊆ // Xn−1 oo
⊇
Xn (3)
which gives a zigzag module, also admitting an interval decomposition:
H(X1,F) // H(X2,F) oo · · · // H(Xn−1,F) oo H(Xn,F) (4)
The theory of zigzag persistence was introduced in [9], and theoretical [33] and practical [10, 32]
algorithms have been introduced to compute it. Zigzag persistence has great applicative potential,
considering it provably produces better topological information in topology inference [37], while
maintaining the homology of smaller spaces Xi thanks to deletions of faces, and more generally
allows a finer approach to data analysis, such as density estimation and topological bootstrap-
ping [9].
However, computing zigzag persistence is more intricate that computing persistent homology,
essentially due to the fact that the full sequence of insertions and deletions of faces is unknown,
which requires the maintenance and update of heavier data structures. As a consequence, none of
the optimizations of persistence algorithms mentioned above adapt to the zigzag case. The rela-
tively poor performance of zigzag persistence implementations, compared with persistent homology
ones, is a major hindrance to its practical use.
Contributions. In the spirit of [34], we introduce a preprocessing reduction of a zigzag fil-
tration (3) based on discrete Morse theory [25]. After introducing the necessary background in
Section 2, we introduce in Section 3 a zigzag Morse filtration that generalizes the filtered Morse
complex [34] of standard persistence, and we prove that it has same persistent homology as the
input zigzag filtration. Because of removal of cells not agreeing with the Morse decomposition, the
zigzag Morse filtration contains chain maps that are not inclusions. We study the effect of those
maps on the boundary operator of the Morse complex in Section 4, and design a persistence algo-
rithm for zigzag Morse complexes in Section 5, taking this new chain map into account. Finally,
we study the experimental performance of the zigzag persistence algorithm for Morse complexes
in Section 6.
2 Background
Quiver theory. Throughout this article, we fix a field (F,+, ·). An An-type quiver Q is a directed
graph:
•1 oo // •2 oo // · · · oo // •n−1 oo // •n
where, by convention in this article, bidirectional arrows are either forward or backward.
An F-representation of Q is an assignment of a finite dimensional F-vector space Vi for every
node •i and an assignment of a linear map fi : Vi ↔ Vi+1 for every arrow •i ↔ •i+1, the orientation
of the map being the same as that of the arrow. We denote such a representation by V = (Vi, fi).
In computational topology, an F-representation of an An-type quiver is called a zigzag module.
Vi oo
fi //
φi

Vi+1
φi+1

Wi oo
gi // Wi+1
Let V = (Vi, fi) and W = (Wi, gi) be two F-representations of a same
quiver Q. A morphism of representations φ : V → W is a set of linear
maps {φi : Vi → Wi}i=1...n such that the diagram on the right commutes
for every arrow of Q. The morphism is called an isomorphism (denoted by
∼=) if every φi is bijective.
The direct sum of two F-representations V = (Vi, fi), W = (Wi, gi), denoted by V⊕W, is the
representation of Q with space Vi⊕Wi for every node •i, and with map fi⊕ gi =
(
fi 0
0 gi
)
for every
arrow •i ↔ •i+1. An F-representation V is decomposable if it can be written as the direct sum of
two non-trivial representations. It is otherwise said to be indecomposable.
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Finally, for any 1 ≤ b ≤ d ≤ n, define the interval representation I[b; d] as follows:
0 oo
0 // · · · oo
0 // 0 oo
0 // F oo
1 // · · · oo
1 // F oo
0 // 0 oo
0 // · · · oo
0 // 0︸ ︷︷ ︸
[1;b−1]
︸ ︷︷ ︸
[b;d]
︸ ︷︷ ︸
[d+1;n]
where the maps 0 and 1 stand respectively for the null map and the identity map.
Theorem 1 states that every representation of an An-type quiver can be decomposed into
interval representations, which are the indecomposables for that quiver:
Theorem 1 (Krull-Remak-Schmidt, Gabriel). Every F-representation V of an An-type quiver
can be decomposed as a direct sum of indecomposables: V ∼= V1 ⊕ V2 ⊕ · · · ⊕ VN , where each
indecomposable Vj is isomorphic to some interval representation I[bj ; dj ]. This decomposition is
unique up to permutation of the indecomposables.
In computational topology, such algebraic decomposition of a zigzag module is called an interval
decomposition.
Complexes and homology. We refer the reader to [29] for an introduction to general abstract
complexes and their homology, and to [23] for an introduction to persistent homology.
An abstract complex over a principal ideal domain R is a graded finite collection X =
⊔
d∈ZXd
of elements, called cells or faces, together with an incidence function [· : ·]X : X ×X → R. The
dimension of a cell σ ∈ Xd is dimσ = d. The incidence function satisfies, for any cells σ, τ , and µ:
[σ : τ ]
X 6= 0⇒ dim σ = dim τ + 1, and
∑
τ∈X
[σ : τ ]
X · [τ : µ]X = 0
If [σ : τ ]X 6= 0, we call τ a facet of σ, and σ a cofacet of τ . If a cell has no cofacet, it is called
maximal.
Standard examples of complexes are simplicial complexes and cubical complexes, with an ori-
entation fixed on their cells. In this case, the principal ideal domain R is the ring of integers Z,
and incidence function takes values in {−1, 0, 1} ⊂ Z. In this work, we consider general complexes
because they appear under the form of Morse complexes, defined later.
For a field of coefficients F, we associate to a complex (X, [· : ·]X) a chain complex C(X,F) =⊕
dCd(X,F), where Cd(X,F) is the F-vector space freely generated by the d-dimensional cells Xd
of X . For every dimension d, the boundary operator ∂Xd : Cd(X)→ Cd−1(X) is generated by:
∂Xd σ =
∑
τ∈Xd−1
[σ : τ ]X · τ
The d-cycles and d-boundaries are respectively Zd(X,F) = ker∂
X
d and Bd(X,F) = im ∂d+1, and
the dth homology group is the quotient
Hd(X,F) =
Zd(X,F)upslopeBd(X,F)
In order to simplify notations, we fix the field F for the rest of the article, and remove it from
notations. To put emphasis on the boundary operator, we denote a complex by (X, ∂), where
∂ : C(X)→ C(X) is ∂ = ⊕d ∂Xd . We avoid the superscript ∂
X when possible.
We denote by 〈·, ·〉 : C(X)×C(X)→ F the inner product on C(X) making the canonical basis
of cells {σ}σ∈X orthonormal. In particular, 〈∂σ, τ〉 = [σ : τ ]
X
in (X, ∂). For a chain c ∈ C(X), we
say that c contains a cell σ, and write σ ∈ c, if 〈c, σ〉 6= 0.
Definition 1. Let X and X ′ be two complexes ; X is included in X ′ if X ⊆ X ′ as sets of cells,
and [· : ·]X
′
∣∣∣
X
= [· : ·]X . We also denote the inclusion of complexes by X ⊆ X ′.
A standard filtration is a collection of complexes with inclusion relation as pictured in Dia-
gram (1). A zigzag filtration is a collection of complexes with inclusion relations, as pictured in
Diagram (3).
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Finally, a chain map ψ : C(X)→ C(X ′) is a map that commutes with the boundary operators
of X and X ′. It induces a morphism ψ∗ : H(X)→ H(X ′) of homology groups.
Notations 1. Let X,X ′, Y, Y ′ be complexes, such that X ⊆ X ′ and Y ⊆
Y ′, and let φ : C(X) → C(Y ) and φ′ : C(X ′) → C(Y ′) be chain maps.
If the square on the right commutes, we allow ourselves to use the same
notation φ for both φ and φ′, when there is no ambiguity on their domain
and codomain.
C(X)
⊆ //
φ

C(X ′)
φ′
C(Y ) oo
⊆ // C(Y ′)
Discrete Morse theory. We refer the reader to [25] for an introduction to discrete Morse theory,
and to [34] for its application in persistent homology. We follow the general presentation of [34].
The incidence function of a complex induces a face partial ordering < on X by taking the
transitive closure of the relation ≺ defined by
τ ≺ σ iff [σ : τ ]X 6= 0
A partial matching of X is a partition X = A ⊔ Q ⊔ K of the cells of the complex, together with
a bijective pairing Q ↔ K, such that if (τ, σ) ∈ Q × K are paired, then dimσ = dim τ + 1, and
[σ : τ ]
X 6= 0 is a unit in R (e.g., 1 or −1 if R = Z). We call such pair of cells a Morse pair. We
denote the bijection ω : Q → K, such that Morse pairs are of the form (τ, ω(τ)).
Call H the oriented Hasse diagram of (X,<) where arrows are oriented downwards (i.e., from
higher to lower dimensions), except for the arrows between cells of Morse pairs (τ, σ) ∈ Q × K,
oriented upwards. A gradient path between a d+ 1-dimensional cell ν and a d- dimensional cell µ
is a directed path in H from ν to µ alternating between d and d+ 1-dimensional cells 1.
A Morse matching is a partial matching where all gradient paths are acyclic. We denote a
Morse matching with a partition A ⊔ Q ⊔ K and pairing ω : Q → K by (A,Q,K, ω). Note that a
Morse matching can also be defined on a subset Σ of cells of a complex X .
Every gradient path γ is consequently of the form
γ = ν ω(τ1) ω(τ2) . . . ω(τr) dim d+ 1
τ1
((
◗◗◗◗◗
55❥❥❥❥❥
τ2
))
❚❚❚❚❚
33❤❤❤❤ τr
++❲❲❲❲
55❥❥❥❥❥
µ))
❙❙❙❙❙
dim d
(5)
We denote by Γ(ν, µ) the set of all distinct gradient paths from ν to µ, and we define for every
path γ (with the notations of Diagram (5)) its multiplicity m(γ)
m(γ) := [ν : τ1]
X · (−1)r ·
r∏
i=1
(
[ω(τi) : τi]
X
)−1
·
r−1∏
i=1
[ω(τi) : τi+1]
X · [ω(τr) : µ]
X
and m(γ) = [ν : µ]
X
for the one-edge path γ = (ν, µ), if it exists. In other words, the multiplicity is
the product of incidences for downward arrows, times the product of minus the inverse of incidences
for upward arrows in the path.
Given a complex X and a Morse matching (A,Q,K, ω), the Morse complex (A, ∂A) associated
to the matching is the complex based on the cells of A, called the critical cells, with incidence
function [· : ·]A : A×A → R defined, for two critical cells ν, µ ∈ A, by
[ν : µ]A :=
∑
γ∈Γ(ν,µ)
m(γ)
The dimension of a critical cell σ in A is the same as the dimension of σ in the original complex
X . We denote the set of d-dimensional cells of A by Ad. As a complex, the boundary operator of
A is defined, for σ ∈ Ad a critical cell of dimension d, by
∂Ad : Ad → Ad−1 such that ∂
A
d τ =
∑
µ∈Ad−1
[ν : µ]A · µ
1Note that our definition differs from the original reference [25], where gradient paths connect cells of same
dimension.
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By a small abuse of notation, we refer to X and A as chain complexes and write H(X) and
H(A) for their homology, provided there is no ambiguity in the definition of their incidence function
and boundary maps.
We finally have the fundamental theorem of discrete Morse theory,
Theorem 2 (Forman [25]). A complex (X, ∂X) and its Morse complex (A, ∂A), for a Morse
matching (A,Q,K, ω) of X, have isomorphic homology groups.
Persistent homology and discrete Morse theory. We refer the reader to [34] for the study
of the (standard) persistent homology of discrete Morse complexes.
As mentioned in the introduction, persistent homology is the study of persistent modules in-
duced by filtrations. Let X1 ⊆ . . . ⊆ Xn be a filtration of complexes. A standard Morse filtration
(called filtered Morse complex in [34]) for this filtration is a collection of Morse matching (Ai,Qi,
Ki, ωi)i=1...n for each Xi, satisfying
Ai ⊆ Ai+1, Qi ⊆ Qi+1, Ki ⊆ Ki+1, ωi+1
∣∣
Qi
= ωi, ∂
Ai+1
∣∣
Ai
= ∂Ai (6)
A filtered Morse complex consequently forms a standard filtration (Definition 1), with successive
inclusions of complexes. It induces naturally a persistence module
H(A1,F) // H(A2,F) // · · · // H(An−1,F) // H(An,F)
Forman’s isomorphism between homology groups of complexes and Morse complexes extends
to persistent homology groups within this framework. Specifically,
Theorem 3 (Forman [25], Mischaikow and Nanda [34]). Let (Ai,Qi,Ki, ωi)i=1...n be a standard
Morse filtration for a filtration X1 ⊆ . . . ⊆ Xn. There exist collections of chain maps (ψi : C(Xi)→
C(Ai))i=1...n and (ϕi : C(Ai)→ C(Xi))i=1...n for which the following diagrams commute for every
i
C(Xi)
⊆ //
ψi

C(Xi+1)
ψi+1

C(Ai)
⊆ // C(Ai+1)
C(Xi)
⊆ //
OO
ϕi
C(Xi+1)OO
ϕi+1
C(Ai)
⊆ // C(Ai+1)
and ϕi and ψi induce isomorphisms at the homology level, that are inverses of each other. Conse-
quently, these maps induce isomorphisms between the persistent modules of the filtration and the
Morse filtration.
Without expressing them explicitly, we use the following properties of the map ψ (see [34] for
explicit formulations). First,
Properties 1. Let X be a complex with a Morse matching (A,Q,K, ω). The chain map ψ :
C(X)→ C(A) can be expressed as the composition of elementary chain maps over all Morse pairs
(τ, σ), taken in an arbitrary order,
ψ =
∏
(τ,σ), s.t. σ=ω(τ)
ψτ,σ
where ψτ,σ : C(X
′)→ C(X ′ \ {τ, σ}) is defined on a “partially reduced” complex X ′ to X ′ \ {τ, σ},
with incidence functions induced by the partial matching. More specifically, X ′ is a Morse complex
of X for a matching (A′,Q′,K′, ω′), such that Q′ ⊆ Q, K′ ⊆ K, and the restriction of ω to Q′ is
equal to ω′. The complex X′ \ {τ, σ} is the Morse complex of X with one more Morse pair (τ, σ).
The set of Morse pairs already considered in Q′ ×K′ is dependent of the order in which the maps
are composed.
The map ψτ,σ satisfies:
(1) ψτ,σ(σ) = 0,
(2) ψτ,σ(τ) is a linear combination of facets of σ in X
′, and
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(3) ψτ,σ(µ) = µ for all µ 6= σ, τ .
Similarly, the map ϕ : C(A)→ C(X) can be decomposed into
ϕ =
∏
(τ,σ), s.t. σ=ω(τ)
ϕτ,σ
such that ϕτ,σ : C(X
′ \ {τ, σ}) → C(X ′) and ψτ,σ : C(X ′) → C(X ′ \ {τ, σ}) induce isomorphisms
at the homology level, that are inverse of each other (defined on the appropriate domain and
codomain).
Zigzag persistence algorithms. There are currently two practical2 approaches to compute
zigzag persistent homology [9, 10, 32]. They both can be formulated in a unified framework [31].
Given an input zigzag filtration:
X1
⊆ // X2 oo
⊇
· · ·
⊆ // Xn−1 oo
⊇
Xn , (7)
both algorithms are iterative and maintain. At step i of the computation, they maintain a homology
basis of H(Xi) that is compatible with the interval decomposition of the zigzag module associated
to a zigzag filtration of the form
X1 X2//oo oo // · · · Xi//oo X ′i+1//oo · · ·//oo X
′
i+m−1
//oo oo // X ′i+m , (8)
The first i complexes and i− 1 maps in (7) and (8) are identical, and the remaining complexes and
maps of (8) are algorithm dependent. Both algorithms consists of updating the homology basis
in order to maintain its compatibility when operating the following local transformations of the
zigzag filtration/module in sequence
X ∪ {σ}
↔ X
1
,,❩❩❩❩❩❩
❩
σ 22❡❡❡❡❡
X ↔
1
rr❞❞❞❞❞❞❞
σll❨❨❨❨❨
X
(9)
X ∪ {σ}
↔ X ll
1
❩❩❩
❩❩❩
❩
rr σ ❡❡❡❡❡
X ↔22
1
❞❞❞
❞❞❞
❞
,,σ❨❨❨❨❨
X
(10)
X ∪ {τ}
↔ X ∪ {σ, τ}
rr σ ❞❞❞❞❞
ll
τ
❩❩❩❩
❩
X ↔
τll❳❳❳❳❳
σ
rr❢❢❢❢❢
X ∪ {σ}
(11)
where each arrow represents the insertion of a cell. These transformations are called reflection
diamonds for (9) and (10), and transposition diamond for (11), and their effect on the interval de-
composition of the zigzag module have been characterized for general zigzag filtrations of complexes
in [31, 32]. We give details on algorithm [32], that we use later in Section 5, in Appendix A.
3 Zigzag Morse filtration and persistent homology equiva-
lence
For a zigzag filtration of complexes F , we define a canonical zigzag filtrationM of Morse complexes
admitting the same persistent homology.
3.1 Zigzag Morse filtration
Without loss of generality, consider the zigzag filtration
F := (∅ =) X1
Σ1 // X2 oo
Σ2
· · ·
Σ2k−1 // X2k−1 oo
Σ2k
X2k (= ∅) (12)
where the Xi are complexes, X1 = X2k = ∅, and the ith arrow is an inclusion, either forward
(i odd) or backward (i even), where complexes Xi and Xi+1 differ by a set of cells Σi (possibly
empty). We decompose F further into atomic operations.
2 Putting aside [33], which is essentially of theoretical nature.
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Atomic operations. For each forward arrow •i // •i+1 , i odd, let (Ai,Qi,Ki, ωi) be a Morse
matching of the set of cells Σi.
Because Morse matchings are acyclic, there exists a total ordering of the cells of Σi, compatible
with the face partial ordering of Σi, such that paired cells in (Ai,Qi,Ki, ωi) are consecutive with
regard to that order. We can consequently decompose a forward inclusion X i ⊆ Xi+1 into a
sequence of inclusions of a single critical cell σ ∈ Ai, and of inclusions of a single Morse pair of
cells (τ, σ) ∈ Qi ×Ki, as induced by the Morse matching (Ai,Qi,Ki, ωi).
For every backward arrow •i oo •i+1 , i even, the Morse matchings (Aj ,Qj,Kj , ωj), for
smaller odd indices j < i, induce a Morse matching on the cells of Xi. By restriction, they
consequently induce a valid Morse matching on all cells of Σi, except on those cells σ ∈ Σi that
form a Morse pair (τ, σ), with τ /∈ Σi. We decompose backward arrows into a sequence of removals
of a single critical cell, of removals of a single pair of matched cells, and of removals of a non-critical
cell σ, without its paired cell τ /∈ Σi.
In summary, given an input filtration F as above, and the Morse matchings (Ai,Qi,Ki, ωi), we
defined an atomic zigzag filtration
F := (∅ =) X1 oo // X2 oo // · · · oo // Xn−1 oo // Xn (= ∅)
where all arrows are of the following types:
X oo
σ // X ′ (13) X oo
{τ,σ} // X ′ (14) X
1 // X oo
σ
X \ {σ} (15)
where Diagrams (13) and (14) are forward or backward insertions of a critical cell σ or a Morse
pair (τ, σ) of cells, respectively, and Diagram (15) is the removal of a cell σ from a Morse pair
(τ, σ), where the cell τ is not removed. The identity arrow in this last diagram is a technicality
that is clarified later. Naturally, one can recover the persistent homology of the zigzag filtration F
from the one of F , and we work with F for the rest of the article.
Morse filtration. Given a zigzag filtration F , Morse matchings (Ai,Qi,Ki, ωi), and an associ-
ated atomic filtration F as above, we define a zigzag filtration
M := (∅ =) A1 oo // A2 oo // · · · oo // An−1 oo // An (= ∅)
of Morse complexes (Ai, ∂Ai) of the complexes (Xi, ∂Xi) of F inductively. Note that, in the
following, the maps of the zigzag Morse filtration are not all inclusions ; in particular, the boundary
map ∂Ai of the Morse complex may evolve in a non trivial fashion, i.e., for a critical cell σ in both
Xi and Xi+1, in general ∂
Ai(σ) 6= ∂Ai+1(σ).
All X1, Xn,A1 and An are empty complexes. At the level of chain complexes, the Morse
filtration is constructed inductively for the insertion of a critical cell (Diagram (13)) and the
insertion of a Morse pair (Diagram (14)) as follows
C(X)
σ′ //
ψ

C(X ∪ {σ′})
ψ

C(A)
σ′ // C(A ∪ {σ′})
C(X)
{τ,σ}//
ψ

C(X ∪ {τ, σ})
ψτ,σ◦ψ
C(A)
1 // C(A)
(16)
where all horizontal arrows are inclusions of complexes, and in particular the boundary maps of A
and A ∪ {σ′} are equal when restricted to the cells of A. The removal of critical cells and Morse
pairs is symmetrical. The chain maps ψ and ψτ,σ are the ones of Theorem 3 and Properties 1, and
are used later.
For the removal of a non-critical cell σ without its paired cell τ (Diagram (15)), the Morse
filtration is constructed as follows
C(X)
1 //
ψτ,σ◦ψ 
C(X) oo
σ
ψ

C(X \ {σ})
ψ

C(A, ∂)
ϕτ,σ // C(A ∪ {τ, σ}, ∂′) oo
σ
C(A ∪ {τ}, ∂′′)
(17)
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where the boundary maps ∂ and ∂′ differ in a non trivial way, studied in Section 4, and ∂′′ is
equal to the restriction of ∂′ to the critical cells A∪{τ} (the right arrow is a backward inclusion of
complexes). The chain maps ψτ,σ and ϕτ,σ are the ones from Theorem 3, and ψ is the compositions
of all maps ψµ,ω(µ) over the Morse pairs (µ, ω(µ)) of the Morse matching of X , except the pair
(τ, σ).
Remark 1. The zigzag Morse filtration defined above is identical to the filtered Morse complex
of [34] in the case of standard persistence, and, in that sense, the former is a generalization of the
latter. The main novelty compare to the work of [34] is the operation pictured in Diagram (17),
which induces non trivial transformations in the Morse complex and the homology matrix, and
which we study in details in the following sections.
Note that a key point for the proofs of theorems in [34] is that filtered Morse complexes in
standard persistence satisfy (Ai, ∂) ⊂ (Ai+1, ∂). This fact also allows the standard persistent
homology algorithm [24, 38] to work directly for filtered Morse complexes. This property is not
satisfied by zigzag Morse filtrations, which explains why our approach is more atomic than the
one of [34] (see Section 3.2), and that we have to design a new homology matrix algorithm to
implement operation (17) (see Sections 4 and 5).
3.2 Isomorphism of zigzag modules
The following lemma is proved in [34] for standard persistent homology, and is a direct corollary
of Theorem 3.
Lemma 4. Let X be a complex and (A,Q,K, ω) a Morse complex obtained from X. Let σ′ be
a cell, and (τ, σ) a Morse pair, such that (A ∪ {σ′},Q,K) and (A,Q ∪ {τ},K ∪ {σ}) are valid
Morse complexes. Then there exist isomorphisms ψ∗ and (ψτ,σ)∗ such that the following diagrams
commute:
H(X)
σ′
∗ //
ψ∗ 
H(X ∪ {σ′})
ψ∗
H(A)
σ′
∗ // H(A ∪ {σ′})
H(X)
σ∗ ◦ τ∗//
ψ∗ 
H(X ∪ {τ, σ})
(ψτ,σ)∗◦ψ∗
H(A)
1 // H(A)
where σ′∗ and σ∗ ◦ τ∗ are the maps induced at homology level by the insertion of σ
′ and {τ, σ}
respectively. The maps ψ∗ and (ψτ,σ)∗ are the isomorphisms induced by chain maps ψ and ψτ,σ of
Morse theory (see Theorem 3).
We prove the following lemma, that is specific to the zigzag persistence case.
Lemma 5. Let X be a complex and (A,Q,K, ω) a Morse complex obtained from X. Let σ be a
maximal cell of X not in A, which therefore forms a Morse pair with a cell τ , [σ : τ ]X 6= 0. There
exist isomorphisms ψ∗, (ψτ,σ)∗, and (ϕτ,σ)∗ such that the following diagram commutes:
H(X)
1 //
(ψτ,σ)∗◦ψ∗ 
H(X) oo
σ∗
ψ∗
H(X \ {σ})
ψ∗
H(A)
(ϕτ,σ)∗// H(A∪ {τ, σ}) oo
σ∗
H(A∪ {τ})
where σ∗ is the map induced at homology level by the removal of σ. The maps ψ∗, (ψτ,σ)∗, and
(ϕτ,σ)∗ are the isomorphisms induced at homology level by, respectively, the chain maps ψ, ψτ,σ,
and ϕτ,σ of Morse theory (see Theorem 3).
Proof. Consider Diagram (17). By virtue of Lemma 4, the right square commutes. Because the
maps induced at homology level by ψτ,σ and ϕτ,σ are isomorphisms, inverse of each other (see
Theorem 3 and Properties 1), we get
(ϕτ,σ)∗ ◦ (ψτ,σ)∗ ◦ ψ∗ = ψ∗
and the left square commutes. By Theorem 3, the maps ψ, ψτ,σ, and ϕτ,σ are isomorphisms.
We conclude,
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Theorem 6. The zigzag filtrations F and M have same persistent homology.
Proof. Applying the homology functor to F and M, we get the zigzag modules
H(F) : H(X0) oo //
ψ0
∗
H(X1) oo //
ψ1
∗
· · · oo // H(Xm)
ψm∗
H(M) : H(A0) oo // H(A1) oo // · · · oo // H(Am)
where, by construction, everyAi is a Morse complex of Xi, and the ψi∗ are the isomorphism induced
by the chain map ψi : C(Xi)→ C(Ai), connecting a complex and its Morse reduction (Theorem 3).
By Lemmas 4 and 5, all squares commute and are compatible with each other, and the (ψi∗)
define an isomorphism of zigzag modules.
4 Boundary of the filtered Morse complex
Referring to Diagram (17), let X be a complex with incidence function [· : ·]X , together with a
Morse matching (A,Q,K, ω), giving and oriented Hasse diagramH for that matching, and a Morse
complex (A, ∂).
In this section, we study in details the evolution of the boundary operators in Morse complexes
under the evaluation of the map ϕτ,σ : (A, ∂)→ (A∪{τ, σ}, ∂′) from Diagram (17). Both complexes
are Morse complexes of the same X , whose matchings differ by exactly one pair (τ, σ), i.e., the
Morse partition of complex A∪ {σ, τ} is (A ∪ {σ, τ}) ⊔ (Q \ {τ}) ⊔ (K \ {σ}). We denote this last
complex by (A′, ∂′), with incidence function [· : ·]A
′
in the following.
We prove the following property of the boundary operator ∂′ of A′, where σ is maximal in X
(as in Diagram (17)), and consequently maximal in A∪ {τ, σ}.
Lemma 7. Let ν be a cell of the complex (A, ∂). Then, in the complex (A′, ∂′),
∂′(ν) = ∂(ν) +
(
[σ : τ ]X
)−1
[ν : τ ]A
′
· ∂′σ (18)
Proof. Let H and H′ be, respectively, the Hasse diagram of X induced by the Morse matching of
A and of A′. Because the matchings differ by a single Morse pair (τ, σ), H and H′ only differ by
the orientation of the edge τ ↔ σ.
For a critical cell ν ∈ A, we have
∂ν =
∑
µ∈A
γ∈Γ(ν,µ)
m(γ) · µ =
∑
µ∈A,
γ∈Γτ→σ(ν,µ)
m(γ) · µ
︸ ︷︷ ︸
(⋆)
+
∑
µ∈A,
γ∈Γτ9σ(ν,µ)
m(γ) · µ
︸ ︷︷ ︸
∂′ν−[ν:τ ]A
′
·τ
=
∑
µ∈X,
γ∈Γτ→σ(ν,µ)
m(γ) · µ + ∂′ν
where Γτ→σ(ν, µ) are the gradient paths from ν to µ in H containing the upward arrow τ → σ,
and Γτ9σ(ν, µ) are the ones not containing it. Assume τ is of dimension d, and σ of dimension
d+ 1.
Because σ is critical in A′, it has no ingoing arrow from cells of dimension d inH′. Consequently,
Γτ9σ(ν, µ) contains exactly all gradient paths from ν to µ in H′, where µ 6= τ . Hence, the sum
over Γτ9σ(ν, µ), for µ ∈ A, gives ∂′ν − [ν : τ ]
A′ · τ . Note that σ cannot appear in ∂′ν because σ
is maximal by hypothesis.
Now, studying the left term (⋆), and splitting gradient paths passing through edge (τ, σ), then
factorizing, we get
(⋆) =
∑
µ∈A,
γ1∈Γ(ν,τ),
γ2∈Γ(σ,µ)
m(γ1) ·
(
− [σ : τ ]X
)−1
m(γ2) · µ = −
(
[σ : τ ]X
)−1 ∑
µ∈A

 ∑
γ2∈Γ(σ,µ)
m(γ2) · µ


︸ ︷︷ ︸
(⋆2) = ∂′σ−[σ:τ ]·τ
·

 ∑
γ1∈Γ(ν,τ)
m(γ1)


︸ ︷︷ ︸
(⋆1)
The sum (⋆1) over Γ(ν, τ) is independent of µ, and equal to [ν : τ ]
A′
by definition.
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Because τ is critical in A′, it has no outgoing arrow towards cells of dimension d + 1 in H′.
Consequently, Γ(σ, µ) contains exactly all gradient paths from σ to µ in H′, where µ 6= τ . Hence,
the sum (⋆2) over Γ(σ, µ) gives ∂
′σ − [σ : τ ]X · τ .
Finally, putting terms together,
∂ν =
(
∂′ν − [ν : τ ]A
′
· τ
)
−
[ν : τ ]
A′
[σ : τ ]X
(
∂′σ − [σ : τ ]X · τ
)
= ∂′ν −
[ν : τ ]
A′
[σ : τ ]X
∂′σ
5 Zigzag persistence algorithm for zigzag Morse complexes
In this section, we describe an algorithm to compute the persistent homology of a zigzag Morse
filtration as defined in Section 3. For the sake of concision, and for its favorable practical per-
formance (see Section 6), we choose to work with the algorithm for zigzag persistence described
in [32] ; our approach could be adapted for implementing algorithm [9, 10].
Using notations from Section 3, let F be a general zigzag filtration
F := (∅ =) X1
Σ1 // X2 oo
Σ2
· · ·
Σ2k−1 // X2k−1 oo
Σ2k
X2k (= ∅)
together with Morse matchings (Ai,Qi,Ki, ωi) on the set of cells Σi of every forward inclusion
Xi Σi // Xi+1 , i odd.
Let F be the associated atomic zigzag filtration of complexes where all maps are forward or
backward inclusions of a single cell: F : X1 X2//oo oo // · · · Xn//oo .
Algorithm [32] maintains, at step j of the computation, a homology matrix H(Xj) at the
complex Xj , that is compatible (defined later) with the following filtration Fj ,
Fj : X1 X2//oo oo // · · · Xj//oo X ′j+1
σ1oo · · ·
σ2oo X ′j+m−1
σm−1oo X ′j+m = ∅
σmoo (19)
The first j complexes, and maps between them, are identical in F and Fj , and the last m maps
of Fj are backward inclusions of a single cell, i.e., Xj contains m cells. At step j, algorithm [32]
proceeds by applying reflection diamonds (9) at index j, and transposition diamonds (11) at indices
j + r, r > 0, which allows one to handle insertions and removal of a cell. We refer the reader to
Appendix A for details on the implementation of algorithm [32].
For zigzag Morse filtrations, existing zigzag persistence algorithms [9, 10, 32] can consequently
handle inclusions and removals of critical cells that, as pictured in Diagram (16), are standard
forward and backward inclusions of general complexes. In the following, we focus on the new
update (17), that introduces the chain map ϕτ,σ that is not an inclusion.
Zigzag Morse filtration for computation. For indices 1 ≤ p ≤ q ≤ n, denote by F [p; q] the
restriction of the filtration F to spaces of indices i ∈ [p; q], and maps between them.
At step j of the algorithm, we maintain a zigzag Morse filtration Mj for the filtration Fj. At
space Xj, the filtration satisfies:
Properties 2 (Zigzag Morse filtration Mj).
(1) the filtration Mj [1; j] is a general zigzag Morse filtration (defined in Section 3.1) for F [1; j]
and its Morse matchings {(Ai,Qi,Ki, ωi)}i=1...j,
(2) the filtration Mj [j; j +m] is a standard Morse filtration (defined in [34] and Equation (6))
for the standard filtration Fj [j; j +m].
Before exhibiting the filtrations, we prove the following simple property of the zigzag persistence
algorithm,
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Lemma 8. Let τ, σ be cells of Xj, such that maps Xp τ // Xp+1 and Xq σ // Xq+1 in F
have the largest indices 1 ≤ p, q < j for which a forward inclusion of τ and σ, respectively, happens
in F [1; j].
Let indices 1 ≤ r, s ≤ m be such that X ′j+r−1 oo τ X
′
j+r and X
′
j+s−1
oo σ X ′j+s are the
backward inclusions of τ and σ in the part Fj [j; j +m] of the filtration Fj. Then,
p < q iff s < r
In other words, if τ is inserted before σ, it is removed after σ.
Proof. The only “new” arrows in the diagram are brought by the reflection diamonds (9) applied
at index j of the algorithm, on Fj , which induces the desired symmetry in forward and backward
arrows for the insertion of a given cell. We refer to [32] for details on the algorithm.
Now, consider the following diagram, where (τ, σ) are cells of Xj which are paired in the Morse
matching of Xj induced by the Morse matchings {(Ai,Qi,Ki, ωi)}i=1...j of the filtration,
Fj : oo ··· // Xj
1 //
ψτ,σ◦ψ

Xj oo
ψ

X ′j+1
yy
oo ···
ψ
||
X ′j+r
oo
ψ
||
X, σ, τ oo
σ
ψ
{{
X, τ oo
τ
ψ

X oo
{σ,τ}
{{
ψ

Xj+r−2 oo ···
ψ
||
Mj : oo ··· // Aj // Aj oo A′j+1 oo ··· A
′
j+r
oo A oo A oo A′j+r−2 oo ···
Mj : oo ··· // Aj ϕτ,σ
//
1
OO
Aj , σ, τ oo
ψτ,σ
OO
A′j+1, σ, τ oo ···
ψτ,σ
OO
A′j+r , σ, τ oo
ψτ,σ
OO
A, σ, τ oo
σ
ψτ,σ
OO
A, τ oo
τ
A oo
1
OO
A′j+r−2 oo ···
1
OO
(20)
where arrows without label are simple inclusions of complexes. Simplifying notations, we denote
by X the complex X ′j+r−1, by A the complex A
′
j+r−1, and union of a complex and some cells by
X, σ, τ , instead of X ∪ {σ, τ}. We use this diagram until the end of the section, and define its
various components progressively.
Lemma 8 ensures that τ and σ, that are consecutively inserted (Morse pair, Diagram (14)), are
consecutively removed in Fj[j; j +m], as pictured above. The filtration Fj appears on top, where
two arrows (curved horizontal) are further decomposed for convenience.
By induction, let Mj be the zigzag Morse filtration maintained by the algorithm at step j,
and satisfying Properties 2. Performing reflection diamonds (9) at index j, and transposition
diamonds (11) at indices j + r, r > 0, maintains the Properties 2. Consequently, at the level of
the zigzag Morse filtration, the zigzag algorithm [32] can implement insertions and deletions of
critical cells (Diagrams (16)) with no further modification, while maintaining a Morse filtration
Mj 7→ Mj+1 satisfying the algorithmic invariant Properties 2.
The only obstruction to using the zigzag persistence algorithm in the operation introduced in
Diagram (17). Consequently, consider the next operation in F to be the removal Xj oo σ Xj+1
of a non-critical cell σ, paired with a cell τ in the Morse matching of Xj , such that τ is not removed.
The cell σ cannot be “directly removed” as it does not appear in Mj [j; j +m]. We focus the
rest of this section to the definition and study of the zigzag Morse filtration Mj of Diagram (20).
Let Mj be as above, where the map ϕτ,σ is the map defined in Diagram (17), and the chain
maps ψ between Fj and Mj are the ones of Diagrams (16) and (17). By Lemmas 4 and 5, these
maps induce an isomorphism of zigzag modules H(Fj) → H(Mj), and the filtrations have same
persistent homology. Additionally,Mj is a zigzag Morse filtration, and a standard Morse filtration
from space Aj , σ, τ on to the right, i.e., it satisfies Properties 2. Finally, σ is critical in Aj , σ, τ ,
and can be removed with the zigzag persistence algorithm to obtain Mj+1.
Compatible homology matrix. We design an algorithm to turn a homology matrix at Aj ,
compatible with Mj , into a homology matrix at Aj , σ, τ , compatible with Mj .
Consider an arbitrary zigzag filtration of complexes as in Diagram (19), where arrows on the
left of Xj are arbitrary chain maps, and arrows on the right of Xj are backward inclusions of single
cells σr, and X
′
j+m = ∅, i.e., Xj contains m cells.
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Definition 2 ([20]). Let B = {c0, . . . , cm−1} be a collection of m chains of C(Xj). We say that B
is a homology matrix at Xj if
(1) for all 0 ≤ r < m, the space generated by 〈cr, . . . , cm−1〉 is equal to C(X ′j+r), and C(Xj) if
r = 0,
and there exists a partition {0, . . . ,m− 1} = F ⊔G⊔H, and a bijective pairing G↔ H, satisfying:
(2) for all indices f ∈ F , ∂Xjcf = 0,
(3) for all pairs g ↔ h of G×H, ∂Xjch = cg.
This data encodes [20] the persistent homology of the (standard) filtration Fj [j; j + m]. In
particular, the homology groups of Xj are equal to 〈[cf ] : f ∈ F 〉. It is convenient to see this data
as a matrix MB with cycle ci as ith column, expressed in the basis {σi}i=1...m for rows. In this
case, condition (1) of the definition is equivalent to the matrix being upper triangular, with no
zero entry in the diagonal.
Additionally,
Definition 3 ([32]). Denote by ⊕ℓI[bℓ; dℓ] the interval decomposition of H(Fj). A homology matrix
B = {c0, . . . , cm−1} at Xj is compatible with the filtration Fj iff there exists a zigzag module
isomorphism Φ: H(F) → ⊕ℓI[bℓ; dℓ] such that Φj : H(Xj) → F|F | sends {[cf ] : f ∈ F} to the
canonical basis of F× · · · × F.
Algorithm [32] maintains at step j a homology basis at Xj compatible with Fj . We now
define, from a homology matrix B at Aj , compatible with Mj , a homology matrix B at Aj , σ, τ ,
compatible with Mj .
Going back to Diagram (20), denote the complexes, and their boundary maps, connected by
map ϕτ,σ inMj by (Aj , ∂) and (A′j , ∂
′), with A′j := Aj , σ, τ . Let B = {c0, . . . , cm−1} be a homology
matrix at Aj compatible with Mj . Define the chains B := {c′0, . . . , c
′
m−1, cτ , cσ} of Aj , σ, τ , such
that
(1) for all indices i ∈ F ⊔H , define
c′i := ci −
(
[σ : τ ]
X
)−1(∑
ν∈ci
[ν : τ ]
A′
)
· σ
(2) define cτ := ∂
′σ, and cσ := σ, and put the index of cτ in G, the index of cσ in H , and pair
them together,
(3) the pairing G↔ H inherited from B remains unchanged, as well as the set of indices F .
We prove,
Lemma 9. The collection B is a homology matrix at Aj , σ, τ in Diagram (20).
Proof. We prove that B satisfies the three conditions of Definition 2 for the filtrationMj [j; j+m]
of Diagram (20).
(1). Consider the matrix MB, where columns cτ , cσ (respectively rows τ, σ) are inserted between
indices j + r − 1 and j + r, as in Diagram (20). We prove that this matrix is upper triangular.
Case cτ , cσ. The lowest non-zero entry of column cσ is in row σ. We prove that the lowest non-
zero entry of column cτ is in row τ , i.e., reading the filtration Mj [j; j +m] of the Morse complex
Aj , σ, τ (Diagram (20)) from right to left, τ is the last inserted cell µ such that 〈∂′σ, µ〉Aj ,σ,τ 6= 0.
Let H be the oriented Hasse diagram of Xj for the Morse matching where (τ, σ) forms a Morse
pair (complex Aj), and H
′ for the matching where τ and σ are critical (complex Aj , σ, τ) ; they
only differ by the orientation of arrow σ ↔ τ .
First, 〈∂′σ, τ〉Aj ,σ,τ 6= 0 because there exists a unique gradient path from critical cell σ to
critical cell τ in Aj , σ, τ , which is the one edge path γ = (σ, τ). The path γ exists because τ is a
facet of σ in Xj . If there were another distinct gradient path from σ to τ in H′, not containing the
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edge σ → τ , this path would exist in H and form a cycle with edge τ → σ in H ; a contradiction
with the definition of Morse matchings.
Second, if µ ∈ Aj , σ, τ is a critical cell such that [σ : µ]
Aj ,σ,τ 6= 0, then µ is inserted before
σ in the filtration Fj [j; j + m] (read from right to left). Indeed, there exists a gradient path
γ = (σ, µ1, ω(µ1), . . . , ω(µr−1), µr = µ) from σ to µ in H′. The cells (µi, ω(µi)) of a pair are
inserted consecutively by construction, and, for all i = 2 . . . r, µi is inserted before ω(µi−1) because
it is a facet in Xj. By transitivity, µ is inserted before σ. In view of Mj in Diagram (20), τ
is the last inserted cell of the boundary of σ. The lowest non-zero entry of column cτ = ∂
′σ is
consequently in row τ .
Case c′i. If c
′
i = ci, then if row ν0 contains the lowest non-zero entry of column ci in MB, then
row ν0 contains the lowest non-zero entry of column c
′
i in MB.
By construction, all chains ci becoming c
′
i = ci + α · σ, α 6= 0, contains cells ν such that
[ν : τ ]
Aj ,σ,τ 6= 0, i.e., cofacets of τ in Aj , σ, τ . Reading Mj [j; j +m] from right to left, these cells
ν must consequently appear after τ , and hence after σ, in the filtration, with a similar transitivity
argument as above. Consequently, if row ν0 contains the lowest non-zero entry of column ci in
MB, then row ν0 also contains the lowest non-zero entry of column c
′
i in MB.
Consequently, MB upper triangular implies MB is upper triangular.
(2). Let ci be a chain such that i ∈ F ⊔ H . By Lemma 7, it is a direct calculation from the
definition of c′i that ∂
′c′i = ∂ci. Consequently, Conditions (2) and (3) of Definition 2 are satisfied
for those chains. The pairing G ↔ H remains valid, because ∂′c′h = ∂ch = cg = c
′
g for g ↔ h,
(g, h) ∈ G×H .
(3). By definition, ∂′cσ = cτ , their indices are in H ×G and paired together.
Lemma 10. The homology matrix B at Aj , σ, τ is compatible with Mj in Diagram (20).
Proof. By hypothesis, B = {c0, . . . , cm−1} is a homology matrix at Aj , compatible with Mj ; let
Ω: H(Mj)→ ⊕ℓI[bℓ; dℓ] be a zigzag module isomorphism such that Ωj sends {[cf ] : f ∈ F} to the
canonical basis of F× . . .× F.
Note that, none of the c′i have an entry τ , except for cτ whose index is in G by construction.
Consequently, by Properties 1, the chain map ψτ,σ : C(Aj , σ, τ)→ C(Aj) simply cancels the entry
σ in every c′f , f ∈ F , and ψτ,σc
′
f = cf . Consequently, consider the chain maps betweenMj andMj
in Diagram (20). Each square commutes by virtue of Theorem 3 (for inclusions) and Lemma 5 (for
ϕτ,σ), and they induce an isomorphism Φ∗ : H(M)→ H(M) of zigzag modules. The isomorphism
Ω ◦ Φ∗ : H(M) → ⊕ℓI[bℓ; dℓ] sends {[c′f ] : f ∈ F} to the canonical basis of F × . . . × F, and B is
compatible with M.
In conclusion, for an input atomic zigzag operation F , with three atomic maps pictured in
Diagrams (13), (14), and (15), the Morse algorithm for computing the zigzag persistence of F
is depicted in Algorithm 1, where zigzag persistence algorithm(MB, Mj, σ) is the zigzag
persistence algorithm of [32] to handle forward or backward insertions of a single cell in a homology
matrix MB at complex Aj , compatible with the filtration Mj (see Diagram 20). Each iteration
of the for loop turns a homology matrix MB at complex Aj , compatible with the filtration Mj ,
into a homology matrix at complex Aj+1, compatible with the filtration Mj+1, where Mj+1 is a
zigzag Morse filtration for Fj+1, and Aj and Aj+1 are respectively Morse complexes for Xj and
Xj+1.
Implementation and complexity. We represent B = {c0, . . . , cm−1} by an (m × m)-sparse
matrix data structure MB. Assume computing boundaries and coboundaries in a Morse complex
is given by an oracle of complexity C. We implement the transformation B = {c0, . . . , cm−1} →
B = {c′0, . . . , c
′
m−1, cτ , cσ} presented above by:
1. computing the boundary ∂′σ of σ in Aj , σ, τ , and the coboundary {ν : [ν : τ ]
Aj ,σ,τ 6= 0} of
τ , in O(C) operations,
2. adding columns cτ and cσ to the matrix, in the appropriate position as in Diagram (20), in
O(m) operations,
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Algorithm 1: Zigzag persistence algorithm for Morse filtrations
input : atomic zigzag filtration
F := (∅ =) X1 oo // X2 oo // · · · oo // Xn−1 oo // Xn (= ∅)
output: persistent homology of F
1 set MB ← ∅;
2 for j = 1 . . . n− 1 do
3 if Xj oo
σ // Xj+1 , σ ∈ Xj critical then
4 use zigzag persistence algorithm(MB, Mj, σ) to add or remove σ;
5 end
6 if Xj oo
{τ,σ} // Xj+1 , (τ, σ) Morse pair then
7 do nothing;
8 end
9 if Xj
1 // Xj oo
σ
Xj+1 , σ paired with τ , τ not removed then
10 set MB ←MB as described above;
11 use zigzag persistence algorithm(MB,Mj,σ) to remove σ;
12 end
13 end
3. computing c′i for all i, in O(m
2). We can restrict the transformation to those ci containing
a cell of the coboundary of τ .
Consequently, we can perform the transformation above in O(m2+C) operations on a (m×m)-
matrix. The zigzag persistence algorithm of [32] deals with forward and backward insertions of a
single cell in O(m2) operations.
In conclusion, let F = ( X i oo Σi // Xi+1 )i=1...2k be a general zigzag filtration (Diagram (12)),
and letM be a zigzag Morse filtration as defined in Section 3, for a collection of Morse matchings
(Ai,Qi,Ki, ωi) on Σi, i odd. Using the notations
• for all i, 1 ≤ i ≤ 2k−1, denote by ni the number of distinct critical cells between consecutive
Morse complexes Ai and Ai+1 in M,
• denote by n the sum of the ni, 1 ≤ i ≤ 2k − 1,
• denote by |Am| the maximal number of critical cells of a Morse complex in M.
and for the original filtration,
• denote by N the total number of insertion and deletion of cells in F ,
• denote by |Xm| the maximal number of cell of a complex in F .
We have,
Theorem 11. The persistent homology of F can be computed in
O(n · |Am|
2 + nC)
operations, where C is the complexity of computing boundaries and coboundaries in the Morse
complexes.
To compare with the usual complexity of (practical) zigzag persistence algorithms [9, 10, 32],
which is O(N · |Xm|2).
Note that our algorithm requires the Morse matchings, implicitly encoded by the atomic filtra-
tion F . Even though computing optimal Morse matchings is hard in general [27], fast heuristics
exist in practice to compute Morse matchings with (usually) few critical cells (see for example [6]).
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6 Experiments
In this section, we report on the performance of the zigzag persistence algorithm [32] with and
without Morse reduction.
The following tests are made on a 64-bit Linux (Ubuntu) HP machine with a 3.50 GHz Intel
processor and 63 GB RAM. The programs are all implemented in C++ and compiled with op-
timization level -O2 and gcc-8. Memory peaks are obtained via the /usr/bin/time -f Linux
command, and timings are mesured via the C++ std::chrono::system clock::now() method.
Each measurement of time and memory is taken as the average over 10 independent runs.
All zigzag filtrations in our experiments are oscillating Rips zigzag filtrations [37], which are
popular filtrations of simplicial complexes for homological inference on point clouds. The Rips
radii depend on two multiplicative parameters η ≤ ρ. Under the right sampling conditions, if ρ is
large enough, and η substantially smaller than ρ, the reconstruction is provably correct [37]. The
results and the chosen parameters are in Table 1, and fit within the values defined by the theory
of zigzag persistence inference.
We use both synthetic and real data. The point clouds KlBt5, Spi3, Sph3, and To3 are synthetic
samples of respectively the 5-dimensional Klein bottle, a 3-dimensional spiral wrapped around a
torus, the 3-dimensional sphere, and the 3-dimensional torus. The point cloud MoCh and By are 3-
dimensional measured samples of surface models: the MotherChild model, and the Stanford bunny
model from the Stanford Computer Graphics Laboratory.
With Morse reduction
ρ |E|
nber of
inclusions
nber of
removals
max. size
of complex
time (s)
cpx + pers
mem. peak
(kB)
KlBt5 5 323 078 130 162 161 470 3188 33,5 + 3,7 44048
Spi3 6 533 506 108 569 124 293 3222 59,9 + 5,2 37579
MoCh 6 700 520 53 707 82 255 3940 54,9 + 5,2 43015
Sph3 7 620 493 96 557 107 817 2890 18,5 + 5,0 38338
To3 8 816 591 71 335 86 865 3243 353,0 + 7,1 50540
By 8 1 002 367 19 728 39 498 3234 77,5 + 10,6 55759
Without reduction
ρ |E|
nber of
inclusions
nber of
removals
max. size
of complex
time (s)
cpx + pers
mem. peak
(kB)
KlBt5 5 323 078 2 737 006 2 737 006 53498 17,9 + 36,2 288762
Spi3 6 533 506 2 855 263 2 855 263 20064 18,8 + 54,2 316131
MoCh 6 700 520 6 604 469 6 604 469 27746 59,2 + 71,4 682387
Sph3 7 620 493 2 515 161 2 515 161 32191 16,4 + 72,2 278678
To3 8 816 591 6 471 897 6 471 897 50462 46,2 + 110,3 677220
By 8 1 002 367 9 876 540 9 876 540 34910 83,6 + 176,7 1020793
Table 1: Experimental results. For each experiment, the maximal dimension is 10, η = 4 and
the number of vertices is 500. |E| is the number of edges in the original oscillating Rips zigzag
filtrations, from which the filtration is computed. The timings are given in two parts: ’cpx’
is the computational time for the complex operations (construction, boundary and coboundary
operations) and ’pers’ is the computation time of the actual zigzag persistence.
Analysis of the results. The results show a good improvement of the persistence computation
time, from approximately 10 to 17 times faster. This is due to filtrations being from 19 to 333
times shorter than the original one (quantities n vs N in the complexity analysis) and smaller com-
plexes, from 6 to 17 smaller with the Morse reduction (quantities |Am| and |Xm| in the complexity
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analysis).
The Morse reduction also reduces the memory consumption from 7 to 18 times. This is due to
the maintenance of a substantially smaller homology matrix during computation.
Note that we use a naive implementation of the Morse complex operations, which slows down
computations on some data sets (like To3). We plan to use a more optimized implementation of
Morse matchings for the final version of this article, in order to circumvent this issue.
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A Zigzag persistence algorithm for complexes and inclu-
sions
For completeness, we recall details of the algorithm for computing zigzag persistence introduced
in [32], with the notations of Section 5.
Let F : X1 X2//oo oo // · · · Xn//oo be the input zigzag filtration, where all arrows are
forward or backward inclusions of a single cell. As previously, denote Fj by
Fj : X1 X2//oo oo // · · · Xj//oo X ′j+1
σ1oo · · ·
σ2oo X ′j+m−1
σm−1oo X ′j+m = ∅
σmoo
Passing from filtration Fj to filtration Fj+1 using reflection and transposition diamonds consists
of the following.
1. If Xj
σ // Xj+1 is forward in F . Define Fj+1 to be
Fj+1 : X1 X2//oo oo // · · · Xj//oo
σ // Xj+1 oo
σ
Xj X
′
j+1
σ1oo · · ·
σ2oo X ′j+m−1
σm−1oo X ′j+m = ∅
σmoo
Considering F j to be Fj with two extra identity arrows,
F j : X1 X2//oo oo // · · · Xj//oo
1 // Xj oo
1
Xj X
′
j
σ1oo · · ·
σ2oo X ′j+m−1
σm−1oo X ′j+m = ∅
σmoo
we have that F j and Fj+1 are related by a reflection diamond (Diagram (9)) at Xj . Studying
the effect of a reflection diamond on homology, algorithm [32] updates a homology matrix at Xj ,
compatible with Fj (and also F j), into a homology matrix at Xj+1, compatible with Fj+1 defined
above.
2. If Xj oo
σ
Xj+1 is backward in F . There exists an index ℓ such that σ = σℓ in the part
Fj[j; j +m] of the filtration Fj . Define Fj+1 to be
Fj+1 : X1 · · · oo // Xj oo
σℓ=σ
Xj+1 oo
σ1
X ′j+1 \ {σ} oo
σ2
· · · oo
σℓ−2
X ′j+ℓ−2 \ {σ}
oo σℓ−1 X ′j+ℓ
oo σℓ+1 · · · ∅
where the removal of σ = σℓ has been moved all the way up to Xi. This can be attained by apply-
ing successively transposition diamonds (Diagram (11)) in Fj [j; j +m], in order to obtain Fj+1.
Studying the effect of transposition diamonds on homology, algorithm [32] updates a homology
matrix at Xj , compatible with Fj, into a homology matrix at Xj+1, compatible with Fj+1 defined
above.
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