Our starting point is a lemma due to Varopoulos. We give a different proof of a generalized form this lemma, that yields an equivalent description of the K-functional for the interpolation couple (X 0 , X 1 ) where
Motivated by certain non-commutative analogues of a Lemma due to Varopoulos [8] , we noticed an extension of his lemma that was overlooked in [3] . The main result is a dual characterization of the functions in the space
when 0 < q < p 1 , p 2 ≤ ∞ and (Ω 1 , µ 1 ), (Ω 2 , µ 2 ) are arbitrary measure spaces. The equivalent condition for a (measurable) function f : Ω 1 × Ω 2 → R to belong to this space is (2) sup
< ∞ where the sup runs over all possible (measurable) subsets E j ⊂ Ω j (j = 1, 2). In [3] only the case p 1 = p 2 is considered and the proof does not seem to extend further. This result extends to functions f (ω 1 , ω 2 , . . . , ω n ) of any number of variables. The relevant space is then
where µ j = µ 1 × · · · × µ j−1 × µ j+1 × · · · × µ n . Our main result can of course be formulated as a two-sided inequality expressing the equivalence of the norms appearing in (1) and (2) . When we write this inequality for the pair (µ 1 , tµ 2 ) with t > 0, we obtain an equivalent form of the K-functional for the pair of spaces composing the sum in (1) .
Using this expression for the K-functional, one derives a description for the real interpolation space
The condition we find for this space is particularly striking, it is simply
where
When p > 1, the quasi-norm · p,∞ is equivalent to the following norm
is the dual of the "Lorentz space" L p ′ ,1 (µ) that can be defined (see e.g. [1] ) as formed of those f such that
For a Banach space valued function f : Ω → B, we set (for p > 1)
and we denote by L p,∞ (µ; B) the space of functions in L 1 (µ; B) (in Bochner's sense) for which the latter norm is finite.
Remark 1. Let (Ω, µ) be any measure space. Let f : Ω → R be any measurable function. Note that
where ϕ c = µ{|f | > c} −1/p 1 {|f |>c} . Let S be the space of integrable step functions and let T : S → B be a linear map into a Banach space. Then T extends boundedly to L p,1 (µ) iff there is a constant c such that for any measurable subset E ⊂ Ω and any g in L ∞ (µ) we have
This well known fact can be derived easily from (4). Indeed, if g = f |f | −1 , we deduce from (6) that if f p,1 ≤ 1 then f lies in the closed convex hull of the set {gϕ c | c > 0}.
(ii) For any pair of measurable subsets E 1 ⊂ Ω 1 , E 2 ⊂ Ω 2 , we have
Then (i) ⇒ (ii) and (ii) implies (i) for the function f /2.
The Varopoulos proof, and that of [3] that mimics it, focus on the case when f is an n × n matrix and use induction on n.
We found a completely different very direct (but dual) proof as follows:
Proof. That (i) ⇒ (ii) is obvious. Conversely, assume (ii). To show that f /2 satisfies (i), it suffices by duality to show that
} ≤ 1, equivalently we may restrict to g such that
where E c = {α > c} and F c = {β > c}. We can rewrite this as
but (ii) implies |f |ϕ c ≤ 1 so we obtain (7).
Remark. We could not find a modified formulation avoiding the presence of some extra factor (here equal to 2) spoiling the equivalence in Lemma 2, but this might exist.
Our extension of the Varopoulos result is based on the following
Then there is a decomposition
Proof. We proceed exactly as in the above proof. By duality it suffices to show |f g| ≤ 2 for any g :
Let α and β be as before.
We now have
We can thus write
we conclude as before that
Remark 4. Let 0 < q < ∞. The preceding Lemma applied to |f | q gives us a sufficient condition for f to decompose as a sum f = f 1 + f 2 with
We now give applications to the real interpolation method. We refer to [1] for all undefined terms. We just recall that if (A 0 , A 1 ) is a compatible couple of Banach spaces, then for any
Recall that the ("real" or "Lions-Peetre" interpolation) space (A 0 , A 1 ) θ,q is defined, for 0 < θ < 1 and 1 ≤ q ≤ ∞, as the space of all x in A 0 + A 1 such that x θ,q < ∞ where
with the usual convention when q = ∞.
Then there are positive constants c, C depending only on q, p 1 , p 2 such that
. The Lemma applied to the pair (µ 1 , tµ 2 ) in place of the pair (µ 1 , µ 2 ) and then dividing the result by t shows that t −1 inf
Thus we find that this last expression is equivalent to K s (f ) for s = t
If we now change variable from t to s we find K s (f ) equivalent to sup
If we now apply the case q = 1 that we just verified with |f | q in place of |f |, and use Remark 4, we find an equivalent for K s (|f | q ; X 1 , X 2 ). The result then follows from elementary calculations: since
The final adjustment consists in replacing (qp 1 , qp 2 ) by (p 1 , p 2 ) and s 1/q by t, we then find (8).
. The corresponding norms are equivalent. When q = 1, this condition means that the operator admitting |f | as its kernel, namely the operator
Proof. The first part is clear using the definition of the norm in ( , ) θ,∞ and the identity:
The second part follows from Remark 1
Remark 7. Let us say that an operator T from a Lorentz space X to another one Y is regular if it is a linear combination of positive (i.e. preserving positivity) bounded operators from X to Y . In the complex case this means that T can be decomposed as T = T 1 − T 2 + i(T 3 − T 4 ) with all T j 's positive and bounded from X to Y . (In the real case the imaginary part can be ignored). We will say that T is a kernel operator if it is defined using a scalar kernel f that is measurable on Ω 1 × Ω 2 .
It is easy to check that a kernel operator T is regular from
is bounded from L r,1 (µ 2 ) to L s,∞ (µ 1 ). In the real case, this means equivalently that there is a positive operator S such that ±T ≤ S that is bounded from L r,1 (µ 2 ) to L s,∞ (µ 1 ). It is worthwhile to observe that
). Then the preceding Corollary can be interpreted, when q = 1, as the identification of (B 0 , B 1 ) θ,∞ with the space of regular kernel operators T :
The extension of these results to functions f of n variables is immediate (note that the constant 2 becomes n). We merely state the main point.
Consider measure spaces (Ω j ; µ j ) 1 ≤ j ≤ n and a measurable function f :
Replacing each µ j by s j µ j (s j > 0) and then setting t j = s −α j j we find that there are constants c, C > 0 such that the generalized K-functional
is equivalent (with constants independent of t = (t j )) to sup
This gives a new example where the K-functionals considered in [7] (see also [2] ) can be computed, at least up to equivalence.
Remark 8. The preceding Lemma 3 can be reformulated as showing the following implication: If
then there is a decomposition f = f 1 + f 2 with f 1 , f 2 such that
Except for the factor 2, this resembles very much the kind of statements that are usually proved by the Hahn-Banach theorem, but we do not see how to prove it in this way.
More generally, the above simple minded argument extends to the spaces originally introduced by G.G. Lorentz who denoted them by Λ(ϕ) in [4] . Here ϕ is a non-negative decreasing (meaning non-increasing) function on an interval of the real line equipped with Lebesgue measure. We denote by Φ the primitive of ϕ that vanishes at the origin (so Φ is concave and increasing). One can obtain a generalization of the preceding decomposition to the case when x → x 1/p ′ 1 and x → x 1/p ′ 2 are replaced by two such functions x → Φ 1 (x) and x → Φ 2 (x).
There is a generalization of Lemma 2 to functions of not necessarily independent variables that seems to be of independent interest, as follows. Consider two conditional expectation operators E j : L 1 (µ) → L 1 (µ) (j = 1, 2) on a measure space (Ω, A, µ). For simplicity, we assume that µ(Ω) = 1 but this is not really essential. Then let B j ⊂ A be the σ-subalgebra that is fixed by E j . Let C j be the space of measurable scalar valued functions x on (Ω, µ) such that (10)
We view (C 1 , C 2 ) as a compatible pair of Banach spaces. Consider x ∈ C 1 + C 2 with x C 1 +C 2 ≤ 1. Then a simple verification shows that for any pair of subsets E j ⊂ Ω (j = 1, 2), with E j assumed B j -measurable, we have (11)
|x|dµ ≤ µ(E 1 ) + µ(E 1 ).
Conversely, the above proof of Lemma 2 shows that (11) implies that
Indeed, we may run the same duality argument: given y such that both |y| ≤ f j (j = 1, 2) with f j , B j -measurable such that f j 1 ≤ 1. Then we have y = (f 1 ∧ f 2 ) y with y ∞ ≤ 1 and Thus we find that (11) implies |xy|dµ ≤ 2 and we conclude by duality. The same argument works for any number of conditional expectations. In terms of operators and kernels, the norm (10) can be described like this: we associate to x ∈ C j the operator M x of multiplication by x on L 1 (A, µ). We then have
We leave the extension of Lemma 3 to the reader.
In a separate paper [6] , we give non-commutative generalizations of the preceding results.
