Modeling and controllability of a heat equation with a point mass by Martínez, José de Jesús
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2015
Modeling and controllability of a heat equation
with a point mass
José de Jesús Martínez
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Applied Mathematics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Martínez, José de Jesús, "Modeling and controllability of a heat equation with a point mass" (2015). Graduate Theses and Dissertations.
14917.
https://lib.dr.iastate.edu/etd/14917
Modeling and controllability of a heat equation with a point mass
by
Jose´ de Jesu´s Mart´ınez
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Applied Mathematics
Program of Study Committee:
Scott Hansen, Major Professor
Paul Sacks
Justin Peters
James Rossmanith
Steven Hou
Iowa State University
Ames, Iowa
2015
Copyright c© Jose´ de Jesu´s Mart´ınez, 2015. All rights reserved.
ii
DEDICATION
I would like to dedicate this work to my family and friends. In particular, to my beautiful
wife Marie and my faithful furry friend Sheldon.
iii
TABLE OF CONTENTS
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Control theory and historical highlights . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Summary of main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
CHAPTER 2. BASIC CONCEPTS . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Semigroup theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Finite dimensional control problem . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Controllability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Observability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Infinite dimensional control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.1 Well-posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2 Controllability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 The method of moments . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.4 Biorthogonal sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Concluding remark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
CHAPTER 3. MODELING OF A HEAT EQUATION WITH A DIRAC
DENSITY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1 Well-posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.1 The limit problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.2 The approximate problem . . . . . . . . . . . . . . . . . . . . . . . . . . 35
iv
3.2 Weak convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 A heat equation with singular conductivity . . . . . . . . . . . . . . . . . . . . 42
CHAPTER 4. NULL BOUNDARY CONTROLLABILITY OF A POINT
MASS 1-DIMENSIONAL HEAT EQUATION WITH GENERAL PA-
RAMETERS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Spectral analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3 Proof of controllability results for rationally related parameters . . . . . . . . . 63
CHAPTER 5. NULL BOUNDARY CONTROLLABILITY OF A ONE DI-
MENSIONAL HEAT EQUATION WITH AN INTERNAL POINT MASS 65
5.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1.1 Spectral analysis for Dirichlet case (5.1), (5.4) . . . . . . . . . . . . . . 70
5.1.2 Spectral analysis for Neumann case (5.1), (5.7) . . . . . . . . . . . . . . 73
5.2 Proof of Controllability results . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2.1 Neumann control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2.2 Dirichlet Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
CHAPTER 6. CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
vACKNOWLEDGEMENTS
First and foremost, I would like to thank my major professor Dr. Scott Hansen for all
his guidance and patience. I am thankful for all his support and the opportunity to learn
about research and mathematics from him. I also want to thank my committee members Dr.
Paul Sacks, Dr. Justin Peters, Dr. James Rossmanith and Dr. Steven Hou for their time
and continuous support. Moreover, to Dr. Leslie Hogben for giving me the opportunity to
study mathematics at Iowa State University. She has been an incredible source of support and
motivation. Finally, I would like to thank the great friends I made at Carver Hall with whom
I was able to survive and enjoy graduate school.
vi
ABSTRACT
In this thesis, we propose a linear hybrid system describing heat flow on a medium composed
by two rods connected by a point mass. We show that such a system can be obtained from a
system describing heat flow of two rods connected by a thin wall of width 2 and density of
1/2. By passing to a weak limit, we obtain the desired system. We then show that the limiting
system is null controllable with Dirichlet boundary control when the system’s parameters satisfy
a certain condition. Lastly, we consider simple parameters to show that the point mass system
is null controllable with either Dirichlet or Neumann boundary control at one end.
1CHAPTER 1. INTRODUCTION
1.1 Control theory and historical highlights
Control theory is concerned with utilizing inputs or “feedbacks” to improve some aspect
of the evolution of a system of dynamical equations. The dynamics are typically described by
differential or partial differential equations, the latter being of main interest in this thesis.
Central to control theory are the concepts of controllability and feedback. Roughly speaking,
a system is controllable if given any initial and terminal states x0, xT of a system, there is a
control u that can be prescribed for which the solution x(t) satisfies x(0) = x0 and x(T ) = xT .
A feedback control is a control u(t) which can be written as a function of the state x(t).
That is u(t) = ϕ(x(t)). An important problem is the stabilization problem, which is to find a
feedback that renders an unstable system stable. We are mainly concerned with the problem
of controllability. Other lines of work in control related problems are control optimization and
feedback optimization. One finds that all of these currents are interwoven.
In addition, mathematical modeling plays a key role in control theory in the sense that it is
often the case that many models can be formulated that describe a particular physical system.
In some cases, as in this thesis, a model can be obtained as a limiting model from a family of
related models. In problems like this it is important to study how the corresponding solutions
are related and ultimately how controls that may be applied to these systems are related.
The topic of control theory has a long history dating back to the ancient Romans who
devised valves and shafts as controllers in structures known as aqueducts in order to adjust the
direction and level of water flow. However, it is undoubtedly during the Industrial Revolution
that control theory began to flourish. As machinery, electrical devices and engines were de-
veloped, so also were the first regulators and governors. Perhaps the most important example
2was the 1769 flyball governor of James Watt and its application to steam engines. The aim of
this mechanism was to attempt to maintain a constant speed for the train as much as possible.
Roughly speaking, the flyball governor was a mechanism in which the centrifugal force caused
valves to open and close to regulate the amount of vapor escaping the engine. When vapor
is released, the pressure is reduced inside the boiler and consequently the velocity begins to
decrease. This is an example of a feedback control with the controller being the valve for the
boiler, which is opened on the amount that is a function of the velocity of the train. The
amount of feedback applied, called the gain, turned out to be a delicate issue. If the feedback
gain was set to high, the feedback system would be unstable and act erratically.
It was not until 1840 when George Airy presented the first analysis of differential equations
for Watt’s governor. Nonetheless, it was the Scottish physicist James Clerk Maxwell who first
published in (33) a complete mathematical analysis of the feedback system and explained what
causes the instabilities. It is for this reason that he is widely consider the father of mathematical
Control Theory.
The foundations of the modern approach toward control of PDE go back to Richard Kalman
in the 1960s when he developed the theory of finite dimensional systems. Subsequently, mathe-
maticians such as Lions, Russell, Fattorini, Littman, Komornik, Lagnese, Zuazua, Lasiecka and
Triggiani generalized these ideas in the 1970s and 1980s to infinite dimensional systems where
PDE are involved. While control theory is central to many areas of engineering, the theory
needed to describe control theoretical properties of PDE involve advanced mathematical top-
ics such as PDE theory, operator theory, functional analysis, harmonic analysis and advanced
numerical methods. We refer to (27), (36) and (17) for a broader discussion of the history of
Control Theory.
1.2 Summary of main results
To motivate this thesis, we refer to the work of Hansen and Zuazua in (25) where they
consider a hybrid system of strings with an interior point mass. Let L1, L2 > 0 be given and
consider two strings occupying the interval (−L1, L2) connected by a point mass at x = 0. Let
z denote the position of the point mass, and let u and v denote the deformations of the strings
3to either side of x = 0. Then the equations modeling the system in the absence of controls are
given by 
ρ1utt − σ1uxx = 0, t > 0, x ∈ (−L1, 0)
ρ1vtt − σ2vxx = 0, t > 0, x ∈ (0, L2)
Mztt = σ2vx(t, 0)− σ1ux(t, 0), t > 0
(1.1)
where ρi and σi denote the density and tension of the strings, and M is the mass of the
point mass. In addition, we suppose the strings satisfy Dirichlet boundary conditions and
u(0, t) = v(0, t) = z(t) for t > 0. It was observed in (25) that such a system is well-posed in
an asymmetric space in which solutions have one degree more of regularity on one side of the
point mass. This is due to a lack of spectral gap by the presence of the point mass. Moreover,
by the method of characteristics, they prove boundary exact controllability on the asymmetric
space.
The controllability and stabilization of hybrid systems such as (1.1) have been extensively
studied in the context of strings and beams with interior point masses. In (30) Littman and
Taylor use transform methods to prove boundary feedback stabilization of the string mass
system. In (8) and (9), Castro and Zuazua applied methods of non-harmonic Fourier series
to show boundary controllability of systems of either Rayleigh or Euler-Bernoulli beams with
interior point masses. We refer to (29), (35), (10), (47), (20) and (19) for related results on
control and stabilization of systems of beams with end masses.
Nonetheless, hybrid systems with point masses in the context of thermoelasticity had not
been investigated. Indeed, in the absence of a point mass, a thermoelastic system may be given
by 
ut = uxx − γvxt, x ∈ (0, 1), t > 0
vtt = vxx − γux, x ∈ (0, 1), t > 0
(1.2)
where γ is the coupling parameter. It is not obvious how (1.2) should be adjusted to include
a point mass. In fact, one may ask what the meaning of a point mass would be in such a
situation. Given that there exists extensive literature for the study of string and beams with
4point masses, it is natural to first consider an analogous system to (1.1) in the case of heat
diffusion to understand the thermal component of (1.2). This serves as part of our motivation.
That is, derive a system of heat equations with an interior point mass and then study the
control-related properties of the system.
We propose the following set of equations for the problem of heat diffusion of two rods
connected by a point mass are
c1ρ1ut − k1uxx = 0, t > 0, x ∈ (−L1, 0)
c1ρ1vt − k2vxx = 0, t > 0, x ∈ (0, L2)
czt = k2vx(t, 0)− k1ux(t, 0), t > 0
(1.3)
where ci, ρi and ki denote the specific heat, density and conductivity of the rods to either side
of the point mass, while c denotes the specific heat of the point mass. It is worth mentioning
that the first two equations describe the dynamics of the rod’s temperature to each side of the
point mass, and the third equation is reminiscent of Fick’s law of diffusion. Intuitively, the rate
of change in temperature of the point mass is given by the difference in heat flux across the
interface x = 0.
In Chapter 3, we derive the equations (1.3) as weak limits of an epsilon dependent problem
consisting of two rods connected by a thin wall of width 2 and density 1/2. Under appropriate
assumptions, we may pass to a limit and obtain the desired system set of equations (1.3) with
the corresponding boundary and continuity conditions. By doing so, we prove that solutions
of the epsilon problem converge in a weak sense to solutions of the limiting system (1.3) of
singular density. This approach was used by Castro in (6) to derive the point mass system
for strings. Well-posedness results for the −problem and limit problem (1.3) are proved by
semigroup methods. A brief overview of semigroup theory is given in Chapter 2.
We conclude Chapter 3 by considering an additional approach in which a system isomorphic
to (1.3), but with a limiting finite nonzero thickness of the middle layer, is obtained. Such a
system is obtained by passing to a limit in an −dependent problem of singular conductivity on
the middle layer. Roughly speaking, this describes a system in which a constant steady state
is reached instantaneously in the middle wall.
5In Chapter 4, we study the null controllability of the limiting system obtained in Chapter 3
with Dirichlet control. In other words, given time T > 0, we investigate the property of steering
the solution (u, v, z) of (1.3) from an initial state (u0, v0, z0) to the zero state (0, 0, 0) at time
T by means of a input control f ∈ L2(0, T ) such that v(t, L2) = f(t). To achieve this, we apply
the method of moments which was developed by Russell and Fattorini in (15) and (40). Refer
to Chapter 2, for a brief overview of these techniques in the case of a simple equation with no
point mass.
Going back to (1.3), we show under completely general assumptions on the coefficients that
the problem of null controllability is equivalent to solving a moment problem of the form:
y0n e
λnT
bn
=
∫ T
0
w(τ)eλnτ dτ. (1.4)
To prove the existence of the solution w(t) to the moment problem, we study the separability
of the eigenvalues λn of the system and obtain sufficient estimates of the Fourier coefficients bn
of the control input element. One unique feature, is that we allow for different parameters of
specific heat, density and conductivity on either side of the point mass. The eigenvalues depend
in a complex way on the parameters of the system, and separate arguments are needed for the
cases where they are rationally and irrationally related. In the end we are able to prove the
necessary bounds to show separation of the eigenvalues for both cases, although the existence
of the solution to the corresponding moment problem is shown only for the rationally related
case.
In Chapter 5, we consider the case where the parameters are all equal to one and the two
connected rods are of equal length. In addition to showing that the system is null controllable by
means of Dirichlet control, we also consider the application of Neumann control by controlling
the flux of temperature at x = 1 such that vx(t, 1) = f(t). The results are again based on
a careful spectral analysis together with the moment method mentioned earlier. We are once
again able to obtain the necessary bounds to show separation of the corresponding eigenvalues
and subsequently show, in both Dirichlet and Neumann control, that the point mass system
(1.3) is null controllable in time T > 0.
6CHAPTER 2. BASIC CONCEPTS
In this chapter, we discuss some definitions and introduce notation.
2.1 Semigroup theory
In this section we recall some basic results of semigroup theory. We refer to (32), (5) and
(38) for a much broader discussion. Let L(X) denote the space of bounded linear operators
from X to itself where X is a Hilbert space with inner product 〈·, ·〉 and corresponding norm
‖ · ‖. Let {T (t) ∈ L(X) : 0 ≤ t < ∞} be a one-parameter family of bounded linear operators
on X.
Definition 2.1.0.1. We say T (t) is a strongly continuous semigroup (or C0−semigroup for
short) on X if
(i) T (0) = I (Identity element),
(ii) T (t+ s) = T (t)T (s) for every t, s ≥ 0 (semigroup property),
(iii) lim
t↓0
T (t)x = x for all x ∈ X (strong continuity).
In particular, a C0−semigroup on X is a contraction semigroup if ‖T (t)‖ ≤ 1 for t ≥ 0.
Definition 2.1.0.2. Let T (t) be a C0−semigroup on X. The operator A : D(A)(⊂ X) → X
defined by
Ax = lim
t↓0
T (t)x− x
t
for all x ∈ D(A) with domain
D(A) =
{
x ∈ X
∣∣∣ lim
t↓0
T (t)x− x
t
exists
}
is called the infinitesimal generator of the semigroup T (t).
7Definition 2.1.0.3. The unbounded operator A : D(A)→ X is dissipative if
〈Ax, x〉 ≤ 0, ∀x ∈ D(A).
The dissipative operator A is called m-dissipative if R(λ0 −A) = X for some λ0 > 0.
Proposition 2.1.0.1. The linear operator A : D(A)→ X is dissipative if and only if
‖x‖ ≤ ‖x− hAx‖, ∀x ∈ D(A) and h > 0.
Theorem 2.1.0.1. Let A be the infinitesimal generator of a C0−semigroup T (t) on X satisfying
‖T (t)‖ ≤Meωt. If B is a bounded linear operator on X, then A+B generates a C0− semigroup
S(t) on X and
‖S(t)‖ ≤Me(ω+M‖B‖)t
for all t ≥ 0.
The following result is known as the Lu¨mer-Phillips Theorem which gives necessary and
sufficient conditions for an operator to be the infinitesimal generator of a C0−semigroup of
contractions.
Theorem 2.1.0.2. The linear operator A : D(A)→ X generates a C0−semigroup of contrac-
tions if and only if
(i) D(A) = X
(ii) A is m−dissipative
The following consequence of the Lu¨mer-Phillips Theorem provides an alternative char-
acterization of contraction semigroups with respect to the operator and its adjoint operator
without the need to check the m−dissipativity condition.
Corollary 2.1.0.1. The linear operator A : D(A) → X generators a C0−semigroup of con-
tractions if and only if
(i) A is densely defined and closed,
8(ii) both A and A∗ are dissipative.
We denote the resolvent operator (λI − A)−1 by R(λ,A) where λ ∈ ρ(A). The following
theorem gives a useful expression for the resolvent operator of a C0−semigroup.
Theorem 2.1.0.3. Let ω0 be the growth rate defined of a the C0−semigroup T (t) by
ω0 = inf
t>0
log ‖T (t)‖
t
.
Then if λ ∈ C satisfies Reλ > ω0, then λ ∈ ρ(A) and for any x ∈ X the following holds.
R(λ,A)x =
∫ ∞
0
e−λτT (τ)x dτ.
We now introduce the notion of analytic semigroups.
Definition 2.1.0.4. Let ω ∈ R and θ0 ∈ (pi/2, pi) be given. Define the sector Sω,θ be defined as
Sω,θ = {z ∈ C | z 6= ω, | arg(z − ω)| < θ0}.
Theorem 2.1.0.4. Let S(t) be a C0−semigroup with A as its infinitesimal generator. Fur-
thermore, let ω ∈ R and M > 0 be given such that
‖S(t)‖ ≤Meωt,
for all t ≥ 0. Then the following statement are equivalent.
(i) The operator A verifies the conditions
∃θ0 > pi
2
, Sω,θ0 ⊂ ρ(A)
and
∃M > 0, ∀θ ∈ (0, θ0), ‖R(λ,A)‖ ≤ M|λ− ω| , ∀λ ∈ Sω,θ0 .
(ii) The map t 7→ S(t) : [0,∞)→ L(X) belongs to C1(0,∞;L(X)) and
∃N > 0, ∀t > 0, ‖(A− ωI)S(t)e−ωt‖ ≤ N
t
.
9(iii) The semigroup S has an analytic extension in a sector S0,θ′ with θ
′ ∈ (0, pi/2) and e−ωtS(t)
is bounded in every closed sub sector of S0,θ′.
Definition 2.1.0.5. A C0−semigroup is said to be analytic if it verifies any one of the condi-
tions of theorem 2.1.0.4.
Definition 2.1.0.6. A C0−semigroup T (t) on X is called compact if T (t) is a compact operator
for each t ≥ 0.
The following theorem characterizes compact semigroups if we know a priori A generates
an analytic semigroup.
Theorem 2.1.0.5. Let T (t) be an analytic semigroup on X and let A be its infinitesimal
generator. Then T (t) is compact if and only if R(λ,A) is compact for some λ ∈ ρ(A).
Now consider the following differential equation on X with x ∈ X.
d
dt
u(t) = Au(t), u(0) = x, t > 0. (2.1)
The above abstract Cauchy problem is to find a solution u(t) of the above problem. We say
u(·) : [0,∞) → X is a classical solution to the Cauchy problem if u is continuous for t ≥ 0,
continuously differentiable and u ∈ D(A) for t > 0 and satisfies (2.1). The next theorem
shows that to obtain existence and uniqueness of a continuously differentiable solution u ∈
D(A) differentiable on [0,∞) for (2.1) it is necessary and sufficient that A be the infinitesimal
generator of a C0−semigroup.
Theorem 2.1.0.6. Let A be a densely defined linear operator with a nonempty resolvant ρ(A).
The abstract Cauchy problem (2.1) has a unique solution u(t) which is continuously differen-
tiable on [0,∞), for all x ∈ D(A) if and only if A generates a C0−semigroup T (t) on X.
2.2 Finite dimensional control problem
In this section we provide a standard formulation of the control problem in the finite-
dimensional setting. As seen in the previous section, control theory began to be studied rig-
orously for systems whose solutions belong to spaces of finite dimension. These systems are
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generated by Ordinary Differential Equations (ODE). Given the longevity of the problem there
exists an extensive literature devoted to the control of ODE. Here we give a brief description
of the controllability of such systems in two ways. In the first one we show controllability
is understood in terms of the rank of the so called controllability matrix. In the second, we
show controllability is equivalent to the problem of observability. The second method is spe-
cially important since these ideas serve as a prototype to understand the machinery behind
infinite-dimensional problems which are given by PDE model. Intuitively one can see that
PDE are the infinite-dimensional version of a system of ODE. However, one must be careful
when passing from finite to infinite dimensional spaces for not all control properties may be con-
served. Nonetheless the study of finite-dimensional systems sheds light into the understanding
of infinite-dimensional problems.
Let n,m ∈ N and T > 0 be a real constant. Consider the following finite dimensional
system: 
x′(t) = Ax(t) +Bu(t), t ∈ (0, T )
x(0) = x0
(2.2)
where A ∈ Mn×n and B ∈ Mn×m are real constant matrices and x0 is a vector in Rn. The
function x : [0, T ] → Rn represents the state of the system and u : [0, T ] → Rm is the m-
dimensional control. The matrix A describes the dynamics of the system and B models the
way in which we affect the state by means of the m controls in u. This will become more clear
in later examples. The solution to the controlled system (2.2) belongs to the finite dimensional
space Rn and it is given by the variation of parameters formula as
x(t) = eAtx0 +
∫ t
0
eA(t−s)Bu(t− s) ds. (2.3)
However, we shall keep in mind that as we generalize to infinite dimensional systems, our
solution space will be generated by a base of infinite dimension.
Ideally we want to have the least amount of controls as to affect the system as little as
possible. That is, we would like m to be as small as possible. This is because for larger values
of m there is a greater cost or simply the physics, chemistry or biology of the problem at hand
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does not allow for large values. Of course, the least amount of controls one can have is m = 1.
We present an example to illustrate the problem.
Example 2.2.0.1. Consider a cart of mass 1 moving along a horizontal track without friction.
The state of the system x(t) is the position of the cart at time t. If we can imagine that we
can control the position of the cart by means of an external force u(t) then the mechanics of
the system are described by
x′′(t) = u(t), t > 0
with initial position x(0) = x0 and initial velocity x
′(0) = v0. Intuitively, the above says that
we can determine the acceleration of the cart to be u at time t. We can rewrite our problem in
the form of (2.2) by letting x1 = x and x2 = x
′. Then the problem is described byx′1
x′2
 =
0 1
0 0

x1
x2
+
0
1
u,
x1
x2
∣∣∣∣∣
t=0
=
x0
v0

or 
y′(t) = Ay(t) +Bu(t), t ∈ (0, T )
y(0) = y0
where
y(t) =
x1
x2
 , A =
0 1
0 0
 , B =
0
1
 .
Then a control problem may seek to find a control function u such that we can bring the cart
to rest in time T . That is, find u such that the terminal state y(T ) is ~0 given some initial state
y0. The problem of finding the minimal time is known as the optimal control problem.
We refer to (27) for other examples of control systems. The problem posed in Example
2.2.0.1 is vague in the sense that we do not ask much about the initial state of the system. For
instance, we do not know if the cart can be brought to rest from any initial state or whether it
can almost be brought to rest. Furthermore, we do not specify the space of control inputs. In
general, we say the control system (2.2) is controllable in time T from an initial state x0 to a
terminal state xT if there exists a suitable control u such that x(T ) = xT . In the next section
we discuss the different degrees of controllability often encountered in the literature.
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2.2.1 Controllability
We say that the finite-dimensional control system (2.2) is exactly controllable in time T > 0
if given any initial data x0 ∈ Rn and terminal state xT ∈ Rn, we can find u ∈ L2(0, T ;Rm)
such that x(T ) = xT . In other words,
xT = eATx0 +
∫ T
0
eA(T−s)Bu(T − s) ds.
We can show by an example that this may not always occur.
Example 2.2.1.1. Consider the following system similar to that of example 2.2.0.1:
dx1
dt = −x1 + u(t)
dx2
dt = −x2
with initial data (x1, x2)(0) = (x
0
1, x
0
2). Note how the equations are not coupled and so one can
see the solution is given by
x1(t) = e
−tx01 +
t∫
0
eτ−t u(τ) dτ
x2(t) = e
−tx02.
Note that we cannot act on x2 with u. So there is no way to choose u to drive x2 to a desired
terminal state.
Other weaker notions of controllability are that of approximate and null controllability. The
problem of approximate controllability consists in determining if we can find a suitable control
to approximate the desired state xT with x(T ) from any given initial state x0. The problem
of null controllability consists in determining whether we can find a suitable control such that
x(T ) = 0 from any given initial state. It is ofter useful to describe these ideas in terms of the
reachable states. We define the set of reachable states from x0 ∈ Rn in time T > 0 by
R(T ;x0) =
{
x(T ) : x solves (2.2), u ∈ L2(0, T ;Rm)} .
Whenever the reachable set R(T ;x0) equals Rn for all x0 ∈ Rn we say the system is exactly
controllable. If the reachable set R(T ;x0) is dense in Rn for all x0 ∈ Rn then we say the system
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is approximately controllable. On the other hand, if the zero vector is in the set of reachable
set R(T ;x0) for any x0 ∈ Rn then we say the system is null controllable. Surprisingly, all
three degrees of controllability are equivalent in the finite-dimensional setting. Indeed, exact
and approximate controllability are equivalent since the reachable set must be a close affine
subspace and the only space with these characteristics is the whole space Rn itself. The reason
why exact and null controllability are equivalent is more subtle. Let the system (2.2) be exactly
controllable and let x0 and xT be given. Now let y ∈ Rn be the solution to the uncontrolled
problem with terminal condition xT :
y′(t) = Ay(t), t ∈ (0, T )
y(T ) = xT
.
Then by the linearity of A, the vector z := x − y ∈ Rn solves the same ODE as in (2.2) with
initial state x0 − y(0). That is
z′(t) = Az(t) +Bu(t), t ∈ (0, T )
z(0) = x0 − y(0)
.
Moreover, we have that z(T ) = 0. Since the vector x0 − y(0) is arbitrary in Rn it follows that
the system (2.2) is null controllable. The reverse implication follows similarly.
The above discussion shows that in the finite-dimensional case, it is sufficient to address
the question of null controllability to know if a system is controllable. However, we will later
see that this equivalence is not guaranteed for infinite-dimensional systems.
Now we ask, under what conditions is a finite dimensional system exactly controllable? A
well known necessary and sufficient condition is that of the Kalman criterion. This is a very
useful tool since it is easy to verify.
Theorem 2.2.1.1. The finite-dimensional control (2.2) is said to be exactly controllable if and
only if the matrix
C := [B,AB, . . . , An−1B]
is full rank.
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The condition that rank = n is known as the Kalman condition and the matrix C ∈Mn×nm
is known as Kalman’s controllability matrix.
Proof. Assume that the system is exactly controllable but that the matrix C is rank deficient.
By the definition of exactly controllable we have that R(T ;x0) = Rn for all x0. In particular
for x0 = ~0, we have that
R(T ; 0) = {0}⊥. (2.4)
On the other hand, the rank deficiency of C and Rank-nulllity theorem imply that the null
space of C is nontrivial. That is, one can find a nonzero row vector v ∈ Rn such that vC = ~0.
Hence
vB = vAB = · · · = vAn−1B = ~0 (2.5)
Let the characteristic polynomial of A be given by
pA(t) = t
n − c1tn−1 − c2tn−2 − · · · − cn−1t− cn
for some {ci}ni=1 ∈ Rn. By the Cayley-Hamilton theorem we have that pA(A) = 0. By left
multiplying by v and right multiplying by B we see that (2.5) implies
vAnB = c1vA
n−1B + c2vAn−2B + · · ·+ cn−1vAB + cnvB = ~0
Using an inductive argument we obtain that vAn+kB = ~0 for all k = 0, 1, 2, . . . . Combing the
latter with (2.5) we have that vAkB = ~0 for all k = 0, 1, 2, . . . . Applying the series expansion
of the exponential matrix eAt we have
veAsB = v
(
I +As+
A2s2
2!
+ . . .
)
B = ~0 (2.6)
for any real s. Recall that the variation of parameters formula (2.3) gives the state of the
system at time t and for x0 = ~0 we have that is given by
x(t) =
∫ t
0
eA(s)Bu(t− s) ds.
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By left multiplying by v and using (2.6) we have that
vx(T ) =
∫ T
0
veA(s)Bu(t− s) ds = 0
The above shows that the nonzero vector v is orthogonal to reachable set from ~0 which contra-
dicts (2.4). Hence exact controllability implies that the Kalman condition is satisfied.
Now assume that the Kalman condition holds but that the system is not exactly controllable.
Recall that exact and null controllability are equivalent. Since the system is not null controllable
we can observe that
⋃
t>0
{
x(t) =
∫ t
0
eAsBu(t− s) ds : u is piecewise continuous
}
= Rn.
Since we have assumed by contradiction that the system is not exactly controllable, the above
statement is false. In particular,{
x(1) =
∫ 1
0
eAsBu(1− s) ds : u is piecewise continuous
}
6= Rn
holds or otherwise there exists a nonzero row vector v ∈ Rn such that
v
∫ 1
0
eAsBu(1− s) ds = 0
for all u piecewise continuous. We get
veAsB = ~0
and when s = 1 we have that vB = ~0. By differentiating above with respect to s and evaluating
at 1 we have vAB = ~0. By an inductive argument we see that
vB = vAB = · · · = vAn−1B = ~0
which cannot occur since C is full rank. Hence the system must be exactly controllable as
needed.
Note that Kalman’s condition is independent of T > 0 since the matrices are constant.
Hence, if the system is controllable for some time T > 0 then it is also controllable for any
positive time.
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2.2.2 Observability
Although, Kalman’s condition is a useful tool due to its simplicity, it is not very enlightening
when moving to the infinite-dimensional case. Fortunately, there is another characterization
of the controllability of a system in terms of the adjoint problem. In this section we introduce
this problem which is also known as the observability problem. Let A∗ be the adjoint matrix
of A. That is, the matrix that satisfies
(Ax, y) = (x,A∗y)
for all x, y ∈ Rn where (·, ·) is the inner product in Rn. Consider the adjoint problem
−ϕ′(t) = A∗ϕ
ϕ(T ) = ϕ0
(2.7)
This problem goes back in time. That is, it starts from terminal time T of the original control
problem. Just as in the problem of controllability, we must have a notion of observability of the
observation problem (2.7). We say that the problem (2.7) is observable whenever there exists
a constant C > 0 only dependent of the terminal time T > 0 such that
∣∣ϕ0∣∣2 ≤ C ∫ T
0
|B∗ϕ|2 dt. (2.8)
The classical result is the equivalence between control and observation.
Proposition 2.2.2.1. The control system (2.2) is controllable in time T > 0 if and only if the
adjoint problem (2.7) is observable.
Proof. Let the adjoint system (2.7) be observable. That is, the observability inequality (2.8)
holds. For solutions y and ϕ of (2.2) and (2.7) we have
(y˙, ϕ) = (Ay, ϕ) + (Bu,ϕ)
−(y, ϕ˙) = (A∗ϕ, y)
and thus
d
dt
(y, ϕ) = (Bu,ϕ) = (u,B∗ϕ).
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Integrating with respect to t over the interval (0, T ) we see that
(y(T ), ϕ(T ))− (y(0), ϕ(0)) =
∫ T
0
(u,B∗ϕ) dt. (2.9)
So, the above shows that
−(y(0), ϕ(0)) =
∫ T
0
(u,B∗ϕ) dt (2.10)
is sufficient to steer the initial data y0 to zero. The mapping J : Rn → R defined by
J(ϕ0) =
1
2
∫ T
0
|B∗ϕ|2 dt+ (y0, ϕ(0))
is clearly a functional and since we have assumed the system is observable, it follows that J
achieves its minimum. Let ϕ˜0 be some minimizer of J and so
d
d
J(ϕ˜0 + ϕ0)
∣∣
=0
= 0
for all ϕ0 ∈ Rn. This along with (2.10) implies that the control u to steer y0 to the zero state
is of the form u = B∗ϕ˜.
Now assume the system is not exactly observable. Then we can find terminal data ϕ0 in Rn
such that B∗ϕ = 0 for all t ∈ (0, T ). We can choose initial state y0 ∈ Rn such that (y0, ϕ(0))
not zero and so from (2.9), we have that
(y(T ), ϕ(T )) = (ϕ(0), z(0)) 6= 0
such that the terminal state y(T ) cannot be zero.
This concludes the proof that the systems is controllable if and only if the dual system is
observable.
To this point we have most of what we need in the finite dimensional case. Many things
do not translate to infinite dimensional cases although there are many analogies and hence it
is worth studying. In the next section, we apply a particular method to answer the question of
controllability in the context of partial differential equations.
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2.3 Infinite dimensional control
In this section we study the null-controllability property of a simple heat equation with
no point mass on a bounded domain. The purpose is to understand the necessary tools de-
veloped by R. D. Russell and H. O. Fattorini in (15) and (40), to reduce the problem of
null-controllability to that of a problem of moments. In particular, in (15), these techniques
are applied to general parabolic equations with boundary controls. In (1), Avdonin and Ivanov
discuss this method extensively in a more general setting. We also refer to (48), (34) and (18)
where the ideas presented here can also be found.
2.3.1 Well-posedness
Consider the heat diffusion problem of a rod occupying the interval (0, 1) of the x-axis:
yt = yxx, x ∈ (0, 1), t ∈ (0, T )
y(t, 0) = 0, y(t, 1) = f(t), t ∈ (0, T )
y(0, x) = y0(x), x ∈ (0, 1)
(2.11)
where we seek to find f ∈ L2(0, T ) given T > 0 and initial data y0 ∈ L2(0, 1), such that
y(T, x) = 0. That is, we wish to find a control function f in L2(0, T ) acting on the system at
x = 1 to bring the temperature of the rod to zero in time T . The well-posedness of (2.11) is
well understood as given by the following theorem.
Theorem 2.3.1.1. Given any f ∈ L2(0, T ) and y0 ∈ L2(0, 1), the system (2.11) has a unique
weak solution y ∈ C([0, T ];H−1(0, 1)). Furthermore, the map {y0, f} → {u} is linear and there
exists C = C(T ) > 0 such that
‖y‖L∞(0,T ;H−1(0,1)) ≤ C(‖y0‖L2(0,1) + ‖f‖L2(0,T ).
Details of the above theorem can be found in (31). Note that in the subsequent chapters,
we will show the well-posedness of our result using semigroup techniques.
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2.3.2 Controllability
Very often it is useful to study control problems in terms of the reachable state. Let T > 0
be given, and define the reachable state from the initial data y0 ∈ L2(0, 1) by
R(T ;u0) =
{
y(T ) : y solution of (2.11) with f ∈ L2(0, T )}
In this fashion, we say that R(T ;u0) is a reachable state of the control problem (2.11) in time
T > 0 from y0 with a control f . Next we define the various degrees of controllability.
Definition 2.3.2.1. We say that system (2.11) is approximately controllable in time T , if for
every initial data y0 ∈ L2(0, 1), the set of reachable states R(T ; y0) is dense in L2(0, 1).
Definition 2.3.2.2. We say that system (2.11) is exactly controllable in time T , if for every
initial data y0 ∈ L2(0, 1), the set of reachable states R(T ; y0) coincides with L2(0, 1).
Definition 2.3.2.3. We say that system (2.11) is null controllable in time T , if for every
initial data y0 ∈ L2(0, 1), the set of reachable states R(T ; y0) contains the zero state.
As we will see, the null-controllability property is the only relevant degree of controllability.
The remaining two are either not attainable or trivial.
Since solutions of (2.11) are C∞ away from boundary at time T , the set of reachable sets
at time T consists entirely of C∞ functions and thus exact controllability is not necessarily
attained. Hence, we do not discuss exact controllability.
Let T denote the semigroup generated by the heat operator. Note that for any y0, ϕ0 ∈
L2(0, 1), the linearity of the system gives
R(T ; y0 − ϕ0) = R(T ; y0)− Tϕ0.
If the zero state is reachable then from the above we have that Tϕ0 ∈ R(T ; y0). Thus, the range
of the semigroup operator is reachable from any initial state y0. Furthermore, this implies that
T(T )(L2(0, 1)) ⊂ R(T ; y0). Since T(T )(L2(0, 1)) is dense in L2(0, 1) we see that null controlla-
bility implies approximate controllability. The above discussion shows that null controllability
is the most relevant type of controllability to study in the context of heat operators.
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2.3.3 The method of moments
We now outline the process to convert the problem of null controllability to a problem of
moments. We begin by introducing the dual or observation problem of (2.11):
−ϕt = ϕxx, x ∈ (0, 1), t ∈ (0, T )
ϕ(t, 0) = ϕ(t, 1) = 0, t ∈ (0, T )
ϕ(T, x) = ϕT (x), x ∈ (0, 1)
(2.12)
with terminal data ϕT ∈ L2(0, 1).
Lemma 2.3.3.1. System (2.11) is null controllable in time T > 0 if and only if, for any
u0 ∈ L2(0, 1) there exists control f ∈ L2(0, T ) such that∫ T
0
f(t)ϕx(t, 1) dt =
∫ 1
0
y0(x)ϕ(0, x) dx (2.13)
for any ϕT ∈ L2(0, 1), where ϕ is the solution to the observation system (2.12).
Remark that the above result is analogous to 5.2.1.1 and 5.2.2.1 when we add a point mass.
Proof. Let f ∈ L2(0, T ) and ϕT ∈ L2(0, 1) be given. For y and ϕ solutions to the control
problem (2.11) and observation problem (2.12), integration by parts leads to∫ 1
0
y0(x)ϕ(0, x) dx−
∫ 1
0
y(T, x)ϕT (x) dx =
∫ T
0
f(t)ϕx(t, 1) dx.
If (2.13) holds then ∫ 1
0
y(T, x)ϕT (x) dx = 0
for all ϕT ∈ L2(0, 1), in which case y(T, x) = 0. Thus (2.11) is null controllable in time T > 0.
Similarly, one sees that if the system is null controllable with control function f ∈ L2(0, T )
then the identity (2.13) holds as needed.
From here on, let −λn denote the sequence of negative, decreasing eigenvalues of the heat
operator where λn = n
2pi2 for n ∈ N.
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Proposition 2.3.3.1. The system (2.11) is null-controllable in time T > 0 if and only if for
any y0 ∈ L2(0, 1), there exists a control function f ∈ L2(0, T ) such that,
an
bn
e−λnT =
∫ T
0
f(T − t)e−λnt dt, n ∈ N (2.14)
where an are the Fourier coefficients of y
0 and bn = (−1)n2npi.
It is worth noting that bn are the Fourier coefficients of the corresponding observability
operator acting on the control input f .
Proof. Note that the eigenfunctions of the heat operator are given by {sin(pinx)}n∈N and they
form an orthogonal basis for L2(0, 1). Hence, for y0 ∈ L2(0, 1) we have
y0 =
∑
m∈N
am sin(pimx).
One can write eigensolutions to the dual problem (2.12) as ϕ(t, x) = e−λn(T−t) sin(pinx). Ap-
plying these solutions to identity (2.13) we have that∫ T
0
f(t)e−λn(T−t)(−1)nnpi dt =
∫ 1
0
∑
m∈N
am sin(pimx)e
−λnT sin(pinx) dx
=
an
2
e−λnT
which is equivalent to (2.14) after defining bn := (−1)n2npi.
From Proposition 2.3.3.1 we see that to show that there is f ∈ L2(0, T ) such that (2.11) can
be stirred to zero from any initial state y0 ∈ L2(0, 1), is equivalent to show there is f ∈ L2(0, T )
satisfying the moment problem (2.14) for any terminal data ϕT ∈ L2(0, 1) of the dual problem
(2.12). One can express the solution to (2.14) as
f(T − t) =
∑
m∈N
am
bm
e−λmT θm(t), (2.15)
where {θm}m∈N is a biorthogonal sequence to the family of real exponential functions {e−λm}m∈N.
That is ∫ T
0
θm(t)e
−λnt dt = δn,m (2.16)
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for all n,m ∈ N. The next result shows that once the existence of the biorthogonal sequence is
obtained, the control function f is in L2(0, T ). Clearly, proving the existence of the biorthogonal
sequence is sufficient to prove that (2.11) is null controllable.
Proposition 2.3.3.2. The system (2.11) is null controllable in time T > 0 only if given T > 0
there exists a biorthogonal sequence {θm}m∈N as in (2.16) such that
‖θm‖L2(0,T ) ≤M1eM2m (2.17)
for all m ∈ N and some constants M1,M2 > 0.
Proof. Assume (2.17). It is clear that
f(T − t) =
∑
m∈N
am
bm
e−λmT θm(t) (2.18)
solves the moment problem (2.14) if it converges in the L2(0, T ) sense. Note that using the
orthogonality of the eigenvectors,
‖f(T − t)‖L2(0,T ) ≤
∑
m∈N
∥∥∥∥ambm e−λmT θm(t)
∥∥∥∥
L2(0,T )
≤
∑
m∈N
am
bm
e−λmT ‖θm(t)‖L2(0,T )
≤
∑
m∈N
|am|
|bm| e
−λmTM1eM2m
≤M1
∑
m∈N
|am|
2pim
e−λmT+M2m.
The above clearly converges and thus (2.18) defines a solution to the moment problem (2.14)
as needed to show (2.11) is null controllable.
The following section outlines the main tools to prove the existence of the biorthogonal
sequence in (2.15). As mentioned before, this method was developed by R.D. Russell and H.
O. Fattorini. See (15) and (40) for more details.
2.3.4 Biorthogonal sequence
The classical Mu¨ntz-Sza´sz theorem for families of exponentials states that for an increasing
sequence {sn}n∈N of positive numbers, the family of exponentials {e−snt}n∈N is complete in
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L2(0, T ) if and only if
∑
n∈N
1
sn
= +∞.
Applying the above to λn we see that Λ is not complete in L
2(0, T ). For convenience, let
us denote Λ the family of exponentials {e−λnt}n∈N. Furthermore, let us denote E(Λ, T ) and
E(m,Λ, T ), the spaces generated by Λ and Λ \ {e−λmt} in L2(0, T ) respectively. Lastly, let
pn(t) = e
−λnt. The next theorem shows the existence of a biorthogonal sequence {θm}m∈N to
Λ.
Theorem 2.3.4.1. Given T > 0, there exists a unique sequence {θm(T, ·)}m∈N of minimal
L2(0, T ) norm such that
{θm(T, ·)}m∈N ⊂ E(Λ, T ).
Proof. By the Mu¨ntz-Sza´sz theorem, we have that Λ is not complete and thus it is minimal.
That is, Λ is independent and spans a proper closed subspace of L2(0, T ). So pm 6∈ E(m,Λ, T )
for all m ∈ N. Let qm be the orthogonal projection pm over E(m,Λ, T ) and define
θm(T, ·) = pm − qm‖pm − qm‖2L2(0,T )
.
Then ∫ T
0
θm(T, t)pn(t) dt = δnm
and θm(T, ·) ∈ E(Λ, T ) as needed to show {θm(T, ·) gives a biorthogonal sequence to Λ in
E(Λ, T ). Let {θ˜m}m∈N be another biorthogonal sequence and so θm− θ˜m ∈ E(Λ, T ) is perpen-
dicular to pn for all n ∈ N. Since {pn} is dense in E(Λ, T ), it follows that θm− θ˜m = 0 as needed
to show the sequence is unique. Note that for all m ∈ N, there is a unique qm ∈ E(Λ, T )⊥ such
that θ˜m = θm + qm. Then by the properties of projection,
‖θ˜m‖ = ‖θm + qm‖ =
√
‖θm‖2 + ‖qm‖2 ≥ ‖θm‖
as needed to show the norm of {θm} is minimal in L2(0, T ).
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Next we compute the L2(0, T ) norm of the biorthogonal sequence in the case of T =∞ and
T <∞.
Let T =∞. First, recall the following linear algebra result.
Lemma 2.3.4.1. If C = {cij}1≤i,j≤n is a n× n-matrix with coefficients ci,j = 1
ai + bj
, then
det(C) =
∏
i≤i,j≤n
(ai − aj)(bi − bj)∏
1≤i,j≤n
(ai + b+ j)
.
See (12) for more details.
Lemma 2.3.4.2. There exists positive constant M such that for any m ∈ N we have
∏
m∈N
m 6=k
m2 + k2
|m2 − k2| ≤ e
Mm. (2.19)
Proof. Consider
∏
m∈N
m 6=k
m2 + k2
|m2 − k2| = exp
∑
m∈N
m6=k
ln
(
m2 + k2
|m2 − k2|
)
≤ exp
∑
m∈N
m6=k
ln
(
1 +
2m2
|m2 − k2|
) .
Note,
∑
m∈N
m 6=k
ln
(
1 +
2m2
|m2 − k2|
)
≤
m∫
1
ln
(
1 +
2m2
|m2 − x2|
)
+
2m∫
m
ln
(
1 +
2m2
|x2 −m2|
)
+
∞∫
2m
ln
(
1 +
2m2
|x2 −m2|
)
≤ m
 1∫
0
ln
(
1 +
2
|1− x2|
)
+
2∫
1
ln
(
1 +
2
|x2 − 1|
)
+
∞∫
2
ln
(
1 +
2
|x2 − 1|
)
After integrating, we see that each of the three integrals is convergent and thus
M2 =
1∫
0
ln
(
1 +
2
|1− x2|
)
+
2∫
1
ln
(
1 +
2
|x2 − 1|
)
+
∞∫
2
ln
(
1 +
2
|x2 − 1|
)
as needed to show (2.19).
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Before proving the main result concerning the L2(0,∞) norm of the biorthogonal sequence,
define the following spaces
EN (Λ, T ) = subspace generated by ΛN = {e−λnt}1≤n≤N
EN (m,Λ, T ) = subspace generated by {e−λnt}1≤n≤N, n6=m
in L2(0, T ).
Theorem 2.3.4.2. There exists two positive constants M1 and M2 such that {θm(∞, ·)}m∈N
satisfies
‖θm(∞, ·)‖L2(0,∞) ≤M1eM2m
for all m ∈ N.
Proof. Observe that both EN (Λ, T ) and EN (m,Λ, T ) are finite dimensional and
E(Λ, T ) =
⋃
N∈N
EN (Λ, T ), E(m,Λ, T ) =
⋃
N∈N
EN (m,Λ, T )
Then, for all N ∈ N we see there is a unique biorthogonal family {θNm}1≤m≤N in EN (Λ, T ) to
ΛN . We may construct this sequence using the projection qNm of pm over E
N (m,Λ, T ) as
θNm =
pm − qNm
‖pm − qNm‖L2(0,T )
. (2.20)
By the finite dimensionality of EN (Λ, T ), write θNm as
θNm =
∑
1≤k≤N
cmk pk.
Taking the L2(0, T ) inner product with pn we see that
∑
k∈N
cmk
T∫
0
pk(t)pn(t) dt = δmn
and taking L2(0, T ) norm of θNm we see that
‖θNm‖L2(0,T ) = cmm.
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Denoting
gjk = 〈pk, pj〉L2(0,T ) =
1
λj + λk
,
we see that G = {gjk}1≤k,j≤N is the Gramm matrix of ΛN . Then, from the above identities we
see that cmk are the elements of G
−1 and by Cramer’s rule
cmm =
det(Gm)
det(G)
where Gm is the matrix obtained by replacing the m
th column of G with the mth vector of the
canonical basis. Thus so far,
‖θNm‖L2(0,T ) =
√
det(Gm)
det(G)
.
Applying Lemma 2.3.4.1, we see that
‖θNm‖L2(0,T ) =
√
2pim
∏
1≤k≤N
k 6=m
m2 + k2
|m2 − k2| .
The last step consists of passing to the limit as N →∞. Recall that
lim
N→∞
∏
1≤k≤N
k 6=m
m2 + k2
|m2 − k2| =
∏
k∈N
k 6=m
m2 + k2
|m2 − k2|
if and only if
∑
k∈N
k 6=m
ln
(
m2 + k2
|m2 − k2|
)
converges. Indeed,
∑
k∈N
k 6=m
ln
(
m2 + k2
|m2 − k2|
)
≤
∑
k∈N
k 6=m
ln
(
1 +
2m2
|m2 − k2|
)
≤ 2m2
∑
k∈N
k 6=m
1
|m2 − k2| .
Since the above converges, we see that
lim
N→∞
‖θNm‖L2(0,T ) =
√
2pim
∏
k∈N
k 6=m
m2 + k2
|m2 − k2| .
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is convergent and by Lemma 2.3.4.2 there exists M1,M2 > 0 such that
lim
N→∞
‖θNm‖L2(0,T ) ≤M1eM2m.
The last step is to show that θNm → θm in the L2(0, T ) sense. Using the definition (2.20) of θNm,
we have
lim
N→∞
‖θNm‖L2(0,T ) = lim
N→∞
1
‖pm − qNm‖L2(0,T )
.
Let  > 0 be given. Note that qm ∈ E(m,Λ, T ) can be approximated in E()(m,Λ, T ). That is,
we can find N() ∈ N and the corresponding qN()m ∈ E()(m,Λ, T ) such that
‖qm − qN()m ‖L2(0,T ) < .
Recall that by the properties of projections, any qm ∈ E(m,Λ, T ) satisfies
‖pm(t)− qm(t)‖L2(0,T ) = min
q∈E(m,Λ,T )
‖pm(t)− q(t)‖L2(0,T )
and thus
‖pm − qm‖ = min
q∈E(m,Λ,T )
‖pm(t)− q‖ ≤ ‖pm(t)− qNm‖.
Conversely,
‖pm(t)− qNm‖ = min
q∈EN (m,Λ,T )
‖pm(t)− q‖
≤ ‖pm(t)− qN()m ‖
≤ ‖pm(t)− qm‖+ ‖qm − qN()m ‖
< ‖pm(t)− qm‖+ .
Combing the two inequalities and passing to the limit, we see that
lim
N→∞
‖θNm‖L2(0,T ) = lim
N→∞
1
‖pm − qNm‖L2(0,T )
=
1
‖pm − qm‖L2(0,T )
= ‖θm‖L2(0,T )
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as needed to show
‖θm‖L2(0,T ) ≤M1eM2m
for some M1,M2 > 0.
This concludes the convergence of the biorthogonal sequence in the case that T =∞.
Finally, in this section we compute the L2(0, T ) norm bound of the biorthogonal sequence
with T <∞. So let T <∞. We first need the following result which can be found in (21), (34)
or (15).
Theorem 2.3.4.3. Given T ∈ (0,∞), the restriction operator to Λ given by
RT : E(Λ,∞)→ E(Λ, T ), RT (y) = y
∣∣
[0,T ]
is invertible and there is C = C(T ) > 0 such that ‖R−1T ‖ ≤ C.
The following result gives the minimal L2(0, T ) of the biorthogonal sequence. Let {θm} be
the biorthogonal sequence as given in Theorem 2.3.4.1.
Theorem 2.3.4.4. There exists two positive constants M1 and M2 such that {θm(T, ·)}m∈N
satisfies
‖θm(T, ·)‖L2(0,T ) ≤M1eM2m
for all m ∈ N.
Proof. From Theorem 2.3.4.3 we have that R−1T is bounded and we let let R
−1
T
∗
: E(Λ,∞)→
E(Λ, T ) be its adjoint. Hence, by the properties of projections and the adjoint operator,
δkm = 〈pk, θm(∞, ·)〉L2(0,∞) = 〈RT (pk), R−1T
∗
(θm(∞, ·))〉L2(0,∞).
By the uniqueness of the biorthogonal sequence and R−1T
∗
(θm(∞, ·) ∈ E(Λ, T ), we see that
R−1T
∗
(θm(∞, ·)) = θm(T, ·)
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for all m ∈ N where we have used the uniqueness of θm(T, ·). Now
‖θm(T, ·)‖L2(0,T ) = ‖R−1T
∗
(θm(∞, ·))‖L2(0,T )
≤ ‖R−1T
∗‖‖θm(∞, ·)‖L2(0,∞)
= ‖R−1T ‖‖θm(∞, ·)‖L2(0,∞).
Recalling the bounds of the biorthogonal sequence θm(∞, ·) in L2(0,∞) in 2.3.4.2, and the
bound of the inverse of the restriction operator, we can find M1,M2 > 0 such that
‖θm(T, ·)‖L2(0,T ) ≤M1eM2m
for all m ∈ N as needed.
2.4 Concluding remark
For a wider class of problems, one can obtain an analogous moment problem
an
bn
e−λnT =
∫ T
0
f(T − t)e−λnt dt, n ∈ N
with the corresponding sequence of eigenvalues {λn}. Similarly to the case of n2pi2, we may
apply the Mu¨ntz-Sza´sz Theorem to perturbations of n2 and thus conclude that the family of
exponentials {e−λnt} is not complete. Once again, this allows the construction of a biorthogonal
sequence {θm} in L2(0, T ). Once existence is established with the corresponding L2(0, T )
bound, we set
f(T − t) =
∑
m∈N
am
bm
e−λmT θm(t),
which converges whenever |bm| ≥ Cm−α for some C > 0 and α > 0.
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CHAPTER 3. MODELING OF A HEAT EQUATION WITH A DIRAC
DENSITY
Consider a linear hybrid system consisting of two wires or rods connected by a thin wall of
width 2 > 0 and density 1/2. Assume the two rods occupy the intervals ω,1 = (−L1,−) and
ω,2 = (, L2), and the wall occupies the interval ω = (−, ). Correspondingly, let u = u(t, x),
v = v(t, x) and z = z(t, x) denote the temperature distribution on their respective domains
ω,1, ω,2, and ω. We suppose the temperature of the rods and wall satisfy the heat equation
on their respective domains with Dirichlet boundary conditions at endpoints x = −L1, L2. The
linear equation modeling heat flow of such a system is as follows:
c1ρ1u˙ − k1u′′ = 0, t > 0, x ∈ ω,1
c2ρ2v˙ − k2v′′ = 0, t > 0, x ∈ ω,2
c
2 z˙ − kz′′ = 0, t > 0, x ∈ ω
u(t,−) = z(t,−), z(t, ) = v(t, ), t > 0
k1u
′(t,−) = kz′(t,−), kz′(t, ) = k2v′(t, ), t > 0
u(t,−L1) = v(t, L2) = 0, t > 0.
(3.1)
Throughout this thesis, ′ will denote spatial derivatives and ˙ will denote temporal derivatives.
The parameters c > 0 and k > 0 in the third equation represent the specific heat and conduc-
tivity of the wall connecting the two rods. The parameters ci, ρi and ki in (3.1) are positive
and represent the specific heat, density and thermal conductivity of the rod on the subdomain
ω,i. It will later be convenient to use the diffusivity coefficient α
2
i = ki/ciρi for i = 1, 2. The
fourth equation guarantees continuity of the temperature across the interface x = ± and the
fifth equation represents the heat flux continuity condition at the interfaces (see (37, Chapter
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8) ). We complete the system by adding the initial conditions
{u0 (x), v0 (x), z0 (x)} = {u(0, x), v(0, x), z(0, x)} (3.2)
in an appropriately defined function space at time t = 0 so we may determine the solution of
(3.1) uniquely.
We show in this chapter that with appropriate assumptions on the initial conditions, the
solution {u, v, z} of (3.1) with (3.2) converges in a weak sense to the solution of the following
limiting hybrid system:
c1ρ1u˙− k1u′′ = 0, t > 0, x ∈ ω1 := ω0,1
c2ρ2v˙ − k2v′′ = 0, t > 0, x ∈ ω2 := ω0,2
c z˙ = k2v
′(t, 0)− k1u′(t, 0), t > 0
u(t, 0) = v(t, 0) = z(t), t > 0
u(t,−L1) = v(t, L2) = 0, t > 0,
(3.3)
with initial conditions of the form
{u0(x), v0(x), z0} = {u(0, x), v(0, x), z(0)} (3.4)
given in an appropriately defined function space at time t = 0. The third equation in (3.3)
states that the rate of change in temperature of the point mass is proportional to the net heat
flux into the point mass. This can be viewed as a form of Fick’s law of diffusion.
Similar hybrid systems involving strings and beams with point masses have been studied in
the context of controllability and stabilization theory. See for example (25), (30), (8), (9), (29),
(35), (10), (47), (20) and (19). In particular, C. Castro showed in (6) that a system similar to
(3.3) with strings can be obtained from a system similar to that in (3.1) and gave a detailed
spectral analysis.
3.1 Well-posedness
We begin by proving well-posedness of the limit problem (3.3).
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3.1.1 The limit problem
Given u, v defined on ω1, ω2 and z ∈ R, let y = (u, v, z)t, where t denotes transposition and
define
H = L2(ω1)× L2(ω2)× R
equipped with the norm
‖y‖2H = c1ρ1‖u‖2ω1 + c2ρ2‖v‖2ω2 + c |z|2
where ‖ · ‖ωi is the usual norm in L2(ωi) for i = 1, 2. Define
ϑω1 = {u ∈ H1(ω1) | u(−L1) = 0}
ϑω2 = {v ∈ H1(ω2) | v(L2) = 0}
ϑ = {(u, v) ∈ ϑω1 × ϑω2 | u(0) = v(0)}
equipped with the norms
‖u‖2ϑωi = ki‖u
′‖2L2(ωi), ‖(u, v)‖2ϑ = ‖u‖2ϑω1 + ‖v‖
2
ϑω2
for i = 1, 2. We can check that (see (25)) ϑ is algebraically and topologically equivalent to
H10 (Ω), however one can think of ϑ as a subspace of ϑω1 × ϑω2 . The space
W = {(u, v, z) ∈ ϑ× R | u(0) = v(0) = z}
is a closed subspace of ϑ × R with norm we may define as ‖y‖2W = ‖(u, v)‖2ϑ. It is easy to see
that the spaceW is densely and continuously embedded in the space H. Define the unbounded
operator A : D(A) ⊂ H → H by
A =

α21d
2 0 0
0 α22d
2 0
−k1c δ0d k2c δ0d 0
 (3.5)
where d denotes the (distributional) derivative operator and δ0 denotes the Dirac delta function
with mass at x = 0, and the domain D(A) of A is given by
D(A) = {y ∈ W : u ∈ H2(ω1), v ∈ H2(ω2)}. (3.6)
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When D(A) is endowed with the graph-norm topology
‖y‖2D(A) = ‖y‖2H + ‖Ay‖2H
it becomes a Hilbert space with continuous embedding in H. We can therefore write the limit
system (3.3) as
y˙(t) = Ay(t), y(0) = y0, t > 0 (3.7)
where y0 = (u0, v0, z0). Since D(A) is dense in W and the latter is dense in H, it follows that
A is a densely defined operator.
Lemma 3.1.1.1. The operator A : D(A)→ H is a bijection.
Proof. Let ~f = (f, g, h) ∈ H be arbitrary. Then the solution to Ay = ~f is given by
y =

Cu(x+ L1)− F (x)
Cv(x− L2)−G(x)
Cz
 (3.8)
where
F (x) =
∫ x
−L1
∫ 0
s
α−21 f(r) drds,
G(x) =
∫ L2
x
∫ s
0
α−22 g(r) drds,
Cu =
−chL2 + k2(F (0)−G(0))
k2L1 + k1L2
Cv =
chL1 + k1(F (0)−G(0))
k2L1 + k1L2
Cz = −chL1L2 + L2k1F (0) + L1k2G(0)
k2L1 + k1L2
.
(3.9)
Since (u′′, v′′) = (α−21 f, α
−2
2 g) ∈ L2(ω1) × L2(ω2) it follows that (u, v) ∈ H2(ω1) × H2(ω2).
Furthermore, one can check from (3.9) that u(0) = v(0) = z and u(−L1) = v(L2) = 0 so that
y ∈ D(A). Thus A : D(A)→ H is surjective.
Finally, note that the null space of A is trivial since when ~f = (0, 0, 0) we see that y is the
trivial solution. Then A is injective and hence bijective.
Lemma 3.1.1.2. The operator A : D(A)→ H is symmetric and dissipative.
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Proof. Consider ϕ = (µ, ν, ζ) ∈ D(A). Then
〈Ay, ϕ〉H = k1u′µ|0−L1 − k1〈u′, µ′〉ω1 + k2v′ν|L20 − k2〈v′, ν ′〉ω2 + (k2v′(0)− k1u′(0))ζ
= −k1uµ′|0−L1 + k1〈u, µ′′〉ω1 − k2vν ′|L20 + k2〈v, ν ′′〉ω2
= c1ρ1〈u, α21µ′′〉ω1 + c2ρ2〈v, α22ν ′′〉ω2 + cz
(
k2
c
ν ′(0)− k2
c
µ′(0)
)
= 〈y,Aϕ〉H
for all y = (u, v, z) ∈ D(A). Hence D(A) ⊂ D(A∗) and so A is a symmetric operator. In
particular, when we choose y = ϕ we see from the above computation that
〈Ay, y〉H = −k1‖u′‖2ω1 − k2‖v′‖2ω2 = −‖y‖2W .
Thus we have that 〈Ay, y〉H ≤ 0 for any y ∈ D(A) as needed to show A is dissipative.
Lemma 3.1.1.3. The operator A is closed, self-adjoint and its inverse is a compact operator
in H.
Proof. As mentioned before, A is densely defined in H and from Lemmas 3.1.1.2 and 3.1.1.1
we have that it is symmetric and R(A) = H. It follows from Theorem 13.11 in (39), that A is
self-adjoint and its inverse A−1 is bounded in H. Furthermore, since the inverse is bounded,
we have 0 ∈ ρ(A) and Theorem 13.9 in (39) implies that A is closed.
Next we claim that K := A−1 is compact. From formulas (3.8)-(3.9) we can decompose
K = K1 +K2 where
K1 ~f =

−F (x)
−G(x)
0
 , K2 ~f =

Cu(x+ L1)
Cv(x− L2)
Cz
 .
Since the mappings f 7→ F (x) and g 7→ G(x) are Volterra-type operators, K1 is compact. Since
0 ∈ ρ(A) and K1 is compact, K2 must be bounded. Since also K2 has finite rank, it follows
that K2 is compact, and hence also K is compact.
Proposition 3.1.1.1. The operator A is the infinitesimal generator of a strongly continuous
C0-semigroup of contractions which extends for Re(t) > 0 to an analytic semigroup.
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Proof. By Lemma 3.1.1.3, we have A is a closed, densely defined and self-adjoint operator and
by Lemma 3.1.1.2 we see that both A and A∗ are dissipative. Therefore, by the Lu¨mer-Phillips
theorem (see Luo et al (32)), we have that A generates a C0-semigroup of contractions.
Furthermore, the spectrum σ(A) of A is contained in (−∞, 0) and by the computations
shown in (5, page 55), we obtain ‖R(z,A)‖ ≤ sec(θ/2)/|z| for all z = ρeiθ ∈ C \ (−∞, 0] and
θ ∈ (pi/2, pi). Rewriting the angle θ as pi/2 + δ where 0 < δ < pi/2 and letting M = sec(θ/2)
we see that
‖R(z,A)‖ ≤ M|z| for all z ∈ Sθ
where
Sθ = {z ∈ C : | arg z| < θ} .
Note that Sθ ∪ {0} is contained in the resolvent set ρ(A) of A. By Theorem 5.2. in (38) we
have that T can be extended to an analytic semigroup in a sector Sδ. If Re(z) > 0 then for
δ < pi/2 large enough, that z ∈ Sδ. Hence A generates an analytic semigroup in the right half
plane Re(z) > 0.
As a consequence of Proposition 3.1.1.1, we have the following result.
Theorem 3.1.1.1. Given initial data y0 ∈ H, there exists a unique solution
y ∈ C([0,∞);H) (3.10)
to the Cauchy problem (3.7). If in addition, y0 ∈ D(A), then y ∈ C([0,∞);D(A)).
3.1.2 The approximate problem
Now consider functions u, v and z defined on ω,1, ω,2 and ω respectively and define
y = (u, v, z)
t. Let
H = L2(ω,1)× L2(ω,2)× L2(ω). (3.11)
equipped with the norm
‖y‖2H = c1ρ1‖u‖2ω,1 + c2ρ2‖v‖2ω,2 +
c
2
‖z‖2ω
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where ‖ · ‖ω,i is the usual norm in L2(ω,i) for i = 1, 2 and ‖ · ‖ω is the usual norm in L2(ω).
Define
ϑω,1 = {u ∈ H1(ω,1) | u(−L1) = 0}
ϑω,2 = {v ∈ H1(ω,2) | v(L2) = 0}
equipped with the norms
‖u‖2ϑω,i = ki‖u
′‖2L2(ω,i),
for i = 1, 2. Next, consider the following subspace of ϑω,1 × ϑω,2 ×H1(ω):
W = {y ∈ ϑω,1 × ϑω,2 ×H1(ω) | u(−) = z(−), z() = v()} (3.12)
with the norm
‖y‖2W = k1‖u′‖2ω,1 + k2‖v′‖2ω,2 + k‖z′‖2ω .
Remark 3.1.2.1. It is easy to show that the spaces W are uniformly equivalent to H10 (Ω) in
the sense that there exists some constant C > 0 such that
1
C
‖ϕ‖W ≤ ‖ϕ‖H10 (Ω) ≤ C‖ϕ‖W
where C is independent of  for all 0 <  < 0 with finite 0. Furthermore, it is easy to see that
the space W is densely and continuously embedded in the space H.
We will also make use of the spaceH2 = H2(ω,1)×H2(ω,2)×H2(ω). Define the unbounded
operators A : D(A) ⊂ H → H by
A =

α21d
2 0 0
0 α22d
2 0
0 0 2kc d
2
 , (3.13)
with domain D(A) given by
D(A) =
{
y ∈ W : y ∈ H2 , k1u′(−) = kz′(−), kz′() = k2v′()
}
.
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When D(A) is equipped with the graph-norm topology
‖y‖2D(A) = ‖y‖2H + ‖Ay‖2H ,
it becomes a Hilbert space with continuous embedding in H. We can now rewrite system (3.1)
as a Cauchy problem:
y˙(t) = Ay(t), y(0) = y0 ∈ H, t > 0. (3.14)
It is easy to see that A is densely defined on H. As in Section 3.1.1 we have the following
results.
Lemma 3.1.2.1. The operator A : D(A)→ H is a bijective, dissipative, closed, self-adjoint
operator with a compact inverse in H.
Proposition 3.1.2.1. The operator A is the infinitesimal generator of a strongly continuous
C0-semigroup of contractions which extends for Re(t) > 0 to an analytic semigroup.
The fact that A is the infinitesimal generator of an analytic C0-semigroup implies that for
all y0 ∈ H there exists a unique solution
y ∈ C([0,∞);H) (3.15)
to (3.14). Moreover, if y0 ∈ D(A), then also y ∈ C([0,∞);D(A)).
3.2 Weak convergence
The energy functional of the hybrid system (3.3) is given by E(t) = ‖y‖2H/2. By taking test
functions ϕ ∈ C10
(
[0,∞)× Ω), a weak form of the hybrid system (3.3) is given by∫
ω1
c1ρ1u
0ϕ(0, x) dx+
∫
ω2
c2ρ2v
0ϕ(0, x) dx+ cz0ϕ(0, 0)
= −
∞∫
0
{∫
ω1
c1ρ1uϕ˙ dx+
∫
ω2
c2ρ2vϕ˙ dx+ czϕ˙(t, 0)
}
dt
+
∞∫
0
{∫
ω1
k1u
′ϕ′ dx+
∫
ω2
k2v
′ϕ′ dx
}
dt.
(3.16)
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On the other hand, the energy functional for the -dependent problem (3.1) is E(t) = ‖y‖2H/2
and by taking test functions ϕ ∈ C10
(
[0,∞)× Ω), a weak form is∫
ω,1
c1ρ1u
0
ϕ(0, x) dx+
∫
ω,2
c2ρ2v
0
ϕ(0, x) dx+
∫
ω
c
2
z0ϕ(0, x) dx
= −
∞∫
0
{ ∫
ω,1
c1ρ1uϕ˙ dx+
∫
ω,2
c2ρ2vϕ˙ dx+
∫
ω
c
2
zϕ˙ dx
}
dt
+
∞∫
0
{ ∫
ω,1
k1u
′ϕ′ dx+
∫
ω,2
k2v
′ϕ′ dx+
∫
ω
kz
′ϕ′ dx
}
dt.
(3.17)
We give sufficient conditions such that we may pass to the limit in (3.17) to consequently obtain
(3.16). Assume that y0 ∈ D(A) and furthermore, there exists M1 > 0 such that
‖y0 ‖H ≤M1, (3.18)
for all  > 0. Then we obtain the following result.
Lemma 3.2.0.2. The energy of system (3.1) is (uniformly) bounded by the initial energy in
the sense that there exists constant C > 0 such that E(t) ≤ C for all  > 0 whenever the initial
data y0 satisfies (3.18).
Proof. Note that if y0 ∈ D(A), then y ∈ C
(
[0,∞);D(A)
)
and the energy satisfies
E˙(t) = k1u
′u
∣∣−
−L1 + k2v
′v
∣∣L2

+ kz
′z
∣∣
−
−
∫
ω,1
k1|u′|2 dx−
∫
ω,2
k2|v′|2 dx−
∫
ω
k|z′|2 dx
= −‖y‖2W ,
(3.19)
which implies E˙(t) ≤ 0, and thus E(t) ≤ E(0). Hence by density, there exists C = M21 /2
for which E(t) ≤ C for all t > 0 and initial data satisfying (3.18). Consequently, we find that
y ∈ L∞
(
[0,∞);H
)
for all  > 0.
Now assume there exists M2 > 0 such that
‖y0 ‖W ≤M2, (3.20)
for all  > 0. Then we obtain the following result.
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Lemma 3.2.0.3. Assuming condition (3.20) holds, the sequence solutions {y}>0 to problem
(3.1) is uniformly bounded in L∞
(
[0,∞);H10 (Ω)
)
.
Proof. Since y0 ∈ D(A) we have that y ∈ C
(
[0,∞);D(A)
)
and
d
dt
1
2
‖y‖2W = k1u˙u′
∣∣−
−L1 + k2v˙v
′∣∣L2

+ kz˙z
′∣∣
−
− k1〈u˙, u′′〉,1 dx− k2〈v˙v′′〉,2 − k〈z˙z′′〉
= −‖y′‖2W .
This shows that the sequence {‖y(t)‖2W}t>0 is monotone decreasing in t and thus by density,
‖y(t)‖W ≤ ‖y0 ‖W ≤ M2 for all t > 0 as needed to show y ∈ L∞(0,∞;W). From Remark
3.1.2.1 we see that the spaces W and H10 (Ω) are equivalent and thus there exists K > 0
independent of  such that
‖y‖L∞([0,∞);H10 (Ω)) ≤ K
for all  > 0, as needed to show solutions to the -dependent problem are uniformly bounded
in Y.
Next, it is natural to assume the initial data convergences in a weak sense in H. It is
easy to see that u0 being a sequence in L
2(ω,1) implies that χω,1u
0
 is a sequence in L
2(ω1).
Likewise, χω,2v
0
 ∈ L2(ω1). Then we will assume that
χω,1u
0
 ⇀ u0 weakly in L
2(ω1) as → 0
χω,2v
0
 ⇀ v0 weakly in L
2(ω2) as → 0
1
2
∫
ω
z0 dx→ z0 in R as → 0.
(3.21)
The following theorem is our main result.
Theorem 3.2.0.1. Let {y}>0 be the sequence of solutions to the −dependent problem (3.1)
with initial data y0 . Assuming (3.18), (3.20) and (3.21), the family {y}>0 of solutions to
(3.1) problem satisfies
y
∗
⇀ y in L∞
(
[0,∞;H10 (Ω)
)
as → 0 where y is the weak solution to the limit problem (3.3) with initial y0 ∈ H.
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Proof. From Lemmas 3.2.0.2 and 3.2.0.3, the initial energy provides a uniform bound for the
solutions y ∈ L∞
(
[0,∞;H10 (Ω)
)
. We can then extract a subsequence of solutions (which is
still denoted by the index ) such that
χω,1u
∗
⇀ u in L∞(0,∞;L2(ω1)) ∩ L∞(0,∞;ϑω1) (3.22)
χω,2v
∗
⇀ v in L∞(0,∞;L2(ω2)) ∩ L∞(0,∞;ϑω2). (3.23)
Next, observe that g(t) :=
1
2〈1, z(t)〉 defines a function on [0,∞). Applying Holder’s inequal-
ity we see that |g(t)| ≤ ‖z‖/
√
2. By condition (3.18) we have that {g}>0 is a uniformly
bounded sequence in L∞(0,∞). Invoking the Banach-Alaoglu Theorem we can extract a sub-
sequence of z (still denoted with the index ) and find z ∈ L∞(0,∞) such that
g
∗
⇀ z in L∞(0,∞) (3.24)
as → 0. We now pass to the limit in each of the nine terms in the characterization (3.17) of
weak solutions of the -problem with ϕ ∈ C10 ([0,∞)×Ω). Since ϕ(0, ·) ∈ C10 (Ω) it follows from
assumption (3.21) on the initial data y0 that∫
ω,1
u0ϕ(0, x) dx =
∫
ω1
χω,1u
0
ϕ(0, x) dx→
∫
ω1
u0ϕ(0, x) dx,∫
ω,2
v0ϕ(0, x) dx =
∫
ω2
χω,2v
0
ϕ(0, x) dx→
∫
ω2
v0ϕ(0, x) dx.
Next we claim that
∫
ω
1
2z
0
ϕ(0, x) dx → z0ϕ(0, 0). By adding and subtracting the term
z0ϕ(0, x) and applying the triangle inequality we find that∣∣∣∣∫
ω
1
2
z0ϕ(0, x) dx− z0ϕ(0, 0)
∣∣∣∣ ≤ maxx∈ω |ϕ(0, x)|
∣∣∣∣ 12
∫
ω
z0 − z0 dx
∣∣∣∣+ |z0| 12
∫
ω
|ϕ(0, x)− ϕ(0, 0)| dx.
The first term in the right hand side above tends to zero from (3.21) and the boundedness of
ϕ(0, ·) on ω. The second term tends to zero as well by the continuity of ϕ(0, x).
From (3.22) and (3.23) we have that in particular for ϕ˙ ∈ C([0,∞)× Ω) that∫ ∞
0
∫
ω,1
uϕ˙ dx dt→
∫ ∞
0
∫
ω1
uϕ˙(t, x) dx dt,∫ ∞
0
∫
ω,2
vϕ˙ dx dt→
∫ ∞
0
∫
ω2
vϕ˙(t, x) dx dt.
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Next we want to show that∫ ∞
0
1
2
∫
ω
z(t, x)ϕ˙(t, x) dx dt→
∫ ∞
0
z(t)ϕ˙(t, 0) dt. (3.25)
Observe that∣∣∣∣∣
∫ ∞
0
1
2
∫
ω
z(t, x)ϕ˙(t, x) dx dt−
∫ ∞
0
z(t)ϕ˙(t, 0) dx dt
∣∣∣∣∣
=
∣∣∣∣∫ ∞
0
1
2
∫
ω
zϕ˙(t, x)− zϕ˙(t, 0) dx dt
∣∣∣∣
≤
∣∣∣∣∫ ∞
0
1
2
∫
ω
z(ϕ˙(t, x)− ϕ˙(t, 0)) dx dt
∣∣∣∣+ ∣∣∣∣∫ ∞
0
1
2
∫
ω
(z − z)ϕ˙(t, 0) dx dt
∣∣∣∣ .
The last term tends to zero by (3.24). Regarding the first term, observe that applying Ho¨lder’s
inequality we have∣∣∣∣∫ ∞
0
1
2
∫
ω
z(ϕ˙(t, x)− ϕ˙(t, 0)) dx dt
∣∣∣∣ ≤ ∫ ∞
0
1
2
∫
ω
|z| |ϕ˙(t, x)− ϕ˙(t, 0)| dx dt
≤
∫ ∞
0
1√
2
‖z‖ 1√
2
√∫
ω
|ϕ˙(t, x)− ϕ˙(t, 0)| dx dt
≤
∫ ∞
0
1√
2
‖z‖
√
1
2
∫
ω
|ϕ˙(t, x)− ϕ˙(t, 0)| dx dt.
Note that ‖z‖/
√
2 is bounded by condition (3.18) and by the continuity of ϕ˙, we have that
the above tends to zero as → 0. Since ϕ′ ∈ C([0,∞)×Ω) we have from (3.22) and (3.23) that∫ ∞
0
∫
ω,1
u
′ϕ′ dx dt =
∫ ∞
0
∫
ω1
χω,1u
′ϕ′ dx dt→
∫ ∞
0
∫
ω1
u′ϕ′ dx dt∫ ∞
0
∫
ω,2
v
′ϕ′ dx dt =
∫ ∞
0
∫
ω2
χω,2v
′ϕ′ dx dt→
∫ ∞
0
∫
ω2
v′ϕ′ dx dt.
Finally, the term
∫∞
0
∫
ω
kz
′ϕ′ dxdt tends to zero as  → 0 since z(t, ·) ∈ H1(ω) and ϕ′ ∈
C([0,∞)× Ω).
From the above discussion we now have that there exists a convergent subsequence of y
in the weak star sense, whose limit satisfies the equation (3.16). Since the limiting system has
a unique weak solution, it follows that the convergence holds for the whole sequence {y}>0.
Therefore, we have shown that the limiting system (3.3) can be approximated with the sequence
of  dependent problems (3.1) as needed.
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3.3 A heat equation with singular conductivity
In this section we propose an alternate approach. The main idea is to introduce a change
of variables in the weak form to obtain a system with singular conductivity and finite density.
Furthermore, the middle wall remains fixed as we pass to the limit.
Recall the weak form of the approximate system, (3.17). Let h > 0 be a fixed positive
constant and introduce the following change of variables:
ξ = x− (h− ), x ∈ ω,1
ξ = x+ (h− ), x ∈ ω,2
ξ = hx , x ∈ ω
(3.26)
By defining
uh(x, t) = u(x+ (h− ), t)
vh(x, t) = v(x− (h− ), t)
zh(x, t) = z
(
ξ
h
, t
)
and
ψ(x, t) =

ϕ(x+ (h− ), t) x ∈ (− L1 − (h− ),−h)
ϕ(x− (h− ), t) x ∈ (L2 + (h− ),−h)
ϕ
(
 x
h , t
)
x ∈ (− h,−h)
we obtain the following weak form
−h∫
−L1−(h−)
c1ρ1u
0
hψ(0, x) dx+
L2+(h−)∫
h
c2ρ2v
0
hψ(0, x) dx+
h∫
−h
c
2h
z0hψ(0, x) dx
= −
∞∫
0
{ −h∫
−L1−(h−)
c1ρ1uhψ˙ dx+
L2+(h−)∫
h
c2ρ2vhψ˙ dx+
h∫
−h
c
2h
zhψ˙ dx
}
dt
+
∞∫
0
{ −h∫
−L1−(h−)
k1u
′
hψ
′ dx+
L2+(h−)∫
h
k2v
′
hψ
′ dx+
h∫
−h
kh

z′hψ
′ dx
}
dt.
(3.27)
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One can observe from the above that taking h =  yields the weak formulation (3.17). This
corresponds to the weak form of
c1ρ1u˙h − k1uh′′ = 0, t > 0, x ∈
(− 1− (h− ),−h)
c2ρ2v˙h − k2vh′′ = 0, t > 0, x ∈
(
1 + (h− ),−h)
c
2h z˙h − hk zh′′ = 0, t > 0, x ∈
(− h,−h)
uh(t,−h) = zh(t,−h), zh(t, h) = vh(t, h), t > 0
k1uh
′(t,−h) = kh zh′(t,−h), kh zh′(t, h) = k2vh′(t, h), t > 0
uh
(
t,−1− (h− )) = vh(t, 1 + (h− )) = 0, t > 0.
(3.28)
Apply the change of variables (3.26) to the norms ‖·‖H and ‖·‖W . Then from the assumptions
‖y0 ‖H ≤M1, ‖y0 ‖W ≤M2,
we can obtain an analogous results to that in Lemma 3.2.0.3. In particular, we see from the
above that there is some constant C > 0 such that
1

h∫
−h
kh|zh′|2 dx ≤ C
for all  > 0. Hence we see that ‖zh′‖L2(−h,h) = 0. Hence, it is easy to see that when passing
to the limit in (3.27) we obtain,
−h∫
−L1−h
c1ρ1u
0ψ(0, x) dx+
L2+h∫
h
c2ρ2v
0ψ(0, x) dx+
h∫
−h
c
2h
z0ψ(0, x) dx
= −
∞∫
0
{ −h∫
−L1−h
c1ρ1uψ˙ dx+
L2+h∫
h
c2ρ2vψ˙ dx+
h∫
−h
c
2h
zψ˙ dx
}
dt
+
∞∫
0
{ −h∫
−L1−h
k1u
′ψ′ dx+
L2+h∫
h
k2v
′ψ′ dx
}
dt.
(3.29)
with ‖zh′‖L2(−h,h) = 0. Now propose the above weak formulation with the class of test functions
{ψ ∈ C10 ([0,∞)× (−L1 − h, L2 + h)) : ψ(t, x) = ψ(t), x ∈ (−h, h), t > 0}
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Then (3.29) defines the weak for of the problem
c1ρ1u˙− k1u′′ = 0, t > 0, x ∈ (−L1 − h,−h)
c2ρ2v˙ − k2v′′ = 0, t > 0, x ∈ (h, L2 + h)
c z˙ = k2v
′(t, h)− k1u′(t,−h), t > 0, x ∈ (−h, h)
z′ = 0, t > 0, x ∈ (−h, h)
u(t,−h) = v(t, h) = z, t > 0, x ∈ (−h, h)
u(t,−L1) = v(t, L2) = 0, t > 0,
(3.30)
We note the similarities between the above system of equations and that in (3.3). It is worth
mentioning that we interpret the above as a system in which the middle region reaches the
steady state instantaneously due to the singular conductivity. Since the solution is continuous
at the interface, the middle temperature is constant in the space variable. We have the following
result.
Theorem 3.3.0.2. Let {yh} be the sequence of solutions to (3.28) with initial data y0h. As-
suming (3.18), (3.20) and (3.21), the family {yh} of solutions to (3.28) problem satisfies
yh
∗
⇀ y in L∞
(
[0,∞;H10 (Ω)
)
as → 0 where y is the weak solution to the limit problem (3.30) with initial y0 ∈ H.
A similar system is described by (13) and (2) through different techniques and in higher
dimension.
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CHAPTER 4. NULL BOUNDARY CONTROLLABILITY OF A POINT
MASS 1-DIMENSIONAL HEAT EQUATION WITH GENERAL
PARAMETERS
In this chapter we consider a linear hybrid system consisting of two wires or rods connected
by a point mass. The temperature of two rods connected by a point mass occupy the interval
Ω which is partitioned into ω1 = (−L1, 0) and ω2 = (0, L2). We say u = u(t, x) and v = v(t, x)
denote the temperature distribution on their respective domains ω1 and ω2. On the other hand,
z = z(t) denotes the temperature of the point mass at x = 0. The system is described by the
following linear equations:
c1ρ1u˙− k1u′′ = 0, x ∈ ω1, t > 0
c2ρ2v˙ − k2v′′ = 0, x ∈ ω2, t > 0
cz˙ = k2v
′(t, 0)− k1u′(t, 0), t > 0
u(t, 0) = v(t, 0) = z(t), t > 0
u(t,−L1) = 0, t > 0
. (4.1)
with initial conditions at time t = 0 given by
u0(x) = u(0, x), x ∈ ω1
v0(x) = v(0, x), x ∈ ω2
z0 = z(0),
where {u0, v0, z0} will be given in an appropriately defined function space. Throughout this
paper, ′ will denote spatial derivatives and · will denote temporal derivatives. The parameters
c > 0 and k > 0 in the third equation represent the specific hear and conductivity of the wall
connecting the two rods. The parameters ci, ki and ρi in (4.1) are positive and represent het
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specific hear, density and thermal conductivity of the rod on the subdomain ωi. It is worth
noting that the third differential equation states the the rate of change in temperature of the
point mass is proportional to the net heat flux into the point mass. In (22) the authors have
shown that under appropriate assumptions, solutions of (4.1) with homogeneous boundary
condition
v(t, L2) = 0, t > 0 (4.2)
are the weak limit of the solutions of a system with a “thin” wall instead of a point mass
satisfying its own heat equation.
The main purpose is to show boundary null controllability of temperature of (4.1) with
Dirichlet control
v(t, L2) = f(t), t > 0 (4.3)
The authors showed in (23), that system (4.1) is null controllable in time T > 0 with Dirchlet
and Neumann control whenever we choose Ω = (−1, 1) and all parameters are equal to one.
In this chapter we show that the same result follows in an arbitrary interval with arbitrary
parameters. Hybrid systems such as (4.1), have been extensively studied in the context of
strings and beams with interior point masses. In (25), Hansen and Zuazua used the method
of characteristics to prove the boundary null controllability of an analogous string system with
an interior point mass. In (30) Littman and Taylor use transform methods to prove boundary
feedback stabilization of the string mass system. In (8) and (9), Castro and Zuazua applied
methods of non-harmonic Fourier series to show boundary controllability of systems of either
Rayleigh or Euler-Bernoulli beams with interior point masses. We refer to (29), (35), (10),
(47), (20) and (19) for related results on control and stabilization of systems of beams with end
masses.
Our main result is given by the following proposition.
Proposition 4.0.0.2. System (4.1) with Dirichlet control (4.3) is null controllable in any time
T > 0. More precisely, given T > 0 there is a control f ∈ L2(0, T ) such that given initial data
{u0, v0, z0} ∈ L2(ω1)× L2(ω2)× R we have that {u(T, x), v(T, x), z(T )} = {0, 0, 0}.
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In the next section we will see that solutions in Proposition 4.0.0.2, are defined by trans-
position in the spaces C(0, T ;X−1/2) for the case of Dirichlet control.
Our general approach is to reduce the control problem to a moment problem.
4.1 Preliminaries
We briefly discuss the well-posedness of the system (4.1) with homogeneous Dirichlet bound-
ary condition (4.2). Given u, v and z defined on ω1, ω2 and R respectively, define y = (u, v, z, )t
where t denotes transposition. Let
H = L2(ω1)× L2(ω2)× R
equipped with the norm
‖y‖2H = c1ρ1‖u‖2ω1 + c2ρ2‖v‖2ω2 + c|z|2
where ‖ · ‖ωi is the usual norm in L2(ωi) for i = 1, 2. Let
ϑω1 = {u ∈ H1(ω1) | u(−L1) = 0}
ϑω2 = {v ∈ H1(ω2) | v(L2) = 0} (4.4)
ϑ = {(u, v) ∈ ϑ1 × ϑ2 | u(0) = v(0)}
W = {(u, v, z) ∈ ϑ× R | u(0) = v(0) = z}.
equipped with the norms
‖u‖2ϑωi = ki‖u
′‖2L2(ωi), i = 1, 2
‖(u, v)‖2ϑ = ‖u‖2ϑω1 + ‖v‖
2
ϑω2
Note that ϑ is algebraically and topologically equivalent to H10 (Ω) and W is a closed subspace
of ϑ× R with norm ‖(u, v, z)‖2W = ‖(u, v)‖2ϑ. It is easy to show (see (22)) that the space W is
densely and continuously embedded in the space H. Define the operator A : D(A) ⊂ H → H
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by
A =

k1
c1ρ1
d2 0 0
0 k2c2ρ2d
2 0
−k1c δ0d k2c δ0d 0
 (4.5)
where d denotes the (distributional) derivative operator, δ0 denotes the Dirac delta function
with mass at x = 0, and the domain D(A) of A is given by
D(A) = {y ∈ W : u ∈ H2(ω1), v ∈ H2(ω2)}. (4.6)
with the graph-norm topology
‖y‖2D(A) = ‖y‖2H + ‖Ay‖2H
so that it becomes a Hilbert space with continuous embedding in H. We can therefore write
the homogeneous point-mass systems (4.1), (4.2) as
y˙(t) = Ay(t), y(0) = y0, t > 0 (4.7)
where y0 = (u0, v0, z0)t is the initial data.
Proposition 4.1.0.3. The unbounded operator A given by (4.5) in domain D(A) as in (4.6)
is a bijective, self-adjoint and dissipative operator with a compact inverse. Furthermore, A is
the infinitesimal generator of a strongly continuous, compact and analytic semigroup (Tt)t≥0.
The proof of Proposition 4.1.0.3 can be found in (22). As a consequence of the above
proposition, given initial data y0 ∈ H there exists a unique solution
y ∈ C([0,∞);H)
to the Cauchy problem (4.7). If in addition, y0 ∈ D(A) then y ∈ C([0,∞), D(A)).
As the authors have shown in (23) thatA has only negative eigenvalues and so−A is positive,
self-adjoint and provides an isomorphism: D(A)→ H. Moreover, fractional powers of −A are
well-defined. Let X1 = D(A) and for α ∈ [0, 1], define Xα = D((−A)α) and X−α = X ′α, the
dual space relative to the pivot spaceH = X0 of Xα. Correspondingly, the semigroup T remains
49
an analytic semigroup on the invariant subspaces Xα, 0 ≤ α ≤ 1, and extends continuously to
an analytic semigroup on spaces Xα, −1 ≤ α ≤ 0; see e.g., (44) for full explanation. The norm
on Xα is given by ‖y‖2α = 〈(−A)αy, (−A)αy〉H. In particular, X1/2 is the completion of X1
with respect to the norm
‖y‖21/2 = 〈−Ay, y〉0.
Integration by parts gives
‖y‖21/2 = 〈y, y〉W .
Thus, X1/2 is topologically equivalent to H
1
0 (Ω).
It will be convenient to perform a change of variables. Let
ξ =
1
L1
x, τ =
k1
c1ρ1L21
t,
and define the following constants
α−2 =
c1ρ1 k2
c2ρ2k1
β =
c1ρ1L1k2
c k1
,
γ =
c1ρ1L1
c
L =
L2
L1
,
In this manner, we obtain the equivalent system,
u˙− u′′ = 0, x ∈ (−1, 0), t > 0
v˙ − α−2v′′ = 0, x ∈ (0, L), t > 0
z˙ = β v′(t, 0)− γ u′(t, 0), t > 0
u(t, 0) = v(t, 0) = z(t), t > 0
u(t,−1) = 0, t > 0
. (4.8)
with homogeneous boudary condition
v(t, L) = 0, t > 0 (4.9)
and initial data given by 
u(x, 0) = u0(x), x ∈ (−1, 0)
v(x, 0) = v0(x), x ∈ (0, L)
z(0) = z0,
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The operator A defined in (4.5) simplifies as
A =

d2 0 0
0 α−2d2 0
−γ δ0d β δ0d 0
 . (4.10)
Remark 4.1.0.2. The constant α is particularly important since the spectral analysis will be
different in the case that α is rational or irrational.
4.2 Spectral analysis
By Proposition 4.1.0.3, the spectrum σ(A) of A is contained in the negative real axis
and consists of eigenvalues {λn} tending to negative infinity with corresponding eigenvectors
{ϕn}n∈N forming an orthogonal system for H.
4.2.0.1 Spectral analysis for Lα 6∈ Q
Proposition 4.2.0.4. The eigenvalues {λn}n∈N of A are given by λn = −µ2n where {µn}n∈N
are the roots of the characteristic equation
µ = γ cot(µ) + αβ cot(Lαµ). (4.11)
The corresponding eigenvectors are given by
ϕ2k(x) =

sin
(
(1 + x)µ2k
)
sin(µ2k)
sin(Lαµ2k)
sin
(
(L− x)αµ2k
)
sin(µ2k)
 , ϕ2k−1(x) =

sin(Lαµ2k−1)
sin(µ2k−1)
sin
(
(1 + x)µ2k−1
)
sin
(
(L− x)αµ2k−1
)
sin(µ2k−1)

(4.12)
and ϕn ∈ D(A) for all n ∈ N.
Proof. Look for nontrivial functions ϕn = (Un, Vn, Zn)
t ∈ D(A) such that Aϕn = λnϕn. The
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eigensystem reduces to the problem of finding (Un, Vn) such that
U ′′n(x) = λnUn(x), x ∈ ω1
V ′′n (x) = α2λnVn(x), x ∈ ω2
βV ′n(0)− γU ′n(0) = λnZn
Un(0) = Vn(0) = Zn
Un(−1) = V ′n(L) = 0.
One can observe that Zn = 0 leads to
Un(0) = sin(µ) = 0
Vn(0) = C sin(Lαµ) = 0
for some C ∈ R. Because Lα 6∈ Q, it follows that there is no µ satisfying the above. Hence,
Zn 6= 0 for all n ∈ N. We obtain from the continuity condition that
Zn = sin(µn) = C sin(Lαµn).
Since we have assumed that Zn 6= 0 we may solve for C such that
C =
sin(µ)
sin(Lαµ)
is bounded. From the third equation we obtain
Zn =
sin(µn)
µn
(αβ cot(Lαµn) + γ cot(µn))
and once again applying the continuity condition we have that
µn = γ cot(µn) + αβ cot(Lαµn)
Hence the solution to the eigensystem is
ϕn(x) =

sin
(
(1 + x)µn
)
sin(µn)
sin(Lαµn)
sin
(
(L− x)αµn
)
sin(µn)

which is equivalent to (4.12) by separating the index into even and odd, and multiplying by
the appropriate factor.
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Proposition 4.2.0.5. The sequence {µn}n∈N of roots of the characteristic equation (4.11)
satisfies the asymptotic estimate
µn =

npi + γnpi +O
(
1
n2
)
, n is odd
anpi + αβnpi +O
(
1
n2
)
, n is even.
(4.13)
In particular, there exists a constant M > 0 such that consecutive eigenvalues of A in (4.7)
satisfy the gap condition:
|λn+1 − λn| ≥ M
n
. (4.14)
Proof. Next, we need to study how far apart are the roots of (4.11). It will be convenient to
define the following constants
a =
1
α L
, A =
γ
pi
, B =
αβ
pi
,
and apply the change of variables µ = pix. Then (4.11) becomes
x = A cot(pix) +B cot
(pix
a
)
(4.15)
Note that if 0 < a < 1 then we may let x = ya. Then
y =
A
a
cot
(
piy
1/a
)
+
B
a
cot(piy)
Clearly this is an equivalent relation to that of (4.15) with 1/a > 1. So without loss of generality
assume that a ≥ 1 and we focus on studying the separability of the roots of (4.15). Let a be
irrational. Note that in particular we see that for any k ∈ N
lim
x→k−
cot(pix) = −∞, lim
x→(ak)−
cot
(pix
a
)
= −∞
lim
x→k+
cot(pix) =∞, lim
x→(ak)+
cot
(pix
a
)
=∞
So the vertical asymptotes of (4.15) occur at x = k and x = ak for k ∈ N and these do not
repeat. Since
d
dx
(
A cot(pix) +B cot
(pix
a
)
− x
)
= −piA csc2(pix)− pi
a
B csc2
(pix
a
)
− 1 < 0
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we have that there is exactly one root between each singularity. This implies that we can
enumerate the roots of the characteristic equation and as a consequence, we may also enumerate
the eigenvalues of A. Let {λk}∞k=1 denote the set of eigenvalues of A. The eigenvalues {λk}∞k=1
satisfy λk = −µ2k where µk is the kth positive root of (4.15). We denote R = {µk}∞k=1,
Σ = {σk}∞k=1 and S = {sk}∞k=1 where
σk = min{µj : µj > k}
sk = min{µj : µj > ak}
Since a is irrational, we have that Σ∩S = ∅ and R = Σ∪S. Then we want to show that there
exists some M > 0 such that for all integers k,
| µk − µk+1 | ≥ M
k
(4.16)
Assume (4.16) is false. Then there is a sequence of consecutive roots (µkn , µkn+1) that tend to
zero. In other words
kn| µkn+1 − µkn | <
1
n
(4.17)
for all n ∈ N. Among other things, (4.17) implies that
lim
n→∞ | µkn+1 − µkn | = 0 (4.18)
We have four cases to consider:
I.- (µkn , µkn+1) ∈ Σ× Σ, III.- (µkn , µkn+1) ∈ S × Σ
II.- (µkn , µkn+1) ∈ Σ× S, IV.- (µkn , µkn+1) ∈ S × S
We can readily discard case IV. The reason is that since a > 1, given any n ∈ N there is jn ∈ N
such that an < jn < an(n+ 1). Hence there is a root in Σ between the corresponding roots sn
and sn+1 of S. If follows that at least one of cases (I-III) occur infinity often. For such a case,
there exists a subsequence of {kn}, (which we still call {kn}), such that (µkn , µkn+1) is in the
relevant case (I-III) for all n ∈ N. We show in each case that this is impossible to occur.
54
I.- Consider the case that there exists a infinite sequence of positive roots (µkn , µkn+1) in
Σ×Σ. Thus there is a corresponding subsequence on integers {ln} for which (µkn , µkn+1) =
(σln , σln+1). Furthermore, from (4.18) we have that
lim
n→∞ | σln+1 − σln | = 0
Since σln < ln + 1 < σln+1, we see that in particular,
[σln ]1 ↗ 1 (4.19)
where we say the sequence σln approaches 1 from below in modulo 1. So there exists
M ∈ N such that n ≥ M implies | σln − (ln + 1) | < 12 . We observe that for any w such
that w < ln, we have that
| σln − w | >
1
2
for all n ≥ M . Let w = jn be the maximum integer such that a jn < ln. Hence,
σln > 1/2 + a jn and the monotonicity of cot(x) give
cot
(piσln
a
)
< cot
(pi
a
(1/2 + a jn)
)
= cot
( pi
2 a
)
(4.20)
Because a > 1 we know that cot
(
pi
2 a
)
is a finite number and thus by (4.20), the sequence
{cot (piσlna )} is bounded. However, σln is a root of the characteristic equation. In other
words, it satisfies
σln = A cot(piσln) +B cot
(piσln
a
)
(4.21)
As mentioned before, as n → ∞, we have σln → +∞ and by (4.19) we see that
cot(piσln) → −∞. We deduce that the remaining sequence {cot
(piσln
a
)} tends to in-
finity. This is however a contradiction since we had concluded in (4.20) that this is not
bounded.
II.- The next case to consider is when there exists an infinite sequence of consecutive positive
roots (µkn , µkn+1) in Σ × S for n ∈ N. For convenience, we refer to µkn ∈ Σ by σln and
similarly, we refer to µkn+1 by sjn . So from (4.18) we have that
lim
n→∞ | σln − sjn | = 0 (4.22)
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By the definition of Σ and S, we know that σln < a jn < sjn and thus the above implies
that
[σln ]a ↗ a (4.23)
By (4.23) we know that the term cot(
pi σln
a ) tends to negative infinity. Since σln satisfies
the characteristic equation (4.15), we have that cot(piσln) goes to infinity as n→∞. We
deduce that
[σln ]1 ↘ 0 (4.24)
For the moment let us consider the function φ(x) = B cot
(
pix
a
) − x, and let s∗jn denote
the jthn positive root of φ. Taking n → ∞ we see that cot
(
pis∗jn
a
)
tends to infinity and
thus
[s∗jn ]a ↘ 0 (4.25)
Consider
s∗jn − ln =
(
s∗jn − ajn
)
+
(
ajn − σln
)
+
(
σln − ln
)
and note that as n→∞, each term above is arbitrarily small by (4.25), (4.23) and (4.24)
respectively. This implies that |s∗jn − ln| tends to zero and so [s∗jn ]1 ↘ 0. In particular,
there exists n such that s∗jn − ln < 1/2. Hence for a sufficiently large n we have
ln < a jn < s
∗
jn < ln + 1/2
and thus (a jn, s
∗
jn
) ⊂ (ln, ln + 1/2). Observe that cot(pix) > 0 for x ∈ (ln, ln + 1/2) and
so A cot(pix) is also positive on the smaller interval (a jn, s
∗
jn
). Moreover, the function φ
is monotone decreasing and thus φ(x) > 0 for x ∈ (a jn, s∗jn). Hence
φ(x) +A cot(pix) > 0
for x ∈ (a jn, s∗jn). This implies that the root sjn of the characteristic equation (4.15)
satisfies s∗jn < sjn . By Lemma , we have that there exists M > 0 such that
|s∗jn − a jn| ≥
M
jn
(4.26)
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By (4.26) and σln < a jn < sjn , we have that
|σln − sjn | ≥ |a jn − sjn | > |a jn − s∗jn | ≥
M
jn
(4.27)
Recall that µkn = σln and µkn+1 = sjn . Note that in particular, for sufficiently large n,
kn + 1 > jn. Thus we may say that kn ≥ jn. From the latter and (4.27) we obtain
|µkn − µkn+1| ≥
M
kn
The above is however, a contradiction to our assumption (4.18). Hence no such subse-
quence (σln , sjn) ∈ Σ× S can exists.
III.- The next case to consider is when there exists an infinite sequence of consecutive positive
roots (µkn , µkn+1) in S × Σ for n ∈ N. For convenience, we refer to µkn ∈ S by sjn and
similarly, we refer to µkn+1 ∈ Σ by σln . Once again, from (4.18) we have that
lim
n→∞ | σkn − sjn | = 0 (4.28)
The argument in case III will be very similar to that in case II. Knowing that in this case
sjn < ln < σln , the above implies that
[sjn ]1 ↗ 1 (4.29)
By (4.29) we know that the term cot(pi sjn) tends to negative infinity. Since sjn satisfies
the characteristic equation (4.15), we have that cot(
pisjn
a ) goes to infinity as n→∞. We
deduce that
[sjn ]a ↘ 0 (4.30)
Now we consider the function ψ(x) = A cot(pix) − x, and let σ∗ln denote the lthk positive
root of ψ. Taking n→∞ we see that cot(piσ∗ln) tends to infinity and thus
[σ∗ln ]1 ↘ 0 (4.31)
Consider
σ∗ln − a jn =
(
σ∗jn − ln
)
+
(
ln − sjn
)
+
(
sjn − a jn
)
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and note that as n→∞, each term above is arbitrarily small by (4.31), (4.29) and (4.30)
respectively. This implies that |σ∗ln − a jn| tends to zero and so [σ∗ln ]a ↘ 0. In particular,
there exists n such that σ∗ln − a jn < 1/2. Hence for a sufficiently large n we have
a jn < ln < σ
∗
jn < a jn + 1/2
and thus (ln, σ
∗
ln
) ⊂ (a jn, a jn+1/2). Observe that cot(pixa ) > 0 for x ∈ (a jn, a jn+1/2)
and so B cot(pixa ) is also positive on the smaller interval (ln, σ
∗
ln
). Moreover, the function
ψ is monotone decreasing and thus ψ(x) > 0 for x ∈ (ln, σ∗ln). Hence
φ(x) +B cot(
pix
a
) > 0
for x ∈ (ln, σ∗ln). This implies that the root σjn of the characteristic equation (4.15)
satisfies σ∗ln < σln . We have that there exists M > 0 such that
|σ∗ln − ln| ≥
M
ln
(4.32)
By (4.32) and sjn < ln < σ
∗
ln
< σln , we have that
|σln − sjn | ≥ |σln − ln| > |σ∗ln − ln| ≥
M
ln
(4.33)
Recall that µkn = sjn and µkn+1 = σln . Note that in particular, for sufficiently large n we
have kn + 1 > ln. Thus we may say that kn ≥ ln. From the latter and (4.33) we obtain
|µkn − µkn+1| ≥
M
kn
The above is however, a contradiction to our assumption (4.18). Hence no such subse-
quence (sjn , σln) ∈ S × Σ can exists.
We have shown that in any of the four cases (I-IV), there cannot exists a sequence of
consecutive roots and therefore (4.16) must hold for all integers k when a is irrational.
4.2.0.2 Spectral analysis for Lα ∈ Q
Now suppose that a ≥ 1 is rational. So there are p, q ∈ N relatively prime such that a = p/q.
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Proposition 4.2.0.6. The eigenvalues {λn}n∈N of A are given by λn = −µ2n where {µn}n∈N
are the roots of the characteristic equation
µ = γ cot(µ) + αβ cot(Lαµ). (4.34)
and λ0,n = −(nppi)2. The corresponding eigenvectors are given by
ϕ0,n(x) =

sin(nppix)
γ
βα sin(αnppix)
0
 ,
ϕ2n−1(x) =

sin
(
(1 + x)µ2n−1
)
sin(µ2n−1)
sin(Lαµ2n−1) sin
(
(L− x)αµ2n−1
)
sin(µ2n−1)
 ,
ϕ2n(x) =

sin(Lαµ2n)
sin(µ2n)
sin
(
(1 + x)µ2n
)
sin
(
(L− x)αµ2n
)
sin(Lαµ2n)

(4.35)
and ϕn ∈ D(A) for all n ∈ N.
Proof. Following the ideas of the proof of Proposition 4.2.0.4, one can obtain the eigenvalues
λn = −µ2n. The difference here is that Zn = 0 does yield a branch of eigenvalues. Looking for
nontrivial functions ϕn = (Un, Vn, Zn)
t ∈ D(A) such that Aϕn = λnϕn with Z0 = 0 we see
that the eigensystem reduces to the problem of finding (Un, Vn) such that
U ′′n(x) = λnUn(x), x ∈ ω1
V ′′n (x) = α2λnVn(x), x ∈ ω2
βV ′n(0)− γU ′n(0) = 0
Un(0) = Vn(0) = 0
Un(−1) = V ′n(L) = 0.
The continuity conditions gives
Un(0) = sin(µ) = 0
Vn(0) = C sin(Lαµ) = 0
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for some C ∈ R. Using the fact that Lα = q/p ∈ Q we have that µn = pnpi and so
Un(x) = (−1)pn sin(µnx)
Vn(x) = C(−1)qn+1 sin(αµnx)
Now we want to determine the value of C. From the condition
βVx(0)− γUx(0) = 0
we find that
βC(−1)qn+1αµn − γ(−1)pnµn = 0
C = (−1)pn−qn−1 γ
βα
Note that with the above value of C, Un and Vn have the term (−1)pn in common. We can
ignore this term and so 
sin(µnx)
γ
βα sin(αµnx)
0
 ,
with n ∈ N is the corresponding eigenpair to the eigenvector to the sequence of eigenvalues
−µ2n = −(nppi)2. We use the subscript 0 in φ0,n and λ0,n to know that this is the eigenfunction
in the case that z = 0.
Proposition 4.2.0.7. The sequence {µn}n∈N of roots of the characteristic equation (4.34)
satisfies the asymptotic estimate
µn =

npi + γnpi +O
(
1
n2
)
, n is odd
anpi + αβnpi +O
(
1
n2
)
, n is even.
(4.36)
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In particular, there exists a constant M > 0 such that consecutive eigenvalues of A in (4.7)
satisfy the gap condition:
|λn+1 − λn| ≥ M
n
. (4.37)
Proof. Without loss of generality, suppose that a ≥ 1. Furthermore, note that the case that
a = 1 leads to a situation where all the singularities are the integers. This case is shown in
Chapter 5. So we may now consider the case a > 1 ∈ Q in which case, p > q. Since α ∈ Q, we
observe that in this case
f(x) := A cot(pix) +B cot
(pix
a
)
= A cot(pix) +B cot
(
qpix
p
)
is p-periodic since
f(x+ p) = A cot(pix+ ppi) +B cot
(pix
a
)
Note that f is monotonically decreasing between each pair singularities since
f ′(x) = −Api sec2(pix)−Bqpi
p
sec2
(
qpix
p
)
< 0
The singularities are {k}∞k=1 ∪{ak}∞k=1. By the above properties of f note that there is exactly
one solution to x = f(x) between each singularity. However, the fact that {k}∞k=1 and {ak}∞k=1
share some elements creates some issues if we are to prove separation the same way as in the
irrationally related case. To this end define a sequence µ containing the singularities of f as
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follows: 
α1,1 α1,2 α1,3 . . . α1,i . . . α1,p+q−1
α2,1 α2,2 α2,3 . . . α2,i . . . α2,p+q−1
α3,1 α3,2 α3,3 . . . α3,i . . . α3,p+q−1
...
...
...
...
...
αj,1 αj,2 αj,3 . . . αj,i . . . αj,p+q−1
...
...
...
...
...

=

0 1 . . . α1,i . . . α1,p+q−1
0 + p 1 + p . . . α1,i + p . . . α1,p+q−1 + p
0 + 2p 1 + 2p . . . α1,i + 2p . . . α1,p+q−1 + 2p
...
...
...
...
0 + (j − 1)p 1 + (j − 1)p . . . α1,i + (j − 1)p . . . α1,p+q−1 + (j − 1)p
...
...
...
...

So let us define
α := {αj,i}j∈N,i∈{1,...,p+q−1}
and let αj to be the j
th column of α. Note that
αj,i = α1,i + (j − 1)p
by periodicity of f . Furthermore
α1,i = {0, 1, α1,3, . . . , α1,p+q−1}
It is worth noting that since a > 1, it follows that αj,1 ∈ Q implies αj,p+q−1 ∈ Q. This ensures
that there is a minimum gap between the sequences αj are all separated. Observe in particular,
that N ∩ (aN) = {αj,1} and that the sequence α is p periodic. Define the minimum gap of a
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sequence of real numbers x = {xn}n∈N by
∆x = inf { |xn+1 − xn| : n ∈ N }
In this sense, the periodicity of the sequence α implies that
∆α = ∆{α1,i}i∈{1,...,p+q−1}
It is key to note that the sequence {α1,i} has a positive minimum gap and from the above, α
inherits a positive gap. That is ∆α > 0. Fixing i ∈ {1, . . . , p+q−1} and using the monotonicity
and periodicity of f we find that
|αj,i − µj,i| > |αj+1,i − µj+1,i|
This argument is true for all i ∈ {1, . . . , p+ q − 1}. Because there are finitely many values for
i, we can state the following uniform estimate. Given  > 0 we can find J ∈ N such that j ≥ J
implies
|µj,i − αj,i| < 
In particular, choose  = ∆α/4 and so
−|µj,i − αj,i| > −∆α
4
for all i ∈ {1, . . . , p+ q − 1}. For convenience define the indexing set
I = { (j, i) : j ∈ N, i ∈ {1, . . . , p+ q − 1} }
Choose for each n ∈ I and so
|µn+1 − µn| =
∣∣(µn+1 − αn+1 − µn + αn)+ (αn+1 − αn)∣∣
≥ |αn+1 − αn| − |(µn+1 − αn+1)− (µn − αn)|
≥ |αn+1 − αn| − |µn+1 − αn+1| − |µn − αn|
≥ ∆α− ∆α
4
− ∆α
4
=
∆α
2
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This shows that ∆α/2 is a lower bound for the set { |µn+1 − µn| : n ∈ N } since only finitely
many remain. Taking the infimum over n we have that
∆µ ≥ ∆α
2
=
∆{α1,i}
2
The above shows that ∆µ > 0.
4.3 Proof of controllability results for rationally related parameters
Following the techniques described in Chapters 2 and 5, we can reduce the problem of
controllability to that of a problem of moments. Naturally, we have a different moment problem
depending on the coefficient α being rational or irrational. We discuss the main points for the
case that Lα ∈ Q. We can derive an analogous result to that of Lemma 5.2.1.1 and 5.2.2.1 in
Chapter 5.
Lemma 4.3.0.4. The control system is null controllable in time T if and only if, for any initial
data y0 ∈ H there is some control f ∈ L2(0, T ) such that
γ
∫ 0
−1
u0(x)u˜(0, x)dx+ βα2
∫ L
0
v0(x)v˜(0, x)dx+ z0z˜(0)
= β
∫ T
0
f(t)v˜x(t, L)dt
holds for all y˜T ∈ H.
Applying Lemma to solutions of eigenfunctions we obtain the Moment problem:
a00,n
nppi
e−(nppi)
2T =
∫ T
0
f(T − τ)e−(nppi)2τ dτ, n ∈ N
a01,n
µn(µn sinµn − γ cosµn)e
−µ2nT =
∫ T
0
f(T − τ)e−µ2nτ dτ, n ∈ N
a02,n
βαηn cos(Lαηn)
e−η
2
nT =
∫ T
0
f(T − τ)e−η2nτ dτ, n ∈ N \ qN
Here a00,n, a
0
1,n, a
0
3,n contain the initial data y
0. In general, the problem is of the form
cne
λnT =
∫ T
0
w(τ)eλnτ dτ
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where 
cn ∼ 1, p - n
cn ∼ n−1, p|n and if z = 0
by using the result of Proposition 4.2.0.7. The above there is K, δ > 0 such that
|cneλnT | ≤ Ke−δn2
The separation of the eigenvalues gives the existence of a biorthogonal sequence∫ T
0
θj(τ)e
λnτ dτ = δjn
By the method of Russell and Fattorini described in Chapter 2 we have there are M1,M2 > 0
such that
‖θj‖ ≤M1eM2j
This implies the convergence of the solution
w(τ) =
∑
j
cje
λjT θj(t)
to the moment problem. Thus we obtain the following result.
Theorem 4.3.0.3. The general thermal point mass system (4.1) is null-controllable in time
T > 0 by means of Dirichlet control (4.3) in the rationally related case.
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CHAPTER 5. NULL BOUNDARY CONTROLLABILITY OF A ONE
DIMENSIONAL HEAT EQUATION WITH AN INTERNAL POINT
MASS
In this chapter we prove the boundary null controllability of the temperature of a linear
hybrid system consisting of two wires or rods connected by a point mass. More precisely, we
consider the following system:
u˙− u′′ = 0, t > 0, x ∈ ω1 = (−1, 0)
v˙ − v′′ = 0, t > 0, x ∈ ω2 = (0, 1)
z˙ = v′(t, 0)− u′(t, 0), t > 0
u(t, 0) = v(t, 0) = z(t), t > 0
u(t,−1) = 0,
(5.1)
with either Dirichlet control
v(t, 1) = f(t), t > 0 (5.2)
or Neumann control
v′(t, 1) = f(t), t > 0. (5.3)
In the above and throughout this article, ′ denotes spatial derivatives and ˙ denotes temporal
derivatives. In addition, u = u(t, x) and v = v(t, x) denote the temperature on ω1 and ω2, and
z = z(t) denotes the temperature of the point mass. The initial conditions at time t = 0 are
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given by 
u0(x) = u(0, x), x ∈ ω1
v0(x) = v(0, x), x ∈ ω2
z0 = z(0),
where the triple {u0, v0, z0} will be given in an appropriately defined function space.
System (5.1) with the homogenous boundary condition
v(t, 1) = 0, t > 0 (5.4)
can be viewed as the limit of the following “epsilon” system with unit density on (−1, 1)\(−, )
and with density 1/2 on (−, ):
u˙ − u′′ = 0, t > 0, x ∈ (−1,−)
v˙ − v′′ = 0, t > 0, x ∈ (, 1)
1
2 z˙ − z′′ = 0, t > 0, x ∈ (−, )
(5.5)
where u, v and z satisfy the conditions
u(t,−) = z(t,−), z(t, ) = v(t, ),
u
′(t,−) = z′(t,−), z′(t, ) = v′(t, ),
u(t,−1) = v(t, 1) = 0,
(5.6)
for t > 0. In fact, in (22) the authors have shown that under appropriate assumptions of the
initial data, solutions of (5.5) with (5.6) converge weakly to solutions of (5.1) and (5.4).
The hybrid system (5.1) is a variant of previously studied hybrid models for systems of
strings and beams with interior point masses. Hansen and Zuazua used the method of charac-
teristics in (25) to prove the boundary null controllability of an analogous string system with
an interior point mass. In (30) Littman and Taylor use transform methods to prove bound-
ary feedback stabilization of the string mass system. In (8) and (9), Castro and Zuazua used
method of non-harmonic Fourier series to prove boundary controllability of systems of either
Rayleigh or Euler-Bernoulli beams with interior point masses. We refer to (29), (35), (10),
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(47), (20) and (19) for related results on control and stabilization of systems of beams with end
masses.
Our main results are the following.
Theorem 5.0.0.4. System (5.1) with either Dirichlet control (5.2) or Neumann control (5.3)
is null controllable in any time T > 0. More precisely, given T > 0 there is a control
f ∈ L2(0, T ) such that given initial data {u0, v0, z0} ∈ L2(ω1) × L2(ω2) × R we have that
{u(T, x), v(T, x), z(T )} = {0, 0, 0}.
The solutions in Theorem 5.0.0.4, are defined by transposition in the spaces C(0, T ;X−1/2)
for the case of Dirichlet control and C(0, T ;H) for the case of Neumann control; see Section
5.2.
Our general approach is to reduce the control problem to a moment problem. We consider
the case of Dirichlet control and Neumann control separately in Section 5.2.
5.1 Preliminaries
We begin with a discussion of well-posedness of the system (5.1) with either homogeneous
Dirichlet boundary condition (5.4) or Neumann boundary condition
v′(t, 1) = 0, t > 0. (5.7)
Given u, v and z defined on ω1, ω2 and R respectively, define y = (u, v, z, )t where t denotes
transposition. Let
H = L2(ω1)× L2(ω2)× R
equipped with the norm
‖y‖2H = ‖(u, v, z)‖2H = ‖u‖2ω1 + ‖v‖2ω2 + |z|2
where ‖ · ‖ωi is the usual norm in L2(ωi) for i = 1, 2. In the Dirichlet case (5.4), let
ϑω1 = {u ∈ H1(ω1) | u(−1) = 0}
ϑω2 = {v ∈ H1(ω2) | v(1) = 0} (5.8)
ϑ = {(u, v) ∈ ϑ1 × ϑ2 | u(0) = v(0)}
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equipped with the norms
‖u‖2ϑωi = ‖u
′‖2L2(ωi), i = 1, 2
‖(u, v)‖2ϑ = ‖u‖2ϑω1 + ‖v‖
2
ϑω2
.
One can see that ϑ is algebraically and topologically equivalent to H10 (Ω) although it will be
more convenient to think of ϑ as a subspace of ϑ1 × ϑ2. The space
W = {(u, v, z) ∈ ϑ× R | u(0) = v(0) = z}
is a closed subspace of ϑ× R with norm ‖(u, v, z)‖2W = ‖(u, v)‖2ϑ. In the Neumann case (5.7),
replace the definition of ϑω2 in (5.8) by
ϑω2 = H
1(ω2), (5.9)
and otherwise the space W is defined the same way. In either case, it is easy to show (see (22))
that the space W is densely and continuously embedded in the space H. Define the operator
A : D(A) ⊂ H → H by
A =

d2 0 0
0 d2 0
−δ0d δ0d 0
 (5.10)
where d denotes the (distributional) derivative operator, δ0 denotes the Dirac delta function
with mass at x = 0, and the domain D(A) of A is given in the Dirichlet case (5.4) by
D(A) = {y ∈ W : u ∈ H2(ω1), v ∈ H2(ω2)}. (5.11)
and in the Neumann case (5.7) by
D(A) = {y ∈ W : u ∈ H2(ω1), v ∈ H2(ω2), v′(1) = 0}. (5.12)
When D(A) is endowed with the graph-norm topology
‖y‖2D(A) = ‖y‖2H + ‖Ay‖2H
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it becomes a Hilbert space with continuous embedding in H. We can therefore write the
homogeneous point-mass systems (5.1), (5.4) and (5.1), (5.7) as
y˙(t) = Ay(t), y(0) = y0, t > 0 (5.13)
where y0 = (u0, v0, z0).
Proposition 5.1.0.8. The unbounded operator A given by (5.10) in domain D(A) as in (5.11)
is a bijective, self-adjoint and dissipative operator with a compact inverse. Furthermore, A is
the infinitesimal generator of a strongly continuous, compact and analytic semigroup (Tt)t≥0.
Refer to (22) for a detailed proof of the above proposition for the Dirichlet case (5.1), (5.4) .
As a consequence of Proposition 5.1.0.8, given initial data y0 ∈ H there exists a unique solution
y ∈ C([0,∞);H)
to the Cauchy problem (5.13). If in addition, y0 ∈ D(A) then y ∈ C([0,∞), D(A)).
In the next subsection it is shown thatA has only negative eigenvalues, hence −A is positive,
self-adjoint it provides an isomorphism: D(A) → H. Moreover, fractional powers of −A are
well-defined. Let X1 = D(A) and for α ∈ [0, 1], define Xα = D((−A)α) and X−α = X ′α, the
dual space relative to the pivot spaceH = X0 of Xα. Correspondingly, the semigroup T remains
an analytic semigroup on the invariant subspaces Xα, 0 ≤ α ≤ 1, and extends continuously to
an analytic semigroup on spaces Xα, −1 ≤ α ≤ 0; see e.g., (44) for full explanation. The norm
on Xα is given by ‖y‖2α = 〈(−A)αy, (−A)αy〉H. In particular, X1/2 is the completion of X1
with respect to the norm
‖y‖21/2 = 〈−Ay, y〉0.
Integration by parts gives
‖y‖21/2 = 〈y, y〉W .
Thus, X1/2 is topologically equivalent to H
1
0 (Ω) in the Dirichlet case (5.4) and {f ∈ H1(Ω) :
f(−1) = 0} in the Neumann case (5.7).
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5.1.1 Spectral analysis for Dirichlet case (5.1), (5.4)
By Proposition 5.1.0.8, the spectrum σ(A) of A is contained in the negative real axis
and consists of eigenvalues {λn} tending to negative infinity with corresponding eigenvectors
{ϕn}n∈N forming an orthogonal system for H.
Proposition 5.1.1.1. The eigenvalues {λn}n∈N of A in the Dirichlet case (5.4) are distinct
and given by
λ2k = −(kpi)2, λ2k−1 = −µ2k for k ∈ N
where µk is the k-th positive root of the characteristic equation
µ = 2 cotµ. (5.14)
The corresponding eigenvectors are given by
ϕ2k(x) =

sin(kpix)
sin(kpix)
0
 , ϕ2k−1(x) =

sin((1 + x)µk)
sin((1− x)µk)
sin(µk)

and ϕn ∈ D(A) for all n ∈ N.
Proof. Look for nontrivial functions ϕn = (Un, Vn, Zn)
t ∈ D(A) such that Aϕn = λnϕn. We
use an even index in the case that Zn = 0 and an odd index when Zn 6= 0. The eigensystem
corresponding to Z2k = 0 reduces to the problem of finding (U2k, V2k) such that
U ′′2k(x) = λ2kU2k(x), x ∈ ω1
V ′′2k(x) = λ2kV2k(x), x ∈ ω2
U ′2k(0) = V
′
2k(0)
U2k(0) = V2k(0) = 0
U2k(−1) = V2k(1) = 0.
It is easy to check that ϕ2k satisfies the above with λ2k = −(kpi)2.
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Now consider the case that Z2k−1 6= 0. The eigenvalue problem reduces to the problem of
finding functions (U2k−1, V2k−1), and real value Z2k−1 such that
U ′′2k−1(x) = −µ2kU2k−1(x), x ∈ ω1
V ′′2k−1(x) = −µ2kV2k−1(x), x ∈ ω2
V ′2k−1(0)− U ′2k−1(0) = −µ2kZ2k−1
U2k−1(0) = V2k−1(0) = Z2k−1
U2k−1(−1) = V2k−1(1) = 0.
(5.15)
From the boundary condition U2k−1(−1) = V2k−1(1) = 0, we have that the solution is of the
form
U2k−1(x) = sin
(
(x+ 1)µk
)
V2k−1(x) = C sin
(
(x− 1)µk
)
for some constant C to be determined. The continuity condition U2k−1(0) = V2k−1(0) = Z2k−1
gives
Z2k−1 = sin (µk) = −C sin (µk) .
Since Z2k−1 is nonzero we have that µk is not a multiple of pi. Furthermore, we find that
C = −1. Then from the third equation in (5.15) we see that
2 cot (µk) = µk. (5.16)
Hence the solution to the eigensystem (5.15) is
U2k−1(x)
V2k−1(x)
Z2k−1
 =

sin((1 + x)µk)
sin((1− x)µk)
sin(µk)
 .
Finally, note that since the function F (µ) = 2 cotµ− µ decreases monotonically from +∞
to −∞ over the interval ((k − 1)pi, kpi) for all k ∈ N, there is exactly one root of F in each
interval ((k − 1)pi, kpi) for all k ∈ N. Hence the eigenvalues
{−(kpi)2}k∈N ∪ {−µ2k}k∈N
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are distinct.
Proposition 5.1.1.2. The sequence {µk} in the Dirichlet case (5.4) satisfies the asymptotic
estimate
µk = (k − 1)pi + 2
kpi
+O
(
1
n2
)
. (5.17)
Consequently, consecutive eigenvalues of A in (5.13) satisfy the gap condition:
|λn+1 − λn| ≥ 4 +O
(
1
n
)
. (5.18)
Moreover, the eigenfunctions are asymptotically normalized in the sense that
lim
n→∞ ‖ϕn‖ = 1.
Proof. From the end of the previous proof, µk = (k − 1)pi + k, where 0 < k < pi. The
characteristic equation (5.14) can be rewritten as
(k − 1)pi + k
2
= cot k
and thus by monotonicity,
(k − 1)pi/2 < cot k < kpi/2.
Taking inverse cotangent of each term gives
arctan
2
kpi
< k < arctan
2
(k − 1)pi .
Hence by Taylor’s formula we obtain (5.17).
The estimate (5.18) can be obtained from
|λ2k+1 − λ2k| = (µk+1 + kpi)(µk+1 − kpi)
=
(
2kpi +O
(
1
k
))(
2
kpi
+O
(
1
k2
))
= 4 +O
(
1
k
)
.
Finally, it is easy to check that ‖ϕ2k‖ = 1 for all k ∈ N and using estimate (5.17) that
‖ϕ2k−1‖2 = 1 +O(k−2).
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5.1.2 Spectral analysis for Neumann case (5.1), (5.7)
As in Subsection 5.1.1, the eigenvalues of A (denoted λn) form a discrete sequence of
negative numbers tending to negative infinity with corresponding eigenvectors ϕn which form
an orthogonal system for H.
Proposition 5.1.2.1. The eigenvalues {λn}n∈N of A in the Neumann case (5.7) are given by
λn = −µ2n where {µn}n∈N are the roots of the characteristic equation
µ = 2 cot 2µ. (5.19)
The corresponding eigenvectors are given by
ϕ2k−1(x) =
√
2

sin(µ2k−1(x+ 1))
tanµ2k−1 cos(µ2k−1(x− 1))
sinµ2k−1

ϕ2k(x) =
√
2

cotµ2k sin(µ2k(x+ 1))
cos(µ2k(x− 1))
cosµ2k

(5.20)
and ϕn ∈ D(A) for all n ∈ N.
Proof. The eigenvalue problem Aϕn = λnϕn with ϕn = (Un, Vn, Zn)t ∈ D(A) is the following
system: 
U ′′n(x) = λnUn(x), x ∈ ω1
V ′′n (x) = λnVn(x), x ∈ ω2
V ′n(0)− U ′n(0) = λnZn
Un(0) = Vn(0) = Zn
Un(−1) = V ′n(1) = 0.
(5.21)
First note that the possibility of Zn = 0 leads to the trivial solution. Hence Zn 6= 0 for all
n ∈ N. Then from the first two equations and the boundary conditions we find that
Un(x) = sin(µn(x+ 1))
Vn(x) = C cos(µn(x− 1))
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for some nonzero constant C to be determined. The continuity condition Un(0) = Vn(0) gives
sinµn = C cosµn
and since Zn is nonzero for all n ∈ N we have that C = tanµn. Then from the third equation
in (5.21) we see that
µn = − tanµn + cotµn
which is equivalent to the characteristic equation (5.19). Hence the corresponding sequence of
eigenvectors is
ϕn(x) =

sin(µn(1 + x))
tanµn cos(µn(x− 1))
sinµn

which agrees with (5.20) after multiplying by normalizing factors
√
2 for n = 2k − 1 and
√
2 cotµn for n = 2k.
Following the ideas of Proposition 5.1.1.2, one can prove the following result.
Proposition 5.1.2.2. The sequence {µk} in the Neumann case (5.7) satisfies the asymptotic
estimate
µk =
(k − 1)pi
2
+
1
kpi
+O (k−2) . (5.22)
Consequently, consecutive eigenvalues of A in (5.13) satisfy the gap condition:
|λn+1 − λn| ≥ npi
2
2
+O (1) . (5.23)
Moreover, the eigenfunctions are asymptotically normalized in the sense that
lim
n→∞ ‖ϕn‖ = 1.
5.2 Proof of Controllability results
We begin with the case of Neumann control: (5.1), (5.3).
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5.2.1 Neumann control
The dual observation problem to (5.1), (5.3) is
− ˙˜u− u˜′′ = 0, t > 0, x ∈ ω1
− ˙˜v − v˜′′ = 0, t > 0, x ∈ ω2
− ˙˜z = v˜′(t, 0)− u˜′(t, 0), t > 0
u˜(t, 0) = v˜(t, 0) = z˜(t), t > 0
u˜(t,−1) = v˜′(t, 1) = 0, t > 0
with terminal data at t = T given by
u˜T (x) = u˜(T, x), x ∈ ω1
v˜T (x) = v˜(T, x), x ∈ ω2
z˜T = z(T ).
By letting y˜ = (u˜, v˜, z˜)t, the above problem can be written as
− ˙˜y = Ay˜, y˜(T ) = y˜T ∈ H, t > 0. (5.24)
Then y˜ ∈ C([0, T ],H) and is given by
y˜(t) = T(T − t)y˜T ; 0 ≤ t ≤ T. (5.25)
Let y be a smooth solution of the control problem with smooth f ∈ L2(0, T ). Formal integration
by parts then shows
0 =
∫ T
0
∫ 0
−1
(u˙− u′′)u˜ dxdt+
∫ T
0
∫ 1
0
(v˙ − v′′)v˜ dxdt
= 〈y(T ), y˜T 〉H − 〈y0, y˜(0)〉H −
∫ T
0
f(t)v˜(t, 1) dt.
Equivalently,
〈y(T ), y˜T 〉H = 〈y0,TT y˜T 〉H +
∫ T
0
f(t)v˜(t, 1) dt. (5.26)
Since the functional `(y˜) := v˜(1) is continuous on X1/2 =W it follows from Propositions 5.1.3
and 10.2.1 in (44) that for solutions of (5.24) there exists C > 0 for which
‖v˜(t, 1)‖L2(0,T ) ≤ C‖y˜T ‖H ∀ y˜T ∈ H. (5.27)
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Hence, equation (5.26) uniquely defines y(T ) as an element of H. Applying this definition for
s ∈ [0, T ] we see
y ∈ C([0, T ],H) (5.28)
and there exists C > 0 for which
‖y‖L∞(0,T ;H) ≤ C(‖y0‖H + ‖f‖L2(0,T )). (5.29)
As before we have the following lemma.
Lemma 5.2.1.1. The control problem (5.1), (5.3) is null controllable in time T > 0 if and
only if, for any y0 ∈ H there is f ∈ L2(0, T ) such that
〈y0,TT y˜T 〉H = −
∫ T
0
f(t)v˜(t, 1)dt (5.30)
holds for all y˜T ∈ H, where y˜ is the solution to the observation problem (5.24).
Proof. First assume that (5.30) holds for all y˜T ∈ H. Then by (5.26), y(T ) = 0. Conversely, if
f is a control for which y(T ) = 0, then (5.30) follows from equation (5.26).
We are now ready to reduce the control problem (5.1), (5.3) to a moment problem. Any
initial data y0 = (u0, v0, z0)t in H for the control problem can be expressed in terms of the
eigenfunctions as
y0 =
∑
n∈N
y0nϕn (5.31)
where the Fourier coefficients {y0n}n∈N belong to `2. Let y˜n = (u˜n, v˜n, z˜n)t be the eigensolution
of (5.24) given by
y˜n(t, x) = e
λn(T−t)ϕn(x). (5.32)
In particular, note that
v˜n(t, 1) =

√
2eλn(T−t) tanµn, n odd
√
2eλn(T−t), n even.
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Applying these solutions to equation (5.30) we obtain the following moment problem:
an
bn
eλnT =
∫ T
0
f(T − τ)eλnτdτ, n ∈ N (5.33)
where
bn =

− tanµn n is odd
−1, n is even
(5.34)
and by Proposition 5.1.2.2, an = ‖ϕn‖2y0n ∈ `2. In particular note that for n = 2k − 1
tanµ2k−1 = tan
(
1
kpi
+O(k−2)
)
=
1
kpi
+O(k−2)
and furthermore since tanµ2k−1 6= 0 for all k ∈ N, there exists  > 0 such that
|bn| ≥ 
n
, ∀n ∈ N.
From our estimates of µn, λn, bn and an, it is easy to show that there are constants K, δ > 0
such that ∣∣∣∣anbn eλnT
∣∣∣∣ ≤ Ke−δn2 , n ∈ N. (5.35)
From equations (5.22) and (5.23) we see that the series
∑
1/λn converges, and that there
exists a constant ρ > 0 such that |λk+1 − λk| > ρ for all k ∈ N. This implies the existence of a
biorthogonal sequence {θj(τ)}j∈N (see (40), (16)) such that
∫ T
0
θj(τ)e
λnτ dτ = δj,n =

1, j = n
0, j 6= n.
(5.36)
By the method of Russell and Fattorini in (40) we have that there are M1,M2 > 0 such that
‖θj‖ ≤M1eM2j .
It is easy to see that the above implies the convergence of
f(T − τ) =
∑
j∈N
aj
bj
eλjT θj(τ)
which provides a solution to the moment problem (5.47). The proof of Theorem 5.0.0.4 for the
case of Neuman control (5.3), is a direct consequence of Lemma 5.2.1.1 and the existence of
the biorthogonal sequence {θj(τ)}j∈N.
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5.2.2 Dirichlet Control
The dual observation problem to (5.1), (5.2) is
− ˙˜u− u˜′′ = 0, t > 0, x ∈ ω1
− ˙˜v − v˜′′ = 0, t > 0, x ∈ ω2
− ˙˜z = v˜′(t, 0)− u˜′(t, 0), t > 0
u˜(t, 0) = v˜(t, 0) = z˜(t), t > 0
u˜(t,−1) = v˜(t, 1) = 0, t > 0
(5.37)
with terminal data at t = T given by
u˜T (x) = u˜(T, x), x ∈ ω1
v˜T (x) = v˜(T, x), x ∈ ω2
z˜T = z(T ),
(5.38)
and observation Y (t) = v˜′(t, 1). By letting y˜ = (u˜, v˜, z˜)t, the above problem can be written as
a Cauchy problem as
− ˙˜y = Ay˜, y˜(T ) = y˜T , t > 0. (5.39)
If y˜T ∈ X1/2 =W then y˜ ∈ C([0, T ], X1/2) is given by
y˜(t) = T(T − t)y˜T ; 0 ≤ t ≤ T. (5.40)
Let y be a smooth solution of the control problem with smooth f ∈ L2(0, T ) and let y˜ be
solution of the dual problem (5.39). Integration by parts as earlier results in the identity
〈y(T ), y˜T 〉 = 〈y0,TT y˜T 〉H −
∫ T
0
f(t)v˜′(t, 1) dt (5.41)
where 〈·, ·〉 denotes the duality pairing in X−1/2 ×X1/2.
In the case of the heat equation
q˙ = q′′ 0 < x < 1, t > 0
q(t, 0) = q(t, 1) = 0 t > 0
q(0, x) = q0 ∈ H10 (0, 1) 0 < x < 1
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it is well known (e.g. (14)) that for each T > 0 there exists C > 0 for which
‖q′(·, 1)‖L2(0,T ) ≤ C‖q0‖H10 (0,1).
One can verify that the same estimate holds for solutions of (5.39) in the sense that there exists
C > 0 for which
‖v˜′(t, 1)‖L2(0,T ) ≤ C‖y˜T ‖1/2 ∀ y˜T ∈ X1/2. (5.42)
Since the semigroup T is strongly continuous on X1/2 = H10 (Ω) it follows that the identity
(5.41) defines the value y(s) for all s ∈ [0, T ] as an element of X−1/2 for which there exists
C > 0 such that
‖y‖L∞(0,T ;X−1/2) ≤ C(‖y0‖H + ‖f‖L2(0,T ))
and moreover
y ∈ C([0, T ], X−1/2). (5.43)
The above estimate (5.43) is sometimes referred to as admissibility of the boundary control
operator corresponding to Dirichlet control, and can also be derived in the framework of “well
posed boundary control systems”; see of (44, Prop. 10.7.1).
Analogous to Lemma 5.2.1.1 the following lemma characterizes the problem of null control-
lability of (5.1), (5.2) in terms of the solution y˜ of the observation problem (5.39).
Lemma 5.2.2.1. The control problem (5.1), (5.2) is null controllable in time T > 0 if and
only if, for any y0 ∈ H there is f ∈ L2(0, T ) such that
〈y0,TT y˜T 〉H =
∫ T
0
f(t)v˜′(t, 1)dt (5.44)
holds for all y˜T ∈ H, where y˜ = (u˜, v˜, z˜)t is a solution of (5.39).
We are now ready to reduce the control problem (5.1), (5.2) to a moment problem. Any
initial data y0 = (u0, v0, z0)t in H for the control problem can be expressed in terms of the
eigenfunctions as
y0 =
∑
n∈N
y0nϕn (5.45)
80
where the Fourier coefficients {y0n}n∈N belong to `2. Let y˜n = (u˜n, v˜n, z˜n)t be the eigensolution
of (5.39) given by
y˜n(t, x) = e
λn(T−t)ϕn(x). (5.46)
In particular, note that
v˜′n(t, 1) =

eλ2k(T−t)kpi(−1)k, n = 2k
−eλ2k−1(T−t)µk, n = 2k − 1.
We plug these solutions into equation (5.44) to obtain the corresponding moment problem
ane
λnT = bn
∫ T
0
f(T − τ)eλnτdτ (5.47)
for all n ∈ N where
bn = v˜
′
n(T, 1) =

(−1)kkpi, n = 2k
−µk, n = 2k − 1
(5.48)
and by Proposition 5.1.1.2, an = ‖ϕn‖2y0n ∈ `2. Again, it is easy to show that there exists
constants K, δ > 0 such that (5.35) holds. From equations (5.17) and (5.18) we see that the
series
∑
1/λn converges, and that there exists a constant ρ > 0 such that |λk+1 − λk| > ρ for
all k ∈ N. This implies the existence of a biorthogonal sequence {θj(τ)}j∈N such that there are
constants M1,M2 > 0 such that
‖θj‖ ≤M1eM2j .
Hence, as earlier,
f(T − τ) =
∑
j∈N
aj
bj
eλjT θj(τ)
converges and provides a solution to the moment problem (5.47). The proof of Theorem 5.0.0.4
for the case of Dirichlet control (5.2), is a direct consequence of Lemma 5.2.2.1.
Remark 5.2.2.1. The numbers bk in (5.48) and (5.34), are called control input coefficients
and can be viewed as Fourier coefficients of an element b of X−1 for which the control problem
(5.1) with either (5.2) or (5.3) can be formulated as
y˙ = Ay + bf, y(0) = y0.
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In the Neumann case, the input element is admissible on the state space X0 = H, or equivalently
that (5.28) and (5.29) hold. In the Dirichlet case, b is admissible on the state space X−1/2.
Both of these spaces are slightly suboptimal in the sense that the Carleson measure criterion
due to Ho and Russell (26) and Weiss (45) can be used as in (24) to show admissibility holds
in the spaces X1/4 and X−1/4 respectively for the Neumann and Dirichlet control problems.
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CHAPTER 6. CONCLUSION
In this thesis, we have achieved two main objectives. Firstly, we gave a physical justification
of the thermal point mass system as a limit of a system of heat equations. Secondly, we proved
null controllability in many situations.
In Chapter 3 have shown how the idea of a point mass can be extended from the context
of strings and beams (see (25) and (8)) to the problem of heat diffusion in the one dimensional
case. The main well-posedness result for the limiting thermal point mass system (3.3) was
given in Theorem 3.1.1.1 by semigroup techniques. Then, by applying two different ideas, we
derived the correct set of equations. In the first approach, we applied the ideas of Castro in
(6), and considered the problem of heat diffusion of a three layered composite medium with a
middle layer of width 2 and density of 1/2. As stated in Theorem 3.2.0.1, solutions to the
epsilon dependent problem converged to the solution of the thermal point mass system (3.3)
whenever we assumed the initial data y0 ∈ D(A) was uniformly bounded in the sense of the
spaces H and W as defined in (3.11) and (3.12) respectively.
In the second approach, we instead considered a system isomorphic to (3.3), but with a
limiting finite nonzero thickness of the middle layer. The limiting system is given in (3.30) and
it was obtained by passing to a limit in the −dependent problem (3.28) of singular conductivity
on the middle layer. Refer to Theorem 3.3.0.2 for a statement of this result.
We then discussed in Chapter 4 the controllability of the limiting system (3.3) mentioned
above. Whereas previous work on point masses for beams and strings considered system pa-
rameters of specific heat, density and conductivity equal to one, we allowed for parameters to
be arbitrary real numbers. We gave a precise description of the spectrum of the operator A
associated with the point mass system (4.1) and showed that consecutive eigenvalues satisfy
a minimum gap condition. One aspect of this analysis was of great importance. One must
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consider the cases where the parameters are rationally and irrationally related. In the end,
our eigenvalue estimates in Propositions 4.2.0.5 and 4.2.0.7 were only sufficient to prove null
controllability of the system in the case of rationally related coefficients. This is stated in
Theorem 4.3.0.3 and the proof consists in proving the existence of the solution of an equivalent
moment problem.
In Chapter 5 we then took the system’s parameters equal to one on a symmetric region
(−1, 1), to consider the problem of null controllability when applying Dirichlet and Neumann
controls. In both cases, we proved Propositions 5.1.1.2 and 5.1.2.2 to show that consecutive
eigenvalues satisfy a minimum gap condition for both the case of Dirichlet and Neumann control.
Our main result was given in Theorem 5.0.0.4. In the proof, we derived the corresponding
moment problems and showed that the bounds obtained are sufficient to show the existence of
a solution to the moment problems. Therefore, the point mass system is null controllable with
Dirichlet and Neumann control.
As future work is concerned, there is still work to be done to complete the proof of the exis-
tence of a moment problem solution in the case where the system’s parameters are irrationally
related. Secondly, we have begun preliminary work in the case of several point masses. In the
cases of simple parameters, one can show separability of the eigenvalues by simply applying
Taylor series. However, in the case of general parameters, the proof used in Chapter 4 seems
to fail. More work is required. Lastly, once the irrationally related case is complete, we can
apply these ideas to both the thermoelastic system and a system of Scho¨dinger equations with
a point mass.
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