Products can be improved by integrating multiple viewpoints during the design process. A model has been developed that uses conjoint data from consumers and designers and optimizes a product design based on the total shareof-choices. Because the problem becomes very dicult to solve as size increases, a heuristic is developed, based on pruning techniques, to solve the problem to near-optimality in a shorter period of time as compared to complete enumeration. The performance of the heuristic is demonstrated through the use of test data and by comparison to a Genetic Algorithm (GA) based heuristic and Tabu search. Structural results for the heuristic are also provided. Ó
Introduction
Increasing emphasis is being placed on product design as a strategic business activity. Conjoint analysis (CA) procedures have become a very popular way of collecting consumer data to be used in the product design process. Products can be de®ned as consisting of various attributes (e.g. engine size) each with two or more levels (e.g. 6, 9, and 12 horsepower). A product design consists of choosing one level from each of the dierent attributes. Subjects order a subset of possible product designs from most favored to least favored, making tradeos between the various levels of the dierent attributes. This information is then decomposed into a set of part worths (component utilities) for each level of each product attribute for each subject. The utility values can be used to determine each subjectÕs preference for any possible product design. When all subjects are taken together as a group, an optimal product design can be determined. An optimal product design is de®ned as the design that optimizes some criteria, such as maximizing the number of consumers European Journal of Operational Research 128 (2001) 58±73 www.elsevier.com/locate/dsw who will choose, or prefer, that product design to a status-quo (current) design. This can also be thought of as maximizing share-of-choices, or, in other words, market share. Many methods have been developed to take conjoint data and produce optimal or near-optimal product designs. Kohli and Krishnamurti (1987) developed a dynamic-programming-like heuristic to ®nd solutions to the problem of identifying a new, multiattribute product pro®le associated with the highest share-ofchoices in a competitive market. This heuristic was then extended to cover product line design (Kohli and Sukumar, 1990) . Nair et al. (1995) developed improved heuristics using beam-search methods to more eectively solve this problem. Balakrishnan and Jacob (1996) used Genetic Algorithms, which are based on population genetics (``survival of the ®ttest''), with conjoint data to generate product designs that are near optimal. Heuristic approaches are justi®ed because the product design problem has been shown to be very dicult (NP-hard) to solve to optimality in a reasonable amount of time (Kohli and Krishnamurti, 1989) .
But each of these methods, while signi®cantly contributing to the product design process, still has limitations. Most signi®cantly, conjoint analysis designs a product based only on input from the consumer. We argued (Tarasewich and Nair, 1999 ) that designer preferences are as important as consumer preferences in the product design problem, and created a method to produce an optimal product design based on distinct and parallel opinions from the consumer and the designer. Consumer attributes, designer characteristics, and the relationship between them are de®ned. Conjoint analysis is used to collect data from the two parties. Optimization of a product design is then achieved by maximizing the share-of-choices for both consumers and designers.
Since the product design problem using multisource data is very dicult to solve, ecient methods are needed. This paper introduces a heuristic, based on pruning techniques, that is used to solve the problem. The heuristic is compared to other solution procedures ± a Genetic Algorithm based heuristic and Tabu search. The pruning heuristic compares favorably to these other solution methods.
This paper is organized as follows. Section 2 brie¯y explains the need for integrating designer and consumer perspectives. Section 3 reviews the share-of-choices model for multisource product design. Section 4 introduces a pruning heuristic used to solve our problem. Section 5 presents computational results and comparisons against other solution methods. Section 6 provides some structural results, and closing remarks are given in Section 7.
The need for integrating consumer and designer preferences
Previous research (Tarasewich and Nair, 1999) has already addressed in detail the need for integrating multiparty preferences into product designs. Often times consumer preferences are used exclusively to design products. But designer preferences can be an important source of expertise that needs to supplement consumer preferences in the product design problem. Designs made solely using consumer preferences may be unrealistic. Designers acting alone may come up with a product they think is a technological marvel, but that consumers see as silly and unusable. Taking only one set of preferences into account may not result in the best possible product in the long term. For example, consumers may desire a``user-friendly'' personal computer that is easy to begin using. But the designer may realize that the computer should also be designed to meet the usersÕ longer-term needs. Designers should have the freedom to create innovative product designs that not only meet current user requirements but also predicted future consumer expectations.
The way that a consumer looks at product attributes is usually much dierent from the way a designer looks at product characteristics. For example, a consumer may want a boat to be fast, but a designer may look at characteristics that aect the speed of a boat, such as engine size and hull shape. Kaul and Rao (1995) made the distinction between product characteristics and attributes. Product characteristics physically de®ne the product and in¯uence the formation of product attributes. Product attributes de®ne consumer perceptions, and are usually fewer in number and more abstract than product characteristics. According to consumer decision theory, consumers compare products based on attributes, while designers look at product characteristics. Therefore, our model uses distinct sets of consumer attributes and designer characteristics.
Past product design research has focused on optimization with respect to either consumer attributes or designer characteristics. But both the consumer and the designer will bene®t from reaching a more balanced product design. Designing products based solely on consumer attributes ignores the relationship between attributes and characteristics. Using only designer characteristics does not adequately account for the consumer in the design process. A better approach to product design would account for the relationship between the attributes and characteristics (Kaul and Rao, 1995) .
Our model accounts for this relationship. When consumer attributes and designer characteristics are ®rst de®ned, a relationship between them is also developed. This relationship takes a form similar to à`h ouse of quality'' matrix (Hauser and Clausing, 1988) . In this matrix, one consumer attribute corresponds to one or more designer characteristics. The relationship matrix could be used to optimize a product design based on consumer attributes, and then translate the consumer attributes into the appropriate designer characteristics. But our model takes this a step further by optimizing on both the attributes and characteristics simultaneously. Once the attributes, characteristics, and the relationship between them are de®ned, conjoint analysis is used to collect data from the two parties. This data is then used to help determine an optimal product design based on the total share-of-choices considering both consumer and designer requirements.
A share-of-choices model for multisource product design
While the focus of this paper is on a pruning heuristic, we ®rst review our model for product design that maximizes the share-of-choices for both consumers and designers. The model was ®rst presented in Tarasewich and Nair (1999) .
The inputs to the model are utility part worths data for designers and consumers and a relationship matrix that relates characteristic and attribute levels between the part worths matrices. The model contains k designer part worths matrices Dk for each designer characteristic k 1Y F F F Y K. Each designer characteristic k has j k 1Y F F F Y J k levels. The rows of each matrix correspond to the i 1Y F F F Y N 1 designers. Entries in the matrix, d ijk , are the part worths of individual i for level j of characteristic k. There is also a designer utility matrix of constants D0, with entries d i0 for each individual i. These constants are derived along with the part worths during conjoint analysis.
A product design preferred by designers, P D , can be chosen by specifying a level j Ã k for each designer characteristic k. A total utility for each designer i, u i , can be derived by summing over each characteristic at the speci®ed level and adding this to the constant value:
The model also contains k consumer part worths matrices C k for each consumer attribute
Each row in the matrix corresponds to one of the i 1Y F F F Y N 2 consumers. Entries in the matrix, c i j k , are the part worths of individual i for level j of attribute k. There is also a consumer utility matrix of constants, C0, with entries c i0 for each individual i.
A relationship matrix M is used to relate the set of designer characteristics and levels to the set of consumer attributes and levels. This is necessary because designers use a dierent set of de®nitions and levels to specify a product design than consumers. m jk j k gives a weighting value to the relationship between level j of designer characteristic k and level j of consumer attribute k. The higher the value, the stronger the relationship is. More details on the concept of a relationship matrix can be found in Tarasewich and Nair (1999) .
There is an equivalent consumer product design P CjD (read as the consumer design C given the designer design D) which is determined using the prede®ned relationship matrix M. The weights of M are summed for each level of each consumer attribute to determine the equivalent consumer product design P CjD (de®ned by a level j Ã k for each attribute k) for a given designer product design P D . If there are ties, an arbitrary decision is made as to which consumer level is chosen.
A total product utility for each consumer i, v i , can be derived for the equivalent product design P CjD :
Maximizing share-of-choices, or market share, is realistic in many situations, such as during the redesign of a product when there is a current product to compare with a new product design. A status-quo product design utilityũ i is calculated for each designer based on a currently oered product design. A similar valuẽ v i is calculated for each consumer based on his or her status-quo product.
A designer prefers product design P D over the status-quo if u i bũ i . Suppose the total number of designers who prefer P D to the status-quo design is n 1 . Similarly, a consumer prefers product design P CjD to the status-quo if v i bṽ i . Let the total number of consumers who prefer P CjD to the status-quo design be n 2 .
We de®ne the objective as identifying a design P D so as to maximize z SC , the total fraction of shareof-choices (market shares), where
We divide n 1 by N 1 and n 2 by N 2 because the number of consumers is usually much greater than the number of designers, and the use of proportions factors this dierence in sample sizes of the two groups. If the preferences of one group are more important than the other, the fractions can each be multiplied by weighting factors. The two fractions are added together because we want to optimize based on the total preferences of both groups. There may be other objective functions we could use, but this one seems simple and intuitive, and works well for us. Clearly, 0 T z SC T 2, with larger numbers indicating that more designers and consumers prefer the chosen product design over the status-quo.
A share-of-choices integer programming formulation
The following is an integer programming formulation of the share-of-choices multisource product design problem.
Let there be a set of
There is a utility valueũ i for designer i for the status-quo designer product design P D and a utility valueṽ i for consumer i for the equivalent status-quo consumer design P CjD . a 1 and a 2 are weights that can be set to values other than 1 if more emphasis needs to be placed on the share-of-choices coming from the designers or consumers (although then z SC may no longer be between 0 and 2). m jk j k is a weighting value for the relationship between level j of designer characteristic k and level j of consumer attribute k. Variable x i equals 1 if designer i prefers a particular product design to the status-quo, and 0 otherwise. Variable x i equals 1 if consumer i prefers a particular design to the status-quo, and 0 otherwise. Variable x jk equals 1 if level j is chosen for characteristic k for a particular designer product design, and 0 otherwise. Variable x j k equals 1 if level j is chosen for attribute k for a particular consumer design and 0 otherwise. The formulation is:
Here the objective function (1) maximizes the sum of the fraction of consumers and designers (weighted by a 1 and a 2 , if necessary) who prefer a particular product design over the status-quo design. Q is a very large number. Constraints (2a) and (2b) simply sum the designers and consumers who prefer a particular product over the status-quo; (3a) and (3b) ensure that only one level is picked from each characteristic or attribute in the pro®le of each designer product and the equivalent consumer product; (4a) and (4b) calculate the total utility for a designer or consumer product design; (5a) and (5b) ensure that a designer and consumer prefer a design over the status-quo only if its utility is higher than the status-quo; (6) relates the set of designer characteristics and levels to the set of consumer attributes and levels. This constraint is quadratic.
An alternative approach can be used if a set of solutions (instead of a single point) is desired that shows the maximum consumer share-of-choices for each of designer share-of-choices value. This approach is appropriate if the decision-maker wishes to see the tradeos that can occur by placing more or less emphasis (weight) on the designersÕ preferences. In this situation, the IP formulation becomes:
subject to (2)±(6),
If this formulation is used and c is varied between 0 and 1, we get a set of solutions (an``ecient frontier'') such as the one illustrated in Fig. 1 . The results in Fig. 1 are taken from a data set used in the simulation runs discussed in Section 5.
Next we describe an ecient way to ®nd near-optimal solutions to our problem.
A pruning heuristic to design products using two perspectives
The number of possible product designs increases exponentially as the number of attributes and levels associated with a product increases. This makes the product design problem using conjoint analysis very dicult. In fact, the share-of-choices problem shown by Kohli and Krishnamurti (1989) to be NP-hard can be transformed in a polynomial number of steps to our share-of-choices problem with N 1 0. Hence our problem is also NP-hard. Heuristics to identify near-optimal product designs are a desirable alternative since complete enumeration to obtain optimal designs quickly becomes numerically prohibitive.
This section describes a solution method to the multisource data product design problem, something we call a``pruning heuristic''. The heuristic ®rst evaluates each level of each designer characteristic, and prunes away those levels it deems least likely to contribute to a good solution. A solution which maximizes the share-of-choices is then found through complete enumeration of the remaining levels. This method uses both designer and consumer data in its evaluation process, as well as the relationship matrix. Test results have shown that this heuristic produces near-optimal results at signi®cant computational savings over complete enumeration of all attribute levels. It also performs well in many instances compared to other heuristic procedures such as Tabu search.
The steps of the pruning heuristic are as follows: 1. For each level j of each designer characteristic k, determine p jk , which is the number of designers that prefer level j to the level of the status-quo product design for designer characteristic k. This is dierent from n 1 , which is the number of designers that prefer an entire product design to the status-quo design.
2. For each level j of each designer characteristic k, determine p j k , which is the number of consumers that prefer level j to the level of the status-quo product design for consumer attribute k. 3. Create a modi®ed weighted total count, tc jk , for each level j of designer characteristic k, where
cc jk is the number of nonzero elements in column jk. tc jk estimates the relative importance of each designer level by adding the designer preferences to those of consumers through the preference matrix. The ®rst term is simply the percentage of designers who prefer level j to the status-quo level for characteristic k. The second term ®rst multiplies the weights in column jk of matrix M by the number of consumers who prefer level j to the status-quo level for attribute k. The sum of these is then divided by the sum of the column weights multiplied by the total number of consumers multiplied by the number of nonzero elements in the column.
For example, using the following sample matrix M: the average weighted value for each designer characteristic k. 5. All levels for a given characteristic k with tc jk less than tc k Ã MOD are eliminated, where MOD is used as a modi®cation factor to ®ne-tune heuristic performance. MOD is the same for all characteristics. This means that a dierent number of levels can be eliminated from each characteristic, depending on hoẁ`b ad'' the levels appear. This also means that the total number of levels eliminated from each problem will vary. MOD is used to increase the probability of a good solution, but at the expense of higher computational time (a smaller MOD means fewer levels are eliminated, hence more designs enumerated). MOD was varied in this research between 0.9 and 0.7.
6. Enumerate all product designs using the characteristic levels not eliminated. The evaluation criterion for the chosen ®nal design is z SC (the total fraction of the share-of-choices of both parties, which is less than or equal to 2).
See Fig. 2 for the psuedocode for the share-of-choices pruning heuristic.
Computational complexity
The share-of-choices pruning heuristic has a complexity of The expression (1 À MODa2) accounts for the fraction of J levels eliminated from each attribute K before the remaining levels are completely enumerated. When MOD equals 1, approximately half of all levels will be eliminated before enumeration. As MOD approaches 0, virtually no levels will be eliminated. As MOD approaches 2, nearly all the levels will be eliminated. The expression J K is simply the total number of enumerations completed if all J levels of all K attributes are used. Multiplying by N 1 accounts for the number of designers used in the problem. Clearly, the pruning heuristic is not polynomial. But it is still superior to complete enumeration, which has a complexity of ON 1 J K . The next section presents results of our heuristic using test data.
Computational results
In this section, the performance of the pruning heuristic is compared against complete enumeration using simulated data for the share-of-choices problem.
Complete enumerations of product designs using the share-of-choices model and simulated data were performed. The experimental design parameters were set as follows: · Designer characteristics (k) ± 5, 6, 7, 8, 9. · Designer levels (j) ± 4, 5. · Designers (N 1 ) ± 5%, 10% (of number of consumers). · Consumer attributes ( k) ± 3, 4, 5, 6. · Consumer levels ( j) ± 3. · Consumers (N 2 ) ± 100, 200, 400.
Not all combinations of parameters were run. Each run was done with 10 dierent starting seed values. The sizes of the problems ranged from 1024 (5 characteristics, 4 levels) possible product designs to 1,953,125 (9 characteristics, 5 levels) possible designs. Uniformly distributed random part worths (component utilities) varying between À5 and 5 were generated. The set of part worths for each level of a given characteristic or attribute for each designer or consumer sums to zero. These utility values closely resemble those found in actual data sets. A dierent relationship matrix was used for each problem size, but the matrix stayed consistent across the changing number of designers and consumers. Status-quo designs were also randomly generated for each problem size, but stayed consistent across the number of designers and consumers. The maximum possible share-of-choices (z SC ) is 2.
A second set of runs was done using the same set of parameters, except with normally distributed random part worths varying between À5 and 5. This was done for comparison purposes to the uniform data because some of our real data (from applications of our model) seems to be normally distributed. The results for normal data seem to follow the same pattern and distribution as those for uniform data.
The primary purpose in generating these complete enumerations is to compare them to heuristic results, but some general observations can be made. Values are generally increasing as we increase the problem size. This may occur because the increasing number of characteristics, attributes, and levels available make higher-percentage solutions possible. It also may simply be caused by the dierent relationship matrices and status-quo designs being used with the dierent problem sizes. It is dicult to accurately compare the problem sizes (rows of the tables) because the matrices are all dierent. There is a decrease in the total percentages as the number of consumers and designers increases. There are also higher values when using a smaller percentage of designers. This may occur because when there are fewer designers in the problem, it is easier to satisfy a higher percentage of them.
Next the pruning heuristic was run with the same sets of data. We varied MOD from 0.9 to 0.7 in increments of 0.05. Results for uniform data are presented in Tables 1 and 2 . The tables dier based on the designer to consumer ratio. The results are given as the average percentage of the optimal solution achieved. Table 1 Pruning heuristic results (Average percentage of optimal solution (uniform data, 1:10 designer ratio)) 1.00
1.00
1.00 a Size # designer attributes/levels, # consumer attributes/levels. MOD modi®cation factor (levels are eliminated if they are below average Ã MOD). All data given are averages of 10 replicates. 1.00
1.00 a Size # designer attributes/levels, # consumer attributes/levels. MOD modi®cation factor (levels are eliminated if they are below average Ã MOD). All data given are averages of 10 replicates.
The results of the pruning heuristic are encouraging. With MOD set to 0.8, results are within 96% of optimal for all the test data sets. Good results are also obtained with MOD set to 0.85, especially with the lower ratio of designers to consumers ( Table 2 ). Note that very good results are obtained with all MOD values for problems with 5 designer levels. Results seem to improve as problem size increases. Results worsen with a greater number of consumers, but this eect lessens with increased MOD values. Larger problem sizes have more levels to work with, so chances are greater that more good levels will be left for enumeration purposes after pruning and will provide better results. Likewise, if a problem has more levels per characteristic, chances are greater that enough good levels will be left after pruning for a given characteristic to provide good enumeration results. The pruning heuristic was also run for the sets of normal data. The results of the normal data are very similar to the uniform data and are not presented here.
The results of the pruning heuristic are now compared against complete enumeration, a Genetic Algorithm based heuristic (Tarasewich and Nair, 1999) , and Tabu search. Genetic Algorithms (GA) use biological methods such as reproduction, crossover, and mutation to quickly search for solutions to complex problems (e.g. Holland, 1975) . Tabu search is a metaheuristic procedure that employs¯exible memory structures, tabu restrictions and aspirations, and memory functions of dierent time spans. (Glover, 1990) .
Performance results for 100 consumers and 10 designers in a variety of parameter settings for the three search procedures are shown in Table 3 . Results given are the average percentages of the optimal solutions achieved, except for the run times, which are average values in seconds. The run times shown in Table 3 are how long a heuristic run or complete enumeration takes to produce a solution (machine time, not CPU times). For each problem size, the number of iterations that the Tabu search heuristic performed was adjusted to make its run times equivalent to the GA-based heuristic (with W 200) to allow easy performance comparison between the two methods and the pruning heuristic. Times are meant for comparison purposes only. A reasonable eort was made to code eciently in each case, but there may be other ways to implement the heuristics.
Results of the pruning heuristic are encouraging. Over the 10 dierent sets of starting strings, results for the values of MOD in Table 3 range from 95% to about 100% of optimal. There does not seem to be any change in performance of the pruning heuristic as problem size increases. Results of the pruning heuristic also compare favorably to the GA-based heuristic and to Tabu search, especially as the problem sizes become larger.
With an MOD value of 0.8, which is shown to provide good results, run times for the pruning heuristic compare very favorably with complete enumeration. Run times for the GA-based heuristic and Tabu search become better than run times for the pruning heuristic as problem size increases, but their performance begins to deteriorate. Unlike the GA-based heuristic and Tabu search, the pruning heuristic provides good results and decreased run times for smaller problems.
As MOD decreases, as can be seen from Table 3 , the performance of the pruning heuristic improves. This is a result of more levels being enumerated. But decreasing MOD dramatically increases computation time. For small problems, the pruning heuristic seems to be the better approach. For larger problems, the GA-based heuristic may be the best overall choice, at least with a large enough value for W . The pruning heuristic, however, seems to do better overall than Tabu search, even with higher values of MOD (e.g. MOD 0.85) which result in faster run times.
There are no consistent dierences between the results of the data with the number of designers set at 5% of the number of consumers versus the data having the number set at 10%. The values for the normal data follow the same patterns as those for the uniform data. Sensitivity analysis was also performed on the Tabu search heuristic by varying the sample size and the tabu list length. The parameters used for the comparisons in Table 3 are the ones that performed best based on this analysis.
A comparison across increasing numbers of consumers and designers is presented in Table 4 . Values seem to remain fairly constant as the number of consumers and designers increase. The pruning heuristic Table 3 Performance comparison with GA-based, Tabu n sample size; GA-based runs consist of 40 replicates (4 dierent mutation rates); Tabu list size was 4, 5, and 6 for problems 1±6, 7±10, and 11±12, respectively.
provides slightly better results overall than the GA-based heuristic, and still better results overall than Tabu search, and in reasonable completion times for smaller problems.
Structural results
We now present some mathematical proofs to explain certain behaviors of the pruning heuristic and the general product design problem 6.1. Relationship between MOD and share-of-choices for pruning heuristic MOD is used with the share-of-choices pruning heuristic to modify the number of levels of the given attributes that are eliminated. Here it will be formally proven that as MOD increases, the share-of-choices for a given problem will remain the same or decrease.
Start with a part worths matrix Dk. Create a part worths matrix X k & Dk. X k is a subset of columns, not rows. De®ne the share-of-choices for Dk as S Dk , and for X k as S X k .
Proof. We will prove the result by contradiction. Suppose S X k b S Dk . Then X k has a better solution than Dk, which means that X khas a set of part worths dierent from Dk which allow for a better solution.
But if X k & Dk, then X k must contain only part worths originally found in Dk. Hence, any product design in X k is also a product design in Dk. Thus, the best design in X k is a design that can be made from Dk. Since the rows (number of designers) of the two matrices are identical, S X k has to be at most S Dk , which is a contradiction. Hence, S X k T S Dk X Ã De®ne a matrix Y k with a share-of-choices value S Y k . Introduce a number MOD X k , such that X k is determined by MOD X k and Dk, and Y k is determined by MOD Y k and Dk.
This says that as we increase the value of MOD in our pruning heuristic, the share-of-choices will decrease or remain constant.
Relationship between number of levels and share-of-choices
Lemma 1 and Theorem 1 looked at the eect that eliminating levels from an attribute part worths matrix has on its share-of-choices. We now look at what happens to the share-of-choices if we increase the number of levels for a given attribute.
For example, suppose an attribute for color has the levels red and green, and suppose red is preferred over green. Now another level, yellow, is added to the attribute. Red is still preferred over green, but yellow may be preferred over one, both, or neither of the other two colors.
Red, green, or both may be preferred to the status-quo color. This determines the original share-ofchoices for the attribute. When yellow is added as a choice, the share-of-choices will increase if yellow is preferred over the status-quo, or stay the same if it is not.
De®ne Zk, which contains the part worths for all the levels from Dk plus part worths for one or more additional levels. The relative preferences of one level over another in Zk are the same as in Dk. De®ne S Zk for Zk.
Lemma 2. For all ZkY S Zk P S Dk .
Proof. We will prove the result by contradiction. Suppose S Zk`SDk . Then by adding at least one more level to Dk, less designers now prefer any possible product design from Zk to the status-quo.
But Zk contains the same levels and part worths as Dk. Hence, at least as many designers who preferred a design from Dk should prefer a product design from Zk. Therefore, at the very least, S Zk S Dk , which is a contradiction. Hence S Zk P S Dk X Ã This says that as the number of levels of a given attribute increases, the share-of-choices will remain the same or increase.
Something similar cannot be done for the number of attributes. The share-of-choices for an entire product is based on a person having a total product utility greater than the total utility of the status-quo. If an attribute is eliminated, it is not known how much (or in what direction) the total utility is aected.
Summary
This paper has reviewed the importance of multisource product design and has reviewed a model that can be used to maximize the share-of-choices for a product designed using the preferences of both consumers and designers. In order to eciently obtain near-optimal solutions to this problem, we have developed a heuristic based on pruning techniques. The eectiveness of the heuristic has been demonstrated through the use of test data and comparison to complete enumeration, a GA-based heuristic, and Tabu search. In many cases, the pruning heuristic performs well when compared to other search methods, and is a de®nite improvement over complete enumeration. Structural results for the pruning heuristic have also been provided. We expect to continue further development and testing of the heuristic, and to apply the model and heuristic to real problems.
