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Abstract
In his paper, ’On torsion in the cohomology of locally symmetric varieties’,
Peter Scholze has introduced a new, purely topological method to construct
the cohomology classes on arithmetic quotients of symmetric spaces of ra-
tional reductive groups originating from the cohomology of the similar quo-
tients of Levi subgroups of maximal parabolic subgroups. We extend this
construction beyond the cases he considers, and, in the complex case, to the
cohomology of local systems.
1 Introduction
Let G be a reductive group defined over Q, A = AG the neutral component
of the group of real points in a maximal split central torus of G, K∞ ⊂
G(R) a maximal compact subgroup. We are interested in the cohomology
of the quotients Γ\X , where X = G(R)/AGK∞ is the symmetric space, and
Γ ⊂ G(R) is a congruence subgroup. For our purposes, it will be better to
consider the ade`lic version, i.e., the quotients
(1.1) SK = G(Q)\G(A)/AGK∞K
where A denotes the ade`les of Q, Af the finite ade`les and K ⊂ G(Af ) is a
compact open subgroup.
The quotient (1.1) is a finite union of spaces Γ\X . It is known from the
work of Borel and Franke that H•(SK ,C) can be computed by automorphic
forms : in fact
H•(SK ,C) = H
•(g, K∞;A(GK))
1
where A denotes the space of automorphic forms on
GK = G(Q)\G(A)/AGK) ,
and the (g, K∞) cohomology is defined by the action of G(R) by right trans-
lations. See [3],[5].
There is a decomposition, due to Langlands,
(1.2) A(GK) =
⊕
P
AP (GK)
where P runs over the association classes of Q–parabolic subgroups, and
AP (GK) is the space obtained from Eisenstein series “induced from P”.
When the space of cusp forms of G is understood, this yields the compu-
tation of the part relative to G :
H•(g, K∞;AG(GK)) = H
•(g, K∞;Acusp(GK)) =
⊕
pi
H•(g, K∞; π)
where π ranges over the cuspidal summands of L2(GK) with non–trivial co-
homology. Harder, and then Schwermer, have proposed a program aim-
ing at constructing cohomology classes in AP (GK) for P 6= G, obtained
as differential form–valued Eisenstein series “ induced” from cusp forms on
M(Q)\M(A), P = MN being the Levi decomposition. Important results
have been proved by Harder [7, 8, 9, 10], who in particular solved the prob-
lem completely for GL(2), and by Schwermer [19, 20] and others. For a more
extensive survey of the known results, see e.g. Grbac [6]. However, a general
construction of the “Eisenstein classes” does not exist.
In his paper, “On torsion in the cohomology of locally symmetric varieties”
[18], Scholze introduced a new method to construct the “Eisenstein” classes
associated to maximal parabolic subgroups1, a topological method relying
on the Borel–Serre compactification rather than Eisenstein series. Scholze
limited himself to two groups, Sp(g, F ) for a totally real field F and U(F ) for
a quasi–split group U of even rank 2n associated to a CM quadratic extension
E/F . (In these cases, he considered the maximal parabolic subgroups with
Levi subgroups, respectively, GL(g, F ) and GL(n,E).) Our purpose here is
to show that the method is perfectly general when “Eisenstein functoriality”
for a maximal parabolic subgroup is considered.
1Scholze does not seem to think that his method was new. It is new and probably
yields new results: see §4.
2
We carry out Scholze’s construction in two cases : in characteristic ℓ (or
more generally with an Artin ring of coefficients k) for cohomology with triv-
ial coefficients, in § 2. The results are Theorem 2.4, Theorem 2.52. Then, for
complex cohomology, in § 3 where we deal (as is natural in this case) with
local systems coming from an arbitrary (complex) representation of G. The
main results are Theorem 3.4, Proposition 3.5, Theorem 3.6. They imply
that there exist cohomology classes in H•(SK) associated to all classes in the
inner cohomology H•! (S
M
KM
) for all Levi subgroups M in maximal parabolic
subgroups P = MN , SMKM being the associated ade`lic quotient. (Proposi-
tion 3.5 does not seem to follow directly from the analytic construction of
Eisenstein cohomology when it applies, since we can directly relate classes
with Q¯–coefficients.)
In §4, we compare the results obtained with the (known) consequences of
the Harder–Schwermer method. In particular, if G = GL(n), we examine
whether the eigenclasses “on G” originating from the cuspidal cohomology
of GL(m)×GL(m)(n = 2m) can be obtained by the formation of Eisenstein
classes.
Finally, §5 explores the apparent limit of the method : if P ⊂ G is not
maximal, we explain why the natural generalisation of Scholze’s method fails.
(It would be interesting to find a topological argument in this case.) I am
indebted to Leslie Saper for providing the proof of a crucial property of the
Borel–Serre compactification (Theorem 5.2.) Its proof will appear later.
In conclusion, I emphasise that this is only the natural development of an
idea entirely due to Scholze. I thank him, and also Gu¨nter Harder, Lizhen
Ji, Colette Moeglin, Benjamin Schraen, Leslie Saper, Jack Thorne and David
Vogan, for useful communications.
2 Eisenstein cohomology form maximal para-
bolic subgroups : Scholze’s argument
2.1
In this section we will extend to general reductive groups the proof of Scholze
[18, V.2] showing the existence of “Eisenstein” cohomology classes (or rather,
2We refer the reader to the text, as it would be tedious to introduce the relevant
notation here.
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eigencharacters) originating from the inner cohomology of maximal parabolic
subgroups.
The argument, topological, relies on the Borel–Serre compactification. We
first fix some notations.
Le G be a connected reductive group of positive rank over Q. We denote
by AG the (topological) neutral component of the set of R–points of the
maximal Q–split torus in the center of G. Fix a compact–open subgroup K
in G(Af). We will assume that K is decomposed : K = ΠKp. Following
Newton and Thorne [16], we also assume K neat in the strong sense of Pink
[17] : let ρ be a faithful representation of G over Q. We fix an algebraic
closure Q¯ of Q and an embedding Q¯ → Q¯p for all p. If g = (gp) ∈ G(Af ),
consider for each p the torsion subgroup Γp of the group generated in Q¯p
by the eigenvalues of gp. (Thus Γp ⊂ Q¯). Then g is neat if
⋂
Γp = {1}.
A compact open subgroup K is neat if all its elements are neat. If G is a
connected linear algebraic group, H a subgroup, M a quotient, of G, and
K ⊂ G(Af) is neat, then K ∩H(Af) and the image of K in M(Af ) are neat
(ibid.). Such a subgroup is neat in the more usual sense (K ∩ G(Q) has no
element of finite order but 1), and they form a basis for the compact–open
subgroups.
Let K∞ be a maximal compact subgroup of G(R). We consider
SK := G(Q)\G(A)/AGK∞K
= G(Q)\(XG ×G(Af))/K
where XG = G(R)/AGK∞ is the symmetric space of G(R).
3 (Thus SK is a
finite union
(2.1) SK =
∐
Γi\XG
where the Γi are congruence subgroups of G(Q) ; the quotients are smooth.)
Let P =MN ⊂ G be a Q–parabolic subgroup, with a Levi decomposition.
There are similar quotients associated to P and M :
SPKP = P (Q)\P (A)/AM K∞,MKP ,
SMKM = M(Q)\M(A)/AM K∞,M KM
where K∞,M ⊂ M(R) is maximal compact, and KP , KM are compact–open
in the sets of finite adelic points. IfKP = P (Af)∩K andKM is the projection
of Kp, they are, as we saw, neat.
3More precisely, of G(R)/AG. Note that AG depends on the Q- structure.
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There is a natural projection
πP : S
P
KP
→ SMKM
which realises the quotient SPKP as a fiber bundle with compact fiber
N(Q)\N(A)/KN , where KN = KP ∩ N(Af ). Note that the fiber is of the
form ΓN\N(R), ΓN ⊂ N(Q) a congruence subgroup. The quotients S
P
KP
,
SMKM have “finite” expressions as in (2.1).
We now consider the Borel–Serre compactification SBSK of SK . We start
with the Borel–Serrre “bordification” of XG. This is a disjoint union
XBSG =
∐
P
e(P )
where P runs over the Q–parabolic subgroups of G ; e(G) = XG. Let P
be the set of Q–parabolic subgroups, and P ′ the set of proper parabolic
subgroups. Then
∐
P∈P ′
e(P ) is the boundary, ∂XBSG , of the manifold with
corners XBSG . For P ∈ P
′, e(P ) = XG/AP where we write AP for AM , and
the action of AP (“geodesic flow”) on XG commutes with the left action of
P (R) [2]. We define
(2.2) SBSK = G(Q)\(X
BS
G ×G(Af ))/K .
Since G(Af)/K is discrete, and G(Q) acts without fixed points, it is a man-
ifold with corners. We can give two descriptions of SBSK . First write
G(Af) =
∐
g
G(Q)g K (g ∈ G(Af )) ,
the finite union that leads to the expression (2.1). Then (2.2) easily yields
(2.3) SBSK =
∐
g
Γg\X
BS
G
where Γg = G(Q) ∩ gKg
−1. Thus SBSK is a finite union of “classical” Borel–
Serre compactifications. (In particular SBSK , with the natural topology com-
ing from (2.2) and the topology of XBSG , is compact.) On the other hand,
the set of Q–parabolic subgroups, modulo G(Q), is finite. Let Q be a set of
representatives. Then from (2.2) we get
(2.4) SBSK =
∐
P∈Q
G(Q)\(e(P )×G(Af))/K .
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Each piece is the part of SBSK contributed by the “parabolic subgroups of
type P”. It can be further decomposed. Denoting it by SBSK (P ), we remark
that P (Af)\G(Af)/K is finite since P (Af)\G(Af) is the set of points of a
projective variety with values in Af , with a transitive action of G(Af ). Let
{h} be a set of representatives. Then
(2.5) SBSK (P ) =
∐
h
P (Q)\(e(P )× P (Af))/KP (h) ,
with KP (h) = P (Af)∩hKh
−1. In turn we have (by properties of the geodesic
action)
e(P ) = XG/AP
= (P (R)KG,∞/KG,∞)/AP
(KG,∞ being suitably chosen with respect to P , as in the definition of the
geodesic action)
= P (R)/AMKM,∞ ,
so each piece of (2.5) is of the form
P (Q)\P (A)/AM KM,∞KP = S
P
KP
,
with KP = KP (h). Thus S
P
KP
occurs as one of the pieces of the compact-
ification. We note that (2.4) - in particular when passing to the limit for
K → 1 - allows one to see the cohomology of SBSK (P ) - rather, the limit - as
an induced representation of G(Af). We will use a simple aspect of this.
Recall that
∐
P∈Q′
SBSK (P ), where Q
′ is the set of proper representatives,
is the boundary of SBSK . Its dimension is dim(XG) − 1. If P is a Q–
parabolic subgroup with split component AP = AM , the dimension of e(P )
is dim(XG)− (dimAP − dimAG). In particular, the quotients S
BS
K (P ) for P
a maximal Q–parabolic subgroup are the open cells of ∂SBSK .
2.2
We now consider the cohomology of these spaces. Although the first argu-
ments could be given for any ring of coefficients, we will assume that k is a
local Artin ring. (We are mostly interested in the case where k is a field ;
this however allows us to consider, as does Scholze, the case of k = Z/ℓnZ
for a prime ℓ.)
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Let S be the (finite) set of primes such that Kp ⊂ G(Qp) is not hyperspe-
cial. We consider the Hecke algebras
HS(G) = Cc(K
S\G(ASf )/K
S,Z)
=
⊗
p/∈S
Cc(Kp\G(Qp)/Kp,Z)
where KS =
∏
p/∈S
Kp, and the tensor product is restricted. Similarly we have
HS(P ) and HS(M).
We can assume that our set Q of representatives of the parabolic sub-
groups is the set of standard parabolic subgroups, i.e., those containing a
fixed, minimal parabolic subgroup P0. Then there is a choice of maximal
compact subgroups K0p (all primes) such that
G(Qp) = K
0
pP (Qp) = P (Qp)K
0
p
(all p, all P ∈ Q). We assume Kp = K
0
p so chosen for p /∈ S. In this situation
those are natural Zp–structures on all groups G, P , M , N . . . for p /∈ S, and
we assume that the measures on all groups X give mass 1 to X(Zp). We
have natural maps
ρ : HS(G)→HS(P )
given by the restriction of functions, and
λ : HS(P )→ HS(M)
given by
ϕ 7→
∫
N(Qp)
ϕ(mn)dn := λϕ(m) .
They are morphisms of algebras. Note that the “constant term” λ is not
normalised.
These algebras act naturally on cohomology spaces. For instance, a double
coset KpgKp in Hp(G) acts on H
i(SBSK , k) by the correspondence
(2.6)
SBS(K ∩ gKg−1) −→
Rg
SBS(g−1Kg ∩ gK)
↓ ↓
SBS(K) SBS(K)
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Rg being right translation by g ∈ G(Qp), using the description (2.2). More-
over, these correspondences preserve the decomposition (2.4).
In particular we see that HS(G) acts on H•(∂ SBSK , k), compatibly with
the map H•(SBSK , k)→ H
•(∂ SBSK , k).
Assume now that P ∈ P is maximal. Then SBSK (P ), and in particular its
component SPKP , is open in ∂ S
BS
K . Thus we obtain a map j∗ : H
i
c(S
P
KP
, k)→
H i(∂ SBSK , k). We also have the projection π : S
P
KP
→ SMKM , whence π
∗ :
H ic(S
M
KM
, k)→ H ic(S
P
KP
, k) since the fibres of π are compact.
Lemma 2.1. (i) The map j∗ is equivariant under H
S(G), HS(G) acting
naturally on H i(∂ SBSK , k) and by composition with ρ : H
S(G) → HS(P ) on
H i(SPKP , k).
(ii) The map π∗ is equivariant under HS(P ), HS(P ) acting on H ic(S
M
KM
, k)
by composition with λ.
Remark.— This is due to Scholze [18, Lemma V.2.3], who does not,
however, give a proof. I am greatly indebted to Newton and Thorne for
providing this proof.
For the first assertion, consider the open injection SPKP →֒ ∂ S
BS
K . We must
consider the action of a double coset Kp g Kp, by the correspondence (2.6).
However we have assumed that, for p /∈ S, G(Qp) = KpP (Qp) = P (Qp)Kp.
We can therefore realise the correspondence (2.6) on ∂SBSK ⊂ S
BS
K by taking
g ∈ P (Qp). But the action on (the cohomology of) S
P
KP
is then given by
the same correspondence, and this is compatible with the map between the
cohomology spaces.
The second assertion is more difficult, but it is the statement proved by
Newton and Thorne [16, Cor. 3.9]. The comparison with their paper calls
for the following comments; we refer to their paper for some notations, which
we do not need here.
(1) Newton and Thorne prove a stronger statement, concerning the actions
ofHS(P ) andHS(M) onRΓc(S
P
KP
, k), RΓ(SPKP , k), RΓc(S
M
KM
, k), RΓ(S
M
KM
, k)
seen as elements of suitable derived categories. Our statement is simply
obtained by taking instead the cohomology of the relevant complexes.
(2) In our case the modules B (a KS-module) and A (a KM,S-module) fig-
uring in their statement coincide with the trivial k-module; the corresponding
sheaves are the constant k-sheaves.
(3) Their definition of the action of the Hecke algebras on the cohomology
spaces is given in their §2 (see their Proposition 2.10 and the subsequent
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comment.) It coincides with the definition we have given, by correspondences
(see their Lemma 2.19.)
Consider now the diagram
H ic(S
P
KP
, k) −→ H i(∂ SBSK , k) −→ H
i(SPKP , k) .
j∗ j
∗
Set jc = j
∗j∗ : H
i
c(S
P
KP
, k) → H i(SPKP , k). Its image is by definition the
compactly supported part of the cohomology, or ’inner’ cohomology, denoted
by H i! (SKP , k). The diagram yields naturally a surjective map
(2.7) Im(j∗)→→ H
i
! (S
P
KP
, k) .
We now give the rest of the arguments, again due to Scholze. We consider
the full diagram
(2.8)
H ic(S
P
KP
, k) −→
jc
H i(SPKP , k)
↑ π∗ ↓ π∗
H ic(S
M
KM
, k) −→
jMc
H i(SMKM , k)
A priori H•SPKP , k) = H
•(SMKM , Rπ∗k). This is associated to the local
system H•(F) where F ∼= ΓN\N(R) is the fiber of π. However F is covered
by the contractible space F˜ = N(R), and therefore we get a map H•(F)→
H•(F˜) = k of local systems on SMKM , whence a section H
•(F) → H0(F) =
k. Thus π∗ sends H
i(SPKP , k) to H
i(SMKM , k). The diagram (2.8) clearly
commutes.
Lemma 2.2. π∗ is equivariant, H(P ) acting naturally on H
i(SPKP , k) and
via λ on H i(SMKM , k).
This is again [16, Cor. 3.9].
Finally, we obtain the following corollary. The commutativity of the dia-
gram (2.7) implies that the map π∗ : H
i
! (S
P
KP
, k)→ H i! (S
M
KM
, k) is surjective.
We finally have :
Corollary 2.3. There exists a surjective map
Im j∗ −→ H
i
! (S
M
KM
, k) ,
where j∗ : H
i
c(S
P
KP
, k) → H i(∂ SBSK , k), equivariant for the action of H
S(G)
on the left–hand side, and its action via λ ◦ ρ on the right–hand side.
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Finally, consider the long exact sequence in cohomology for the manifold
with boundary SBSK :
(2.9)
· · · −→ H ic(SK , k) −→ H
i(SBSK , k) −→ H
i(∂ SBSK , k) −→
−→ H i+1c (SK , k) −→ · · ·
The submodule j∗ H
i
c(S
P
KP
, k) := H of H i(∂ SBSK , k) admits a filtration
0 −→ H ′ −→ H −→ H ′′ −→ 0
with H ′ ⊂ H i(SBSK , k) = H
i(SK , k) and H
′′ ⊂ H i+1c (SK , k). We finally have
by Cor. 2.3 :
Theorem 2.4. Each irreducible subquotient of the HSG–module H
i
! (S
M
K,M , k)
is a subquotient of H i+1c (SK , k) or of H
i(SK , k).
We recall that the action of HSG on H
i
! (S
M
KM
, k) is through the map λ ◦ ρ.
In the “classical” case (k = C), this is the map associated to non–normalized
induction from M(AS) to G(AS) (through P ).
Note that all the cohomology spaces are finite over k. Let m be the
maximal ideal of k, and κ = k/m. All modules H considered can be filtered :
0 = mrH ⊂ mr−1H ⊂ · · · ⊂ mH ⊂ H ,
the quotients being vector spaces over κ, and preserved by the Hecke algebras.
On each quotient HSG acts via the quotient H
S
G⊗κ. Denote by mH a maximal
ideal of HSG ⊗ κ. We deduce :
Theorem 2.5. Assume H i! (S
M
KM
, k)mH 6= 0. Then H
i+1
c (SK , k)mH 6= 0 or
H i(SK , k)mH 6= 0.
For a more precise result, relating the images ofHM andHG in End(H
i(SMKM , k)
and End(H i(SK , k), see [18, Cor.5.2.4].
3 The complex case : coefficient systems
3.1
We now return to the constructions of §2.2, but we consider the case where
k = C, introducing coefficient systems. We assume given an algebraic, com-
plex representation of G, L ; it defines naturally a local system L on SK .
10
Since SK ⊂ S
BS
K is a homotopy equivalence, L extends to S
BS
K , and then
restricts to SBSK (P ) for any P . Recall (2.5) that S
BS
K (P ) is a union of com-
ponents of the form
P (Q)\e(P )× P (Af)/KP (h) ,
e(P ) = P (R)/AMKM,∞
which in turn are a union of quotients
ΓP\P (R)/AMKM,∞
for congruence subgroups ΓP . The quotient P (R)/AMKM,∞ = N(R)X(M)
is simply connected.
The component e(P ) of XBS can be retracted to X (see e.g. Schwermer
[19, 1.9] and then we see that L|SBS
K
(P ) is given on each component by the
restriction of L to ΓP . We will simply denote by L the local system obtained
on each of the spaces SK , S
BS
K , S
BS
K (P ). . .
Returning to §2.2, we first recall that the diagram of maps (2.6) again
yields naturally a map H i(SBS(K),L)→ H i(SBS(K),L). For simplicity we
describe this in the case of SK . The total space of the vector bundle L on
SK is
(3.1) G(Q)\(X × (G(Af)/K)× L ,
G(Q) acting diagonally on the three factors. The only non–obvious map in
(2.6) is the effect of Rg. Write K
′ = K ∩ gKg−1, K ′′ = g−1Kg ∩ K. We
need a map Ly → LRgy, for a point y ∈ S(K
′). A representative of Ly in the
quotient (3.1) is (x, h)×L where (x, h) ∈ S×G(Af) is a representative of y.
The map Rg is (x, h) 7→ (x, hg). Similarly LRgy is represented by (x, hg)×L.
The map (x, h, ℓ) 7→ (x, hg, ℓ) (ℓ ∈ L) descends to the quotient (3.1). (This
is of course well-known ; see Harder [11] for a fuller description of the action
of the Hecke algebra.)
As before Lemma 2.1, we obtain compatible actions of HS(G) on
H•(∂ SBSK ,L) and H
•(SBSK ,L). For P maximal, we obtain again a map
j∗ : H
i
c(S
P
KP
,L)→ H i(∂ SBSK ,L).
The first part of Lemma 2.1 is proved as before :
Lemma 3.1. The map j∗ is equivariant under H
S(G), acting on H ic(S
P
KP
,L)
by composition with ρ.
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However, part (ii) of Lemma 2.1 is not sufficient in this case, as L (when
non trivial) is not defined on SMKM . In general, Harder and Schwermer have
described H•(SPKP ,L) as a cohomology space for S
M
KM
. This is given by the
degeneracy of the Leray spectral sequence for the fibration SPKP → S
M
KM
by compact nilmanifolds. Let n be the real Lie algebra of N . For each j,
Hj(n, L) is an M(R)–module and defines a local system Hj(n, L) on SMK .
Then
(3.2) H i(SPKP ,L) =
⊕
j+k=i
Hk(SMKM ,H
j(n, L)) .
This is due to Harder [7] and Schwermer [19]. Note that HS(M) acts on
the left–hand side. Harder and Schwermer prove the isomorphism (3.2) for
classical quotients, i.e., for the components of our ade`lic quotients.
However these classical quotients (respectively for P and M) are in bijec-
tion : use strong approximation for the nilpotent group N .
Lemma 3.2. (i) The isomorphism (3.2) is true for compactly supported co-
homology on both sides.
(ii) It is equivariant under HS(P ), acting on the right via λ.
Par (i) is clear since it is the (degenerate) Leray spectral sequence, and
the fibres are compact. For (ii), we have to consider the proof of Harder and
Schwermer.
Let m0 denote the Lie algebra of M0, where M(R) = M0AM is the
Langlands decomposition. Let p0 = m0 ⊕ n. Let kM be the Lie algebra
of KM,∞ = KP,∞. As described by Schwermer [19, p. 49-50], there is, for
each i, j, a natural injection
(3.3)
ηi : HomKM,∞(Λ
j(m0/kM) , C
∞(M(Q)\M(A)/AMKM)⊗H
i(n, L))
−→ HomKM,∞(Λ
i+j(p0/kM) , C
∞(P (Q)\P (A)/AMKP )⊗ L) .
In fact Schwermer proves this statement for classical quotients ΓM\M(R)/AM ,
ΓP\P (R)/AM . Again, this implies the ade`lic variant.
The map ηi is obtained from the injection
Λ•(m0/kM)
∗ ⊗ Λ•(n)∗ −→ Λ•(p0/kM)
∗
of dual spaces, and from the natural injection
C∞(M(Q)\M(A)/AMKM) −→ C
∞(P (Q)\P (A)/AMKP )
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given by the projection P → M . It induces an isomorphism in cohomology,
yielding (3.2).
We note that the same injection obtains between the spaces of compactly
supported, smooth functions. The proof of (3.3) ([19, Theorem 2.7]) now
yields the same result for cohomology with compact support. The spaces of
smooth functions on the ade`le groups in (3.2) receive, respectively, an action
of HS(M) and HS(P ) by right translations, which then yield the actions on
the cohomology of the respective quotients. Therefore the proof of (ii) is
completed by the following easy lemma.
Lemma 3.3. Denote by I the natural injection C∞c (M(Q)\M(A)/AMKM)→
C∞c (P (Q)\P (A)/AMKP ). Then, if ϕ ∈ H
S(P ) and f ∈ C∞c (M(Q)\M(A)
/AMKM) :
I(λ(ϕ)f) = ϕ I(f))
We can omit the compact–open subgroups and work with the functions
on the full ade`lic quotients. Denote by pr the projection P → M (for these
quotients). Then, for g ∈ P (A) :
ϕI(f)(g) =
∫
P (Af )
I(f)(gg′)ϕ(g′)dg′
=
∫
P (Af )
f(pr(gg′))ϕ(g′)dg′ ,
while for m ∈M(A) :
λ(ϕ)f(m) =
∫
M(Af )
f(mm′)(λϕ)(m′)dm′
=
∫
M(Af )N(Af )
f(mm′)ϕ(m′n′)dm′dn′ ,
I(λ(ϕ)f)(g) =
∫
M(Af )N(Af )
f(pr(g)m′)ϕ(m′n′)dm′dn′ .
Since pr(gg′) = pr(g)pr(g′) = pr(g)m′, the property is clear.
3.2
As in §2, the diagram
H ic(S
P
KP
,L) −→
j∗
H i(∂ SBSK ,L) −→
j∗
H i(SPKP ,L)
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yields a surjective map
Im(j∗) −→→ H
i
! (S
P
KP
,L) .
of HS(G)–modules. However, since (3.2) is true both for H i and H ic, the
right–hand side is
(3.4)
⊕
j+k=i
Hk! (S
M
KM
,Hj(n, L)) .
We can now consider the long exact sequence for SBSK as in (2.9), to conclude
that the subquotients of (3.4), on which HS(G) acts via λ ◦ ρ, occur in
H i(SK ,L) or H
i+1
c (SK ,L).
Rather than by localising at a maximal ideal, we express the result, as
usual in the complex case, in terms of characters of the (commutative) Hecke
algebra HS(G,C) = HS(G)⊗ C.
Let GK denote the ade`lic quotient of the group,
GK = G(Q)\G(A)/AGK ,
so SK = GK/KG,∞. We then have an inclusion of representations of G(R)
L2cusp(GK) ⊂ L
2
dis(GK) ,
the space of cusp–forms inside the discrete spectrum, and consequently for
the automorphic forms :
Acusp(GK) ⊂ A
2
dis(GK) .
The (g, K∞)–cohomology of these spaces gives the cuspidal and the L
2–
cohomology (in the discrete sense : cohomology represented by L2 harmonic
forms) of SK ; moreover it is known that
H•cusp(SK) ⊂ H
•
! (SK) ⊂ H
•
(2)(SK)
where H•(2) is the L
2-cohomology. Cf. Schwermer [21]. With coefficients L,
we have
H•cusp(SK ,L) = H
•(g, K ; Acusp(GK)⊗ L) .
The same applies to M . Finally, the full cohomology of SK is, by Franke’s
result [5] :
H•(g, K∞ ; A(GK))
for the full space of automorphic forms. The abstract form of our result is
then :
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Theorem 3.4. (i) Assume χ is a character ofHS(M) occurring non–trivially
in Hk! (S
M
Km , H
j(n, L)) for some values of k, j ; if i = k+ j, χ ◦ (λ ◦ ρ) := χ′,
a character of HS(G), occurs non–trivially in H i(SK ,L) or H
i+1
c (SK ,L).
(ii) In particular, if χ occurs in Hkcusp(S
M
KM
, Hj(n, L) = Hk(m, KM ;
Acusp(MKM⊗L
′) where L′ = Hj(n, L), χ′ occurs inH i(SK ,L) orH
i+1
c (SK ,L).
(Note that by Poincare´ dualite´ H i+1c (SK ,L) is also described by automor-
phic forms.)
The proof implies more : not only do the eigenspaces for HS(M) (or
HS(P )) yield eigenspaces for HS(G), but the dimensions are conserved. Pre-
cisely, we have the following result. Denote by Mχ a generalised eigenspace
associated to a character χ.
Proposition 3.5. Let χ be a character of HS(M), and χ′ the associated
character of HS(G). Then
dim H i(SK ,L)χ′ + dim H
i+1
c (SK ,L)χ′ ≥
∑
i=j+k
dim Hk! (S
M
K , H
j(n, L))χ
3.3
Finally, we give the more explicit formulation of the result given by Kostant’s
theorem, following again Harder and Schwermer. Assume L is irreducible,
with highest weight ν ∈ h∗C, where hC is a Cartan subalgebra of gC =
Lie(G(R)/A)⊗ C. Let mC = Lie(M(R)/A)⊗ C and pC = Lie(P (R)/A)⊗ C.
We fix a Borel subalgebra bC ⊂ pC ; pC = mC ⊕ nC. We choose a split real
form gr of gC, whence hr, br, pr = mr + nr. (Note that nr = n = LieN(R).)
Let W = WG, WM be the complex Weyl groups ; we assume given on hr a
scalar product invariant by W . Let RG, R
+
G, ∆G be the roots, positive roots,
simple roots for G ; similar notations for M . Let ρ be the half–sum of roots
for R+G. Finally, let W
P be the set of Kostant representatives for WM\W :
W P = {w ∈ W | w−1α ∈ R+G ∀α ∈ ∆M},
cf. [19, §2.3]. We write LξM for an irreducible complex representation of M
with highest weight ξ. Then
(3.5) Hj(n, L) =
⊕
w∈WP
ℓ(w)=j
L
w(ν+ρ)−ρ
M
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(Kostant). We will use this description to show that (up to twists, see below)
all the compactly supported cohomology of SMKM gives rise to cohomology of
SK with corresponding action of the Hecke algebras.
Assume therefore that ξ ∈ h∗r is a positive weight for M . (Note that we
assume that all weights vanish on a = LieA ⊂ hr. The reader may as well
suppose the split component A trivial.) Following (3.5) we want to write
(3.6) ξ + ρ = w(ν + ρ)
with ν dominant for G and w ∈ W P . Since ν + ρ is strictly positive, this
implies that ξ + ρ must be regular for the roots of G.
Assume this first. We can certainly write
ξ + ρ = w ν ′
with w ∈ W and ν ′ positive (dominant) for G, and regular. Then for α ∈ ∆M
< ξ + ρ, α >=< wν ′, α >=< ν ′, w−1α >
is strictly positive, so w−1α ∈ R+G, and w ∈ W
P . Furthermore ν ′, being
regular, verifies < ν ′, α >≥ 1 for α ∈ ∆G, so ν
′ = ν + ρ.
In this case we can realise LξM as a summand of (3.5), with this choice
of ν. Setting j = ℓ(w), and considering Theorem (3.5 (ii), we assume that
Hk! (S
M
KM
, LξM) 6= 0. Then, with i = j + k, the corresponding character of
HS(G)⊗ C will occur in H i or H i+1c for SK .
Consider now the case where ξ+ρ is not G–regular. For simplicity assume
A = AG = {1}. We certainly have < ξ+ρ, α > > 0 for α ∈ ∆M . The dual of
the 1–dimensional space aM ⊂ hr, a
∗
M , is identified with X
∗(M) ⊗ R where
X∗(M) ∼= Z is the group of Q–rational characters of M . In particular, a
character µ defines an element T ∈ a∗M ⊂ h
∗
r . The representation L
ξ
M ⊗ µ
then has highest weight ξ+ ρ+T . Recall that we have used a scalar product
to identify hr with its dual. Let β ∈ ∆G be the unique root not in ∆M .
Then, if we choose T in a suitable half–line, < β, T >> 0 and therefore
ξ + ρ+ T is regular. Consequently, the twisted representations LξM ⊗ µ (and
the corresponding local system) verify our previous conditions.
If π = π∞ ⊗ πf is a representation of M(A) such that
H•(m, KM ; π∞ ⊗ L
ξ
M) 6= 0, and occurring in the discrete spectrum, π ⊗
|µ|−1 has cohomology with coefficients in LξM ⊗ µ ; obviously the compactly
supported cohomology classes correspond. Finally, we can strengthen Theo-
rem 3.4 :
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Theorem 3.6. Assume Hk! (S
M
KM
,LM) 6= 0 for any coefficient system, associ-
ated to LM . Let χ : H
S(M)⊗C → C occur in this space. Then the character
χ′ : HS(G) ⊗ C associated to an Abelian, unramified twist of χ occurs in
H i(SK ,L) or H
i+1
c (SK ,L), L being constructed as above.
3.4
We now strengthen the results of §3.2, by controlling the rationality of the
cohomology classes. Note that the local system L, and all the cohomology
spaces, are defined over Q. Precisely, we consider L as a local system of
Q-vector spaces. Lemma 3.2 is clearly still true over Q. (The local system
Hj(n, L) is a local system of Q–vector spaces.) We can now prove the fol-
lowing “rational” result. Denote, as before, by j : SPKP → ∂S
BS
K the natural
injection, and let
δ : H i(∂SBSK ,L) −→ H
i+1
c (SK ,L)
be the connecting homomorphism in (2.9). Finally, denote by Res : H i(SBSK ,L)
→ H i(∂SBSK ,L) the natural restriction.
Let χ : HS(G,Q)→ Q be a character, and, for each (finite–dimensional)
HS(G,Q)–module M , let Mχ be the generalised eigenspace associated to χ.
Finally, recall that H i(SPKP ,L) =
⊕
j+k=i
Hk(SMKM ,H
j(n, L)).
Theorem 3.7. Let α ∈ H i! (S
P
KP
,L) be a non–zero generalised eigenclass
associated to χ, for the map HS(G) → HS(M). Then one of the following
properties is true :
(i) α = j∗ Res β
for a (non–zero) class β ∈ H i(SBSK ,L)χ = H
i(SK ,L)χ
(ii) α = j∗γ
for a class γ ∈ H i(∂SK ,L)χ such that
β = δ(γ) ∈ H i+1c (SK ,L)χ 6= 0 .
We repeat that the cohomology is now taken with Q-coefficients.
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4 Relation with Eisenstein cohomology
4.1
We now check, at least is a simple case, the compatibility of this construction
with the theory of Eisenstein cohomology.
We will consider only the simplest case (and the only perfectly general
one) where ”Eisenstein classes” have been constructed : this is Schwermer’s
Theorem 4.11 in [19]. (Note that Schwermer’s result is not limited to maximal
parabolic subgroups.)
Let L = Lν , the coefficient system for G, be given, and consider a cuspidal
cohomology class [ϕ] ∈ H•cusp(S
P
KP
,L). Assume it is associated to a represen-
tation π of M0(R) occurring in the cusp forms, where M(R) = M0(R)AM is
the Langlands decomposition, and, following (3.4) and (3.5), to w ∈ W P —
a “class of type (π, w)” in the terminology of Schwermer [19, p. 82]. Schwer-
mer constructs a (differential–form valued) Eisenstein series E(ϕ, λ), where
ϕ is a harmonic representative of [ϕ], and λ ∈ a∗M ⊗ C.
4 The form E(ϕ, λ)
is constructed, by summation over ΓP\Γ, from a form ϕλ on e
′(P )×AP : see
Schwermer [19, §3.3] If it is holomorphic at the point
(4.1) λ0 = −w(ν + ρ)|aM ,
this yields a closed form on SK , which represents a non–trivial cohomology
class for G. Note that since π is cuspidal unitary, the domain of convergence
for E(ϕ, λ) is given [14, p. 86] by
(4.2) < Reλ, α∨ > > < ρG − ρM , α
∨ >
for each coroot α∨, α ∈ ∆G, occurring in NP . (cf. [19, §6.3]).
Now consider the cohomology classes constructed in §3. We start, as in
Theorem 3.5, with a character χ of HS(M)⊗C occurring in the cohomology
H•! (S
M
KM
,LM). Then (perhaps after an unramified, Abelian twist) it occurs in
H•(SK ,L) for some coefficient system L. If LM is one of the representations
Hj(n, L) for some j and L, the twist in not required.
4In fact (aM/aG)
∗ ⊗ C ; similarly, consider aM/aG in (4.1). All our linear forms are
trivial on aG.
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4.2
We now limit ourselves to the case of GL(n)5. Consider the decomposi-
tion (1.1)
(4.3) A(GK) =
⊕
P
AP (GK)
and the corresponding decomposition of the cohomology. The contribution
of AP (GK) to H
•(SK) is given by the Eisenstein series (and their residues)
coming from cuspidal representations of M(A). Consider specifically the
cuspidal cohomology H icusp(S
M
KM
,C). It injects in H i! (S
M
KM
,C). In particular,
if a character χ ofHS(M) occurs in H icusp(S
M
K ,C), the associated character χ
′
of HS(G) occurs in H i(SK) or H
i+1
c (SK) — in the second case, the character
χ˜′ associated to the dual representation occurs in Hd−i−1(SK).
Assume now G = GL(n), so P has Levi subgroup GL(n1)×GL(n2). By
the results of Jacquet and Shalika on strong multiplicity one, χ′ (or χ˜′) must
occur in the cohomology given by the summand of (4.3) associated to P .
We can try to construct it using Schwermer’s theorem. Thus let ω =
ω1⊗ω2 be a harmonic i–form on S
M
KM
, a product of the arithmetic quotients
for GL(n1) and GL(n2), that represents our cohomology class. As recalled
above (with different notation), we deduce from ω and s ∈ a∗M ⊗ C a form
ωs on e
′(P )×AP and (in the appropriate range) an Eisenstein class E(ω, s).
Since the cohomology with trivial coefficients for M corresponds to w = 1
in (4.1), we must evaluate the Eisenstein series E(ω1 ⊗ ω2, s) at the point
s = −ρ|aM .
Now assume further that the level is everywhere unramified. We also
assume that n1 = n2 =
n
2
. The holomorphy of E(ω1 ⊗ ω2, s) is governed by
its constant term. This is given by
(4.4) EP (ω1 ⊗ ω2, s) = (ω1 ⊗ ω2)s + (M(s)(ω1 ⊗ ω2))s˜
where s˜ = (s2, s1) if s = (s1, s2). The operator M(s) can be decomposed
as M(s) = N(s)L(s) where L(s) is, according to Langlands, equal to the
scalar
L(π1 ⊗ π˜2, s1 − s2)
L(π1 ⊗ π˜2, s1 − s2 + 1)
.
5For a detailed study of certain Eisenstein classes when all the Eisenstein series are
holomorphic, in the case of GL(n), see Harder-Raghuram [12]
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Here the L–function is the Rankin L–function, and ω1, ω2 belong to the
cuspidal representations π1, π2. The terms EP (ω1 ⊗ ω2, s), (ω1 ⊗ ω2)s, can
be considered as belonging to ind
G(A)
P (A)((π1 ⊗ π2)| det |
s), and the last term in
(4.4) to ind
G(A)
P (A)((π1 ⊗ π2)| det |
s˜). See Arthur [1] and Schwermer [19, §4.2]
Now 2ρ|aM = 2ρN (where P = MN) is equal to | det m1|
n1 | det m2|
−n2 ,
so −ρ|aM corresponds to s1 − s2 = −
n
2
. Thus the non–trivial part of the
constant term is normalised by the L-function
L(π1 ⊗ π˜2,−
n
2
)
L(π1 ⊗ π˜2,−
n
2
+ 1)
=
ε(π1 ⊗ π˜2)−
n
2
)L(π1 ⊗ π˜2, 1 +
n
2
)
ε(π1 ⊗ π˜2, 1−
n
2
)L(π1 ⊗ π˜2,
n
2
)
.
This is always holomorphic (including for n = 2), and non-zero if n > 2,
which we now assume. Moreover, we see that the evaluation at −ρ (for the
usual parametrization of the Eisenstein series, corresponding to unitary in-
duction) corresponds to the unnormalized constant term : HS(G)→HS(M),
so this is compatible with our construction.
Since we are evaluating M(s) on unramified functions, the normalised
operator N(s) is reduced to its Archimedean factor
N∞(s) : I(s) := ind
G
P (π1[s1]⊗ (π2[s2]) 7→ ind
G
P (π1[s2]⊗ (π2[s2])
(π1, π2 now denote the Archimedean components; π[t] = π ⊗ |det|
t) where
induction is normalised.) We will simply denote this operator by N(s).We
are evaluating at s0 = (−
m
2
, m
2
); N(s) is meromorphic, and Schwermer’s
construction relies on the holomorphy of N(s) at s0 - or more precisely, on
the vector in indGP (π1[−
m
2
]⊗ (π2[
m
2
]) = I(s0) deduced from ω1 ⊗ ω2.
Assume, for definiteness, that m is even. The representation I(s) is very
explicit. We have π1 = π2 := π and this representation is the tempered rep-
resentation of GL(m) having non-trivial cohomology with trivial coefficients.
Cf.[4, §3.5]. For t ∈ 1
2
N, t > 0, let δt be the discrete series representation of
GL(2,R) with Langlands parameter given on C× = WC by
z 7→ ((z/z¯)t, (z/z¯)−t).
Then
π = δ 1
2
× δ 3
2
× · · · × δm−1
2
,
a tempered representation. (Here we use × to denote induction by blocks.)
Thus I(s) is
(δ 1
2
× δ 3
2
× · · · × δm−1
2
)[s1]× (δ 1
2
× δ 3
2
× · · · × δm−1
2
)[s2].
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For s˜0 = (
m
2
,−m
2
), we see that I(s˜0) has a unique irreducible quotient,
its Langlands quotient Q := Q(s˜0); π being self-dual, I(s0) has a unique
irreducible submodule.
Now N(s)N(s˜) = 1; N(s) is holomorphic at s˜0; and N(s) is holomorphic
as s0 on Q ⊂ I(s0). Since the normalisation factor is holomorphic and
non-zero, this is equivalent to the same property for the non-normalised
operator, say N ′(s). The holomorphy of N ′(s˜0) is part of the construction of
the Langlands quotient, which also implies that Q is the unique irreducible
submodule of I(s0); the holomorphy of N(s) at s0 on Q ⊂ I(s0) follows from
the functional equation. Indeed, let v 6= 0 be an element of Q ⊂ I(s0). We
can view v as a vector independent of s in the induced representation. We
have N(s)N(s˜)v = v. The vector w = N(s˜)v is holomorphic and nonzero at
s0, for which value it is in Q. This implies that N(s) is holomorphic at s0 on
w and therefore on Q.
However, N(s) is not holomorphic at s0 on the full representation I(s0).
This follows from [15, I.2 Lemme] : the holomorphy of N(s) is equivalent to
the irreducibility of I(s0); however, this representation is not irreducible as a
consequence of a theorem of Speh and Vogan [22, Thm. 6.15].6 In fact, one
has a more complete result:
Lemma 4.1. Assume v ∈ I(s˜0) does not belong to Q. Then N(s)v has a
pole at s0.
Since N(s˜) is holomorphic at s˜0 and the two induced representations are
dual, it defines a holomorphic family of invariant hermitian forms on the con-
stant space of the induced representation. By a result of Vogan [23, Theorem
3.8] this form vanishes, at s0, on kerN(s˜0). Suppose N(s)v is holomorphic
at s0. Then N(s˜)N(s)v = v is holomorphic. Thus v = N(s0)N(s˜0)v belongs
to Q = ImN(s0).
Thus the only vectors in the induced representation on which the Eisen-
stein series is holomorphic are the vectors in Q. The infinitesimal character
of I(s0) is equal to that of the trivial representation, and thus all its subquo-
tients are candidates at having non-trivial cohomology. We do not know in
which subquotients the form deduced from ω1, ω2 may occur; however, there
seems to be no reason that it will always belong to Q. However 7 it seems
difficult to compute the cohomology of Q; in particular we do not know if
6I leave it to the reader to unravel the definitions of Speh and Vogan for our data.
7Vogan, personal communication
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one so obtains a space of the dimension given by Proposition 3.5. Thus, even
in this simple case, it is possible that we have obtained classes which are
not (directly) obtained by Schwermer’s construction. One should also recall
that Scholze’s construction, in general, will succeed for all classes in the inner
cohomology, which will not always be represented by cusp forms.
5 Non–maximal parabolic subgroups
5.1
In this section we explain why Scholze’s construction seems – without a new
idea – limited to the case of maximal parabolic subgroups.
So assume P ⊂ G is an arbitrary parabolic subgroup, contained in a
maximal one, Q. We consider again the union of faces SPKP ⊂ ∂S
BS
K . Recall
that this is a union of faces e′(P ), of the form ΓP\e(P ). The argument will
concern one face at a time, so we work classically rather than in the ade`lic
formulation. We have embeddings
e′(P ) →֒ e′(Q) ⊂ ∂SBSΓ
where SBSΓ is now a component of S
BS
K . See [2, Proposition 9.4]. By “smooth-
ing” (see the Appendix to [2]) we can see ∂SBSΓ as a smooth variety ;
e′(P ) is then a locally closed submanifold. In particular, e′(P ) and ∂SBSΓ
are orientable and satisfy Poincare´ duality. Let j denote the embedding
e′(P )→ ∂SBSΓ . There still exists a direct image morphism
j∗ : H
i
c(e
′(P )) −→ H i+c(∂ SBSΓ )
where c denotes the codimension. If d is the dimension of the symmet-
ric space, ∂ SBSΓ := ∂ has dimension d − 1 and e
′(P ) d − a, where a =
dim(AP/AG). Thus c = a− 1. The map j∗ is defined by Poincare´ duality :
(j∗ α, β)∂ = (α, j
∗β)e′(P ) .
We forego coefficient systems and consider cohomology with complex coef-
ficients. Here α ∈ H ic(e
′(P )), β ∈ Hd−a−i(∂) = Hdim(∂)−c(∂). In order to
imitate the previous argument, we would need to consider
H ic(e
′(P )) −→
j∗
H i+c(∂) −→
j∗
H i+c(e′(P )) .
However :
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Proposition 5.1. Assume P is not maximal. Then j∗j∗ = 0.
This will follow from the following result, kindly communicated by Leslie
Saper. Assume P = P1 ⊂ P2 ⊂ P3 · · · ⊂ Pa = Q is a sequence of parabolic
subgroups, with ai+1 = ai− 1, ai = dim(APi/AG), and Q maximal. Consider
the associated embeddings e′(Pi) ⊂ e′(Pi+1).
Theorem 5.2. (L. Saper).- (i) The embedding e′(Pi) → e′(Pi+1) ⊂ ∂ is
C∞-homotopic to a smooth immersion e′(Pi)→ e
′(Pi+1).
(ii) Consider the composed immersion j : e′(P )→ ∂. Then j is homotopic
within ∂, and in fact within e′(Q), to a map (in fact a smooth immersion) k
such that Im(j) ∩ Im(k) = ∅. If ω ⊂ Im j is compact, we can even assume
that the closure of Im(k) does not meet ω.
We will construct j∗α that is “supported on Im j”, implying that j
∗(j∗α) =
k∗(j∗α) = 0. We can proceed as follows.
Let α˜ be a closed, compactly supported form on e′(P ) representing α.
Assume its support is contained in an open subset U ⊂ e′(P ) with compact
closure. Since e′(P ) 7→ ∂ is obtained from a sequence of immersions in codi-
mension 1, the normal bundle to e′(P ) in ∂ is trivial. Therefore there exists
a neighbourhood V of U in ∂, with compact closure, and a diffeomorphism
U × Ic
∼
−→ V , I =]− 1, 1[. We can assume that V does not meet Im (k). Let
(yr), r = 1, . . . c, be the coordinates on I
c. Consider the current on V :
γ˜ = δ0(y)α˜ ∧ dy1 ∧ · · · ∧ dyc
where
∫
Ic
δ(y)ϕ(y)dy ≡ ϕ(0). It is then easy to see that for any closed form
β˜ on ∂, of degree d− a− i,
∫
∂
γ˜ ∧ β˜ =
∫
e′(P )
α˜ ∧ j∗β˜ .
We can approximate γ˜, as a closed current with compact support in V ,
by closed forms θ˜. We obtain cohomology classes arbitrarily close to j∗α ;
j∗H
i
c(e
′(P )) being finite–dimensional, we see that we can so obtain this whole
space. Clearly the forms θ˜ verify k∗θ˜ = 0; since j and k are homotopic this
implies j∗j∗ = 0.
Remark.– With a more thorough argument using currents, it may be
possible to dispense with the second part of Theorem 5.2. However we think
that Proposition 5.1 should remain true even with an arbitrary system of
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coefficients - at least a field k, as in §2, using Verdier duality. In this case
the argument using the deformed embedding may be necessary. This is left
to the reader.
5.2
Although this may be obvious, we remark that we cannot use our construc-
tion inductively to obtain cohomology for G from the cohomology of a Levi
subgroup. Indeed, we had to start with classes in H•! (S
P
KP
). The “Eisenstein”
classes we constructed in H•(SGK) come from the boundary, cf. (2.9) ; if they
occur in H i(SBSK ) they do not belong to H
i
! ; if they lie in H
i+1
c (SK) they are
sent to 0 in H i+1(SBSK ) = H
i+1(SK). We cannot use “induction by stages”
for a chain of parabolic subgroups !
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