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Biases bei betriebswirtschaftlichen Entscheidungen in Großprojekten und
Lösungsansätze: Aktueller Stand der Theorie und Empirie
Marcus Pfeiffer
Heinrich-Heine-Universität Düsseldorf
Abstract
Weltweit werden immer mehr Großprojekte realisiert, obwohl diese meist verspätet, überteuert und öffentlich umstritten
sind. Ein häufiger Grund für dieses Mega-Project-Paradox sind Biases in der betriebswirtschaftlichen Entscheidungsfindung.
Dieser Artikel gibt einen Überblick über sechs häufige Biases in den drei Phasen von Großprojekten: Projektdefinition (Op-
timism Bias), Projektdurchführung (Overconfidence Bias, Escalation of Commitment, Sunk Cost Bias, Reporting Bias) und
Projektabschluss (Hindsight Bias). Zusätzlich werden geeignete Debiasing-Strategien vorgestellt, die das Management von
Großprojekten verbessern können.
Keywords: mega project, project management, bias, debiasing, Projektmanagement im Großprojekt
1. Das Paradox der Großprojekte und seine Wurzeln
Auf den ersten Blick haben Großprojekte wie das Opern-
haus von Sydney, die Öresundbrücke und der Flughafen
Berlin-Brandenburg (BER) wenig gemeinsam: Das Opern-
haus von Sydney wurde 1973 eröffnet. Es gilt als kulturelles
Wahrzeichen Australiens, hat einen Schätzwert von umge-
rechnet 3,25 Mrd. Euro und wird jedes Jahr von mehr als
sieben Mio. Menschen besucht.1
Seit dem Jahr 2000 verbindet die Öresundbrücke Schwe-
den und Dänemark. Da sie zwischen Kontinentaleuropa und
Skandinavien verläuft, gilt sie als eine der wichtigsten zwi-
schennationalen Verkehrsverbindungen der Welt.2
Der BER sollte die Berliner Flughäfen Tegel und Schöne-
feld3 ab 2011 ersetzen. Stattdessen macht die Baustelle des
BER Schlagzeilen wegen laufend verschobener Eröffnungs-
termine und monatlicher Leer-Betriebskosten von 17 Mio.
Euro.4
Bei genauerer Analyse zeigen sich bei allen drei Großpro-
jekten die gleichen Probleme: Sie werden bzw. wurden ver-
spätet und überteuert realisiert sowie sind bzw. waren hin-
sichtlich ihrer tatsächlichen Vorteile öffentlich umstritten:5
1Vgl. Hofmann (2013).
2Vgl. Flyvbjerg et al. (2010), S. 8.
3Vgl. o. V. (2001).
4Vgl. Creutzburg (2017), S. 17.
5Vgl. Reichelt und Lyneis (1999), S. 136, Siemiatycki (2010), S. 39, und
M. (2013), S. 50.
Das Opernhaus von Sydney kostete nach der Fertigstel-
lung 102 Mio. statt wie geplant sechs Mio. US-Dollar.6 Es er-
öffnete mit einer Zeitverzögerung erst 1973 – sieben Jahre
später als ursprünglich geplant. Um die Verantwortlichkeiten
für die Bauverzögerungen und die Kostenexplosion streiten
Projektbeteiligte bis heute.7
Die Öresundbrücke wurde nach der Fertigstellung weni-
ger genutzt als geplant, wodurch die Gewinnschwelle nicht
wie geplant im Jahr 2030 erreicht werden kann.8 Außerdem
kam es beim Bau der Landanbindung zu einer Überschrei-
tung der geplanten Kosten in Höhe von 68 Prozent.9
Der BER wird nach Angaben des Berliner Regierenden
Bürgermeistes Michael Müller erst im Jahr 2018 öffnen.10
Statt wie geplant 2,5 Mrd. Euro kostet der Flughafen min-
destens 6,5 Mrd. Euro.11 Schon jetzt rechnen Studien mit
Engpässen bei der Anreise zum Flughafen und bei der Pas-
sagierabfertigung im neuen Terminal.12
Die drei Großprojekte und die mit ihnen verbundenen
Probleme sind kein Einzelfall. Zwar werden weltweit im-
mer mehr Großprojekte13 mit effizienteren Projektplanungs-
6Vgl. Hofmann (2013).
7Vgl. M. (2013), S. 52.
8Vgl. Flyvbjerg et al. (2010), 36-37.
9Vgl. Flyvbjerg et al. (2010), S. 13.
10Vgl. Creutzburg (2017), S. 17.
11Vgl. Metzner (2016).
12Vgl. Appenzeller (2016).
13Vgl. Flyvbjerg et al. (2010), S. 137-138.
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, -ausführungs- und -controllingmechanismen14 realisiert.
Dennoch werden fast alle dieser Großprojekte unpünktlich,
mit durchschnittlichen Kostenüberschreitungen von mehr
als 50 Prozent15 und hinsichtlich ihrer Vorteile öffentlich
umstritten fertiggestellt.16
Dieses sog. Mega-Project-Paradox17 führt die Literatur
auf vielfältige Ursachen zurück: Einerseits gibt es in den
meisten Nationen und Kontexten noch keine etablierten
Praktiken für den Umgang mit Großprojekten.18 Anderer-
seits sind kulturelle, technologische, politische, projekt-, füh-
rungsund vor allem verhaltensbezogene Faktoren für diese
Entwicklung verantwortlich.19 Als häufigste verhaltensbezo-
gene Ursache werden in der Literatur immer wieder Biases
genannt. Diese systematischen Denkfehler treten regelmäßig
bei betriebswirtschaftlichen Entscheidungen in Großprojek-
ten auf.20
Ein umfassender Überblick über besonders häufig auftre-
tende Biases bei betriebswirtschaftlichen Entscheidungen in
Großprojekten kann den zuständigen Projektmanagern da-
bei helfen, Großprojekte künftig pünktlicher, budgetgerech-
ter und akzeptierter zu realisieren.
In der Literatur ließ sich jedoch trotz ausführlicher Re-
cherche mit der Ausnahme von Shore (2008)21 kein Über-
blick über häufige Biases bei betriebswirtschaftlichen Ent-
scheidungen in Großprojekten und potenzielle Lösungsansät-
ze finden.22 Auch konnte keine Übersicht über die Wirkung
von Biases in den einzelnen Projektphasen gefunden werden.
Diese Masterarbeit soll zur Schließung dieser Forschungs-
lücke beitragen, indem sie einen Überblick über sechs häufige
Biases bei betriebswirtschaftlichen Entscheidungen in Groß-
projekten und potenzielle Vermeidungsstrategien gibt.
Dazu werden in dieser Arbeit vier Forschungsfragen be-
antwortet: (1) Welche betriebswirtschaftlichen Entscheidun-
gen werden in Großprojekten getroffen? (2) Was sind Biases
bei betriebswirtschaftlichen Entscheidungen in Großprojek-
ten? (3) Welches sind die häufigsten Biases bei betriebswirt-
schaftlichen Entscheidungen in Großprojekten? (4) Wie kön-
nen diese Biases vermieden bzw. behoben werden?
Zur Beantwortung der Fragen wurden zahlreiche Primär-,
Sekundär- und Internetquellen ausgewertet: Bei den Primär-
quellen handelte es sich um theoretische Grundlagenlitera-
tur23 und um empirische Studien, die sich einzelnen Biases,
ihrer Wirkung bzw. ihrer Behebung widmen.24 Die genutzten
Sekundärquellen umfassten u.a. Lehrbücher und Zeitschrif-
14Vgl. Shore (2008), S. 6.
15Vgl. Flyvbjerg et al. (2010), S. 44-46, 136.
16Vgl. Flyvbjerg et al. (2010), S. 44-46, 76, 87, und Samset et al. (2013),
S. 11.
17Vgl. Flyvbjerg et al. (2010), S. 6.
18Vgl. Flyvbjerg et al. (2010), S. 91, und M. (2013), S. 76.
19Vgl. Cantarelli et al. (2010), S. 5, und Shore (2008), S. 6.
20Vgl. Biel (2016), S. 24, Cantarelli et al. (2010), S. 10, und Shore (2008),
S. 5.
21Vgl. Shore (2008), S. 5-16.
22Vgl. Cantarelli et al. (2010), S. 14.
23Vgl. beispielsweise: Fischhoff (1982), Kahneman und Tversky (1979),
Staw (1976), und Tversky und Kahneman (1974).
24Vgl. beispielsweise: Bain (2009), Dilts und Pence (2006), Kutsch et al.
tenartikel zum allgemeinen Management von Projekten25
und zur betriebswirtschaftlichen Entscheidungstheorie26 so-
wie Handbücher über das Management von Großprojek-
ten27, Sammelwerke zur kognitiven Entscheidungsfindung28
und Übersichten über existierende Biases.29 Internetquellen
wurden fast ausschließlich als Belege für aktuelle Entwick-
lungen sowie zur Ausführung von Beispielen herangezo-
gen.30
Wie die Abbildung zeigt, werden nach der Einleitung im
zweiten Kapitel Grundlagen des Managements von Groß-
projekten und der betriebswirtschaftlichen Entscheidungs-
findung in Großprojekten dargelegt, häufige Biases in Groß-
projekten identifiziert und gängige Debiasing-Methoden be-
schrieben. Auf dieser Basis werden im dritten Kapitel sechs
Biases erläutert, die im Ablauf eines Großprojektes auftreten.
Danach werden im vierten Kapitel Debiasing-Strategien zur
Behebung und Vermeidung der sechs Biases vorgestellt. Ab-
schließend folgen im fünften Kapitel ein Fazit und ein kurzer
Ausblick.
2. Die betriebswirtschaftliche Entscheidungsfindung im
Management von Großprojekten und ihre Anfälligkeit
für Biases
2.1. Das Management von Großprojekten und dabei erfor-
derliche betriebswirtschaftliche Entscheidungen
In der Literatur findet sich keine einheitliche Definition ei-
nes Projektes.31 Allerdings zitieren Autoren besonders häufig
die Definition des Deutschen Instituts für Industrienormung
(DIN). Gemäß DIN-Norm 69901 ist ein Projekt ein „Vorha-
ben, das im Wesentlichen durch Einmaligkeit der Bedingun-
gen in ihrer Gesamtheit gekennzeichnet ist.“32
Eine ausführlichere Definition nennen Dilts und Pence
(2006). Sie betrachten ein Projekt als Sammlung der Aufga-
ben oder Aktivitäten, die zur Realisation der vor Projektbe-
ginn klar definierten technischen Spezifikationen, Start- und
Endterminen unter Limitationen in der Finanzierung und
Ressourcenverfügbarkeit notwendig sind.33
Ähnlich sehen das Kessler und Winkelhofer (2004). Ihnen
zufolge sind Projekte neuartige, komplexe, zeitlich begrenzte
(2011), Markovitch et al. (2015), Meyer (2014), Snow et al. (2007), und
Thompson et al. (2012).
25Vgl. beispielsweise: Burghardt (2012), Corsten et al. (2008), und Görtz
et al. (2013).
26Vgl. beispielsweise:Eisenführ et al. (2010).
27Vgl. beispielsweise: Greiman (2013), und Priemus und van Wee
(2013a).
28Vgl. beispielsweise: Gilovich et al. (2013), Kahneman et al. (2013), und
Koehler und Harvey (2008).
29Vgl. beispielsweise: Arnott (2006), und Shore (2008).
30Vgl. beispielsweise: Elbphilharmonie (2017), Tutt et al. (2015), und
Wiegold (2014).
31Vgl. Corsten et al. (2008), S. 1, und Görtz et al. (2013), S. 6.
32DIN (2009), S. 155, u.a. auch zitiert von Corsten et al. (2008), S. 3, oder
Kessler und Winkelhofer (2004), S. 9.
33Vgl. Dilts und Pence (2006), S. 380.
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Abbildung 1: Aufbau der Masterarbeit. Quelle: Eigene Darstellung.
Vorhaben mit klarer Zielsetzung, an deren Realisation mehre-
re Aufgabenbereiche einer eigens geschaffenen Organisation
beteiligt sind.34
Diese Definitionen beschreiben jeweils nur Teildimensio-
nen eines Projektes. Deswegen wird für diese Masterarbeit
folgende eigene Definition aufgestellt, die möglichst viele Di-
mensionen eines Projektes erfasst: Ein Projekt umfasst alle
Entscheidungen und Aktivitäten innerhalb einer temporären,
sachgebundenen Organisation zur Realisation eines hinsicht-
lich Budget, Zeitrahmen und Spezifikationen vorab klar defi-
nierten, einmaligen Vorhabens, das für die Stakeholder nut-
zenstiftende Veränderungen herbeiführt oder neue Produkte
bzw. Dienstleistungen erschafft.35
Von Projekten werden Programme und Portfolios abge-
34Vgl. Kessler und Winkelhofer (2004), S. 9-10.
35Vgl. Corsten et al. (2008), S. 1-3, Dilts und Pence (2006), S. 380, DIN
(2009), S. 155, Jenny (2003), S. 38, Kessler und Winkelhofer (2004), S.
9-10, und Priemus et al. (2013), S. 83.
grenzt: Programme dienen der Planung, Steuerung und Kon-
trolle von zyklischen bzw. sich wiederholenden miteinander
verbundenen Projekten. Ein Projektportfolio hingegen um-
fasst alle Projekte eines Unternehmens oder Unternehmens-
bereiches, die zur Umsetzung der Unternehmensstrategie
durchgeführt werden.36
Großprojekte sind eine besondere Projekt-Gattung.37
Hinsichtlich der Abgrenzung zu einfachen Projekten findet
sich in der Literatur keine einheitliche Definition:
Die US-amerikanische Straßenbaubehörde (Federal Highway
Administration, FHWA) definiert Großprojekte gemäß Capka
(2004) als Projekte, die häufig teurer als eine Mrd. US-Dollar
sind und wegen ihrer Auswirkungen auf die Gesellschaft, die
Umwelt und den Staatshaushalt große öffentliche Aufmerk-
samkeit und hohes politisches Interesse auf sich lenken.38
36Vgl. Görtz et al. (2013), S. 1-2, 6-7.
37Vgl. ebd., S. 1.
38Vgl. Capka (2004).
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Anders als die FHWA legen Priemus und van Wee (2013b)
bewusst keine Mindestinvestitionssumme als Kriterium für
ein Großprojekt fest. Ihnen zufolge sind Großprojekte aus
komplexen multipersonellen Entscheidungsprozessen er-
wachsene, häufig öffentlich finanzierte, kostenintensive Pro-
dukte.39
Greiman (2013) zufolge kennzeichnen sich Großprojek-
te durch ihre Größe, die Fertigstellungsdauer, die mit ihnen
verbundene Unsicherheit, Unklarheit, Komplexität sowie ih-
re politischen und externen Auswirkungen.40
Infolge einer ausführlichen Literaturrecherche werden
Großprojekte in dieser Masterarbeit folgendermaßen defi-
niert:
Großprojekte sind öffentliche oder privatwirtschaftliche
innovative, zeitlich befristete Vorhaben, die sich von einfa-
chen Projekten in ihrer Dimension unterscheiden. Sie unter-
scheiden sich von einfachen Projekten beispielsweise in ih-
rem Design, ihrer strukturellen und organisatorischen Kom-
plexität, ihren multipersonellen Entscheidungsprozessen, ih-
ren hohen Kosten, ihren langen Realisierungszeiträume, der
mit ihnen verbundenen hohen Unsicherheit, ihrem Bedarf an
Expertise und Ressourcen, ihrer Relevanz für die Öffentlich-
keit, ihrer politischen Bedeutung sowie ihrer Auswirkungen
auf Gesellschaft, Umwelt und öffentliche Haushalte.41
In den vergangenen Jahrzehnten wurden weltweit im-
mer mehr Großprojekte in unterschiedlichsten Bereichen rea-
lisiert.42 Als Beispiele für Großprojekte nennt die Literatur
u.a. Infrastrukturprojekte (z.B. Wasserstraßen, Tunnel,
Brücken), Energieprojekte (z.B. Kraftwerke, Staudämme, Öl-
und Gasförderung), Militärprojekte (z.B. Waffensysteme),
Kommunikationsprojekte (z.B. Internetausbau), IT-Projekte
(z.B. Softwareentwicklung), Luft- und Raumfahrtprojekte
(z.B. Flughäfen), Sportereignisse (z.B. Olympische Spiele)
oder öffentliche Einrichtungen (z.B. Krankenhäuser, Schu-
len).43
Um Großprojekte erfolgreich zu realisieren, bedienen
sich die verantwortlichen Entscheider Instrumenten des Pro-
jektmanagements.44 Gemäß des DIN ist Projektmanagement
die „Gesamtheit von Führungsaufgaben, Führungsorganisa-
tion, Führungstechniken und Führungsmitteln für die Ab-
wicklung eines Projektes.“45
Ziel des Projektmanagements ist es, das Projekt und sei-
ne zuvor festgelegten Funktionalitäten innerhalb eines ge-
gebenen Zeit- und Kostenrahmens zu realisieren.46 Obwohl
im Projektmanagement vor allem die individuellen Spezifi-
39Vgl. Priemus und van Wee (2013b), S. 1.
40Vgl. Greiman (2013), S. 9.
41Vgl. Capka (2004), Görtz et al. (2013), S. 1, Greiman (2013), S. 9-24, o.
V. (2014a), S. 2595, Priemus und van Wee (2013b), S. 1, und Sykes (1998),
S. 6-47.
42Vgl. Greiman (2013), S. 3.
43Vgl. Flyvbjerg et al. (2010), S.1-2, 18, Huang et al. (2014), S. 1, Jennings
(2013), S. 4, Love et al. (2012), S. 1, und Snow et al. (2007), S. 131.
44Vgl. Görtz et al. (2013), S. 1.
45Zitiert nach: Burghardt (2012), S. 12.
46Vgl. Corsten et al. (2008), S. 6, Kessler und Winkelhofer (2004), S. 10,
und Snow et al. (2007), S. 132.
kationen eines Projektes berücksichtigt werden müssen, ha-
ben sich seit den 1990er Jahren allgemein anwendbare Stra-
tegien etabliert, die die Komplexität, Unsicherheit und Risi-
ken eines Projektes reduzieren können.47 Diese sind oft in
Projektmanagement-Handbüchern48 oder Normen49 nieder-
geschrieben. Ein häufig genutzter Ansatz im Management
von Großprojekten ist beispielsweise die Norm DIN 69001,
die die Grundlagen für ein Projektmanagementsystem fest-
legt.50
Das Prozessmodell des Projektmanagements nach Hobel
und Schütte (2014) beschreibt den Projektablauf. Demnach
umfasst ein Projekt drei Phasen: Projektdefinition, Projekt-
durchführung und Projektabschluss.51 Abbildung 2 fasst die
Phasen und die darin erforderlichen Entscheidungen zusam-
men:
In der ersten Phase geht es um die Projektdefinition. Ba-
sierend auf einer Analyse der Ausgangsbedingungen, d.h.
von Projektgegenstand und Projektumfeld, wird ein ein-
deutiges, vollständiges, messbares, realisierbares und ter-
miniertes Projektziel, d.h. klare Ergebnisanforderungen und
Abnahmekriterien, festgelegt. In einer Risikoanalyse werden
die Eintrittswahrscheinlichkeiten und Schadensausmaße be-
stimmter Risiken identifiziert und Präventiv- sowie Gegen-
maßnahmen für den Eintrittsfall festgelegt. Alle ermittelten
Informationen fließen dann in die Grobplanung ein. Sie ist
die Basis für die Organisation und Feinplanung von Projekt-
struktur, Team und Ressourcen. Das definierte Projekt wird
schließlich von Auftraggebern und -nehmern im Projektver-
trag festgehalten und in einer Besprechung, der sog. Kick-
Off-Veranstaltung, allen Projektbeteiligten kommuniziert.52
Die zweite Phase ist die Projektdurchführung. Zu Beginn
wird die Feinplanung aktualisiert, bevor einzelne Aufträ-
ge zur Realisation des Projektes vergeben und durchgeführt
werden. Der Projektfortschritt wird durch das Projektcontrol-
ling und das Risikomanagement mittels Soll-Ist-Vergleichen
eines internen Kontrollsystems ständig kontrolliert. So sol-
len Abweichungen oder Probleme direkt identifiziert und bei
Bedarf mit Gegenmaßnahmen behoben werden. Gleichzeitig
wird der Projektfortschritt dokumentiert und kommuniziert.
Laufende Maßnahmen zur Teamentwicklung stärken die
Motivation, stellen Klarheit über den Arbeitsauftrag her und
vermeiden Konflikte.53
Der Projektabschluss kennzeichnet die letzte Phase eines
Projektes. Nach Abschluss aller Arbeiten präsentiert der Pro-
jektleiter das Arbeitsergebnis dem Auftraggeber. Dieser über-
prüft es im Hinblick auf die Zielerreichung und nimmt es for-
mal ab. Im so genannten Touchdown, der Projektabschluss-
besprechung, reflektieren die Auftraggeber und Auftragneh-
mer den Projektverlauf. Die gewonnenen Erfahrungen und
47Vgl. Priemus et al. (2013), S. 84.
48Vgl. beispielsweise Priemus und van Wee (2013a), Project Management
Institute (2014), oder Turner (2014).
49Vgl. DIN (2009).
50Vgl. ebd., S. 45.
51Vgl. Hobel und Schütte (2014), S. 2598.
52Vgl. Hobel und Schütte (2014), S. 2597.
53Vgl. Hobel und Schütte (2014), S. 2597-2598.
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Abbildung 2: Projektmanagement: Prozessmodell. Quelle: Eigene Darstellung in Anlehnung an: Hobel und Schütte (2014),
S. 2598.
Erkenntnisse werden gesichert und fließen in Form von Ver-
besserungsvorschlägen und Erfahrungen wieder in neue Pro-
jektabläufe ein. In der Nachkalkulation werden die geplan-
ten den tatsächlichen Aufwendungen und Kosten gegenüber-
gestellt sowie eine finale Wirtschaftlichkeitsrechnung durch-
geführt. Am Ende folgt die Entlastung und Auflösung des
Projektmanagement-Teams.54
Der Projekterfolg hängt von den Managemententschei-
dungen der Projektbeteiligten in den einzelnen Projektpha-
sen ab.55 Die Entscheidungsfindung in Großprojekten wird
geprägt durch die Komplexität des Projektes selbst, dyna-
mische Beziehungen der einzelnen Akteure zueinander, den
Markt, das Umfeld und vor allem durch die Systematik der
Entscheidungsprozesse angesichts beschränkter Rationali-
tät.56 Diese Entscheidungsprozesse werden im folgenden
Kapitelabschnitt genauer erläutert.
2.2. Die Systematik kognitiver Entscheidungsprozesse ange-
sichts beschränkter Rationalität
Menschen treffen ständig Entscheidungen.57 Die wirt-
schaftswissenschaftliche Teildisziplin, die sich mit der Ent-
scheidungsfindung beschäftigt, ist die Entscheidungstheo-
rie.58 Dabei lassen sich zwei Richtungen unterscheiden: Die
deskriptive Entscheidungstheorie beschreibt die einzelnen
Phasen des Entscheidungsprozesses.59 Die präskriptive bzw.
normative Entscheidungstheorie versucht hingegen mithilfe
von Entscheidungsmodellen Entscheidungsregeln, d.h. Ori-
54Vgl. ebd.
55Vgl. Cunha et al. (2016), S. 948.
56Vgl. Priemus et al. (2013), S. 84.
57Vgl. Certo et al. (2008), S. 113-114, undEisenführ et al. (2010), S. 3.
58Vgl. Bitz (1994), S. 563, und o. V. (2014b), S. 953.
59Vgl. Bitz (1994), S. 563, undEisenführ et al. (2010), S. 2.
entierungshilfen für eine bessere Entscheidungsfindung, zur
Verfügung zu stellen.60
Bitz (1994) definiert eine Entscheidung allgemein als
„zielgerichtete Auswahl aus mehreren Handlungsalternati-
ven“61. Entscheidungen unterscheiden sich hinsichtlich ihres
Bezugsraums (kurz-, mittel-, langfristig), ihres Funktionsbe-
reichs (z.B. Absatz-, Beschaffungs-, Fertigungsentscheidun-
gen), ihrer Stellung in der Planungshierarchie (strategisch,
taktisch, operativ) und ihrer zeitlichen Reichweite (konstitu-
tiv, laufend).62 Innerhalb eines Entscheidungsmodells ist der
Entscheidungsprozess der Weg eines Entscheiders zur Reali-
sation eines angestrebten Sollzustandes, dem Ziel.63 Das Ziel
soll am Ende des Entscheidungsprozesses erreicht werden.64
Um aus mindestens zwei Alternativen zur Erreichung die-
ses Zieles die optimale Handlungsmöglichkeit auszuwählen,
muss der Entscheider das mathematisch-statistische Ent-
scheidungsproblem zwischen diesen Alternativen lösen. Dies
setzt voraus, dass der Entscheider sein Ziel kennt, das richtige
Entscheidungsproblem aufstellt, seine Erwartungen anhand
zukunftsrelevanter objektiver Daten bildet, über alle relevan-
ten Informationen verfügt und diese richtig verarbeitet.65
Bis in die 1950er Jahre ging die Literatur von einem
rationalen Entscheider aus. Dieser Homo Oeconomicus soll
Entscheidungsprobleme dank vollständiger Information, d.h.
mit sicheren Erwartungen und vollständig bekannten Kon-
sequenzen, unter fehlerfreier Anwendung der Regeln der
Wahrscheinlichkeitsrechnung perfekt optimieren und des-
60Vgl.Bea (2004), S. 312, Bitz (1994), S. 564,Eisenführ et al. (2010), S.
1, o. V. (2014b), S. 953, und Wöhe et al. (2016), S. 86.
61Bitz (1994), S. 563.
62Vgl.Bea (2004), S. 310, und Bitz (1994), S. 563.
63Vgl.Bea (2004), S. 316, und Wöhe et al. (2016), S. 87.
64Vgl.Eisenführ et al. (2010), S. 1.
65Vgl. ebd., S. 5-6.
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halb immer die richtige Option zur Erreichung seines Ziels
auswählen können.66
Simon (1957) stellte fest, dass die Annahme eines voll-
ständig rationalen Entscheiders unrealistisch ist.67 Es gibt sel-
ten Entscheidungssituationen, in denen alle Alternativen und
Konsequenzen bekannt sind. Der Mensch entwickelt ständig
neue Ziele, Wünsche und Motive.68 Bei der Entscheidungsfin-
dung nutzt der Entscheider zwar die Rationalität. Mangels
adäquater Ressourcen (Information, Zeit, kognitive Kapazi-
tät) trifft er jedoch nur imperfekte Entscheidungen (engl. sa-
tisficing), d.h. er unterliegt einer beschränkten Rationalität
(engl. bounded rationality).69 Innerhalb dieser beschränkten
Rationalität werden Entscheidungen unter Risiko, d.h. die
statistische Eintrittswahrscheinlichkeiten sind bekannt, oder
Unsicherheit, d.h. die statistische Eintrittswahrscheinlichkeit
kann nicht abgeschätzt werden, getroffen.70
Der Entscheidungsprozess unter beschränkter Rationa-
lität umfasst drei Schritte: Die Willensbildung ist der ers-
te Schritt.71 In der Anregungsphase wählt der Entschei-
der aus seinen subjektiven Erwartungen, Präferenzen und
Zielen einen angestrebten Sollzustand aus, der im laufen-
den Entscheidungsprozess erreicht werden soll.72 Aus den
Daten aller Umweltzustände, d.h. innerhalb der von ihm
nicht beeinflussbaren Umwelt, sucht der Entscheider in der
Informations-/Suchphase potenzielle Handlungsmöglichkei-
ten zur Erreichung seines Ziels.73 Eine Entscheidung für
eine dieser Alternativen setzt eine Wahl zwischen mindes-
tens zwei Alternativen voraus.74 In der Optimierungsphase
bestimmt der Entscheider die optimale Alternative zur Ziel-
erreichung, in dem er das Entscheidungsproblem löst.75
Tversky und Kahneman (1974) fanden heraus, dass das
menschliche Gehirn in der Optimierungsphase zwei sich er-
gänzende kognitive Systeme nutzt.76
System 2 führt langsam und kontrolliert exakte Optimie-
rungsberechnungen durch, um exakt die optimale Möglich-
keit zur Zielerreichung zu bestimmen. Weil dieser Vorgang er-
hebliche Rechenkapazitäten des Gehirns erfordert, wird Sys-
tem 2 vor allem bei wichtigen Entscheidungen eingesetzt.77
System 1 arbeitet parallel zu System 2. Im Gegensatz zu
System 2 führt System 1 keine exakten Optimierungsverfah-
ren durch. Stattdessen setzt System 1 Heuristiken ein. Heu-
ristiken sind einfache, intuitive Abkürzungen des Rechen-
wegs, die leichte und schnelle Näherungslösungen für das
66Vgl. Gilovich und Griffin (2013), S. 1-2, Weißenberger und Hirsch
(2013), und Wöhe et al. (2016), S. 87.
67Vgl. Gilovich und Griffin (2013), S. 2, und Simon (1957).
68Vgl. o. V. (2014c), S. 956.
69Vgl. Certo et al. (2008), S. 114, und Simon (1955), S. 99-118.
70Vgl. Certo et al. (2008), S. 114.
71Vgl. o. V. (2014c), S. 952.
72Vgl.Eisenführ et al. (2010), S. 1.
73Vgl.Bea (2004), S. 311-312, und Wöhe et al. (2016), S. 88.
74Vgl. Certo et al. (2008), S. 114.
75Vgl. o. V. (2014c), S. 952.
76Vgl. Tversky und Kahneman (2013), S. 19.
77Vgl.Bea (2004), S. 331, Certo et al. (2008), S. 114, Ohlert und Weißen-
berger (2015), S. 55, und Tversky und Kahneman (2013), S. 19.
Entscheidungsproblem herbeiführen.78 Tversky und Kahne-
man (1974) identifizierten drei Heuristiken: (1) Die Reprä-
sentationsheuristik (engl. Representativity) hilft bei der Ein-
ordnung von Objekten oder Ereignissen in eine repräsentati-
ve Klasse. (2) Die Verfügbarkeit-Heuristik (engl. Availability)
wird genutzt, um die Plausibilität von Zielen oder Entwick-
lungen anhand von verfügbaren Informationen zu überprü-
fen. (3) Die Anker-Heuristik (engl. Anchoring) wird zur Vor-
hersage numerischer Ergebnisse genutzt, für die bereits ein
relevanter Wert vorliegt, an dem sich der Entscheider orien-
tiert.79 Weil Heuristiken im Vergleich zur exakten Optimie-
rung weniger Gehirnkapazitäten erfordert, entlastet System
1 das System 2 bei einfachen oder sich wiederholenden Ent-
scheidungen. In diesem Fall greift System 2 nur zu Kontroll-
zwecken ein.80
Normalerweise führen sowohl Heuristiken als auch exak-
te Optimierungsverfahren zu zielführenden Entscheidungen.
Allerdings können die Heuristiken von System 1 laut Tversky
und Kahneman (1974) durch Biases, d.h. systematische und
vorhersagbare Wahrnehmungsverzerrungen, zu Fehlern und
damit zu einer geringeren Entscheidungsqualität führen.81
Laut Arkes (1991) gibt es drei Ursachen für Biases, wo-
von die beiden ersten in System 1 angesiedelt sind: (1) Beim
psychologie-basierten Fehler führt die nicht-lineare Überset-
zung eines Stimuli bei Bewertung und Abwägung einer Al-
ternative dazu, dass eine ungenaue Entscheidung getroffen
wird. (2) Der auf Assoziationen beruhende Fehler wird durch
den Bezug auf bereits im Gedächtnis vorhandene Informatio-
nen verursacht. (3) Beim strategiebasierten Fehler, der sich
auf System 2 bezieht, führen falsche Entscheidungsstrategi-
en zu einem Bias.82
Nach der Bestimmung der zielführenden Alternative
wählt der Entscheider in der Auswahlphase die Alternati-
ve, mit der er sein Ziel am ehesten erreichen kann. Diese
Alternative wird in einem zweiten Schritt in die Tat umge-
setzt (Willensdurchsetzung/Realisation).83
In einem dritten Schritt überprüft der Entscheider bei ei-
ner Kontrolle, ob er mithilfe der gewählten Alternative sein
angestrebtes Ziel erreicht hat. Gegebenenfalls kann es nach
diesem Soll-Ist-Vergleich zu einem neuen Entscheidungspro-
zess kommen.84 Zur besseren Übersicht fasst Abbildung 3 den
beschriebenen Ablauf kognitiver Entscheidungsprozesse un-
ter beschränkter Rationalität nochmals zusammen:
Gerade weil Entscheidungsprozesse in Großprojekten be-
sonders komplex sind85, führen Biases bei diesen Vorhaben
78Vgl. Certo et al. (2008), S. 114, Gigerenzer (2007), S. 62-63, Ohlert und
Weißenberger (2015), S. 56, und Tversky und Kahneman (2013), S. 19.
79Vgl. Tversky und Kahneman (1974), S. 20.
80Vgl. Certo et al. (2008), S. 114, Gigerenzer (2007), S. 62-63, Ohlert und
Weißenberger (2015), S. 56, und Tversky und Kahneman (2013), S. 19.
81Vgl. Cunha et al. (2016), S. 948, und Tversky und Kahneman (1974),
S. 20.
82Vgl. Arkes (1991), S. 484-498.
83Vgl. o. V. (2014c), S. 952.
84Vgl. ebd.
85Vgl.Eisenführ et al. (2010), S. 2, und Priemus und van Wee (2013b), S.
1.
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Abbildung 3: Kognitive Entscheidungsprozesse unter beschränkter Rationalität. Quelle: Eigene Darstellung.
zur Wahl nicht zielführender Entscheidungen.86 Einige häu-
fige Biases bei betriebswirtschaftlichen Entscheidungen in
Großprojekten werden im nächsten Kapitelabschnitt vorge-
stellt.
2.3. Häufige Biases in Großprojekten
Kognitive Biases sind Wahrnehmungsverzerrungen oder
mentale Verhaltensweisen, die in der Optimierungsphase des
Entscheidungsprozesses zur Präferenz nicht zielführender Al-
ternativen und somit zu Entscheidungsfehlern führen.87
86Vgl. Biel (2016), S. 24.
87Vgl. Arnott (2006), S. 59, Cunha et al. (2016), S. 948, o. V. (2014b), S.
953-956, o. V. (2014c), S. 952, Samset et al. (2013), S. 30-31, und Tversky
und Kahneman (1974), S. 20,
Die Forschung hat die Existenz von Biases in Labor-Tests
und Experimenten unter realen Bedingungen bewiesen.88 Al-
lerdings existieren unzählige Biases, die sich auch gegenseitig
überlappen können.89 In seiner ausführlichen Literaturana-
lyse listet Arnott (2006) allein 37 bekannte Biases auf.90 Die
übersetzte Liste ist in Anhang 2 abgedruckt.
Arnott (2006) unterscheidet sechs allgemein bekannte
Bias-Kategorien:
Erstens, Gedächtnisbiases (engl. Memory biases), die bei
der Ablage und beim Abruf von Informationen im Gedächt-
nis entstehen. Als Beispiel nennt Arnott (2006) den Hindsight
88Vgl. Arnott (2006), S. 59, und Fischhoff (1982), S. 422-444.
89Vgl. Arnott (2006), S. 59.
90Vgl. ebd., S. 60-61.
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Bias, d.h. die nachträgliche Überschätzung der Vorhersage ei-
nes eingetretenen Ereignisses (siehe Kapitel 3.6). Ein ande-
res Beispiel ist die Fehlannahme, dass ein Ereignis häufiger
einzutreten scheint, weil es häufiger erinnert werden kann.
Diese Fehlannahme wird auch Recall Bias genannt.91
Zweitens, Statistische Biases (engl. Statistical biases), die
die Verarbeitung von Wahrscheinlichkeiten beeinflussen. Ein
Beispiel ist der Chance Bias, wegen dem Zufallsereignisse als
tatsächliche Eigenschaft von Projekten oder Prozessen wahr-
genommen werden. Ein weiteres Beispiel ist der Sample Bias,
bei dem die Stichprobengröße in der Bewertung von Alterna-
tiven vernachlässigt wird.92
Drittens, Zuversichtsbiases (engl. Confidence biases), die
das Vertrauen in die eigenen Fähigkeiten übermäßig erhö-
hen. Ein Beispiel ist der Confirmation Bias, durch den die Ent-
scheidungsträger bei neuen Informationen nach Bestätigung
und nicht nach Widerlegung suchen. Der Overconfidence Bi-
as, d.h. die Überschätzung eines Entscheiders, nur dank sei-
ner Fähigkeiten ein schwieriges oder neues Problem lösen zu
können, ist ein weiteres Beispiel (siehe Kapitel 3.2).93
Viertens, Anpassungsbiases (engl. Adjustment biases),
die zu ungeplanten Anpassungen der Entscheidungen füh-
ren. Ein Beispiel ist Conservatism. Dieser Bias führt dazu,
dass alte Schätzungen nicht mit neuen signifikanten Daten
aktualisiert werden.94
Fünftens, Präsentationsbiases (engl. Presentation biases),
die aufgrund der Darstellung oder Art der Entscheidungs-
grundlage zu Informationsverarbeitungs- und Aufnahmefeh-
lern führen. Ein Beispiel ist Framing, bei dem als Gewinn
oder Verlust präsentierte Ergebnisse auch als solche beurteilt
werden. Ein anderes Beispiel ist der Order Bias, durch den
die zuerst oder zuletzt präsentierte Information überbewer-
tet wird.95
Sechstens, Situative Biases (engl. Situation biases), die
aufgrund einer bestimmten Entscheidungssituation zu Ent-
scheidungsfehlern führen. Ein Beispiel ist die Escalation of
Commitment, durch die es zur weiteren Verfolgung einer zu-
vor schon nicht zufriedenstellenden Handlung kommt (siehe
Kapitel 3.3). Ein anderes Beispiel ist der Habit Bias, durch
den eine Alternative gewählt wird, weil sie in der Vergan-
genheit schon gewählt wurden.96
Obwohl die Entscheidungsqualität gerade in Großprojek-
ten durch Biases beeinträchtigt wird97, finden sich trotz in-
tensiver Recherche in der bestehenden Literatur kaum um-
fassende Übersichten über häufig auftretendende Biases in
Großprojekten. Den umfassendsten Überblick über Biases in
Großprojekten gibt Shore (2008). Er unterscheidet neun Bia-
ses: Available Data, Conservatism, Escalation of commitment
to a failing course of action, Groupthink, Illusion of con-
trol, Overconfidence, Recency, Selective Perception und Sunk
91Vgl. ebd., S. 59-60.
92Vgl. ebd.
93Vgl. Arnott (2006), S. 59-60.
94Vgl. ebd., S. 59, 61.
95Vgl. ebd.
96Vgl. ebd.
97Vgl. Biel (2016), S. 24.
Cost. Allerdings fehlt eine Zuordnung der Biases zu den ein-
zelnen Phasen eines Projektes.98
Diese Masterarbeit kann sich wegen ihres beschränkten
Seitenumfangs nur auf eine begrenzte Anzahl von Biases kon-
zentrieren. Deshalb wurden auf Basis einer umfassenden Li-
teraturanalyse sechs Biases identifiziert, die in Kapitel 3 nä-
her beleuchtet werden sollen.
Als Entscheidungsgrundlage für die Auswahl der genau-
er behandelten Biases wurde Abbildung 4 erstellt. Die Tabel-
le zeigt die ausgewertete Literatur und die darin gefundene
Häufigkeit der sechs schließlich ausgewählten Biases in den
jeweiligen Projektphasen:
Ein häufiger Bias in der Phase der Projektdefinition ist der
Optimism Bias. Bei der Projektdurchführung treten oft Es-
calation of Commitment, der Overconfidence Bias, der Sunk
Cost Bias und der Reporting Bias auf. Am Projektabschluss
beeinflusst regelmäßig der Hindsight Bias die Entscheidungs-
findung.
Jeder dieser Biases wird in Kapitel 3 zunächst allgemein
beschrieben und in seiner Bedeutung für Entscheidungen in
Großprojekten eingeordnet. Dem Hinweis auf Entdecker und
theoretische Urschriften folgen jeweils eine Erläuterung des
aktuellen theoretischen Wissensstandes sowie ein typisches
Beispiel. Abschließend werden je Bias die Ergebnisse jünge-
rer empirischer Studien vorgestellt und ihre Bedeutung für
Großprojekte herausgestellt. Zusätzlich wurden die Litera-
turhinweise zu theoretischen Urschriften und den jüngeren
empirischen Studien nochmals in Anhang 1 zusammenge-
fasst.
Auch wenn sich zahlreiche Biases als sehr robust gegen-
über korrigierenden Maßnahmen erwiesen habe, haben sich
einige Präventions- bzw. Korrekturmethoden als hilfreich zur
Vermeidung von Biases ergeben.99 Wesentliche theoretische
Ansätze zum Debiasing werden im nachfolgenden Kapitelab-
schnitt thematisiert.
2.4. Theoretische Debiasing-Ansätze und ihre Implementie-
rung
Unter Debiasing werden alle Maßnahmen und Aktivitä-
ten verstanden, die in der Optimierungsphase des Entschei-
dungsprozesses systematische und vorhersagbare Wahrneh-
mungsverzerrungen vermeiden bzw. reduzieren und so exak-
tere Optimierungsverfahren in Entscheidungsprozessen so-
wie zielführendere Entscheidungen ermöglichen.100
Die Beobachtung und die Erforschung von kognitiven Bia-
ses haben dazu geführt, dass Strategien, Methoden und In-
strumente zu ihrer Vermeidung entwickelt wurden.101
Debiasing erfordert immer eine Intervention. Larrick
(2007) zufolge kann dies entweder ein interner oder ein ex-
terner Debiasing-Ansatz sein. Der interne Debiasing-Ansatz
98Vgl. Shore (2008), S. 7.
99Vgl. Fischhoff (1982), S. 422-444.
100Vgl. Arnott (2006), S. 62, o. V. (2014b), S. 953-956, und o. V. (2014c),
S. 952.
101Vgl. Larrick (2007), S. 316, und Ohlert und Weißenberger (2015), S.
52.
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Abbildung 4: Häufige Biases in Großprojekten: Ergebnis der Literaturauswertung. Quelle: Eigene Darstellung; vgl. Arnott
(2006), S. 60-61, Cantarelli et al. (2010), S. 14, Certo et al. (2008), S. 115,Eisenführ et al. (2010), S. 406-409, Flyvbjerg et al.
(2010), S. 86, Iacovou et al. (2009), S. 807, Sandri et al. (2010), S. 34, und Shore (2008), S. 7.
ist die strategische Modifikation der kognitiven Strategien
des Individuums. Hier geht es darum, die richtigen inter-
nen Strategien für das jeweilige Individuum zu erkennen,
auszuwählen und damit die Rationalität der Entscheidung
zu erhöhen. Der externe Debiasing-Ansatz ist ein technologi-
scher Ansatz. Hier geht es darum, mithilfe von außerhalb des
Entscheiders liegenden Mitteln, die Rationalität der Entschei-
dungsfindung des Individuums zu erhöhen. Solche Werkzeu-
ge können beispielsweise die Nutzung von Entscheidungshil-
fen, bessere Methoden zur Informationsbereitstellung, der
Einsatz statistischer Verfahren oder die Entscheidungsfin-
dung in Gruppen sein.102
Larrick (2007) unterscheidet motivative, kognitive und
technologische Strategien, die zur Vermeidung bzw. Verrin-
gerung von Biases angewendet werden können:103
Zu den motivative Strategien gehören Anreize und die
Erhöhung der Zurechenbarkeit. Frühere Studien bestätigen,
dass Anreize zur Aktivierung von System 2 und damit zu ei-
ner gesteigerten Rationalität führen. Tatsächlich können An-
reize die Rationalität nur in wenigen Fällen erhöhen, weil
Anreize die gedankliche Entscheidungsfindung nicht berüh-
ren oder verbessern. Sobald der Anreiz nicht mehr vorhan-
den ist, kommt es auch nicht mehr zu einer Aktivierung von
System 2. Die Rationalität sinkt wieder. Bei bestimmten Bia-
ses wie dem Hindsight Bias oder den Overconfidence Bias
sind Anreize zudem generell unwirksam. Eine Erhöhung der
Zurechenbarkeit führt zu größerer Selbstkritik, die das Sys-
tem 2 aktiviert und damit die Rationalität in der Entschei-
dungsfindung verbessern kann. Allerdings kann sich daraus
das Problem ergeben, dass Menschen nur das sagen, was an-
dere von ihnen hören wollen, und so eine nicht zielführende
Entscheidung getroffen wird.104
Kognitive Strategien beinhalten vier Debiasing-Möglichkeiten:
(1) Bei der Berücksichtigung des Gegenteiligen (engl. Consider-
102Vgl. Larrick (2007), S. 317-318.
103Vgl. ebd., S. 320.
104Vgl. Larrick (2007), S. 322-323.
the-Opposite) lenkt der Entscheidungsträger seine Aufmerk-
samkeit auf andere Strategien, indem er sich nach möglichen
Gründen fragt, warum seine ursprüngliche Strategie falsch
war. Diese Strategie wirkt erfolgreich gegen sehr viele Biases
wie zum Beispiel den Overconfidence Bias oder den Hind-
sight Bias. (2) Schulungen in Entscheidungsregeln können
Studien zufolge die Rationalität erhöhen, indem sie sowohl
System 2 als auch System 1 aktivieren. Dabei sollten einfache
Regeln formuliert werden. (3) Schulungen in der Nutzung
von Häufigkeiten anstelle von Wahrscheinlichkeiten (engl.
Training in Representativeness) können die Entscheidungs-
findung verbessern, weil Menschen leichter mit Häufigkeits-
angaben umgehen können.105 (4) Schulungen im Umgang
mit Biases können ebenso die Rationalität erhöhen.106
Bei den technologischen Strategien gibt es drei Debiasing-
Optionen, die die Rationalität erhöhen können: (1) Gruppen-
entscheidungen (engl. group decision making) sind der Ein-
zelentscheidung vorzuziehen, weil in der Gruppe vielfältige
Erfahrungen und unterschiedliche Perspektiven zusammen
kommen. Allerdings sollte jedem Gruppenmitglied zunächst
die Gelegenheit zur individuellen Meinungsbildung gege-
ben werden. (2) Die Dekomposition der sehr komplexen
Probleme in kleinere, leicht lösbarere Bestandteile kann die
Entscheidungen rationalisieren. (3) Auch computergestütz-
te Decision Support Systeme können dank ihrer höheren
Datenverarbeitungskapazitäten die geringen menschlichen
kognitiven Kapazitäten kompensieren und so rationalere
Entscheidungen herbeiführen.107
In der Praxis angewendete Debiasing-Ansätze sind bei-
spielsweise eine größere Beteiligung der Stakeholder, die Be-
rücksichtigung von Referenzklassen bei Vorhersagen (engl.
Reference Class Forecasting)108, verhaltensbasiertes Con-
105Vgl. ebd., S. 324-325.
106Vgl. ebd..,S. 323-326.
107Vgl. Larrick (2007), S. 326-331.
108Vgl. Flyvbjerg (2006), S. 5.
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trolling mithilfe von Anreizen109 und erhöhte Zurechenbar-
keit der Verantwortung (Transparenz, klare Spezifikation
der Leistung, Regulierungsregeln, Einbindung von Risiko-
kapital)110, die Nutzung eines möglichst erfahrenen Pro-
jektteams111, regelmäßiger Austausch von Entscheidungs-
trägern und Schulungen112. Auch werden in der Praxis Me-
thoden wie Risikomanagement-113 oder Kontrollsysteme114
sowie Umwelt-115, Worst-Case Szenario-, Most-Likelihood
Development- sowie Break-Even-Analysen zur Erhöhung der
Rationalität in der Entscheidungsfindung eingesetzt.116
Auf einige dieser Verfahren wird in Kapitel 4 ausführli-
cher eingegangen.
3. Theoretische, praktische und empirische Charakteri-
sierung ausgewählter Biases bei betriebswirtschaftli-
chen Entscheidungen in Großprojekten
3.1. Der Optimism Bias bei der Projektdefinition als Haupt-
ursache für Vorhersagefehler
Der Optimism Bias beschreibt die bei Menschen weit ver-
breitete Erwartung, in der Zukunft eher positive als nega-
tive Ereignisse zu erleben – obwohl diese Erwartung auf-
grund bisheriger Erfahrungen oder der tatsächlich bestehen-
den Eintrittswahrscheinlichkeit nicht erfüllt werden kann.117
Der Optimism Bias tritt häufig bei menschlichen Handlungen
auf, die mit Zukunftsvorhersagen verbunden sind.118
Bei Großprojekten tritt der Optimism Bias vor allem in
der Phase der Projektdefinition auf.119 Dort führt der Bias
zu überoptimistischen Planungsvorhersagen: Projektvorteile
werden überschätzt, während gleichzeitig Zeitpläne und Pro-
jektkosten unterschätzt werden.120 Dies bewirkt, dass Groß-
projekte realisiert werden, die bei einer nichtoptimistischen
und den tatsächlichen Verhältnissen entsprechenden Vorher-
sage niemals realisiert würden.121 Häufig werden finanziell
nicht-tragfähige Projekte umgesetzt, bei denen im Vergleich
zu den Plandaten 20 bis 70 Prozent geringere Erträge erwirt-
schaftet werden, sowie regelmäßige Kostenüberschreitungen
von 50 bis 100 Prozent auftreten.122 Es ist nicht unüblich,
dass die tatsächlichen Kosten am Projektende die erste Kos-
tenschätzung sogar um 1000 Prozent überschreiten.123 Weil
der Optimism Bias solche Fehlplanungen verursacht, wird
109Vgl. Buehler et al. (2013), S. 261, und Mahlendorf (2008), S. 104.
110Vgl. Flyvbjerg et al. (2010), S. 136-142.
111Vgl. Reichelt und Lyneis (1999), S. 149.
112Vgl. Cunha et al. (2016), S. 952.
113Vgl. Görtz et al. (2013), S. 61.
114Vgl. o. V. (2016).
115Vgl. Flyvbjerg et al. (2010), S. 91.
116Vgl. ebd., S. 138
117Vgl. Flyvbjerg (2008), S. 6.
118Vgl. Meyer (2014), S. 10.
119Vgl. Kutsch et al. (2011), S. 1071, und Meyer (2014), S. 10.
120Vgl. Buehler et al. (2013), S. 250, Fridgeirsson (2016), S. 103, und Sie-
miatycki (2010), S. 30.
121Vgl. Samset et al. (2013), S. 28.
122Vgl. Flyvbjerg et al. (2010), S. 44-46.
123Vgl. Samset et al. (2013), S. 27.
dieser häufig auch als Planungsfehlschluss (engl. Planning
Fallacy) bezeichnet.124
Die theoretischen Grundlagen zur Beschreibung des Op-
timism Bias legten seit den 1970er Jahren Tversky und Kah-
neman (1974), Kahneman und Lovallo (1993), Lovallo und
Kahneman (2003) und Flyvbjerg (2008).
Tversky und Kahneman (1974) prägten den Begriff des
Planungsfehlschlusses und stellten einen Grundoptimismus
bei allen Menschen fest. Dieser basiert darauf, dass Menschen
sich grundsätzlich für sehr talentiert halten, ihre Kontroll-
möglichkeiten überschätzen und früher gemachte Fehler ver-
drängen.125
Kahneman und Tversky (1979) unterstellen, dass sich
Menschen wegen ihres Optimismus auf den bestmöglichen
Ausgang ihrer Pläne verlassen, obwohl sie ihre Pläne in der
Vergangenheit oft nicht bestmöglich realisieren konnten. Ein
wesentlicher Grund für diese Art des Optimismus ist, dass
sich Menschen bei Vorhersagen nur auf sich selbst und ih-
re eigenen Fähigkeiten, jedoch nicht auf alle potenziellen
Möglichkeiten außerhalb ihres eigenen Einflusses konzen-
trieren.126 So missachten Entscheider häufig, dass auch ei-
ne andere Alternative als die ihnen bekannte eintreten könn-
te.127
Nach Kahneman/Lovallo (1993) und Lovallo/Kahneman
(2003) ist der Optimism-Bias neben der Risikoaversion
(übervorsichtige Abneigung gegen Risiko) einer der wesent-
lichen Biases bei der Entscheidungsfindung.128
Flyvbjerg (2008) zufolge entstehen Vorhersagefehler in
der Planungsphase entweder durch die absichtliche Vorspie-
gelung falscher Tatsachen (engl. Strategic Misrepresentati-
on) oder durch den Optimism Bias, der die Entscheidungs-
findung unbeabsichtigt verzerrt. Die strategische Vorspiege-
lung falscher Tatsachen und der Optimism Bias werden unter
gegensätzlichen Bedingungen aktiv. Wenn Entscheider unter
Umsetzungsdruck stehen, nutzen sie die strategische Vorspie-
gelung falscher Tatsachen, um mit bewusst optimistischen
Vorhersagen die Akzeptanz eines Projektes zu erhöhen und
das Projekt durchzusetzen. Liegt dieser Druck nicht vor, so
ergeben sich Vorhersagefehler durch den unbeabsichtigten
Optimism Bias.129
Übermäßiger Optimismus ist laut Kutsch et al. (2011) das
Ergebnis von vier Effekten: (1) Handlungsmotiviertes Den-
ken, welches dazu führt dazu, dass gewünschte Ergebnisse
angestrebt werden. (2) Da Entscheider Misserfolge oftmals
externen Ursachen und Erfolge häufig sich selbst zuschrei-
ben, werden vergangene Misserfolge beim Denken nicht be-
rücksichtigt. (3) Optimistische Menschen haben einen feste-
ren Willen, den sie auch umsetzen wollen. (4) Es werden eher
124Vgl. Fridgeirsson (2016), S. 103, Kutsch et al. (2011), S. 1071, und Sie-
miatycki (2010), S. 30.
125Vgl. Kutsch et al. (2011), S. 1073, und Tversky und Kahneman (1974),
S. 1124-1131.
126Vgl. Buehler et al. (2013), S. 250, 253, und Kahneman und Tversky
(1979), S. 312-327.
127Vgl. Buehler et al. (2013), S. 254.
128Vgl. Cantarelli et al. (2010), S. 8, und Jennings (2012), S. 457.
129Vgl. Flyvbjerg (2008), S. 6-7.
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wünschenswerte Ziele verfolgt.130
Jennings (2012) nennt neben Fehlern bei der Entschei-
dungsverarbeitung noch drei weitere Ursachen für den Op-
timism Bias in Großprojekten: (1) Technologische Gründe,
wie beispielswiese die technische Komplexität des Projektes
oder unvollständige Informationen über die Technologie. (2)
Ökonomische Ursachen, wie das Gewinnstreben von Unter-
nehmen und Beratern. (3) Politisch-institutionelle Gründe,
wie zum Beispiel der politische Willen ein Projekt nur zu be-
stimmten Kosten zu realisieren.131
Beispiele für den Optimism Bias lassen sich in allen Ar-
ten von Großprojekten finden. Ein prominentes Beispiel für
Vorhersagefehler, die durch den Optimism Bias verursacht
wurden, sind die Olympischen Spiele von London im Jahr
2012: Sie kosteten 9,3 Mrd. Britische Pfund anstelle der im
Jahr 2002 veranschlagten 1,8 Mrd. Britischen Pfund.132 Ein
Hauptgrund war das Vertrauen in eine überoptimistische
Vorhersage, die sich vor allem an den Konzepten der Olym-
pischen Spiele im Jahr 2000 in Sydney orientierte, jedoch
aufgrund der veränderten Sicherheitslage nach den Terror-
anschlägen vom 11. September 2001 nicht mehr nutzbar
war.133
Jüngere empirische Studien belegen nicht nur erneut die
Existenz des Optimism Bias in Großprojekten, sondern ge-
ben vielmehr auch Aufschluss über die langjährige Konstanz
und die Wirkungsdauer des Optimism Bias sowie über wei-
tere Existenzgründe, Folgen und Debiasing-Möglichkeiten:
Flyvbjerg (2006) hat sich mit Kostenschätzungen bei In-
frastrukturprojekten im Transportbereich beschäftigt. Ihm
zufolge sind diese Vorhersagen seit Dekaden konstant und
bemerkenswert ungenau. Es habe keine Verbesserung statt-
gefunden.134 Entscheider von Großprojekten sollten dies bei
der Planung von Großprojekten beachten und frühzeitig ge-
eignete Debiasing-Strategien anwenden.
Darüber hinaus haben Kutsch et al. (2011) auf Basis ei-
ner qualitativen und quantitativen Datenanalyse einer Pro-
jektsimulation mit 28 Personen nachgewiesen, dass der Op-
timism Bias in Großprojekten nicht allein in der Projektde-
finitionsphase in Erscheinung tritt, sondern sich auch bei 75
Prozent der betrachteten Teams in der Realisationsphase fort-
setzt. Für Großprojekte bedeutet dies, dass gerade in der
Projektdurchführungsphase und in der Projektabschlusspha-
se mit der Existenz des Optimism Bias gerechnet werden soll-
te und gegebenenfalls Debiasing-Methoden in Betracht gezo-
gen werden sollten.135
Van Wee (2007) stellt fest, dass die technische Komple-
xität der Großprojekte den Überoptimismus zusätzlich er-
höht.136 Flyvbjerg (2007) zufolge kann der Optimism Bias
in Großprojekten nur minimiert werden, indem seine Exis-
130Vgl. Kutsch et al. (2011), S. 1073-1074.
131Vgl. Jennings (2012), S. 457.
132Vgl. Jennings (2013), S. 14.
133Vgl. Jennings (2012), S. 457-460.
134Vgl. Flyvbjerg (2006), S. 6.
135Vgl. Kutsch et al. (2011), S. 1070-1079.
136Vgl. Van Wee (2007), S. 611-625.
tenz akzeptiert wird und Maßnahmen zur Vermeidung von
Vorhersagefehlern ergriffen werden.137
Um den Optimism Bias zu beheben nennt Siemiatycki
(2010) vier Strategien: Referenzklassen-basierte Vorhersa-
gen (engl. Reference Class Forecasting), Anpassung der Vor-
hersagewerte um einen Optimismus-Faktor (engl. Optimism
Uplift), neuartige Vertragsstrukturen wie Private Public Part-
nerships und Qualifizierungssysteme für Vertragspartner.138
Auf Möglichkeiten zur Behebung des Optimism Bias mit-
hilfe von Vergleichsmöglichkeiten wird in Kapitel 4.1 genauer
eingegangen.
3.2. Der Overconfidence Bias als Grund für Entscheidungs-
fehler in der Realisierungsphase
Der Overconfidence Bias führt dazu, dass eine Person an-
nimmt, dank ihrer Fähigkeiten überragende Leistungen voll-
bringen zu können.139
In Großprojekten tritt der Overconfidence Bias häufig in
der Phase der Projektdurchführung auf. Bedingt durch über-
mäßige Zuversicht halten Manager an ihrem eigenen aktu-
ellen Wissen fest, anstatt andere Wissensquellen bei ihren
Entscheidungen zu berücksichtigen. Dies führt zu Entschei-
dungsfehlern bei der Projektrealisation.140
Die theoretischen Grundlagen zum Overconfidence Bias
wurden in den 1970er bis 1990er Jahren gelegt. Wesent-
liche Urschriften aus dieser Zeit stammen u.a. von Fisch-
hoff (1977)141, Schwenk (1984)142, Russo und Schoemaker
(1989)143, Bazerman (1994)144, Brenner et al. (1996)145 so-
wie Keren (1997)146.
Dem aktuellen theoretischen Stand folgend gilt die Exis-
tenz des Overconfidence Bias heute als allgemein anerkannt
und bewiesen.147
Nach Griffin und Tversky (1992) sind Individuen generell
überoptimistisch. Je komplexer ein Problem oder Projekt ist,
desto größer wird auch der Overconfidence Bias.148
Laut Fabricius und Büttgen (2015) tritt der Overconfi-
dence Bias bei verschiedensten Entscheidungen in Großpro-
jekten auf. Ein Beispiel dafür sind Neuentwicklungen und
wichtige Investitionsentscheidungen in Unternehmen. Aber
auch bei Großprojekten im öffentlichen Bereich wie beispiels-
weise dem Gesundheitswesen tritt der Overconfdence Bias
auf.149
Der Overconfidence Bias ist in einer niedrigen Ausprä-
gung nicht sehr problematisch und sogar für den Projekter-
folg förderlich. In hoher Dosis kann Overconfidence jedoch
137Vgl. Flyvbjerg (2007), S. 578-597.
138Vgl. Siemiatycki (2010), S. 39.
139Vgl. Markovitch et al. (2015), S. 825.
140Vgl. Markovitch et al. (2015), S. 831.
141Vgl. Fischhoff (1977), S. 552-564.
142Vgl. Schwenk (1984), S. 111-128.
143Vgl. Russo und Schoemaker (1989).
144Vgl. Bazerman (1994).
145Vgl. Brenner et al. (1996) S. 212-219.
146Vgl. Keren (1997), S. 269-278.
147Vgl.Eisenführ et al. (2010), S. 409, und Svenson (1981), S. 143-148.
148Vgl. Griffin und Tversky (1992), S. 411-435.
149Vgl. Fabricius und Büttgen (2015), S. 240, 244.
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dazu führen, dass Projektressourcen verschwendet bzw. so-
gar vernichtet werden.150 Als Praxisbeispiel für einen folgen-
schweren, durch den Overconfidence Bias verursachten Ent-
scheidungsfehler nennt Shore (2008) den Absturz des US-
amerikanischen Space- Shuttles „Columbia“:151
Die „Columbia“ war das erste Space-Shuttle überhaupt.
Beim Start zu ihrem 28. Flug152 am 16. Januar 2003 im Ken-
nedy Space Center in Cape Canaveral (Florida)153 löste sich
ein Stück der Isolierung eines Außentanks der Trägerrakete.
Dieses Teil schlug gegen die linke Tragfläche154 und zerstör-
te so einen Teil des Hitzeschildes. Dieses schützt das Shuttle
und die Astronauten beim Wiedereintritt in die Erdatmo-
sphäre gegen lebensbedrohliche Hitzeentwicklung.155 Die
Missions-Manager der US-amerikanischen Weltraumfahrtbe-
hörde (NASA) stuften den aufgetretenen Schaden als gering
ein. Dabei wurden zerstörte Kacheln des Hitzeschildes bei
vorherigen Raumflügen als bereits lebensbedrohlich einge-
stuft. Trotz Warnungen erfahrener Ingenieure gingen die
NASA- Manager davon aus, dass der Schaden am Hitze-
schild die Raumfähre beim hitzeintensiven Wiedereintritt in
die Erdatmosphäre nicht gefährden würde.156 Tatsächlich
drang jedoch beim Wiedereintritt in die Erdatmosphäre am
1. Februar 2003 wegen des defekten Hitzeschildes 1.800
Grad Celsius heißes Plasma in das Shuttle ein. Die „Colum-
bia“ verglühte. Alle sieben Besatzungsmitglieder kamen ums
Leben.157 Eine Untersuchungskommission attestierte dem
NASA-Management eine durch den Overconfidence Biases
geprägte Entscheidungskultur.158
Jüngere empirische Studien haben die Existenz des Over-
confidence Bias, seine Wirkung auf die Durchführung von
Großprojekten und seinen positiven Einfluss auf die Tendenz
zu Neuinvestitionen bestätigt:
Ein Beispiel für solche Großvorhaben sind Neupro-
dukteinführungen. Markovitch et al. (2015) untersuchten,
ob und inwieweit der Overconfidence Bias die Einführung
von neuen Produkten beeinflussen kann. Um diese Frage zu
klären, führten die Autoren eine Fallstudie mit 330 Studie-
renden der Betriebswirtschaftslehre durch. Jeder Teilnehmer
sollte eine aus vier Runden bestehende computer-basierte
Simulation von Neuprodukteinführungen durchlaufen. Das
für diese Masterarbeit relevante Ergebnis der Studie ist, dass
der Overconfidence Bias in der Entscheidungsfindung von
Neuprodukteinführungen nachgewiesen werden kann. Der
Overconfidence Bias führt dazu, dass der Bedarf eines neuen
Produktes häufig überschätzt und deswegen der Verkaufser-
folg eines neuen Produktes als zu hoch erwartet wird. Die
übermäßige Zuversicht bei der Neuprodukteinführung führt
also zu Fehlentscheidungen hinsichtlich der Produktmenge
150Vgl. Biel (2016), S. 28.
151Vgl. Shore (2008), S. 12.
152Vgl. Ganster (2003).
153Vgl. Kowalski (2013).
154Vgl. Ganster (2003).
155Vgl. Kowalski (2013).
156Vgl. Ganster (2003).
157Vgl. Kowalski (2013).
158Vgl. Shore (2008), S. 8-9.
und der Art und Weise der Neuprodukteinführung.159
Eine weitere Herausforderung bei Großprojekten ist laut
Fabricius und Büttgen (2015) der Einfluss des Overconfi-
dence Bias auf die Bewertung von Risiken in der Projekt-
durchführung. Um diesen Einfluss zu ergründen, führten die
Autoren unter 204 Projektmanagern eine fallstudienbasier-
te Umfrage durch. Die Autoren wiesen bei den befragten
Projektmanagern den Overconfidence Bias in der Bewertung
von Risiken bei der Entscheidungsfindung deutlich nach und
trafen eine Aussage zu seinem Einfluss: Der Overconfidence
Bias reduziert die Risikowahrnehmung der Manager. Infol-
gedessen sind Manager zwar in der Lage, ein Risiko in der
Entscheidungsfindung zu benennen und die Wahrschein-
lichkeit für den Eintritt dieses Risikos zu bestimmen. Der
Overconfidence Bias hindert sie jedoch, die Auswirkungen
auf den Projekterfolg im Falle des Eintritts eines bestimmten
Risikoereignisses zu bemessen. Dies deutet nach Angaben
der Autoren darauf hin, dass Risiken in der Entscheidungs-
findung von Großprojekten nur unzureichend berücksichtigt
werden und der Projekterfolg dadurch gefährdet wird.160
Auch Huang et al. (2014) wiesen den Overconfidence Bi-
as als wesentlichen Störungsfaktor in der Entscheidungsfin-
dung von Großprojekten nach. Sie untersuchten mithilfe ei-
ner Simulation eines real-option-decision-making-model in-
wieweit der Overconfidence Bias Einfluss auf die Entschei-
dungsfindung im Metall-Bergbau hat. Das Entscheidungsmo-
dell mit einem Overconfidence Bias zeigte im Vergleich mit
einem Entscheidungsmodell ohne Overconfidence Bias eine
Veränderung der Entscheidungstendenz zur weiteren Durch-
führung eines Projektes. Je größer der Grad an Overcon-
fidence, desto größer ist die Tendenz für die weitere Im-
plementierung eines Projektes. Ein weiteres nennenswertes
Ergebnis der Studie ist, dass sich der Overconfidence Bias
auch auf die Bewertung neuer Großprojekte im Metallberg-
bau auswirkt und Entscheidungen zugunsten der Durchfüh-
rung weiterer Großprojekte verzerrt: Je größer der Overcon-
fidence Bias ausgeprägt ist, desto geringer ist die Unsicher-
heit bei einer Entscheidung für eine weitere große Investiti-
on.161
Inwiefern sich der Overconfidence Bias durch das Ver-
ständnis des Bias und die Kenntnis von Vermeidungsstrate-
gien beheben lässt, wird in Kapitel 4.2 thematisiert.
3.3. Die Escalation of Commitment als Ursache für die über-
mäßige Allokation von Ressourcen bei der Projektreali-
sation
Unter Escalation of Commitment wird die Fehlannahme
eines Entscheiders verstanden, dass er eine aktuelle, anderen
Alternativen unterlegene Strategie durch zusätzliches Enga-
gement trotzdem noch zum Erfolg führen kann.162
159Vgl. Markovitch et al. (2015), S. 825-838.
160Vgl. Fabricius und Büttgen (2015), S. 240-258.
161Vgl. Huang et al. (2014), S. 1-11.
162Vgl. Arbuthnott und Dolter (2013), S. 7.
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Im Bereich des Projektmanagements führt die Escalation
of Commitment dazu, dass einem scheiternden bzw. ande-
ren Alternativen unterlegenen Projekt zusätzliche Ressour-
cen zugesprochen werden, obwohl dieses kaum Aussichten
auf Erfolg hat.163 Oftmals ist die Escalation of Commitment
mit negativen persönlichen und finanziellen Konsequenzen
für den Entscheider sowie hohen zukünftigen Verlusten des
Großprojektes verbunden.164 Deswegen wird Escalation of
Commitment häufig auch mit der Redewendung „Throwing
good money after bad“ beschrieben.165
Wesentliche theoretische Grundlagen zur Escalation of
Commitment wurden in den 1970er und 1980er Jahren von
Staw (1976)166, Northcraft und Wolf (1984)167, Schwenk
(1984)168, Arkes und Blumer (1985)169 und Staw und Ross
(1989)170 gelegt.
Nach dem aktuellen Stand der Theorie wird die Escala-
tion of Commitment heute als ein weit verbreitetes Phäno-
men in der Entscheidungsfindung angesehen.171 Escalation
of Commitment wurde in Laborexperimenten und unter Real-
bedingungen nachgewiesen.172 Es tritt sowohl bei Individuen
als auch in Gruppen auf.173
Eine Escalation of Commitment in Großprojekten kann
durch mehrere Determinanten entstehen:174
Eine Ursache können projektbezogene Determinanten
sein. Projektmanager tendieren eher zur Escalation of Com-
mitment, wenn ihrer Meinung nach die Vorteile eines Pro-
jektes die Nachteile wie z.B. hohe Kosten überwiegen.175
Ein typisches Beispiel liegt vor, wenn der Entscheider die
Nützlichkeit des vorliegenden Projektes höher erachtet als
den durch die Escalation of Commitment erwarteten Ver-
lust zusätzlicher Ressourcen.176 Auch die Informationen hin-
sichtlich der Vergangenheit oder der Zukunft des Projektes
können zu einer Escalation of Commitment führen.177 Eine
weitere projektbezogene Determinante kann beispielsweise
auch die Vorhersagemethode sein: Eine überoptimistische
Vorhersage bedingt durch den Optimism Bias in der Projekt-
definitionsphase (siehe Kapitel 3.1) kann die Escalation of
Commitment verstärken.178
Weiterhin können soziale Determinanten eine Escalation
of Commitment herbeiführen. Zum Beispiel kann eine posi-
tive öffentliche Meinung über ein Projekt dazu führen, dass
163Vgl. Flyvbjerg et al. (2010), S. 86.
164Vgl. He und Mittal (2007), S. 225, und Sofis et al. (2015), S. 487.
165Vgl. Wieber et al. (2015), S. 587.
166Vgl. Staw (1976), S. 27-44.
167Vgl. Northcraft und Wolf (1984), S. 225-234.
168Vgl. Schwenk (1984), S. 111-128.
169Vgl. Arkes und Blumer (1985), S. 124-140.
170Vgl. Staw und Ross (1989), S. 216-220.
171Vgl. Rutten et al. (2014), S. 696.
172Vgl. Arbuthnott und Dolter (2013), S. 7.
173Vgl. Arbuthnott und Dolter (2013), S. 7, und Becker-Beck und Wend
(2008), S. 239-240.
174Vgl. Wieber et al. (2015), S. 587.
175Vgl. Meyer (2014), S. 17.
176Vgl. Wieber/Thürmer/Gollwitzer 2015, S. 587.
177Vgl. Arbuthnott und Dolter (2013), S. 8.
178Vgl. Drummond (2014), S. 432.
der Entscheider das Projekt zum Abschluss bringen möchte.
Um die positive Rezeption des Projektes weiterhin aufrecht
zu erhalten, spricht der Entscheider dem Projekt zusätzliche
Ressourcen zu.179
Eine weitere Quelle für eine Escalation of Commitment
können psychologische Determinanten sein. Sofern der Fer-
tigstellungstermin eines Projektes in naher Zukunft liegt, ten-
dieren Entscheider dazu, das Projekt auch entgegen vorge-
brachter Bedenken auf jeden Fall fortzuführen.180 Ebenso
kann hier ein Optimism Bias (siehe Kapitel 3.1), der über die
Projektdefinitionsphase hinauswirkt, eine Escalation of Com-
mitment herbeiführen.181
Einer der wichtigsten Gründe für eine Escalation of Com-
mitment ist jedoch die Selbstrechtfertigung. Die Theorie der
kognitiven Dissonanz besagt, dass Menschen ihr Engagement
erhöhen, wenn sie die Rationalität ihres eigenen Entschei-
dens beweisen wollen. Die Zugabe eines Fehlers kommt in
den Augen vieler Entscheider dem Scheitern der eigenen Per-
son gleich. Um dies zu vermeiden, gibt der Entscheider den
Fehler nicht zu und mobilisiert stattdessen zusätzliche Res-
sourcen, um das Projekt doch noch wie geplant zu realisie-
ren.182
Eine andere Erklärung für Escalation of Commitment ist
die Verlustaversion. Der Prospect Theory folgend entscheiden
sich Menschen bei der Wahl zwischen zwei Verlusten immer
für die risikoreichere Alternative. Es kommt hier zu einer Es-
calation of Commitment, wenn die Entscheider den von ih-
nen gefürchteten Verlust unbedingt vermeiden wollen.
Eine weitere Erklärung kann in dem Bedürfnis liegen,
Ressourcen nicht zu verschwenden. Mit dieser Erklärung ist
eine gewisse Nähe zum Sunk Cost Bias gegeben. Dieser Bias
wird im folgenden Kapitelabschnitt 3.4 ausführlich behan-
delt.
In Gruppensituationen kann es zusätzlich noch durch ei-
ne starke soziale Identität der Gruppenmitglieder oder durch
einen gemeinsamen Hang zum Extremisieren zu einer Esca-
lation of Commitment kommen.183
Als Beispiel für ein eskalierendes staatliches Großprojekt
nennen Arbuthnott und Dolter (2013) den Kriegseinsatz der
Vereinigten Staaten von Amerika (USA) in Vietnam:184
Nach dem Zweiten Weltkrieg wollten die USA die Aus-
breitung des Kommunismus in der Welt eindämmen. Deswe-
gen führten sie von 1964 bis 1973 einen Stellvertreterkrieg
in Vietnam.185 Früh war absehbar, dass die US-Truppen den
asymmetrischen Krieg gegen die kommunistischen Guerilla-
Kämpfer mit ihrem weitverzweigten Tunnelsystemen im
Dschungel nicht gewinnen konnten.186 Um öffentlich kei-
ne Niederlage eingestehen zu müssen, weitete US-Präsident
179Vgl. Wieber et al. (2015), S. 587.
180Vgl. Wieber et al. (2015), S. 587.
181Vgl. Arbuthnott und Dolter (2013), S. 7.
182Vgl. ebd., S. 8.
183Vgl. Becker-Beck und Wend (2008), S. 239.
184Vgl. Arbuthnott und Dolter (2013), S. 7.
185Vgl. Steininger (2008).
186Vgl. Kellerhoff (2015).
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Richart M. Nixon den Krieg im Jahr 1969 noch weiter aus.
Diese Escalation of Commitment war jedoch erfolglos. Der
Krieg endete erst mit einem Friedensabkommen vom 27. Ja-
nuar 1973. Das Kriegsziel wurde verfehlt: Statt demokratisch
wurde das nach Kriegsende wiedervereinte Vietnam insge-
samt kommunistisch. Es starben 60.000 US-Soldaten sowie
Millionen Vietnamesen.187
Verschiedene jüngere Studien weisen die Existenz der Es-
calation of Commitment nicht nur für Großprojekte, sondern
auch für Gemeinschaftsgroßprojekte und Gruppenentschei-
dungssituationen nach:
He und Mittal (2007) haben sich mit der Frage auseinan-
der gesetzt, zu welchem Zeitpunkt im Verlauf eines Großpro-
jektes die Entscheider besonders anfällig für eine Escalation
of Commitment sind. Ihre zwei Experimente zeigen, dass die
Tendenz zur Escalation of Commitment von der Projekthälfte
bis zur Projektfertigstellung immer mehr zunimmt. Vor allem
am Ende des Projektes ziehen das nahe Projektende und die
gewünschte Projektfertigstellung immer größere Ressourcen-
mengen an. Gerade in dieser Phase kommt es zu einer hohen
Escalation of Commitment.188
Die Escalation of Commitment tritt nicht nur in Groß-
projekten einzelner Unternehmen auf. Rutten et al. (2014)
weisen die Existenz von Escalation of Commitment auch
in Gemeinschaftsprojekten mehrerer Unternehmen nach.
Die Autoren führten eine Studie mit Daten aus 25 Gemein-
schaftsprojekten von 154 niederländischen Unternehmen,
die bei der Entwicklung und Markteinführung von neuen
Produkten, Systemen oder Dienstleistungen kooperieren,
durch. Die Ergebnisse zeigen, dass die meisten Unterneh-
men einer Escalation of Commitment verfallen. Jedoch gibt
es auch Fälle, in denen es bei Gemeinschaftsprojekten nicht
zu einer Escalation of Commitment kommt: Wenn die Un-
ternehmen für das Gemeinschaftsprojekt große Verluste er-
warten oder wenn die beteiligten Unternehmen feststellen,
dass das Projekt nicht den gewünschten Fortschritt gemacht
hat.189
Becker-Beck und Wend (2008) bestätigen in einem Ex-
periment mit 36 Dreiergruppen zu städtebaulichen Entschei-
dungen, dass die Escalation of Commitment besonders in
Gruppen auftritt. Ihren Ergebnissen zufolge steigt die Inves-
titionshöhe, je größer die soziale Identität und das Ausmaß
der gefühlten Verantwortlichkeit sind. Je enger die Gruppe
zusammen steht, desto höher ist die Escalation of Commit-
ment. Gleiches gilt, wenn sich die Gruppe stark verantwort-
lich für das Projekt fühlt.190
Strategische Möglichkeiten zur Behebung und Vermei-
dung der Escalation of Commitment werden im Kapitel 4.2
dargelegt.
187Vgl. Steininger (2008).
188Vgl. He und Mittal (2007), S. 225, 236.
189Vgl. Rutten et al. (2014), S. 700.
190Vgl. Becker-Beck und Wend (2008), S. 252-253.
3.4. Sunk Costs als Rechtfertigungsgrund für die weitere
Realisierung eines gefährdeten Projektes
Der Sunk Cost Bias beschreibt die menschliche Tendenz,
die Fortsetzung eines mittlerweile anderen Alternativen un-
terlegenen Vorhabens mit zuvor eingesetzten Ressourcen zu
rechtfertigen.191
In Großprojekten führt der Sunk Cost Bias oft dazu, dass
ein aktuelles Projekt mit dem Hinweis auf die bisher inves-
tierten Ressourcen wie Zeit, Arbeit oder Geld fortgesetzt
wird,192 obwohl ein alternatives Projekt oft günstiger umge-
setzt werden kann.193
Wesentliche theoretische Grundlagen zum Sunk Cost Bi-
as wurden in den 1980er Jahren von Staw und Ross (1987)
gelegt.194
Dem aktuellen Stand der theoretischen Literatur zufolge
ist der Sunk Cost Bias ein Phänomen, dass in vielen täglichen
Entscheidungen auftritt. Zum Beispiel, wenn ein Individuum
trotz einer spontanen Essenseinladung mit dem Traumpart-
ner lieber die im Vorfeld gebuchte und bezahlte Theaterkarte
nutzen möchte.195
Dem Rationalitätsprinzip folgend sollten Entscheidungen
eigentlich nur aufgrund aktueller und zukünftiger Nutzen
und Kosten getroffen werden. Oft verstoßen Entscheidungs-
träger in Großprojekten gegen dieses Prinzip und berücksich-
tigen den ursprünglich erwarteten Nutzen und die bereits ge-
leisteten Investitionen.196
Der Sunk Cost Bias wird heute in der Literatur häufig
durch die Theorie der kognitiven Dissonanz erklärt. Entschei-
dungsträger stehen in einem Zwiespalt zwischen ihrer vorhe-
rigen Entscheidung und dem aktuellen Resultat dieser Ent-
scheidung. Deswegen setzen sie ihre bisherige Auswahl lie-
ber fort anstelle eine zielführendere Alternative zu wählen
und einen Fehler einzugestehen.197
Ein anderer häufiger Grund für den Sunk Cost Bias liegt
in der Haltung von Projektmanagern in der operativen Pro-
jektdurchführung bzw. ihnen überstellten Projektleitern zur
Fertigstellung eines Projektes: Die Karriere vieler Projektma-
nager ist mit dem Erfolg des von ihnen verantworteten Pro-
jektes verbunden. Bei ihnen zeigt sich deswegen die Tendenz
das Projekt zum Fertigstellungstermin erfolgreich fertig stel-
len zu wollen und dafür die notwendigen Ressourcen zur Ver-
fügung zu stellen. Projektleitern geht es vielmehr um die all-
gemeine Erfüllung der initialen Vorteile und Erwartungen des
Projektes.198
Als einen weiteren Grund für die Entstehung des Sunk
Cost Bias nennt die Literatur auch das Alter und die Erfah-
rung: Ältere Erwachsene können auf einen größeren Erfah-
191Vgl. Karevold und Teigen (2010), S. 719, 728, und Westfall et al. (2012),
S. 192.
192Vgl. Sofis et al. (2015), S. 487.
193Vgl. ebd.
194Vgl. Staw und Ross (1987), S. 68-74.
195Vgl. Roth et al. (2015), S. 100.
196Vgl. Braverman und Blumenthal-Barby (2012), S. 187, und Roth et al.
(2015), S. 100.
197Vgl. Dilts und Pence (2006), S. 382.
198Vgl. ebd., S. 393-394.
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rungsschatz zurückgreifen als jüngere Menschen. Aus diesem
Grund tendieren sie weniger häufig zum Sunk Cost Bias.199
Der Sunk Cost Bias hängt auch von der Zeit zwischen der
ersten Zahlung und der tatsächlichen Nutzung des Projekter-
gebnisses ab.200
Ein typisches Beispiel für die Fortsetzung eines öffentli-
chen Großprojektes aufgrund des Sunk Cost Bias ist die Ent-
wicklung und der Betrieb der Concorde:201
Das Überschallflugzeug wurde in den 1960er Jahren ent-
wickelt, um die Flugzeit zwischen Europa und Nordameri-
ka auf drei Stunden zu verkürzen.202 Während des Baus war
die Entscheidungsfindung über die Fortsetzung des Projek-
tes stark durch den Sunk Cost Bias beeinflusst: Obwohl ab-
sehbar war, dass die ursprünglich für die Entwicklung einge-
planten 224 Mio. Dollar nicht ausreichten und der französi-
sche Finanzminister Valéry Giscard d’Estaing eine Kostenex-
plosion erwartete, bestand der französische Staatspräsident
Charles de Gaulle auf einer Fortsetzung der kostenintensi-
ven und prestigeträchtigen Entwicklung.203 Nach dem Erst-
flug im Jahr 1969 wurde die Concorde nie ein kommerzi-
eller Erfolg. Die Flüge waren mit rund 10.000 Euro nur für
finanzkräftige Kunden erschwinglich,204 wodurch die Flug-
zeuge nur eine durchschnittliche Auslastung von 57 Prozent
erreichten. Der Kerosinverbrauch pro Passagier war vier Mal
so hoch wie der einer Boeing 747.205 Die Wartung war sehr
kostenintensiv. Auch die Personalkosten waren hoch, weil im
Flugbetrieb zusätzlich zu zwei Piloten noch ein Flugingenieur
erforderlich war. Nach dem Absturz einer Concorde am 25.
Juli 2000 in der Nähe von Paris, verhängten die Behörden
zunächst ein Startverbot bis November 2001. Im Mai 2003
wurde die Concorde aus finanziellen Gründen abgestellt.206
Jüngere empirische Studien bestätigen die Existenz des
Sunk Cost Bias in Projekten, erklären die Bereitschaft zu ho-
hen Zusatzzahlungen mit hohen Erstinvestitionen und zei-
gen, dass die zeitliche Perspektive Einfluss auf die Entstehung
des Sunk Cost Bias hat:
Sofis et al. (2015) wiesen erneut die Existenz des Sunk
Cost Bias bei Entscheidungen in Großprojekten sowie eine
Bereitschaft zu sehr hohen Zusatzinvestitionen nach einem
hohen Erstinvestment nach. Die 31 Teilnehmer ihres Expe-
riments sollten zwei Investitionsentscheidungen treffen. Zu-
nächst sollten sie ein Projekt mit einem Erstinvestment von 5,
20 oder 35 US-Dollar starten. In einem zweiten Schritt wur-
den die Teilnehmer vor die Entscheidung gestellt, das Projekt
entweder zu einem bestimmten Preis von 5, 20, 50, 80 oder
95 US-Dollar endgültig fortzusetzen oder es ohne zusätzliche
Kosten zu beenden und eine neue Alternative zu wählen. 54
Prozent der Teilnehmer entschieden sich für die Fortsetzung
des gestarteten Projektes. 87 Prozent der Teilnehmer setzten
199Vgl. Roth et al. (2015), S. 120.
200Vgl. ebd.
201Vgl. ebd., S. 100.
202Vgl. Hanke (2015).
203Vgl. Lehnartz (2010).
204Vgl. Hanke (2015).
205Vgl. Lehnartz (2010).
206Vgl. Hanke (2015).
das initiale Projekt sogar fort, wenn das Zusatzinvestment
höher war als die Kosten für den Start eines alternativen Pro-
jektes. Je höher das initiale Investment war, desto eher waren
die Teilnehmer bereit, das höchste Zusatzinvestment von 95
US-Dollar zu tätigen.207
Eine Studie von Karevold und Teigen (2010) zeigt den
Einfluss der zeitlichen Perspektive der Berichterstattung auf
die Intensität des Sunk Cost Bias: Vergangenheitsorientier-
te Beschreibungen über die bisher verwendete Arbeitskraft
und die getätigten Investitionen führten zu einem starken
Sunk Cost Bias und damit zur Fortsetzung des Projektes. Zu-
kunftsorientierte Beschreibungen in den Berichten hingegen
führten zu einer geringeren Ausprägung des Sunk Cost Bias
und damit zu weniger häufigeren Fortsetzungen der Projek-
te. Als kritischen Zeitpunkt für das Auftreten des Sunk Cost
Bias identifizierten die Autoren die Projekthälfte. Zur Halb-
zeit des Projektes entschieden sich die Probanden im Falle
einer zukunftsbezogenen Berichterstattung häufiger für den
Abbruch des Projektes. Bei vergangenheitsbezogenen Halb-
zeitberichten hingegen setzen sie das Projekt fort.208
Inwieweit sich der Sunk Cost Bias durch ein besseres Ver-
ständnis des Bias und Kenntnisse von Vermeidungsstrategien
kompensieren lässt, wird in Kapitel 4.2 beschrieben.
3.5. Der Reporting Bias als Ursache für verzerrte Statusbe-
richte in der Realisierungsphase
Unter dem Reporting Bias versteht man Denkfehler bei
Entscheidungen, die durch die Zuleitung bewusst verzerrter
Informationen herbeigeführt werden.209
In Großprojekten sind Statusberichte maßgeblich für den
Erfolg des Vorhabens. Tritt während der Projektdurchführung
ein Reporting Bias auf, können die Projektleiter das Vorhaben
nicht effektiv leiten und die notwendigen Ressourcen alloka-
lisieren.210
Wesentliche theoretische Grundlagen wurden seit den
1970er Jahren von Roberts und O’Reilly (1974)211, O’Reilly III
(1978)212, Robey und Keil (2001)213 und Smith und Keil
(2003)214 gelegt.
Projektstatusberichterstattung ist in der Durchführungs-
phase eines Großprojektes Teil des Projektcontrollings sowie
Teil der Projektdokumentation und -kommunikation.215 Pro-
jektcontrolling bezeichnet die laufende Kontrolle des Pro-
jekterfolgs im Hinblick auf die angestrebten Ergebnisse, Ter-
mine und Kosten im Vergleich zum tatsächlich erreichten
Projektfortschritt.216 Ziel des Projektcontrollings ist es, dem
Entscheider mithilfe aktueller Projektstatusberichte zielfüh-
rendere Entscheidungen über erforderliche Korrektur- und
207Vgl. Sofis et al. (2015), S. 487-491.
208Vgl. Karevold und Teigen (2010), S. 719, 725-727.
209Vgl. Thompson et al. (2012), S. 2.
210Vgl. ebd.
211Vgl. Roberts und O’Reilly (1974), S. 205-215.
212Vgl. O’Reilly III (1978), S. 172-193.
213Vgl. Robey und Keil (2001), S: 87-93.
214Vgl. Smith und Keil (2003), S. 69-95.
215Vgl. Hobel und Schütte (2014), S. 2598.
216Vgl. Wappis und Jung (2013), S. 21.
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Steuerungsmaßnahmen zu ermöglichen. Diese Projektstatus-
berichte enthalten aktuelle Informationen zum Projektfort-
schritt sowie zu aktuellen Projektfragen. Die Berichte werden
entweder höchstpersönlich oder mithilfe anderer Kommuni-
kationsinstrumente wie Telefon oder Email kommuniziert.217
Die Literatur unterscheidet zwei Ursachen für Fehler und
Verzerrungen in einem Projektstatusbericht, die zu Entschei-
dungsfehlern führen können: Auf der einen Seite sind dies
Berichterstattungsfehler. Dabei handelt es sich um unbeab-
sichtigte Ungenauigkeiten bei der Berichterstattung. Diese
können durch Verarbeitungsfehler in der Prozessberichter-
stattung innerhalb eines Projektes oder durch Reporting Bia-
ses verursacht werden. Hierbei handelt es sich um bewusste
Fehler bei der Informationsübertragung im organisationalen
Umfeld.218
Der Reporting Bias besteht entweder in der Veränderung
der Rahmenbedingungen, der Konditionen oder des Ausma-
ßes eines Problems (engl. Alteration) oder in der bewussten
Zurückhaltung von Informationen, die für das Projekt rele-
vant sind (engl. Withholding).219
Berichterstatter verzerren Informationen aus zwei Grün-
den: Entweder wollen sie ihre eigenen Ziele verfolgen (engl.
Self-Serving Motivation). Dies können beispielsweise die
Angst vor der Kommunikation von Problemen oder der
Wunsch eines guten Eindrucks sein oder sie wollen den gene-
rellen Projekterfolg nicht gefährden (engl. Project- Suppor-
ting Motivation). Zum Beispiel glauben die Berichterstatter,
dass die mit der Information verbundenen Probleme über-
wunden werden oder dass sie mit ihrer Information andere
gefährden können.220 Der Reporting Bias führt dann dazu,
dass Projektmanager fehlerhafte Bewertungen des Projekt-
status vornehmen.221
Ein jüngeres Praxisbeispiel für die Verzerrung von Ent-
scheidungen in Großprojekten durch einen Reporting Bias
ist die Rüstungspolitik des Bundesministeriums der Verteidi-
gung vor dem Amtsantritt von Ursula von der Leyen:222
In der Wehrbeschaffung des Bundesministeriums der Ver-
teidigung wurden bis zum Amtsantritt Ursula von der Leyens
im Jahr 2013 viele Rüstungsprojekte zu teuer, zu spät oder
mangelhaft fertiggestellt. Ein Hauptgrund dafür war neben
der Einflussnahme von Lobbyisten vor allem die Statusbe-
richterstattung innerhalb des Ministeriums. Wichtige Infor-
mationen wurden nicht vom Bundesamt für Ausrüstung,
Informationstechnik und Nutzung der Bundeswehr an das
Ministerium weitergeleitet.223 Der frühere Rüstungsstaatse-
kretär trat dafür ein, Probleme nicht offen zu kommunizie-
ren. Infolgedessen wurden Probleme von Rüstungsprojek-
ten in der hierarchischen Meldekette zu optimistisch dar-
gestellt.224 Objektive Statusinformationen zu Großprojekten
217Vgl. Kessler und Winkelhofer (2004), S. 51-52.
218Vgl. Thompson et al. (2012), S. 2-3.
219Vgl. ebd., S. 3.
220Vgl. Thompson et al. (2012), S. 3.
221Vgl. Snow et al. (2007), S. 130.
222Vgl. Jungholt (2016).
223Vgl. Gebauer (2016).
224Vgl. Von Hammerstein (2016).
konnten nur dezentral bei verschiedenen Verantwortlichen
erfragt werden.225 Nach ihrem Amtsantritt als Bundesver-
teidigungsministerin setzte Ursula von der Leyen zunächst
sämtliche Rüstungsprojekte aus, entließ den Rüstungsstaats-
ekretär226 und ordnete das Berichterstattungswesen neu227.
Seit der Neuordnung der Berichterstattung werden Probleme
direkt an die neue Staatssekretärin Katrin Suder gemeldet.228
Aktuelle Statusinformationen und Risikobewertungen sind
seitdem innerhalb des Ministeriums ständig abrufbar. Ein
regelmäßiger „Bericht zu Rüstungsangelegenheiten“ unter-
richtet zudem die Öffentlichkeit.229
Jüngere empirische Studien weisen die Verzerrung von
Entscheidungen in Großprojekten durch Projektstatusberich-
te nach. Zudem beschäftigten sie sich mit der Frage, inwie-
weit die Art des Berichts zu einem Reporting Bias führen
kann:
Iacovou et al. (2009) zeigen, dass selektive Statusbericht-
erstattung zu verzerrten Entscheidungen führt. Den Autoren
zufolge kann Statusberichterstattung entweder selektiv po-
sitiv oder pessimistisch sein. Bei selektiv positiver Berichter-
stattung wird das Projekt besser als tatsächlich dargestellt.
Bei selektiv pessimistischer Berichterstattung wird das Pro-
jekt schlechter als tatsächlich dargestellt.230 In ihrer Studie
finden die Autoren heraus, dass sich bei positiverer Bericht-
erstattung mit der Berichtsqualität auch der Projekterfolg si-
gnifikant senkt.231
Weiterhin haben Snow et al. (2007) den Reporting Bias
in Großprojekten der IT-Industrie nachgewiesen. Außerdem
zeigten sie, dass sich unabhängig vom Projektrisiko nur pes-
simistische Statusberichte an das Ideal der Genauigkeit an-
nähern können. Die Autoren führten eine Umfrage unter 56
Projektmanagern in der Software- Entwicklung durch. Dabei
fanden sie heraus, dass 60 Prozent der Statusberichte in Soft-
wareprojekten durch selektiv positive Berichterstattung ver-
zerrt werden. Diese 60 Prozent der Statusberichte fallen zwei
Mal mehr optimistisch als pessimistisch aus. Nur 10 bis 15
Prozent der verzerrten Statusberichte entsprachen der Reali-
tät. Genauigkeit erreichten die Statusberichte nur, wenn sie
pessimistisch ausfielen. Diese Verzerrung der Entscheidungs-
findung gilt sowohl für risikoarme als auch für risikoreiche
Projekte.232
Insgesamt kann der Reporting Bias dazu führen, dass ein
Projekt möglicherweise nicht wie geplant realisiert wird.233
Um dies zu verhindern, sollte in Projekten die Auffind-
barkeit von Reporting Biases verbessert werden. Als Maßnah-
men nennt die Literatur regelmäßige Audits der Projektkom-
munikation, die Nutzung verschiedener Informationsquellen
anstelle der Verlässlichkeit auf eine Informationsquelle, den
225Vgl. Jungholt (2016).
226Vgl. Wiegold (2014).
227Vgl. Jungholt (2016).
228Vgl. Von Hammerstein (2016).
229Vgl. Jungholt (2016).
230Vgl. Iacovou et al. (2009), S. 786.
231Vgl. ebd., S. 785.
232Vgl. Snow et al. (2007), S. 130.
233Vgl. ebd. S. 132.
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Einsatz von Projektplanungsmethoden und eine Kommuni-
kationskultur ohne Gesichtsverlust.234 Einige dieser Maßnah-
men werden ausführlich in Kapitel 4.3 erläutert.
3.6. Der Hindsight Bias als Hindernis bei einer objektiven
Projektrückschau und Erfahrungsbildung in der Projekt-
abschlussphase
Der Hindsight Bias bezeichnet die menschliche Neigung,
nach dem Eintritt eines Ereignisses zu glauben und anzuge-
ben, alles schon vorher gewusst oder vorhergesagt zu haben.
Im Hinblick auf Großprojekte tritt der Hindsight Bias vor
allem während der Projektabschlussphase bei der rückwir-
kenden Betrachtung des Projektes auf.235
Am Ende eines Großprojektes werden häufig Projektrück-
schauen, Projektbesprechungen, interne Audits und Fallstu-
dien durchgeführt, um Erfahrungen festzuhalten und bishe-
rige Fehler bei künftigen Entscheidungen zu vermeiden. Der
Hindsight Bias führt dazu, dass Erfahrungen unkorrekt oder
gar nicht festgehalten werden. Deswegen wiederholen sich
bei vielen Großprojekten oft dieselben Fehler.236 Oft führt der
Hindsight Bias auch dazu, dass nach einem scheinbar vorher-
gesagten Ereignis, Schuld und Verantwortung anderen zuge-
sprochen wird, die das Ereignis nicht erwartet haben.237
Der Hindsight Bias wurde in den 1970er und 1980er Jah-
ren von Fischhoff (1975)238, Fischhoff und Beyth (1975)239,
Fischhoff (1976)240, Fischhoff (1977)241, Fischhoff et al.
(1977)242 und Arkes et al. (1988)243 erforscht und beschrie-
ben.
Der Hindsight Bias bezieht sich nach dem aktuellen Stand
der Theorie auf die Bewertung der Vergangenheit in der
Rückschau. Dabei handelt es sich um eine Verzerrung im
heuristischen Denken im Hinblick auf das eingetretene Er-
eignis und den Eintritt alternativer Geschehnisse. Je höher in
der Rückschau die Wahrscheinlichkeit des tatsächlich einge-
tretenen Ereignisses eingeschätzt wird, desto niedriger wird
beim Rückblick die Wahrscheinlichkeit des Eintritts eines
alternativen Ereignisses bewertet.244
Für die Entstehung des Hindsight Bias gibt es drei Ein-
flussfaktoren: Zum einen können kognitive Impulse wie die
Aktualisierung des Wissens oder die Suche nach dem Sinn
einen Hindsight Bias begründen. Diese Impulse können da-
zu führen, dass Menschen beim Abgleich alter Informatio-
nen mit Neuen die zuvor bereits bekannten Informationen
selektiv abrufen, um die Bedeutung ihres Wissens zu erhö-
hen. Dies führt zu einer Veränderung im Gedächtnis. Den Be-
troffenen erscheint das Ergebnis als unvermeidbar. Sie sagen
sich, dass alles so kommen musste wie es schließlich kam.
234Vgl. Thompson et al. (2012), S. 10.
235Vgl. Chrystall und Cleland (2014), S. 304.
236Vgl. Kransdorff (1996), S. 11-12, 15.
237Vgl. Wu et al. (2012), S. 1524.
238Vgl. Fischhoff (1975), S. 288-299.
239Vgl. Fischhoff und Beyth (1975), S. 1-16.
240Vgl. Fischhoff (1976), S. 1-34.
241Vgl. Fischhoff (1977), S. 349-358.
242Vgl. Fischhoff et al. (1977), S. 544-551.
243Vgl. Arkes et al. (1988), S. 305-307.
244Vgl. Roese (2004), S. 258.
Andererseits können auch metakognitive Impulse wie die
Kontinuität des Denkprozesses zu einem Hindsight Bias füh-
ren. Dabei kann ein vorheriges Ergebnis mithilfe der aktuel-
len Wahrscheinlichkeit leichter erklärt werden. Dies resultiert
darin, dass die Betroffenen davon ausgehen, dass sie ein Er-
eignis richtig vorhersagen konnten. Sie sagen sich: Ich wuss-
te, dass es genau so kommt.
Ein dritter Einflussfaktor sind motivationale Impulse wie
der Kontrollbedarf und das Selbstwertgefühl. Die Betroffe-
nen sehen die Welt mit dem Hindsight Bias, um nicht für in
der Projektdurchführung entstandene Probleme verantwort-
lich gemacht zu werden. Die Entscheider sagen, sie hätten
sowieso gewusst, was passieren wird. Infolge aller drei Im-
pulse werden die Ergebnisse nur einseitig, aber nicht mehr-
dimensional betrachtet.245
In der Forschung wird die Selbstüberschätzung bei der
ex-post Beurteilung von Ereignissen als „Ich-habe-es-schon-
immer-gewusst-Effekt“ (engl. knew-it-all-effect) bezeich-
net.246 Besonders jüngere Kinder im Alter von drei bis fünf
Jahren und ältere Erwachsene im Alter von 61 bis 91 Jahren
seien für den Hindsight Bias anfällig.247
Die Fähigkeit zur Trennung von neuen und alten Infor-
mationen nimmt mit der Zeit immer weiter ab. Deswegen
reduziert sich auch die Genauigkeit der Erinnerung im Zeit-
verlauf.248 Der Hindsight Bias wurde in zahlreichen empiri-
schen Studien innerhalb und außerhalb des Labors nachge-
wiesen.249
Ein Beispiel für den Hindsight Bias bei der Bewertung ei-
nes Großprojektes ist die öffentliche Wahrnehmung der Elb-
philharmonie in Hamburg während der Bauzeit und nach
Fertigstellung:250
Während des Baus der Elbphilharmonie ab April 2007251
kam es zu Problemen: Eine verfrühte Ausschreibung, ein feh-
lender Terminplan, Fertigstellungsdruck wegen der nächsten
Bürgerschaftswahl und nachträglich beauftragte Änderun-
gen an den Konzertsälen führten zu höheren Kosten und
Bauverzögerungen.252 In der Bauzeit beschreiben Medien
wie die Frankfurter Allgemeine Zeitung (FAZ) die Elbphilhar-
monie als „Millionengrab“253. Das Gebäude sei ein „großer
Eisberg über der Stadt“254, der auf die Bürger wirke wie ein
„hinterhältiger Magnet [. . . , der] nun alle Geldreserven aus
den Kontorhäusern und den Geldbeuteln der Hanseaten her-
aussaugt“255. Schließlich eröffnete die Elbphilharmonie am
11. und 12. Januar 2017256 mit sechs Jahren Verspätung257.
245Vgl. Roese und Vohs (2012), S.411-414.
246Vgl.Eisenführ et al. (2010), S. 408.
247Vgl. Wu et al. (2012), S. 1525.
248Vgl. Kransdorff (1996), S. 13, und Roese (2004), S. 261.
249Vgl. Wu et al. (2012), S. 1524.
250Vgl. Elbphilharmonie (2017), und Krings (2011).
251Vgl. Elbphilharmonie (2017).
252Vgl. Maak (2015).
253Ebd.
254Ebd.
255Ebd.
256Vgl. Elbphilharmonie (2017).
257Vgl. Krings (2011).
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Statt ursprünglich 114 Mio. Euro258 kostete sie am Ende
789 Mio. Euro259. Nach der Eröffnung ist die Wahrnehmung
durch den Hindsight Bias verzerrt und deswegen überwie-
gend positiv: Die FAZ sieht die Elbphilharmonie „schon jetzt
[als] das neue Wahrzeichen der Hansestadt“260. Sie sei ein
„Architekturwunder“261 und ein „Jahrhundertbau“262. Zu-
dem bezeichnen Markenexperten die Elbphilharmonie als
„Qualitätsprodukt“263, das in einer Reihe mit dem Opern-
haus von Sydney und dem Kölner Dom stehe.264
Jüngere empirische Studien beschäftigen sich vor allem
mit der Wirkung des Hindsight Bias beim Rückblick auf Pro-
jekte:
Chrystall und Cleland (2014) wiesen die Existenz des Re-
porting Bias in wissenschaftlichen Großvorhaben nach. Zwi-
schen 2004 und 2005 führten sie eine Untersuchung über
die Projektdokumentation des New Zealand Projektes durch.
Dieses sollte in den späten 1990er Jahren mithilfe eines
Vorhersageverfahrens Zukunftsvisionen und Forschungsper-
spektiven für die neuseeländische Wissenschaft entwickeln.
Die Autoren führten 37 semi-strukturierte Interviews mit
wichtigen Entscheidern des Projektes durch. Dabei ging es
vor allem um die Frage, inwieweit größere Effizienz und
Management Control bei wissenschaftlichen Projekten er-
reicht werden kann. Obwohl alle Interviewten sagten, dass
das Hauptprojektziel nicht erreicht worden und das Projekt-
management sehr ineffektiv gewesen sei, rechtfertigten viele
die Vergangenheit rückwirkend.265
Wenngleich der Hindsight Bias als sehr robust gegenüber
Debiasing-Methoden gilt266, werden in der Literatur ver-
schiedene Möglichkeiten zur Behebung des Hindsight Biases
angesprochen. Ansätze zur Behebung des Hindsight Bias
mithilfe des Wissensmanagements finden sich in Kapitel 4.4.
4. Ausgewählte Debiasing-Methoden zur Vermeidung
und Behebung ausgewählter Biases in Großprojekten
4.1. Verschiedene Vergleichsmethoden als Mittel zur Verrin-
gerung des Optimism Biases bei Projektvorhersagen
Ein Hauptgrund für den Optimism Bias liegt darin, dass
sich Entscheider bei Entscheidungen in der Projektdefiniti-
onsphase nur auf ihre subjektive Projektsicht verlassen. Bei
dieser Innensicht vernachlässigen sie jedoch die in ihrem Um-
feld verfügbaren Informationen. Der Vergleich mit anderen
Projekten kann der Innensicht eine Außensicht entgegenstel-
len und damit zur Verringerung bzw. Vermeidung des Opti-
mism Bias beitragen.267
258Vgl. ebd.
259Vgl. FAZ (2017).
260Ebd.
261Ebd.
262Ebd.
263Meier (2017).
264Vgl. ebd.
265Chrystall und Cleland (2014), S. 304, 310-311.
266Roese (2004), S. 268.
267Vgl. Buehler et al. (2013), S. 250, 253, Flyvbjerg (2006), S. 8, Flyvbjerg
(2008), S. 4, und Kahneman und Tversky (1979), S. 312-327.
Zum Debiasing des Optimism Bias mithilfe von Verglei-
chen schlägt die Literatur mehrere Methoden vor: Reference
Class Forecasting, Data-Mining und informelle Vergleiche.
Beim Reference Class Forecasting wird das eigene Projekt bei
der Erstellung von Projektvorhersagen in eine Gruppe ver-
gleichbarer Projekte, der Referenzklasse, eingeordnet, um
aus den dort gemachten Erfahrungen Rückschlüsse auf das
eigene Projekt zu ziehen.268 Den theoretischen Rahmen defi-
nierten Flyvbjerg et al. (2004)269, Flyvbjerg (2006)270 sowie
Flyvbjerg (2008).271
Flyvbjerg (2006) zufolge sind für ein erfolgreiches Refe-
rence Class Forecasting drei Schritte notwendig: Zuerst sind
geeignete Referenzprojekte zu identifizieren, die in einer Re-
ferenzklasse zusammengefasst werden. Die Referenzklasse
sollte groß genug sein, um möglichst viele Erfahrungen zu
berücksichtigen. Sie sollte aber auch nur so groß sein, dass
die Vergleichbarkeit nicht unnötig verkompliziert wird. Im
zweiten Schritt wird eine Wahrscheinlichkeitsverteilung für
die gewählte Referenzklasse erstellt.
Nur eine ausreichend große Bandbreite an Referenzpro-
jekten und verfügbare empirische Daten ermöglichen statis-
tisch aussagekräftige Schlüsse. Im dritten und letzten Schritt
ordnet der Entscheider sein aktuelles Projekt in die Wahr-
scheinlichkeitsverteilung der Referenzklasse ein.272
Erstmals wurde das Reference Class Forecasting bei der
Planung der Stadtbahn von Edinburgh und beim London
Crossrail-Projekt angewendet.273 Seit 2005 wird das Refe-
rence Class Forecasting von der American Planning Organ-
ziation als neue Methode für eine Verbesserung von Pro-
jektvorhersagen empfohlen.274 Außerdem verpflichtet das
britische Finanz- und Wirtschaftsministerium alle Teilneh-
mer öffentlicher Auftragsvergabeverfahren zur Nutzung des
Verfahrens.275 Das Reference Class Forecasting kann abseits
dessen immer angewendet werden, sofern ausreichende Ver-
gleichsprojekte zur Verfügung stehen.276
Als eine andere Vergleichsmethode zur Verbesserung
von Kostenschätzungen schlagen Ahiaga-Dagbui und Smith
(2014) einen Data-Mining-Ansatz vor. Unter Data-Mining
verstehen die Autoren einen Datenauswertungsprozess, mit
dem Erkenntnisse aus großen Datenbanken gewonnen wer-
den. Sie nutzten die Daten von 1600 vollendeten Baupro-
jekten und entwickelten mithilfe des Data-Minings ein Kos-
tenvorhersagemodell. Dieses Modell führte bei 92 von 100
betrachteten Validierungsvorhersagen zu einer zehnprozen-
tigen Abweichung nach oben und unten sowie bei 77 der
Vorhersagen sogar nur zu einer Abweichung von fünf Prozent
nach oben und unten. Damit führte der Data-Mining-Ansatz
im Vergleich zum normalen Entscheidungsprozess unter ge-
268Vgl. Leleur et al. (2015), S. 362, und Siemiatycki (2010), S. 31.
269Vgl. Flyvbjerg et al. (2004).
270Vgl. Flyvbjerg (2006), S. 8.
271Vgl. Flyvbjerg (2008), S. 3.
272Vgl. Flyvbjerg (2006), S. 8.
273Vgl. Flyvbjerg (2008), S. 3.
274Vgl. Fridgeirsson (2016), S. 105.
275Vgl. HM Treasury (2016), S. 85.
276Vgl. Flyvbjerg (2008), S. 10.
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ringerem Zeitaufwand und weniger eingesetzten Ressourcen
zu einer deutlichen Verbesserung der Vorhersagen und damit
auch zu Entscheidungen für zielführendere Alternativen. Ge-
rade in Entscheidungsphasen der Projektdefinition und vor
einem Vertragsabschluss kann das Data-Mining nach Ansicht
der Autoren ein sehr nützliches Werkzeug zur Ergänzung
traditioneller Schätzmethoden sein.277
Auch informelle Vergleiche unter Projektleitern können
den Optimism Bias bei Projektvorhersagen in Großprojek-
ten verringern. LIND ANDERSEN (2009) stellt diese dem
dänischen Budgetierungsmodell für Infrastrukturprojekte
entstammende Vergleichsmethode vor: Um die Vorhersagen
und Entscheidungsgrundlagen für Infrastrukturgroßprojekte
zu verbessern, hat das dänische Finanzministerium im Jahr
2006 das New Budgeting Model (NBM) eingeführt. Das NBM
soll als Standard für die Budgetierung von Infrastrukturpro-
jekten verpflichtend genutzt werden. Die im NBM erstellten
realistischen Kostenschätzungen berücksichtigen die im Pro-
jektverlauf auftretenden Kosten- und Planungsänderungen
der Projektstruktur bereits im Vorfeld. Ein wesentliches Ele-
ment neben der Einführung von Zuschlägen zur Kompen-
sation der Kostenunterschätzungen ist dabei vor allem die
Berücksichtigung der Erfahrungen anderer Projektleiter. An-
stelle eines festen Vergleichsrahmens setzt das NBM auf einen
informellen Austausch zwischen den Projektleitern bei regel-
mäßigen Netzwerktreffen. Die ausgetauschten Erfahrungen
sollen realistischere Planungen in der Projektdefinitionspha-
se und zielführendere Entscheidungen ermöglichen.278
4.2. Strategien zum besseren Verständnis und zur Vermei-
dung von Sunk Cost, Escalation of Commitment und
Overconfidence
Gemäß Cunha et al. (2016) kann die Entscheidungsfin-
dung in der Phase der Projektdurchführung generell durch
die Sammlung eigener Erfahrungen mit dem jeweiligen Bi-
as, durch Schulungen über die verschiedenen Biases und die
Kenntnis von Debiasing-Strategien verbessert werden.279
Bei der Überwindung des Overconfidence Bias, der Es-
calation of Commitment und des Sunk Cost Bias kann die
Kenntnis folgender Debiasing-Strategien helfen:
Nach Larrick (2007) kann eine Schulung in der Consider-
the-Opposite-Strategie den Overconfidence Bias senken. Bei
dieser Strategie erhöht der Entscheider seine Entscheidungs-
qualität durch die Berücksichtigung alternativer Strategien.
Dies erreicht der Entscheider, indem er sich fragt, welche
Gründe für eine Fehlentscheidung sprechen könnten. Weil
durch diese Frage die Aufmerksamkeit des Entscheiders auf
sonst nicht berücksichtigte Alternativen gelenkt wird, fühlt er
sich nicht mehr überoptimistisch und seine Entscheidungen
werden zielführender.280
Zur Überwindung des Escalation of Commitment schla-
gen Wieber et al. (2015) vor, die Entscheidungsträger in ihrer
277Vgl. Ahiaga-Dagbui und Smith (2014), S. 682-683, 691-692.
278Vgl. LIND ANDERSEN (2009), S. 24, 28.
279Vgl. Cunha et al. (2016), S. 952.
280Vgl. Larrick (2007), S. 323-355.
Fähigkeit zur Selbstdistanzierung zu schulen. Selbstdistan-
zierung besteht nicht in der Entfernung eines Entscheidungs-
trägers vom Projekt und dessen Ersatz durch einen neuen
Entscheidungsträger. Zwar hilft diese Form der Personalfluk-
tuation auch, die Tendenz zur Escalation of Commitment zu
senken. Selbstdistanzierung beschreibt aber vielmehr eine
ausbalancierte Meinungsbildung, die die Neigung zur Esca-
lation of Commitment abschwächt. Um Selbstdistanzierung
zu erreichen und den Projektfortschritt neutral zu analysie-
ren, müssen die Entscheidungsträger die Position eines neu-
tralen, externen Beobachters des Projektes einnehmen. Um
wirksam zu sein, sollte die Art und Weise des Selbstdistan-
zierungsprozesses bereits in der Phase der Projektdefinition
festgelegt und dann während der Projektdurchführung zur
festgelegten Anwendungszeit, -art und -dauer genutzt wer-
den.281
Um die Tendenz zur Escalation of Commitment zu sen-
ken, verweisen Sarangee et al. (2014) auch auf die Ein-
führung einer unternehmensinternen Fehlerkultur und auf
die Definition klarer Erfolgskriterien für Projekte. Wenn ein
Unternehmen eine Unternehmenskultur einführt, die die
Fehlbarkeit von Entscheidungsträgern zulässt, reduziert dies
die Selbstrechtfertigungstendenzen. Dadurch kommt es auch
weniger häufig zu einer Escalation of Commitment. Ebenso
kann die Entscheidungsfindung durch eine klare Definition
messbarer Erfolgs- und Misserfolgskriterien sowie durch ein
unternehmensweites Verständnis dieser Kriterien zielführen-
der werden.282
Auf eine andere Debiasing-Methode zur Senkung der Es-
calation of Commitment in Gruppen weisen Becker-Beck und
Wend (2008) hin. Sie empfehlen die Einführung eines soge-
nannten Advocatus Diaboli. Ein Gruppenmitglied nimmt da-
bei in Entscheidungssituationen die Position eines „Anwalt
des Teufels“ ein. In dieser Funktion hat das Gruppenmitglied
die Aufgabe, ständig Argumente gegen die vorherrschende
Meinung und deutliche Kritik gegen das aktuelle Vorgehen
vorzubringen. Infolgedessen schwächen sich der eskalierend
wirkende soziale Zusammenhang der Gruppe und die Ten-
denz zur Escalation of Commitment ab. Die Autoren geben
aber zu bedenken, dass der Einsatz eines Advocatus Diabo-
li nicht in allen Gruppensituationen deeskalierend wirken
kann. Dies zeigt beispielsweise ihre Studie von 2008.283
Weil die Literatur davon ausgeht, dass der Sunk Cost Bias
eine verwandte Form der Escalation of Commitment ist, kön-
nen die Schulungsmöglichkeiten für die Escalation of Com-
mitment auch zur Behebung des Sunk Cost Bias angewendet
werden. Dabei sollte spezifisch für den Sunk Cost Bias be-
rücksichtigt werden, dass erfahrene Mitarbeiter weniger häu-
fig zum Sunk Cost Bias neigen als unerfahrene, sowie dass die
Aufteilung der Verantwortung auf mehrere Entscheider, re-
gelmäßige externe Audits284 und zukunftsbezogene Berichte
281Vgl. Wieber/Thürmer/Gollwitzer 2015, S. 587-588.
282Vgl. Sarangee et al. (2014), S. 1033-1034.
283Vgl. Becker-Beck und Wend (2008), S. 238, 243, 252-253.
284Vgl. Roth et al. (2015), S. 120, 122.
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die Tendenz zum Sunk Cost Bias senken kann.285
4.3. Optimierungsmöglichkeiten innerhalb der Statusbe-
richterstattung als Mittel zur Behebung des Reporting
Bias
Der Reporting Bias kann durch eine Optimierung der
Statusberichterstattung verringert werden.286 Im Folgenden
werden fünf Möglichkeiten zur Reduzierung des Reporting
Bias vorgestellt:
Zuerst verweisen Ohlert und Weißenberger (2015) dar-
auf, dass die Art der Informationspräsentation die Entschei-
dungsfindung beeinflusst. In einer Studie untersuchten sie
die Effekte unterschiedlicher Informationspräsentationsfor-
mate auf die Entstehung von Biases. Zwar ging es in ihrer
Untersuchung hauptsächlich um die Base-Rate-Fallacy, d.h.
die Tendenz die a priori-Wahrscheinlichkeit bei der Entschei-
dungsfindung zu vernachlässigen. Trotzdem stellten sie für
Biases allgemein fest, dass die visuelle Aufbereitung von In-
formationen das Auftreten von Biases signifikant verringern
kann. Ihre Ergebnisse zeigen, dass gerade Menschen, die we-
nig Erfahrung mit der Steuerung und Kontrolle von Prozes-
sen haben, aus grafischen Formaten bessere Erkenntnisse für
die Entscheidungsfindung ziehen können. Die Autoren zei-
gen auch, dass textlich ausgeschriebene Informationen kei-
ne besseren Erkenntnisse als grafische Formate liefern. Nur
tabellarische Formate können von den Entscheidungsträgern
weniger gut ausgewertet werden, um zu zielführenderen Ent-
scheidungen zu gelangen.287
Zweitens stellen Tang et al. (2016) heraus, dass neben
dem Informationsformat auch häufigere Berichte zur Ver-
ringerung des Reporting Bias beitragen können. Sie unter-
suchten in einem Online-Experiment mit 77 professionellen
Finanzanalysten, inwieweit die Berichtshäufigkeit und das
Berichtsformat Hinweise auf Real Activities Manipulation
(RAM) haben kann. Unter RAM wird eine Art Reporting Bias
verstanden, d.h. die gezielte Manipulation von Erträgen in
Finanzreporten zur besseren Ausnutzung von Marktchan-
cen und zur Vermeidung eines Verlustausweises im Jahres-
abschluss. Den Autoren zufolge helfen häufigere Berichte
dabei, die RAM aufzudecken.288
Nalewaik und Witt (2009) geben zwei Empfehlungen,
um die Wirkung von Statusberichten auf die Entscheidungs-
qualität zu erhöhen: Erstens, schlagen Sie die Entwicklung
eines Projekt-Dashboards vor. Darunter wird eine Informa-
tionsplattform verstanden, die jederzeit abrufbare, umfas-
sende Projektinformationen zu Zeitplänen, wichtigen Proble-
men und Vergleichswerten anderer Projekte enthält. Zwei-
tens, empfehlen sie jeden Statusbericht mithilfe folgendes
Fragenkatalogs zum Projektreporting zu erstellen: 1) Wer ist
die Zielgruppe des Berichts? 2) Wie sehr sind die Leser mit
dem Projekt vertraut? 3) Was sind die Erwartungen der Ziel-
gruppe an den Inhalt und die Form des Berichts? 4) Welche
285Vgl. Karevold und Teigen (2010), S. 725-727.
286Vgl. Ohlert und Weißenberger (2015), S. 73.
287Vgl. Ohlert und Weißenberger (2015), S. 53-74.
288Vgl. Tang et al. (2016), S. 63, 69-70.
Entscheidungen sollen auf Basis des Berichts getroffen wer-
den? 5) Auf welchen Quellen soll der Bericht basieren? 6)
Welcher Grad der Nützlichkeit ist mit den vorhandenen In-
formationen erreichbar? 7) Wovon hängt die Nützlichkeit des
Berichts ab? 8) Kann das Niveau der Nützlichkeit mit den vor-
handenen Informationen erfüllt werden? 9) Wie oft wird der
Report veröffentlicht? 10) Wann und warum ist das Projekt
erfolgreich? Beantwortet der Statusbericht alle zehn Fragen,
so wird die Entscheidungsfindung zielführender.289
Schließlich bestätigen Kurtzman und Greene (2016), dass
eine Komplexitätsreduktion zu zielführenderen Entscheidun-
gen führt: In einem Literaturüberblick untersuchten sie Stu-
dien zur Entscheidung eines Konsumenten für einen Kran-
kenversicherungsanbieter. Ihren auch für Großprojekte rele-
vanten Ergebnissen zufolge, treffen Entscheider rationalere
Entscheidungen, wenn die ihnen präsentierten Informatio-
nen weniger komplex sind. Eine Komplexitätsreduktion kann
erreicht werden durch eine Fokussierung auf zentrale Inhal-
te, eine gewisse Vorabinterpretation der Information, ein-
fachere Sprache sowie eine logischere Ordnung der darge-
brachten Inhalte. Hinsichtlich der Vorabinterpretation wei-
sen Kurtzman und Greene (2016) allerdings auf Manipula-
tionsmöglichkeiten hin. Deshalb sollte eine Komplexitätsre-
duktion nur mit Vorsicht vorgenommen werden, um die Ent-
scheidungsqualität tatsächlich auch zu verbessern.290
4.4. Wissensmanagementoptionen zur Behebung des Hind-
sight Bias bei der Projektrückschau und Erfahrungsbil-
dung
Zur Vermeidung des Hindsight Bias bei der Projektrück-
schau werden in diesem Abschnitt drei Strategien des Wis-
sensmanagements präsentiert:
Das richtige Wissensmanagement mit einem Erfahrungs-
sicherungsplan kann während der Projektdurchführung da-
bei helfen, die Neigung zum Hindsight Bias in der Phase
des Projektabschlusses zu verringern.291 Beim Wissensma-
nagement geht es darum, bereits während des Projektes
Erfahrungsdaten zu sammeln und in einer Projektdatenbank
zu sichern. Der Hindsight Bias kann seine verzerrende Wir-
kung durch Rückgriff auf gesicherte Erfahrungen bei der
Projektrückschau nicht mehr entfalten.292 Damit auch die
richtigen Erfahrungsdaten gesichert werden, sollte vor der
Projektdurchführung ein Erfahrungssicherungsplan aufge-
stellt werden, der bei der Projektdurchführung konsequent
eingehalten wird. Im Erfahrungssicherungsplan dienen fol-
gende sechs Fragen als Leitlinie: (1) Wer ist für die Da-
tensammlung zuständig? (2) In welchen Bereichen sollen
Erfahrungsdaten gesammelt werden? (3) Welche Personen
sind für die Erfahrungsdatensammlung relevant, weil sie
während des Projektes wichtige Erfahrungsdaten sammeln?
(4) Wie und mit welchen Mitteln sollen die Erfahrungsdaten
289Vgl. Nalewaik und Witt (2009) S. 6-8.
290Vgl. Kurtzman und Greene (2016), S. 31, 42.
291Vgl. Burghardt (2012), S. 594, und Kransdorff (1996), S. 11-15.
292Vgl. Burghardt (2012), S. 593-594, und Kransdorff (1996), S. 11-15.
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gesichert werden? (5) Welchen Personengruppen sollen auf
die Erfahrungsdaten zugreifen können? (6) Wie sollen die
Erfahrungsdaten dauerhaft gesichert werden?293 Diese Form
des Wissensmanagements kann allerdings nur erfolgreich
funktionieren, wenn sie ernsthaft und tiefgründig durchge-
führt wird.294
Eine andere Strategie zur Vermeidung des Hindsight Bi-
as ist die Einbindung eines erfahrenen und externen wis-
senschaftlichen Mitarbeiters. Dieser externe Auditor führt
während der Projektdurchführung wöchentlich 15-minütige
Interviews mit Projektverantwortlichen. Die wichtigsten Er-
kenntnisse hält der Auditor schriftlich fest. Wird die daraus
erwachsene Dokumentation als Maßstab für die Projektrück-
schau genommen, so wird genau ersichtlich, wie Projektvor-
hersagen und Entscheidungsprozesse durchlaufen wurden.
Diese Art der direkten Sicherung von Projekterfahrungen
verringert die Wahrscheinlichkeit, dass die Erinnerung der
Entscheider im Nachhinein durch den Hindsight Bias verzerrt
werden kann.295
Auch das in Kapitel 4.2 bereits erwähnte Consider-the-
Opposite-Verfahren kann zur Vermeidung des Hindsight Bias
eingesetzt werden. Im Rahmen des Wissensmanagements
sollte auch hier geklärt werden, welche alternativen Er-
gebnisse möglich gewesen wären. Dieses Vorgehen wirkt
kognitiven Impulsen, sich nur auf eine Sichtweise zu be-
schränken, entgegen. Der Hindsight Bias wird abgeschwächt
und die Entscheidungsqualität wird deutlich zielführender.
Allerdings kann die Berücksichtigung zu vieler Alternati-
ven bei der Projektrückschau problematisch sein, sodass der
Debiasing-Effekt wieder verringert wird.296
5. Die Realisation von Großprojekten erfolgreich steuern
Das Mega-Project-Paradox besagt: Weltweit werden im-
mer mehr Großprojekte realisiert, obwohl sie fast immer ver-
spätet, überteuert und öffentlich umstritten sind. Als häufi-
gen Grund für die Probleme von Großprojekten nennt die Li-
teratur Biases in der betriebswirtschaftlichen Entscheidungs-
findung.
Weil Psychologen bereits zahlreiche Biases entdeckt und
ausführlich beschrieben haben, müssten Entscheider ihre
Großprojekte eigentlich erfolgreich steuern können. Tat-
sächlich existieren in der Literatur aber kaum Überblicke
über Biases bei betriebswirtschaftlichen Entscheidungen in
Großprojekten. Keiner davon gibt Aufschluss darüber, wel-
che Biases in welcher Phase eines Großprojektes auftreten
und den Projekterfolg gefährden.
Das Ziel dieser Masterarbeit war es, diese Forschungs-
lücke zu schließen. Daher gibt diese Arbeit erstmals einen
Überblick über sechs häufige Biases bei betriebswirtschaftli-
chen Entscheidungen in Großprojekten und stellt geeignete
293Vgl. Burghardt (2012), S. 594.
294Vgl. Roese (2004), S. 268.
295Vgl. Kransdorff (1996), S. 11-15.
296Vgl. Roese und Vohs (2012), S. 418.
Debiasing-Strategien vor. Dazu wurden auf Basis einer aus-
führlichen Literaturrecherche im Verlauf der Arbeit vier For-
schungsfragen beantwortet:
1. Welche betriebswirtschaftlichen Entscheidungen wer-
den in Großprojekten getroffen?
2. Was sind Biases bei betriebswirtschaftlichen Entschei-
dungen in Großprojekten?
3. Welches sind die häufigsten Biases bei betriebswirt-
schaftlichen Entscheidungen in Großprojekten?
4. Wie können diese Biases vermieden bzw. behoben wer-
den?
Insgesamt bestehen Großprojekte aus drei Phasen: Projektde-
finition, Projektdurchführung und Projektabschluss. In jeder
Phase treffen Projektmanager ständig projektrelevante Ent-
scheidungen unter beschränkter Rationalität, d.h. ohne über
vollständige Informationen und ausreichende kognitive Ver-
arbeitungskapazitäten zu verfügen.
Um im Entscheidungsprozess aus mehreren Möglichkei-
ten die zielführendste Alternative auszuwählen, bedienen
sich Entscheider entweder der exakten Optimierung eines
Entscheidungsproblems (System 2) oder Heuristiken (Sys-
tem 1), d.h. gedanklicher Abkürzungen zur Bestimmung
einer näherungsweisen Lösung des Entscheidungsproblems.
Unter ungestörten Bedingungen führen beide Verfahren zu
einer zielführenden Lösung. Häufig verzerren aber Biases
die Optimierungsvorgänge im Entscheidungsprozess. In der
Folge kommt es häufig zu Fehlentscheidungen.
In der Projektdefinitionsphase tritt dabei oft der Opti-
mism Bias auf. Er führt zu Planungen und Vorhersagen, in
denen Projektvorteile überschätzt sowie Projektkosten und
Zeitpläne unterschätzt werden.
In der Phase der Projektdurchführung treten regelmäßig
der Overconfidence Bias, die Escalation of Commitment, der
Sunk Cost Bias und der Reporting Bias auf. Durch den Over-
confidence Bias überschätzen Projektmanager ihre Fähigkeit,
herausragende Leistungen zu vollbringen.
Aufgrund des Escalation of Commitment Bias führt ein
Projektmanager einem scheiternden Projekt zusätzliche Res-
sourcen zu.
Wegen des Sunk Cost Bias werden zusätzliche Investitio-
nen in ein scheiterndes Projekt mit zuvor eingesetzten Res-
sourcen gerechtfertigt.
Der Reporting Bias beschreibt Fehlentscheidungen, die
durch bewusst verzerrte Informationen in Statusberichten
herbeigeführt werden.
In der Projektabschlussphase tritt häufig der Hindsight
Bias auf, wonach der Entscheider in der Projektrückschau
meint, die Handlungsergebnisse bereits vorhergesagt zu ha-
ben.
Die Anerkennung der Existenz von Biases sowie die ge-
zielte Anwendung von Debiasing-Methoden können zu ratio-
naleren und zielführenderen Entscheidungen in Großprojek-
ten führen. Unter Debiasing-Methoden werden alle Maßnah-
men und Aktivitäten zur Verringerung systematischer Denk-
fehler in der Optimierungsphase eines Entscheidungsprozes-
ses verstanden.
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Der Optimism Bias kann durch Vergleichsmethoden wie
Reference Class Forecasting, Data-Mining und informelle Ver-
gleiche vermieden werden.
Gegen die Escalation of Commitment, den Overconfi-
dence Bias und den Sunk Cost Bias können Strategien zum
besseren Verständnis der Biases sowie der Aufbau einer das
Consider-the-Opposite-Verfahren, eine kritische Selbstdistan-
zierung, eine projektinterne Fehlerkultur, klare Kriterien für
den Projekterfolg und der Einsatz eines Advocatus Diaboli
wirken.
Der Reporting Bias kann durch eine Optimierung der
Statusberichterstattung mithilfe grafischer Formate in der
Informationspräsentation, einer häufigeren Statusberichter-
stattung, Projekt-Dashboards, der Anwendung eines Fra-
genkatalogs zur Erstellung eines zielgruppenorientierten
Statusberichts und durch Komplexitätsreduktion verringert
werden. Der Hindsight Bias lässt sich durch Wissensmana-
gement mit Erfahrungssicherungsplänen, externe Auditoren
und das Consider-the-Opposite-Prinzip abschwächen.
Zukünftige Forschungsarbeiten sollten die hier präsen-
tierten Erkenntnisse validieren, vertiefen und erweitern. Dar-
über hinaus sollten sie sich intensiv mit anderen bedeuten-
den Biases bei Entscheidungen in Großprojekten und mög-
lichen Debiasing-Strategien auseinandersetzen. Auch sollten
künftige Arbeiten einen besonderen Fokus auf die Wirkung
von Biases in den drei Projektphasen legen, sodass Entschei-
der mithilfe dieser Erkenntnisse Großprojekte künftig erfolg-
reich steuern sowie budgetgerechter, pünktlicher und öffent-
lich akzeptierter realisieren können.
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