Abstract. This paper deals with the homogenization problem for a one-dimensional parabolic PDE with random stationary mixing coefficients in the presence of a large zero order term. We show that under a proper choice of the scaling factor for the said zero order terms, the family of solutions of the studied problem converges in law, and describe the limit process. It should be noted that the limit dynamics remain random.
Introduction
Our goal is to study the limit, as ε → 0, of a linear parabolic PDE of the form
(1.1) u ε (0, x) = g(x), x ∈ R, where a and c are stationary random fields, and c is centered. Let us recall (see [1] ) that in the periodic case the equation admits homogenization under the natural condition c = 0 ( · stands for the mean value) and that the homogenized operator takes the form
with constantâ andĉ. In contrast with symmetric divergence form parabolic problems, in the presence of the lower order terms the asymptotic behaviour of operators with random coefficients might differ a lot from that of periodic operators.
Homogenization problem for parabolic operators whose coefficients are periodic in spatial variables and random stationary in time, were studied in [4, 5, 14] . It was shown that, under natural mixing assumptions on the coefficients, the critical rate of the potential growth is of order 1/ε. In this case the limit equation is a stochastic PDE.
If the oscillating potential is random stationary (statistically homogeneous) in spatial variables then the range of the oscillations (the power of ε −1 in front of potential c) should depend on the spatial dimension. In this work we deal with a one-dimensional spatial variable and show that the range of oscillation should be of order
. This means that for larger powers of 1 ε the family of solutions is not tight as ε → 0, while for smaller powers of 1 ε the contribution of the potential is asymptotically negligible. It turns out that the Dirichlet forms technique which is usually quite efficient in homogenization problems, does not apply to problem (1.1) because one cannot prove any lower bound for the quadratic form corresponding to the operator (1.1). This is due to the fact that the problem is stated on the whole line R, and not on a compact interval, and that the coefficients of the operator are a.s. unbounded, see the discussion in Section 6. Instead we use the direct approach combining the Feynman-Kac formula with several correctors, Itô calculus and martingale convergence arguments.
The main result of the paper (see Theorem 2.2) states that under proper mixing conditions the solution u ε of eq. (1.1) converges in law to a random field u(x, t) = E g(x + √ã
where B · and W · are independent Brownian motions, E and L y t are respectively the expectation and the local time related to √ã B · , andã,c are constants. The interpretation of this expression is given in the last section of the paper. It is shown that the effective equation is not a standard SPDE but rather a parabolic PDE with random coefficients.
Let us give an intuitive explanation of our result. The Feynman-Kac formula for the solution of eq. (1.1) yields
where E means expectation with respect to the law of the diffusion X ε,x · , the random field c being frozen (or "quenched"). Under the assumptions which we shall make below, one can apply a version of the functional central limit theorem, which tells us that
converges weakly towards cW (x), where W is a standard Wiener process. Now the exponent in the above Feynman-Kac formula reads
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where L y,ε t denotes the local time at time t and point x of the diffusion process {X ε,x }. One might expect that the last integral converges towards the integral of the limiting local time, with respect to the limiting Wiener process. This is one of the results which will be established in this paper.
Our paper is organized as follows. In Section 2, we formulate our assumptions, and the results. In Section 3, we prove some weak convergence results. Section 4 is devoted to the proof of the pointwise convergence of the sequence u ε (t, x), while Section 5 is concerned with convergence in the space of continuous functions. Finally in Section 6 we discuss the limiting PDE.
Set up and statement of the main result
We make the following assumptions:
2) The coefficients {a(x), x ∈ R} and {c(x), x ∈ R} are stationary random fields defined on a probability space (Σ, A, P ), and we assume that 0 < c ≤ a(x) ≤ C, x ∈ R, P a.s., (2.1)
where E denotes expectation with respect to the probability measure P . (A.3) Let F x := σ{a(y), c(y); y ≤ x}, F x := σ{a(y), c(y); y ≥ x}.
We assume that the random fields a and c are φ-mixing in the following sense. Define, for h > 0, φ(h) the mixing coefficient with respect to the σ-algebras from above, as
We suppose that
Consider now the family of Dirichlet forms
. For each initial point x ∈ R, σ ∈ Σ and ε > 0, there exists a continuous Markov process {X ε,σ,x t , t ≥ 0} defined on some probability space (Ω, F , P ε,x,σ ) whose generator is L ε,σ and which starts at time t = 0 from x. The probability may depend on the three parameters ε, x, σ. x will be fixed throughout this paper, so we drop it from now on. Note that the process {X ε,x t , t ≥ 0} is in fact defined on the probability space (Σ × Ω, A ⊗ F , Q ε ) (as such, it is not a Markov process), where the probability Q ε on the product space Σ × Ω is defined as
The Feynman-Kac formula allows us to write down an explicit formula for the solution of eq. (1.1):
where E ε,σ denotes expectation with respect to P ε,σ . Considering assumption (A.2), we define the finite quantities 
The main result of this paper is the following theorem.
where W denotes a one-dimensional standard Brownian motion defined on the probability space (Σ, A, P ) and L y t is the local time at time t and point y of the process {X t , t ≥ 0} defined on (Ω, F , P).
We introduce the notation
The first step in the proof of Theorem 2.2 is to establish the weak convergence of the pair (X ε,x t , Y ε,x t ), which is done in the next section.
Weak convergence
The main result of this section is the following theorem.
weakly, as ε → 0, with
where, as above, L y t is the local time at point y and time t of the Brownian motion {X t , t ≥ 0} defined on (Ω, F , P), and {W y , y ∈ R} is a Wiener process defined on (Σ, A, P ), so that (X, L) and W are independent. Theorem 3.1 will follow easily from Propositions 3.7 and 3.10, as we shall see at the end of this section. Note that all we shall need in the next section is both Propositions 3.7 and 3.10.
Let us first state a consequence of Aronson's estimate, see Lemma II.1.2 in [16] :
There exists κ > 0, which depends only on c and C in (2.1), such that for all ε > 0, r > 0,
We next prove the easiest part of the above result, i.e. we give a proof of Theorem 2.1, since we shall need some of its details later.
Proof of Theorem 2.1. Let {χ(x), x ∈ R} be the zero mean random process given by the formula
We note that from Birkhof's ergodic theorem (see e.g. Theorem 24.1 in [3] ),
Moreover, this random process satisfies the two relations:
We now define
It follows from the Itô-Fukushima decomposition (see [7] or Theorem 0.10 in [11] ) and (3.2) that (here and further below, M X ε,x denotes the martingale part of the process X ε,x )
hence {Z ε } is P a.s. a P-martingale. Moreover, its quadratic variation is given by
It will be proved below in Lemma 3.9 that
in Q ε probability. It now follows from well-known results that P a.s.,
where {B t , t ≥ 0} is a standard Brownian motion defined on the probability space (Ω, F , P). Moreover, for all T > 0,
consequently P a.s.,
Let Φ denote the solution of the ordinary differential equation:
which is defined as follows:
We let
and
We first prove the following proposition.
Proposition 3.3. The sequence of random processes {W ε } converges weakly, as ε → 0, in the space C(R), to a standard Wiener process {W } defined on (Σ, A, P ).
. According to assumptions (A.1), (A.2), (A.3) and the functional central limit theorem (see e.g. [2] , pages 178, 179), it follows that
where {W 1 (x), x ≥ 0} and {W 2 (x), x ≥ 0} are mutually independent standard Brownian motions. Finally we denote by {W (x), x ∈ R} the process defined by
It remains to show why Theorem 3.1 follows from Theorem 2.1 and Proposition 3.3. First we define, for x ∈ R,
We have the following lemma.
Lemma 3.4. As ε → 0,
Proof. Since a(·) is bounded away from zero, a −1 (·) is bounded. Hence the collection of random functions k ε is tight in C(R). It then suffices to show that the finite dimensional marginals converge in law to those of the deterministic function k. But from Birkhoff's ergodic theorem, for any
Denote by C + (R) the space of continuous and increasing functions on R, and by S the map from C(R) × C + (R) into C(R) defined by
Lemma 3.5. The mapping S is continuous, from E = C(R) × C + (R), equipped with the product of the locally uniform topology of C(R) × C(R), into C(R), equipped with the locally uniform topology.
Proof. It suffices to show that for each
But this follows from Lemma 5.8 in [8] .
We now have the following lemma. Lemma 3.6. As ε → 0, Proof. Since k ε converges to a deterministic limit, it follows from a well-known theorem (see e.g. Theorem 4.4 in [2] ) that the pair (W ε , k ε ) converges. Hence from Lemma 3.5, the pair (
The next step is to show that the triple (X ε , W ε , F ε ) converges. This is essentially a consequence of the three following facts: X ε converges, (W ε , F ε ) converges, and the two limits X and (W, F ) are defined on (Ω, F , P) and (Σ, A, P ) respectively. We now prove that fact rigorously.
Proof:. We first choose two arbitrary functionals
Theorem 2.1 tells us that
P a.s., and from Lemma 3.6,
as ε → 0. Hence, from the Bounded Convergence Theorem, we conclude that
It now suffices to note that A :
It follows from Lemma 3.8 that 6) in other words
where {M ε,x t , t ≥ 0} is the continuous martingale
and M X ε,x denotes again the martingale part of the process X ε,x . In particular the quadratic variation of M ε,x is given by the quantity
and the joint quadratic variation of M ε,x and Z ε is 
where
Consequently for each ε > 0,
and by virtue of the Itô-Fukushima decomposition (see [7] or Theorem 0.10 in [11] ), we get for |x| ≤ M + 1
The result follows, by letting M → ∞, with the help of Lemma 3.2.
is a bounded stationary field with zero mean. Letting
and repeating the argument in Lemma 3.8, we get
In the same way as in the proof of Proposition 3.7, one can show that the families {ε 3/2 Θ(
. Indeed, Θ is constructed from θ exactly as Φ from c. Moreover, θ is, exactly as c, a stationary mixing bounded and zero mean random field. Now, multiplying the relation (3.7) by √ ε, we conclude that
in C(R + ) in probability. This implies the desired convergence.
For any f ∈ C b (R) and ε > 0, let us define the process {N f,ε t ; t ≥ 0} by
We now prove the following proposition.
Proposition 3.10. P a.s.,
Proof. Since (X ε,x − Z ε ) converges to zero in probability, (N f,ε t , X ε,x t ) behaves as ε → 0 exactly as (N f,ε t , Z ε t ), hence we consider the two-dimensional martingale (N f,ε t , Z ε t ), and compute its associated bracket process, which takes values in the set of 2 × 2 symmetric matrices. We have
Combining Theorem 2.1, Lemmas 3.5 and 3.9 we obtain that this R 4 -valued process converges P a.s. in P law towards
We then conclude that P a.s.,
in P law, where
The statement below is a straightforward consequence of Birkhoff's ergodic theorem.
Proposition 3.11. For any N > 0, x ∈ R and f ∈ C(R) the following convergence holds P a.s.
We now establish the version of (3.6) for ε = 0, which is an Itô type formula for the process {F (x + X t ), t ≥ 0}, where F (y) := c a y 0 W (z) dz, y ∈ R. More precisely, we have the following lemma.
Lemma 3.12. For any t ≥ 0 and x ∈ R, we have
Proof. We prove this formula by using smooth approximations of the process {W }, obtained by convolution. Let ρ be a C From the uniform continuity of W on compacts, W n − W C(K) → 0, P a.s., as n → ∞, for any compact set K in R. Moreover, taking into account the fact that W is a standard Brownian motion, we get
for y ∈ R. Set
Itô's formula applied to the process {F n (x + X t ), t ≥ 0} gives
Recall that {x + X t , t ≥ 0} is a non-standard Brownian motion independent of {W }. It is easy to see that the left-hand side in the last formula tends to F (x + X t ) − F (x), P × P a.s., as n → ∞. Moreover,
, ds × P × P a.e., as n → ∞, and moreover the sequence {(W n (x + X s )) 2 , n ≥ 1} is ds × P × P uniformly integrable on [0, t] × Σ × Ω, thanks to (3.10).
Finally, from the occupation time formula for continuous semimartingales (see e.g. Corollary 1.6, page 209 in [15] ), with {L · t } denoting the the local time of the process {X s , 0 ≤ s ≤ t},
, P a.s., as n → ∞ (for more details see Section 5.7 in [10] ). We used again the fact that the Brownian motions {X t , t ≥ 0} and {W (y), y ∈ R} are independent. Passing now to the limit in the formula (3.11) we get the desired result.
We can finally proceed with the following proof.
Proof of Theorem 3.1. Since the mapping
is continuous, if we equip the three spaces with the topology of uniform convergence on compact sets, we first conclude from Proposition 3.7 that
Hence from the formulas for M ε,x t and M ε,x , Z ε t above, and Lemma 3.9, we deduce easily that
and consequently
From Proposition 3.7, those convergences are joint with those of (X ε,x · , F ε ). Consequently
The convergence Y 
Pointwise convergence of the sequence u ε
The first part of this section is devoted to establishing uniform integrability estimates for the exponent in the Feynman-Kac formula (Propositions 4.4 and 4.5) which are essential for the proof of the pointwise convergence part of Theorem 2.2, to which the second part of this section is devoted.
We first define the following R + -valued random variables, for 0 < γ < 1/2, ε ≥ 0:
Lemma 4.1. For any 0 < γ < 1/2 and ε 0 > 0, the collection of random variables {ξ γ,ε , 0 < ε ≤ ε 0 } is tight.
Proof. Due to the symmetry it is sufficient to estimate |W ε (x)| for x > 0. We have
By Proposition 7.2.6. in [6] the process η t is stationary and |η t | ≤ c 1 a.s. with a non-random constant c 1 . Moreover, t 0 c(r) dr − η t is a square integrable G t martingale. Denote it by N t . Clearly,
and thus we deduce from Doob's inequality
Summing up over j ≥ 1, we deduce that
The lemma is established.
Remark 4.2.
We can in fact show that, as ε → 0,
provided again 0 < γ < 1/2, but we shall not use that result.
We next state a result, which is an immediate consequence of Lemma 3.2.
Lemma 4.3. There exists a continuous mapping
We next establish the following proposition.
Proposition 4.4. For any 0 < γ < 1/2, there exists a continuous mapping
Proof. Since from (3.6) and (3.5)
we obtain
Clearly, it suffices to estimate each factor on the r.h.s. of (4.2) separately.
where we have used Lemma 3.2 for the last inequality. The second factor on the r.h.s. of (4.2) can be estimated as follows
The first term on the r.h.s. does not exceed 1. For the second one we have by Jensen's inequality
where we have again used Lemma 3.2 for the last inequality. The result clearly follows.
Clearly, the same proof allows us to establish the slightly more general proposition.
Proposition 4.5. Let {τ ε , ε ≥ 0} be a collection of stopping times such that 0 ≤ τ ε ≤ t P × P a.s. Then for any 0 < γ < 1/2,
where Ψ γ : R + → R + is the mapping which appeared in (4.1).
We can now proceed with the following proof.
Proof of the pointwise convergence in Theorem 2.2. We will now show that for each (t, x) ∈ R + × R, u ε (t, x) ⇒ u(t, x), as ε → 0. We delete the parameters t and x. It suffices to show that for any ϕ ∈ C(R; [0, 1]), ϕ Lipschitz continuous, as ε → 0,
, and (recall (3.6) and (3.5))
The fact that this Y equals the exponent in the Feynman-Kac formula for u(t, x) follows from (3.8). We first approximate Y ε by Y ε,M as follows. For each ε > 0, M > 0, let
We postpone the proof of the following lemma.
Lemma 4.6.
Since the collection of random processes {W ε (y); y ∈ R} is P -tight, for all δ > 0, there exists N ∈ N and
and finally
However, we can and will assume that for some 0 < γ < 1/2,
We now develop
The last term in the above right-hand side is bounded in absolute value by δ. Now for 1 ≤ k ≤ N ,
We postpone the proofs of following lemmas.
Lemma 4.7. There exists a constant C, which depends only on t, f δ,k ∞ and the constants appearing in It follows readily from Propositions 3.10 and 3.11 together with Lemma 4.7 that, as ε → 0,
s., where
Let B δ k , 1 ≤ k ≤ N , denote the sets defined exactly as the B δ,ε k 's, but with W ε replaced by W . The boundaries of those sets being of zero Wiener measure, we conclude from the last statement and the fact that W ε ⇒ W that as ε → 0,
Now, in the same way as above we obtain
All we need to conclude the proof is the next lemma.
Lemma 4.9. 
where 0 < γ < 1/2 and Ψ γ (ξ γ,ε ) appears in Propositions 4.4 and 4.5. Since the latter is P -tight (for ε > 0), we can choose L = L η such that the second term in the last expression above is less than η/2. It remains to choose M large enough (exploiting this time the tightness of {X ε,x ; ε > 0}) such that
Proof of Lemma 4.7. There exist two constants c 1 and c 2 such that
.
Homogenization of random PDE
537
The bound for the first factor on the right follows from Lemma 3.2, and the bound for the second factor follows easily from the boundedness of both f δ,k and
Proof of Lemma 4.8. We have, by an argument similar to that in the proof of Lemma 4.6,
The end of the proof is similar to that of Lemma 4.6.
Proof of Lemma 4.9. This proof is similar to that of Lemma 4.8.
and on the set B δ k , using in particular (4.4), 
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The result follows.
We finally establish the tightness result. All we need to show is the following theorem. The first factor in the last expression contributes to the coefficient Φ(T, M, ξ γ,ε ) in (5.2), while the difference between the second factor and
contributes to ρ ε . Now the absolute value of the second term in the right-hand side of (5.3) is dominated by cE(A ε + B ε ), where
Proof. We need to show that u, given by the formula u(t, x) = E g(X , and solves the parabolic PDE (6.2). For that sake, we first define an approximation of the Wiener process W , by the formula W n (x) = [(W * ρ n )(x) ∧ n] ∨ (−n), where * stands for the convolution operation, and ρ n (x) := nρ(nx), ρ is a smooth map from R into R + with compact support, such that
