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LOCAL EXCHANGEABILITY
By Trevor Campbell∗, Saifuddin Syed∗, Chiao-Yu Yang†,
Michael I. Jordan†, and Tamara Broderick‡
University of British Columbia∗, University of California, Berkeley†, and
Massachusetts Institute of Technology‡
Exchangeability—in which the distribution of an infinite sequence
is invariant to reorderings of its elements—implies the existence of
a simple conditional independence structure that may be leveraged
in the design of probabilistic models, efficient inference algorithms,
and randomization-based testing procedures. In practice, however,
this assumption is too strong an idealization; the distribution typi-
cally fails to be exactly invariant to permutations and de Finetti’s
representation theory does not apply. Thus there is the need for
a distributional assumption that is both weak enough to hold in
practice, and strong enough to guarantee a useful underlying represen-
tation. We introduce a relaxed notion of local exchangeability—where
swapping data associated with nearby covariates causes a bounded
change in the distribution. We prove that locally exchangeable pro-
cesses correspond to independent observations from an underlying
measure-valued stochastic process. We thereby show that de Finetti’s
theorem is robust to perturbation and provide further justification
for the Bayesian modelling approach. Using this probabilistic result,
we develop three novel statistical procedures for (1) estimating the
underlying process via local empirical measures, (2) testing via local
randomization, and (3) estimating the canonical premetric of local
exchangeability. These three procedures extend the applicability of
previous exchangeability-based methods without sacrificing rigorous
statistical guarantees. The paper concludes with examples of popular
statistical models that exhibit local exchangeability.
1. Introduction. LetX = X1, X2, . . . be an infinite sequence of random
elements in a standard Borel space (X ,Σ). The sequence is said to be
exchangeable if for any finite permutation pi of N,
X1, X2, . . .
d
= Xpi(1), Xpi(2), . . . .
At first sight this assumption appears innocent; intuitively, it suggests only
that the order in which observations appear provides no information about
those or future observations. But despite its apparent innocence, exchange-
ability has a powerful implication. In particular, the well-known de Finetti’s
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2 T. CAMPBELL ET AL.
theorem (e.g. Kallenberg, 2002, Theorem 11.10) states that an infinite se-
quence is exchangeable if and only if it is mixture of i.i.d. sequences, i.e.,
there exists a unique random measure G on X such that
P (X ∈ · |G) a.s.= G∞,(1)
whereG∞ is the countable infinite product measure constructed fromG. Thus,
exchangeability provides a strong justification for the Bayesian approach to
modeling (Jordan, 2010), and guarantees a latent conditional independence
structure of X useful in the design of computationally efficient inference
algorithms. Exchangeability is also the basis of well-known nonparametric
permutation testing procedures (Pitman, 1937a,b,c)(Fisher, 1966, Ch. 3).
However, although exchangeability may be a useful idealization in modeling
and analysis, many data come with covariates that preclude an honest belief
in its validity. For example, given a corpus of documents tagged by publication
date, one might reasonably expect the data to exhibit a time-dependence that
is incompatible with exchangeability. Nevertheless, one might still expect the
distribution not to change too much if we permuted documents published
only one day apart; i.e., observations with similar covariates are intuitively
“nearly exchangeable.” In this work, we investigate how to codify this intuition
precisely, and whether it provides benefits akin to exchangeability in the
design of statistical models and methods.
One option is partial exchangeability (de Finetti, 1938; Lauritzen, 1974;
Diaconis and Freedman, 1978; Camerlenghi et al., 2019): formally, we endow
each observation Xn with a covariate tn from a set T , and assert that the
sequence distribution is invariant only to reordering observations with equal
covariate values. Under this assumption as well as the availability of infinitely
many observations at each covariate value, we have a similar representation
of X as a mixture of independent sequences given random measures (Gt)t∈T ,
P (X ∈ · | (Gt)t∈T ) a.s.=
∞∏
n=1
Gtn .
The random measures (Gt)t∈T can have an arbitrary dependence on one
another; partially exchangeable sequences encompass those that are exchange-
able (where the covariate does not matter), decoupled (where subsequences
for each different covariate value are mutually independent), and the full
range of models in between. Thus, partial exchangeability does not enforce
the desideratum that observations with nearby covariates should have a
similar law, and is too weak to be useful for restricting the class of underlying
mixing measures for the data.
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In this work, we introduce a new notion of local exchangeability—lying
between partial and exact exchangeability—in which swapping data asso-
ciated with nearby covariates causes a bounded change in total variation
distance. We begin by studying probabilistic properties of locally exchange-
able processes in Section 2. The main result from this section is in the
spirit of de Finetti’s theorem: we prove that locally exchangeable processes
correspond to independent observations from a unique underlying smooth
measure-valued stochastic process. To the best of our knowledge, this is
the first representation theorem to arise from an approximate probabilistic
symmetry. Further, the existence of such an underlying process not only
shows that de Finetti’s theorem is robust to perturbations away from exact
exchangeability, justifying the Bayesian analysis of real data, but also imposes
a useful constraint on the space of models one should consider when dealing
with locally exchangeable data.
Next in Sections 3 to 5, we use this and other results from Section 2
to develop novel statistical procedures for locally exchangeable data. In
particular, we provide (1) a method for estimating the underlying measure
process via local empirical measures, (2) a method for performing exact
local randomization tests, and (3) a method for estimating the degree of
locality of exchangeability. All of these procedures rely on the intuition that
locally exchangeable observations from nearby covariates are nearly as good
as exchangeable observations for the purposes of estimation and testing.
Finally, in Section 6, we provide numerous examples of statistical models
whose data are locally exchangeable but not exchangeable, including Gaussian
process regression (Rasmussen and Williams, 2006), dependent Dirichlet
process mixture models (MacEachern, 1999, 2000), kernel beta process latent
feature models (Ren et al., 2011), and dynamic topic models (Blei and
Lafferty, 2006; Wang, Blei and Heckerman, 2008). The paper concludes with
a discussion of directions for future work. Proofs of all results are provided
in Appendix A, with supporting technical lemmata in Appendix B.
1.1. Related work. Beyond de Finetti’s original result for infinite binary
sequences (de Finetti, 1931) and its extensions to more general range spaces
(de Finetti, 1937; Hewitt and Savage, 1955)—see Aldous (1985) for an in-
depth introduction—correspondences between probabilistic invariances and
conditional latent structure (known as representation theorems) have been
studied extensively. For example, it has been shown that a finite exchangeable
sequence corresponds to a mixture of urn models, and that if the sequence is
also extendable it is close to a mixture of i.i.d. sequences (Diaconis, 1977;
Diaconis and Freedman, 1980a). Further notions of exchangeability and
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corresponding latent conditional structure now exist for a wide variety of
probabilistic models, such as arrays (Aldous, 1981; Hoover, 1979; Austin
and Panchenko, 2014; Jung et al., 2018), Markov processes (Diaconis and
Freedman, 1980b), networks (Caron and Fox, 2017; Veitch and Roy, 2015;
Borgs et al., 2018; Crane and Dempsey, 2016a; Cai, Campbell and Broderick,
2016; Janson, 2017), combinatorial structures (Kingman, 1978; Pitman, 1995;
Broderick, Pitman and Jordan, 2013; Campbell, Cai and Broderick, 2018;
Crane and Dempsey, 2016b), random measures (Kallenberg, 1990), and more
(Diaconis, 1988; Kallenberg, 2005; Orbanz and Roy, 2015). To the best of
the authors’ knowledge, all past work on probabilistic invariance and its
consequences have pertained to exact invariance.
2. Local exchangeability. Let X = (Xt)t∈T be a stochastic process
on a set T taking values in a standard Borel space (X ,Σ). To encode distance
between covariates, we endow the set T with a premetric d : T × T → [0, 1]
satisfying d(t, t′) = d(t′, t) and d(t, t) = 0 for t, t′ ∈ T . We also assume
throughout that there exists a countable subset T ⊆ T such that for all
t ∈ T and  > 0, |{t′ ∈ T : d(t, t′) < }| =∞. If d is a metric, this condition
is equivalent to T being separable with no isolated points under d.
We will formalize local exchangeability based on the finite dimensional
projections of X. For any finite subset T ⊂ T , define the restriction XT =
(Xt)t∈T , and for any bijection pi : T → T , denote the corresponding permuted
random element by XpiT . Definition 1 captures the notion that observations
with similar covariates should be close to exchangeable, i.e., the total variation
between XT and XpiT is small as long as the distances between elements of
T and piT are small.
Definition 1. The process X is locally exchangeable with respect to a
premetric d if for any finite subset T ⊂ T and bijection pi : T → T ,
dTV(XT , XpiT ) ≤
∑
t∈T
d(t, pi(t)).(2)
For example, suppose X are the noisy observations from a Gaussian process
regression model with input space R. If obtaining multiple observations at the
same spatial point is possible, we must choose the stochastic process index
set T to allow for this. An appropriate choice is T = R× N, where the first
component denotes the location of the observation, and the second denotes
the index of the observation at that location; e.g., (0.4, 3) would denote the 3rd
observation at location 0.4. In Section 6, we will show that the observations X
are often locally exchangeable under the premetric d(t, t′) = min(C|x−x′|, 1),
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where t = (x, n), t′ = (x′, n′), x, x′ ∈ R, n, n′ ∈ N, and C is a constant
depending on the choice of kernel. In this case, observations at the same
spatial point x = x′ are thought to be exactly exchangeable (since d(t, t′) = 0
in this case), while observations taken at points of increasing distance from
one another are thought to be progressively less exchangeable. If having
multiple observations at one location is not possible, setting T = R and
d(x, x′) = min(C|x− x′|, 1) would suffice.
To quantify differences in distributions, Definition 1 employs the total
variation distance, which for random elements Y,Z in a measurable space
(Y,Ξ) is defined as
dTV(Y,Z) := sup
A∈Ξ
|P(Y ∈ A)− P(Z ∈ A)| .
The choice of total variation distance (as opposed to other metrics and
divergences, see e.g. (Gibbs and Su, 2002)) is motivated by its symmetry
and generality; in particular, it imposes no additional structure beyond that
of a measurable space on (X ,Σ).
We use a premetric with range [0, 1] because total variation always lies in
this range, and so any valid bound in Eq. (2) for a premetric d : T ×T → R+
can be improved simply by replacing with min(d, 1). The boundedness of
d will also prove useful in deriving theoretical guarantees on statistical
procedures related to local exchangeability in Sections 3 and 4. Further,
we make d a premetric—as opposed to a (pseudo)metric, say—to avoid
unnecessary conditions, e.g., the triangle inequality and positive definiteness.
There are three key useful aspects of Definition 1. First, local exchangeabil-
ity generalizes (partial) exchangeability. For example, the discrete premetric
(d(t, t′) = 0 if t and t′ are in an equivalence class, and otherwise d(t, t′) = 1)
yields partial exchangeability, and the zero premetric (where d(t, t′) = 0
identically) yields classical exchangeability. Second, it extends to the case of
countable covariate sets and injection mappings via Proposition 2.
Proposition 2. If X is locally exchangeable, then for any countable
subset T∞ ⊂ T and injection pi : T → T ,
dTV(XT∞ , XpiT∞) ≤
∑
t∈T∞
2d(t, pi(t)).
Third, Definition 1 has an easy-to-verify sufficient condition given by
Proposition 3. This condition is useful because it can be cumbersome to
determine whether a process is locally exchangeable, not to mention picking a
suitable premetric d. Proposition 3 shows that for a general class of processes,
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d can be determined by the canonical premetric dc : T × T → R+ of the
process. In particular, if the values of X are conditionally independent given
some underlying distributions indexed by T , then d may be selected based
on how quickly the mean total variation between those distributions varies
across T . This technique will be used extensively in Section 6 for the analysis
of popular statistical models.
Proposition 3. Suppose there exists a σ-algebra that renders the values
of the process X at any finite subset of covariates T conditionally independent,
and let Gt be the corresponding conditional distribution of Xt. Then X is
locally exchangeable if
∀t, t′ ∈ T dc(t, t′) := E [dTV(Gt, Gt′)] ≤ d(t, t′).(3)
2.1. de Finetti representation. It remains to show whether Definition 1
is a useful assumption in practical modeling and computation, and whether
it provides justification for a Bayesian approach. One way of achieving this
would be to obtain a de Finetti-like representation of a form similar to Eq. (1).
Theorem 4 shows that such a representation indeed does exist: for any locally
exchangeable process X, (a) there is a unique probability measure-valued
process G that renders X conditionally independent, and (b) G satisfies a
continuity property with the same “smoothness” as the observed process. For
the precise statement of the result in Theorem 4, recall that a modification
of a stochastic process G on T is any other process G′ on T such that
∀t ∈ T , P (Gt = G′t) = 1.
Theorem 4. The process X is locally exchangeable if and only if there
exists a random measure-valued stochastic process G = (Gt)t∈T (unique up
to modification) such that for any finite subset of covariates T ⊂ T and any
permutation pi : T → T ,
P (XT ∈·|G) a.s.= GT GT :=
∏
t∈T
Gt
and
sup
A
E |GT (A)−GpiT (A)| ≤
∑
t∈T
d(t, pi(t)).(4)
2.2. Regularity. The smoothness property of G in Eq. (4) may seem un-
satisfying at a first glance; it bounds the absolute difference in the underlying
mixing measure process at nearby locations only in expectation, leaving room
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for the possibility of sample discontinuities in Gt as a function of t. However,
there are many probabilistic models that, intuitively, generate observations
that should be considered locally exchangeable but which have discontinuous
latent mixing measures. For example, some dynamic nonparametric mixture
models (Lin and Fisher, 2010; Chen et al., 2013) have components that are
created and destroyed over time, causing discrete jumps in the mixing mea-
sure. But if the jumps happen at nonatomic random times, the probability
of a jump occurring between two times decreases as the difference in time
decreases, rendering the marginal distribution of the observations locally
exchangeable. In general, as long as any discontinuities have a nonatomic
random location in T , the process may still be locally exchangeable.
Corollary 5. If X is locally exchangeable, then any weak discontinuities
in the process G must have a nonatomic random location.
That being said, it is worth examining whether different guarantees on
properties of the underlying measure process G result as a consequence of
different properties of the premetric d. Theorem 6 answers this question in
the affirmative for processes on T = R; in particular, the faster the decay
of d(x, x′) relative to |x− x′| as x→ x′, the stronger the guarantees on the
behavior of the mixing measure G. Note that while this result is presented
for covariate space R, the result can be extended to processes on R× N and
more general separable spaces (Pothoff, 2009, Theorems 2.8, 2.9, 4.5).
Theorem 6. Let X be a locally exchangeable stochastic process on T = R,
and let d(t, t′) = O(|t− t′|1+γ) as |t− t′| → 0 for γ ≥ 0. Then:
1. (γ > 1): G is a constant process, and X is exchangeable.
2. (0 < γ ≤ 1): G is locally α-Ho¨lder continuous in the weak topology for
any α ∈ (0, γ) and weak-sense stationary, and X is stationary.
3. (γ = 0): G may have no continuous modification.
Remark. A rough converse of the first point holds: X exchangeable
implies constant G, and d(t, t′) = 0 is trivially O(|t− t′|1+γ) for γ > 1. But
a similar claim for the second point is not true in general: X stationary and
locally exchangeable does not necessarily imply that d(t, t′) = O(|t−t′|1+γ) for
0 < γ ≤ 1. For a counterexample, consider a square wave shifted by a uniform
random variable, i.e., the process Xt = sgn sin(2pi(t− U)) for U ∼ Unif[0, 1].
Here Xt is stationary and locally exchangeable with d(t, t
′) = min(|t− t′|, 1)
by Proposition 3, but |t− t′| 6= O(|t− t′|1+γ) for any γ > 0 as |t− t′| → 0.
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2.3. Approximate sufficiency. In the classical setting of exchangeable
sequences X1, X2, . . . , de Finetti’s theorem (1) not only guarantees the
existence of a mixing measure G, but also shows that the empirical measure
Ĝ :=
∑N
n=1 δXn is a sufficient statistic for G. In other words, for all bounded
measurable functions h : XN → R,
E
[
h(X1, . . . , XN )|Ĝ,G
]
= E
[
h(X1, . . . , XN )|Ĝ
]
.
Thus the conditional distribution of G given the observed data is the same
whether we have knowledge of Ĝ or (X1, . . . , XN ) itself. In the setting of
local exchangeability, the question of how important the covariate values are
in inferring the measure-valued process G is relevant in practice: we don’t
often get to observe the true covariate values {t1, . . . , tN} = T ⊂ T , but
rather discretized versions that are grouped into “bins.” For example, if XT
corresponds to observed document data with timestamps T , we may know
those timestamps up to only a certain precision (e.g. days, months, years).
This section shows that a quantity analogous to the empirical measure
is approximately sufficient for G, and the error of approximation decays
smoothly by an amount corresponding to the uncertainty in covariate values.
Formally, suppose we partition our covariate space T into disjoint bins
{Tk}∞k=1, where each bin has observations Tk = Tk ∩ T . We may use a finite
partition by setting all but finitely many Tk to the empty set. We will
encode our lack of precise knowledge of T as randomness: Tk ∼ µk, where
µk is a probability distribution capturing our belief of how the unobserved
covariates are generated within each bin. Following the intuition from the
classical de Finetti’s theorem, we define the binned empirical measures
Ĝk =
∑
t∈Tk δXt , Ĝ := (Ĝ1, Ĝ2, . . . ), and let G denote the subgroup of
permutations pi : T → T that permute observations only within each bin, i.e.,
such that ∀k ∈ N, pi(Tk) = Tk. Note that |G| =
∏∞
k=1 |Tk|! <∞ since there
are only finitely many observations in total. Unlike classical exchangeability,
Ĝ is in general not a sufficient statistic for G; but Theorem 7 guarantees
that Ĝ is approximately sufficient, with error that depends on (µk)
∞
k=1.
Theorem 7. If X is locally exchangeable, and h : X T → R is a bounded
measurable function,
E
∣∣∣E [h(XT ) | Ĝ,G]− E [h(XT ) | Ĝ]∣∣∣ ≤ 4‖h‖∞E[∑
t∈T
d(t, pi(t))
]
,(5)
where pi ∼ Unif (G) and Tk indep∼ µk.
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Remark. Note that the expectation on the right hand side averages over
the randomness both in the uncertain covariates T and the permutation pi.
If X is exchangeable within each bin Tk, Theorem 7 states that Ĝ is exactly
sufficient for G, as desired. Further, the deviance from sufficiency is controlled
by the deviance from exchangeability within each bin. In particular,
E
[∑
t∈T
d(t, pi(t))
]
≤
∞∑
k=1
|Tk| diam Tk ≤ |T | sup
k
{diam Tk},(6)
where diam Tk := supt,t′∈Tk d(t, t′). Both bounds are independent of µk; if
we are unwilling to express our uncertainty in the binned covariates as a
distribution, the bounds in Eq. (6) still provide approximate sufficiency of Ĝ.
3. Inference via local empirical measures. In data analysis prob-
lems where we have observations taken from a stochastic process, it is often
tempting to use observed data to draw conclusions about the process at
nearby covariates. For example, given a dataset of house sale prices at certain
locations in a city, we might want to estimate or test hypotheses about
the price distribution at some other unobserved location. If we make the
assumption that the underlying phenomenon driving house prices varies
roughly smoothly over the city, we might suspect that sale prices of nearby
houses are likely to be informative about the putative sale price of a house at
a new location. In this section, we show that local exchangeability provides a
rigorous avenue—via the local empirical measure process—for estimating and
testing properties of the underlying measure process G using data, as well as
approximating the Bayesian predictive distribution. Note that we make no
assumption about the model aside from local exchangeability; the procedures
are nonparametric, and no priors or likelihoods need to be selected.
3.1. Local empirical measure process. Suppose we have observations XT
of a locally exchangeable stochastic process X at finitely many covariates
T ⊂ T , and we are interested in using this data to make inferences about the
measure Gτ at some τ ∈ T . We define the local empirical measure process
Ĝ := (Ĝτ )τ∈T , Ĝτ :=
∑
t∈T
ξt(τ)δXt ,(7)
where the ξt : T → [0, 1] are weighting functions satisfying ∀τ ∈ T ,∑
t∈T ξt(τ) = 1. These functions vary over the covariate space T and capture
how “representative” each Xt is of Gτ ; intuitively, ξt(τ) should be large when
d(τ, t) is small, and vice versa. We will use Ĝ as a computable surrogate
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for G in testing and estimation procedures related to the expectation of a
bounded measurable function h : X → [0, 1],
Gt(h) :=
∫
h(x)dGt(x) ≈
∫
h(x)dĜt(x) =: Ĝt(h).
3.2. Estimation error. Theorem 8 provides bounds on both the expected
squared estimation error (Eq. (9)) as well as error tail probabilities (Eq. (10))
when using the local empirical measure Ĝ in place of G. Each bound in
Eqs. (9) and (10) has two terms: the first is related to the variance incurred
by estimation via independent sampling, and the second is related to the
bias incurred by using observations from t 6= τ to estimate Gτ (h). Each bias
term involves the coefficients bh,t(τ) defined in Eq. (8); these quantify the
error involved in approximating h with a simple function, a necessary step
in using local exchangeability to bound the bias error terms. We provide
a simple method for computing bh,t(τ) in Section 3.3 below, as well as an
optimal setting of ξt(τ) (with respect to the bound Eq. (9)) in Section 3.4.
All of the bounds depend only on quantities that are known before data are
collected, and so can be used in the design of experiments. For example, the
tail bound in Eq. (10) may be used in the design of confidence intervals.
Theorem 8. Let HK be the set of simple functions hˆ : X → [0, 1] with
K levels, and for hˆ =
∑K
k=1 hˆk1Ak ∈ HK , let |hˆ| :=
∑K
k=1 hˆk. For each t ∈ T
and h : X → [0, 1], define
bh,t(τ) := inf
hˆ∈HK ,K∈N
|hˆ|d(t, τ) + 2‖h− hˆ‖∞.(8)
Then
E
[(
Ĝτ (h)−Gτ (h)
)2] ≤ 1
4
∑
t∈T
ξ2t (τ) +
∑
t∈T
ξt(τ)bh,t(τ),(9)
and
P
(∣∣∣Ĝτ (h)−Gτ (h)∣∣∣ > δ) ≤ inf
0<<δ
2 exp
(
− 2
2∑
t∈T ξ
2
t (τ)
)
+(10)
(δ − )−1
∑
t∈T
ξt(τ)bh,t(τ).
3.3. Computing the coefficients bh,t(τ). Since Eqs. (9) and (10) are both
monotonically increasing in bh,t(τ), we can replace bh,t(τ) with any suitable
upper bound. Proposition 9 provides a simple bound bh,t(τ) ≤ 2
√
d(t, τ) that
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Algorithm 1 Computing the local empirical measure process Ĝ
Require: finite set of observations (Xt)t∈T , covariate τ ∈ T
For each t ∈ T , compute bounds bt ≥ bh,t(τ) (e.g., from Proposition 9)
Sort covariates in T such that bt1 ≤ · · · ≤ bt|T |
Set M = max
{
J ∈ [|T |] : 1
J
(
1 +
∑J
i=1 2bti
)
> 2btJ
}
For j ≤M , set ξtj (τ) = −2btj + 1M
(
1 +
∑M
i=1 2bti
)
For j > M , set ξtj (τ) = 0
return Ĝτ =
∑
t∈T ξt(τ)δXt
applies regardless of the choice of h. Note that when h is well-approximated
by a simple function, however, there may be suitable bounds bh,t(τ) that
are significantly tighter than this bound. For example, if h is the indicator
function h = 1A of a set A ⊆ X , we may use bh,t(τ) = d(t, τ).
Proposition 9. For any h : X → [0, 1] and t ∈ T ,
∀τ ∈ T , bh,t(τ) ≤ 2
√
d(t, τ) .
3.4. Optimal weighting functions (ξt)t∈T . In order to select the weighting
functions (ξt)t∈T in the local empirical measure Ĝ in Eq. (7), we minimize
the expected squared estimation error bound in Eq. (9). For a fixed value
of τ ∈ T , let bt ≥ bh,t(τ) for t ∈ T be any set of upper bounds, and order
T = (t1, . . . , t|T |) such that bti ≤ btj iff i ≤ j. Then we can rewrite the
expected squared estimation error bound in Eq. (9) as
ξ :=
 ξt1(τ)...
ξt|T |(τ)
 , b :=
 bt1...
bt|T |
 , E [(Ĝτ (h)−Gτ (h))2] ≤ 1
4
ξT ξ + ξT b.
Minimizing this upper bound over ξ is equivalent to finding the projection
of the point −2b onto the unit simplex; Algorithm 1 provides a simple
O(|T | log |T |) algorithm (Gafni and Bertsekas, 1984; Duchi et al., 2008) that
obtains the optimal coefficients (ξt(τ))t∈T by Lemma 18 in Appendix B.
Intuitively, this algorithm (1) sorts the covariates in T in order of increasing
distance away from τ , and (2) proceeds one-by-one through the sorted covari-
ates, automatically performing the cost-benefit analysis of decreased variance
but increased bias in the estimate caused by including another observation
Xt in the empirical measure. Once the procedure reaches sufficiently far-away
covariates, the decrease in variance is no longer worth the increase in bias,
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and the procedure stops and outputs the local empirical measure. Note
that Algorithm 1 is always guaranteed to select at least one observation
Xt to include in the empirical measure. Because all of the computations in
Algorithm 1 occur before observing data, one can use the resulting optimized
weights in the bounds in Theorem 8.
3.5. Asymptotic consistency. Given optimized weights ξt(τ), Corollary 10
provides sufficient and necessary conditions for the error bounds to converge
to 0 asymptotically as we take more measurements from the process X.
Corollary 10. Suppose we make observations at the sequence of covari-
ates (tn)
N
n=1, and use Algorithm 1 to compute the local empirical measure at
τ ∈ T using the coefficients bh,t(τ). Then as N →∞, the bounds in Eqs. (9)
and (10) converge to 0, and thus
Ĝτ (h)
p→ Gτ (h),
if and only if there exists a subsequence (tni)
∞
i=1 such that bh,tni (τ)→ 0.
3.6. Bayesian posterior predictive distributions. Theorem 8 provides guar-
antees on using the local empirical measure process to estimate the true
underlying de Finetti directing measure G in a frequentist setting. Corol-
lary 11 below shows that similar guarantees hold in the Bayesian setting
as well, in the sense that the expectation of a test function h : X → [0, 1]
under the posterior predictive distribution at τ ∈ T is well-approximated by
the same under the local empirical measure at τ ∈ T . Note that the result
in Corollary 11 applies in expectation and with high probability under the
data generating distribution. Obtaining similar guarantees for a fixed dataset
would require the use of Bayes’ rule with a known prior distribution for G.
Corollary 11. Eqs. (9) and (10) also hold when Gτ (h), τ /∈ T is
replaced with the Bayesian predictive posterior expectation E [h(Xτ ) |XT ].
3.7. Example application. We demonstrate the application of Algorithm 1
on the Chapel Hill bicycle crash dataset,1 consisting of 11,266 crash events
from the year 2007 to 2017. Each event includes the severity of biker injury
(“none,” “possible,” “minor,” “major,” and “killed”) as well as 54 other
covariates such as biker age, time of day, road conditions, driver vehicle type,
1Dataset publicly available at https://www.chapelhillopendata.org/explore/dataset/
bicycle-crash-data-chapel-hill-region. Code for all experiments available at https:
//www.github.com/trevorcampbell/localexch.
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(a) (b)
Fig 1: Results from estimating the probability of a severe outcome in the
crash dataset at 50 evenly-spaced times of day using local empirical measures.
(1a): The fraction of severe outcomes at each hour (grey bars) and curves
of estimates produced by the local empirical measure for four values of the
premetric weight λ. (1b): The average number of atoms (nonzero weights)
in the local empirical measure as a function of λ. The bias incurred by
pooling nearby observations increases with λ. To counteract this penalty,
Algorithm 1 produces local empirical measures with fewer nonzero weights
and higher-variance estimates.
etc. In this example, we aim to estimate the probability of a severe outcome
(major injury or death of the biker) as a function of the time of day t of the
crash, measured in hours. We use a premetric of local exchangeability that
captures the cyclical nature of the time of day,
d(t, t′) = min
{
1, λ|t− t′|, λ (24− |t− t′|)} ,
parametrized by a weight λ ≥ 0 that controls how much we expect the
severe outcome probability to vary as a function of time of day. Larger
values of λ indicate more possible variation, and hence less confidence in
pooling data with nearby covariates during estimation. In the extremes,
λ = 0 corresponds to exchangeable observations, while λ→∞ corresponds
to partially exchangeable observations binned by time of day. Finally, since
h is the indicator function for severe crash outcomes, we compute the local
empirical measure using Algorithm 1 with bh,t(τ) = d(t, τ) per Section 3.3.
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Fig 2: Computation time, in seconds, for the local empirical measure es-
timation procedure as a function of the number of data points. We plot
50 independent trials, each as a separate line with transparency. Note the
roughly linear trend; in the worst case Algorithm 1 requires O(|T | log |T |)
computations, dominated by sorting the covariates T .
The results of the experiment are shown in Fig. 1. By varying λ, the
estimates produced by the local empirical measure-based procedure vary
smoothly between those produced under the assumptions of exchangeability
and partial exchangeability. Not only is the approach flexible, it is also
computationally inexpensive; Fig. 2 confirms the O(|T | log |T |) cost of Al-
gorithm 1, which is dominated by the step of sorting the covariates. This
compares favourably with past nonparametric regression methods such as
Gaussian processes, which have cost O(|T |3) and require the assumption
that observations have a multivariate Gaussian distribution (Rasmussen and
Williams, 2006).
4. Local randomization tests. One of the key applications of ex-
changeability in statistical data analysis is in the design of nonparametric
randomization hypothesis tests with exact type-1 error bounds (Pitman,
1937a,b,c)(Fisher, 1966, Ch. 3). For example, suppose we want to assess the
efficacy of a new treatment for a disease, and we have a cohort of patients
who have been randomly allocated into treatment and control groups and for
whom we have measured outcomes. In this case, the null hypothesis—that the
outcome distribution for both groups is the same—implies exchangeability
of the outcome distribution, and thus enables exact hypothesis testing based
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on randomization. But in practice, patient outcomes often have associated
covariates (e.g., medical chart data) t1, . . . , tN ∈ T that influence allocation
into the treatment and control groups, and exchangeability does not hold.
One might, however, expect patients with similar medical charts (age, sex,
ancestry, medical history, etc.) to have similar outcome distributions, making
local exchangeability a more natural assumption. In this section, we develop
nonparametric local randomization tests to address this particular testing
scenario, as well as the broader issue of nonparametric hypothesis testing
with locally exchangeable observations.
4.1. Local randomization tests. In the general setup, suppose we observe
the stochastic process X at a finite set of covariates T ⊂ T , G is a subgroup
of bijections pi : T → T , and S : X T → R is a test statistic. Then Theorem 12
provides an exact upper bound on the type-1 error probability of testing by
comparing S(XT ) to the empirical distribution of S(XpiT ) over pi ∼ Unif(G),
assuming one can feasibly iterate over all bijections in G. This result looks
nearly the same as a classical nonparametric randomization test, except that
the test statistic is reduced by the local exchangeability bound. This amounts
to a penalty in type-2 error, i.e., it is more difficult to reject the null.
Theorem 12. For α ∈ [0, 1],
P
(
1
|G|
∑
pi∈G
1 [S(XT ) > S(XpiT )]− 1|G|
∑
pi∈G
∑
t∈T
d(t, pi(t)) > 1− α
)
≤ α.
4.2. Subsampling. Typically we can’t iterate over all pi ∈ G, which may
require |T |! operations in the worst case where G is the set of all permutations
of T . But we can make a small modification to the test that allows us to
estimate both 1|G|
∑
pi∈G 1 [S(XT ) > S(XpiT )] and
1
|G|
∑
pi∈G
∑
t∈T d(t, pi(t))
without sacrificing exact type-1 error bounds and without incurring undue
computation. Note that it is fine to estimate 1|G|
∑
pi∈G
∑
t∈T d(t, pi(t)) first
and redesign G so that the local exchangeability penalty is reasonably small,
as long as one then uses independent samples pi
i.i.d.∼ G in the final application
of the test in Corollary 13 and Algorithm 2.
Corollary 13. For α ∈ [0, 1], define
M := 1 ∨max
pi∈G
∑
t∈T
d(t, pi(t)) and αN := α− 2
√
| log ( 2N
M2
) |(
2N
M2
) .
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Algorithm 2 Local randomization test
Require: observations (Xt)t∈T , statistic S : X T → R, group G, type-1 error α ∈ [0, 1],
number of samples N
M ← 1 ∨maxpi∈G∑t∈T d(t, pi(t))
αN ← α− 2
√∣∣log ( 2N
M2
)∣∣ / ( 2N
M2
)
Sample (pin)
N
n=1
i.i.d.∼ Unif(G)
Reject the null if 1
N
∑N
n=1
(
1 [S(XT ) > S(XpinT )]−
∑
t∈T d(t, pin(t))
)
> 1− αN
If pin
i.i.d.∼ Unif(G), n ∈ [N ], then
P
(
1
N
N∑
n=1
(
1 [S(XT ) > S(XpinT )]−
∑
t∈T
d(t, pin(t))
)
> 1− αN
)
≤ α.
4.3. Automated design of G. Although it may often be a good idea to
carefully design the set of permutations G for the test to maximize its power
given a particular alternative hypothesis, it is also possible to design G
automatically. In particular, suppose we partition the set T into K disjoint
subsets T =
⋃K
k=1 Tk. If we set G to be the subgroup of all permutations of
T such that ∀k ∈ [K], pi(Tk) = Tk, then the local exchangeability penalty
has the closed-form expression
1
|G|
∑
pi∈G
∑
t∈T
d(t, pi(t)) =
K∑
k=1
∑
t∈Tk
E [d(t, pi(t))] =
K∑
k=1
1
|Tk|
∑
t,t′∈Tk
d(t, t′),(11)
and likewise M has the closed-form expression
M = 1 ∨max
pi∈G
∑
t∈T
d(t, pi(t)) = 1 ∨
K∑
k=1
∑
t∈Tk
max
t′∈Tk
d(t, t′).
The task of designing G then reduces to the task of partitioning the observa-
tions into subsets (Tk)
K
k=1 such that Eq. (11) is bounded above by, say, α/2.
We provide a simple greedy approach in Algorithm 3. Starting with the par-
tition of all singletons, we iteratively merge partition elements that increase
Eq. (11) the least while possibly respecting a partition element constraint
(e.g., bounded size). As partition elements are merged, the corresponding
set of permutations G grows, thereby increasing the power of the test. Once
Eq. (11) would exceed α/2, we end the procedure and return G.
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Algorithm 3 Automatic construction of G
Require: covariates T , type-1 error α ∈ [0, 1], partition constraint
Initialize partition to singletons T1, . . . , T|T |
while True do
for each pair k 6= k′ of partition elements do
if merging Tk, Tk′ violates the partition constraint then
Jkk′ ←∞
else
Jkk′ ←Eq. (11) under a new partition where Tk, Tk′ are merged
end if
end for
k?, k′? ← arg mink 6=k′ Jkk′
if Jk?k′? > α/2 then
break
else
Merge elements Tk? , Tk′? and relabel the partition T1, . . . , TK−1
end if
end while
return G = {bijections pi : T → T s.t. ∀k ∈ [K], pi(Tk) = Tk}
4.4. Example application. To demonstrate the use of Algorithm 2, we
return to the Chapel Hill bicycle crash data presented in Section 3.7. In this
example, we aim to test the null hypothesis that biker intoxication has no
effect on the probability of a severe outcome (either major injury or death).
We include 9 additional covariates, 5 of which (t1, . . . , t5) are categorical—
biker sex, direction versus traffic, position, driver vehicle type, and light
conditions—while the remaining 4 (t6, . . . , t9) are quantitative—biker age
(years), road speed limit (mph), day of the week encoded as 0–6, and time of
the collision (hours). We use the following premetric of local exchangeability:
d(t, t′) =
{
1 any ti 6= t′i, i ∈ {1, 2, 3, 4, 5}
min
{
1, λ · d˜(t, t′)
}
o.w.
d˜(t, t′) =|t6 − t′6|+ |t7 − t′7|+
min{|t8 − t′8|, 7− |t8 − t′8|}+ min{|t9 − t′9|, 24− |t9 − t′9|}.
As in Section 3.7, the premetric is parametrized by a weight λ ≥ 0 and
captures the cyclical nature of the temporal covariates. In this setting, the
case where λ = 0 corresponds to exchangeability with respect to biker age,
road speed limit, day of the week, and time of day; and the case where
λ→∞ corresponds to partial exchangeability with these covariates binned.
Note that any setting of λ implies partial exchangeability with respect to
the categorical variables, as well as exchangeability with respect to the biker
intoxication covariate, as this is the null hypothesis to be tested. Also note
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(a) (b)
Fig 3: Results from the local randomization test on the crash dataset. (3a):
Histogram of test statistic values under randomization for varying premetric
weight λ, as well as the observed statistic (black line). (3b): Plot of the
number of matched pairs, constructed via Algorithm 3, that may be swapped
during randomization. As λ increases, the number of eligible matched pairs
decreases, reducing the power of the randomization test.
that we apply a single weighting λ to all numerical covariates to simplify
presentation of the results; in practice, uneven weightings should be used to
reflect the different meanings of the numerical values.
We construct G using Algorithm 3 with a “matched pair” constraint:
each partition element Tk must have at most one intoxicated biker data
point and at most one sober biker data point. In this manner, the resulting
randomization test based on G will involve swapping pairs of intoxicated
(treatment) and sober (control) bikers with otherwise similar covariates. We
set the type-1 error probability to α = 0.05, and run the test withN = 100,000
randomizations. Finally, we use a test statistic that measures the difference
between the empirical conditional probabilities of severe outcome given biker
intoxication and sobriety:
S(XT ) =
# severe outcome & intoxicated
# intoxicated
− # severe outcome & sober
# sober
.
The results of the experiment are shown in Fig. 3. When λ is small, the
data are assumed to be nearly exchangeable with respect to the quantitative
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covariates. This is a strong assumption, but yields a relatively high-power
test. Examining Fig. 3b, this setting involves over 600 matched pairs that
are eligible to be swapped during randomization. As λ increases, the data
are assumed to be progressively less exchangeable. This weakens the local
exchangeability assumption, but also decreases the power of the test. Exam-
ining Fig. 3b, this loss in power is due to a decreasing number of matched
pairs in the partition. Once λ exceeds 10−4, the test no longer rejects the
null. Increasing λ further eventually yields a randomization test where all
covariates are binned, with only ≈ 10 matched pairs eligible to be swapped.
As in the case of local estimation, local randomization therefore provides a
middle ground between the strong assumption of exchangeability and overly
pessimistic partial exchangeability.
5. Estimating the canonical premetric dc. In Sections 3 and 4, we
assumed that the practitioner is able to fix the premetric d governing how
total variation between finite marginals of X depend on the underlying
covariates. In general, d is typically unknown, so the choice of d should be
guided by subjective belief prior to observing data. However, it is worth
asking whether it is even possible for d to be ascertained from the data itself,
or whether it is unidentifiable. In this section, we show that the canonical
premetric dc in Eq. (3)—a valid choice of d by Proposition 3—can indeed be
obtained given multiple independent realizations of the process X.
In particular, suppose we want to estimate dc(t, t
′) between two points
t, t′ ∈ T . We have N independent realizations ((Xnt)t∈Tn)Nn=1, where the
nth is at a finite covariate set Tn ⊂ T for each n = 1, . . . , N ; the covariate
sets (Tn)
N
n=1 need not be the same. For expositional simplicity, we will
assume that the observation space X is finite. Suppose we are also given
a premetric ` : T × T → [0, 1]—a practitioner-specified prior belief of
local exchangeability—that dominates dc in the sense that for any sequence
(τn, τ
′
n)
∞
n=1 with τn, τ
′
n ∈ T ,
`(τn, τ
′
n)→ 0 =⇒ dc(τn, τ ′n)→ 0.
This is a very weak requirement; it simply states that when covariates get
“close” under `, they must also get “close” under dc, with no other stipulation
about relative rates, bounds, etc. Then we can estimate dc using the local
empirical measure for each realization of the process n ∈ [N ],
dc(t, t
′) ≈ d̂c(t, t′) := 1
N
N∑
n=1
dTV
(
Ĝnt, Ĝnt′
)
,
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where Ĝn is built via Algorithm 1 using bh,t(τ) = `(t, τ). Theorem 14 shows
that d̂c(t, t
′) is an asymptotically consistent estimate of dc(t, t′) under mild
conditions. In the statement of Theorem 14, we use the convention that
`(T, t) := infτ∈T `(τ, t).
Theorem 14. Suppose X is finite, ` dominates dc, and
lim
n→∞max{`(Tn, t), `(Tn, t
′)} = 0.(12)
Then
d̂c(t, t
′) p→ dc(t, t′), N →∞.
6. Examples of locally exchangeable processes. An important ques-
tion left unaddressed by the preceding sections is whether there are any
nontrivial examples of locally exchangeable processes. This section shows that
examples abound; there are many popular, well-studied statistical models
that have locally exchangeable, but not exchangeable, data. The main tool
we use to demonstrate local exchangeability is the sufficient condition in
Proposition 3, which is simpler to verify than the main definition in Eq. (2).
6.1. Gaussian processes. For the first example of local exchangeability,
we return to the Gaussian process setting introduced at the beginning of
Section 2. Suppose the kernel function is k(|x− x′|), k : R+ → R+ satisfying
k(y) ≥ k(0)− ayγ for some a, γ ≥ 0. This condition is satisfied, for example,
by the popular radial basis function k(y) = e−y
2/2`2 for γ = 2 and a = 1
2`2
.
Then for a finite subset of covariates T ⊂ R× N, the marginal distribution
of the Gaussian process X is XT ∼ N (0, σ2I +K), where K is the |T | × |T |
kernel matrix for subset T populated using the kernel function k, and σ2 is the
observation variance. Comparing XT and XpiT directly is not trivial; however,
this task can be simplified by rewriting the marginal distribution of XT in
the form YT ∼ N (0,K) and XT |YT ∼ N (YT , σ2I) with XT conditionally
mutually independent given YT . In this setting, the canonical premetric is
dc(t, t
′) := E
[
dTV(N (Yt, σ2),N (Yt′ , σ2))
]
.
Note that the total variation between two normal distributions may be
expressed using the standard normal CDF Φ,
dTV(N (Yt, σ2),N (Yt′ , σ2)) = Φ
( |Yt − Yt′ |
2σ
)
− Φ
(
−|Yt − Yt′ |
2σ
)
.
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Since the Lipschitz constant of the standard normal CDF Φ is 1/
√
2pi ,
dTV(N (Yt, σ2),N (Yt′ , σ2)) ≤ |Yt − Yt
′ |√
2piσ2
.(13)
Finally, Jensen’s inequality applied to the expectation of Eq. (13) followed
by the kernel lower bound yields
dc(t, t
′) ≤
√
2
piσ2
{k(0)− k(|x− x′|)} ≤
√
2a
piσ2
|x− x′| γ2 ,
where recall that t = (x, n), t′ = (x′, n′), x, x′ ∈ R, n, n′ ∈ N. Proposi-
tion 3 and the simple identity dc(t, t
′) ≤ 1 together imply that X is locally
exchangeable with premetric d(t, t′) = min
(
1,
√
2a
piσ2
|x− x′| γ2
)
.
6.2. Dependent Dirichlet processes. The next example of local exchange-
ability arises from Bayesian nonparametric mixture modelling. In a typical
mixture model setting, we have observations generated via
Xn
i.i.d.∼
∞∑
k=1
wkF (·; θk), n ∈ N,
where (wk)
∞
k=1 are the mixture weights satisfying wk ≥ 0,
∑
k wk = 1; (θk)
∞
k=1
are the component parameters; F (·; θ) is the mixture component likelihood;
and (Xn)
∞
n=1 are the observations. A popular nonparametric prior for the
weights and component parameters is the Dirichlet process (Ferguson, 1973),
defined by (Sethuraman, 1994)
θk
i.i.d.∼ H, vk i.i.d.∼ Beta(1, α), wk = vk
k−1∏
i=1
(1− vi), k ∈ N,
for some distribution H. When the observations come with additional covari-
ate information, the dependent Dirichlet process mixture model (MacEachern,
1999, 2000) may be used to capture similarities between related mixture
population data. Here, observations are generated via
Xx,n
indep∼
∞∑
k=1
wx,kF (·; θx,k), n ∈ N, x ∈ R,
where the component parameters θx,k and stick variables vx,k are now i.i.d.
stochastic processes on R, and wx,k = vx,k
∏k−1
i=1 (1 − vx,i). The marginal
distributions of θx,k and vx,k at x ∈ R are H and Beta(1, α), respectively.
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Thus, the dependent Dirichlet process is marginally a Dirichlet process for
each covariate value, but can exhibit a wide range of dependencies across
covariates. In this setting, we have T = R× N and canonical premetric
dc(t, t
′) = E
[
dTV
( ∞∑
k=1
wx,kF (·; θx,k),
∞∑
k=1
wx′,kF (·; θx′,k)
)]
=
1
2
E
[∫ ∣∣∣∣∣
∞∑
k=1
wx,kF (y; θx,k)−
∞∑
k=1
wx′,kF (y; θx′,k)
∣∣∣∣∣dy
]
,
where t = (x, n) and t′ = (x′, n′). We add and subtract
∑∞
k=1wx′,kF (·; θx,k)
and apply the triangle inequality to find that
dc(t, t
′) ≤ E [dTV(F (·; θx,1), F (·; θx′,1))]+ ∞∑
k=1
E
∣∣wx,k − wx′,k∣∣ .
Since wx,k is a product of independent random variables, Lemma 15 yields
dc(t, t
′) ≤ E [dTV(F (·; θx,1), F (·; θx′,1))]+
E
[∣∣vx,1 − vx′,1∣∣] ∞∑
k=1
((
α
α+ 1
)k−1
+
k − 1
1 + α
(
α
α+ 1
)k−2)
.
The infinite sum converges to some 0 < C <∞, and so
dc(t, t
′) ≤ E [dTV(F (·; θx,1), F (·; θx′,1))]+ CE ∣∣vx,1 − vx′,1∣∣ .
Therefore, if the stochastic processes for the parameters and stick variables
are both smooth enough such that
max
{
E
[
dTV(F (·; θx,1), F (·; θx′,1))
]
,E
∣∣vx,1 − vx′,1∣∣} ≤ (1 + C)−1d˜(t, t′),
for some premetric d˜ : T × T → R+, then by Proposition 3, X is locally
exchangeable with respect to min(1, d˜). Many dependent processes (e.g.,
(Foti and Williamson, 2015)) similar to the dependent Dirichlet process (and
kernel beta process below) can be shown to exhibit local exchangeability
using similar techniques.
6.3. Kernel beta processes. Another example of a model exhibiting local
exchangeability from the Bayesian nonparametrics literature is the kernel beta
process latent feature model (Ren et al., 2011). In a typical nonparametric
latent feature modelling setting, we have observations generated via
Xn = F (·;Zn) , Zn indep∼ BeP(
∞∑
k=1
wkδθk),
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where (wk)
∞
k=1 are the feature frequencies satisfying wk ∈ [0, 1],
∑∞
k=1wk <
∞; (θk)∞k=1 are the feature parameters; BeP is the Bernoulli process that
sets Zn({θk}) = 1 with probability wk and 0 otherwise independently across
k ∈ N; and F is the likelihood for each observation. A popular nonparametric
prior for the weights and feature parameters is the beta process (Hjort, 1990),
defined by
(θk, wk)
∞
k=1 ∼ PP(γH(dθ)c(θ)w−1(1− w)c(θ)−1dw),
where PP is a Poisson point process parametrized by its mean measure, c
is some positive function, H is a probability distribution, and γ > 0. When
the observations come with covariate information, the kernel beta process
(Ren et al., 2011) may be used to capture similarities in the latent features
of related populations. In particular, we replace Zn with
Zx,n
indep∼ BeP
( ∞∑
k=1
κ(x, xk;ψk)wkδθk
)
,
where κ(x, xk;ψk) is a kernel function with range in [0, 1] centered at xk with
parameters ψk, and
(xk, ψk, θk, wk)
∞
k=1 ∼ PP(Q(dx)R(dψ)γH(dθ)c(θ)w−1(1− w)c(θ)−1dw),
where Q and R are probability distributions. In other words, the kernel beta
process endows each atom with i.i.d. covariates xk and parameters ψk, and
makes the likelihood that an observation with covariate x selects a feature
with covariate xk depend on both x and xk. Taking R to be the space of
covariates for simplicity, again we have T = R× N and (marginalizing Zx,n)
canonical premetric
dc(t, t
′) = E
[
dTV
(
E [F (·;Zx,n)] ,E
[
F (·;Zx′,n′)
])]
,
where t = (x, n) and t′ = (x′, n′). Suppose F is γ-Ho¨lder continuous in total
variation for 0 < γ ≤ 1, C ≥ 0 in the sense that
dTV
(
E [F (·;Z)] ,E [F (·;Z ′)]) ≤ C ( ∞∑
k=1
‖θk‖
∣∣pk − p′k∣∣
)γ
for any collection of points {θk}∞k=1, where Z({θk}) = 1, Z ′({θk}) = 1
independently with probability pk and p
′
k, respectively, and both assign 0
mass to all other sets. Then
dc(t, t
′) ≤ CE
[ ∞∑
k=1
|κ(x, xk;ψk)− κ(x′, xk;ψk)|wk ‖θk‖
]γ
.
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Finally, if the kernel κ is α-Ho¨lder continuous with constant C ′(ψ) depending
on ψ, the independence of θk, wk, and ψk may be used to show that
dc(t, t
′) ≤ CE
[ ∞∑
k=1
C ′(ψk)|x− x′|αwk ‖θk‖
]γ
= C
(
E
[
C ′(ψ1)
] |x− x′|αE [‖θ1‖]E[ ∞∑
k=1
wk
])γ
.
Therefore by Proposition 3, the observations are locally exchangeable with
d(t, t′) = min (1, C ′′|x− x′|αγ) and C ′′ collects the product of constants from
the previous expression.
6.4. Dynamic topic model. The final example of local exchangeability is
the dynamic topic model (Blei and Lafferty, 2006; Wang, Blei and Heckerman,
2008), a model for text data that extends latent Dirichlet allocation (Blei,
Ng and Jordan, 2003) to incorporate timestamp covariate information. In a
continuous version of the model, observations are generated via
Dn,x ∼ Multi(W,
K∑
k=1
θx,kpiV (βx,k)), θx ∼ Dir(piK(αx)), W ∼ Poiss(µ),
where x ∈ R represents timestamps, αx ∈ RK is a vector of K independent
Wiener processes representing the popularity of K topics at time x, βx,k ∈
RV is a vector of V independent Wiener processes representing the word
frequencies for vocabulary of size V in topic k, piJ is any L-Lipschitz mapping
from RJ to the probability simplex piJ : RJ → ∆J−1 for any J ∈ N, µ is the
mean number of words per document, Dn,x ∈ NV is the vector of counts of
each vocabulary word in the nth document observed at time x, and W is the
number of words in each document, taken to be the same across documents
for simplicity. Here the covariate space is T = R× N, and the observations
are count vectors in NV where V is the vocabulary size. In this setting, the
canonical premetric is
dc(t, t
′) = E
[
dTV
(
Multi(W,
K∑
k=1
θx,kpiV (βx,k)),Multi(W,
K∑
k=1
θx′,kpiV (βx′,k))
)]
,
where t = (x, n) and t′ = (x′, n′). But since multinomial variables are a
function (in particular, a sum) of independent categorical random variables,
Lemma 16 yields the bound
≤ E
[
WdTV
(
Categorical(
K∑
k=1
θx,kpiV (βx,k)),Categorical(
K∑
k=1
θx′,kpiV (βx′,k))
)]
.
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We evaluate the total variation between two categorical distributions and
apply the triangle inequality to find that
≤ E
[
W
2
V∑
v=1
∣∣∣∣∣
K∑
k=1
θx,kpiV (βx,k)v −
K∑
k=1
θx′,kpiV (βx′,k)v
∣∣∣∣∣
]
≤ µ
2
V∑
v=1
K∑
k=1
E
[∣∣θx,k − θx′,k∣∣piV (βx,k)v + θx′,k ∣∣piV (βx,k)v − piV (βx′,k)v∣∣] .
Since
∑V
v=1 piV (βx,k)v =
∑K
k=1 θx′,k = 1, the components of θx,k and βx,k are
i.i.d. across k, and piV is L-Lipschitz,
≤ µ
2
(
KLE
∣∣αx,1 − αx′,1∣∣+ V LE ∣∣βx,1,1 − βx′,1,1∣∣]
≤ µL (K + V )
2
√
|x− x′| ,
where the last line follows by Jensen’s inequality. Therefore the observations
are locally exchangeable with d(t, t′) = min
(
1, 12µL (K + V )
√|x− x′| ).
7. Discussion. The major question posed in this paper is what we
can do with data when we do not believe that they are exchangeable, but
are willing to believe that they are nearly exchangeable. To answer this
question, this paper provides a relaxed notion of local exchangeability in
which swapping data associated with nearby covariates causes a bounded
change in total variation distance. We have demonstrated that classical results
and methods for exchangeable data are “robust to the real world;” indeed,
locally exchangeable data has a de Finetti representation and may be used in
simple nonparametric estimation and testing procedures without sacrificing
rigorous statistical guarantees. Finally, many popular covariate-dependent
statistical models—which violate the assumptions of exchangeability—satisfy
local exchangeability, extending the reach of exchangeability-based analyses
to these models.
One limitation of local exchangeability is the existence of the countable
subset T introduced at the beginning of Section 2. There are a number of
applications in which the covariate space T has isolated points, violating this
condition from the outset. This is the case, for example, with discrete time
series where the covariate space is T = N endowed with the Euclidean metric.
However, if a process (Xs)s∈S is locally exchangeable on S ⊇ T , then any
marginal on T is also similarly locally exchangeable. So as long as T can be
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embedded in a space S with the required countable subset S, and (Xs)t∈S is
locally exchangeable with T -marginal (Xt)t∈T , the theoretical results from
this work hold for (Xt)t∈T .
Another limitation is that the total variation bound in the definition
of local exchangeability is quite weak. This has downstream consequences
for the quality of the estimation and testing procedures in Sections 3 to 5,
which must account for the most difficult cases within the realm of local
exchangeability. Further study on alternate stronger definitions of local
exchangeability—so as to create more data-efficient estimation and testing
procedures—is warranted.
As a final note, it is also possible that an analogue of the theory of finite
exchangeability (Diaconis and Freedman, 1980a) holds in the local setting;
but it is not yet clear whether this is indeed true or what form it would
take. It would also be of interest to investigate more general notions of
local exchangeability under group actions, e.g., those permutations that
preserve some statistic of the data, which have been used in past work on
randomization testing in the presence of covariates (Rosenbaum, 1984).
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APPENDIX A: PROOFS
Proof of Proposition 2. Choose some ordering T∞ = (t1, t2, . . . ) and
any A∞ ∈ Σ∞. By the continuity of measures,
|P(XT∞ ∈ A∞)− P(XpiT∞ ∈ A∞)| = limn→∞ |P(Xt1:n ∈ An)− P(Xt′1:n ∈ An)|,
where An is the projection of A∞ onto the first n indices t1, . . . , tn, and
t′i := piti for brevity. If T := {t1, . . . , tn}, T ′ := {t′1, . . . , t′n}, m := |T ∪ T ′|,
tn+1, . . . , tm is an ordering of T
′ \T , and t′n+1, . . . , t′m is an ordering of T \T ′,
we have that
P(Xt1:n ∈ An) = P
(
Xt1:m ∈ An ×Xm−n
)
P(Xt′1:n ∈ An) = P
(
Xt′1:m ∈ An ×Xm−n
)
.
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Thus by the triangle inequality and local exchangeability with the permuta-
tion that swaps t and pi(t) for t ∈ T ,
|P(Xt1:n ∈ An)− P(Xt′1:n ∈ An)| ≤
∑
t∈T∪T ′
d(t, pi(t)) ≤
∑
t∈T
2d(t, pi(t)).
Thus the limit is also bounded by this quantity, and the result follows.
Proof of Proposition 3. As a beginning remark, since (X ,Σ) is a stan-
dard Borel space, the random measure Gt is guaranteed to exist (Kallenberg,
2002, Theorem 6.3). Further, dTV(Gt, Gt′) is guaranteed to be measurable:
by separability of X , the open sets have a countable base, which generates a
countable algebra, which then generates Σ, and by Halmos (1978, Theorem
D, p. 56) it suffices to take the supremum over sets in the countable algebra.
Defining GT :=
∏
t∈T Gt to be the conditional distribution of XT given G,
dTV(XT , XpiT ) = sup
A
|P(XT ∈ A)− P(XpiT ∈ A)|
= sup
A
|E [GT (A)−GpiT (A)] |
≤ E [dTV(GT , GpiT )] .
By Lemma 16, dTV(XT , XpiT ) ≤
∑
t∈T E
[
dTV(Gt, Gpi(t))
] ≤∑t∈T d(t, pi(t)).
Proof of Theorem 4. The reverse direction follows from Jensen’s in-
equality:
sup
A
|P(XT ∈ A)− P(XpiT ∈ A)| = sup
A
|E [GT (A)−GpiT (A)]|
≤ sup
A
E |GT (A)−GpiT (A)|
≤
∑
t∈T
d(t, pi(t)).
For the forward direction, suppose X is locally exchangeable. Let (tn)
∞
n=1 be
any ordering of the countable set T from the beginning of Section 2, and let
F be the tail σ-algebra of (Xtn)∞n=1. We will show that for any two covariates
r, s ∈ T \ T, r 6= s, Xr and Xs are conditionally independent given F . The
argument extends via standard methods to r, s that may be elements of T,
and then to any finite subset of T .
By the separability assumption on T at the beginning of Section 2, there
exists a subsequence i1 < i2 < . . . of indices such that (tin)
∞
n=1 converges to
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s, and for all N ∈ N, iN > N and d(s, tiN ) +
∑∞
n=N d(tin , tin+1) < 1/(2N).
Let piN be the mapping that takes s→ tiN , tin → tin+1 for all n ≥ N , and
leaves all other t ∈ T fixed. Then denote YN = (Xs, XtN , XtN+1 , . . . ), and let
ZN be the sequence with covariates mapped under piN . By reverse martingale
convergence, for any bounded φ : X → R,
E [φ(Xr) |YN ] a.s.→ E [φ(Xr) |Xs,F ] and E [φ(Xr) |ZN ] a.s.→ E [φ(Xr) | F ]
as N →∞. Next, by local exchangeability and Proposition 2,
dTV((Xr, YN ), (Xr, ZN )) <
1
N
,
and by Lemma 17(2), we have that the Wasserstein distance between
E [φ(Xr) |YN ] and E [φ(Xr) |ZN ] converges to 0 as N →∞. Thus combined
with the previous reverse martingale result,
E [φ(Xr) |Xs,F ] d= E [φ(Xr) | F ] .
By Aldous (1985, Lemma 3.4),
E [φ(Xr) |Xs,F ] a.s.= E [φ(Xr) | F ] ,
and thus Xr and Xs are conditionally independent given F . As mentioned
earlier this argument extends easily to any finite subset T of covariates, by
considering subsequences of (tn)
∞
n=1 converging to each t ∈ T . Since X takes
values in a standard Borel space, there is a random measure Gt for each
t ∈ T for which Gt(A) a.s.= E [1[Xt ∈ A] | F ] (e.g. Kallenberg, 2002, Theorem
6.3). The collection of these random measures forms the desired stochastic
process G = (Gt)t∈T .
Next, we develop the smoothness property of G. By both reverse and
forward martingale convergence, we have that
sup
A
E |GT (A)−GpiT (A)|
= sup
A
E
∣∣∣ lim
n→∞ limm→∞E
[
1 [XT ∈ A]− 1 [XpiT ∈ A] |Xtn:n+m
]∣∣∣ ,
Using dominated convergence to move the limits out of the expectation,
local exchangeability to bound the total variation between (XT , Xtn:n+m) and
(XpiT , Xtn:n+m), and Lemma 17(1),
sup
A
E |GT (A)−GpiT (A)| ≤
∑
t∈T
d(t, pi(t)).(14)
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Finally, we show that G is unique up to modification, and that it doesn’t
depend on our choice of the dense subset T. Consider any A ∈ Σ and any
sequence (t′n)∞n=1 converging to s ∈ T such that d(t′n, s) ≤ 2−n for each n ∈ N.
Define Ss,N =
1
N
∑N
n=1 1[Xt′n ∈ A]. Then
P (|Ss,N −Gs(A)| > )
= E
[
P
(∣∣∣∣∣Ss,N − 1N
N∑
n=1
Gt′n(A) +
1
N
N∑
n=1
Gt′n(A)−Gs(A)
∣∣∣∣∣ >  | F
)]
≤ E
[
P
(∣∣∣∣∣Ss,N − 1N
N∑
n=1
Gt′n(A)
∣∣∣∣∣+
∣∣∣∣∣ 1N
N∑
n=1
Gt′n(A)−Gs(A)
∣∣∣∣∣ >  | F
)]
.
Noting that the right term is F -measurable and applying Hoeffding’s inequal-
ity to the left,
P (|Ss,N −Gs(A)| > ) ≤ E
[
2e
−2N
(
max
{
0,−
∣∣∣ 1N ∑Nn=1Gt′n (A)−Gs(A)∣∣∣})2] .
Splitting the above expectation across two events—one where the measures
satisfy
∣∣∣ 1N ∑Nn=1Gt′n(A)−Gs(A)∣∣∣ > /2 and the other its complement—yields
P (|Ss,N −Gs(A)| > ) ≤ P
(∣∣∣∣∣ 1N
N∑
n=1
Gt′n(A)−Gs(A)
∣∣∣∣∣ > 2
)
+ 2e−N
2/2.
Applying Markov’s inequality, the triangle inequality, and Eq. (14),
P (|Ss,N −Gs(A)| > ) ≤ 2
N
N∑
n=1
E
∣∣Gt′n(A)−Gs(A)∣∣+ 2e−N2/2
≤ 2
N
N∑
n=1
2−n + 2e−N
2/2 → 0, as N →∞.
Thus, Ss,N
p→ Gs(A). By Kallenberg (2002, Lemma 4.2), there exists a
subsequence Ss,Ni
a.s.→ Gs(A) as i → ∞. One can repeat this procedure
for the countable algebra that generates Σ, and then by Carathe´odory’s
extension theorem (Kallenberg, 2002, Theorem 2.5), Gs is uniquely deter-
mined. The extension of this technique to any finite subset of covariates
T ⊂ T is straightforward, implying that (Gt)t∈T is uniquely determined up
to modification.
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Proof of Corollary 5. Suppose for some A ∈ Σ, Gt(A) has a nonzero
probability of being discontinuous at some t = t0. Then there exists a t close
enough to t0 such that Eq. (4) does not hold for T = {t} and any pi mapping
t→ t0.
Proof of Theorem 6. Using the result of Proposition 2, for any finite
set of covariates T ⊂ R, measurable set A, and t,∆ ∈ R,
|P(XT ∈ A)− P(XT+∆ ∈ A)| ≤ 2
∑
t∈T
d(t, t+ ∆) = O(∆1+γ), ∆→ 0,
and
E|Gt(A)−Gt+∆(A)| ≤ 2d(t, t+ ∆) = O(∆1+γ), ∆→ 0,(15)
where T + ∆ denotes the translation of all covariates in T by ∆. The
Kolmogorov continuity theorem (Kallenberg, 2002, Theorem 3.23) applied
to Eq. (15) implies that for all α ∈ (0, γ) and A ∈ Σ, (Gt(A))t∈R is locally α-
Ho¨lder continuous. Hence if γ > 1, G is constant, and thus X is exchangeable.
Similarly if γ ∈ (0, 1], G is locally α-Ho¨lder continuous in the weak topology.
Furthermore,
lim
∆→0
|P(XT ∈ A)− P(XT+∆ ∈ A)|
∆
≤ C · lim
∆→0
∆γ = 0,
showing that X is stationary. Next, since X is stationary, for any t, t′ ∈ R
and A ∈ Σ, the mean of Gt(A) satisfies
E [Gt(A)] = P(Xt ∈ A) = P(Xt+∆ ∈ A) = E [Gt+∆(A)] .
Similarly, the autocovariance satisfies
E [(Gt(A)− EGt(A))(Gt+∆(A)− EGt+∆(A))]
= P(Xt ∈ A,Xt+∆ ∈ A)− P(Xt ∈ A)P(Xt+∆ ∈ A)
= P(X0 ∈ A,X∆ ∈ A)− P(X0 ∈ A)P(X∆ ∈ A)
= E [(G0(A)− EG0(A))(G∆(A)− EG∆(A))] .
Hence (Gt(A))t∈R is weak-sense stationary. Finally, note that the process
Xt = 1(t ≥ U) for U ∈ Unif[0, 1] is locally exchangeable with d(t, t′) =
min(|t− t′|, 1) by Proposition 3, but its underlying random measure specified
by Gt = 1(t < U)δ{0}+1(t ≥ U)δ{1} where δx is the Dirac measure at x has
no sample-continuous modification.
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Proof of Theorem 7. Let (tn)
∞
n=1 be any ordering of T \ T , and YN =(
XtN , XtN+1 , . . .
)
. Reverse martingale convergence implies that
E
[
h(XT )|YN , Ĝ
]
a.s.→ E
[
h(XT )|F , Ĝ
]
a.s.
= E
[
h(XT )|G, Ĝ
]
N →∞,(16)
where F is the tail σ-algebra of {Xti}∞i=1. Defining g(XT ) = 1|G|
∑
pi∈G h(XpiT ),
we have that g(XT ) is invariant to G and thus g(XT ) is σ(Ĝ, YN )-measurable.
Therefore
E
∣∣∣E[h(XT )|Ĝ, YN ]− g(XT )∣∣∣(17)
= E
[
1
|G|
∣∣∣∣∣∑
pi∈G
E[h(XT )− h(XpiT )|Ĝ, YN ]
∣∣∣∣∣
]
≤ E
[
1
|G|
∑
pi∈G
∣∣∣E [h(XT )− h(XpiT )|Ĝ, YN]∣∣∣] .
By Lemma 17(1) and Proposition 2,
≤2‖h‖∞E
[
1
|G|
∑
pi∈G
dTV(XT , XpiT )
]
≤2‖h‖∞E
[
1
|G|
∑
pi∈G
∑
t∈T
d(t, pi(t))
]
.
Taking the limit as N →∞, moving it into the expectation in Eq. (17) via
dominated convergence, and using the limit from Eq. (16) yields
E
∣∣∣E[h(XT )|Ĝ,G]− g(XT )∣∣∣ ≤ 2‖h‖∞E[ 1|G|∑
pi∈G
∑
t∈T
d(t, pi(t))
]
.
Identical reasoning to the above also shows that
E
∣∣∣E[h(XT )|Ĝ]− g(XT )∣∣∣ ≤ 2‖h‖∞E[ 1|G|∑
pi∈G
∑
t∈T
d(t, pi(t))
]
.
Finally we add and subtract g(XT ) in left hand side of Eq. (5), apply the
triangle inequality with the above bounds, and note that the sum over pi is the
expectation over a uniformly random permutation to obtain the result.
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Proof of Theorem 8. Using the conditional independence of the ob-
servations given G from Theorem 4,
E
[(
Ĝτ (h)−Gτ (h)
)2]
=E
(Ĝτ (h)−∑
t∈T
ξt(τ)Gt(h)
)2+
E
(∑
t∈T
ξt(τ)Gt(h)−Gτ (h)
)2 .
The first term can be bounded using the same conditional independence
property and Popoviciu’s inequality,
E
(Ĝτ (h)−∑
t∈T
ξt(τ)Gt(h)
)2 = ∑
t∈T
ξ2t (τ)E
[
(h(Xt)−Gt(h))2
]
≤ 1
4
∑
t∈T
ξ2t (τ).
The second term can be bounded by noting that
∑
t∈T ξt(τ) = 1, expanding
the squared sum, and finally using Cauchy-Schwarz as well as the boundedness
of h,
E
(∑
t∈T
ξt(τ)Gt(h)−Gτ (h)
)2
≤
∑
t∈T
ξt(τ)E
[
(Gt(h)−Gτ (h))2
]
≤
∑
t∈T
ξt(τ)E [|Gt(h)−Gτ (h)|] .
Let hˆ be a simple function with level sets (Ak)
K
k=1 and values (hˆk)
K
k=1 for
some K ∈ N. Then by the triangle inequality,
E [|Gt(h)−Gτ (h)|] ≤ E
[∣∣∣Gt(hˆ)−Gτ (hˆ)∣∣∣]+ 2 sup
x∈X
|h(x)− hˆ(x)|
≤
K∑
k=1
hˆkE [|Gt(Ak)−Gτ (Ak)|] + 2 sup
x∈X
|h(x)− hˆ(x)|.
Finally, by local exchangeability,
E [|Gt(h)−Gτ (h)|] ≤
(
K∑
k=1
hˆk
)
d(t, τ) + 2 sup
x∈X
|h(x)− hˆ(x)|
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= |hˆ|d(t, τ) + 2‖h− hˆ‖∞.
Since the above bound holds for any simple function approximation of h, we
can take the infimum in the bound, yielding the coefficient bh,t(τ). Moving
on to the error tail bound, we have that for any 0 <  < δ, the union bound
implies that
P
(∣∣∣Ĝτ (h)−Gτ (h)∣∣∣ > δ) ≤ P(
∣∣∣∣∣Ĝτ (h)−∑
t∈T
ξt(τ)Gt(h)
∣∣∣∣∣ > 
)
+
P
(∣∣∣∣∣∑
t∈T
ξt(τ)Gt(h)−Gτ (h)
∣∣∣∣∣ > δ − 
)
.
Once again conditioning on G and using conditional independence from
Theorem 4, combined with Hoeffding’s inequality,
P
(∣∣∣∣∣Ĝτ (h)−∑
t∈T
ξt(τ)Gt(h)
∣∣∣∣∣ > 
)
≤ 2 exp
(
− 2
2∑
t∈T ξ
2
t (τ)
)
.
Applying Markov’s inequality to the second term, and then repeating the
technique from the previous proof logic,
P
(∣∣∣∣∣∑
t∈T
ξt(τ)Gt(h)−Gτ (h)
∣∣∣∣∣ > δ − 
)
≤ (δ − )−1
∑
t∈T
ξt(τ)bh,t(τ).
Since this bound holds for any 0 <  < δ, we can take the infimum.
Proof of Proposition 9. For any such function h, there exists a simple
function hˆ ∈ HK with levels hˆk = (2k − 1)/2K, k = 1, . . . ,K such that
‖h− hˆ‖∞ ≤ 1
2K
and
K∑
k=1
hˆk =
K
2
.
Using this fact in Eq. (8) yields
inf
hˆ∈HK
K∈N
|hˆ|d(t, τ) + 2‖h− hˆ‖∞ ≤ inf
K∈N
K
2
d(t, τ) +
1
K
.
If K were continuous, the optimum would occur at
√
2d(t, τ)−1 . To satisfy
the integer constraint we set K? = d√2d(t, τ)−1 e, yielding
inf
hˆ∈HK
K∈N
|hˆ|d(t, τ) + 2‖h− hˆ‖∞ ≤
√
d(t, τ)
(
K?
√
d(t, τ)
2
+
1
K?
)
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≤ 2
√
d(t, τ) ,
where the second inequality follows using the fact that d(t, τ) ∈ [0, 1].
Proof of Corollary 10. If there is no such subsequence, then there
exists an  > 0 such that ∀n ∈ N, bh,tn(τ) > . Since
∑
t∈T ξt(τ) = 1 and
ξt(τ) ≥ 0, the bias terms in the bounds Eqs. (9) and (10) are always at least
. If there is such a subsequence, then setting ξtni (τ) to be uniform along the
subsequence and 0 on other covariates yields a bound in Eq. (9) that converges
to 0. This implies the optimal bound using weights from Algorithm 1 also
converges to 0. Therefore max
{∑
t∈T ξ
2
t (τ),
∑
t∈T ξt(τ)bh,t(τ)
} → 0 for ξ
computed via Algorithm 1, and so the bound in Eq. (10) converges to 0 as
well.
Proof of Corollary 11. Apply the same proof technique as in Theo-
rem 8, noting that (1) Ĝτ (h) = E
[
Ĝτ (h) |XT
]
and (2) by the tower property
and de Finetti result in Theorem 4, E [h(Xτ ) |XT ] = E [Gτ (h) |XT ].
Proof of Theorem 12. We rewrite the probability as an expectation,
P
(
1
|G|
∑
pi∈G
1 [S(XT ) > S(XpiT )] > 1− α
)
= E
[
1
[
1
|G|
∑
pi∈G
1 [S(XT ) > S(XpiT )] > 1− α
]]
=
1
|G|
∑
pi′∈G
E
[
1
[
1
|G|
∑
pi∈G
1 [S(XT ) > S(XpiT )] > 1− α
]]
.
We can replace XT with Xpi′T in the expectation of the indicator via local
exchangeability,
≤ 1|G|
∑
pi′∈G
E
[
1
[
1
|G|
∑
pi∈G
1 [S(Xpi′T ) > S(Xpi′piT )] > 1− α
]]
+
∑
t∈T
d(t, pi′(t)).
Next, since G is a subgroup, we have that for any pi′ ∈ G, pi′G = Gpi′, so
= E
[
1
|G|
∑
pi′∈G
1
[
1
|G|
∑
pi∈G
1 [S(Xpi′T ) > S(Xpipi′T )] > 1− α
]]
+
1
|G|
∑
pi′∈G
∑
t∈T
d(t, pi′(t)).
Finally, note that the outer indicator function tests whether S(Xpi′T ) is
strictly greater than over (1− α)|G| of the statistics across all pi ∈ G. There
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can be at most α|G| of such indicator functions, so
≤ E [α] + 1|G|
∑
pi′∈G
∑
t∈T
d(t, pi′(t))
= α+
1
|G|
∑
pi′∈G
∑
t∈T
d(t, pi′(t)).
Rearranging the bound yields the result.
Proof of Corollary 13. Hoeffding’s inequality yields
P
(
1
N
N∑
n=1
(
1 [S(XT ) > S(XpinT )]−
∑
t∈T
d(t, pin(t))
)
> 1− α+ + e− 2N
2
M2
)
≤ α.
It is not possible to analytically minimize the rejection bound over . But
if  = Θ(1/
√
N ), the bound does not converge to 1 − α as desired. So
 = ω(1/
√
N ). If we set
 =
√
| log ( 2N
M2
) |
2
(
2N
M2
) ,
then
+ e−
2N2
M2 ≤
√
| log ( 2N
M2
) |
2
(
2N
M2
) +√ 1(
2N
M2
) ≤ 2√ | log ( 2NM2 ) |(
2N
M2
) .
Proof of Theorem 14. Using the fact that dTV(Ĝnt, Ĝnt′) ≤ 1 and
independent across n, for  > 0, Hoeffding’s inequality yields
P
(∣∣∣d̂c(t, t′)− dc(t, t′)∣∣∣ > ) ≤ 2 exp (−2N max{0, γ}2) ,
where
γ = −
∣∣∣E [d̂c(t, t′)]− dc(t, t′)∣∣∣ .
Next using Jensen’s inequality and the triangle inequality,∣∣∣E [d̂c(t, t′)]− dc(t, t′)∣∣∣
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=
∣∣∣∣∣E
[
1
N
N∑
n=1
dTV(Ĝnt, Ĝnt′)− dTV(Gnt, Gnt′)
]∣∣∣∣∣
≤ 1
N
N∑
n=1
E
∣∣∣dTV(Ĝnt, Ĝnt′)− dTV(Gnt, Gnt′)∣∣∣
≤ 1
N
N∑
n=1
E
[
dTV(Ĝnt, Gnt) + dTV(Ĝnt′ , Gnt′)
]
≤ 1
2N
N∑
n=1
∑
x∈X
E
∣∣∣Ĝnt(1x)−Gnt(1x)∣∣∣+ E ∣∣∣Ĝnt′(1x)−Gnt′(1x)∣∣∣
≤ 1
2N
N∑
n=1
∑
x∈X
√
E
[(
Ĝnt(1x)−Gnt(1x)
)2]
+
√
E
[(
Ĝnt′(1x)−Gnt′(1x)
)2]
.
We now focus on the first term in the sum. By Theorem 8 and the remark
before Proposition 9,
E
[(
Ĝnt(1x)−Gnt(1x)
)2] ≤ ∑
τ∈Tn
1
4
ξ2nτ (t) + ξnτ (t)dc(τ, t).(18)
Let (tnj)
|Tn|
j=1 be an ordering of each Tn such that `nj := `(t, tnj) is monotone
increasing in j. Define
Mn := max
J ∈ |Tn| : 1J
1 + J∑
j=1
2`nj
 > 2`nJ

Finally, let `n := (`nj)
Mn
j=1, dnj := dc(t, tnj), and dn := (dnj)
Mn
j=1. Formulating
the nonzero coefficients as a vector ξn and noting that ξ
T
n 1 = 1 and ξn ≥ 0
yields
1
4
‖ξn‖2 + ξTn dn ≤
1
4
‖ξn‖2 + ξTn `n + ‖dn − `n‖∞ := βn + ‖dn − `n‖∞.
Conducting the same analysis for t′, M ′n, `′n, d′n, ξ′n, and β′n, and substituting
the coefficients into Eq. (18) yields
∣∣∣E [d̂c(t, t′)]− dc(t, t′)∣∣∣ ≤ |X |
N
N∑
n=1
√
βn + ‖dn − `n‖∞ +
√
β′n + ‖d′n − `′n‖∞
2
.
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By Eq. (12) and Corollary 10, βn → 0 as n → ∞, so 1N
∑N
n=1
√
βn → 0.
Similarly, Eq. (12) implies `(Tn, t) → 0 as n → ∞, so `nMn → 0, implying
that ‖`n − dn‖∞ → 0. Thus
1
N
N∑
n=1
√
‖dn − `n‖∞ → 0.
The result follows.
APPENDIX B: TECHNICAL LEMMATA
Lemma 15. For any two sequences of real numbers (ai)
∞
i=1, (bi)
∞
i=1,∣∣∣∣∣
∞∏
i=1
ai −
∞∏
i=1
bi
∣∣∣∣∣ ≤
∞∑
i=1
|ai − bi|
i−1∏
j=1
bj
 ∞∏
j=i+1
ai
 .
Proof. The proof follows by adding and subtracting b1
∏∞
i=2 ai, then
b1b2
∏∞
i=3 ai, etc., and then using the triangle inequality.
Lemma 16 ((Reiss, 1981)). For any two finite product probability mea-
sures µ = µ1 × · · · × µN and ν = ν1 × · · · × νN ,
1− exp
(
−1
2
N∑
n=1
dTV(µn, νn)
2
)
≤ dTV(µ, ν) ≤
N∑
n=1
dTV(µn, νn).
Lemma 17. Let X,Y be bounded random variables in [a, b] for some
a, b ∈ R, a ≤ b, and U, V be random elements in some probability space.
1. If ‖(X,U)− (Y, U)‖TV ≤ , then E |E [X |U ]− E [Y |U ]| ≤ (b− a).
2. If ‖(X,U)− (X,V )‖TV ≤ , then for any 1-Lipschitz function h : R→
R, |E [h(E [X |U ])− h(E [X |V ])]| ≤ 3(b− a).
Proof. 1. Denoting Q := 1 [E [X |U ] > E [Y |U ]],
E |E [X |U ]− E [Y |U ]| = E [E [X |U ] (2Q− 1)− E [Y |U ] (2Q− 1)] .
Using the fact that Q is measurable with respect to U and the tower property
yields
= E [X (2Q− 1)]− E [Y (2Q− 1)]
= (b− a)
(
E
[
X − a
b− a (2Q− 1)
]
− E
[
Y − a
b− a (2Q− 1)
])
.
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Since the difference is between the expectation of a function bounded in
[0, 1] evaluated at (X,U) and at (Y,U), the assumed total variation bound
provides the result.
2. First, note that supx,y∈[a,b] |h(x)− h(y)| ≤ b − a by 1-Lipschitz conti-
nuity. Then defining A(U) := E [X |U ] and B(V ) := E [X |V ], the triangle
inequality yields
|E [h(A(U))]− E [h(B(V ))]| ≤ E |A(U)−B(U)|+ |E [h(B(V ))− h(B(U))]| .
The right hand term is bounded by (b− a) by the assumed total variation
bound and 1-Lipschitz continuity. Defining Q(u) = 1 [A(u) ≥ B(u)],
E |A(U)−B(U)|
= E [A(U)(2Q(U)− 1)−B(U)(2Q(U)− 1)]
= (b− a)E
[
A(U)− a
b− a (2Q(U)− 1)−
B(V )− a
b− a (2Q(V )− 1)
]
+ (b− a)E
[
B(V )− a
b− a (2Q(V )− 1)−
B(U)− a
b− a (2Q(U)− 1)
]
.
The first term in the expression can be bounded by (b−a) via substitution of
the conditional expectation formulae for A,B, using the tower property, and
controlling the difference in expectations with the assumed total variation
bound. The second term is again a difference in expectation of a bounded
function under U and V with the same bound (b− a).
Lemma 18. Gafni and Bertsekas (1984); Duchi et al. (2008). For u ∈ RN
with 0 ≤ u1 ≤ u2 ≤ · · · ≤ uN , let
x? = arg min
x∈RN
‖x‖2 + xTu
s.t. xT 1 = 1, x ≥ 0.
Then the optimal solution x? has the form
∀j ∈ [N ], x?j =
1
2
{
−uj + 1M
(
2 +
∑M
i=1 ui
)
j ≤M
0 j > M
,
where
M = max
{
J ∈ [N ] : 1
J
(
2 +
J∑
i=1
ui
)
> uJ
}
.
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