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important to ensure that the data was well modelled by the background predictions.
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Abstract
Results of a search for H → τ`τhad are presented, using the full Run 1 ATLAS
dataset of pp collisions. This dataset consists of an integrated luminosity of 4.5
fb−1 at
√
s = 7 TeV and 20.3 fb−1 at
√
s = 8 TeV. For a Higgs mass of 125.36
GeV, a 2.3σ (2.3σ) excess over the predicted background is observed (expected).
This corresponds to a signal strength parameter of µ = 1.0± 0.5. When the result
is combined with complementary searches for H → τ`τ` and H → τhadτhad, the
observed (expected) excess is 4.5σ (3.4σ). For the combined analysis, µ is measured
to be 1.4± 0.4. This result constitutes the first direct evidence of Yukawa couplings
and is fully compatible with the Standard Model expectation.
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Chapter 1
Theoretical Background
1.1 Introduction
The current pinnacle of elementary particle physics theory is known as the Stan-
dard Model of Particle Physics (SM). It describes the behaviour of three of the four
fundamental interactions and has been experimentally verified to a very high preci-
sion. The electromagnetic, weak and strong interactions are the three interactions
described by the Standard Model, while gravitational interactions are omitted.
The Standard Model includes a number of elementary particles which can
be divided into two distinct subgroups by their spin. In this context spin refers
to the quantised angular momentum inherent to these fundamental particles. The
spin of a particle is quantised such that it may take half-integer as well as integer
values. The first subset of fundamental particles are those where the spin takes a
half-integer value and these are named fermions. The second subset are referred to
as bosons and these have integer values for their spins.
1.2 Fermions
As well as having spins of half integer values, other characteristics of fermions in-
clude that their behaviour is described by Fermi-Dirac statistics and that they obey
the Pauli exclusion principle. This discussion focuses on fundamental fermionic
particles however it should be noted that composite particles can also be fermions.
Fundamental fermionic particles themselves can be split into two subgroups, the
leptons and the quarks.
1
1.2.1 Leptons
The lowest mass, charged lepton is the electron. It has a mass of 0.511 MeV [1]
and an electric charge of −1.6 × 10−19 Coulombs [1]. Expressed in the units of
the charge of the proton, e, as is standard in particle physics and throughout this
thesis, the electron charge is simply −1. On a similar note, natural units are also
used throughout this work, meaning h¯ = c = 1 [2]. Like all fundamental particles,
the electron is assumed to be point-like. It interacts with other matter through the
electromagnetic and weak interactions although, as the lightest charged lepton, the
electron is a stable particle.
As well as the electron there are a further two generations, or flavours, of
charged leptons. Each generation has similar characteristics with the main differ-
ence being the mass, which increases with each generation. The second generation
charged lepton is called the muon and has a mass of 105.7 MeV [1]. A further way in
which the heavier charged leptons differ from the electron is that they are unstable
particles and are able to decay to electrons. Throughout this thesis, the electron
and muon will be referred to as light leptons, denoted with the symbol `. The final
and most massive charged lepton is known as the tau or the tauon. This particle is
also unstable, being able to decay to an electron or muon, and has a mass of 1, 776.8
MeV [1].
Alongside the charged leptons, there are also three neutral leptons named
neutrinos, one corresponding to each flavour of lepton. Long thought to be massless,
the existence of neutrino oscillations has demonstrated that neutrinos, while very
low mass, are not entirely massless. Neutrino oscillation is the phenomenon in
which neutrinos are able to change flavour between creation and detection [3]. For
example electron neutrinos produced in the Sun may be detected on Earth as muon
neutrinos. As neutral particles, neutrinos only interact with other matter through
the weak interaction.
Each generation of leptons has an associated lepton number. For example,
electrons and electron neutrinos have an electron number equal to +1 while the
other leptons have an electron number of 0. The conservation of the three lepton
numbers can only be violated by neutrino oscillation in the Standard Model. Total
lepton number (the sum of electron number, muon number and tau number) must
be conserved.
Each particle listed above also has a corresponding antiparticle. Antiparti-
cles are identical to their particle counterparts except with a number of physical
quantities reversed. For instance the positron, the electron’s antiparticle, has the
same mass as the electron but a charge of +1 and an electron number of −1. The
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Particle Symbol
Electric
Mass Gen.
Charge
Electron e± ±1 0.511 MeV 1st
Muon µ± ±1 105.658 MeV 2nd
Tau τ± ±1 1,776.82 MeV 3rd
Electron neutrino νe 0 < 2 eV 1st
Muon neutrino νµ 0 < 2 eV 2nd
Tau neutrino ντ 0 < 2 eV 3rd
Table 1.1: The leptons of the Standard Model [1].
Particle Symbol
Electric
Mass Type Gen.
Charge
Up u +23 2.3
+0.7
−0.5 MeV up-type 1st
Charm c +23 1.275± 0.025 GeV up-type 2nd
Top t +23 173.21± 0.51± 0.71 GeV up-type 3rd
Down d −13 4.8+0.5−0.3 MeV down-type 1st
Strange s −13 95± 5 MeV down-type 2nd
Bottom b −13 4.18± 0.03 GeV down-type 3rd
Table 1.2: The quarks of the Standard Model [1].
properties of the leptons of the Standard Model are summarised in Table 1.1.
1.2.2 Quarks
Similar to the leptons, the quarks come in three generations with two particles in
each generation. One particle in each generation has a charge of +23 and is known as
an up-type quark, while the other is a down-type quark with a charge of −13 . Each
quark also has an associated antiparticle with the inverse charge. As quarks carry
a colour charge they can interact via the strong force as well as the electromagnetic
and weak forces.
Due to colour confinement, quarks are only observed in colour neutral bound
states called hadrons. Three quarks (one red, one green and one blue) can join to
form a baryon, with the most stable baryons being protons and neutrons. A quark
with a colour can also bind with an antiquark of the corresponding anticolour to
form a bound state termed a meson. The properties of the quarks are summarised
in Table 1.2.
All stable matter in the known universe is made up of first generation fermions.
Protons and neutrons are made of up and down quarks only and these combine with
3
electrons to form atoms. The reason behind this, if one even exists, is not well un-
derstood.
1.3 Bosons
While fermions make up the matter of the Universe, bosons are responsible for
carrying the three forces of the Standard Model. Each of the three fundamental in-
teractions are mediated by different bosons. Particles interact by exchanging bosons,
with the bosons often being virtual particles. Bosons are subject to Bose-Einstein
statistics.
Electromagnetic interactions are mediated by the photon. The photon has
a spin of 1 and is a neutral particle. Despite carrying no charge itself, the photon
couples to the electric charge of elementary particles. As photons are massless, the
electromagnetic force has an infinite range.
The weak force has two spin-1 force carriers. The Z0 is neutral while the
W± has a charge of ±1. The W± is especially interesting as fermions coupling to it
may change flavour. For example, a muon may decay to a W± and a muon neutrino
with the W± then decaying to an electron and electron antineutrino or two quarks
(one up-type and one down-type).
The W± and Z0 are both massive particles, setting them apart from the
other force carriers. The mechanism by which these bosons gain their mass is called
the Higgs mechanism and is discussed in more detail below.
Gluons are the force carrying bosons which mediate strong interactions. Glu-
ons are also spin-1 particles. Unlike the photon, gluons carry a charge so are directly
involved in strong interactions and can couple to themselves. These self-interactions
cause a phenomenon known as confinement and mean gluon-mediated interactions
can only occur over very short distances of around 10−15 m.
The three colour and three anticolour charges of the strong force give nine
independent colour states for gluons. However, the neutral colour singlet state
(rr¯ + bb¯ + gg¯)/
√
3 is not observed in nature. This leaves eight gluons, each one
a different combination of the colour and anticolour charges. One commonly used
representation of the eight colour states is
(rb¯+ br¯)/
√
2, − i(rb¯− br¯)/
√
2,
(rg¯ + gr¯)/
√
2, − i(rg¯ − gr¯)/
√
2,
(bg¯ + gb¯)/
√
2, − i(bg¯ − gb¯)/
√
2,
(rr¯ − bb¯)/
√
2, (rr¯ + bb¯− 2gg¯)/
√
6.
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Particle Symbol
Electric
Spin Mass
Charge
Photon γ 0 1 0 GeV
W± W± ±1 1 80.385± 0.015 GeV
Z0 Z0 0 1 91.1876± 0.0021 GeV
Gluon g 0 1 0 GeV
Higgs H 0 0 125.7± 0.4 GeV
Table 1.3: The bosons of the Standard Model [1].
The final boson included in the Standard Model is the Higgs boson. This
boson’s existence, although theorised in 1964 [4, 5, 6], was proved in 2012 by the
ATLAS and CMS collaborations at the Large Hadron Collider (LHC) [7, 8]. The
Higgs is a neutral fundamental particle and has a mass of around 125 GeV [9, 10].
There is strong evidence that the Higgs boson is a spin-0 particle [11, 12]. The Higgs
boson is a key component of the Higgs mechanism, the mechanism which gives mass
to the W± and Z0 bosons. This mechanism is explained in detail below.
The properties of the bosons are summarised in Table 1.3.
1.4 Gauge Theories
In particle physics, particles and their interactions can be described using a for-
malism named relativistic field theory. Mathematically, systems are described by
Lagrangian densities (shortened to simply Lagrangian in this thesis), denoted by
the symbol L . For example, the Lagrangian which describes a spin-12 field, ψ, is
[13]
L = iψ¯γµ∂µψ −mψ¯ψ. (1.1)
This is known as the Dirac Lagrangian.
1.4.1 Local Gauge Invariance
By inspection we can determine that Equation 1.1 is invariant under a global gauge
transformation [13]
ψ → e−iqλψ. (1.2)
This is known as the U(1) gauge transformation. In group theory, U(n) refers to the
group of n × n matrices which are unitary, i.e. U †U = 1. For the one dimensional
case this group can simply be expressed in the form e−iθ, as in the equation above.
If we however consider the case where λ depends on position, x, known as a
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local gauge transformation, this invariance is broken. Instead we find [13]
L → L + (qψ¯γµψ)∂µλ. (1.3)
Now, consider the Lagrangian
L = −(qψ¯γµψ)Aµ. (1.4)
Here Aµ represents a vector field which, under the local gauge transformation, trans-
forms like
Aµ → Aµ + ∂µλ. (1.5)
This new Lagrangian transforms like
L → L − (qψ¯γµψ)∂µλ (1.6)
and, while not locally gauge invariant itself, would perfectly cancel the unwanted
term in Equation 1.3. Therefore, by adding the Lagrangians of Equations 1.1 and
1.4 we can construct a locally gauge invariant Lagrangian [13]
L = (iψ¯γµ∂µψ −mψ¯ψ)− (qψ¯γµψ)Aµ. (1.7)
One final step is to add the free Lagrangian for the field Aµ. As a vector field, the
free Lagrangian takes the form [13]
L = −1
4
FµνFµν +
1
2
m2AνAν , (1.8)
where Fµν is shorthand for the gauge invariant expression ∂µAν−∂νAµ. The second
term however is not locally gauge invariant meaning that the vector field must be
massless [13]. This gives a final Lagrangian of
L = (iψ¯γµ∂µψ −mψ¯ψ)− (qψ¯γµψ)Aµ − 1
4
FµνFµν . (1.9)
So, in summary, by enforcing local U(1) gauge invariance on the Dirac La-
grangian we find this requires the presence of a massless vector field. This is in fact a
simple version of the Lagrangian for Quantum Electrodynamics (QED). We can see
spin-12 particles (electrons and positrons) interacting with a vector field (photons).
Locally gauge invariant theories are also known as gauge theories.
Before continuing it should be noted that Equation 1.1 can be changed to
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Equation 1.7 simply by substituting the ∂µ with the expression
Dµ = ∂µ + iqAµ. (1.10)
Dµ is called the covariant derivative and will be of use in later sections.
1.4.2 Expanding Local Gauge Invariance to SU(2)
In section 1.4.1 we enforced U(1) local gauge invariance. With fairly minimal
changes this method can be extended to the SU(2) gauge transformation. This
method was pioneered in 1954 by Yang and Mills [14].
The starting point is again the Dirac Lagrangian but now for two spin-12
particles of equal mass. These can simply be represented by a column vector
ψ =
(
ψ1
ψ2
)
. (1.11)
This gives a starting Lagrangian identical to Equation 1.1, the only difference being
ψ and ψ¯ now have two elements.
Similar to U(1), the SU(2) group refers to 2× 2 matrices which are unitary.
The addition of the S simply means that as well as the requirement of unitarity,
each matrix must also have a determinant of 1. The SU(2) transformation can be
written in the form [13]
ψ → e−iqτ ·λψ, (1.12)
where τ and λ are both three vectors. Each element in the τ vector is a Pauli matrix
[15]. The three elements of λ are real numbers for a global gauge transformation
or functions of position, x, for a local transformation. The Dirac Lagrangian is
invariant under a global SU(2) transformation. As before, we will proceed with the
case of the local gauge transformation and adapt Equation 1.1 to be locally SU(2)
invariant.
At the end of Section 1.4.1 it was stated that replacing each instance of ∂µ
with the covariant derivative, Dµ, served as a useful first step in the quest for a
locally gauge invariant Lagrangian. In the SU(2) case, Equation 1.10 becomes [13]
Dµ = ∂µ + iqτ ·Aµ. (1.13)
In this case, Aµ is a three vector of vector fields.
The transformation for these vector fields required to make the Lagrangian
locally gauge invariant is complicated but can be sufficiently approximated for small
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|λ|. In this approximation the fields transform as [13]
Aµ → Aµ + ∂µλ+ 2q(λ×Aµ). (1.14)
Continuing to follow the process in the previous section, the final component
required is the addition of free field terms for the new vector fields. These take a
similar form to Equation 1.8 with the difference being Fµν must be redefined as
Fµν = ∂µAν − ∂νAµ − 2q(Aµ ×Aν). (1.15)
Note that again mass terms cannot be added without breaking local gauge invariance
[13].
Combining all of the above we are left with a final, locally SU(2) gauge
invariant, Lagrangian
L = (iψ¯γµ∂µψ −mψ¯ψ)− (qψ¯γµτψ) ·Aµ − 1
4
F µν · F µν . (1.16)
This Lagrangian describes pairs of spin-12 particles with identical masses, three mass-
less vector fields and the interactions between the two. While interesting, this model
describes no known physical process. This method, however, can be applied to the
SU(3) case with relevant physical results.
1.4.3 SU(3) Local Gauge Invariance
As the previous model described two spin-12 particles with identical masses, replacing
ψ in Equation 1.1 with a three vector describes three spin-12 particles. This has a
direct physical relevance in the case of the strong force. Each quark flavour is in
fact three different spin-12 fields, one for each of the three colour charges
ψ =
ψrψg
ψb
. (1.17)
In the SU(3) case the local gauge transformation can be written as
ψ → e−iqλ·φψ, (1.18)
where the Gell-Mann matrices [16], λ, replace the Pauli matrices from the SU(2)
example and φ is the position dependent gauge transformation.
Now, following an identical methodology to the one used in Section 1.4.2, we
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can obtain a Lagrangian which describes the strong interaction in full. The only
difference of note is that each three vector is replaced by a corresponding vector
with eight elements. This requires defining the cross product for vectors with eight
elements
(A×B)i =
8∑
j,k=1
fijkAjBk, (1.19)
where fijk are the structure constants for SU(3).
So, finally, we have a Lagrangian describing spin-12 particles with three colour
states, the quarks, interacting with eight massless vector fields, the gluons. Gluon
self-coupling is also present in the final term. The Lagrangian is
L = (iψ¯γµ∂µψ −mψ¯ψ)− (qψ¯γµλψ) ·Aµ − 1
4
F µν · F µν (1.20)
and takes an identical form to Equation 1.16. This Lagrangian is invariant under
any SU(3) local gauge transformation [13].
With the electromagnetic and strong forces both successfully described, we
now require a theory which can successfully accommodate the massive gauge bosons
of the weak force.
1.4.4 Non-zero Vacuum Expectation Values
Any Lagrangian density can be divided into two components, the kinetic term and
a potential term
L = T −U . (1.21)
The kinetic term (T ) typically contains derivatives of the field in question whereas
the potential term (U ) has no fixed form. For a given field, φ, with mass, m, the
potential often contains a component of the form m2φ2, known as the mass term
[13].
Taking the Klein-Gordon Lagrangian,
L =
1
2
(∂µφ)(∂
µφ)− 1
2
m2φ2, (1.22)
as an example, the first term is the kinetic term and the potential term is simply
the mass term with no additional components. The factors of a half are merely
convention which have no effect on the physics. For this Lagrangian, as well as all
Lagrangians discussed previously, the potential term is minimised when the field is
equal to zero. A point where the potential is minimised is called a ground state.
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Now, consider the Lagrangian
L =
1
2
(∂µφ)(∂
µφ) +
1
2
µ2φ2 − 1
4
λ2φ4. (1.23)
In this case the potential term is
U = −1
2
µ2φ2 +
1
4
λ2φ4. (1.24)
The φ2 term is the wrong sign to be a mass term and it is not immediately obvious
for which value of φ U is minimised.
Through simple calculus it can be shown U is minimised when
φ = ±µ
λ
. (1.25)
This is the vacuum expectation value (VEV) of the field and is non-zero.
Now, the Lagrangian is most useful when the ground state corresponds to
the field being zero (and hence a VEV of zero). By performing the substitution
φ = η ± µ
λ
(1.26)
we can obtain such a Lagrangian.
Following the substitution, the Lagrangian is
L =
1
2
(∂µη)(∂
µη)− µ2η2 ± µλη3 − 1
4
λ2η4 +
1
4
(
µ2
λ
)2
. (1.27)
We see the mass of the field is
√
2µ. While Equation 1.27 clearly differs from
Equation 1.23, the underlying physics described by the model is identical [13].
1.5 Spontaneous Symmetry Breaking
While the potential component of Equation 1.23 is symmetric (under φ ↔ −φ),
once transformed to Equation 1.27 this is no longer the case. This is an example of
spontaneous symmetry breaking, a vital component of the Higgs mechanism.
As a more tangible example, consider a rotationally symmetric bowl full of
water placed in a freezer. Once the water is frozen solid the crystals of ice will all
point in the same direction. The choice of direction is entirely random, without
external influence, and occurs spontaneously.
For a more complex Lagrangian, spontaneous symmetry breaking proceeds
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Figure 1.1: The shape of the potential for the case U = −12µ2(φ21 + φ22) + 14λ2(φ21 +
φ22)
2. The potential is nicknamed the Mexican Hat Potential.
as follows. The Lagrangian
L =
1
2
(∂µφ1)(∂
µφ1) +
1
2
(∂µφ2)(∂
µφ2) +
1
2
µ2(φ21 + φ
2
2)−
1
4
λ2(φ21 + φ
2
2)
2. (1.28)
is similar to Equation 1.23 with the difference being it describes two fields rather
than one.
The potential term takes the shape shown in Figure 1.1 and is minimised
when
φ21 + φ
2
2 =
µ2
λ2
. (1.29)
Choosing the solution of the form
φ1 = 0; φ2 =
µ
λ
; (1.30)
we can expand about this ground state by making the substitutions
φ1 = ξ; φ2 = η +
µ
λ
. (1.31)
Although the choice of solution is seemingly arbitrary, each solution describes an
identical system so we are free to choose any solution. This is an example of spon-
taneous symmetry breaking. This particular solution was selected to simplify the
algebra as we continue.
This gives a Lagrangian
L =
(
1
2
(∂µη)(∂
µη)− µ2η2
)
+
(
1
2
(∂µξ)(∂
µξ)
)
11
−
(
µλ(η3 + ηξ2) +
λ2
4
(η4 + ξ4 + 2η2ξ2)
)
+
µ4
4λ2
. (1.32)
It describes a system with field, η, of mass
√
2µ, a massless field, ξ, and interactions
between the two [13]. The massless field is a consequence of Goldstone’s Theorem
[17]. The theorem states that the breaking of any continuous global symmetry leads
to the appearance of a massless spin-0 boson, known as a Goldstone boson. While
not immediately useful in our search for a theory to describe the massive bosons of
the weak interaction, this theorem forms a key part of the Higgs mechanism.
1.6 The Higgs Mechanism
Combining the principles of Section 1.4 and 1.5 will lead us to the Higgs mechanism.
The two fields of Equation 1.28 can be combined into a single complex field [13]
φ = φ1 + iφ2, (1.33)
with the property
φ∗φ = φ21 + φ
2
2. (1.34)
Rewriting Equation 1.28 in terms of the new field we obtain the Lagrangian
L =
1
2
(∂µφ)
∗(∂µφ) +
1
2
µ2(φ∗φ)− 1
4
λ2(φ∗φ)2. (1.35)
This Lagrangian is invariant under the global U(1) gauge transformation of Equation
1.2. In fact, this transformation corresponds to a rotation about the vertical axis in
Figure 1.1, an axis which the potential is clearly rotationally symmetric about.
Replacing ∂µ with the covariant derivative, Dµ (Equation 1.10), will help
adapt this Lagrangian to be locally gauge invariant
L =
1
2
|(∂µ + iqAµ)φ|2 + 1
2
µ2(φ∗φ)− 1
4
λ2(φ∗φ)2 − 1
4
FµνFµν , (1.36)
where | |2 is shorthand for ( )∗( ).
Expanding about a ground state, by repeating the substitution of Equation
1.31, we find
L =
(
1
2
(∂µη)(∂
µη)− µ2η2
)
+
(
1
2
(∂µξ)(∂
µξ)
)
+
(
−1
4
FµνFµν +
1
2
q2
(µ
λ
)2
AµA
µ
)
12
+
(
q(η(∂µξ)− ξ(∂µη))Aµ + q2µη
λ
(AµA
µ)
+
1
2
q2(ξ2 + η2)(AµA
µ)− λµ(η3 + ηξ2)− 1
4
λ2(η4 + 2η2ξ2 + ξ4)
)
+ q
(µ
λ
)
(∂µξ)A
µ +
(
µ2
2λ
)2
. (1.37)
The first line is identical to that of Equation 1.32. It describes two spin-0 fields, the
first, η, with a mass of
√
2µ and the second, ξ, massless [13]. As we saw before when
enforcing local gauge invariance, a new field, Aµ, has appeared. This spin-1 field is
described by the terms in the second line of the Lagrangian. Unlike the previous
derivations however, this field has a non-zero mass of qµ/λ. The third and fourth
lines are interactions between the three fields.
The first term on the last line seems to describe an interaction where the
ξ changes into an A and vice versa. Terms such as this tell us that the fields do
not represent the fundamental particles described by the Lagrangian [13]. A real
world example of this can be found in neutral Kaon oscillations. A Lagrangian
formulated in terms of the K0 and K¯0 has terms of this form which represent the
Kaon oscillations. The true fundamental particles in this example however are the
linear combinations, K1 and K2.
The final term in the above Lagrangian is a constant which, as usual, can be
ignored [13].
While this Lagrangian has some of the desired features, others are not so
nice. The massless vector field, ξ, is an unwanted component, as are the linear
couplings between the ξ and A fields.
Now we have a locally gauge invariant field, it is possible to choose a gauge
transformation which makes the original field, φ, wholly real [13]. As the imaginary
component of φ is φ2 = ξ, this gauge transformation will remove the ξ field and its
two associated issues entirely. Using the local gauge transformation
φ→ e−iqθφ
→ (cos θ + i sin θ)(φ1 + iφ2)
→ (φ1 cos θ − φ2 sin θ) + i(φ1 sin θ + φ2 cos θ), (1.38)
to make the field real we require
φ1 sin θ + φ2 cos θ = 0, (1.39)
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giving
θ = − arctan (φ2/φ1). (1.40)
Substituting this into the Lagrangian of Equation 1.37 gives
L =
(
1
2
(∂µη)(∂
µη)− µ2η2
)
+
(
−1
4
FµνFµν +
1
2
q2
(µ
λ
)2
AµA
µ
)
+
(
q2
µη
λ
(AµA
µ) +
1
2
q2η2(AµA
µ)− λµη3 − 1
4
λ2η4
)
+
(
µ2
2λ
)2
. (1.41)
Now, finally, we have a Lagrangian containing a massive vector field and
no massless field [13]. It also predicts a massive spin-0 boson, the Higgs boson,
here denoted by the symbol η. The derivation described in this section is called
the Higgs mechanism and explains how bosons acquire mass in the Standard Model.
The next section will discuss specifically the massive bosons which mediate the weak
interaction, the W± and Z0 bosons.
1.7 The Electroweak Interaction
While at low energies (below around 100 GeV) electromagnetic and weak interac-
tions appear distinct, at higher energies the two can be treated as being two different
components of the same force [13]. This combined force is called the electroweak
interaction. In gauge theory, this combination is modelled as an SU(2)×U(1) group
[18].
To proceed, we must apply the Higgs mechanism described above to an
SU(2) × U(1) locally gauge invariant Lagrangian. This will be performed by com-
bining the techniques used in Sections 1.4.2 and 1.6. Such a group requires φ to be
a doublet [18]
φ =
(
ψ+
ψ0
)
. (1.42)
As seen above, making an SU(2) Lagrangian locally gauge invariant requires
the introduction of three vector fields while U(1) local gauge invariance requires one
vector field. Here, we will use the label W µ for the former and Bµ for the latter.
The requirement for these fields make the covariant derivative [18]
Dµ = ∂µ + igτ ·W µ + ig′Bµ. (1.43)
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Here, g and g′ are the coupling constants of SU(2) and U(1) respectively.
We will continue to work with the Lagrangian shown in Equation 1.35. In
this discussion, where we are looking for the theoretical mechanism which explains
the masses of the electroweak bosons, the relevant terms are the ones introduced by
the substitution of the covariant derivative [2]. Namely (having factored out the i
present in both terms)
1
2
∣∣(gτ ·W µ + g′Bµ)φ∣∣2 . (1.44)
Expanding the dot product gives
1
2
∣∣∣∣∣
(
gW 3µ + g
′Bµ g(W 1µ − iW 2µ)
g(W 1µ + iW
2
µ) −gW 3µ + g′Bµ
)
φ
∣∣∣∣∣
2
. (1.45)
Substituting in the value of φ where the potential is minimised,
φ =
(
0
µ/λ
)
=
(
0
v
)
, (1.46)
and defining [2]
W± = W 1 ∓ iW 2 (1.47)
leads to
1
2
v2
(
g2W+µ W
−µ + (gW 3µ − g′Bµ)(gW 3µ − g′Bµ)
)
. (1.48)
Defining the mixing between W 3 and B as [2, 18]
tan θW =
g′
g
(1.49)
and
Zµ = cos θWW
3
µ − sin θWBµ (1.50)
means
gW 3µ − g′Bµ = g
cos θW
Zµ. (1.51)
Substituting this in gives us finally
1
2
v2
(
g2W+µ W
−µ +
g2
cos2 θW
ZµZ
µ
)
. (1.52)
We see two massive bosons, with masses
MW = vg; MZ =
vg
cos θW
=
MW
cos θW
. (1.53)
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These are the two massive bosons which mediate the weak force. Furthermore, the
combination of W 3 and B which is orthogonal to Equation 1.50,
sin θWW
3
µ + cos θWBµ, (1.54)
is massless and can be identified as the photon of the electromagnetic force [18].
In summary, applying the principles of local gauge invariance and expanding
about a minimum in the potential to SU(2) × U(1) has led to a theory with three
massive vector bosons (the Z0, W+ and W−) and a massless one (the photon) [2, 18].
This is analogous to the bosons of the electroweak force. Alongside the description
of the strong force in Section 1.4.3 and the theoretical origin of the Higgs in Section
1.6, we have a roughly complete description of the bosons of the SM and the origins
of mass. The importance of the discovery of the Higgs boson is obvious due its key
role in this theoretical framework. The final piece to be discussed is the origin of
mass for the leptons.
1.8 Fermion Masses
This discussion will focus on the electron case, but may easily be expanded to
all fermions. The weak interaction only applies to left-handed fermions, meaning
left-handed electrons form a doublet with the electron neutrino while right-handed
electrons are singlets [2]
χL =
(
νe
e−
)
L
; ψR = e
−
R. (1.55)
The fact that the Weak interaction treats left- and right-handed particles differently
means a mass term of the form in the Dirac Lagrangian (Equation 1.1) will break
SU(2) gauge invariance. This is because the mass term would directly couple the
left- and right-handed components [18].
The Lagrangian
Le = −Ge
(
χ¯LφψR + ψ¯Rφ
∗χL
)
(1.56)
is SU(2)×U(1) gauge invariant (where Ge is a free constant), so can safely be added
to our theory [2].
Expanding about a minimum by substituting in
φ =
(
0
v +H
)
(1.57)
16
gives
Le = −Gev(e¯LeR + e¯ReL)−Ge(e¯LeR + e¯ReL)H. (1.58)
The first term is a mass term for the electron and the second is a coupling between
the electron and the massive boson introduced by symmetry breaking. This demon-
strates that the Higgs may explain both the masses of bosons and fermions, with
the electron having mass me = Gev [2]. As Ge is an arbitrary constant, the theory
makes no prediction as to the mass of the fermions. It does, however, suggest that
fermion-Higgs couplings are proportional to the fermion masses.
The Lagrangian term discussed here is by no means necessary. It is, however,
the currently preferred explanation as to the origin of the observed fermion masses.
The Higgs discovery was made using its bosonic decay channels, supplemented by
evidence from the fermionic decay modes. A 5σ direct observation of fermion-Higgs
couplings is an important physics goal of the ATLAS and CMS experiments, key
to confirming that the Higgs boson is responsible for the origin of fermion masses.
Such couplings are called Yukawa couplings. H → ττ is one of the most promising
channels for the discovery of Yukawa couplings. This is due to the reasonable de-
tection efficiency of ditau events, combined with their high mass when compared to
the other leptons (and hence a larger Higgs coupling) [19].
1.9 Higgs Production Mechanisms at the LHC
The Higgs boson can be produced by a number of processes at a hadron collider such
as the LHC. These processes are generally initiated by gluons or light quarks. Cross
sections of the most common processes are summarised in Figure 1.2. The discussion
here will be limited to the three processes with the largest cross sections, namely
gluon-gluon fusion (ggF), vector boson fusion (VBF) and vector boson associated
production (V H). The Feynman diagrams for theses processes are shown in Figure
1.3.
1.9.1 Gluon-gluon Fusion
As shown in Figure 1.3, ggF is initiated by two gluons and the Higgs is produced via
a quark loop. The loop is necessary as the Higgs boson couples to mass, therefore
it cannot directly couple to the massless gluons. As fermion-Higgs couplings are
proportional to mass, the heaviest quarks make the largest contribution to the ggF
cross section. Furthermore, a larger than expected ggF cross section can indicate
new physics through the existence of heavier particles which have not been previously
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Figure 1.2: Calculated Higgs production cross sections for centre of mass energy,√
s = 8 TeV [20]. ggF is denoted here by pp→H, VBF by pp→qqH and V H by
pp→WH/ZH.
observed.
While ggF has the largest predicted cross section, this production process
provides no additional features.This means it can be difficult to identify Higgs events
against the background of Standard Model processes with similar signatures and
significantly larger cross sections.
1.9.2 Vector Boson Fusion
VBF is the largest quark initiated Higgs production process. The two incoming
quarks each radiate a W± or Z0 boson and these fuse to produce the Higgs. The
quarks themselves form high-pT jets in opposite halves of the detector. These jets
can be exploited to help identify events containing a Higgs produced via VBF.
1.9.3 Vector Boson Associated Production
In V H, the third and final production mechanism considered here, a W± or Z0 is
produced from two quarks. This vector boson then radiates a Higgs before decaying
itself. The decay products of the W± or Z0 may be used to help detect V H produced
Higgs events. This is particularly useful in cases where the vector boson decays
leptonically.
18
qH
q
q
q
q
W, Z
W,Z
H
q¯
q
W, Z
H
W,Z
Figure 1.3: Feynman diagrams showing the three Higgs production processes con-
sidered in this analysis [21]. From top to bottom these are gluon-gluon fusion (ggF),
vector boson fusion (VBF) and vector boson associated production (V H).
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Chapter 2
The Large Hadron Collider
2.1 Introduction
The Large Hadron Collider (LHC) is the world’s largest particle collider, with a cir-
cumference of 27 km. It is located beneath the Swiss-French border at the European
Organization for Nuclear Research (CERN), near the city of Geneva. The LHC is a
proton-proton collider with a design energy of 7 TeV per proton beam. This gives
a total design centre of mass energy (
√
s) of 14 TeV.
The protons accelerated within the machine begin as hydrogen atoms. The
hydrogen atoms are stripped of their electrons using an electric field, isolating pro-
tons. These protons then enter the LHC’s acceleration chain. The LINAC2 linear
accelerator is the first component, accelerating the protons using radio frequency
(RF) cavities [22]. LINAC2 has been in operation since 1978 and accelerates the
protons to an energy of 50 MeV. With the protons only possessing a minute fraction
of the desired collision energy, a number of additional acceleration steps are required
before injection into the LHC ring.
Next comes the Proton Synchrotron Booster (PSB) [23]. This is the first of
four synchrotrons in the acceleration chain. Synchrotrons are circular accelerators
which use RF cavities for acceleration as well as dipole magnets to guide the beam on
a circular trajectory. Unlike linear accelerators, the fact that the beam is travelling
in a circle means that each RF cavity in a synchrotron may repeatedly accelerate
the protons, achieving large increases in energy. With the acceleration gradient of
current RF cavities, linear accelerators are unable to accelerate protons to the ener-
gies required at the forefront of particle physics. Synchrotron acceleration, however,
is limited by the radiative losses of charged particles undergoing radial acceleration
(bending) due to the emission of synchrotron radiation. The PSB accelerates the
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50 MeV protons from LINAC2 up to energies of 1.4 GeV.
The protons are then passed to a larger synchrotron ring named the Proton
Synchrotron (PS) [24]. The PS began operation in 1959, at which point it was the
highest energy particle accelerator in the world. With a circumference of 628 m,
the PS is able to further accelerate the beam to an energy of 25 GeV using its RF
cavities.
The final synchrotron used for acceleration before injection into the LHC is
the Super Proton Synchrotron (SPS) [25]. In 1983, colliding protons and antipro-
tons, this machine was responsible for the discovery of the W and Z bosons. The
SPS accelerates the protons of the beam to 450 GeV, the injection energy of the
LHC.
The SPS is used to alternately fill the LHC in a clockwise and anticlockwise
direction. The energy of the two beams is then ramped up to collision energy
using the LHC’s 16 RF cavities [26]. Along the circumference of the LHC there
are over 1,000 dipole magnets, used to bend the beam into a circle. There are also
approximately 400 quadrupole magnets, which are used to focus the protons into a
beam. Due to the extremely high currents required to maintain the magnetic fields,
the magnets of the LHC are superconducting electromagnets. This means they must
be kept at a temperature below 2 K using liquid helium. To minimise interference
with the proton beam, the two beam pipes must be kept in a state of vacuum.
Once in the LHC, the protons of the beam are grouped in discrete bunches,
typically around 1,000 or so. The two beams are able to cross at four different loca-
tions around the ring, each crossing point home to a cutting edge particle detector.
The bunches of the two beams cross 40 million times per second at each crossing
point.
The two beams of protons are so tightly focused that each bunch crossing
results in multiple proton-proton interactions. The additional interactions are a
background activity to any physically interesting processes. This phenomenon is
referred to as pile-up and the mean number of interactions per bunch crossing for
the ATLAS detector can be seen in Figure 2.1. The high frequency of bunch crossings
and multiple interactions per crossing are vital as many of the processes the LHC’s
experiments are searching for occur extremely rarely.
The LHCb (Large Hadron Collider beauty) [28] experiment is designed to
focus on particle collisions where b-quarks are produced. These are especially in-
teresting as they may shine a light on the matter-antimatter asymmetry observed
in the Universe. Alongside more typical detector components, LHCb is equipped
with two specialist components which help it accurately identify events containing
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Figure 2.1: Luminosity-weighted distribution of the mean number of interactions
per crossing for the 2011 and 2012 data [27].
b-quarks. These are a very precise vertex locater (used to identify the exact position
of the collision) and a Cherenkov detector (which helps distinguish between different
hadrons).
ATLAS (A Toroidal LHC ApparatuS) [29] and CMS (Compact Muon Solenoid)
[30] are two multi-purpose detectors located on opposite sides of the LHC ring. They
are capable of detecting all of the particles of the Standard Model, except for the
rarely interacting neutrinos, and have detector coverage approaching 4pi steradians.
The two experiments use this ability to search for never before seen physics as well
as making precision measurements of known interactions.
The fourth collision point is home to ALICE (A Large Ion Collider Exper-
iment) [31]. As well as being filled with protons, the LHC can also be used to
accelerate lead ions. ALICE is used to study the high energy densities produced in
lead-lead collisions. These studies include investigations into quark-gluon plasmas,
a phase of matter similar to that of just after the Big Bang.
2.2 Operational History
Construction of the LHC and its associated particle detectors was completed in
June 2008. By August of that year, the beampipe had been cooled to the operating
temperature of 1.9 K and was in vacuum. The first beams of protons were circulated
individually through the two LHC beampipes in early September.
Fewer than two weeks later, on the 19th September 2008, one of the super-
conducting magnets of the LHC quenched [32]. A quench occurs when the magnetic
22
field or temperature of the magnet becomes high enough for the magnet material
to leave the superconducting state. Rapid heating occurred causing around two
tonnes of the liquid helium used to cool the magnets to vent explosively. The large
explosion damaged over 50 of the magnets and coated parts of the beampipe in
soot. It was ultimately caused by a high current arcing between two magnets due
to imperfect soldering between the two.
Over the following year, repairs were made to the accelerator. The damaged
magnets were repaired or replaced and other faulty connections were identified and
repaired. Following the incident, beams were again circulated through the machine
in November 2009. The first proton-proton collisions at a centre of mass energy of
450 GeV occurred later that month.
With the machine operating smoothly, there was just one week between the
first collisions and the LHC claiming the world record for collisions at the highest
centre of mass energy. On the 30th November 2009, the record was set at
√
s = 2.36
TeV, beating the record set years earlier by Fermilab’s Tevatron.
In the following months, the record was repeatedly broken before reaching
the planned centre of mass energy of 7 TeV in March 2010. This value was lower than
the design energy as some solder connections in the LHC still required replacing.
The upgrade was scheduled for the long shutdown of the machine following around
three years of data taking.
After the success of data taking at
√
s = 7 TeV in 2011, for 2012 the centre
of mass energy was increased to 8 TeV. This change slightly increased the chance of
a magnet quenching but the increased risk was deemed acceptable when compared
to the benefits. One of the principal benefits was the increase in cross section for
many physically interesting processes, including Higgs production.
During these two years of operation, the ATLAS experiment recorded inte-
grated luminosities of 4.5 fb−1 at
√
s = 7 TeV and 20.3 fb−1 at
√
s = 8 TeV. This
forms the dataset used in this analysis.
Following the data taking of 2012, the LHC and each of the experiments were
shutdown for a period of approximately two years. This shutdown was used to fix or
improve various components of the accelerator and detectors. One key repair is the
resoldering of the final potentially faulty superconducting magnet connections. This
should allow the LHC to run at energies closer to its design energy in the future.
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Chapter 3
The ATLAS Detector
3.1 Introduction
The ATLAS detector is one of two multipurpose detectors at the LHC, the other
being CMS. Multipurpose experiments are required to have good directional cov-
erage as well as sensitivity to as wide a range of particles as possible. To achieve
these goals, the ATLAS detector is made up of multiple subsystems which each
target different classes of particles. These subsystems, displayed in Figure 3.1, will
be introduced now but discussed in more detail below.
The magnet system generates a magnetic field which envelops the entirety
of the detector. As charged particles follow curved trajectories in a magnetic field,
information on the charge and momentum of any charged particles in the detector
can be inferred. It consists of a solenoidal component which produces a magnetic
flux in the inner detector, and a toroidal component which induces a flux in the
muon system.
At the very centre of the ATLAS detector lies the LHC beampipe. The
protons of the two beams travel in opposite directions in two pipes, crossing at the
centre of ATLAS so proton-proton collisions can occur. The beampipe’s shielding
is reduced within the ATLAS detector to allow detector components to be located
closer to the interaction point (IP).
The first layer of the detector is the inner detector (ID). The inner detector
is capable of determining the tracks of charged particles to a very high precision.
This is crucial for both determining which particles in each event originate from
the collision vertex as well as whether any particles were produced in secondary
decays. Measuring the curvature of tracks in the inner detector’s multiple layers
also provides information on the momenta and charges of any particles produced.
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Figure 3.1: Cutaway view of the ATLAS detector, with the major subcomponents
labelled [29].
The electromagnetic calorimeter (ECAL) surrounds the inner detector. The
purpose of a calorimeter is to absorb incident particles, measuring their energy in
the process. The ECAL is designed to be most sensitive to electrons and photons.
This is followed by the hadronic calorimeter (HCAL). The HCAL is used to
measure the energy of hadrons such as protons, neutrons and pions. It can also be
used to measure jet energies.
The final major subdetector is the muon system. Muons are capable of pen-
etrating both calorimeters so dedicated subdetectors are installed surrounding the
HCAL. These detect the passage of muons, allowing their properties to be measured
(in conjunction with the inner detector and the muon system’s toroidal magnets).
3.2 The ATLAS Coordinate Systems
Before proceeding with more detailed specifications of each subdetector, the coor-
dinate systems used by the ATLAS collaboration must be described. The ATLAS
detector consists of a barrel with an endcap on either end, making it cylindrical in
shape. Both a Cartesian and cylindrical coordinate system is in use, each useful
for different applications. The origin of each coordinate system is defined as the
nominal interaction point, at the centre of the ATLAS detector.
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The Cartesian system defines the positive x direction as being towards the
centre of the LHC ring. The positive y direction is defined as being straight up. In
keeping with a right-handed coordinate system, this leaves the z-axis to be defined
in the anti-clockwise direction if viewing the LHC ring from above.
The z-axis is used to define two halves of the detector. The half of the
detector where z is positive is named the A-side with the other half being called
C-side.
The cylindrical coordinate system uses the same z-axis definition as the
Cartesian one. φ is defined as the angle around the beampipe, with φ = 0 cor-
responding to straight up (along the y-axis). φ values run from 0 to 2pi. Pseudora-
pidity, η, is used as the third and final coordinate. With θ defined as the angle from
the positive z-axis, η is defined by
η = − ln(tan(θ/2)). (3.1)
This definition means any particle located on the transverse plane through the origin
will have an η of 0. The η of locations away from this plane increase as they approach
the beampipe, tending towards infinity.
Two variables which may be used to parameterise a tracks closest approach to
the nominal interaction point are the impact parameters of the track. The transverse
impact parameter, d0, is the distance of closest approach between the track and the
z-axis. The z-coordinate of this point is named the longitudinal impact parameter,
z0.
While discussing coordinate systems, one final important definition is re-
quired. The angular distance, ∆R, between two coordinates is defined as
∆R =
√
∆η2 + ∆φ2. (3.2)
∆η and ∆φ are the angular separations in the η and φ planes respectively.
3.3 Magnet System
The magnet system of the ATLAS experiment consists of four distinct elements.
These are the barrel solenoid, the barrel toroid and the two endcap toroids. Each
is a superconducting electromagnet and, when operating at their design currents,
represent a combined total stored energy of 1.6 GJ [29]. The conducting wires are
manufactured from a niobium/titanium/copper mix, stabilised with aluminium.
To minimise the uncertainty on momentum measurements of any charged
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particles, great care is taken to measure the magnetic field to a very high precision.
3.3.1 Barrel Solenoid
The barrel solenoid lays between the inner detector and calorimeters, providing a
near uniform 2 T field for the inner detector. Its location allows it to use the steel of
the hadronic calorimeter as a return yoke for its magnetic flux. It forms a cylinder
centred on the beampipe, with an inner diameter of 2.46 m and an outer one of 2.56
m. The cylinder is 5.8 m in length.
Due to its location inside the calorimeters, care was taken when designing
the solenoid to minimise the material thickness. The final thickness was measured
to be roughly 0.66 radiation lengths at normal incidence.
A current of 7.73 kA is required to reach the design magnetic field strength,
giving a total stored energy of 40 MJ [29]. The nominal temperature for the super-
conducting magnet is 4.5 K but the magnet can safely quench by heating up the
surrounding detector components. To reach and maintain these temperatures, the
solenoid shares a cryostat with the electromagnetic calorimeter which surrounds it.
This sharing also helps achieve the design goal of minimising the material thickness
within the ECAL, by eliminating the need for two vacuum walls.
To ensure the magnetic field strength is not the dominant uncertainty on
momentum measurements using the inner detector, the fractional bending power
must be measured to a precision of around 1 part in 2,000. This target was achieved
by mapping the magnetic field using dedicated equipment once the inner detector
had been fully constructed [33].
3.3.2 Toroids
Both the barrel and endcap toroids consist of eight identical loops, distributed sym-
metrically. The toroids are responsible for inducing a magnetic field in the muon
detectors, allowing muon momenta to be calculated. This measurement can be com-
bined with the corresponding one from the inner detector, providing an improved
muon momentum resolution.
The barrel loops are over 25 m in length, with inner and outer diameters of
9.4 and 20.1 m respectively. These loops give a 0.5 T magnetic field in the muon
detector, requiring a current of 20.5 kA [29]. Again, the stored energy of 1.1 GJ
can safely be quenched into the surrounding material without a damaging rise in
temperature. The total weight of the barrel toroid is around 830 tonnes.
The two endcap toroids are identical in design. They each feature eight
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loops held in place by steel keystones between them. The endcap toroids have inner
diameters of 1.65 m and external diameters of 10.7 m. They are 5 m long.
The same 20.5 kA current as used in the barrel toroid, induces a magnetic
field of 1 T in the endcap toroids. Each endcap weighs around 240 tonnes in total.
To achieve a momentum measurement uncertainty below 5 %, the magnetic
fields in the muon detectors must be measured to an accuracy of at least 1 in 200.
Due to the large volume of the toroids, manual measurement of the field would be
impractical. 1,840 B-field sensors are installed in the toroids to allow, in conjunction
with simulations, the field to be determined sufficiently accurately [34].
3.4 Inner Detector
The inner detector (ID) surrounds the interaction point and is responsible for preci-
sion momentum measurements and vertex locating. Its position makes it sensitive to
both primary vertices (where the proton-proton interaction occurred) and secondary
vertices (from heavy-flavour or tau decays).
The location of the ID means it is exposed to a very high level of radiation
throughout its ten year life. This also means the multiplicity of tracks in the ID will
be extremely high, therefore the sensors must be of very high granularity.
In order to meet these design goals while still keeping costs manageable, the
ID is made up of three independent subsystems. The first layers form the silicon
pixel tracker, a detector made of extremely high granularity semiconductor pixels
and able to cope with the high track multiplicity.
Surrounding this, where the track multiplicity is slightly reduced, is the sil-
icon microstrip tracker (SCT). This is similar in design to the pixel tracker, albeit
with a significantly reduced granularity to keep costs acceptable. The two silicon
trackers provide tracking information in the range |η| < 2.5.
The third and final subsystem is named the transition radiation tracker
(TRT). It uses approximately 350,000 drift tubes to measure the paths of charged
particles. While roughly ten times less precise than the silicon trackers, it provides
many more tracking hits so significantly aids momentum measurement precision.
Identification of electrons is also made possible by detecting transition radiation
produced by incident particles. The TRT tracks particles with |η| < 2.0.
For the combined ID, the impact parameter resolution is of the order 0.02
mm for d0 and 0.1 mm for z0 [35]. The intrinsic efficiencies are almost 100% for the
silicon detectors and around 97% for the TRT.
An overview of the ID can be seen in Figure 3.2. A more detailed view is
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Figure 3.2: Cutaway view of the ATLAS inner detector, showing the locations of
the pixel tracker, SCT and TRT [29].
shown in Figure 3.3.
3.4.1 Silicon Pixel Tracker
The pixel tracker has three layers in the barrel and each endcap. The barrel layers
are at radii of 50.5, 88.5 and 122.5 mm and stretch to |z| = 400.5 mm. The endcaps
are located at z positions of 495, 580 and 650 mm and form circles with inner and
outer radii of 88.8 and 149.6 mm respectively. This layout ensures any particle with
|η| < 2.5 will cross at least three layers of the pixel tracker.
A bias voltage of 150 V is applied to the silicon semiconductor in each pixel.
This bias can be safely increased to 600 V, to maintain performance after the ex-
pected radiation damage occurs.
In total, the pixel tracker is made up of 1,744 sensor modules. A typical
sensor contains nearly 50,000 pixels and has dimensions of 50 × 400 µm. In the
barrel the pixels are orientated with the long edge parallel to the beampipe whereas
the endcap pixels are placed radially. Each pixel is 250 µm thick. These properties
mean the pixel detector has an R− φ× z (R− φ×R in the endcaps) hit resolution
of 10× 115 µm [29].
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Figure 3.3: Cross section through a quarter of the ATLAS inner detector [29]. The
locations and dimensions of each subdetector can be seen.
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3.4.2 Silicon Microstrip Tracker
The SCT is similar in design to the pixel tracker, but with a reduced granularity
and hence resolution. A typical silicon strip of the SCT has dimensions of 80 µm ×
12 cm, orientated in the same way as the silicon pixels. Each strip is slightly thicker
than a pixel, at 285 µm. In total there are nearly 16,000 sensors, each with around
800 strip modules.
The SCT is arranged into four barrel layers and nine disks in each endcap.
Each layer is double sided and, to improve the resolution along the z-axis, one side
is offset by a stereo angle of 40 milliradians. The barrel layers are at radii of 299,
371, 443 and 514 mm and continue to z = 749 mm. The nine endcap layers are
spread between z = 853.8 mm and z = 2,720.2 mm The layers are positioned so
that any particle with an η under 2.5 will hit layers of the SCT.
These properties give the SCT a final hit resolution of 17× 580 µm [29].
3.4.3 Transition Radiation Tracker
The TRT is a straw tracker, made up of over 350,000 straws of diameter 4 mm.
Straws parallel to the beampipe form the barrel TRT, occupying the volume 563 <
R < 1, 066 mm, |z| < 712 mm. In the endcap, the straws radiate out from the
beampipe with z values ranging from 848 to 2,710 mm. The nature of a straw
tracker means the TRT only provides a position measurement in one dimension.
The wire in each straw is made from a 31 µm diameter strand of pure tung-
sten, plated with a thin layer (< 0.7 µm) of gold. The straws themselves are pri-
marily made of 25 µm thick polyimide, covered with a 0.2 µm coating of aluminium
and a roughly 5 µm layer of graphite-polyimide. The anode wires are held at ground
voltage and the voltage of each straw is −1, 530 V during normal operation.
The nominal gas mix in the TRT is 70% xenon, 28% carbon dioxide and 3%
oxygen. Transition radiation, produced when a charged particle crosses from one
material to another, ionises the TRT gas and hence produces a signal in the straw.
Due to the inverse mass dependence of transition radiation, electrons produce a much
larger signal than the more massive minimum-ionising charged particles. This fact
means the TRT forms an important component of the ATLAS detector’s electron
identification capabilities [29].
Each straw in the barrel runs the full 1.44 m length of the barrel TRT. The
wire in each barrel straw has a 6 mm break in the centre of the detector (at z = 0
mm). While necessary to reduce the occupancy of the straws, this leads to an
inefficiency for particles crossing with |z| < 20 mm. The straws of the endcap are
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Figure 3.4: Cutaway view of the ATLAS calorimeters, showing the major subcom-
ponents of each [29].
0.37 m in length, radiating outwards from R = 644 mm.
Limited by the drift time accuracy, the resolution of the TRT straws is ap-
proximately 130 µm [29]. Despite the comparatively lower resolution and the fact
the TRT only provides a measurement in the R − φ coordinate, the large number
of hits mean the TRT meaningfully contributes to momentum measurements. A
particle with |η| < 2.0 will typically leave 36 hits in the TRT.
3.5 Calorimetry
Calorimeters are a class of particle detector which measure the energy of incident
particles by absorbing them. The ATLAS detector has two calorimeters, the elec-
tromagnetic calorimeter and the hadronic calorimeter, and the layouts of both can
be seen in Figure 3.4. Both of the calorimeters are sampling calorimeters.
A sampling calorimeter is made up of alternating layers of absorber and active
material. The absorber is a dense material which absorbs some of the energy of any
particles passing through. When traversing the active material layers, the incident
particles cause secondary particles to be emitted. Detecting these secondaries allows
the energy of the original particle to be measured.
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Good containment of incoming particles is a key feature of a good calorimeter.
This allows the energies of all particles, and the missing transverse energy (EmissT ),
to be measured accurately. The EmissT is a measure of the energy imbalance in the
calorimeters, due to particles escaping detection, and is explained in detail in Section
5.2.6) The ATLAS calorimeters have full coverage in φ and η coverage up to |η| = 4.9.
The two calorimeters are also sufficiently thick. The electromagnetic calorimeter is
greater than 22 radiation lengths (X0) deep and the hadronic calorimeter’s depth is
more than 10 interaction lengths (λ) throughout.
Combined, these properties mean the calorimeters can measure the energies
of electrons, photons, hadrons and jets, as well as the EmissT , to a high accuracy
and precision. The properties of the individual calorimeters are discussed in detail
below.
3.5.1 Electromagnetic Calorimeter
The ATLAS electromagnetic calorimeter is a sampling calorimeter which uses lead
as its absorber and liquid argon (LAr) as the active material. The density of the
lead makes it a good absorber material and the ionisation properties and radiation
hardness of the LAr make it an appropriate choice for the active layers. The absorber
plates range in thickness, depending on η, from 1.1 to 2.2 mm and are strengthened
with a thin (0.2 mm) layer of steel on each side.
The calorimeter has an accordion shaped geometry meaning particles typi-
cally cross the active layer at an angle. This has the advantage of increasing the
path length through the active material while not increasing the drift distance for
the produced secondary electrons.
As well as the usual barrel and endcap split, the EM calorimeter has a number
of additional components. The barrel covers the range |η| < 1.475 and the endcap
1.375 < |η| < 3.2. To improve coverage there is an additional forward calorimeter
(FCal) covering the range 3.1 < |η| < 4.9.
The final significant component is the presampler. This helps measure the
energy lost before particles reach the EM calorimeter for particles with |η| < 1.9.
The presampler is 11 mm and 5 mm thick in the barrel and endcap region respec-
tively. It is made up entirely of LAr, the active material of the EM calorimeter, and
measures showers produced before the EM calorimeter.
One further distinction is made, namely the precision measurement region
(PMR). This refers to the area of the EM calorimeter which overlaps with the inner
detector, where an improved accuracy and precision is required compared to the
rest of the calorimeter.
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For a 20 GeV electron, the fractional energy resolution of the EM calorimeter
is approximately 2% [29]. This decreases as electron energy increases, reaching 1%
for a 100 GeV electron.
Barrel Electromagnetic Calorimeter
The barrel is split into two halves, with a 4 mm gap between them at z = 0 mm.
Each half is 3.2 m long with an inner and outer radius of 1.4 and 2 m respectively.
This thickness means the minimum number of radiation lengths traversed by an
incident particle is 22 in the barrel. Coverage by the barrel is provided up to |η| =
1.475 and the weight of each half is 57 tonnes.
The PMR, which encompasses the entire barrel as well as some of the end-
caps, has three separate layers of calorimetry. The second layer, which forms the
bulk, is subdivided into radial towers with ∆η×∆φ measurements of 0.025× 0.025
[29]. The third layer in the barrel has tower dimensions of 0.050× 0.025.
Towers in the first layer are less finely segmented in φ than the second but
are eight times more finely segmented in η. This additional segmentation improves
the EM calorimeter’s η resolution when measuring photons, as well as its ability to
distinguish between photons and neutral pions (pi0 → γγ).
At high barrel |η|s (greater than 1.35) there are only two, less finely seg-
mented, layers in the barrel. This is due to geometric constraints and overlap with
the endcap acceptance. In total, the barrel EM calorimeter has over 100,000 readout
channels.
Endcap Electromagnetic Calorimeter
Each of the endcap EM calorimeters are 0.63 m thick and weigh 27 tonnes. They
occupy the volume with coordinates 1.375 < |η| < 3.2, 330 < R < 2, 098 mm. Each
endcap is split into two concentric rings at |η| = 2.5.
The outer ring (1.375 < |η| < 2.5) varies in segmentation as a function of η.
Between |η| = 1.5 and |η| = 1.8 the endcap calorimeter has three layers, segmented
identically to the bulk of the barrel calorimeter [29].
Similar to the barrel, in the overlap region (1.375 < |η| < 1.5, where the
barrel and endcap calorimeters overlap) there are only two, more coarsely segmented
layers. The granularity also decreases for higher η values, where precise energy
measurements are less vital. The inner ring of the endcap (2.5 < |η| < 3.2) has two
uniform layers with tower dimensions of 0.1× 0.1 (∆η ×∆φ).
Each endcap has a total of over 30,000 readout channels.
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3.5.2 Hadronic Calorimeter
The hadronic calorimeter is split into three major components. These are the bar-
rel hadronic calorimeter, or tile calorimeter, the hadronic endcap (HEC) and the
forward calorimeter (FCal). The three will be discussed in more detail individually
below.
Each of the three subsystems are sampling calorimeters, although they use
different absorbers and active materials. The hadronic calorimeter provides |η| < 4.9
and near full φ coverage.
Tile Calorimeter
The tile, or barrel calorimeter, is itself split into three separate pieces. The 5.8 m
long central barrel and the two 2.6 m long extended barrels on either end. Each of
the barrel components have inner and outer radii of 2.28 and 4.25 m respectively.
These dimensions mean the central piece covers |η| < 1.0 while the extended barrel
has a slightly overlapping η coverage of 0.8 < |η| < 1.7.
The tile calorimeter uses steel as its absorber, while the active material is
made from scintillating tiles. The scintillating tiles are placed radially which allows
near seamless coverage. Wavelength shifting fibres connect the scintillator to photo-
multiplier tubes (PMTs) for readout of the detector. The ratio of absorber to active
material is around 5:1.
Each of the three barrel components are split into 64 individual modules by
φ. These modules each have three layers of varying thicknesses. In the central barrel
(extended barrel) the three layers have thicknesses of 1.5, 4.1 and 1.8 (1.5, 2.6 and
3.3) nuclear interaction lengths (λ).
The first two layers have a ∆η ×∆φ granularity of 0.1× 0.1 [29]. The third
layer is twice as coarse in η.
The tile calorimeter includes additional instrumentation in the gap between
the central and extended barrel components. This is designed to partially recover
energy lost in the region.
The fractional energy resolution for the tile calorimeter is around 14% for
a 20 GeV incident particle [29]. This drops to approximately 6% for a 350 GeV
particle.
Hadronic Endcap
The absorber and active material of the HEC are copper and LAr respectively.
As liquid argon needs to be kept cool, the HEC shares a cryostat with the EM
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calorimeter endcap. The HEC covers an η range of 1.5 < |η| < 3.2, meaning it
overlaps with both the tile calorimeter and FCal.
Each of the endcaps is made up of two “wheels”, giving four wheels in total.
The wheels are divided in φ into 32 wedge shaped modules. The outer radius of
each of the four wheels is 2.03 m.
The first wheel on each side, HEC1, is made up of 24 25 mm thick absorber
plates. LAr occupies the 8.5 mm gaps between each of the 24 layers. These param-
eters give HEC1 a sampling fraction of 4.4%.
There are 16 layers of absorber in the secondary wheels (HEC2), with each
absorbing layer being twice as thick as the layers in HEC1. HEC2 has a 2.2%
sampling fraction. The HEC has a ∆η × ∆φ granularity of 0.1 × 0.1 for |η| < 2.5
and 0.2× 0.2 outside that region [29].
Forward Calorimeter
The FCal, like the HEC and EM calorimeter, uses LAr as its active material. It
covers the η range 3.1 < |η| < 4.9. The absorber used depends on the layer of the
FCal.
The first of the three 0.45 m layers uses copper as its absorber. This layer
is optimised for sampling electromagnetic showers. The second and third layers’
absorbers are made from tungsten. These are optimised for hadronic showers, with
the tungsten providing good shower containment.
Being so close to the beampipe, the FCal experiences very high particle
fluxes. This means that the active material must only make up a small fraction of
the calorimeter.
The LAr is placed in cylinders which run parallel to the beampipe. The
cylinder walls, where the LAr is located, are around 0.2–0.5 mm thick depending on
the FCal layer. The volumes of the cylinders are filled with the absorber material.
In total, the FCal provides around 10 interaction lengths (λ) of absorption.
A copper shielding plug is placed behind the third layer of the FCal to further reduce
punch through from the calorimeter to the muon systems behind.
3.6 Muon System
The primary performance goal of the muon system is the ability to measure the pT
of a 1 TeV muon with a better than 10% relative uncertainty [29]. Such a muon has
a sagitta of approximately 500 µm, meaning the muon system needs a resolution
better than 50 µm in the bending plane of the magnets. This requirement means
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the muon system is able to provide a standalone measurement of muons in the pT
range 3–3,000 GeV.
The variety of flux conditions which the muon system must cope with, as well
as the precision measurement and triggering needs, mean the muon system requires
four different subcomponents.
Two of the four are designed to precisely measure track bending, meaning a
good pT resolution can be achieved. Monitored drift tubes (MDTs) achieve this goal
throughout the whole η range covered by the muon system. These are complemented
by the cathode strip chambers (CSCs) which are better able to cope with the high
particle flux at high-η (|η| > 2.0) in the first endcap wheel.
The two remaining subdetectors must have a fast response (tens of nanosec-
onds), to allow the ATLAS detector to trigger on muon events. In the barrel, moni-
tored drift tubes (MDTs) are used for event triggering. The endcap trigger requires
an improved granularity and radiation hardness. The use of thin gap chambers
(TGCs) satisfies these performance requirements.
Integrated with the muon system are the three toroidal magnets of the AT-
LAS experiment. Measuring how the tracks of muons bend in the magnetic field
is key to determining the momenta of the muons. Similar to the toroidal magnets,
the muon system follows an eight fold symmetry in φ. However, the presence of
the supporting feet of the magnet system mean the muon acceptance is significantly
reduced in two barrel regions.
The barrel toroid covers the range |η| < 1.4 and provides a bending power
which varies between 1.5 and 5.5 mT. The two endcap toroids give a bending power
of 1–7.5 mT over the η range 1.6 < |η| < 2.7. A lower bending power is present
in the transition region (1.4 < |η| < 1.6) where the fields of the barrel and endcap
toroids overlap.
To achieve the required measurement precision, the various parts of the muon
system must be carefully aligned. An optical alignment system was installed to help
achieve this. Furthermore, the magnetic field must be modelled to better than a few
parts in a thousand. 1,800 Hall sensors monitoring the field mean this requirement
can be met.
Each of the four subcomponents is briefly described below. The layout of
the four, alongside the toroids, can be seen in Figures 3.5 and 3.6.
3.6.1 Monitored Drift Tubes
The MDTs form the bulk of the muon system’s precision track measuring ability,
covering the full range of |η| < 2.7. They form three cylinders in the barrel and
37
Figure 3.5: Cutaway view of the ATLAS muon system, showing the toroidal magnet
systems and the four muon subdetectors [29].
Figure 3.6: Cross section showing the locations and dimensions of the components
of the ATLAS muon system [29].
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three wheels in each endcap, giving a total surface area of 5,500 m2.
The three barrels have radii of approximately 5, 7.5 and 10 m, with each
extending to an |η| of 2.5. The endcap wheels are located at |z| = 7.4, 14, 21.5 m.
Additional MDTs are placed between the first and second endcap wheels (|z| = 10.8
m), to guarantee any straight track passes through three layers.
Each layer of MDTs contains 3–8 rows of drift tubes. The MDTs are simple in
construction and provide a high accuracy for track measurements. With each tube
giving an individual spatial resolution of 80 µm, a chamber gives a resolution of
around 35 µm [29]. MDTs only provide a measurement in one coordinate, meaning
the second coordinate must be supplemented by the RPCs/TGCs.
3.6.2 Cathode Strip Chambers
Due to the higher particle flux, CSCs replace the MDTs in the first wheel of the
endcap for 2.0 < |η| < 2.7. As a form of multiwire proportional chamber (MWPC),
their improved time resolution allows them to cope with the increased flux. The
cathodes are split into strips orthogonal to the anode wires, allowing the first and
second coordinates to be measured.
The CSCs have a resolution of 40 µm in the R (bending) coordinate and 5
mm in the φ coordinate [29]. The total CSC surface area is approximately 65 m2.
3.6.3 Resistive Plate Chambers
The RPCs are the first of the two muon system subcomponents whose primary pur-
pose is triggering. They are located in the barrel (|η| < 1.05), where the magnetic
field is smoother and particle flux is lower than in the endcaps. These conditions
mean RPCs can provide measurements of a sufficient spatial and temporal resolu-
tion.
The RPCs form three cylinders in the barrel, each cylinder providing two
η×φ measurements. The first two cylinders are located on either side of the second
MDT layer, and the third surrounds the third MDT layer. This layout gives a final
z × φ resolution of 10× 10 mm [29].
3.6.4 Thin Gap Chambers
The TGCs perform triggering duties in the endcap, covering a range of 1.05 < |η| <
2.4. The instrumentation actually expands to an |η| of 2.7 but the higher η regions
cannot be used for triggering. TGCs are a form of MWPC with good time resolution
and high rate capabilities.
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Triggering in the endcap is challenging for a number of reasons. Firstly,
closer to the beampipe, particle fluxes are higher. This means the detectors must
be radiation hard, as well as having a rapid response.
Secondly, a muon in the endcap has higher total momentum for the same
transverse momentum, when compared to a muon at lower η. This means high-η
detectors must have an improved granularity, to measure track bending to a sufficient
precision.
TGCs are able to cope with these constraints meaning they are ideal for
triggering in the ATLAS endcap. The three primary TGC layers are located around
the middle MDT layer in the endcaps. A fourth layer is included, attached to the
inner plane of the inner MDT wheel.
The three primary wheels are located close together and outside the endcap
toroid’s magnetic field. The limited bending of tracks and lack of z distance between
the three main subdetector layers somewhat limits the resolution of the TGCs. The
TGCs have an R× φ resolution of around 4× 5 mm [29].
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Chapter 4
Trigger and Data Acquisition
4.1 Introduction
The trigger and data acquisition (DAQ) systems [29] are the ATLAS components
which bridge the divide between collisions occurring in the ATLAS detector and
being written to permanent storage. The trigger system is responsible for inspecting
the detector output from each bunch crossing, discarding uninteresting events and
marking the remaining ones for storage. The DAQ performs the readout of the
detector subsystems, supplying the trigger system with requested information and
then saving events to disk which are approved by the trigger.
In this chapter, the operation of the trigger and DAQ system will be de-
scribed. A study of the scale factors and systematic uncertainties associated with
the muon trigger will also be discussed.
4.2 The ATLAS Trigger and Data Acquisition System
The trigger system’s design brief is to cut the 40 MHz event rate down to a manage-
able output stream of 200 Hz [29]. This reduction is split into three distinct steps,
with each level having more time to come to a decision than the proceeding one.
Level-1 (L1) must reduce the event rate from 40 MHz to around 75 kHz. Level-2
(L2) decreases the rate further to roughly 3.5 kHz. The third and final layer, the
Event Filter (EF), cuts the event frequency to the output rate of the DAQ, approx-
imately 200 Hz. Collectively, the L2 and EF are known as the High Level Trigger
(HLT).
Each level of the trigger has an associated list of trigger conditions. If an
event satisfies one of the trigger conditions, commonly referred to as trigger items,
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then it is accepted and passed to the next level of the trigger. The trigger items
are chained together across the multiple levels of the trigger. For example, a trigger
object which passes a muon trigger at L1 will only be considered by muon related
triggers at the higher levels.
The full list of trigger chains is named the trigger menu. Only events passing
a full chain (one trigger item at L1, L2 and the EF) are saved to disk. Each trigger
item may be present in multiple trigger chains.
The most common type of trigger items specify a minimum pT threshold for
trigger objects. The thresholds can be set differently for each type of particle as well
as for various combinations thereof. Trigger items may also require a coincidence
of hits in the inner detector layers and/or the muon system. More complex trigger
criteria exist, these will be discussed in their relevant sections below.
4.2.1 Level-1
The L1 trigger must cut the number of events by roughly a factor of 500 and has
just 2.5 µs to process each event. The propagation of electrical signals from the
detector to the L1 trigger system takes around a microsecond, leaving very little
time for the trigger to make a decision. This tight time budget means the L1 trigger
must be implemented in dedicated hardware.
The challenging timing conditions also limit the detector subsystems which
can be used for the L1 trigger. The ID, CSC and MDT are unavailable for the L1
trigger. This is due to a combination of slow response and readout times, making
them unsuitable for use at L1.
At L1, the RPC and TGC are used for triggering on high-pT muons. As well
as a minimum pT requirement, the L1 muon trigger can also require a coincidence
of hits in the muon system. This requirement improves the efficiency of muon
candidates passing the subsequent trigger levels and oﬄine identification cuts.
All calorimeter subsystems are available to the L1 trigger logic, albeit at a
reduced granularity. This is typically 0.1 × 0.1 (0.2 × 0.2 for jets) in ∆η × ∆φ,
with granularity decreasing at higher |η|. The calorimeters can be used to trigger
on high-pT electrons, photons, jets and hadronic taus at L1. Additional L1 triggers
also exist which accept events with high amounts of missing transverse energy or
total transverse energy. These are commonly referred to as EmissT and
∑ |ET |.
As well as cuts on pT , the L1 calorimeter trigger is also capable of discard-
ing events which fail simple isolation requirements. These configurable isolation
requirements ensure energy deposits which are not sufficiently separated in angle
from other calorimeter activity can be ignored. Cutting on isolation is available for
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electrons, photons and hadronic taus at L1.
If a bunch crossing satisfies the muon or calorimeter trigger requirements
described above, the event is accepted by the L1 trigger. The event is passed onto
the next level of the trigger, for investigation in more detail.
4.2.2 Level-2
The L2 trigger is responsible for a reduction in the number of events by a factor of
approximately 20. The design output for L2 is 3.5 kHz. L2 has significantly longer
than L1 to make a decision, with an average time of 40 ms per event. Despite being
much longer, this is still not sufficient time for all the data in every event to be read
and used. The L2 trigger is implemented in software, making it more flexible but
slower than L1.
L2 operates on the principle of using “regions of interest” (RoIs). These are
cones of a fixed width, centred on the L1 trigger objects. The RoIs are read out from
the detector and the data is passed to L2. Due to a limited area being read out for
each event, the read out can be done at full granularity for all detector subsystems.
Typically, one RoI accounts for 1–2% of the event data.
Again, L2 typically uses configurable pT thresholds to determine whether an
event should be accepted. L2 can also apply isolation and quality requirements to
trigger objects. The inclusion of the ID allows electrons and photons to be distin-
guished more readily. Checks can also be made on muon candidates, to ensure their
track is identifiable in both the ID and MS. Muons which satisfy this requirement are
known as combined muons. L2 is also capable of running simple and fast selection
algorithms.
4.2.3 Event Filter
The EF is the third and final trigger level, it must reduce the number of events by
up to a factor of 20. This cuts the output stream to around 200 Hz, the rate at
which the DAQ system can save events to disk for permanent storage. Similar to L2,
the EF has access to full granularity output from all detector subsystems. Unlike
L2 however, the EF has access to the entire event rather than just RoIs.
On average, the EF will have approximately four seconds to make a decision
on each event. This allows much more detailed decision making compared to the
lower levels of the trigger. Examples of this include the algorithms used to identify
electrons and taus. These algorithms make a decision by inspecting variables, such
as the ones which describe the particles shower shape in the calorimeters. Such
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algorithms are discussed in more detail in Section 5.2.
If an event is accepted by the EF, a signal is passed to the DAQ requesting
that the event be saved to disk. Depending on the trigger chain or chains which
caused the event to be saved, the event is stored in one or more output streams.
Example output streams include the “muon” and the “egamma” (electrons and
photons) output streams.
4.3 Muon Trigger Scale Factors
A study of the 2011 muon trigger scale factors (SF) and their associated uncertainties
has been performed. Trigger efficiencies describe how reliably a given object will
cause a trigger to be activated. Scale factors are defined as the ratio between the
data and MC efficiencies. They’re applied to MC samples to ensure their behaviour
matches that observed in data.
In this section, all quoted SF and uncertainties refer to those of the 2011 18
GeV muon trigger. The 2011 data is divided into lettered data periods, ranging from
B to M. Each period is divided into numbered subperiods. For periods B–I, the trig-
ger’s name was EF mu18. In the later data periods, muon quality requirements were
required at trigger level and, accordingly, the trigger was renamed EF mu18 medium.
The primary purpose of the study was to determine whether any SF un-
certainties had been overlooked as well as to re-evaluate the previously calculated
uncertainties. This was partially motivated by the requirements of the ATLAS pre-
cision measurement of the W± and Z0 inclusive cross sections. The systematic
uncertainty due to the muon trigger SF is one of the dominant uncertainties.
The use of a new simulated sample with improved statistics for the Z → µµ
process was one potential source for reductions in the uncertainties. If the statistical
uncertainty due to the sample was partly or wholly responsible for the previously
observed systematic uncertainties, then the new MC sample would cause them to
be reduced. Replacing η − φ dependent scale factors with η − pT dependent ones
was another potential source for improvements.
All efficiency and SF measurements described in this section are performed
using the tag-and-probe method [36] applied to Z → µµ events. Z → µµ is ideal for
measuring the muon trigger efficiencies and SF as it is a relatively common process
which is reasonably easy to select with high purity. Events are required to have two
oppositely charged, isolated muons with a combined invariant mass consistent with
the Z0 mass. It is also required that at least one of the muons passed the trigger
that is being investigated, and this muon is labelled the tag muon. The efficiency
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Figure 4.1: Muon trigger efficiency for the lowest pT muon trigger in 2012 data,
mu24i tight, as a function of muon pT [38]. Barrel (left) and endcap (right) muons
are shown separately. A statistically significant variation with pT can be seen.
may then be evaluated by examining whether the second muon in the event also
activated the trigger.
4.3.1 Prior Status of the Muon Trigger Scale Factors
For the 2011 data, trigger SF and efficiencies are provided by the ATLAS muon
trigger group binned in η−φ [37]. The combined uncertainty on the provided SF is
±1% and is made up of three components, combined in quadrature.
The SF exhibit some variation with pT , as shown in Figure 4.1. However, the
statistics of the available samples are too poor to bin the SF in pT as well as η− φ.
A ±0.7% uncertainty is assigned to cover the SF fluctuations due to the transverse
momentum of the muon.
The second systematic uncertainty is due to the choice of η−φ binning used
for the SF. An area-weighted mean of the SF is calculated for the nominal binning,
then compared with the mean for cases with finer and coarser binnings. A ±0.6%
variation is observed and is taken as the uncertainty due to the binning choice.
The third uncertainty was assigned due to a potential bias caused by the
preponderance of back-to-back tags and probes. The muon trigger’s acceptance
varies as a function of η and φ, due to the layout and properties of the muon trigger
chambers. This means tags are more common in the high acceptance regions of
the detector. The symmetry of the detector, combined with the fact that tags and
probes are often produced back-to-back, means the majority of the probes are also
found in high acceptance regions.
The sample is divided into two, depending on whether or not the tag and
probe are found back-to-back. The exact cut for a tag and probe pair to be consid-
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ered back-to-back is
∆φµµ > pi − 0.1, (4.1)
with events failing this cut forming the other subsample. The SF are found to
vary ±0.4% between the two subsamples, therefore a third systematic uncertainty
is assigned to account for this difference.
4.3.2 Study of the Muon Trigger Scale Factors
The primary aims of the study were as follows:
• Investigate additional potential uncertainties;
• Re-evaluate current uncertainties using new, high statistics MC sample.
The first additional uncertainty probed was the uncertainty introduced by the
background estimation technique used when calculating the SF. Here, background
processes are any non-Z → µµ events which are present in the data samples used
to calculate the SF. The backgrounds included in the study were Z+jets (with the
Z decaying to either ee or ττ), W+jets, top-quark related (both tt¯ and single top
processes) and diboson (WW , ZZ and WZ).
Two background treatment methods were compared in the study. For the
control case, each background sample was normalised to its expected number of
events using its cross section. Each background contribution was then subtracted
from the data before the SF were calculated.
For the first test case, the normalisation of each background was varied up
and down by the 1σ uncertainty on its cross section. The SF were then recalculated
with the varied backgrounds subtracted and the change in SF as compared to the
nominal case was taken as the uncertainty.
For a second, more extreme, variation, the SF were recalculated treating the
data sample as pure Z → µµ. This means that no background subtraction was
undertaken before the SF were determined. Again, the SF variation between this
and the nominal case was taken as the uncertainty for this scenario.
The variation in SF for both cases was found to be orders of magnitudes
smaller than the SF’s statistical uncertainty. This is primarily due to the applied
Z → µµ selection being highly pure, with minimal background contamination. For
these reasons, no additional uncertainty was deemed necessary. The results are
summarised in Figure 4.2.
The SF were originally derived for the charge inclusive case. A compari-
son was made between SF derived separately for positively and negatively charged
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Figure 4.2: Results of the study of how the background model treatment impacts the
muon trigger efficiency calculations. The black points show the size of the statistical
uncertainty on the efficiencies. The red points show the uncertainty due to varying
the cross sections of the background processes within their uncertainties. The blue
points show how much the muon trigger efficiencies change if the background pro-
cesses are simply ignored. It can be seen that the potential background modelling
uncertainties are orders of magnitude smaller than the statistical uncertainty.
muons. No significant differences were observed for the late-2011 data periods (G6-
M). However, significant variation was seen in regions of the detector when compar-
ing positively and negatively charged muons for the data periods B-G5. The charge
asymmetry can be seen in Figure 4.3.
The discrepancy was associated with a bug in a muon trigger algorithm. This
algorithm was responsible for associating ID and MS tracks for the Level-2 trigger.
The bug was fixed following period G5, hence the disappearance of the effect in
the later data periods. However, it was decided that any new 2011 SF would be
calculated separately for positively and negatively charged muons. This forgoes the
need for an extra systematic uncertainty.
The first systematic to be re-evaluated was the back-to-back bias uncertainty.
When using the Z → µµ sample with improved statistics, no significant differences
were observed between SF derived using the two subsamples (of events where the tag
and probes are and are not back-to-back). The conclusion was that the previously
calculated systematic uncertainty was merely due to statistical fluctuations in the
old MC sample, and therefore could be safely discarded.
Similarly, the binning systematic was also found to be partially due to statis-
tical fluctuations. Comparisons between the area-weighted mean SF for the nominal,
coarse and fine binning configurations suggested the systematic uncertainty was of
the order ±0.2%, rather than the originally quoted ±0.6%. This reduced systematic
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Figure 4.3: A visualisation of the charge asymmetry of the muon trigger efficiency
for data periods B-G5. The plot shows the significance of the charge asymmetry
in bins of η − φ, defined as |+ − −|/σ. The significant charge asymmetry can be
observed in the (+η,−φ) quadrant.
uncertainty was recommended for use in the future.
The uncertainty due to the SF variation with pT did not prove as easy to
reduce. Attempts were made to identify a relationship between pT and SF but no
consistent relationship was found. Furthermore, re-calculating the uncertainty with
the higher statistics MC sample did not result in a reduced systematic uncertainty.
The previously mentioned requirements of the W±/Z0 precision analysis meant a
different approach had to be made.
The decision was made to calculate SF using the same binning as the W±/Z0
analysis. The analysis uses an η − pT binning, rather than binning in η − φ. The
new SF were derived separately for positively and negatively charged muons, due to
the significant differences observed in the aforementioned study.
Ideally, the SF would be calculated binned in η, φ and pT but the statistics
were insufficient to bin the SF calculation in three variables simultaneously. Physics
processes can exhibit a dependence on pT and η, meaning SF variations in these two
variables are most important to parameterise accurately. This is the reason behind
choosing η − pT as the primary SF binning.
Following the derivation and application of the new η − pT SF, “second-
order” η − φ SF were derived. These second-order SF should reduce the effect of
any residual variation of the SF as a function of φ.
Following these calculations, the methodology and results were presented to
and approved by the ATLAS muon trigger group. The SF were then utilised by the
W±/Z0 analysis. The analysis is currently awaiting publication.
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The scale factors are given in Appendix A. They are provided separately
for positively and negatively charged muons and divided into four macro-periods.
Periods B–G5 represent the data period where a large difference in SF was seen
for positively and negatively charged muons for the EF mu18 trigger. This was
corrected between periods G5 and G6. The second macro-period, G6–I, represents
the remainder of data recorded using the EF mu18 trigger. The vast majority of data
taken using the EF mu18 medium trigger makes up the third macro-period, periods
J–M (excluding L3 and L4). Periods L3 and L4 form the fourth macro-period, due
to a bug in the trigger code resulting in vastly different SF when compared to the
rest of periods J–M.
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Chapter 5
Selection and Categorisation
5.1 Introduction
This thesis describes a search for the Higgs decaying to a pair of tau leptons, where
one tau decays hadronically and the other decays to a light lepton. This chapter will
cover a number of key steps in the H → τ`τhad analysis. It will begin by discussing
event reconstruction, where the detector readout is interpreted as the physics objects
used in the analysis. It will then describe how the events of the analysis are selected
and categorised.
5.2 Event Reconstruction
Event reconstruction is an important process which all events must pass through
before analysis can begin. Whether data recorded by the ATLAS detector, or simu-
lated MC samples, all events pass through the same ATLAS reconstruction software.
Here, the techniques used to convert tracker hits and energy deposits to analysis
level objects will be discussed. All object categories relevant to this analysis will be
covered in turn.
5.2.1 Muons
In ATLAS, muons are constructed using hits in the inner detector and muon spec-
trometer. Some limited information from the calorimeters is also used. During the
event reconstruction process, muon candidate tracks are constructed separately in
the ID and MS.
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Reconstruction
The MS is capable of precisely measuring muon tracks using the MDT and CSC. In
the bending plane, each subdetector layer has a resolution in the range 60–80 µm.
First, a search is made for track segments in the individual layers of the MS. These
segments are then combined across multiple layers to form a full MS track.
Tracks in the ID are reconstructed in a similar manner, with additional track
quality requirements [39]. Each muon track is required to have at least one hit in
the pixel detector and five or more in the SCT. A track which crosses more than
two layers with no hits recorded is also discarded. These requirements are relaxed
if a sensor along the track has been flagged as inefficient. In the region of TRT
coverage, 0.1 < |η| < 1.9, nine or more TRT hits are also required.
ATLAS defines four classes of muons, each with different specific require-
ments. These are:
• Standalone (SA) muons: These muons are defined using candidate tracks from
the MS only. The tracks are extrapolated back towards the beamline, with a
correction made for energy lost to the calorimeters. The interaction point is
defined as the point of closest approach between the beamline and extrapolated
track. The other muon classes rely on the ID, which is only instrumented for
|η| < 2.5. SA muons extend coverage over the range 2.5 < |η| < 2.7.
• Combined (CB) muons: These are muons where tracks are independently
reconstructed in the ID and MS. A combined muon is then formed in cases
where an ID and MS track can be successfully joined. CB muons require the
MS track to have hits in multiple layers of the MS. Due to the tight quality
constraints on the two independent tracks, CB muons offer the best purity.
• Segment tagged (ST) muons: Similar to CB muons except only one hit is
required in the MS. This recovers some efficiency for muon candidates with
pT < 10 GeV or muons which passed the MS in a region with reduced accep-
tance. Almost 20% efficiency is recovered at pµT = 5 GeV and up to 35% is
gained for muons with |η| ≈ 1.2, as shown in Figure 5.1.
• Calorimeter tagged (CaloTag) muons: The ID candidate track is combined
with calorimeter deposits consistent with a minimum ionising particle (MIP).
These muons recover some acceptance in regions where the MS is uninstru-
mented.
Comparisons of the performance of the first three algorithms as a function of muon
pT and |η| are shown in Figure 5.1.
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Figure 5.1: Muon reconstruction efficiency as a function of pT (top) and |η| (bottom)
[29]. The efficiency is shown for standalone muons (red), combined muons (blue) and
for the combination of standalone, combined and segment tagged muons (black).
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There are two noteworthy regions where the MS lacks in coverage. The first is
the region |η| < 0.1, where there is a crack between the two halves of the MS barrel.
The second is a gap between the barrel and positive-eta endcap, 1.1 < η < 1.9.
Here, not all of the planned MS chambers were installed. These two regions can
clearly be seen in Figure 5.1.
Performance
Muon trigger efficiencies are calculated using a tag-and-probe method (see Section
4.3 for an explanation of trigger efficiencies and the tag-and-probe method). For
muons with pT > 25 GeV, the overall muon trigger efficiency is around 70% in
the barrel and 85% in the endcaps [38]. The L1 trigger is responsible for the vast
majority of the efficiency loss.
The reconstruction efficiency is generally around 99% for both CB and ST
muons [39], with the two regions listed above being the major exceptions. The
crack region is roughly 66% efficient for CB and ST muons. The positive-eta gap
has an efficiency of approximately 85% for CB muons but this climbs to 99% when
considering CB and ST muons.
The trigger and oﬄine reconstruction efficiencies are calculated in both data
and MC simulation, with no major mismodellings observed. Separate trigger and
reconstruction efficiency corrections are derived for MC to correct for any minor
discrepancies.
Another important measure of performance is the pT resolution. This is the
uncertainty on the momentum measurement, typically expressed as a percentage of
the total pT of a particle. For the CB muons used in this analysis, the momentum
resolution is of the order 2% [39].
Selection
This analysis considers only CB and ST muons. Cuts are also applied, selecting
muons with |η| < 2.5 and pµT > 10 GeV.
5.2.2 Electrons
The reconstruction and identification of electrons depends predominantly on the in-
ner detector and electromagnetic calorimeter. Making use of the hadronic calorime-
ter makes the rejection of hadronic jets more straightforward. An ECAL energy
deposit matched with a track is treated as an electron candidate. Additional details
on the reconstruction process can be found below.
53
The TRT and the first layer of the pixel detector are especially useful for
electron identification. X-ray transition radiation produced by electrons in the TRT
allow them to be more readily distinguished from charged hadrons. The first pixel
layer makes identifying electrons produced by photon conversions easier [40]. This
is because photon conversions will typically not leave a hit in the first layer.
Reconstruction
The first stage of electron reconstruction is the identification of an ECAL energy
cluster. The ECAL is treated as a 200× 256 grid in η × φ. Each tower in the grid
has ∆η ×∆φ dimensions of 0.025 × 0.025. The energy is summed across the three
ECAL layers, including the presampler where relevant, for each tower. ECAL cells
which overlap multiple towers have their energy equally divided amongst them.
These towers are then scanned over, with any 3 × 5 group of towers with
ET > 2.5 GeV being flagged as an ECAL cluster. Methods are in place to identify
and remove nearby duplicate clusters. The algorithm is named the sliding window
algorithm [41]. For a true electron with a pT of 15 GeV, the cluster finding algo-
rithm is around 99% efficient in the barrel [40]. The final step in cluster finding
is discarding clusters with significant energy deposits in the HCAL or smeared too
widely in η. Such clusters are found to be inconsistent with true electron shower
shapes.
The next stage is the identification of electron-track candidates. An RoI is
defined about the centre of each ECAL cluster, with ∆R = 0.3. Any track seed
with three hits in the silicon detector and pT > 1 GeV is identified. Then, tracks
which are consistent with a pi± are discarded. Next, tracks which are located in the
cluster RoI are fully reconstructed, using an electron-like model for energy loss at
material boundaries.
These ID tracks are then extrapolated to the ECAL. If the track is found to
be consistent with the ECAL energy cluster centre, a more detailed track refitting
is performed. This refitting corrects for electron energy losses due to transition
radiation and bremsstrahlung.
At this stage in the reconstruction process, each cluster may be associated
with multiple track candidates. The best matched track is now selected, although
all matched tracks are retained. The track selection prefers well matched tracks
with multiple hits in the pixel tracker. The choice of track is key as the best
matched track is used to calculate the electron charge and kinematics.The cluster
and track combination forms the electron candidate, ready for inspection by the
electron identification algorithm.
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Identification
The additional step of electron identification is required as the electron detector
signature is not as clean as that of muons. This means that a significant proportion
of candidate electrons are not isolated true electrons, which are of most interest in
analyses. In this context “identification” takes on the meaning of additional cuts
which efficiently select isolated true (signal) electrons while rejecting non-isolated
and fake (background) electrons. Electrons can be faked by a number of sources,
including photon conversions and hadronic jets. Non-isolated electrons arise from
processes such as semi-leptonic decays of heavy flavour hadrons. The identification
procedure is designed to be able to discriminate against these processes.
This analysis uses the cut-based electron discriminant. It cuts on a number
of variables relating to the properties of the track, the cluster shower shape and
the matching between the track and cluster. The variables which are cut on are
described in Table 5.1. This variable list corresponds to the medium working point
defined by the electron group [42]. The electron candidates are divided into ET and
η bins, with the cut values individually optimised in each bin. This optimisation of
the cut values gives the best signal efficiency for a given background rejection.
Performance
The performance of the electron reconstruction and identification algorithms has
been carefully studied [40, 42]. The relevant measurements will be briefly sum-
marised here. The efficiencies vary as a function of year, the number of pile-up
vertices and the electron ET and η. They are measured separately for data and MC
simulation, with scale factors derived to correct any mismodellings.
The reconstruction efficiency for electrons with pT > 20 GeV varies between
90 and 99%, with the barrel reconstruction efficiency outperforming that in the end-
caps. The efficiency in 2012 is typically 5% better than in 2011 due to improvements
in bremsstrahlung modelling when fitting the electron track. For 2011 samples, the
identification efficiency for the medium working point is in the range 75–90%. The
figure is again higher for 2012, spanning 80–99%, due to a reoptimisation of the
cuts. The MC correction factors are typically around 2%, increasing at low ET and
high-η.
The electron ET resolution has also been carefully measured using Z → ee
events [43]. The resolution varies with electron ET and η but is generally of the
order of 1%.
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Cut Category Cut Description
Electron acceptance |η| < 2.47
Hadronic leakage
Ratio of ET deposited in the hadronic calorimeter to ET of
the EM cluster
Middle layer of EM
calorimeter
Ratio of total energy in 3× 7 cluster of calorimeter towers,
centred on electron candidate, to that in 7× 7 cluster
Lateral shower width
Front layer of EM
calorimeter
Total shower width
Difference between two largest energy deposits, divided by
their sum
Track quality and
cluster matching
Number of hits in the b-layer (first pixel layer)
Number of hits in the pixel detector
Number of hits in the silicon detector
|∆η| between extrapolated track and cluster in first layer of
EM calorimeter
Transverse impact parameter, d0, the distance of closest
approach between track and beam axis
TRT Fraction of TRT straws activated at high-threshold
Table 5.1: Variables used in the cut-based electron discriminant [42]. The cut values
are optimised to provide the biggest signal to background separation in bins of ET
and η.
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Selection
As well as requiring electrons to pass the medium electron identification cuts, the
analysis requires a number of other electron selection cuts. Electrons must have
a minimum pT of 15 GeV and |η| < 2.47. Furthermore, electrons with 1.37 <
|η| < 1.52 are discarded. This corresponds to the gaps between the ECAL barrel
and endcaps. Here there is an excess of material between the interaction point and
calorimeters, degrading the performance of electron identification and measurement.
5.2.3 Jets
Hadronic jets are reconstructed solely using information taken from the hadronic
calorimeter of ATLAS. Jets are reconstructed using the anti-kT algorithm [44],
seeded by topological calorimeter clusters [41].
Cluster Finding
Firstly, the process of forming the topological clusters will be briefly described [41].
The first stage of topological clustering uses the signal-to-noise ratio (SNR) of each
cell as the clustering variable. The SNR provides a measure of the significance of
any energy deposit in the calorimeter. The noise term consists of both electronic
noise and a noise term relating to the pile-up.
A list of all calorimeter cells with SNR > 4 is produced as a starting point.
The high SNR threshold requirement is successful at suppressing contributions from
noise and pile-up. Starting with the highest SNR seeds, each seed is iterated through
with all neighbouring cells added to form the initial clusters. Neighbouring cells in
this context refers to the eight surrounding cells in the same layer, as well as the
overlapping cells in adjacent layers.
If a neighbour cell has an SNR > 2, it is added to the list of seeds for
the next iteration. If such a neighbour cell borders two clusters then the two are
merged. At this stage, all initial seed cells have absorbed their neighbouring cells
into their cluster. Clusters which share high-SNR neighbours have been merged and
all high-SNR neighbours have been added to a new list of seeds.
This process is iterated, using this new list as the seeds for the next iteration.
It continues until an iteration where the list of new high-SNR neighbours is empty,
leaving no seeds for the next pass through.
The algorithm now enters the second stage of topological clustering. This
stage uses the cell energies to re-form the clusters from the previous stage. It is
seeded with a list of local maxima. These seed cells are required to have E > 500
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MeV, no neighbouring cells with a higher energy and at least four neighbours in the
same stage-one cluster.
Similar to the previous stage, each seed cell’s neighbours are iteratively added
to the seed’s cluster. However, only cells used in the previous stage are considered.
The process ends when all cells have been assigned to a cluster. Any cells adjacent
to two clusters are split between the two. Any stage-one cluster without a cell
satisfying the local maxima criteria listed above is left unchanged.
These final clusters are the output of the topological clustering algorithm.
The energy of each cluster is calculated by summing the cell energies. These clusters
are then sorted by energy before being passed as input to the anti-kT jet clustering
algorithm.
Jet Clustering
The standard jet clustering algorithm used by ATLAS is the anti-kT algorithm
[44]. It is an evolution of the kT jet clustering algorithm, designed to tackle its
shortcomings.
Two key features of a successful jet clustering algorithm are that it must be
infrared and collinear safe. Infrared safe means that soft emissions should not change
the output of the algorithm. Collinear safe means that the jet should be clustered
identically, no matter how collinear contributions are divided. For example, a single
object should be clustered similarly to two collinear objects, each with half the
energy.
The kT family of algorithms [45] work by combining clusters into jets, starting
with the two objects separated by the smallest distance, dij . This distance metric
is defined as
dij = min(p
2p
T i, p
2p
Tj)
∆R2ij
R2
. (5.1)
However, if the distance between an object and the beampipe, diB, is less than the
smallest dij , the object is saved as a jet and removed from further consideration.
We define
diB = p
2p
T i. (5.2)
The pT and ∆R variables have been described previously. R is a parameter
loosely related to the radius of the outputted jets. This analysis uses R = 0.4 to
cluster jets. The parameter p can be adjusted, giving different styles of algorithms
for negative and positive values.
The kT algorithm uses p = 1. By inspecting the distance metric defined
above, we can see how the algorithm behaves. It works by clustering nearby low pT
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Figure 5.2: Example of the behaviour of the kT and anti-kT jet clustering algorithms
[44]. The two algorithms use identical inputs, making direct comparisons possible.
objects, continuing until all input clusters have been added to a jet. While being
infrared and collinear safe, the kT algorithm outputs irregularly shaped jets.
The anti-kT algorithm derives its name from the fact it uses p = −1. The
change has the effect that objects cluster to nearby (∆R < R) high-pT objects. This
means the highest pT objects form the seeds of perfectly conical clusters.
If two nearby jet seeds (∆R < 2R) have similar transverse momenta, they
form approximate cones with objects between them allocated to the nearest jet. This
gives two overlapping cones with a straight boundary between them. Intermediate
pT objects near higher pT ones form cones with a segment lost to the higher pT
seed. The anti-kT algorithm is infrared and collinear safe, with the added feature
that the jet boundaries are not affected by nearby soft radiation.
Figure 5.2 shows an example of jet clustering for both the kT and anti-kT jet
clustering algorithms. The various features described above are clearly visible.
b-jet Vetoes
ATLAS has developed algorithms which allow jets originating from b-quarks to be
identified. Identifying and vetoing events containing b-jets is useful for reducing the
background contribution from top events. This process is commonly referred to as
b-tagging.
The primary algorithm used by ATLAS is the MV1 algorithm [46]. It takes as
input the output from other b-tagging algorithms, namely IP3D, SV1 and JetFitter.
These algorithms discriminate between regular and b-jets using a range of variables.
Due to their non-negligible lifetimes, b-quark resonance decays (secondary
vertices) are slightly displaced from the primary vertex of an event. IP3D uses
variables relating to the impact parameter, the distance of closest approach between
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a particle track and the beam axis. Similarly, SV1 looks for a secondary vertex
characteristic of a b-quark decay. JetFitter, on the other hand, studies the topology
of the hadronic decay in an effort to differentiate between b and non-b decays.
This analysis uses the MV1 working point where the algorithm is on aver-
age 70% efficient at identifying jets originating from b-quarks with pT > 15 GeV.
Depending on pT and η, the misclassification rate varies between 0.1 and 0.5% [46].
Scale factors are derived to correct for any mismodellings in simulation, with a
typical size of 2–4%.
Performance
One key measure of jet performance is the jet energy resolution. Low pT jets have
a typical resolution of 15%, decreasing to around 5% as jet pT increases [47]. Some
dependence on η is also observed. The jet energy resolution is observed to be well
modelled in MC simulation.
The jet energy scale is the second factor which is important to the jet perfor-
mance. It quantifies the relationship between the detector read out and the energies
of reconstructed jets, varying as a function of the detector region. An accurate
calibration of the jet energy scale is vital for the proper measurement of jet energy.
The calibration is carried out using dijet and multijet events in data and MC [47].
Selection
Only jets with |η| < 4.5 are considered in the analysis. The η requirement is looser
than that of other objects (e, µ and τ) as jet reconstruction does not rely on the ID.
Jets with |η| < 2.5 are evaluated by the b-tagging algorithm. Any event
with a b-tagged jet is discarded, significantly reducing the number of top related
background events.
One final requirement is applied to jets with pT < 50 GeV and |η| < 2.4,
regarding the jet vertex fraction (JVF) [48]. The JVF for a jet is defined as the
sum of the transverse momenta of tracks in the jet assigned to the primary vertex,
divided by the total sum transverse momentum of all tracks in the jet. For 7 (8)
TeV events, the requirement is JVF > 0.75 (0.5). The cut was loosened for 8 TeV
events due to the increase in pile-up.
5.2.4 Hadronic Taus
Hadronically decaying taus are primarily reconstructed using the hadronic calorime-
ter. Additionally, the ID provides important information on the number of charged
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tracks in the tau decay. Taus decay hadronically roughly 65% of the time, with the
remaining 35% being leptonic decays [1]. The majority (nearly 60% of the total)
of the hadronic decays include one or three charged pions and zero to three neu-
tral pions. The most common hadronic decay channels are pi−pi0ντ (25.5%), pi−ντ
(10.8%), pi−pi0pi0ντ (9.3%) and pi−pi+pi−ντ (9.0%). The charged pions leave tracks
in the ID which are important for tau identification.
Reconstruction
The tau reconstruction and identification is seeded by the jets described in the
previous section [49]. The parameter R is kept as 0.4 but only jets with pT > 10
GeV and |η| < 2.5 are considered. Tau reconstruction also requires events to have
a primary vertex with three or more associated tracks.
Each jet is split into two regions when considered as a tau candidate. The
first is known as the core region and is defined as the volume where R < 0.2. The
second is the isolation region and covers the range 0.2 < R < 0.4.
To be considered a tau candidate track, a track must
• be in the core region
• have pT > 1 GeV
• have at least two pixel hits
• have five or more additional silicon hits
• have |d0| < 1.0 mm
• have |z0sinθ| < 1.5 mm
Tau candidates require exactly one or three such tracks to be considered. Tracks
which satisfy the above conditions but are located in the isolation region are also
kept for use in the tau identification.
Before running the tau identification algorithm, effort is made to reconstruct
neutral pions, pi0, in the core region. Each core region may contain between zero
and two pi0. Neutral pions predominantly decay to two photons, meaning each pi0
candidate is observed as two energy clusters. Energy from pile-up, the underlying
event and calorimetric noise is subtracted. The properties of the energy clusters are
used to calculate how likely the pi0 candidate is to be a true pi0.
The ID tracks passing the requirements listed above and the highest scoring
pi0 candidates are passed to the tau identification software.
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Identification
The primary function of the tau identification machinery is to discriminate between
hadronic taus and jets. As taus are seeded by jets, the identification step is im-
portant to ensure taus and jets are not misidentified as each other. As well as
the jet discriminant, there is also an electron veto to identify and discard electrons
misidentified as taus.
The jet discriminant software uses a boosted decision tree (BDT) to clas-
sify the tau candidates. Separate BDTs are trained for one- and three-track tau
candidates. The BDTs use a number of variables which will be listed here. A full
explanation of the variables can be found elsewhere [49].
The discriminant variables relate to the
• energy distributions in the calorimeters
• proportion of the energy in the lead track
• track directions
• number of tracks in the isolation region
• secondary vertex properties
• invariant mass of the tracks, neutral pions and the ratio between them
• number of pi0.
Different lists of the variables are used by the one- and three-track BDTs.
The BDT has three working points corresponding to different signal efficien-
cies. This analysis uses the medium working point, corresponding to a 60% (40%)
efficiency for one (three) track taus. The main sources of inefficiency are due to
track reconstruction inefficiencies and additional tracks being included from the un-
derlying event.
The electron veto is also BDT-based and is designed to identify and discard
electrons faking taus. Variables used by the electron veto include the transition
radiation properties, angle of the track, deposits in the electromagnetic calorimeter
and the calorimeter shower shape. This analysis uses the loose electron veto which
has a efficiency for true taus of 95%. No dedicated muon veto is used in the analysis
due to their negligible expected contribution. This is because muons are minimum
ionising particles and therefore deposit very little energy in the calorimeters, greatly
lowering the chance of misidentification.
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Performance
The signal efficiency and background rejection of the tau identification machinery
are important measures of performance. The cut values on the BDT jet discriminant
vary as a function of tau candidate pT , chosen to maintain a constant signal efficiency
across the different pT bins. For one track taus, the signal efficiency of the medium
working point is set to 60% [49]. This corresponds to a 95% reduction in the number
of jets faking taus. The chosen signal efficiency for three track taus is 40%. This
gives a considerably better background rejection with only 0.2–1% of jets passing
the BDT cut, varying with the pT of the tau candidate.
The second important performance consideration is the effectiveness of the
electron veto. The electron veto is only available for one track taus as these are
much more likely to be faked by electrons. The loose working point is used, giving
a 95% signal efficiency. The number of electrons faking taus is substantially reduced
by the application of the veto. Varying as a function of η, 95–97.5% of electrons are
rejected.
The tau energy resolution of the ATLAS detector has also been measured
[49]. For taus with ET = 20 GeV, the resolution is typically around 20%. There
is, however, some variation depending on the tau candidate’s number of tracks and
η. The resolution decreases as energy increases, to of the order 10% for taus with
ET = 100 GeV.
Selection
The primary kinematic tau selections used in the analysis are pT > 20 GeV,
|ηlead track| < 2.47, a charge of ±1 and one or three tracks in the core region
(R < 0.2). In addition, taus must pass the medium selection of the tau-jet dis-
criminant and the loose electron veto.
5.2.5 Object Overlap Removal
In ATLAS it is possible for detector deposits to be reconstructed as multiple ob-
jects. For example, given specific circumstances, a calorimeter deposit can be re-
constructed as an electron, a hadronically decaying tau and a jet. Object overlap
removal (OOR) is the analysis step where such overlapping objects are considered,
giving priority to objects in a specific order and discarding the rest.
In this analysis, objects undergo OOR when separated in ∆R by less than
0.2. Muons are given the highest priority (hence are never discarded by OOR),
followed by electrons, hadronic taus and finally jets.
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For the OOR, some object definitions are relaxed. This has been carefully
studied and found to significantly reduce occurrences of objects faking other objects.
The muon pT threshold is reduced to 2 GeV for OOR against taus and the track
quality requirements are also relaxed slightly. Unlike in the analysis, electrons in the
crack region (1.37 < |η| < 1.52) are considered for OOR. Additionally, the quality
requirements for non-crack electrons is reduced from medium to loose for OOR.
These relaxations of the electron definition mean tau and jet candidates which are
actually poorly reconstructed electrons are correctly discarded.
5.2.6 Missing Transverse Energy
As the colliding protons of both bunches travel parallel to the z-axis, the transverse
energy of any interaction should sum to zero. For a number of reasons particles are
able to escape detection and the resulting energy imbalance is named the missing
transverse energy, EmissT . Some particles simply pass through gaps in the detector
coverage, most notably through the gaps between the barrel and endcap detector
components. Also, particles such as neutrinos are so weakly interacting that they
are able to pass through the entire detector without interacting with the instrumen-
tation.
The EmissT is primarily calculated using information from the calorimeters.
They absorb the bulk of the energy of interacting particles and provide good coverage
up to high-η. In addition, information on muons and low-pT particles is taken from
the MS and ID respectively.
In the H → τ`τhad analysis, each signal event has three neutrinos. Both tau
decays produce a neutrino with the third produced when one of the secondary W
bosons decays to a light lepton. This means the EmissT reconstruction performance
has a significant impact on the analysis.
Reconstruction
The EmissT for each event is calculated using fully reconstructed objects [50]. Energy
deposits in the calorimeters are associated to these objects in a specified order. The
highest priority is given to electrons, followed by photons, hadronic taus, jets and
finally muons. The main energy calculation for muons however is performed using
the dedicated muon system.
An additional soft term is calculated which includes all calorimeter energy
deposits not associated with an object. In an effort to suppress calorimeter noise,
the clusters used are topological clusters [41]. This soft term also encompasses the
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low-pT ID tracks with no associated objects.
A transverse energy vector in the x−y plane is defined for each object in the
event, taking the object’s transverse energy as the vector’s magnitude. The EmissT is
simply calculated by taking the negative of the vector sum of these transverse energy
vectors. This gives the vector which corresponds to the total missing transverse
energy in the event.
Pile-up has a significant impact on the EmissT calculation so effort is made
to suppress its effect. This analysis uses the Soft Term Vertex Fraction (STVF)
method [50]. The pT fraction of soft term tracks originating from the primary
vertex is calculated. Soft term tracks simply means ID tracks not associated to any
physics objects. The soft term in the EmissT summation is then scaled by this factor,
reducing the impact from pile-up.
5.2.7 Higgs Boson
Although this analysis is a search for the Higgs boson, only its decay products are
observed in the detector. This means it is important to be able to reconstruct the
candidate Higgs in each event from the measured objects. One reason why this
is important is that the mass of the parent particle is an important discriminating
variable. While H → ττ and Z → ττ both produce similar signatures, the difference
in mass between the Higgs and Z bosons allows some distinction to be made.
Due to the presence of three neutrinos in the final state, reconstructing the
Higgs is complex and may be imprecise. The EmissT performance is of particular
importance as this is the primary handle on the three neutrinos. ATLAS use a tool
named the Missing Mass Calculator (MMC) [51] to reconstruct the Higgs candidate
from the measured decay products.
In a H → τ`τhad event, there are seven unknowns in total. The x-, y- and z-
components of momentum for the two tau neutrinos form the first six. The neutrino
which originates from the leptonic tau decay adds only one additional unknown, its
invariant mass. Conservation of energy and momentum define the tau neutrino
masses and the lepton neutrino momentum.
The seven unknowns are further constrained by four relationships. The x-
and y-components of the EmissT must equal the sum of the x- and y-components of
the neutrino momenta. Furthermore, the mass of a tau lepton is known, constraining
the total invariant mass of each tau decay system. However, seven unknowns with
only four constraints leaves the situation under-constrained for directly solving.
The MMC takes the constraints and scans over ranges of values for the un-
known quantities. Not all combinations have an equal chance of occurring, therefore
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Figure 5.3: Comparison of the ditau invariant mass, as calculated by the Missing
Mass Calculator (MMC) [51], for H → ττ and Z → ττ in the different analysis
categories [52].
the likelihood of each scenario is calculated alongside the resulting ditau mass. An
example of a variable which contributes to the likelihood calculation is the ∆R be-
tween the visible and invisible decay products of each tau. Its expected distribution
is well known and this is converted to a probability density function and included
in the likelihood.
Finally, the ditau mass with the greatest total likelihood is selected for use.
The combined process is 99% efficient for signal events and the mass resolution
is around 16%. Histograms comparing the mass reconstruction for H → ττ and
Z → ττ can be seen in Figure 5.3.
Another useful variable relating to the Higgs candidate is its transverse mo-
mentum, pHT . It is defined as the vector sum of the transverse momenta of the visible
decay products and the EmissT . One of its uses is in identifying events where the
Higgs boson is heavily boosted.
5.3 Event Selection
Before categorising events, a preselection is made to select good quality events with
the desired collection of objects. Some object definitions are tightened before the
event selection cuts are made.
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5.3.1 Triggers
Selecting the triggers to use for an analysis is one of the first steps when select-
ing events. The analysis uses low-pT single lepton triggers. These triggers have
a high efficiency for H → τ`τhad events and are simpler than triggers with a tau
requirement.
For the start of 2011 data taking, the electron trigger threshold was 20 GeV
and the muon one was 18 GeV. As the luminosity increased throughout the year, the
trigger requirements were tightened to keep their rates manageable. The electron
trigger threshold increased to 22 GeV and the tracking requirements were tightened
for both electrons and muons. For 2012 data taking, the electron and muon trigger
thresholds were both 24 GeV throughout the year. The triggers also included loose
isolation criteria.
5.3.2 Object Selection
The definitions of electrons, muons and taus used in the analysis is tightened before
making the event preselection. Above the threshold of a trigger, there is a gradual
increase in efficiency before plateauing. The lepton pT requirements are tightened,
selecting leptons in the plateau region and above only. This is done to simplify
any corrections needed due to trigger inefficiencies. In 2011 data, the minimum pT
requirements for electrons and muons are 25 and 22 GeV respectively. In 2012, both
electrons and muons have an oﬄine pT threshold of 26 GeV.
The identification criteria are also tightened. The segment tagged muons
are dropped, leaving only combined muons. Furthermore, electrons are required to
pass the tight working point (70–75% signal efficiency) identification criteria [42].
Finally, the electron veto for taus is tightened to the medium working point (85%
signal efficiency) for eτhad events [49].
It is also required that the leptons are isolated in the detector. Leptons with
activity in a surrounding cone are generally indicative of semi-leptonic hadron de-
cays. Isolated leptons, however, are a characteristic of more interesting electroweak
decays. The isolation variables are calculated by dividing the energy deposited in a
cone with radius ∆R around the objects by the objects total energy. This process
can be done for both calorimeter energy deposits and ID track based pT measure-
ments.
In this analysis, electrons and muons have identical isolation requirements.
For the track based isolation, a cone with ∆R = 0.4 is used. A smaller cone is used
for the calorimeter isolation, with ∆R = 0.2. In both cases, the total energy in the
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surrounding cone must be no more than 6% of the energy of the associated light
lepton.
5.3.3 Event Preselection
Before categorising events, a preselection is made which selects good quality events
with the correct experimental signature. Any events where the ATLAS detector
had significant hardware issues must be ignored. Periods of data taking are checked
against the good runs list (GRL), produced centrally by the ATLAS data quality
group. To veto cosmic rays and other such events, a selection is made requiring
events to have at least one primary vertex. This primary vertex is required to have
four or more associated tracks.
Events are also required to have exactly one light lepton and one hadronic
tau identified in the event, satisfying the requirements specified above. Furthermore,
the two particles should have opposite charges as the Higgs is a neutral boson.
The MMC must have found a valid solution for an event to be considered in
the analysis. The MMC mass is an important discriminant and background events
have a lower MMC efficiency than signal ones. A cut is made on the transverse mass
of the light lepton and the EmissT , mT , as this allows the contribution from W+jets
events to be reduced. The mT is defined by the formula
mT =
√
2p`TE
miss
T (1− cos ∆φ), (5.3)
where ∆φ is the gap in φ between the lepton and EmissT . The cut placed on the
transverse mass is mT < 70 GeV. Finally, events containing a b-tagged jet with
pT > 30 GeV are vetoed to reduce the contamination from top background processes.
Following the application of these loose selection cuts, the events are ready
for categorisation. The preselection is summarised in Table 5.2.
5.3.4 Event Categorisation
The analysis categories target two different event topologies. The first category is
designed for VBF events. These types of events are characterised by two high energy
jets widely separated in η. The second category is named the boosted category. It
selects events where the Higgs boson is heavily boosted, typically recoiling from a
single high-pT jet in the opposite direction. In such events, the Higgs often has a
large transverse momentum.
The expected event yields for the signal and background processes in each
category are summarised in Table 5.3.
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Preselection
Event not flagged as bad by GRL
At least one good primary vertex
Pass low-pT single lepton trigger
Exactly one isolated lepton and one medium τhad with opposite signs
peT > 25 GeV or p
µ
T > 22 GeV (2011), p
`
T > 26 GeV (2012)
pτT > 20 GeV
Valid MMC solution
mT < 70 GeV
No b-tagged jets with pT > 30 GeV
Table 5.2: Summary of the preselection cuts used in the analysis [52].
VBF Category
VBF events have two high energy jets widely separated in η. The analysis requires a
leading jet with pT > 50 GeV and a subleading jet with pT > 30. The two jets must
have ∆η > 3.0. Events which fail this jet selection are considered by the boosted
category selection.
VBF events are also required to have a visible mass, mvis, larger than 40
GeV. The visible mass is the invariant mass of the tau and light lepton system in
the event. Events which pass the jet requirements but fail the cut on mvis are not
considered in the boosted category.
Boosted Category
Any events which fail the VBF category’s jet requirements are considered for the
boosted category. The only requirement made by the boosted category is pHT > 100
GeV.
5.4 Control Regions
Control regions are areas of the phase space which are selected to be pure in a specific
background process. They must also have low numbers of expected signal events to
be of use. Control regions are used in this analysis for two primary purposes.
The first is for calculating the fake factors used in the modelling of jet to tau
fakes in the analysis. These are discussed in Section 6.4 but are summarised here in
Table 5.4.
The second collection of control regions are used to validate the background
model. Each of these control regions are rich in a different background process.
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Process VBF Boosted
Fake background 1680± 50 5640± 160
Z → ττ 877± 29 6210± 170
Top 82± 15 380± 50
Z → ``(`→ τ) 54± 26 200± 50
Diboson 63± 11 430± 40
ggF H → ττ 16± 6 60± 20
VBF H → ττ 31± 8 16± 4
WH H → ττ 0.6± 0.4 9.1± 2.3
ZH H → ττ 0.16± 0.07 4.6± 1.2
Total background 2760± 40 12860± 110
Total signal 48± 12 89± 26
Table 5.3: Expected event yields for each signal and background process in the
two analysis categories, normalised to the
√
s = 8 TeV dataset [52]. The given
uncertainty on each component is systematic only, while the combined statistical
and systematic uncertainty is quoted for the total background and total signal.
Control Region Definition
QCD Multijet
Signal selection, lepton must fail signal
track isolation requirements
W+jets Signal selection, mT > 70 GeV
Z+jets
Signal selection, two OS same flavour lep-
tons, 80 < m`` < 100 GeV
Top
Signal selection, require one or more b-
tagged jets
Table 5.4: Control region definitions used for calculating the fake factors utilised in
the modelling procedure of the jet to tau fakes background [52].
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Control Region Definition
Fakes Signal selection, same sign events
W+jets Signal selection, mT > 70 GeV
Z+jets
Signal selection, two OS same flavour lep-
tons, 61 < m`` < 121 GeV
Top
Signal selection, mT > 70 GeV, require
one or more b-tagged jets
Z → ττ Signal selection, mT < 40 GeV, m
MMC
ττ <
110 GeV
Table 5.5: Control region definitions used to validate the modelling [52]. It should
be noted that the Z → ττ CR is a subset of the signal region. All other CRs are
orthogonal to the SR.
Producing and inspecting plots in these regions allows the validity of the background
model to be verified for each process individually. These regions are summarised in
Table 5.5.
Additionally, a number of other control regions are defined for calculating
correction factors. An example of such a region is the region used to correct the
dijet distributions for the Z → `` MC samples. Such regions are described in the
text wherever relevant.
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Chapter 6
Signal and Background
Modelling
6.1 Introduction
The topic of this thesis is a search for the Higgs decaying to a pair of tau leptons,
where one tau decays hadronically and the other decays to a light lepton. The tau
decays include the production of neutrinos, which lead to missing energy deposits
in the ATLAS detector. Furthermore, jets are used to help identify signal events
(discussed in detail elsewhere). This means a wide variety of particles must be
considered in the analysis, with a typical event containing a light lepton, a hadronic
jet produced by the tau decay, multiple neutrinos and potentially additional hadronic
jets.
This combination of particles mean a variety of background processes must
be considered, alongside the H → ττ signal decays. The methods used to model
each process will be discussed in detail in this chapter, starting with the main signal
processes before moving onto each of the background groups. Accurate modelling
forms an important precursor to being able to identify any excesses observed in the
data.
6.2 Higgs Signal Processes
Three Higgs production processes are considered in the analysis, introduced earlier
in Section 1.9. These are gluon-gluon fusion (ggF), vector boson fusion (VBF) and
vector boson associated production (V H), with either a W or Z boson. Cross
sections and Feynman diagrams for each process can be seen in Figures 1.2 and
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Signal
Process
MC Generator
σ × B (pb)√
s = 8 TeV
Perturbative Order of
Cross Section Calculation
ggF
Powheg [53, 54, 55, 56]
+ Pythia8 [57]
1.22 NNLO+NNLL
VBF Powheg + Pythia8 0.100 (N)NLO
V H Pythia8
0.0455 (WH)
0.0262 (ZH)
NNLO
Table 6.1: Details of the signal processes [52]. Showing the MC generator used to
produce each signal sample, production cross section multiplied by the H → ττ
branching ratio for
√
s = 8 TeV and mH = 125 GeV, and the perturbative order of
the QCD calculation.
1.3 respectively. Furthermore, each process is simulated for a range of Higgs mass
values at 5 GeV intervals. The range is 100–150 GeV, with each process and mass
point combination modelled by a different Monte Carlo sample.
Relevant details of each of the signal processes are summarised in Table
6.1. Although non-zero, the contribution from tt¯H production is determined to be
negligible [52].
The production processes are simulated using Powheg [53, 54, 55, 56] cou-
pled to Pythia8 [57] for both ggF and VBF. For each process, Powheg’s parton
distribution functions (PDF) use the NLO CT10 [58] parameterisation.
The ggF sample is normalised to the next-to-next-to-leading-order (NNLO)
cross section from the perturbative QCD calculation [59, 60, 61, 62, 63, 64]. Soft-
gluon resummation is accounted for up to next-to-next-to-leading logarithm (NNLL)
terms [65]. Next-to-leading-order (NLO) electroweak corrections are also applied
[66, 67].
In addition to this overall normalisation, a Higgs pT dependent reweight-
ing is applied to the ggF sample. The reweighting corrects the inclusive Higgs pT
spectrum to match the NNLO QCD calculation using the HRes2.1 software [68],
including NNLL resummation corrections. HRes2.1’s calculations are used as they
account for finite top and bottom quark masses [68, 69] and include dynamical
renormalisation and factorisation scales, µR, µF =
√
m2H + p
2
T .
An additional reweighting is applied to ggF events with two or more jets.
The Higgs pT spectrum for these events is reweighted to match that of MinLo HJJ
calculations [70].
The overall reweighting is derived so that the inclusive Higgs pT spectrum
agrees with HRes2.1, the pT spectrum for events with two or more jets matches
that of MinLo HJJ and the jet multiplicities match (N)NLO predictions from
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JetVHeto [71, 72, 73].
The overall VBF sample normalisation is taken from the NLO perturbative
QCD calculation. An approximate NNLO correction is applied [74], as is an NLO
electroweak correction [75, 76, 77].
The VBF sample also undergoes a Higgs pT dependent reweighting process.
In this case, the reweighting is due to the pT dependence of the NLO electroweak
corrections to the production cross section. The spectrum is reweighted to that of
the Hawk calculation, as this calculation takes into account the pT dependence of
the correction [75, 76]. While the difference is of the order of 1% for low Higgs pT
values, at pT = 300 GeV the correction is approximately 20% [78].
Samples for the final Higgs production process considered, V H, are gener-
ated using the Pythia8 with the Cteq6L1 PDF parameterisation [79]. These are
normalised to cross section calculations which include NNLO perturbative QCD
terms [80] and NLO electroweak corrections [81]. No pT dependent reweighting is
required for these samples.
The taus in all signal samples are decayed and hadronised using Pythia8.
Following the normalisations and reweightings described above, the final
steps in the MC simulation process are the addition of pile-up events and detec-
tor simulation. Events with no hard interaction are simulated to represent pile-up.
These are known as minimum-bias interactions and are simulated using Pythia8
with the AU2 tune [82]. These events are overlaid on the signal events, with pile-up
being considered for the same and neighbouring bunch crossings. Following this, the
combined event is passed through a process known as full simulation [83]. Here, the
Geant4 program [84] is used to simulate the response of the ATLAS detector to the
event. Finally, the fully simulated sample is passed through the same reconstruction
process as data.
6.3 Z/γ∗ → ττ
The Z/γ∗ → ττ process forms an irreducible background to the search for H →
ττ (for the remainder of this document, all Z/γ∗ decays will be written as Z for
simplicity). Irreducible means that the observed decay products are the same for
both the signal and background processes. This feature, coupled with the large
production cross section for Z bosons at the LHC [85], mean this background must
be accurately modelled for the analysis to be at all viable.
The modelling of this background in the ATLAS experiment is complicated
by two factors. The first is that ATLAS Monte Carlo simulation is found to imper-
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fectly model Z+jets processes. If used, the samples must be carefully reweighted
to agree with data observations. One alternative is to use a Z → ττ pure sample,
taken from data, to model the background in the signal regions. However, due to the
irreducible nature of the background, it is not possible to find a sufficiently signal
depleted region for this purpose. For these reasons, a somewhat novel technique is
required to model this background in the analysis.
This method takes Z → µµ events from data as input. The muons are
removed from the events and simulated taus are embedded in their place. For this
reason, the technique is referred to as embedding. A more detailed description can
be found in the following paragraphs.
The first stage in the embedding procedure is finding a highly pure Z → µµ
sample in data. The clean dimuon event signature means efficiently selecting Z →
µµ events is reasonably straightforward.
At trigger level, events passing either the isolated single muon trigger or the
dimuon trigger are selected. Here, isolated refers to each muon’s tracks and energy
deposits in the detector. That is to say, there must be low amounts of activity
in a cone surrounding each of the muons in the ID and calorimeters. The trigger
coverage is extended to lower pT by the use of the dimuon trigger as the trigger pT
threshold is lower for both muons.
The oﬄine selection requires events with two isolated, oppositely charged,
reconstructed muons. The exact isolation requirement is the sum of the pT of all
tracks within a ∆R of 0.2 of the muon track must be less than 20% of the muon
track’s pT . A cut on the dimuon invariant mass is also made, requiring mµµ > 40
GeV.
Following the selection of the events, the next step is the removal of the muons
and their associated detector deposits. Removing the ID and MS tracks is trivial,
any reconstructed tracks matched to the identified muons are simply removed. Sub-
tracting the calorimeter deposits, however, is a more technical procedure.
First, a Z → µµ event must be generated. The kinematics of the two gen-
erated muons are forced to be identical to those of the reconstructed muons in the
data event. This generated event is used to estimate the energy deposited in the
calorimeter by the muons, and the result is subtracted from the calorimeter towers
in the data event. The fact that muons are minimally ionising particles means this
procedure is sufficiently accurate.
The third step is the addition of a Z → ττ decay to the event. The decay
is simulated using Tauola [86]. Again, the taus are generated with kinematics
identical to those of the original muons. However, a correction is applied to account
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for the difference in mass between muons and taus. Care is also taken to ensure the
polarisations and spin correlations of the two taus are accurate [87]. The ID tracks
and calorimeter deposits from the simulated decay are then added to the data event.
The fact that the selected events depend on the muon trigger has the poten-
tial to bias the embedding sample. As a final step, each embedded event is weighted
to correct for inefficiencies in the muon trigger.
While the process may be slightly complex, the modelling improvements
provided make it worthwhile. Using this method means the properties of the Z
boson, jets, underlying event and pile-up are all taken directly from data. It is,
however, very important to thoroughly validate the various steps of the embedding
process. The validation is performed in three steps, each probing a different aspect
of the procedure.
The first stage of validation aims to probe the accuracy of the muon energy
subtraction in the calorimeters. An additional embedding sample is produced, em-
bedded with muons rather than taus. A comparison is made between the isolation
cones around the muons, before and after the embedding. This probes the effect of
the subtraction of the original muons and the addition of the simulated ones on the
calorimeter energy deposits.
The comparison can be seen in Figure 6.1. The x-axis represents the total
transverse energy deposited in the calorimeter, in a cone of radius ∆R = 0.3 about
the muon. Thus it shows the energy originating from both the muon and the under-
lying event. The plot shows good agreement within uncertainties, demonstrating the
muon subtraction and embedding procedure does not bias the embedding sample.
The second method of validation relates to verifying the embedding of the
taus in the event. This step can be isolated by comparing Z → ττ MC with taus
embedded into Z → µµ MC. Various kinematics are compared, an example is shown
in Figure 6.2. While the quality of the modelling at higher invariant masses shows
some variability, it can be seen that the embedding uncertainties encompass the
variation. All distributions agree within the uncertainties, confirming that taus can
successfully be embedded into events.
The third and final validation technique aims to help authenticate the entire
embedding procedure. As the analysis is dominated by Z → ττ , simply comparing
between data and background in analysis plots will help verify the procedure. Plots
of this nature can be seen throughout this work with the data typically well modelled
by the background model, including the embedding component.
This threefold validation appears to fully justify the use of embedding sam-
ples. It should be noted that Z → ττ MC samples are available, any situations
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Figure 6.1: Total transverse energy deposited in the calorimeter about muons, before
and after muon embedding in data Z → µµ events [52]. A cone of radius ∆R = 0.3
is used for the comparison. The variable I(ET ,∆R) is defined as the total transverse
energy deposited in the calorimeter, in a cone of radius ∆R about the muon, divided
by the transverse momentum of the muon.
Figure 6.2: The ditau invariant mass, calculated using the Missing Mass Calculator
(MMC), compared between Z → ττ MC and Z → µµ MC embedded with taus [52].
The MMC is discussed in Section 5.2.7.
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where these are used over embedding will state this explicitly. These samples are
identical in construction to the Z → `` MC samples, described in Section 6.5.1
6.4 Jets Misidentified as Taus
This background category refers to events which pass the selection criteria due to
a jet being misidentified as a hadronic tau. A number of processes contribute,
namely QCD multijet, W+jets, Z+jets and top production (which is dominated by
semileptonic tt¯ events). Events of this kind are referred to as jet to tau (j → τ)
fakes. In this analysis, all jet to tau fakes are modelled using the same technique,
known as the fake factor (FF) method.
In ATLAS, hadronic jets are passed through a boosted decision tree (BDT)
based tau classifier [49]. Higher scoring jets are tagged as tau candidates, with
loose, medium and tight identification (ID) levels. A more in depth discussion of
tau reconstruction and identification is given in Section 5.2.4.
The FF method estimates the jet to tau fake background using data events
where the tau candidate fails to pass the medium ID threshold (candidates passing
this threshold are used as taus in the analysis). A lower cut is also placed on the
tau classifier BDT score, meaning tau candidates must score higher than 0.7 times
the loose ID threshold to be considered in the FF method. Finally, similar to taus
used in the analysis, each tau candidate is required to have one or three associated
charged tracks in the inner detector. The tau candidates in this window are referred
to as anti-taus from this point forwards.
The medium and loose ID thresholds vary as a function of the tau pT . This
is to ensure that the ID efficiencies remain roughly constant across the pT spectrum.
The 0.7×loose threshold was chosen as a compromise of modelling and statistics.
Lowering the threshold allows more events to pass at the cost of poorer modelling
(the anti-taus are less tau like). Conversely, raising the threshold improves modelling
but the statistical uncertainty increases.
As the numbers of jet to tau fakes above and below the medium ID threshold
are not identical, factors must be calculated to transfer one to the other. This is
from where the fake factor method derives its name.
The FF calculations use data events in four control regions (CRs), one for
each of the four backgrounds incorporated into the method. The fake factors are
calculated as the ratio between the number of taus (passing the medium ID require-
ment) and anti-taus in each control region. The factors are binned in pT of the tau
candidate and calculated separately for taus with one or three charged tracks.
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The control regions used for the calculations are similar to the signal cat-
egories introduced in Section 5.3.4, bar some minor changes. The factors are cal-
culated separately for each of the signal categories. This is due to the fake factors
exhibiting a dependence on the event topology and the varying background compo-
sition in each category. All four control regions utilise data rather than simulated
samples.
The gluon dominated QCD multijet CR is defined by inverting the isolation
requirements on electrons and muons. The region with high transverse mass, mT >
70 GeV, is selected to create the W+jets CR (see Section 7.3.1 for a full definition
of mT ). The Z+jets CR is defined by requiring events to contain two same flavour
OS leptons, with 80 < m`` < 100 GeV. Finally, for the top CR, the veto on events
containing b-tagged jets is inverted. Each of these cuts creates a sample enriched in
the relevant background process. These regions are then used to calculate the fake
factors.
Before being applied to anti-taus taken from data, the fake factors from each
background process must be combined. This is because the process responsible for
an event cannot be known on a case by case basis in data. The fake factors for each
process are combined, as a function of the expected fraction of events from each
source for each signal category. This process can be summarised with the equation
FF (pT , ntracks, cat.) =
∑
i=bkg.
RiFFi(pT , ntracks, cat.), (6.1)
where Ri is the relative fraction of events from each of the four background processes.
For the Z+jets and top processes, the relative fractions (RZ and Rtop) are
estimated using MC samples. Poor MC modelling of jet to tau fakes in W+jets
events means RW is measured in the W+jets anti-tau data CR. This is then multi-
plied by a transfer factor which accounts for the difference between the control and
signal regions (calculated using simulation). Finally, the fraction of QCD multijet
events is simply defined with the equation RQCD = 1−RW −RZ −Rtop.
With the fake factors calculated, the final step is to apply them to the ap-
propriate sample of data events. As stated above, this is the collection of anti-taus
in each signal category. However, it should be noted that before applying the fake
factors, a component must be subtracted from the anti-taus. Using simulation, the
number of events where the anti-tau is a real tau (which fails the medium tau ID)
or a lepton to tau fake is calculated. This is then subtracted from the anti-tau
component before applying the fake factors.
Following this subtraction, each remaining event in the anti-tau sample is
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Figure 6.3: The reconstructed ditau invariant mass, mMMCττ , in the W+jets control
region [52]. The large fake tau contribution, modelled using the fake factor method,
is seen to be well modelled.
multiplied by the relevant fake factor. The anti-tau samples and FF calculations
are kept entirely separate for each signal category. Figure 6.3 shows an example
plot from the analysis, with a significant and well modelled contribution from the
fake factor method.
One complication of the fake factor method relates to the calculation of the
missing transverse energy, EmissT , in anti-tau events. For reasons relating to the
soft term contribution to the EmissT , the choice of tau can change the value of the
EmissT . A correction was devised which ensures the anti-taus are correctly treated
as taus before recalculating the EmissT for each event. This fix was not possible for
2011 data for technical reasons, therefore an appropriate reweighting was applied to
these events to reduce the mismodelling.
6.5 Monte Carlo Background Simulation
The remaining background contributions are modelled using various Monte Carlo
generators. One thing each sample has in common, however, is the simulation of
pile-up and the detector response. These are identical to those of the signal MC
samples, described at the end of Section 6.2. The production cross sections of the
background processes (including those modelled by the embedding and fake factor
methods) can be seen in Table 6.2.
80
Background Process σ × B (pb) √s = 8 TeV
W (→ `ν), (` = e, µ, τ) 36,800
Z/γ∗ → ``, 60 GeV < m`` < 2 TeV 3,910
Z/γ∗ → ``, 10 GeV < m`` < 60 GeV 13,000
VBF Z/γ∗ → `` 1.1
tt¯ 253
Single top: Wt 22
Single top: s-channel 5.6
Single top: t-channel 87.8
qq¯ →WW 54
gg →WW 1.4
WZ,ZZ 30
H →WW 4.7
Table 6.2: Cross sections of the background processes at
√
s = 8 TeV [52]. These
values are used to normalise the backgrounds modelled using MC simulation. The
W and Z/γ∗ processes are quoted with the branching ratio to leptons included. The
remaining cross sections listed are inclusive.
6.5.1 Z/γ∗ → ``
While Z → `` events where the tau is faked by an additional jet are modelled using
the fake factor method, events where the tau is faked by a lepton are modelled using
MC simulation. The nominal MC sample is produced using Alpgen [88] coupled
to Pythia8.
Additional samples are produced, filtered to select only VBF events. The
VBF filter is applied at event generation level, selecting events with a large dijet mass
(mj1,j2 > 200 GeV) and separation in ∆η between the two leading jets (∆ηj1,j2 >
2.0). This statistically enriches the VBF phase space in the final MC sample, helping
to ensure the accuracy of the modelling. This is necessary due to the targeting of
VBF signal events in the analysis.
The VBF filter samples are generated with Alpgen coupled to Herwig [89].
Both Alpgen and Herwig use the Cteq6L1 PDF parameterisation. The nominal
and VBF samples are combined into one sample, named the hybrid sample. This is
done by discarding events in the nominal sample which would pass the VBF truth
filter, before weighting the samples by their respective cross sections and combining
them.
Due to an observed mismodelling in dijet variables, a reweighting was derived
for the Z → `` samples. The correction reweights the |∆ηj1,j2| distribution in MC
to match the observations in data. This is done in a Z → `` CR, which requires two
same flavour OS leptons with |mZ −m``| < 15 GeV.
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There are also issues with the modelling of the `→ τ misidentification rate.
This is corrected for, using additional scale factors to scale the MC samples. The
correction is especially important for the Z → ee samples.
As mentioned above, similar samples are available for the Z → ττ process.
These are produced identically, including the merging of the hybrid sample and
application of the dijet reweighting. The lepton to tau fake rate corrections are not
necessary however.
6.5.2 Top
Top modelling encompasses four processes. Top quarks can be produced in pairs,
this is referred to as tt¯ production. A single top can be produced when a W±
boson decays to one top and one bottom-type quark (s-channel) or when a bottom-
type quark absorbs a W± (t-channel). Finally, a top quark can be produced in
conjunction with a W± boson (Wt production).
Aside from jet to tau fakes, modelled using the fake factor method, events
with real taus form the major background contribution from top quark events. A
small contribution is also expected where the tau is faked by a lepton.
tt¯, s-channel and Wt events are modelled by Powheg+Pythia8. The t-
channel production sample is produced using AcerMC [90] coupled to Pythia6
[91]. AcerMC utilises the Cteq6L1 PDF parameterisation in ATLAS.
The top backgrounds are normalised using a top enriched control region.
This is defined by inverting the mT cut and b-jet veto used in the signal regions of
the analysis. The region is orthogonal to the control region used to calculate top
FF.
6.5.3 Diboson
This background contains events where two weak vector bosons are produced. The
diboson contribution to the background is entirely modelled using Monte Carlo
simulation.
WW events are split into two subsamples, depending on the origin of the
W± bosons. gg2WW [92] linked to Herwig is used to simulate the gg → WW
contribution. The CT10 PDF parameterisation is used by gg2WW. Events from
the process qq¯ →WW are generated using Alpgen+Herwig. WZ and ZZ events
are generated using standalone Herwig.
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6.5.4 Others
There are two additional background processes considered in the analysis. The
contribution from each is expected to be negligible but they are included for com-
pleteness.
The first is W → `ν. This background’s contribution is almost entirely
from events where a jet fakes the tau, modelled by the fake factor method. Alp-
gen+Pythia8 is used to generate samples which are used to model the remaining
W → `ν contribution. This is predominantly events where the tau is faked by a
light lepton.
Due to the nature of the analysis, H → WW must be considered a back-
ground process. The tiny expected contribution is simulated using techniques iden-
tical to how the H → ττ production mechanisms are modelled, described in Section
6.2.
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Chapter 7
Boosted Decision Trees
7.1 Introduction
Boosted decision trees (BDTs) [93] are a type of machine learning multivariate
predictor. They can be used to predict whether a specific event is more signal- or
background-like. BDTs are used by this analysis as they do not outright discard
events, unlike cut-based analyses. This, and the fact that BDTs are able to exploit
correlations between variables, allows the sensitivity of the analysis to be improved.
Two BDTs are used in this analysis, one optimised for the VBF signal category
and the other for the boosted category. The output score from the BDTs, which
describes how signal-like each event is, is used as the discriminant in the fit of the
analysis.
BDTs are a more advanced form of decision trees. The first stage of develop-
ing a decision tree is to split each sample into two subsamples, half for training the
decision tree and the other half for testing its performance. Each event in the input
sample must be labelled as either a signal or background event. Also, a list of vari-
ables must be chosen for use by the decision tree training algorithm. Ideally, each of
the chosen variables should provide some separation between signal and background
events. However a further benefit of decision trees is that they are also capable of
exploiting correlations between the variables.
The training of a decision tree is an iterative process. Each variable is scanned
over to find the cut which provides the best separation between signal and back-
ground events. The Gini index [94] is the metric used to decide which cut performs
best. However, unlike in a cut-based analysis, both subsamples are retained.
This training process is repeated independently on the two subsamples, both
the one which passed and failed the previous cut. The process continues, dividing
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each subsample in two each time, until every subsample satisfies one or more end
conditions. These are: the subsample reaching a high signal or background purity,
the subsample containing fewer than a minimum number of events or the decision
tree reaching a specified maximum depth.
Once training is complete, one is left with a tree where each fork of the
branches is the cut with the best signal-to-background separation. The end nodes
(or “leaves”) are each labelled as signal or background, depending on their compo-
sition. Events of unknown source can then be passed through the cuts of the tree
to determine whether they are more likely to be signal or background events.
The training algorithm described above will most likely result in some train-
ing events being categorised incorrectly. The use of boosting allows the misclassifi-
cation rate to be reduced, improving the accuracy of the BDT when applied to new
events.
7.2 Boosting
Boosting is a technique where a collection of weak learners, such as decision trees,
can be combined to form one strong learner. When boosting decision trees, events
misclassified by the first tree are given a higher weight. These reweighted events
are then used to train another decision tree. This process is repeated, typically
hundreds of times, producing a forest of decision trees.
A weighted combination of decisions from every tree is calculated for each
event the BDT is applied to. This gives each event a score, with more signal like
events having a higher score. The boosting algorithm used in this analysis is the
gradient boosting algorithm [95].
7.3 Training
Before training the BDTs used in this analysis, a number of decisions had to be
made. These include selecting the discriminating variables and choosing the BDT
parameters (such as minimum leaf size and number of trees in the forest).
A short list of variables is preferred for each of the two BDTs, as adding
variables typically leads to additional systematic uncertainties which must be con-
trolled. First, lists of potentially useful variables are drawn up for each of the two
categories. Each variable should provide some discrimination against a background
process. For example, the VBF category variable long list featured many jet and
dijet related variables. These typically provide good discrimination between VBF
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signal and non-signal events.
The modelling of each variable must then be studied, with badly modelled
variables discarded. This is done to prevent the BDT from targeting artificial fea-
tures, not present in data events. An example of such a variable is ∆∆Rτ`. A fit is
made of the ∆Rτ` dependence on the Higgs pT for each category. ∆∆Rτ` quantifies
the deviation from the expected value of ∆Rτ`, from the fit, for an event with a
given Higgs pT . The variable was imperfectly modelled and therefore replaced by
∆Rτ`, for a minimal loss in sensitivity.
The next step is to train the BDTs with the preliminary variable lists. This
was done using the Toolkit for Multivariate Analysis [96].
This analysis uses a technique named cross-training. The training sample for
each category is randomly split in two, with a different BDT being trained using
each half. Each BDT is then applied to the other half of the training set, to test its
performance. A check is made to ensure that both BDTs have similar performance.
When applying the BDTs to data, the data is randomly split into two halves, with
one of the cross-trained BDTs applied to each.
When training the BDTs, the MC Z → ττ samples (including the VBF
filtered samples) were used rather than the embedding samples. This is because
they provide greatly improved statistics, an important consideration when training
a multivariate classifier. For the VBF category, only the VBF Higgs samples are used
as signal when training the BDTs. This forces the BDT to more specifically target
the VBF event topology. The boosted category uses all four production processes as
the signal component during training, with each process weighted to its production
cross section. All other processes were modelled as discussed in Chapter 6.
The BDT training parameters are carefully optimised. This was done by
calculating the statistics-only sensitivity of the analysis when varying the parameters
then selecting the parameters which give the best sensitivity.
Attempts to further trim the variable list are then undertaken. The training
procedure provides information on variable correlations as well as a ranking of how
effective each variable is at distinguishing between signal and background. Variables
are removed one by one, beginning with the highly correlated and lowly ranked
variables. If removing a variable only causes a slight worsening of the statistics-
only sensitivity, the variable is dropped from future consideration. Variables whose
removal significantly degrades the sensitivity are reinstated.
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Variable Description VBF Boosted
mMMCττ
Invariant mass of ditau system, cal-
culated using MMC tool
• •
mT Transverse mass of ` and E
miss
T • •
∆Rτ` Separation between τ and ` • •
EmissT φ centrality See text • •
mj1,j2 Invariant mass of two leading jets •
ηj1 × ηj2 Product of ηs of two leading jets •
∆η(j1, j2) Difference in ηs of two leading jets •
` η centrality See text •
ptotalT
Magnitude of vector sum of τ , `, j1,
j2, EmissT pT
•∑ |pT | Sum of τ , `, jets pT •
p`T /p
τ
T pT ratio for ` and τ •
Table 7.1: Discriminating variables used in the BDT for the two analysis categories
[52].
7.3.1 Final Variable List
The output of the procedure described above forms the final variable list, used
to train the BDTs. The variables of the list will now be discussed in turn, with
care taken to describe any unique properties and where their discriminatory power
originates from. The final variable list is summarised in Table 7.1.
mMMCττ
The invariant mass of the ditau system, as reconstructed by the MMC tool. The
MMC tool is described in Section 5.2.7. Including the ditau mass may bias the
BDTs to prefer resonances with a reconstructed mass around 125 GeV. This means
the analysis specifically targets the recently discovered boson, rather than being a
more general search.
One alternative would be to remove the mass from the BDTs entirely, then
make a two dimensional fit to mass and BDT score. While heavily investigated, this
approach was found to be significantly less sensitive than the one dimensional fit
to BDT score. The primary reason for this is that the mass information allows the
BDTs to more readily distinguish between signal and the irreducible background of
Z → ττ .
The variable distribution for the VBF and boosted categories can be seen in
the upper-left plot of Figure 7.1 and Figure 7.3 respectively.
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mT
The transverse mass of the light lepton and the EmissT . This was defined above with
the formula
mT =
√
2p`TE
miss
T (1− cos ∆φ), (5.3)
where ∆φ is the gap in φ between the lepton and EmissT .
The variable exhibits particularly good separation between signal events and
W → `ν events where a jet fakes the hadronic tau. In such events, the EmissT and
lepton both originate from the decay of the W± boson. This means ∆φ is small and
hence mT is large. For signal events the E
miss
T is made up of three neutrinos from
two tau decays, meaning the angle between the EmissT and the lepton is typically
larger and the mT is reduced.
The variable distribution for the VBF and boosted categories can be seen in
the upper-right plot of Figure 7.1 and Figure 7.3 respectively.
∆Rτ`
The angular separation between the tau and the lepton, defined using the formula
∆R =
√
∆η2 + ∆φ2. (7.1)
For resonance decays, such as H → ττ and Z → ττ , ∆Rτ` tends to be small.
This is because the tau and lepton originate from the same parent particle. No such
restriction applies to the other backgrounds, so these events are more spread across
the ∆Rτ` spectrum. This provides reasonable separation between signal events and
the fakes background, for both the VBF and boosted categories.
The variable distribution for the VBF and boosted categories can be seen in
the middle-left plot of Figure 7.1 and Figure 7.3 respectively.
EmissT φ Centrality
The use of continuous variables is preferred over boolean flags as they give the BDTs
improved discriminatory powers.
The EmissT φ centrality has a maximum value of
√
2 when the EmissT is directly
between the lepton and τ in φ. It is equal to 1 if the EmissT has a φ coordinate
identical to the lepton or τ and is < 1 elsewhere.
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The equation for EmissT φ centrality (Cφ) is
A =
sin (φEmissT
− φτ )
sin (φ` − φτ ) , (7.2a)
B =
sin (φ` − φEmissT )
sin (φ` − φτ ) , (7.2b)
Cφ =
A+B√
A2 +B2
. (7.2c)
In H → ττ (and Z → ττ) decays, the EmissT will typically be located between
the hadronic tau and the lepton. This is because the two tau decays, which are the
origin of the hadronic tau and lepton, both contribute to the EmissT . Therefore the
EmissT φ centrality tends towards high values for signal events. This is especially true
for events in the boosted category. Therefore this variable gives separation between
the signal and the non-resonant backgrounds.
The variable distribution for the VBF and boosted categories can be seen in
the middle-right plot of Figure 7.1 and Figure 7.3 respectively.
Dijet Variables (mj1,j2, ηj1 × ηj2 and ∆η(j1, j2))
VBF events are characterised by two high-pT jets in opposite halves of the detector.
In VBF events, two quarks each emit a vector boson and the two bosons fuse to
produce the Higgs. The two quarks are from protons travelling in opposite directions
in the LHC and are the source of the two high-pT jets. This origin helps explain the
high momenta of the jets as well as their positions in opposite detector hemispheres.
The three dijet variables aim to quantify such features. They tend to take
on more extreme values for VBF signal events, providing reasonable discrimination
against all backgrounds. The dijet mass (mj1,j2) and η gap (ηj1× ηj2) are typically
large while the η product (∆η(j1, j2)) tends towards large negative values.
The variable distributions for the VBF category can be seen in the lower-left
and lower-right plot of Figure 7.1 and the upper-left plot of Figure 7.2.
` η Centrality
The use of continuous variables is preferred over boolean flags as they give the BDTs
improved discriminatory powers.
The ` η centrality is at a maximum value of 1 when the lepton is directly
between the two leading jets in η. This drops to 1/e when the lepton is aligned with
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one of the two leading jets and decreases further elsewhere. The exact formula is
Cη = exp
(
−1
ηj1 − (ηj1+ηj22 )2
(
η` − ηj1 + ηj2
2
)2)
. (7.3)
VBF signal events typically have higher values, giving some separation against
all backgrounds. This is because the Higgs, and hence the lepton, is generally pro-
duced centrally in the detector in VBF events. This is coupled with the fact that
the two jets are expected to be in opposite halves of the detector. These two factors
increase the chance that the lepton will be located between the two jets in η.
The variable distributions for the VBF category can be seen in the upper-
right plot of Figure 7.2.
ptotalT
The magnitude of the vector sum of the pT of the tau, lepton and two leading
jets plus the EmissT . The combination of the tau and lepton pT s and the E
miss
T
approximately reconstructs the Higgs candidate. Coupled with the two leading jets,
this accounts for all the constituents of VBF production. Hence, the pT of the Higgs
and two jets should balance and the vector sum should be around zero. This gives
separation between VBF events and the background processes.
The variable distributions for the VBF category can be seen in the lower plot
of Figure 7.2.
∑ |pT |
Sum of the pT s of the tau, lepton and jets (if any) of the event. This is effectively
a measure of the total activity in the event and is hence expected to be higher for
events where the Higgs is boosted by a recoiling jet. The main sensitivity of this vari-
able is due to its correlation with ∆Rτ`. More heavily boosted events (and therefore
with a higher
∑ |pT |) have a lower ∆Rτ`, as the boost makes the decay products
more collimated. However, the Higgs has a higher mass then the Z0 boson and
this additional energy in Higgs decays decreases the collimating effect. This allows
signal events to be more readily distinguished from the Z → ττ background. The
other backgrounds typically have fewer high-pT objects, providing some additional
separation.
The variable distributions for the boosted category can be seen in the lower-
left plot of Figure 7.3.
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p`T /p
τ
T
The pT ratio of the lepton and tau. In a H → τ`τhad event, the hadronically decaying
tau’s signature is a hadronic jet and a neutrino. The leptonically decaying tau
produces a lepton alongside two neutrinos. The additional neutrino in the leptonic
case suggests that this pT ratio should typically be slightly below one. This feature
provides separation between signal events and the reducible backgrounds.
The variable distributions for the boosted category can be seen in the lower-
right plot of Figure 7.3.
7.4 Validation
Due to the complex nature of a BDT based analysis, extensive validation is required.
For example, care must be taken to ensure the BDTs have not been overtrained.
Overtraining is a phenomenon where the BDT training procedure “learns too much”
from the input training sample. BDTs suffering from overtraining perform well on
the training sample but struggle when applied to new data.
During the analysis, the modelling of all the BDT input variables was checked
in each SR and each of the validation CRs listed in Table 5.5. Additionally, the
modelling of the BDT output score was verified in each CR. Plots showing the
distributions of the input variables for the VBF and boosted BDTs are shown in
Figures 7.1, 7.2 and 7.3. Some of the control region plots can be seen in Figure 7.4.
Each plot is produced using the 20.3 fb−1 of data recorded at a centre of
mass energy of 8 TeV. Each process is modelled as described in Chapter 6 and all
MC samples are normalised to their expected number of events. The combined
statistical and systematic uncertainty on the background model is shown as a grey
striped band. The data’s statistical uncertainty is shown as an error bar on the
black data points. For improved visibility, the signal MC is scaled up by a factor of
50 for the SR plots and 10 for the CR ones.
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Figure 7.1: Input variables used by the VBF category BDT. From left to right, top
to bottom: mMMCττ , mT , ∆Rτ`, E
miss
T φ centrality, mj1,j2 and ηj1 × ηj2.
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Figure 7.2: Input variables used by the VBF category BDT. From left to right, top
to bottom: ∆η(j1, j2), ` η centrality and ptotalT .
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Figure 7.3: Input variables used by the boosted category BDT. From left to right,
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Figure 7.4: BDT score distributions in three of the analysis control regions. VBF
CRs are on the left with boosted on the right. From top to bottom, the plots show
the W+jets, top and Z → ττ CRs, as defined in Table 5.5.
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Chapter 8
Fitting
8.1 Introduction
The BDT output in the two signal categories is the final discriminant used in the
analysis. It is used as the input to a maximum-likelihood fit, simultaneously fitting in
all categories and channels. All fitting is performed using the HistFactory software
[97].
The expected number of events in each bin of the BDT score distributions is
predicted by the signal and background models, described in Chapter 6. The models
have a number of parameters which can be varied in the global fit, so that the model
describes the observed data as accurately as possible [98]. These parameters are
divided into two categories—parameters of interest (PoIs) and nuisance parameters
(NPs)—depending on their origin.
The name parameters of interest accurately describes their role in the fit.
The general aim of the fit model is to accurately measure these parameters and
their uncertainty. This analysis has one PoI, the signal strength parameter which is
represented by the symbol µ. The signal strength parameter is given in units of the
Standard Model signal expectation. For example, a best-fit value of µ = 0 represents
no evidence for the Higgs boson while µ = 1 would signify a Higgs signal with the
expected Standard Model cross section. The uncertainty on µ is also important to
quantify the significance of any measurement. The SM cross sections used are given
in Table 6.1.
The nuisance parameters, on the other hand, represent parameters whose
values are of limited physical interest. Each NP quantifies a systematic uncertainty,
allowing the data to constrain the uncertainties. The NPs are discussed in more
detail in Section 8.2 below. The vector θ is used to represent the NPs.
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The binned likelihood function is constructed by multiplying the Poisson
probability terms of every bin in each histogram used in the fit
L(µ,θ) =
∏
i∈bins
λnii
ni!
e−λi . (8.1)
Here, λi is the expected number of events in bin i and ni is the observed number
of events. This incorporates all bins in the four signal region BDT histograms (two
categories × two data periods) plus four single bin histograms which quantify the
total number of events in each of the top control regions (again, two categories × two
data periods). The latter are included to help constrain the overall normalisation
of the top related backgrounds, a free parameter in the global fit.
The binned likelihood function can be used to construct the test statistic
qµ = −2 ln L(µ,
ˆˆ
θ)
L(µˆ, θˆ) . (8.2)
Here, µˆ and θˆ are the parameters which maximise the likelihood and
ˆˆ
θ maximises
the likelihood for a specified value of µ. The larger the value of qµ, the greater the
incompatibility of the specified µ with the observed data.
The level of disagreement can be better quantified by calculating the p-value,
pµ =
∫ ∞
qµ,obs
f(qµ|µ)dqµ. (8.3)
The p-value is the probability of obtaining a measurement equal or more extreme
than the one observed, given the signal strength hypothesis µ. f(qµ|µ) is the prob-
ability density function (PDF) of qµ for the signal strength µ. By setting µ = 0, the
compatibility with the background-only hypothesis can be calculated (and excluded
for suitably small values of p).
The shape of f(qµ|µ) cannot be known exactly but it can be approximated
in certain conditions. In the asymptotic limit of a large number of events, the PDF
can be approximated by an analytic function. This function is independent of the
NPs, depending only on the variance of the best-fit value of the signal strength
parameter, µˆ [98].
Finally, this p-value can be converted into a significance, Z. Z is the number
of standard deviations above the mean which has an upper-tail probability equal to
the p-value, for a normal distribution. This can be calculated using
Z = Φ−1(1− p). (8.4)
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Here, Φ−1 is the inverse cumulative distribution function for the normal distribution.
In particle physics, a Z ≥ 5 rejection of the background hypothesis is required in
order to claim evidence for a discovery [98].
8.2 Nuisance Parameters
Each of the analysis NPs describes a different uncertainty in the analysis. The
uncertainties fall into three major subcategories: theoretical, experimental and sta-
tistical uncertainties. They also come in two varieties, normalisation and shape
uncertainties.
A normalisation uncertainty is the simpler of the two varieties, with the total
normalisation of any affected processes able to vary up or down. An example of such
a variation is the uncertainty on the integrated luminosity recorded by the ATLAS
detector. All MC samples are scaled to the integrated luminosity of the dataset used
in the analysis. This is the full Run 1 ATLAS dataset, 4.5 fb−1 at
√
s = 7 TeV and
20.3 fb−1 at
√
s = 8 TeV. This uncertainty therefore applies to all MC samples used
in the analysis, allowing their overall normalisations to vary by ±2.8% (±1.8%) for
the 2012 (2011) dataset.
Shape uncertainties, on the other hand, allow the contribution from individ-
ual events to change. This can be due to the event weights varying as a function of
the event variables. For example, the MC weights which correct for any MC trigger
mismodellings are a function of η and φ. Additionally, entire events may enter or
leave the event selection due to systematic variations in their event variables. The
jet energy scale (JES) uncertainties, for example, allow the energies of each jet in
an event to vary. This can lead to events no longer passing the selection cuts for
the VBF category. Therefore, shape uncertainties cause bin-by-bin variations of the
expected number of events in the BDT score histograms.
Before being passed as input to the fit, each nuisance parameter undergoes
a pruning and smoothing procedure. The process and the reasons behind it are
discussed in Section 8.2.1. Following that, the sources of all NPs of the analysis will
be described.
The bulk of the uncertainties can be assigned to three major categories.
These are the experimental systematic uncertainties (Section 8.2.2), the background
modelling uncertainties (Section 8.2.3) and the theoretical uncertainties (Section
8.2.4). Each is discussed in turn.
The discussion below centres on the uncertainty calculations for the signal
processes. Where appropriate, equivalent background uncertainties are calculated
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using the same techniques. The impact of the uncertainties are summarised in Table
8.1.
8.2.1 Pruning and Smoothing
Following the application of the final selection cuts, the number of events remaining
for each process can be fairly low in statistics. This is especially true for the high
BDT score bins where the background processes should be heavily suppressed. This
carries the risk that any shape systematic uncertainties are dominated by statistical
noise rather than systematic variations. The pruning and smoothing processes out-
lined here form a conscious effort to systematically prune away or smooth out such
noisy variations.
Pruning (Pre-smoothing)
This initial pruning procedure is applied only to shape systematics where the event
variables are able to vary. It is not applied to systematics that only allow the
individual event weights to change. For each of these shape systematics, a χ2 test is
made between the upwards and downwards fluctuation versus the nominal case. This
is done separately for every process which the shape systematic applies to. When
calculating the χ2, only the larger of the nominal and varied statistical uncertainty
is considered as the two cases are statistically correlated.
The probability of observing such an extreme χ2 is calculated and the shape
variation is retained if its p-value is below 0.98. If not, the shape variation of the
systematic is ignored but the overall effect on the process normalisation is retained
as a normalisation systematic.
Smoothing
Following the first round of pruning, all shape systematics undergo the smooth-
ing procedure. Firstly, the ratios between the upward and downward variations
and the nominal case are calculated for each bin. The ratios are used as the BDT
score histograms are expected to exhibit some shape variation, whereas the ratios
should be smoothly varying. Then, these histograms are smoothed using root’s
TH1::Smooth(1) method [99]. The upwards and downwards variations are finally
recovered by multiplying the nominal histogram by the two smoothed ratio his-
tograms.
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Pruning (Post-smoothing)
Finally, another round of pruning is performed. For the shape uncertainties, the
significance of the variation in each bin is calculated separately for each process
using the formula
Si =
|ui − di|
σtoti
. (8.5)
ui and di are the upward and downward systematic variation in bin i. σ
tot
i is the
total statistical uncertainty for the background estimation in the bin. The pruning
algorithm requires Si > 0.1 for at least one bin for each process, otherwise the shape
uncertainty is neglected for that process.
Lastly, for each process, any normalisation uncertainty which causes less
than a 0.5% variation is ignored. This speeds up the fitting process and is deemed
acceptable as the variation from such uncertainties can easily be “absorbed” by
other, larger, uncertainties. Normalisation uncertainties smaller than 0.5% appear
in Table 8.1 as the uncertainties are quoted for the combination of all processes. An
uncertainty greater than 0.5% on one process may be combined with other processes
where the uncertainty does not apply, leaving a final value below 0.5%.
8.2.2 Experimental Systematic Uncertainties
The experimental uncertainties primarily represent unknowns of the ATLAS detec-
tor. Effort is made to accurately model the detector properties in MC simulation
but this process introduces a number of systematic uncertainties. Data driven back-
ground modelling techniques allow the reduction of such uncertainties by taking the
event variables directly from data events. However, the complexities of the methods
do mean that additional systematic uncertainties are required. These are described
in Section 8.2.3.
The Z → ττ background, modelled using the embedding technique, takes all
but the tau decays from data. This means that only the tau related experimental
systematic uncertainties are considered for the embedding sample. This removes
the need for uncertainties on the jets, leptons and EmissT , greatly simplifying the
systematic treatment.
The fake factor method, used to model background events where the tau is
faked by a jet, also simplifies the systematic uncertainty treatment. As all compo-
nents of the event come directly from data, no experimental uncertainties are needed.
The method does introduce its own uncertainties however, these are described in
Section 8.2.3.
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VBF VBF Boosted Boosted
Signal Background Signal Background
Experimental
Luminosity ±2.8 ±0.1 ±2.8 ±0.1
TES † ±2.4 ±1.3 ±2.4 ±0.9
JES and JER † +9.5−8.7 ±1.0 ±3.9 ±0.4
EmissT soft scale and res.
+0.8
−0.3 ±0.2 ±0.4 < 0.1
Lepton id. and trigger ±1.8 ±0.5 ±1.8 ±0.8
Tau id. ±3.3 ±1.2 ±3.3 ±1.8
b-tagging < 0.1 ±0.2 ±0.4 ±0.2
Background Model
Embedding † — ±1.5 — ±1.2
Fakes modelling † — ±2.6 — ±2.6
Theoretical
Higher order QCD corr. † +9.7−7.6 ±0.2 +19.3−14.7 ±0.2
UE/PS ±3.8 < 0.1 ±2.9 < 0.1
Generator modelling ±2.7 < 0.1 ±1.3 < 0.1
EW corr. ±1.3 < 0.1 ±0.4 < 0.1
PDF +3.9−3.6 ±0.2 +6.6−6.1 ±0.2
BR (H → ττ) ±5.7 — ±5.7 —
Table 8.1: The impact of systematic uncertainties for signal and background pro-
cesses in the various signal regions, expressed as a percentage variation [52]. The
quoted uncertainties are for the 2012 dataset. The uncertainties marked with † are
treated as shape uncertainties while the rest are normalisation uncertainties.
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The major sources of experimental systematic uncertainties are as follows:
Luminosity
The total integrated luminosity recorded by the ATLAS detector cannot be perfectly
measured. The uncertainty on the luminosity measurement is ±2.8% (±1.8%) for
2012 (2011) data, with the method used for the calculation described elsewhere [100].
Any backgrounds modelled by MC are scaled to the recorded integrated luminosity
so are affected by this normalisation uncertainty.
Tau Energy Scale
The energy scale uncertainties form a significant group of experimental uncertainties.
They derive from the imperfect knowledge of how the detector responds to taus and
jets with different properties. They also must account for any mismodelling of tau
and jet energies in MC.
The uncertainties lead to variations of the energy of each associated object,
meaning they can cause events which previously passed a category selection to now
fail and vice versa. This makes the energy scale uncertainties shape uncertainties.
As these uncertainties vary the energies of taus and jets, all secondary variables
(such as the EmissT ) must be recalculated for each variation.
The tau energy scale (TES) is an important energy scale uncertainty. The
method used to calculate the TES differs depending on the tau pT , meaning this
uncertainty has multiple components [49]. A shift is applied to the pT of taus in
data, with the size of the shift determined by examining the Z → ττ mass peak in
data events. The most important TES components relate to the detector model,
detector response, underlying event, pile-up and the MC parton shower model.
The combined TES uncertainty is of the order ±2–4%. The tau energy
resolution is measured with an uncertainty below ±1%.
Jet Energy Scale and Resolution
The jet energy scale uncertainties (JES) come from a number of components [101].
The impact of each component was carefully evaluated and irrelevant components
were discarded. Components were deemed relevant if their impact was > 10% of
that of the leading component. They were also required to have an effect which
was distinguishable from statistical fluctuation. This procedure was verified by
confirming that the sum in quadrature of the retained components was much larger
than that of the discarded components.
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The trimming of components is in addition to the pruning and smoothing pro-
cedure described above. The procedure was required to ensure statistical noise was
not added to the systematic uncertainties, while retaining all necessary information.
Furthermore, as each JES component required rerunning the event selection and
categorisation, the truncated list guaranteed the analysis could be ran in a timely
manner. The JES uncertainties do not apply to the Z → ττ or fakes background as
their modelling uses jets directly from data.
The sources of JES uncertainty are as follows:
• In-situ jet energy correction: consists of a statistical component as well as
components relating to the detector response and jet modelling in MC
• η intercalibration: a statistical component alongside an MC modelling one
• Jet flavour and composition: components relating to the quark-gluon compo-
sition of the jets as well as how the detector responds differently to light-quark
and gluon initiated jets
• b-jets: how the detector responds to b-jets
• Pile-up: how the underlying event impacts jet energy measurements
Their combined uncertainty is typically around a few percent, increasing to up to
±10% for the VBF signal samples where the JES is of particular relevance.
The jet energy resolution (JER) uncertainty is obtained by smearing the jet
energies with a smearing factor related to the JER measurement uncertainty. The
smearing produces a one-sided uncertainty and this variation is then symmetrised
before use. The JER uncertainty is both a shape and normalisation uncertainty.
The uncertainty on the jet energy resolution measurement is around ±10–
20% [47]. When propagated to the analysis, the effect is of the order of a few
percent.
Lepton Energy Scale and Resolution
Similar to taus and jets, leptons are also subject to energy scale and resolution
uncertainties.
For electrons, the Z → ee resonance is used to measure the energy scale and
resolution [43]. The energy scale is determined to an accuracy of ±0.05% while the
resolution uncertainty is around ±10% for electrons with ET < 60 GeV.
The muon uncertainties are measured using muon pairs from J/ψ, Z and Υ
decays [39]. The muon energy scale uncertainty varies in the range ±0.05–0.2% as
a function of η. For a typical muon, the resolution uncertainty is around ±2%.
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Lepton Trigger Efficiency
Both the electron and muon triggers used in the analysis have associated uncer-
tainties. Tag-and-probe studies are performed to measure any mismodellings of the
trigger efficiencies in MC. These studies produce scale factors which are used to
reweight the MC samples and these SF have associated uncertainties [38, 102]. The
SF and their uncertainties are η and φ dependent. The uncertainties are propagated
to the analysis as the uncertainty on the lepton trigger efficiencies.
Lepton Reconstruction, Identification and Isolation Efficiencies
Similar to the trigger efficiencies, the lepton reconstruction and identification algo-
rithms have related reweightings with uncertainties [39, 40, 42]. The uncertainties
are included in the analysis uncertainty treatment. The lepton uncertainties have a
combined impact of around ±2% for the two signal samples.
Tau Identification Efficiency
The hadronic taus are not used for triggering but do have efficiency uncertainties due
to the reconstruction and identification procedures [49]. The relevant SF and un-
certainties are determined by performing a tag-and-probe study on Z → ττ events.
The SF and uncertainties are only applied to tau candidates which are matched to
a true tau. The true particles in an MC event are recorded, before detector simu-
lation. A tau is considered truth matched if a true tau lies within ∆R < 0.2 of the
tau candidate.
Alongside the tau identification SF, correction factors are also required for
the e→ τ fake rate in MC. These SF and their uncertainties are only applied to tau
candidates truth matched to an electron.
The tau identification uncertainties are around ±3% for the signal samples
and ±1–2% for the background.
Missing Transverse Energy
The EmissT is recalculated for each systematic variation which impacts the energy
measurements of the taus, jets and leptons. In addition, the EmissT has two dedicated
uncertainties.
The EmissT of each event is calculated by summing the energy of each object
in the event and taking the imbalance. There is an additional contribution which
originates from the objects which are too low-pT to be fully reconstructed. This
term is named the “soft term” and the EmissT uncertainties relate to the scale and
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resolution of the soft term. Two methods are used to calculate the soft term’s scale
and resolution uncertainties [50].
The first method uses the data-MC ratio in Z → µµ events with zero jets.
Such events are chosen as only the muons and the soft term contribute to the EmissT
calculation. The EmissT is projected onto the direction of the Z
0 boson, to check for
any bias in its soft term. The mean deviation from unity of the data-MC ratio for
this projection is used to determine the scale uncertainty. Any incompatibility with
the resolution of the x- and y-components of the EmissT is taken as the resolution
uncertainty of the soft term.
The second method uses the imbalance between the EmissT and the pT sum of
the hard objects to measure the uncertainties. Electrons, muons, jets, photons and
neutrinos are the hard objects used to construct the pT sum. The use of neutrinos
means this method can only be applied to MC, as the neutrino kinematics cannot
be accurately determined in data. An inclusive Z → µµ sample is used for this
method.
The expectation is that the soft term and hard-pT sum are equal in size
and in opposite directions. The soft term is decomposed into two components, one
collinear and one orthogonal to the hard-pT sum. The scale and uncertainty of the
soft term can be measured using the collinear component. The perpendicular term
can be used to determine the soft term resolution and uncertainty.
Both methods give consistent results for the uncertainties. The combined
impact of the two soft term uncertainties on the overall EmissT is below ±1%.
b-Tagging
The use of b-tagging in the analysis leads to additional uncertainties. These again
relate to correction factors due to MC mismodellings and their associated uncer-
tainties. The b-tagging uncertainties are of the order of ±2% for jets with pT < 100
GeV [46].
8.2.3 Background Modelling Uncertainties
Despite the aforementioned simplification of the experimental systematic uncertain-
ties when using data driven techniques, additional uncertainties are required. These
are termed background modelling uncertainties and exist for Z → ττ , modelled by
the embedding method, and the fakes background, estimated using the fake factor
method.
The embedding technique has two major associated systematic uncertain-
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ties. These arise from the selection of the Z → µµ events and the calorimeter cell
subtraction, described in Section 6.3. The uncertainty on the Z → µµ event se-
lection is estimated by both tightening and removing the isolation requirements on
the two muons. The calorimeter cell subtraction systematic is estimated by varying
the energy subtraction by ±20% (±30%) for the 2012 (2011) embedding samples.
These two variations should account for any bias introduced by the chosen isolation
criteria or the calorimeter energy subtraction procedure.
In addition to the two major systematics, the embedding samples also have
a number of less significant modelling uncertainties. Weight corrections are applied
to the Z → µµ events to account for muon triggering and reconstruction variations.
These corrections have associated uncertainties which are propagated through to
the final embedding sample.
The fake factor method has four major associated uncertainties. The first
such uncertainty is simply the statistical uncertainty from the fake factor calcula-
tions. The inputs to the FF calculations each have a statistical uncertainty and this
is propagated through to the stage where the FF are applied to data events.
The mixing ratios, Ri, are also subject to some uncertainty. A systematic
uncertainty is defined by varying each of the ratios up and down by a factor of two
and examining the effect on the fake estimation. This factor of two, while somewhat
arbitrary, was determined to be a suitably conservative approach. The variation is
found to cause a ±5% change for the 2012 sample and a ±10–15% effect for the
2011 sample (dependent on the signal category). These numbers are retained for
use as the systematic uncertainty.
The third and fourth fake factor uncertainties originate from closure tests
performed on the fake factor method. For the Z+jets, W+jets and top backgrounds,
MC samples are available. These were used to calculate a new set of FF and these
FF were then applied to the MC samples from which they were derived. As the FF
are tau pT dependent, this results in perfect agreement when plotting the tau pT
spectrum in the signal region using the MC samples. However, some bias may be
introduced in the BDT score. No statistically significant effect is observed for the
2012 samples whereas a 10% deviation is present for 2011. This 10% is taken as the
third systematic uncertainty for the 2011 fake factors.
Fourthly and finally, a second closure test is required as the QCD multijet
background has no available MC samples. Any deviation between the observed data
and the fakes prediction in the SS data CR is taken as this systematic uncertainty.
Again, no significant discrepancy is present for the 2012 samples however a ±10%
systematic uncertainty is required for the 2011 data.
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8.2.4 Theoretical Uncertainties
A range of theoretical uncertainties are considered in this analysis, primarily relating
to the MC signal samples used in the analysis. Simulated background samples are
also subject to theoretical uncertainties whereas the data driven background models
are not.
All signal samples have uncertainties due to higher-order QCD corrections
not included in their cross section calculations. These are estimated by varying the
factorisation and renormalisation scales up and down by a factor of two. Before
calculating these uncertainties, category appropriate parton-level cuts were applied
to the samples. These come in the form of a cut on the jet kinematics for the VBF
category and on the Higgs pT for the boosted category. For the ggF samples, the
uncertainties are approximately ±24% for both categories. They are significantly
lower for the VBF and V H samples, in the range of ±2–4%.
No veto is placed on the presence of a third jet in the VBF category, however
the trained BDT strongly disfavours the presence of a third jet in the event. As
the ggF+3 jets cross section is only known at LO, this leads to a large uncertainty
on the ggF contamination in the high BDT score bins for the VBF category. The
ggF uncertainty on the highest score bin is ±30%, although the bin is dominated
by VBF events, somewhat reducing the impact of this uncertainty in the final fit.
A comparison is made between signal samples generated withPowheg+Pythia
and Powheg+Herwig. Pythia and Herwig are two parton shower simulators
which use different methods to model multi-parton interactions. This makes the
comparison a method for determining the uncertainty due to the underlying event.
The test is considered for the ggF and VBF signal samples as the V H contribution
is found to be insignificant. The uncertainty is calculated to be in the range of
±1–10%, depending on the category and signal process. No significant BDT shape
variation is observed.
The uncertainty due to the choice of PDF is also relevant for the ggF and
VBF categories. It is calculated by reweighting signal samples produced using the
default CT10 NLO PDF set to the MSTW2008NLO [103], NNPDF2.1 NLO [104]
and CT10 eigen-tune parameterisation predictions. The uncertainty is taken as the
largest difference in acceptance between the nominal PDF and the reweightings. A
shape dependent uncertainty is found, with variations of the order ±5% for the ggF
signal sample and ±1% for VBF. The bin-by-bin uncertainty is shown in Figure 8.1.
Different MC generators were also tested for significant differences in accep-
tance. In each case, the two generators which are compared use different methods for
the matrix element calculation and the matching between the matrix element and
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Figure 8.1: The bin-by-bin PDF shape uncertainty, split by category and signal
sample. The left-hand plots are for the VBF category and the right are for the
boosted category. The top row is for the VBF signal sample with the bottom row
showing the ggF sample. The black and blue lines show the ±1σ variations of
the CT10 eigen-tune parameterisation. The solid and dashed red lines show the
impact of the MSTW2008NLO and NNPDF2.1 NLO reweightings respectively. The
grey band shows the final shape uncertainty, defined as the symmetrised maximum
variation for the bin.
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Category BDT Bin Edges
VBF −1.0,−0.95,−0.35, 0.35, 0.7, 0.851, 0.904,
0.936, 0.955, 0.969, 0.979, 0.988, 1.0
Boosted −1.0,−0.95,−0.75,−0.4, 0.0, 0.307, 0.56,
0.704, 0.804, 0.855, 0.904, 1.0
Table 8.2: Bin edges of the two analysis categories used in the analysis fit, as
determined by the dedicated binning algorithm.
parton showering. For ggF, the Powheg+Herwig sample was compared with an
MC@NLO+Herwig [105] one. The VBF Powheg+Herwig sample was compared
to an aMC@NLO+Herwig [106] sample. The acceptance uncertainty is found to
be in the range ±2–4%, varying by category and signal sample.
The final signal uncertainty considered is the uncertainty on the H → ττ
branching ratio. This is calculated to be ±5.7% [78].
8.3 BDT Binning Studies
The choice of binning for the BDT score when performing the fit has a significant
impact on the fit sensitivity. Finer binning allows the separation between signal and
background expectations to be exploited. However, this must be balanced with the
increased statistical uncertainty which finer binning introduces. It is also desirable
that each bin has a robust background prediction. An algorithm which satisfies
these requirements was developed and used to determine the binning used in the fit.
The algorithm starts with the BDT score distribution finely split into equal
width bins. Beginning from the high-score bins on the right of the BDT score
histogram, bins are merged until the relative statistical uncertainty on each back-
ground is below a specified threshold. The thresholds are set differently for each
background, depending on the background’s perceived importance. They range from
a low of 30% for the Z → ττ background, up to 100% for top processes. It is also
required that each bin has an increase in the predicted number of background events
when compared to the bin on its right. The bins defined by this algorithm are shown
in Table 8.2 and are used for the global fit.
8.4 Fit Model Checks
Confirming the fitting procedure behaves in a reasonable manner is an important
step in validating the results of the fit. The pulls and constraints on each NP are
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evaluated individually. Furthermore, the impact of each NP on the best-fit µ is
determined and the NPs are ranked in order.
Pre-fit, each NP is assigned a nominal (central) value and an uncertainty.
These values form an input to the fit, alongside the event counts in the signal BDT
distributions. Following the convergence of the global fit, each NP has a post-fit
central value and associated uncertainty. Generally, in a well behaved fit, the pre-fit
and post-fit values should be compatible.
An NP is said to be pulled if the pre- and post-fit central values are signifi-
cantly different. This is usually expressed by taking the difference between the pre-
and post-fit central value and dividing it by the pre-fit uncertainty. When expressed
in this way, the pull should be around zero. However, some fluctuations about zero
are expected, especially considering the large list of NPs considered in this analysis.
In a similar vein, the constraint on an NP is measured as the ratio between
the pre- and post-fit uncertainty. This value should be of order one, but again, some
fluctuations are expected.
It is, however, possible for the post-fit values to significantly differ from the
pre-fit ones. Such a large difference would suggest the NP does not accurately de-
scribe the uncertainty and would demand further study. In such cases it is important
to fully understand where the data’s power to pull or constrain originates from.
The ranking of the NPs is determined by how strongly each NP affects the
fitted value of µ. In turn, each NP is fixed to its post-fit value plus or minus its
post-fit uncertainty. The global fit is then re-run, with all but the fixed parameter
allowed to vary as usual. The parameter ranking is calculated as the change in
best-fit µ when fitting with the NP held at its extreme value, divided by the total
uncertainty on µ. For example, for the simple case of a fit with just one NP, that
NP would score one in this test. This is because the single NP would be the source
of 100% of the uncertainty on µ.
While the ranking of NPs alone cannot indicate problems with the fit, it
can help uncover bugs in the systematic uncertainty implementation. For example,
many NPs are not expected to have a large impact on the results. The appearance
of such NPs high in the ranking would be a cause for further investigation.
Figures 8.2, 8.3 and 8.4 show the rankings and pulls for the VBF category,
boosted category and their combination. The rankings of the NPs appears logical
from a physical point of view. For example, statistical fluctuations in the bins with a
high BDT score has the leading impact on µ in both categories. In the combination,
the jet energy scale uncertainties score highly but this is to be expected. Some
minor pulls are observed but all post-fit values are within ±1σ of their pre-fit value.
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These factors combined suggest the global fit of the analysis is well behaved.
In the full H → ττ analysis (as opposed to the H → τ`τhad specific case
discussed here), the three subchannel fits can be performed together [52]. Com-
mon NPs in the three subchannels may be correlated, depending on the underlying
physics. The additional information provided by the other decay channels is used
to simultaneously constrain the NPs in the fit.
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Figure 8.2: Nuisance parameter rankings and pulls for the VBF category [52]. Each
NP is briefly described in Appendix B.
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Figure 8.3: Nuisance parameter rankings and pulls for the boosted category [52].
Each NP is briefly described in Appendix B.
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Figure 8.4: Nuisance parameter rankings and pulls for the combination of the VBF
and boosted categories [52]. Each NP is briefly described in Appendix B.
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Chapter 9
Results and Conclusions
9.1 H → τ`τhad Results
The signal strength parameter, µ, is evaluated assuming a Higgs mass of mH =
125.36 GeV. This is the best-fit value of the Higgs mass, as measured by the com-
bined H → γγ and H → ZZ∗ → 4` analyses of the ATLAS collaboration [9]. The
signal strength parameter is quoted in units of the SM cross section, with µ = 1
equivalent to an observation of the Higgs with the production cross section predicted
by the Standard Model. The SM cross sections used are given in Table 6.1.
The fit is a maximum likelihood fit of the BDT score distributions, as de-
scribed in Chapter 8. For the H → τ`τhad analysis, the signal strength parameter is
measured to be
µ = 1.0+0.4−0.3(stat.)
+0.4
−0.3(syst.)
+0.1
−0.1(theory). (9.1)
Here, the uncertainty labelled “theory” refers only to the combined uncertainties
on the Higgs production cross section and the H → ττ branching ratio. Any other
theory uncertainties are included in the quoted “syst.” uncertainty. The systematics
are discussed in detail in Section 8.2 and their individual impacts are summarised
in Table 8.1.
Using Equation 8.2 and setting µ = 0 allows the probability that the observa-
tion is due to the background only hypothesis to be calculated. This value is known
as the p-value and is approximately 1% for the observed result. This corresponds
to a 2.3σ observation of an excess.
The H → τ`τhad result can be subdivided into signal strength measurements
in the two analysis categories. The VBF channel has a best-fit µ value of 1.0+0.6−0.5.
For the boosted channel the result is µ = 0.9+1.0−0.9. The post-fit BDT distributions
for the VBF and boosted categories are shown in Figure 9.1.
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Figure 9.1: Post-fit BDT distributions for the VBF (left) and boosted (right) cate-
gories [52]. The signal expectation is shown for both the SM (µ = 1) and combined
best-fit (µ = 1.4) hypotheses.
9.2 H → ττ Combination
As well as the H → τ`τhad analysis, parallel analyses are performed which search
for H → ττ decays where both taus decay leptonically or both decay hadronically.
These analyses share many features with the H → τ`τhad analysis but also differ
in some respects. Shared characteristics include the use of BDTs in two categories
which individually target VBF and boosted events. The sub-channels differ in some
of their object definitions, background modelling techniques and BDT input variable
choices.
Combining the results of the three sub-channels gives
µ = 1.43+0.27−0.26(stat.)
+0.32
−0.25(syst.)
+0.09
−0.09(theory). (9.2)
The combined results have a p-value of around 3 × 10−6 which corresponds to a
4.5σ observation. The expected sensitivity of the analysis is 3.4σ. Figure 9.2 sum-
marises the results, broken down by year, category and sub-channel. No significant
deviations from the Standard Model (SM) expectation are observed.
To better visualise the results of the fit, a plot was produced which combines
the BDT distributions from each sub-channel and category which were used in the fit.
Each bin is included in the plot and the bins are ordered by their log 10(S/B) (where
S and B are the expected number of signal and background events respectively).
This results in a distribution which is background dominated on the left and more
signal-rich on the right. The plot is shown in Figure 9.3.
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The signal hypothesis is included for both the SM expectation (µ = 1) and
the best-fit signal strength (µ = 1.4). The background hypothesis is displayed for
the µ = 1.4 case, with the background expectation in the signal-free scenario also
included as a dashed line. The leftmost bins show good agreement, demonstrating
that the background processes are well modelled. The rightmost bins show the data
is compatible with the SM expectation and is incompatible with the background-
only hypothesis.
A weighted mass plot is also produced, where each event used in the fit is
weighted by the ln (1 + S/B) of its BDT bin. This weighting serves to enhance
events which are most compatible with the signal hypothesis. Although the use
of mMMCττ in the BDT leads to events with ditau masses around 125 GeV being
emphasised, the aim of the plot is to test whether the data is most compatible with
the 125 GeV signal hypothesis. The plot is shown in Figure 9.4.
The lower part of Figure 9.4 shows the difference between the weighted data
events and weighted background events compared to the weighted signal expectation
for three different mass hypotheses, mH = 110, 125 and 150 GeV. Each prediction
is plotted using the best-fit signal strength for that mass hypothesis. It can be
seen that the data is most compatible with the mH = 125 GeV hypothesis, when
compared to the two alternatives presented.
The combined fit is repeated, using two independent signal strength param-
eters which distinguish between vector-boson-mediated (VBF and V H) and gluon-
mediated (ggF) production mechanisms. This approach found
µggF = 2.0
+0.8
−0.8(stat.)
+1.2
−0.8(syst.)
+0.3
−0.3(theory),
µVBF+V H = 1.24
+0.49
−0.45(stat.)
+0.31
−0.29(syst.)
+0.08
−0.08(theory).
(9.3)
These results are summarised in Figure 9.5, including 68 and 95% confidence limits.
Again, the results are fully compatible with the SM expectation.
For the gluon-mediated processes, the observed (expected) significance of
the result is 1.74σ (0.95σ). For vector-boson-mediated processes, the significance is
2.25σ (1.72σ).
9.3 Conclusion
A search for H → τ`τhad has been presented, utilising boosted decision trees with
the full Run 1 ATLAS dataset. For mH = 125.36 GeV, a 2.3σ excess was observed,
with a best fit signal strength of µ = 1.0 ± 0.5. A combined result, incorporating
the H → τ`τ` and H → τhadτhad subchannels, was also presented. There, a 4.5σ
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excess was measured, giving a signal strength of µ = 1.4± 0.4.
This result constitutes the first direct evidence for the Higgs boson coupling
to leptons via the Yukawa coupling. The result is compatible with Standard Model
predictions, however the 30% uncertainty means it is too early to draw conclusions.
Unlike other decay channels where the Higgs boson has been observed, the most
significant contribution to the result is from the VBF Higgs production mechanism.
The H → ττ era of precision measurement is now being entered. During
Run 2 of the LHC, the ATLAS experiment expects to record 300 fb−1 of data. This
is over a ten times increase on the data recorded during Run 1.
During Run 2, a 5σ observation of H → ττ should be achievable. Measure-
ments of the Higgs properties in the H → ττ channel will also become possible.
These properties include the mass of the Higgs as well as its spin, parity and charge
conjugation quantum numbers. Although these properties have been measured in
other Higgs decay channels, H → ττ is likely to be the first fermionic decay channel
capable of such measurements.
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Appendix A
Muon Trigger Scale Factors
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A.1 η − pT Scale Factors
Figure A.1: Derived η − pT SF for periods B–G5, given separately for positively
(top) and negatively (bottom) charged muons.
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Figure A.2: Derived η−pT SF for periods G6–I, given separately for positively (top)
and negatively (bottom) charged muons.
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Figure A.3: Derived η− pT SF for periods J–M (excl. L3 and L4), given separately
for positively (top) and negatively (bottom) charged muons.
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Figure A.4: Derived η−pT SF for periods L3 and L4, given separately for positively
(top) and negatively (bottom) charged muons.
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A.2 η − φ Second Order Scale Factors
Figure A.5: Derived η−φ SF for periods B–G5, given separately for positively (top)
and negatively (bottom) charged muons.
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Figure A.6: Derived η−φ SF for periods G6–I, given separately for positively (top)
and negatively (bottom) charged muons.
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Figure A.7: Derived η − φ SF for periods J–M (excl. L3 and L4), given separately
for positively (top) and negatively (bottom) charged muons.
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Figure A.8: Derived η− φ SF for periods L3 and L4, given separately for positively
(top) and negatively (bottom) charged muons.
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Appendix B
Nuisance Parameters
B.1 Statistical
• norm LH[11/12] Top boost - Statistical uncertainty of top normalisation in
the boosted category, as constrained by single bin top CR.
• norm LH[11/12] Top vbf - Statistical uncertainty of top normalisation in the
VBF category, as constrained by single bin top CR.
• norm LH[11/12] Ztt bv - Statistical uncertainty of Z → ττ normalisation,
predominantly constrained by low score region of the BDT distribution.
• stat lh[11/12] boost bin [n] - Statistical uncertainty of bin n in the boosted
signal region BDT distribution.
• stat lh[11/12] vbf bin [n] - Statistical uncertainty of bin n in the VBF
signal region BDT distribution.
B.2 Systematic
• ANA EMB ISOL 20[11/12] - Z → µµ selection systematic of embedding back-
ground, evaluated by varying isolation requirement of muons.
• ANA EMB MFS 20[11/12] - Embedding systematic arising from varying size of
calorimeter cell subtraction.
• ANA LH11 Fake boost CLOSE - Closure systematic uncertainty for fakes back-
ground in boosted category, taken from discrepancies observed when FF are
measured in and applied to MC samples.
132
• ANA LH11 Fake boost RW - Uncertainty due to variation of W+jets contribu-
tion to FF for the boosted category, determined by measuring R W in W-rich
and W-depleted CRs.
• ANA LH11 Fake vbf CLOSE - Closure systematic uncertainty for fakes back-
ground in VBF category, taken from discrepancies observed when FF are
measured in and applied to MC samples.
• ANA LH11 Fake vbf RW - Uncertainty due to variation of W+jets contribution
to FF for the VBF category, determined by measuring R W in W-rich and
W-depleted CRs.
• ANA LH[11/12] Fake boost COMP - Background composition uncertainty for
FF in boosted category, derived by varying contribution from each fake tau
background.
• ANA LH[11/12] Fake boost STAT[n] - Statistical uncertainty on the FF in
p T bin n for the boosted signal region, due to statistical uncertainties of the
CR used to derive the FF.
• ANA LH[11/12] Fake btop STAT[n] - Statistical uncertainty on the FF in p T
bin n for the boosted top control region, due to statistical uncertainties of the
CR used to derive the FF.
• ANA LH[11/12] Fake vbf COMP - Background composition uncertainty for FF
in VBF category, derived by varying contribution from each fake tau back-
ground.
• ANA LH[11/12] Fake vbf STAT[n] - Statistical uncertainty on the FF in p T
bin n for the VBF signal region, due to statistical uncertainties of the CR used
to derive the FF.
• ANA LH[11/12] Fake vtop STAT[n] - Statistical uncertainty on the FF in p T
bin n for the VBF top control region, due to statistical uncertainties of the
CR used to derive the FF.
• ANA LH[11/12] Top boost MCNLO - Uncertainty due to observed differences
between Powheg and MC@NLO top samples, when extrapolating from top
CR to boosted signal region.
• ANA LH[11/12] Top vbf MCNLO - Uncertainty due to observed differences be-
tween Powheg and MC@NLO top samples, when extrapolating from top CR
to VBF signal region.
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• ANA LH[11/12] Zlt vbf DETAJJ - Systematic uncertainty on |∆η jj| reweight-
ing applied to Z → `` (`→ τ) events in the VBF category.
• BTag B[n] 20[11/12] - Component n of b-tagging systematics for b-quark
initiated jets.
• BTag C[n] 20[11/12] - Component n of b-tagging systematics for c-quark
initiated jets.
• BTag L[n] 20[11/12] - Component n of b-tagging systematics for light-quark
initiated jets.
• EL EFF 20[11/12] - Systematic uncertainty on electron trigger, identification
and isolation efficiencies, added in quadrature.
• EL RES - Electron energy resolution systematic.
• GenAccq2Z - QCD scale uncertainty of Z acceptance.
• JER - Jet energy resolution systematic.
• JES 20[11/12] Eta StatMethod - JES uncertainty from statistical uncertainty
when measuring JES for different η ranges.
• JES 20[11/12] Modelling1 - JES uncertainty from modelling shortcomings
when measuring JES.
• JES 20[11/12] Statistical1 - JES uncertainty from statistical uncertainty
of JES determination.
• JES 2012 PileRho TAU GG - JES uncertainty from variation with pile-up for
gg initiated processes.
• JES 2012 PileRho TAU QG - JES uncertainty from variation with pile-up for
qg initiated processes.
• JES 2012 PileRho TAU QQ - JES uncertainty from variation with pile-up for
qq initiated processes.
• JES Detector1 - JES uncertainty from imperfect detector simulation when
measuring JES.
• JES Eta Modelling - JES uncertainty from variation as a function of η.
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• JES Flavb - JES uncertainty from uncertainty of detector response to b quark
initiated jets.
• JES FlavComp TAU G - JES uncertainty from flavour composition of gluon ini-
tiated processes.
• JES FlavComp TAU Q - JES uncertainty from flavour composition of quark ini-
tiated processes.
• JES FlavResp - JES uncertainty from varying detector response to different
jet flavour compositions.
• JES Mu - JES uncertainty from variation with mean interactions per bunch
crossing.
• JES NPV - JES uncertainty from variation with number of primary vertices
identified in an event.
• LUMI 20[11/12] - Systematic uncertainty on measurement of integrated lu-
minosity of the dataset.
• MET RESOSOFT 20[11/12] - Energy resolution uncertainty for EmissT .
• MET SCALESOFT 20[11/12] - Energy scale uncertainty for EmissT .
• MU EFF 20[11/12] - Systematic uncertainty on muon trigger, identification
and isolation efficiencies, added in quadrature.
• MU EFF 2012 Emb - Systematic uncertainty on muon trigger, identification and
isolation efficiencies, added in quadrature, for event selection stage of embed-
ding procedure.
• PU RESCALE 20[11/12] - Uncertainty originating from pile-up reweighting which
is applied to all simulated samples.
• TAU EFAKE 20[11/12] - Uncertainty on e→ τ fake rates.
• TAU ID 20[11/12] - Uncertainty on tau identification SF.
• TAU ID STAT 2012 - Statistical uncertainty on tau identification SF.
• TES Fake 20[11/12] - Energy scale uncertainty of fake taus.
• TES InSitu 2012 - TES uncertainty component arising from the in-situ tau
energy correction.
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• TES Model 2012 - TES uncertainty component due to modelling uncertainties.
• TES True 2011 - TES uncertainty component for true taus.
• UE gg - Underlying event uncertainty for gg initiated signal processes (ggF).
• UE qq - Underlying event uncertainty for qq initiated signal processes (VBF,
V H).
B.3 Theoretical
• BR tautau - Theoretical uncertainty on the H → ττ branching ratio.
• pdf Higgs gg - PDF uncertainty for gluon initiated Higgs production pro-
cesses (ggF), defined using variation of MSTW2008NLO, NNPDF and CT10
eigen-tune parameterisation.
• pdf Higgs qq - PDF uncertainty for quark initiated Higgs production pro-
cesses (VBF, V H), defined using variation of MSTW2008NLO, NNPDF and
CT10 eigen-tune parameterisation.
• pdf qq - PDF uncertainty for quark initiated background processes modelled
by MC (diboson, Z → `` (`→ τ)).
• QCDscale ggH m12 - QCD scale uncertainty for ggH + ≥ 2 jets events.
• QCDscale ggH m23 - QCD scale uncertainty for ggH + ≥ 3 jets events.
• QCDscale ggH ptH m01 - QCD scale uncertainty for ggH + ≥ 1 jets events
with p TH > 100 GeV.
• QCDscale qqH - QCD scale uncertainty for VBF events.
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