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Abstract 
We give a combinatorial proof of Jacobi’s equality relating a cofactor of a matrix with the 
complementary cofactor of its inverse. This result unifies two previous approaches of the 
combinatorial interpretation of determinants: generating functions of weighted permutations 
and generating functions of families (configurations) of non-crossing paths. We show that 
Jacobi’s equality is valid with the same choice of non-commutative entries as in Foata’s proof of 
matrix inversion by cofactors. 
1. Introduction 
Let S = (sl < ... < sk} and T = {tI < ... < fk) be subsets of [n] = 
and let M = (Vnij) be a n x n square matrix. We write 
{1,2, . ,n 
M [S, T] = (rq,,) (with i, j E [A]), 
for the submatrix of M corresponding to the lines and columns enumerated, respec- 
tively, by S and T. We show combinatorially the following equality (due to Jacobi): 
det(M-‘[S, T]) = 
(-l)S’Tdet(MIT,S]) 
det(M) ’ 
(1) 
where M is a n x n square matrix, S and T are the complementary sets of S and 
T (respectively) and (-l)‘+?‘ is (- ,)‘I+ fShffl+ “l. When k = 1, this equality is 
inversion by cofactors. Foata [3] has given a combinatorial proof of a non-com- 
mutative version of this result, using an interpretation based on paths and cycles in 
a graph. Following similar ideas, we will prove a non-commutative version of an 
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equivalent form of Eq. (l), namely, 
det(l - W) x det((l - W)-’ [S, T]) = (- l)S+Tdet((Z - IV) [T, S]). 
Over the past few years many formulae from linear algebra have received a combi- 
natorial reinterpretation. Recall the bijective proof of MacMahon master theorem 
[2,1], the Jacobi identity between the determinant and the trace of a matrix [6,4,11], 
Cayley-Hamilton theorem [S], Cauchy-Binet formula for the determinant of a 
product [ 111. 
Combinatorial linear algebra, in return, proved fruitful in enumeration of Young 
tableaux and plane partitions, using the methodology of non-crossing paths popular- 
ized by Gessel and Viennot [S, 91. Their basic result gives an interpretation of Jacobi’s 
equality (in commutative variables) valid when the underlying digraph is acyclic. 
Most of these results view determinants as generating functions of two different 
kinds of combinatorial structures: families of cycles defined over a graph or families of 
non-crossing paths over a graph. In the proof of Jacobi’s equality we will unify those 
two interpretations. 
2. Paths in a graph 
We consider finite multi-digraphs (graphs, for short). Thus, a graph G is a pair 
G = (‘v, A) where I/ is the (finite) set of vertices (usually I/ = [n] = { 1, . . , n>) and A is 
a (finite) set of arrows, each arrow a EA joining a vertex s to a vertex t (denoted 
a:i -j). We write s = s(a) (the source function) and t = t(a) (the target function). 
A path w (of length L’(w) = i) on G is a sequence w = (ai, . . . , ai) of arrows such that 
for all r E [i - 11, we have s(u,+ i) = t(q). As for the arrows, we write s(w) = s(ur) and 
t(w) = t(q). The path w then joins s = s(ur) to t = t(Ui) which is denoted again 
w:s -+ t. If s = t then w is a closed path. If i = 0, the path w is empty, denoted 1. 
Because we want each path to have a source and a target, we will in fact define an 
empty path 1, for each vertex u of G. We then define ~(1,) = t(1,) = u. 
Given two paths wr = (aI, . . . ) ai) and 02 = (b,, . . . ) bj) with t(ai) = .~(b,), their 
product 0102 is the path 01~2 = (~1, . . . ,ai,b,, . . . , bj). 
A cycle of length i (where i > 0) is a ‘circular’ sequence y = [al, . . . , ai], such that 
(a 1, ..’ , ai) forms a closed path. We can view a cycle as a closed path without origin. 
More precisely, a cycle is an equivalence class of non-empty closed paths under the 
relation uu N UU. 
A path w = (al, . . , ai) is elementary if all its vertices s(ur), . . . ,s(ni), t(ai) are dis- 
tinct. The only elementary closed path at u is 1,. In the same way, a cycle 
y = [al, . . , Ui] is elementary iff the path (al, . . , Ui_ 1) is elementary. 
A path w, = (al, . . . , Ui) crosses another path wz = (b,, . . , bj) if w1 and w2 have 
a common vertex. That is, if 
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This is extended in the obvious way to path-cycle pairs and to cycle-cycle pairs. Let 
C be the set of elementary cycles of G. For any D c C, define 
9(D) = (F c D / the cycles of F do not cross one another} 
We will write L(F) for the sum of the length of the cycles of F. Notice that each 
F ER(D) corresponds to a unique permutation defined over a subset of [n]. 
Let S = (sr < ... < skJ and T = (tl < ... < tk) be subsets of [n] with the same 
cardinality. A configuration Q = (ul, . . . ,co~) is a sequence of paths wi:S,(i) + ti (for 
some permutation g E S,). We say that the configuration Sz joins S to T (by 0) and we 
write 52 E G, [S, T]. Moreover, if all the paths of Q are elementary (no self-intersec- 
tion) and disjoint, we say that !2 is non-intersecting. The set of non-intersecting 
configurations from S to T by g is denoted by NIE,[S, T]. Write 
G[S,Tl = u G,[S,Tl 
oa& 
and 
NIE[S, T] = u NIE,[S. T], 
GE& 
the unions being disjoint. This allows us to define the sign (- l)n of a configuration 
!2 as the sign of the corresponding permutation. The length of 52 is of course, the sum 
of the length of its paths. Finally, we define i(Q) = {y E C 17 crosses a path of 0). 
The weight (to be defined) of these structures will take its values in the so-called flow 
monoid of Cartier-Foata. 
3. The flow monoid 
We consider the set of arrows A as a partially commutative alphabet, where two 
arrows a and b are independent iff s(a) # s(b). Any element of the corresponding 
partially commutative monoid _,H((A) is called a flow. A flow F is a rearrangement if, 
for any vertex v E I/, the number of arrows of F pointing toward v is the same as the 
number of arrows of F starting from v. 
We define a weight w with values in .&‘(A). Let w(a) = a for any arrow a EA. The 
weight of the path o = (a,, ,a;) is w(o) = al, . . . , ai. Observe that if LL) is a closed 
path, its weight is a rearrangement. Moreover, if the corresponding cycle is elemen- 
tary. all the arrows of the rearrangement commute with one another (to each vertex c, 
there is at most one arrow with source at P). Thus, we can define the weight of the 
elementary cycle ;’ = [aI, . , am] as w(;‘) = aI, . , a,, and the weight of F E 3(D) as 
the product of the weight of its cycles (the order is irrelevant). Finally, the weight of 
a configuration 52 = ((ol, . . . ,ok) is \~(or) ... t~(oJ. 
The incidence matrix W = (wij) of the graph C is defined by Wij = Cw(a), the sum 
being taken over the set of all arrows a from i to j. Clearly, if Wij, wLI # 0 then 
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Wij commutes with wkl iff i # k (or, of course, if i = k and j = 1). We recognize here, 
with a few irrelevant modifications, the weight used by Foata. 
4. Combinatorial interpretation of determinants 
We must have a combinatorial interpretation of the determinants involved in 
formula (2). Let us begin by the right-hand side of this equation. 
Theorem 4.1. Let G = ([n], A) be a graph with weight w and incidence matrix 
W = (wij). Let S = {sl < ... < sk) and T = {tl < ... < tk 1 be two subsets of [n]. In 
the algebru Z ((A)) of the monoid .4!(A), we have 
(- l)S+T det((1 - W)[T,S]) = c (-l)Qw(Q) 1 (-l)lF1w(F). 
RENIE[S. T] FE F(C-;(R)) 
Proof. Construct a new graph G+ = ([n], A+), where A+ is obtained from A by 
1. Removing from A any arrow with source in T or with target in S. 
2. Adding k special arrows joining (respectively) tl to sr, t2 to s2, . . . , tk to Sk. 
3. Adding special loops (arrows a : u + c) at each vertex not in S nor T. 
The term ‘special’ here means simply that the added arrows are distinguishable from 
the old (‘ordinary’) arrows. 
Define a weight w’ on A+: for any arrows a E A+, w’(a) = 1 if cz is special, 
otherwise, w’(a) = - w(u). Let W+ be the corresponding incidence matrix. Develop- 
ing the determinant of Wf along the lines enumerated by T, shows it to be equal to 
the left-hand side of the equation. On the other hand, the sign of a permutation g ES, 
is (- 1)” = (- l)“( - l)cy’a), where cy(g) is the number of cycles of rr. Using this 
relation, the definition of the determinant gives 
det(W+)= c (-l)“(-l)cy(0)x fi c w + (a). 
aes. i=l UEA+ 
rr:i*a(j) 
Notice that the order of the product is irrelevant. Next, group each term of the 
development of the product into cycles (which are elementary are disjoint) and write 
det(W+) = c (-l)“(-l)lF’lwt(F+), 
F+t.F(C+) 
/(F+)=n 
where C+ is the set of elementary cycles of G+. 
Any element F+ in this sum decomposes into three parts (possibly empty): 
1. The set F, of special loops of F+. 
2. The set F2 of cycles of F+ containing at least one special arrow (joining ti to si). 
3. The set F of cycles of F+ containing only ordinary arrows (cycles of G). 
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fJ 9 fj” al1 al2 
9 10 11 12 
049 0 
Q 
??
Fig. I. A set of disjoint cycles in the graph G’ obtained from a complete graph over V = [12] with 
S = 13.4.5.9) and T = ( 1,3.6,9;. The special arrows are colored white. At right, the same after removal of 
the special arrows, giving a set of disjoint cycles and a configuration R = ((9,. , (I)~) E G, [S, r 1. where 
CT =(1x?)(4). 
Observe that P(F,) + /(F,) + t(F) = n. Erase all special arrows and loops (see 
Fig. 1). Then: 
1. The special loops give isolated vertices. The contribution of which is 
(-l)“F’)(-l)FI’~+(F1) = 1, since t(F,) = IFII. 
2. The set F2 becomes a non-intersecting configuration of elementary paths 
Q = ((II,, . . . , (ok), coi ending at ti. This in turn defines a permutation T E Sk such that trli 
begins at s,(i). Observe that the number of original cycles in this part is the number of 
cycles of z. Hence, the contribution of this part is 
(_])“Fz’(_ l)iF’i w+(Fz) = (_ l)“‘“‘+~‘(_l)““’ X(_l)‘(!“),2,(Q) 
= (- 1)’ w(Q) = (- 1)” w(Q). 
3. The set F is in 9(C - i(Q)) (i.e. F does not intersect any path in Q). Clearly, the 
contribution of this part is ( - l)“F’(- 1)‘“’ w+(F) = (- l)lF’ w(F). 0 
Taking S = T = 8 and observing that the only non-intersecting configuration from 
S to T is empty and of weight 1, we get the following well-known corollary. 
Corollary 4.1. Let G = ([n], A) a gmph with incidence matrix W. Then we hnw (in 
z(A)) 
det(1 - W) = c (-l)‘F’\v(F). 
FE F(C) 
We now proceed to study the left-hand side of Jacobi’s equality. The sum 
(Pijlnxn = I + W + W * + ... is a well-defined matrix with entries in Z ((A)). It is the 
inverse of (I - W). Combinatorially, /cij gives the weight of all paths from i toj in the 
graph G: 
Pij = C W(W). 
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Close attention is needed. Two entries of this matrix do not necessarily commute, 
even if they come from different lines. Contrary to the case of the matrix I - W, we 
must take this non-commutativity into account and define, generally, the determinant 
of a matrix M = (mij)nxn as 
det(M) = 1 (-l)“~ao~l~o~2~2 ... m,(,,,, 
UES. 
which is the development of the determinant along 
order. An easy calculation gives the next theorem. 
the columns taken in the natural 
Theorem 4.2. Let G = ([n], A) a graph with incidence matrix W, then we have (in 
z <A>) 
det(((Z - W)-‘) [S, T]) = 1 (- l)‘w(Q). 
RsG[S,T] 
The combinatorial proof of Jacobi’s equality (2) then amounts to show 
= c (-l)Qw(Q) (3) 
OENIE[S,TI 
Observe that the case S = T = 8 is trivial (the only configuration enumerated is the 
empty configuration). More interesting is the case S = {i>, T = {j}, which is inversion 
by cofactors. Combinatorially, it is 
,,~(,) (-‘PW) c w(0) = c w(w) 1 (-l)‘F’w(F). 
weG[s,tl wsNIE[s,tl FeF(C-<(co)) 
This equality suggests the existence of a weight preserving, sign-reversing involution 
on the set F(C) x G[s, t]. We will use a variant of it, derived from [2, l] (as presented 
by Zeilberger [ 111). 
Another interesting special case is observed when the graph G is acyclic (see [S, 91). 
Then, the only possible set of cycles is empty. Moreover, all paths are automatically 
elementary. Jacobi’s equality is then 
..zs Tl(-~Yw) = 1 (-l)nw) 
DENIE[S,T] 
Both sides of this equation enumerate configurations of elementary paths. 
However, on the left-hand side, paths are not necessarily non-intersecting. Since 
NIE [S, T ] c G [S, T 1, Gessel and Viennot describe a weight-preserving, sign-revers- 
ing involution on G[S, T ] - NIE[S, T]. Unfortunately, there is not way to apply it 
to the present more general case. 
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5. The first involution 
From the graph G = ([n],A), construct a new graph Gf = ([n]+,A+) as follows: 
1. [?I]+ = [QJ{O} = {O, 1, . . . ,nj. 
2. A+ is A, to which we add a set of special arrows (i *j) (of weight 1) from i toj (for 
each i E [n] + and for each j E [n]). 
A path (or a cycle) is said special if it contains a special arrow. Denote by Cf the set 
of elementary cycles of the graph G’. 
Let 52 = (ol, , ok) E G, [S, T] be a configuration of G. From Q, construct a path 
Of in G’ as follows. for in (1,2, . . . , k], join the target of Qi_ 1 to the source of trli 
using the proper special arrow (here, 10 ,, = lo). For simplicity, we will sometimes write 
sZ+ = (CO,, * ... *ok), omitting the source and target of each special arrow + (which 
can easily be recovered by looking at the target and source of the paths it connects). 
Now, consider the set 9(C) x G [S, T] corresponding to the left-hand side of 
Eq. (3). It contains as a subset 
N %f {(F,Q)ISZENIE[S. T],FE.P(C - ;(a)); 
enumerated by the right-hand side. Hence, we must find a killing involution on the 
remaining part J(C) x G[S, T] - N. This is done in two steps. First, we use Foata 
involution cp, leaving a set of fixed points that are removed by a second involution I. 
Let (F, Q) E 9(C) x G[S, T] - N. We know that there are two possibilities: 
1. A cycle of F cuts sZ+ or 
2. D E G[S, T] - NIE[S, T 1, which means that Q+ is not elementary. 
We can rephrase and refine these conditions as in the next lemma (the proof being 
trivial). 
Lemma 5.1. Let (F, 0) E 3(C) x G[S, T ] - N. Let 52+ = (a,, . , a,) where ai E A+. 
There is a minimal j E [m] such that 
1. U = t(LZj) is a vertex of a cycle i’ of F or 
2. u = t(aj) is not a vertex ofa cycle of F and there exists i d j such that t(aj) = s(ai). 
Moreoz’er, in case I the cycle 7 is uniquely dejined, while in case 2 the integer i is uniquely 
defined. 
(Unicity follows either (first case) from the fact that F is a set of disjoint cycles or 
(second case) from the minimality ofj.) 
Let us say that (F,Q) is of type 1 or of type 2, respectively. In the latter, the cycle 
[ai. . . . ,aj] is called the first cycle of Q2+. 
Definition 5.1. We follow the notation of lemma 5.1. Let (F,SZ) E 9(C) x 
G[S, T] - N. If (F, 02) is of type 1, let y,. be the closed path at u corresponding to y. 
Define 
R+ = (aI, . . . ,aj)y,(a.i+ 1, . . . ,aJ and F = F - 1;‘) 
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If (F, 0) is of type 2 and [ai, , nj] E C, define 
7 52 =(~i, . . . ,ai-l,aj+l, . ,a,) and F= Fu{[ai, . . . ,aj]) 
- 
Clearly, in both cases, Q2+ is a well-defined path on the graph G+. Moreover, 
if (F, 0) is of type 1, then w(+/) commutes with al, ,aj since the arrows com- 
posing these structures have distinct sources. If (F, 52) is of type 2, then [ai, , czj] 
commutes with al, . . . ,ai_i for a similar reason. In any case, we have: 
w(F)w(SZ+) = w(F) w(F). Since the added or removed cycle does not contain any 
t special arrows, the special arrows of sZ+ and of Q are the same (and appear in the 
same order). Thus, 8, obtained from L?+ by removing the special arrows, is a well- 
defined configuration of G [S, T ] and has the same sign as Q (they correspond in fact, 
to the same permutation). Hence, we can write Q+ -7 = 52 Following Zeilberger [ 111, it 
is easy to see that the function defined by (F, Sz) + (F, a) is an involution. Its fixed 
points (F, Q) are necessarily of type 2 and the first cycle of fi is special. Rephrasing, we 
have the following theorem. 
Theorem 5.1. The funcztion q: .9(C) x G,[S, T] - N +9(C) x G,[S, T] - N de- -- 
,fined by cp(F, a) = (F, Sz) is a weight-preserving, sign-reversing involution whose fixed 
points (F, Sz) satisfy 
1. Q2+ = WIDOW’, where: 
(a) w is a non-empty elementary path from 0 to a vertex v E [n], 
(b) yV is an elementary closed path at v cutting o only at v and containing a special 
arrow, 
(c) the sources of the special urrows af Q2+ are 0, tI, . . , tk (in that order). 
2. F E~(C - i(cq,)). 
Observe that QJ contains at least one special arrow, namely (0 + s,(i)). 
6. The second involution 
We now describe the involution (call it 1) defined on the set of fixed points (F, 0) of 
the involution cp. In fact, using the notation of Theorem 5.1, L will operate only on oy,, 
leaving the rest untouched. Suppose Q E G, [S, T]. The special arrows of ~7, are 
in that order (for some integer j such that 2 < j d k). Those of o are 
for some i (1 < i < j - 1). 
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Fig. 1. The action of the involution I on paths. 
Let (11 = rrl,(t,_ I 3 sgciJ) L?),, and ;‘,. = ;‘r(fj_ l *s,, iJ)yl,. Notice that err and y,, do not 
contain special arrows. Define 
(5 = (O,(li_, *.s,,,j,)i’,, and z = l’l(tj_ 1 ~ s,(i))(f),,. 
Clearly, (5 is a well defined path from 0 to c. It is elementary since ;‘,. crosses o only 
at I’. In the same way, z IS a closed path at I’ whose corresponding cycle is ele- 
mentary (see Fig. 2). 
The special arrows of G;;.u’ are (taking the order into account): 
(O*sr7,1,), ... ,(fi-zjs,(i~,,).(fj~1 *%,7(J)). 
Defining z = g({j). where (ij) is the transposition exchanging i and j. these special 
arrows are 
-- -- 
Thus tuy,.to’ defines a configuration Q E G,[S, T] by the property a’ = bairn’. Define 
r(Q) = s2. 
Here is another way to understand the effect of I. Consider ~(w;,,.). To get 
I(<J);‘,.) = (II;‘,. . substitute the arrow (ti_, - soti)) (in ~(w;,,,)) by the arrow (rim 1 3 s,( ,,) 
and the arrow (t,i_l *s,(,i,) by the arrow (tj~l *s,(~)). This gives ~((3%). Observe 
that it is easy to recover (VI;‘,.: start from 0 and simply follow the arrows (see again 
Fig. 2). 
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Next, consider the weight. Because the sources of the arrows of wy, are distinct, we 
have 
w(wc) = W(~I)W(~II)W(YI)W(YII) 
= W(~*)W(YII)~~(YI)W(~II) 
= w(uy,). 
Thus, w(Q) = w(Q+) = w(wy,w’) = w(Wxw’) = ~(0”) = w(Q). 
Clearly, there are no cycles of F crossing 0%. The first cycle of D’ = W;jrGo’ 
corresponds to ‘:“, which contains a special arrow. Thus, (F, a) is a fixed point of cp. 
Finally, 
ewl,) = ~@I * YIIYI =s 011) 
= coy,. 
So z is an involution (without fixed points). In short, we have: 
Theorem 6.1. Let (F, Q) be a fixed point of q. Then: 
1. (F, 3i) = (F, z(Q)) is a fixed point of cp. 
2. Q and !7~ have opposite signs. 
3. 52 and a have the same weight. 
4. z@) = 52. 
Example. Let G = ([5],A) where A = {Uij 1 i,j E [5]}. Let Q = (u~,oz, 03) E 
G~,,i,[(1,2,4}, {3,4,5}1, with o1 = (a25,~53), 0~ = 14 and 03 = (~15). Then, 
So, w = ((0 *2), azs) and yV = (uS3, (3 +4), (4 j l), a15). Therefore, o1 = lo, 
wII = (Q), yI = (aS3, (3 34)) and yII = (a15). 
We can now construct W = lo *(ai5) and yV = (aS3, (3 *4)) *(azs). Hence, we 
have 
Finally, we get 
fi = ((45 A~), 14,(a25))~G(132)C(f,2,4), {3,4,5)1. 
This final involution proves Jacobi’s equality which we express again in full. 
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Theorem 6.2. Let G = ([n], A) a graph with incidence matrix W = (wij). Developing the 
determinants along the columns (natural order), eve have (in Z(A))) 
det(Z- W)xdet((Z- W)-‘[S,T])= c (-l)‘F’w(F) c (-l)“w(B) 
FE-P(C) neG[s,T] 
= c (-l)“w(Q) 1 (-l)‘F’w(F). 
.RENIE[S.T] FtfV-i(R)) 
= (_l)“+T det((Z - W)[T,S]). 
7. Extensions 
We could also have a ‘dual’ form of Jacobi’s equality. In this case, we must redefine 
the flow monoid (two arrows will be dependent if they have the same target) and the 
sets G [S, T ] and NIE [S, T ] (ordering the paths of configurations along the indices of 
their sources instead of along the indices of their targets). We also change the weight 
so it becomes an anti-morphism. Finally, we must reverse the action of the involutions 
cp and 1 (starting from the target of the paths and ‘walking’ backward). This process 
produces the following variation. 
Theorem 7.1. Let G = ([n], A) a graph with incidence matrix W = (wij). Developing the 
determinants along the lines (natural order), we have (in Z ((A))) 
det((Z - W)-’ [S, T]) x det(Z - W) = c (- l)‘w(Q) c (- l)lF’ w(F) 
QaC[S. T] FE F(C) 
= 1 (-l)‘“w(Q) 
RENIE[S,T] 
= (-l)S+T det((Z - W) [T, S]). 
Other combinatorial proofs of Jacobi’s equality are possible. For instance, one 
could prove directly that 
det((Z - W)-‘[I&T]) = det(Z - W)-’ x(-l)S’Tdet((Z - W)[r,s]), 
using essentially the same tools. In this case, the right-hand side enumerates pairs 
(E, Q) E A(C) x G[S, T] such that the ‘maximal’ cycles of E cross $2 (see [7]). (Here 
A(C) is the free partially commutative monoid generated by the cycles C with 
commutation relation given by the non-crossing condition.) 
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