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Chapter 1
Introduction
1
2 Introduction
1.1 2D materials
Human prehistory is generally subdivided into three ages, defined by the
material that was used to make the newest technology at the time: the
Stone Age, the Bronze Age and the Iron Age. If we continue that line of
thought to the present, we are arguably in the Silicon Age, because the
brains of our computers and phones are made of silicon. However, over
the next few decades, in the quest to make our gadgets faster, thinner and
more efficient, we might enter into a new age: the 2D Material Age. Two-
dimensional (2D) materials are materials with a thickness of one atom, or
only a few atoms.
It is not yet clear exactly which 2D materials will be in our gadgets.
Many of these materials have been made in laboratories, the first one being
graphene in 2004 by Andre Geim and Konstantin Novoselov, who later won
a Nobel prize for their research. Graphene has some amazing properties: it
is extremely strong, light and flexible, and it is a great conductor for heat
and electricity. Since then, other materials such as the transition metal
dichalcogenides and phosphorene have been added to the list. All these
materials have different electronic and optical properties.
These basic properties stem from the type of atoms that they are made
of, and the geometry of the lattice formed by those atoms. For example,
graphene is made of carbon atoms, and its lattice is hexagonal (see Fig.
1.1). These properties can be changed by adding electric or magnetic fields,
stretching or compressing the material, or adding disorder, for example by
adding other atoms onto the surface. Moreover, these materials can be
grown or etched into different shapes, further changing their properties. In
this thesis we will look at self-similar shapes – shapes that have repeating
patterns when we zoom in or out.
We will be doing calculations on models of different 2D materials (chap-
ters 3 and 4) and structures with self-similar shapes (chapters 5 and 6) to
study how electrons behave in these materials and how they interact with
light. These calculations are based on the theory of quantum mechanics.
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t
Figure 1.1: A hexagonal graphene lattice, with nearest neighbor hopping t,
to and from the site indicated in blue.
1.2 Quantum mechanics
The theory of quantum mechanics describes matter and energy on the scale
of atoms. It came about in the early 20th century, starting with Max
Planck’s postulate that thermal radiation is emitted in quantized energy
packets. Albert Einstein then suggested that these packets can be seen as
individual light particles called photons, that can be emitted or absorbed
by electrons in a material. A few years later Niels Bohr proposed a model of
the atom in which electrons have quantized orbits around the nucleus, and
Louis de Broglie showed that these electrons can be seen as both particles
and waves. This collection of ideas forms the starting point of the theory
used in this thesis.
Quantum mechanics has some counterintuitive aspects that mostly have
to do with probability and measurement. The state of a quantum system
is defined in terms of a wave function, and the absolute square of the wave
function gives us probabilities for measurement outcomes. Moreover, any
measurement apparatus will interact with the quantum system, changing
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its wave function and the corresponding probability distribution. Most
famously, when we measure the speed of a quantum particle, its location
cannot be exactly known, and vice versa. Luckily, in this thesis we will
mostly look at averages over a large number of particles, and there will be
no issues with measurement.
In our description of electrons roaming in a lattice of atoms the two
most important quantities are the Hamiltonian Hˆ and the wave function
|ψ〉. The Hamiltonian describes the orbitals present within the model and
the interactions between them, and the wave function describes what state
the electrons are in. The behavior of electrons is dictated by the Schro¨dinger
equation
i~
d
dt
|ψ(t)〉 = Hˆ|ψ(t)〉, (1.1)
where ~ is the reduced Planck constant. If we assume that the Hamiltonian
is time-independent, the time-evolution of the wave function is then given
by
|ψ(t)〉 = e−iHˆt/~|ψ(0)〉. (1.2)
For a full quantum description of a material we would have to include
all possible interactions between electrons and atomic nuclei, electrons and
other electrons, and more. This would make any calculation involving more
than a handful of particles extremely complicated.
Instead, we use the tight-binding approximation. This is a simple and
computationally efficient way to model solid state systems. However, it
is a single-particle model: its main limitation is that we cannot include
any correlation effects, i.e., interactions between different electrons. In
the tight-binding approximation we assume that the electrons are “tightly
bound” to the atoms in the lattice. There is only a limited interaction
(“hoppings”) with the potentials on surrounding atoms in the solid. Hence
the wave function of the electron is very similar to the atomic orbital of
the free atom. Often, a model considering only hoppings to the nearest
neighbors surrounding an atom (see Fig. 1.1) is already enough to model
the important features of a material.
However, a realistic model can contain many more hoppings than just
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nearest neighbor interaction. In general, we obtain these hopping param-
eters from Density Functional Theory calculations. These are “ab initio”
(or “first-principles”) calculations, i.e., calculations based on basic quan-
tum mechanical considerations, without using any higher order parameters
such as hopping terms. This method can be used for systems containing up
to the order of thousands of atoms. If we want to go beyond that, or sim-
plify our model, we can distill lattice and tight-binding hopping parameters
from the results of a DFT calculation. In this thesis we will consider models
containing millions of atoms, for which we will probably need a computer.
1.3 Computational physics
In the Manhattan project in the 1940s, physicists used analog computers to
perform a huge amount of calculations that were needed to study nuclear
fission, which ultimately would produce the atomic bomb. It became ap-
parent that computers could revolutionize the way we do science. When in
the late 40s and early 50s the first digital computers were developed, they
attracted the interest of many influential physicists such as Enrico Fermi
and John von Neumann.
In the early 50s, Enrico Fermi, John Pasta, Stanislaw Ulam and Mary
Tsingou studied the time evolution of vibrations in a system of nonlinear
springs using a computer. They found a surprising result, namely that a
complicated nonlinear system can exhibit periodic behavior. This famous
paper is an early example of a “numerical experiment”: a computer simula-
tion of a toy model, a tiny universe in which the programmer sets the rules
of physics, that can give us insight into real world phenomena. We will look
at toy models in the two chapters of this thesis about self-similar quantum
systems (chapters 5 and 6). Looking at it this way, computational physics
is of course a theoretical exercise, but it has an experimental element as
well.
The computer has come a long way since the 50s. We now do our
scientific calculations on cluster nodes that are capable of simulating sys-
tems containing more than 108 atoms. Moreover, the internet has made it
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possible to share programming code so that everyone can use it for their
research projects. For most of the calculations performed in this thesis we
have made our own code that is available on the internet for others to use,
as described in chapter 7.
1.4 Outline of this thesis
First, we will look at the models and methods used in this thesis. There will
be a short description of tight-binding, and an overview of the electronic and
optical properties we are interested in. Then we will summarize the tight-
binding propagation method (TBPM), a method for calculating properties
of large-scale tight-binding systems.
Then we move on to the first application. We study how the electronic
properties of antimonene ribbons change if we place them in an electric
field. It turns out that the direction in which the field is applied has large
consequences for the electronic structure of the material.
In chapter 4 we study the optical properties of black phosphorus. This
material behaves differently in two directions, which leads to interesting
properties.
In chapters 5 and 6 we look at self-similar systems. It will turn out that
their self-similarity leaves a footprint in the way they conduct electrons.
Then, we take a look at their optical properties. Again, the self-similarity
has large consequences for interaction with light.
Finally, in the appendix, we take a look at the open-source software
Tipsi. Tipsi provides an easy way to perform TBPM calculations on any
tight-binding system. We discuss how to install it, how to build a Hamil-
tonian, and how to run the calculations.
Chapter 2
Models and methods
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8 Models and methods
2.1 Tight-binding
A tight-binding Hamiltonian can generally be written as
Hˆ =
∑
i
icˆ
†
i cˆi +
∑
i 6=j
tij cˆ
†
i cˆj , (2.1)
where i denotes the on-site potential on a local orbital i, tij (the “hopping”
parameter) quantifies the interorbital interaction between orbitals i and j,
and cˆ†i (cˆi ) is the electron creation (annihilation) operator on orbital i. A
wave function is written as
|ψ〉 =
∑
i
ai|i〉, (2.2)
where ai is a complex number giving the value of the wave function |i〉 on
each site i. From now on, we will omit the hats on operators.
Within a tight-binding model we can incorporate strain, external elec-
tric and magnetic fields, and disorder.
The application of external strain changes the interatomic bond lengths,
and modifies the hopping terms as [1]
t˜ij = tij
(
1− βij |r˜ij − rij ||rij |
)
, (2.3)
where rij is the vector between sites i and j in the equilibrium positions
between two atoms i and j, r˜ij is this vector in the presence of strain, and
βij is the dimensionless local electron-phonon coupling.
A uniform electric field is applied in the z-direction by modifying the
on-site potentials with
˜i = i × e×∆U × zi, (2.4)
where e is the elementary charge, ∆U is the bias voltage (with units V/nm)
and zi is the z-coordinate of site i.
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We can incorporate a uniform magnetic field B = ∇×A using a Peierls-
substitution:
t˜ij = tij × e−i e~
∫ rj
ri
A(r)·dr. (2.5)
In the Landau gauge B = Bzˆ,A = −Byxˆ, this becomes
t˜ij = tije
−ipi e~B(yi+yj)(xi−xj). (2.6)
Finally, in large samples we can study the effect of many types of dis-
order. For example, vacancies can be simulated by simply leaving out a
site from the sample, although in some systems this is actually closer to a
model for adsorption of an adatom or admolecule.
2.2 Electronic properties
Once we have built our Hamiltonian, and impose periodic boundary con-
ditions, we can perform a Fourier transform and calculate all eigenstates
|ki〉 and eigenvalues Ei(k) for a momentum k. In practice, such exact
diagonalization has computational complexity O(N3) for N orbitals.
The band structure of a material is given by the eigenvalues at different
momenta and shows the electronic structure around the symmetry points of
the crystal. Most importantly, this shows us at which energies the material
is conductive, how large the band gap is, and which optical excitations
could be possible.
The density of states (DOS) is a histogram of energy levels in the system.
It is calculated with
D(E) =
1
2pi
∫
BZ
∑
i
δ(E − Ei(k))dk, (2.7)
where i labels the different energy bands, and the momentum k is integrated
over the Brillouin zone.
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2.3 Optical properties in momentum description
Linear response theory describes the first-order response of a system to a
perturbation [2]. The optical conductivity in the αα-direction, or in other
words, the current-current response in the α-direction from applying an
alternating electromagnetic field in the α direction, is given by the Kubo
formula
Re(σαα(ω)) = − gS
Ωω
∫
BZ
Im
∑
i,j
|〈ki|Jkα|kj〉|2
×f(Eki − µ)− f(Ekj − µ)
Eki − Ekj + ω + iδ
 d2k. (2.8)
Here, |ki〉 and Eki are the eigenstates and eigenenergies for momentum k.
gS = 2 is the spin degeneracy, Ω is the unit cell surface, and δ (usually taken
δ = 5, unless otherwise specified) meV is a small damping parameter. Jkα
is the momentum-space current operator in the α-direction
Jkα = − ie~
∑
i,j
ei(rj−ri)α·ktij(rj − ri)αc†kickj . (2.9)
Moreover, f(E − µ) is the Fermi-Dirac distribution with Fermi level µ:
f(E − µ) = 1
e(E−µ)/kT + 1
. (2.10)
Using the Kramers-Kronig relations, we can also obtain the imaginary part
Im(σαα(ω)) = −2ω
pi
P
∫ ∞
0
Re(σαα(ω
′))
ω′2 − ω2 dω
′. (2.11)
We use the units σ0 =
pie2
2h for graphene or graphene related structures.
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If we want to calculate the full dielectric function of the material, we
first need to calculate the dynamical polarization
Re(Π(q, ω)) = − gS
(2pi)2
∫
BZ
∑
i,j
|〈ki|eiq·r|kj〉|2
×f(Eki − µ)− f(Ekj − µ)
Eki − Ekj + ω + iδ d
2k, (2.12)
Then, using the random phase approximation (RPA), the dielectric
function is given by
(q, ω) = 1− V (q)Π(q, ω), (2.13)
where
V (q) =
2pie2
κ|q| (2.14)
is the Fourier component of the Coulomb interaction in two dimensions,
and κ is the background dielectric constant.
The loss function can then be written as
−Im 1
(q, ω)
. (2.15)
2.4 Optical properties in real-space description
For systems without translational invariance, we cannot compute momen-
tum eigenstates, and we need a different way to calculate optical properties.
First, let us take a look at the joint density of states (JDOS), which is
given by:
ImχJDOS(ω) =
1
~
Im
∑
nm
f(Em − µ)− f(En − µ)
~ω + Em − En + iδ . (2.16)
12 Models and methods
Using the JDOS, we can calculate an effective conductivity-like function
ReσJDOS(ω) = − 1
ω
ImχJDOS(ω) , (2.17)
which quantifies the density of available electronic transitions with energy
~ω between state-pairs. However, in general there are selection rules for
optical transitions, and not every available transition is allowed.
To get the optical spectrum, we write the current-current response func-
tion [2] in the form
χJαJβ (ω) =
∑
nm
Qmn(ω) , (2.18)
where
Qmn(ω) =
1
~A
f(Em − µ)− f(En − µ)
~ω + Em − En + iδ (Jα)mn(Jβ)nm (2.19)
and (Jα)mn are the matrix elements of the current operator
(Jα)mn = 〈ψm|Jα|ψn〉 , (2.20)
Jα = − ie~
∑
i,j
tij(rj − ri)αc†icj . (2.21)
Here, |ψm〉 are the eigenstates of the Hamiltonian.
The dielectric function operator ε(ω), by definition, relates the external
potential Vext(ω) to the total potential V :
〈r|Vext(ω)|r〉 =
∫
dr′ 〈r|ε(ω)|r′〉〈r′|V |r′〉 . (2.22)
Treating V as a perturbation, within RPA, the dielectric function may be
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expressed as follows [3]:
〈r|ε(ω)|r′〉 = 〈r|r′〉−
∫
dr′′〈r|VC|r′′〉〈r′′|χ(ω)|r′〉 ,
〈r|VC|r′′〉 ≡ e
2
‖r− r′′‖ ,
〈r′′|χ(ω)|r′〉 = gS · lim
δ→0+
∑
m,n
Gmn〈ψn|r′′〉〈r′′|ψm〉〈ψm|r′〉〈r′|ψn〉 ,
Gmn ≡ f(Em − µ)− f(En − µ)
Em − En − ~(ω + iδ) .
(2.23)
|r〉 denotes a position eigenvector; VC is the Coulomb interaction potential;
χ(ω) is the polarizability function.
Eqs. (2.23) allow us to exactly calculate the full dielectric function
ε(ω) of any tight-binding system without translational invariance. Tom
Westerhout wrote code for calculating these quantities, available as an open
source project [4]. Despite the O(N4) algorithmic complexity, it makes
calculations possible for systems of up to several thousands of sites.
2.5 Transport properties
Following Landauer theory [5], the electronic conductance G in the
scattering-free limit is obtained by counting modes:
G(E) =
2e2
h
∑
k
Nk(E), (2.24)
where Nk(E) is the number of bands that cross the energy E for a given
wave-vector k.
However, if there is scattering, we need to use a method called wave
function matching. We attach semi-infinite leads two either side of the
scattering region (Fig. 2.1) and model incoming electrons as Bloch waves
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in one of those leads. The Hamiltonian is given by
H =

. . . VL
V †L HL VL
V †L HL VLS
V †LS HS
 , (2.25)
where HL is the Hamiltonian of the leads and HS is the Hamiltonian of the
scattering region; Vi connects those Hamiltonians. The scattering states in
the leads take the form
ψn(i) = φ
in
n (i) +
∑
n
Smnφ
out
m (i) +
∑
p
S˜pnφ
ev
p (i), (2.26)
where φin, outn (i) are normalized incoming and outgoing propagating modes
in the i-th unit cell away from the scattering center, and φevp (i) are evanes-
cent modes that do not contribute to the conductance. These modes have
the form
ψn(i) = (λn)
iχn, (2.27)
and obey the Schro¨dinger equation
(HL + VLλ
−1
n + V
†
Lλn)χn = Eχn. (2.28)
Then we can compute the wave functions in the scattering region φSn
and the scattering matrix Smn for each incoming propagating mode n and
an outgoing mode m. The conductance G between the left lead A and the
right lead B is then given by the Landauer formula
G(E) =
2e2
h
∑
n∈A,m∈B
|Smn(E)|2. (2.29)
This method is implemented in the kwant package [6] for python.
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A
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φS
HS
φout
B
HL
Figure 2.1: An illustration of the conductance calculation using wave func-
tion matching.
2.6 Tight-binding propagation method
If our model is too big to diagonalize the Hamiltonian, so that we cannot
use the methods in the previous sections, we can revert to stochastic meth-
ods. We employ a method named the Tight-Binding Propagation Method
(TBPM), which computes the time propagation of a set of random wave
functions, and extracts physical quantities from the resulting correlation
functions [7, 8]. The computational cost of this method is only O(N),
which makes it possible to do computations on systems up to the order of
N = 108 orbitals.
For rigorous mathematical proofs on the formulas in this section, we
refer to Yuan et al. (2010) and Hams et al. (2000) [7, 8].
We start our TBPM computation by taking a random state
|ψ(0)〉 =
∑
i
ai |i〉 , (2.30)
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where ai are random complex numbers with
∑
i |ai|2 = 1. Then we calculate
its time evolution
|ψ(t)〉 = e−iHt|ψ(0)〉. (2.31)
We use the Chebyshev polynomial decomposition of the Hamiltonian to
compute |ψ(t)〉. First, we normalize H so that H˜ = H/||H|| has eigenvalues
in the range [−1, 1] and define t˜ = ||H||t. Then, the time evolution can be
represented as
|ψ(t˜)〉 =
[
J0(t˜)T0(H˜) + 2
∞∑
m=1
Jm(t˜)Tm(H˜)
]
|ψ(0)〉, (2.32)
where Jm(x) is the Bessel function of the first kind of order m. The modified
Chebyshev polynomials Tm can be calculated up to machine precision by
using the recurrence relation
Tm+1(H˜)|ψ〉 = −2iH˜Tm(t˜)|ψ〉+ Tm−1(H˜)|ψ〉, (2.33)
T0(H˜)|ψ〉 = |ψ〉, T1(H˜)|ψ〉 = −iH˜|ψ〉. (2.34)
2.6.1 DOS
The density of states can be calculated with
D(E) =
1
2pi
∫ ∞
−∞
eiEtCDOS(t)dt, (2.35)
where the DOS correlation function is
CDOS(t) = 〈ψ(0)|ψ(t)〉 (2.36)
The calculation of the correlation function can be improved using an average
over many random initial states. In practice, for a large enough system,
the random initial state is already a superposition of all eigenstates, which
makes sure that the result is correct. The same argument holds for the
calculation of other quantities, where we can also average over multiple
random initial states, which becomes less necessary for larger systems.
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2.6.2 Quasi-eigenstates
An approximation of an eigenstate (or a superposition of degenerate eigen-
states) at a certain energy E can be calculated using the spectrum method:
|ψ(E)〉 = 1
2pi
∫ ∞
−∞
eiEt|ψ(t)〉dt, (2.37)
after which |ψ(E)〉 is normalized.
2.6.3 DC conductivity
By using the DOS and quasi-eigenstates obtained earlier, as well as the
Kubo formula [9] we can calculate the DC conductivity σα in direction α
at zero temperature with [10, 7]
σα(E) =
d(E)
A
∫ ∞
0
Re
[
e−iEtCDC(t)
]
dt, (2.38)
CDC(t) =
〈ψ(0)|JαeiHtJα|ψ(E)〉
|〈ψ(0)|ψ(E)〉| , (2.39)
where A is the area of the unit cell, divided by the total number of orbitals.
Here, it is important to note that |ψ(0)〉 must be the same random initial
state used in the calculation of |ψ(E)〉. Moreover, for this calculation we
again need the real-space current operator
Jα = − ie~
∑
i,j
tij(rj − ri)αc†icj , (2.40)
2.6.4 AC conductivity
Using Kubo’s formula, we can write for the optical conductivity in direction
α due to a field in direction β [10, 7]:
Reσαβ(ω) = lim
→0+
e−~ω/kBT
~ωA
∫ ∞
0
e−t sin(ωt)2CAC(t)dt, (2.41)
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CAC(t) = Im〈ψ2(t)|Jα|ψ1(t)〉β. (2.42)
Here, we use the Fermi-Dirac distribution operator
f(H − µ) = 1
eβ(H−µ) + 1
, (2.43)
and the wave functions
|ψ1(t)〉β =e−iHt[1− f(H − µ)]Jβ|ψ(0)〉, (2.44)
|ψ2(t)〉 =e−iHtf(H − µ)|ψ(0)〉. (2.45)
2.6.5 Dynamical polarization
Finally, we can express the dynamical polarization as [11]
Π(q, ω) = − 2
A
∫ ∞
0
eiωtCDP(t)dt, (2.46)
CDP(t) = Im〈ψ2(t)|ρ(q)|ψ˜1q, (t)〉, (2.47)
where the density operator is given by
ρ(q) =
∑
i
eiq·ric†ici (2.48)
and
|ψ˜1(q, t)〉β =e−iHt[1− f(H − µ)]ρ(−q)|ψ(0)〉, (2.49)
|ψ2(t)〉 =e−iHtf(H − µ)|ψ(0)〉. (2.50)
Chapter 3
Antimonene ribbons under bias
A systematic study of the electronic properties of single layer Sb (an-
timonene) nanoribbons is presented. By using a 6-orbital tight-binding
Hamiltonian, we study the electronic band structure of ribbons with zigzag
and armchair termination. We show that there is good agreement between
ab initio calculations and the tight-binding model. We study how the size
of the gap can be controlled by applying an external bias potential. An
electric field applied perpendicular to the antimonene layer is found to
increase the band gap, while a transverse bias potential leads to a position
dependent reduction of the band gap. Both kinds of bias potential break
inversion symmetry of the crystal. This, together with the strong intrinsic
spin-orbit coupling of antimonene, leads to spin-splitting of the valence
band states.
This chapter is published as: E. van Veen, J. Yu, M.I. Katsnelson,
R. Rolda´n, S. Yuan “Electronic structure of monolayer antimonene
nanoribbons under out-of-plane and transverse bias,” Phys. Rev. Materi-
als 2, 114011 (2018).
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3.1 Introduction
Two dimensional (2D) materials [12], such as graphene, transition metal
dichalcogenides and hexagonal boron nitride, are attracting tremendous in-
terest due to their unique electronic, optical and mechanical properties,
remarkably different from their three-dimensional counterparts [13]. Re-
cently, the family of 2D materials derived from the group-VA layered crys-
tals (P, As, Sb, Bi) has been the focus of great attention [14, 15], black
phosphorus being the most well studied among them. In 2015 Zhang et
al. predicted that, contrary to bulk antimony which is a semimetal, single-
layer Sb (antimonene) is an indirect band gap semiconductor [16]. Soon af-
ter, it was demonstrated that atomically thin antimonene can be obtained
by different means, including van der Waals epitaxy [17], micromechani-
cal exfoliation [18], liquid phase exfoliation [19], molecular beam epitaxy
[20] or electrochemical exfoliation [21]. Theoretical calculations have stud-
ied in detail the electronic properties of this material [22, 23, 24, 25, 26].
Strong spin-orbit coupling was also reported, with a coupling strength of
λ ≈ 0.34 eV [27]. Ab initio quantum transport calculations have shown that
antimonene field effect transistors (FETs) can satisfy both the low power
and high performance requirements for usage in nanoscale electronic and
optoelectronic devices [28]. Previous experience with graphene and other
2D materials has further motivated theoretical studies of the electronic
properties of nanoribbons of group-VA semiconductors [29, 30, 31, 32, 33].
Recently, experimental fabrication of antimonene nanoribbons has been re-
ported [34], demonstrating band gap opening due to quantum confinement.
In this chapter we study the band structure and electronic properties of
Sb nanoribbons in the presence of out-of-plane and in-plane electric fields.
We find that edge states are present in nanoribbons with both zigzag and
armchair termination. We find good agreement between ab initio numerical
simulations and tight-binding calculations. We further demonstrate that
the size of the band gap can be controlled by the presence of an external bias
field. Application of a bias field breaks inversion symmetry which, together
with the strong spin-orbit coupling in antimonene, leads to splitting of the
valence band edges, with corresponding spin-valley coupling due to the
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(a) (b) (c)
(d)
Figure 3.1: (a) The buckled honeycomb lattice structure of antimony, (b)
an armchair SbNR and (c) a zigzag SbNR. (d) Band structure and DOS for
pristine Sb calculated with the tight-binding Hamiltonian (3.1), with the
hopping parameters given in Table 3.1.
Rashba effect.
The chapter is organized as follows. In Sec. 3.2 we describe the tight-
binding model and the details of the calculations. We also show results for
unbiased nanoribbons. In Sec. 3.3 we study the effect of a perpendicular
electric field on the electronic properties and the band structure of Sb-
nanoribbons, and the effect of an in-plane bias field is studied in Sec. 3.4.
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Our main results are summarised in Sec. 3.5.
3.2 Model and method
Single layer antimonene consists on a buckled honeycomb lattice of Sb
atoms (Fig. 3.1), with the two sublattices vertically displaced by b = 1.65 A˚,
and with an in-plane lattice constant of a = 4.12 A˚. The relevant energy
bands of the electronic structure, including SOC effects, are very well cap-
tured by a 6-orbitals tight-binding Hamiltonian developed by Rudenko et
al. [27], which includes the 3 p-orbitals of each of the two Sb atoms of the
unit cell:
H =
∑
m
∑
i
∑
σ miσc
†
miσcmiσ (3.1)
+
∑
mn
∑
ij
∑
σ tmiσ;njσc
†
miσcnjσ
+
∑
mn
∑
i
∑
σσ′ hmiσ;niσ′c
†
miσcniσ′
where m,n run over orbitals, i, j run over sites and σ, σ′ run over spins; c†miσ
(cmiσ) is the creation (annihilation) operator on orbital m at site i with spin
σ. The parameters miσ account for on-site potentials, tmiσ;njσ are inter-
orbital hopping terms, and intra-atomic SOC is accounted by hmiσ;niσ′ . The
intra-atomic SOC constant is λ = 0.34 eV and the hopping parameters are
given in Table 3.1 [27] and schematically shown in Fig. 3.2.
The corresponding DOS is calculated from Eq. 2.7. The band structure
and DOS obtained with this model for bulk antimonene are shown in Fig.
3.1. Single layer antimonene is an indirect gap semiconductor with a band
gap of 0.92 eV. The edge of the valence band is located at the Γ point of
the BZ, with main contributions from px and py orbitals, while the edge
of the conduction band is placed at a non high-symmetry point of the BZ,
with relevant contributions from all 3 p-orbitals of Sb.
Since we are interested in electronic properties of semi-infinite ribbons,
the momentum parallel to the infinite edge is a good quantum number
and we can Fourier-transform Hamiltonian (3.1) along that direction. The
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Figure 3.2: Top view of the antimonene crystal structure with the hopping
parameters (ti) included in the TB model. Their corresponding values are
given in Table 3.1. The orange circles represent p-orbitals.
band structure of finite nanoribbons (we impose periodic boundary con-
ditions along the direction parallel to the edge) with zigzag and armchair
termination are shown in Fig. 3.3. Firstly, the finite width of the anti-
monene ribbon leads to a reconstruction of the band structure with the
formation of electronic bands composed by the accumulation of N sub-
bands, where N is the number of unit cells along the width of the ribbon.
Secondly, midgap edge states appear in both armchair and zigzag nanorib-
bons (Fig. 3.3), originating from the unsaturated bond on the edge of the
ribbon. This is different from graphene and black phosphorus ribbons, for
which edge states are absent for armchair termination [35, 32]. The energy
bands associated to the edge states are flat and weakly dispersing, leading
to prominent peaks in the DOS associated to saddle points in the band
structure.
In this work, we only consider chemically unsaturated edges, i.e., we
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Table 3.1: Hopping amplitudes ti (in eV) entering in the TB Hamiltonian
Eq. (3.1), as obtained in [27]. d denotes the distance between the lattice
sites on which the interacting orbitals are centered. Nc is the corresponding
coordination number. The hoppings are schematically shown in Fig. 3.2.
i ti(eV) d(A˚) Nc i ti(eV) d(A˚) Nc i ti(eV) d(A˚) Nc
1 -2.09 2.89 1 6 0.21 4.12 1 11 -0.06 4.12 2
2 0.47 2.89 2 7 0.08 2.89 2 12 -0.06 5.03 1
3 0.18 4.12 4 8 -0.07 5.03 2 13 -0.03 6.50 2
4 -0.50 4.12 1 9 0.07 6.50 2 14 -0.04 8.24 1
5 -0.11 6.50 2 10 0.07 6.50 2 15 -0.03 8.24 1
do not take edge chemistry into account. Attaching different atoms to the
edge could significantly alter the electronic structure around the Fermi level
[36].
To check whether our bulk TB model agrees with ab initio calculations
also for finite ribbons, we performed first-principles calculations on the elec-
tronic structure of antimony nanoribbons, including SOC, using the Vienna
ab initio simulation package (VASP) [37, 38]. Electron exchange and corre-
lation interactions were described using the Perdew-Burke-Ernzerhof (PBE)
pseudopotentials within the projector augmented-wave method [39]. The
Brillouin zone sampling was done using a 35*1*1 Monkhorst-Pack grid for
static calculation. The atomic structure of the nanoribbons are obtained
from the 2D nanosheet without structure relaxation, and the vacuum region
between two adjacent images is set to be 100 A˚. The results are shown in
Fig. 3.4, in comparison to tight-binding calculations. We can see that the
agreement between the two methods is reasonable. Apart from some slight
shifts in energies, the contours of the conduction band minimum (CBM),
valence band maximum (VBM) and edge states in the TB model are very
similar to the DFT result. We notice that previous first-principles calcu-
lations for narrow nanoribbons, of up to ∼3.4 nm, predicted a direct band
gap for zigzag termination [31], which is also in agreement with our own
TB calculations. By systematically studying the evolution of the bandgap
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Figure 3.3: Band structure, DOS and transmission for (a) an armchair
ribbon of width 41 nm and (b) a zigzag ribbon of width 36 nm. The
conduction and valence band edges are indicated with black crosses, the
edge band maxima are orange and the edge band minima are blue. The
midgap bands correspond to edge states.
with nanoribbon size, we conclude that the two secondary CBMs around
k = ±0.63 piW get closer to the the CBM at k = 0 for increasing size. For a
ribbon width of 175 nm, the difference between their energy values is only
on the order of 10−5 eV.
The midgap states are highly localized at the edges, as can be seen in
Fig. 3.5. For zero bias, each k presents two degenerate states with opposite
spin in opposite sides of the ribbon. Since time-reversal symmetry must be
preserved, the spin polarization of one edge associated with one state of a
given wave-vector k, is compensated by the opposite spin polarization of
the degenerate state with momentum −k.
In the following, we calculate the electronic transmission T (E) in the
scattering-free limit, which is obtained by counting modes (Eq. 2.24). The
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Table 3.2: Effective masses for antimonene nanoribbons.
edge m∗e (m0) m∗h (m0)
armchair 0.2 0.13
zigzag 0.13 0.09
results for each termination are shown in Fig. 3.3 (solid orange lines),
together with the DOS (solid black lines).
The main difference between the transmission in zigzag and armchair
nanoribbons occurs for energies within the bulk bandgap. At these ener-
gies T (E) is dominated by edge states which, as we have seen, are different
for zigzag and armchair terminations. As the ribbon width increases, the
transmission function corresponding to the bulk states increases, accompa-
nied by a reduction of the energy gap, while the transmission of the edge
states remains the same.
We have further calculated the effective mass of electrons m∗e and holes
m∗h from the nanoribbon band structure (table 3.2). Electrons are heavier
than holes for both edge terminations. We also find that carriers in zigzag
nanoribbons are expected to have lower effective masses than in armchair
nanoribbons. These results can be useful for calculations based on low
energy k · p analytical models.
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Figure 3.4: Comparison of the band structure of nanoribbons as obtained
from tight-binding and DFT methods: (a) a 2.3 nm width ribbon with arm-
chair termination, and (b) a 2.9 nm width ribbon with zigzag termination.
Orange corresponds to TB method and black to DFT calculations.
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Figure 3.5: LDOS of edge states at k = pi2W for (a) an armchair ribbon
of width 20 nm and (b) a zigzag ribbon of width 18 nm. The orange and
blue lines correspond to spin up and down, respectively. Notice that these
states are degenerate with the corresponding states for k = − pi2W , which
have opposite spin.
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3.3 Out-of-plane bias
Application of external gate voltages is a powerful tool to control and tune
the electronic and optical properties of layered 2D materials [40]. In this
section we study the effect of a perpendicular bias voltage on antimonene.
Since monolayer Sb is buckled, the application of an electric field perpendic-
ular to the sample leads to a potential difference between atoms in different
planes. Therefore we introduce an out-of-plane bias ∆VP (without consid-
ering screening) by setting the on-site potential on the two sublattices in
Hamiltonian (3.1) to different values:
miσ = ∆VP × zi, (3.2)
where zi is the z-coordinate of site i in the buckled structure, which is plus
or minus 0.82 A˚ on sublattice A or B, respectively. Our results for the zigzag
and armchair nanoribbon band structure, with the corresponding DOS and
electronic transmission, are given in Fig. 3.6. First, we notice that for
both types of ribbon, we obtain a bandgap widening under the application
of the electric field. The evolution with the applied bias of the valence
and conduction bands, as well as the edge states, are shown in Fig. 3.7.
Opening of the bandgap with electric field was also predicted for single-layer
black phosphorus [41]. Interestingly, application of a bias voltage breaks
inversion symmetry (sublattices A and B are no longer equivalent). This,
together with the strong spin-orbit coupling leads, due to the Rashba effect,
to splitting of the edge states, and of the valence and conduction bands.
Notice that, because of the latter, the zigzag ribbon band gap becomes
indirect when a bias is applied (see insets of Fig. 3.6 for a close-up of
the valence band edge). Application of a perpendicular bias field opens,
therefore, the possibility to dynamically tune the Rashba energy [42], or
to study unconventional transport properties associated with entanglement
between spin and charge degrees of freedom [43].
The local distribution of the eigenstates can be investigated by calcu-
lating the Local Density of States (LDOS) [44], which is the probability
amplitude as a function of location, in the transverse direction of the rib-
bon. Our results for the LDOS corresponding to the valence band are
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Figure 3.6: Top: band structure, DOS and transmission with ∆VP = 3.04
V/nm for (a) an armchair ribbon of width 41 nm and (b) a zigzag ribbon
of width 36 nm. Insets: close up of the edge of the valence band, with blue
crosses to indicate the maxima.
shown in Fig. 3.8. First, we notice that in the absence of a bias field, the
maximum of the valence band is doubly degenerate (due to spin). The local
distribution of the VB states is maximum at the center of the ribbon, and
decays as we approach the ribbon edges (panels (a) and (b)). The situa-
tion is different when an out-of-plane electric field is applied: as discussed
above, due to Rashba coupling the edge of the VB is split into two maxima
around Γ (see insets of Fig. 3.6) and the spin degeneracy is broken. The
consequence of this on the LDOS is seen in Fig. 3.8 (c) and (d). The states
corresponding to the left maximum (panel (c)) present a major contribu-
tion of spin down (up) at the left (right) side of the center of the ribbon.
Of course, since time-reversal symmetry must be conserved, the opposite
happens for the states associated with the right VBM (panel (d)).
For the armchair ribbon, for nonzero out-of-plane bias, the two lower
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Figure 3.7: Band edges as function of ∆VP for an armchair ribbon of
width 41 nm (left) and a zigzag ribbon of width 36 nm (right). Black lines
correspond to the conduction and valence band edges, and orange (blue)
corresponds to the maxima (minima) of the edge states, corresponding to
the crosses in Figure 3.3.
midgap bands move down and the two upper bands move up. For the
zigzag case, however, the two midgap bands that were originally doubly
degenerate, split into two pairs of non-degenerate bands. The edge states
on one side of the ribbon move up in energy, while the states on the other
side move down. This is due to the fact that the sites on one edge of
the ribbon have z-coordinate of +0.82 A˚ and on the other edge −0.82 A˚,
because of the buckled structure.
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Figure 3.8: LDOS of the valence band maxima for an armchair ribbon of
width 20 nm, under out-of-plane bias. The orange and blue lines correspond
to spin up and down, respectively.
3.4 In-plane transverse bias
Another way to tune the band structure is by applying an in-plane electric
field. This way, we create a transverse bias potential along the ribbon.
To account for a transverse bias ∆VT , we set in the Hamiltonian (3.1) the
on-site energy to
miσ = ∆VT × xi, (3.3)
where xi is the coordinate of site i in the transverse direction. Our results
for two different values of bias field are given in Fig. 3.9. First, we observe a
band gap reduction for both types of edge termination. The evolution of the
valence and conduction band edges, as well as the position of the extrema
of the edge states, are shown in Fig. 3.10. Notice that the colored lines,
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corresponding to the edge states, are cut when such states can no longer
be distinguished from the conduction or valence band states in the band
structure. Similar to the case of an out-of-plane field, inversion symmetry
is broken along the ribbon, and the edge states are split (see insets of Fig.
3.9).
The main difference with respect to the case of out-of-plane bias is that
the edges of the valence and conduction bands correspond to states that
are located at the edges of the ribbon. This is clearly seen in the LDOS
calculations (Fig. 3.11). While the states that form the valence band edge
are placed at the right edge (see Fig. 3.11 (a) and (b)), the conduction
band edge is located at the left edge of the ribbon, as can be seen in Fig.
3.11 (c) and (d).
As the sites on the edges gain an on-site potential ±∆VT W2 , the edge
states on one side of the ribbon move up in energy, while on the other side
they move down. Otherwise, the shape of the edge states stays the same.
These results are similar to those obtained for a black phosphorus
nanoribbon in the presence of a transverse electric field [30]. The local
separation between the conduction and valence bands states can be quanti-
fied by calculating the polarization [7] P = e
∑
miσ ric
†
miσcmiσ, which yields
〈P 〉VBM = 5.61e nm and 〈P 〉CBM = −7.25e nm for this configuration.
Moreover, applying a transverse bias causes the valence band to split,
lifting the degeneracy of the predominantly spin up and spin down states
at the VBM. This is due to the fact that Rashba coupling is also present in
this case (see insets in Fig. 3.9), which leads to different spin polarization
of the two extrema of the valence band, represented by different color of
the two VBM (panels (a) and (b) of Fig. 3.11). The armchair CBM also
becomes spin-polarized. For the zigzag case, and for ribbons with W < 62
nm, the CBM is at k = 0, where there is no spin-polarization.
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Figure 3.9: Top: band structure, DOS and transmission for (a) an armchair
ribbon of width 41 nm with ∆VP = 2.43 V/nm; (b) a zigzag ribbon of width
36 nm with ∆VP = 2.43 V/nm; (c) an armchair ribbon of width 41 nm with
∆VP = 7.29 V/nm and (d) a zigzag ribbon of width 36 nm with ∆VP = 7.29
V/nm. Insets: close up of the edge of the valence band.
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Figure 3.10: Band edges as function of VT for (a) an armchair ribbon of
width 41 nm and (b) a zigzag ribbon of width 36 nm. Black lines correspond
to the conduction and valence band edges, and orange (blue) corresponds
to the maxima (minima) of the edge states. The curves corresponding to
edge states are cut when such states can no longer be distinguished from
the conduction or valence band states in the band structure.
In-plane transverse bias 35
L
D
O
S
(a
u
)
(a) left VBM, ∆VT = 1.82 V/nm (b) right VBM, ∆VT = 1.82 V/nm
-10 -5 0 5 10
x (nm)
L
D
O
S
(a
u
)
(c) left CBM, ∆VT = 1.82 V/nm
-10 -5 0 5 10
x (nm)
(d) right CBM, ∆VT = 1.82 V/nm
Figure 3.11: LDOS of the valence band maxima for an armchair ribbon of
width 20 nm, under transverse bias. The orange and blue lines correspond
to spin up and down, respectively.
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3.5 Conclusion
In summary, we have studied the electronic properties of antimonene
nanoribbons, in the presence of out-of-plane and in-plane electric fields,
using a tight-binding model. We have shown that there is good agree-
ment between ab initio results and the tight-binding model. Our calcula-
tions show that antimonene nanoribbons are semiconducting in their bulk,
i.e., not taking edge states into account. We have found that, contrary to
phosphorene, both kinds of termination, zigzag and armchair, present edge
states inside the gap. Under the application of external bias fields, we have
demonstrated that the gap can be enhanced by applying an out-of-plane
bias. Under a transverse in-plane electric field, the gap decreases. Fur-
thermore, a transverse bias leads to spatial separation between the states
forming the edges of the valence and conduction bands. Both types of
bias cause valence band splitting, due to Rashba coupling induced by lack
of inversion symmetry. Such splitting is accompanied by a different spin
polarization of the two mini-valleys at both sides of Γ point.
Chapter 4
Tuning 2D hyperbolic plasmons in
black phosphorus
Black phosphorus presents a very anisotropic crystal structure, making
it a potential candidate for hyperbolic plasmonics, characterized by a
permittivity tensor where one of the principal components is metallic
and the other dielectric. Here we demonstrate that atomically thin black
phosphorus can be engineered to be a hyperbolic material operating in
a broad range of the electromagnetic spectrum from the entire visible
spectrum to ultraviolet. With the introduction of an optical gain, a new
hyperbolic region emerges in the infrared. The character of this hyperbolic
plasmon depends on the interplay between gain and loss along the two
crystalline directions.
This chapter is published as: E. van Veen, A. Nemilentsau, A. Kumar,
R. Rolda´n, M.I. Katsnelson, T. Low, S. Yuan, “Tuning Two-Dimensional
Hyperbolic Plasmons in Black Phosphorus,” Physical Review Applied
12(1), 014011 (2019).
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4.1 Introduction
Semiconducting two dimensional (2D) crystals are excellent platforms for
tuneable optoelectronics, thanks to their remarkable response to external
electrical and mechanical stimuli [45, 13]. In particular, atomically thin
black phosphorus [46, 47, 48, 49] (BP) has shown extraordinary tuneability
of its optical and electronic properties by several methods [40], like electro-
static gating [50, 51, 52, 53, 54], chemical functionalization [55], quantum
confinement (number of layers) [56], external strain [57] or high pressure
[58, 59]. This allows the control of light-matter interaction in these mate-
rials, in particular the dispersion of collective polaritonic excitations [60].
Apart from being a highly tuneable optoelectronic crystal, the lattice
structure of BP is very anisotropic [45, 61]. The in-plane anisotropy im-
plies optical birefringence, of which the extreme limit would be hyperbol-
icity, where the permittivity tensor has principal components of opposite
sign [62, 63, 64, 65]. Recently, in-plane hyperbolicity was implemented
experimentally in the GHz frequency range using a metallic metasurface
[66]. Moreover, in-plane hyperbolicity in natural van der Waals material
α-MoO3 was reported and existence of hyperbolic surface polaritons was
experimentally verified [67, 68]. The strong anisotropy of BP suggests it
has potential as a natural hyperbolic material, offering new possibilities
for actively manipulating polaritons in 2D, such as directional plasmons,
light emitters, superlensing effects, [65, 69] etc. In this chapter, we demon-
strate that atomically thin BP can be tuned to become hyperbolic in a
broad spectral range from the entire visible spectrum to the ultraviolet,
using electrostatic tuning, strain or thickness. In addition, the presence of
a bandgap in excess of the optical phonon energy enables using BP as a
possible 2D semiconductor gain medium [70, 71]. With the introduction of
population inversion, we show that optical gain results in a new hyperbolic
region in the infrared. Finally, we study the behavior of plasmons in both
of these hyperbolic regions.
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4.2 Optical Conductivity and Band Model
We describe BP by means of a pz-orbitals tight-binding model fitted to ab
initio GW methods [72, 73], using the Hamiltonian:
H =
∑
i 6=j
tijc
†
icj +
∑
i 6=j
tp,ijc
†
icj . (4.1)
Ten intra-layer tij and five inter-layer tp,ij hopping terms are considered
in the model. The obtained band structure corresponds to an anisotropic
direct band gap semiconductor, with the gap at the Γ point of the Brillouin
zone.
The model can be straightforwardly extended to incorporate electro-
static fields. (Eq. 2.4). Strain (Eq. 2.3) can be incorporated using the
dimensionless local electron-phonon coupling β ≈ 4.5 because this value
was proven to give a matching between ab initio and tight-binding calcula-
tions for the direct-to-indirect bandgap transition under uniaxial strain [74].
The mechanical properties of BP are highly anisotropic, with the zigzag di-
rection being about four times stiffer than the armchair direction [75, 57].
Therefore we use uniaxial strain along the armchair direction for our cal-
culations, accounted for by the strain tensor AC = yydiag(ν
AC
z , 1,−νACz ),
where the Poisson ratios ν are estimated to be νACx ≈ 0.2, and νACz ≈ 0.2
[75]. We note the importance to consider the out-of-plane Poisson ratio νz
in our calculations, that accounts for the widening (flattening) of the lattice
under compressive (tensile) strain.
The optical conductivity in the zigzag (σxx) and armchair (σyy) direc-
tions is given by the Kubo formula (Eq. 2.8). In that equation, we can
replace the Fermi distribution f(E) with a quasi-equilibrium distribution
nF (E,∆µ) to introduce population inversion, which will produce optical
gain [76, 77]:
nF (E,∆µ) = θ(E)f(E +
Eg
2
+ ∆µ) + θ(−E)f(E − Eg
2
−∆µ), (4.2)
where Eg is the band gap and ∆µ is the photo-doping value.
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Figure 4.1: (a) The imaginary part of the optical conductivity of bilayer
black phosphorus in units of σ0 =
pie2
2h , showing a hyperbolic region (shaded)
where Im(σxx)× Im(σyy) < 0, starting at ω = 2.8 eV. (b) The real part of
the conductivity corresponding to (a). The dashed lines show a fit of the
conductivity around the second peak, using the Fano model as described
in the text, with resonance width Γres = 0.1 eV, Fano parameter qF =
1.5 eV−1 and n = 3. (c) The corresponding band structure, with optical
excitations indicated in red, causing the two optical peaks at ω = 1.2 eV
and ω = 2.6 eV.
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4.3 Hyperbolic Regions
We first define the condition for hyperbolicity. We note that the real part
of the dielectric permittivity is proportional to Im(σ), a consequence of
current continuity. Then, a hyperbolic region appears when
Im(σxx(ω))× Im(σyy(ω)) < 0. (4.3)
On the other hand, Re(σ), is directly proportional to the optical absorption
of the free-standing 2D layer. For pristine bilayer BP, the optical conduc-
tivity components are plotted in Fig. 4.1. The first thing we observe is that
the peculiar puckered structure of BP leads to a strong linear dichroism,
i.e., a large difference in optical conductivity for incident polarized light
along armchair and zigzag directions [78]. For a bilayer sample, its optical
absorption revealed two sharp peaks along the armchair direction, due to
the two interband excitations indicated in red in the band structure. These
resonant-like features, for light polarized along the armchair direction, has
also been observed experimentally [79]. On the contrary, light polarized
along the zigzag direction shows a featureless monotonically increasing op-
tical absorption instead. Whereas Im(σxx) is negative throughout the spec-
trum, Im(σyy) goes from negative to positive around ωh = 2.8 eV, which
results in a hyperbolic region starting at that frequency.
The sign change in Im(σyy) along the armchair direction is key to the
appearance of the hyperbolic region as indicated in Fig. 4.1. This can
be traced to the resonant-like feature in the optical absorption Re(σyy) at
ωres = 2.6 eV. The spectral shape of Re(σyy) can be described by a Fano
resonance curve
σF,yy ∼ (qFΓres/2 + ω − ωres)
2
(Γres/2)2 + (ω − ωres)2 (4.4)
and setting σF,xx ∼ ωn. A fit of these curves to the region around the second
peak in the optical conductivity of bilayer BP is shown by the dashed lines
in Fig. 4.1. Its Kramers-Kronig pair, which correponds to Im(σyy), reveals
a sign change after ωres. Hence, we can attribute the origin of hyperbolicity
to the strong and anisotropic resonant-like interband transitions.
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Figure 4.2: The hyperbolic region (indicated in black lines) for different
tuning parameters. The visual spectrum is indicated in color.
Since the origin of the hyperbolicity is related to the strong resonant-
like anisotropic interband absorption between the largest conduction and
valence subband indices, one expects that the spectral range of hyperbolic-
ity can be tuned with band structure engineering. Indeed, the onset of the
hyperbolic region ωh can be tuned with the number of layers, strain, bias
and doping (Fig. 4.2). Under compressive strain (Fig. 4.3(cd)) the band
gap of bilayer black phosphorus becomes smaller. As a result, the optical
peaks shift to lower frequencies and ωh goes down. The introduction of bias
breaks the mirror symmetry in the z-direction, which allows for new hybrid
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transitions [79], as indicated in the band structure (Fig. 4.3(ef)). Moreover,
the bands closest to the Fermi energy get pulled closer together, but the
next pair of bands get pushed away from one another. This causes the
hyperbolic region to go up at first, and then move to lower frequencies as
the new peak in the middle gains amplitude. Moreover, ωh goes up for an
increasing number of layers, because extra layers add peaks to the optical
conductivity in the armchair direction, and the hyperbolic region appears
after the last peak. Finally, for increased doping, ωh moves further up, as
the first peak becomes less prominent due to Pauli blocking.
If we introduce population inversion (Eq. 4.2, Fig. 4.4), however, the
situation becomes qualitatively different: a new hyperbolic region appears
in the infrared range. Here, we assume that the quasi-Fermi levels are
equal for electrons and holes, and that the electron and hole baths can
be described by a common temperature (see Fig. 4.4(c)). Optical pump-
ing [80, 81], where electrons and holes are generated in pairs, in a charge
neutral system with particle-hole symmetry, would fit such scenario. The
optical gain causes Re(σyy) to become negative. The spectral window where
Re(σyy) < 0 roughly coincides with Eg < ω < Eg + 2∆µ, where there opti-
cal transitions between the population inverted electron and hole bands are
allowed. In the region up to ω = 1.27 eV, we find that Im(σyy) > 0. In the
zigzag direction, the real part of the conductivity also flips sign between
Eg < ω < Eg + 2∆µ. The imaginary part in this direction, on the other
hand, remains negative throughout the entire frequency range, causing a
new hyperbolic region in the infrared.
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Figure 4.3: The optical conductivity and band structure of bilayer black
phosphorus (ab) without strain or bias; (cd) with strain yy = −5%; (ef)
with a bias of 2.6 V/nm. Optical excitations are indicated in red.
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Figure 4.4: (a) The optical conductivity of bilayer black phosphorus with
photo-doping ∆µ = 0.5 eV. (b) A close-up of the region where Re(σyy) <
0, showing a new hyperbolic region (shaded) for ω < 1.27 eV. (c) The
corresponding band structure around the Γ-point, with the population-
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4.4 Hyperbolic Plasmons.
Finally, let us consider characteristics of plasmons that can be supported by
a hyperbolic material. We assume that the plasmon propagates at an angle
χ with respect to the x-axis, where the plasmon wavector takes the form
q = qxex + qyey + iezγ, where qx = q‖ cosχ, qy = q‖ sinχ, q‖ =
√
q2x + q
2
y .
The dispersion relation for the hyperbolic plasmon takes the form [65, 63]
q2‖ = γ
2 + k20, (4.5)
where
γ =
ik0
2σqq
[(
2
η0
+
η0
2
σxxσyy
)
+
√(
2
η0
+
η0
2
σxxσyy
)2
− 4σqqσ⊥⊥
 , (4.6)
k20 = ω
2µ0ε0, η0 =
√
µ0
ε0
is the impedance of free space, and
σqq(χ) = σxx cos
2 χ+ σyy sin
2 χ, (4.7)
σ⊥⊥(χ) = σxx sin2 χ+ σyy cos2 χ. (4.8)
The iso-frequency contours (ω(qx, qy) = constant), calculated using Eq.
(4.5), are presented in Fig. 4.5. We consider the cases of BP with gain
(σxx = (0.07 − i6.4) × 10−2σ0, σyy = (−0.03 + i0.60)σ0) and BP under
strain (σxx = (0.20 − i0.31)σ0, σyy = (0.20 + i0.54)σ0). It can be seen
from Figs. 4.5(a,b) that only in the case of BP with gain the iso-frequency
contour resembles a hyperbola with the asymptotes defined as
tanχ0 =
√∣∣∣∣ Im(σxx)Im(σyy)
∣∣∣∣. (4.9)
For BP under strain, the iso-frequency contour resembles a figure eight
shape, even though the hyperbolicity condition (4.3) is met.
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This behavior stems from the fact that the hyperbolic shape of the iso-
frequency contour is related to the poles of the denominator in Eq. (4.6),
defined by zeros of σqq (i.e. when σqq → 0, then |γ| → ∞ and |q‖| → ∞).
In particular, it is straightforward to demonstrate that in the case of a
purely imaginary conducitivity tensor (i.e. no losses or gain) the condition
σqq = 0 leads to Eq. (4.9) for hyperbola asymptotes.
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Figure 4.5: Iso-frequency contours and figures of merit for hyperbolic ma-
terials with gain (∆µ = 0.5 eV) and strain (yy = −5%), calculated using
Eq. (4.5). The hyperbola asymptotes (orange dashed lines) are defined
using Eq. (4.9).
If the components of the conductivity tensor are both lossy
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(Re(σxx,yy) > 0) or both have gain (Re(σxx,yy) < 0), the module of the
conductivity, |σqq|, is never zero. In fact, for the hyperbola asymptote an-
gle χ0, |σqq(χ0)| = |Re(σxx)| cos2 χ0 + |Re(σyy)| sin2 χ0. Thus, |σqq(χ0)|
increases with the increase of |Re(σxx,yy)| both for the lossy material and
the material with gain. This leads to the decrease of q‖(χ0) and, eventually,
destroys hyperbolicity when either losses or gain are too high. For example,
this is the case in BP with strain presented in Figs. 4.5(b,d). The high
losses of the material in the hyperbolic regime lead to the hyperbola fold-
ing into a figure eight shape iso-frequency contour. Moreover, the plasmons
itself are very lossy in this case as is quantified by ratio Req‖/Imq‖ in Fig.
4.5d.
The case where one of the components of the conductivity tensor is lossy
(Re(σxx) > 0, while the other has gain (Re(σyy) < 0), requires separate
consideration. In this case, σqq(χ0) = |Re(σxx)| cos2 χ0 − |Re(σyy)| sin2 χ0.
When both the losses and the gain are small, then |σqq(χ0)| is small as well
which allows for the iso-frequency contour to preserve the hyperbolic shape,
as is the case for BP with gain presented in Fig. 4.5(a,c). This is, however,
a rather trivial case which can be observed in pure lossy materials when
the losses are small [65]. A non-trivial property of a material with gain
is that σqq = 0, when tanχ0 =
√|Re(σxx)| / |Re(σyy)|. That condition,
together with Eq. (4.9), indicates that the iso-frequency contour preserves
its hyperbolic shape for arbitrary large losses and gain, as long as the
following holds true,
σxx = −σyy tanχ0. (4.10)
This criterion can be verified through its iso-frequencies contours. To
illustrate this, we choose BP under strain, and assume that a gain was
added to the y-component of the BP conductivity, with the gain values
(Re(σyy)) indicated in the legend of Fig. 4.6. Due to high losses, the
iso-frequency contour of BP under strain does not resemble a hyperbola.
Countering the high losses with high gain is not beneficial for restoring the
hyperbolic plasmons (see Fig. 4.6(a)) as this leads to a high magnitude of
σqq. However, we can recover the hyperbolic mode by matching σxx to σyy
using Eq. (4.10), as can be see from Fig. 4.6(b) (Re(σyy) = −0.33σ0). A
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Figure 4.6: Iso-frequency contours for hyperbolic materials with different
values of gain. σxx = 0.20 − i0.31σ0, σyy = Re(σyy) + i0.54σ0. Re(σyy) is
indicated in the legend on the panels (a), (b).
further decrease of gain breaks the resonance condition (4.10) and leads to
distortion of the hyperbola (−0.16σ0 and −0.016σ0 in Fig. 4.6(b)).
4.5 Conclusion
In conclusion, we showed how black phosphorus can be made hyperbolic
across a broad spectral range, in particular in the visible wavelengths. We
have shown how the spectral location of these hyperbolic regions can be
tuned via electrostatic bias and strain. We also studied the influence of
optical gain on the hyperbolic plasmons and showed the appearance of a
new hyperbolic region in the infrared. The ease with which these plasmons
can be tuned opens up new opportunities for 2D nanophotonics.
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Chapter 5
Quantum transport in Sierpinski
carpets
Recent progress in the design and fabrication of artificial 2D materials
paves the way for the experiments on electron systems moving on complex
geometries, such as plane fractals. In this chapter, we calculate the
quantum conductance of a 2D electron gas roaming on a Sierpinski carpet
– a plane fractal with Hausdorff dimension intermediate between one
and two. We find that the fluctuations of the quantum conductance as
a function of energy are a fractal graph. Its dimension can be chosen
by changing the geometry of the Sierpinski carpet. This behavior is
independent of the underlying lattice geometry.
This chapter is published as: E. van Veen, S. Yuan, M.I. Katsnel-
son, M. Polini, A. Tomadin “Quantum transport in Sierpinski carpets,”
Physical Review B 93, 115428 (2016).
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5.1 Introduction
Recently a variety of experimental protocols have become available, that
can be used to create artificial 2D lattices for electrons, atoms, and photons.
For example, schemes for creating artificial hexagonal lattices [82] allowed
to observe a wealth of interesting phenomena, such as Mott-Hubbard split
bands [83], massless Dirac fermion behavior modified by pseudo-electric and
pseudo-magnetic fields [84], and photonic Floquet topological insulating
states [85]. In the case of ultracold atomic gases loaded in hexagonal optical
lattices, recent progress has even led to an experimental study [86] of the
Haldane model [87].
More generally, in the context of solid-state implementations, a com-
bination of e-beam nanolithography, etching, and metallic gate deposi-
tion [88, 89, 90, 91, 92, 93, 94] can yield high-quality 2D patterns with
arbitrary, non-periodic shape in semiconductor heterostructures (such as
GaAs/AlGaAs) hosting ultra-high mobility 2D electron gases (EGs). Ul-
timately, these procedures yield an external potential landscape with the
desired geometry that acts as a potential well to trap electrons. Synthetic
solid-state quantum materials can also be created by utilizing scanning
probe methods [84].
Most notably, recently a Sierpinski gasket was made on the nanometer
scale by controlled positioning of CO molecules on a copper surface using
scanning tunneling microscopy [95].
Another way to improve spatial resolution is by using bottom-up
nanofabrication methods such as nanocrystal self-assembly [96]. Both the
local electronic structure [97] and the geometry of the system [98] can be
designed by careful choices of precursor molecules and reaction parameters.
In particular, usage of building blocks with chiral bondings on a substrate
with a compatible symmetry allowed the assembly of molecular Sierpinski
gasket (SG) fractals [98]. These experimental achievements motivate the
theoretical investigation of complex 2D structures, with the aim of discov-
ering novel transport and optical features which could enable or improve
technological applications.
In this chapter, we present a theoretical study of the transport prop-
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erties of a 2D electron gas (2DEG) in a Sierpinski carpet (SC), which is a
2D self-similar structure [99]. Macroscopically, the self-similarity of the SC
is quantified by the fact that its Hausdorff dimension [99] dH (i.e. a gener-
alization of the topological dimension) is between one (a line) and two (a
plane), which makes the SC a fractal [100]. By varying the parameters N
and L of the geometrical construction of the fractal, a family of SCs with
different dimensions can be generated. At a microscopic level, any physical
realization of a 2DEG in a SC will involve electrons hopping on a lat-
tice. Here, we have considered three different underlying lattice structures,
i.e. triangular, square, and hexagonal lattices. The latter case is particu-
larly relevant, since it models a top-down nanofabricated SC obtained by
etching a graphene sheet.
Contrary to electrons hopping on Bloch translationally-invariant lat-
tices, the SC hosts both extended and localized electronic states in nar-
row energy ranges. Phase-coherent electronic transport through the SC,
thus, depends on the carrier energy and on the geometric matching be-
tween lead positions and profiles of the extended electronic states, depend-
ing on the lead positions and their widths, and displays fractal fluctua-
tions [101, 102, 103, 104, 105] as a function of energy, in the absence of a
magnetic field. We will also find that extended states, which are responsible
for large conductance values, are quite robust to elastic disorder.
Whereas the vast majority of the literature on fractal conductance fluc-
tuations (CFs) considers geometrically simple structures such as billiards,
here we find that, in a SC, the fractal dimension of the sample determines
the fractal dimension of the CFs.
While brownian motion and the heat diffusion equation on fractal ge-
ometries have been extensively studied in the literature [106, 107, 108], the
transport properties of electrons roaming on such complicated geometri-
cal structures have comparatively received less attention. More precisely,
some analytical [109, 110] and numerical [111, 112, 113, 114] studies of the
conductance of electrons in Sierpinski fractals have appeared in the liter-
ature. We stress that the problem of quantum particles moving in a SC
is very different from that of a quantum particle displaying a self-similar
spectrum. Such problems are very well studied in physics, a paradigmatic
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example being that of the Hofstadter butterfly spectrum [115] displayed by
an electron moving in 2D under the combined effect of a periodic potential
and a perpendicular magnetic field. Finally, we are not interested in the
statistical distribution of eigenvalues and the nature of the corresponding
eigenstates of electrons in plane fractals, which have been studied in de-
tail [116, 117, 118, 119, 120]. Rather, our aim is to unveil fundamental dc
transport characteristics, which can be measured in artificially-fabricated
SCs with current technology.
5.2 Method
We model a 2DEG in a SC by means of a single-orbital tight-binding Hamil-
tonian:
H = −t
∑
〈i,j〉,σ
c†i,σcj,σ. (5.1)
This Hamiltonian describes electrons with spin σ =↑, ↓ hopping between the
nearest-neighbor sites 〈i, j〉 of a SC. Nanopattering a SC on the surface of a
semiconductor hosting a high mobility 2DEG is expected [83, 88, 89] to yield
t of the order of a few meV, while protocols based on STM manipulation [84]
are expected to yield t ∼ 100 meV. For the sake of simplicity, we ignore
magnetic fields and electron-electron interactions, which are expected to
lead to very interesting quantitative and qualitative effects. Conductance
and wave function calculations are performed using kwant [6].
5.3 Fractal geometry
Fractals are made using an iterative process. We can either take a top-down
approach (which corresponds to using etching techniques) or a bottom-up
approach (corresponding to for example self-assembly). Taking the bottom-
up approach, to make a standard SC, a previous iteration is copied N = 8
times to make a next iteration that is L = 3 times wider (Fig. 5.2). The
Hausdorff dimension is then given by dH = logLN . It describes the scaling
behavior of the fractal, and gives a measure of how space-filling it is.
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Each discretized SC is characterized by the iteration step I, its underly-
ing lattice structure (square, triangular, or hexagonal), the lattice constant
a, and either its total width in unit cells W (in the case of top-down con-
struction – see Fig. 5.1) or the size of its starting square S (in the case of
bottom-up construction – see Fig. 5.2). For the square lattice SC, these
last two numbers are related with W = S × 3I .
For comparison, we will also consider fractals other than the SC, namely
the Sierpinski gasket (SG) and Vicsek fractals [117, 121], as shown in
Fig. 5.2. For the standard carpet dH ≈ 1.89, for the gasket dH ≈ 1.58
and for the Vicsek fractal dH ≈ 1.46.
Fig. 5.3 shows the different lead configurations. The leads always have
the same width as the starting cell S, or on the top-down case, the same
width as the narrowest channel in the scattering region itself.
Fig. 5.4 shows how to generate SCs with different dimensions. Panel
(a) corresponds to N = 8 and L = 3 with dimension dH ≈ 1.89. (b)
corresponds to N = 12 and L = 4 with dimension dH ≈ 1.79.
We have calculated the energy dependence of the two-terminal con-
ductance G(E) of the tight-binding model (5.1) for a configuration with
centered leads and with diagonal leads. We first focus on the simplest case
of the square lattice SC. Then we present results on the triangular and
hexagonal lattices, and finally we move on to the SG and Vicsek fractal.
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(a) W
I = 0 I = 1 I = 2
(b)
square triangular hexagonal
Figure 5.1: (a) Top-down construction of a SC. The black squares represent
regions that are removed from the white sample at iteration I = 0. At the
I-th iteration we remove N copies of the regions removed at the (I − 1)-th
iteration, after scaling them down in linear size by a factor L (here N = 8
and L = 3). For a number of iterations I  1 we obtain an approximation
of the SC. (b) The square, triangular and hexagonal underlying lattices
considered in this chapter. The width of the sample is W unit cells.
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Figure 5.2: (a) Bottom-up construction of a SC with base size S = 2.
(b) Iteration I = 3 of the Sierpinski gasket with base size S = 3 and (c)
iteration I = 3 of the Vicsek fractal with base size S = 1. For each iteration
I, the previous iteration I − 1 is shown in orange; the lattice constant is a.
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(a) (b)
Figure 5.3: SCs with (a) centered and (b) diagonal leads (shown in blue).
(a) (b)
Figure 5.4: Construction of SCs with different Hausdorff dimensions: (a)
dH ≈ 1.89 and (b) dH ≈ 1.79.
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Figure 5.5: density of states of SCs with different underlying lattices for
an SC with N = 8 and L = 3. (a) Square I = 4,W = 162, (b) triangular,
I = 4,W = 284 and (c) hexagonal with I = 4,W = 284.
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5.4 Results
5.4.1 Density of states
For small systems, the density of states is obtained by exactly calculating
the Hamiltonian eigenvalues. For large systems with more than 105 sites,
we use the tight-binding propagation method (Eq. 2.35).
Fig. 5.5 shows the density of states of SCs for different lattice geometries.
Because of the absence of translational invariance, it is not possible to
represent the eigenvalues of the Hamiltonian in terms of a conventional
band structure diagram. A few general observations can still be made on
the spectrum of the Hamiltonian. On the square lattice, the Hamiltonian
is particle-hole symmetric and the spectrum of eigenvalues extends from
−4t to 4t for a bandwidth equal to 8t. The Hamiltonian on the honeycomb
lattice is also particle-hole symmetric, and its eigenvalues range from −3t
to 3t. Notably, the density of states does not display a gap in this case,
but instead a edge state peak at E = 0. This is at odds with the case
of antidot lattices created by piercing a hexagonal lattice with regularly
spaced holes [122], where a gap is opened up in the well-known graphene-
like density of states. On the triangular lattice, eigenenergies range from
−6t to 3t.
5.4.2 Conductance
The quantum conductance G of a square-lattice SC as a function of energy
E is shown in Fig. 5.6. We show an energy range smaller than the whole
bandwidth to distinguish the single peaks in the profile. In an experimental
situation, the energy E is determined by the gate potential. In panel (a)
we clearly see that the two-terminal conductance G(E) is equal to 4e2/h
for E = 0, where a conductive extended state is present [109]. This is
because, with central lead positions, electrons of a given spin injected on
the left side of the SC can reach the right side by following two equivalent
paths, Fig. 5.7(a), each carrying a conductance quantum, without being
backscattered by the inner holes of the SC. On the other hand, as we can
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Figure 5.6: Energy dependence of the conductance G(E) of a square-lattice
SC with N = 8, L = 3, I = 3, and W = 54 for (a) central and (b) diagonal
lead positions.
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Figure 5.7: Three examples of scattering wave functions in the SC at (a)
E=0.02t, (b) E=0.06t and (c) E=0.08t.
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Figure 5.8: An illustration of the box-counting algorithm.
see from Fig. 5.6(b), the SC can be insulating (i.e. G = 0) at the same
energy, when probed with leads in a diagonal configuration, which do not
couple to the conducting state.
5.4.3 Box-counting algorithm
The roughness of the CF graph increases with the iteration step I of the
construction of the SC. As I is increased, finer and finer CFs appear, at
progressively smaller energy scales. This suggests that the CF graph is
actually a fractal, with a dimension larger than its topological dimension
(one). The dimension of the CF graph can be quantified by using a box-
counting (BC) algorithm [103]. This algorithm counts the number N of
squares of size δ, which are necessary to continuously cover the graph of
G(E) (in units of e2/h) rescaled to a unit square (see Fig. 5.8). In general,
points in the plane (logN,− log δ) are expected to fall in three distinct
regions. For large values of δ, the squares are too large to distinguish the
features of the graph and N grows slowly as δ decreases. For very small
values of δ, the squares are so small that they resolve the single points in
the set of data belonging to the CF graph: in this case N is expected to
saturate to the number Ns of points in the energy mesh where G(E) is
evaluated. Finally, there is an intermediate region (usually called “scaling
region”) where scaling is linear in a log-log plot, i.e. where N ∼ δ−d. The
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Figure 5.9: (a) BC algorithm analysis of the conductance fluctuations
for SCs with I = 4, and W = 162, for central (blue, +) and diagonal
(orange, ×) leads. The horizontal dotted lines represent the saturation
value N = Ns, with Ns = 3 × 104. The slope of the dashed line has
been set equal to the Hausdorff dimension dH ≈ 1.89 of the SC. (b) BC
dimension d of the conductance fluctuations for square-lattice SCs with
different dimensions for I = 3, S = 2 (solid markers) and I = 4, S = 2
(outlined markers), for central (blue, +) and diagonal (orange, ×) leads.
The dashed line represents d = dH.
slope d in the scaling region is the BC estimate of the dimension of the CF.
In Fig. 5.9, we show the results of the BC algorithm for the CFs of
a square-lattice SC with N = 8 and L = 3. The analyzed CFs clearly
show a fractal dimension 1 < d < 2 over a scaling region of more than
two orders of magnitude. The fractal nature of the CF graph stems from
the coexistence of extended and localized electron wavefunctions in narrow
energy ranges [101, 103]. We stress that localized electron wavefunctions
emerge in our SC, and even in the much simpler Sierpinski gasket [117] (see
below), in the absence of elastic disorder, because of scattering of electrons
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against the inner holes of the SC. Most importantly, we find that the results
of the BC algorithm are independent of the lead positions. This allows us
to claim that the dimension of the CF graph is an intrinsic property of the
sample geometry.
In Fig. 5.9(b), we show the BC algorithm estimate of the fractal di-
mension d for SCs with different dimensions. BC algorithm analyses for
I = 3 or I = 4, or for different lead configurations, yield values of d which
differ by a few percent. However, d substantially depends on the Hausdorff
dimension dH of the SC. A reasonable conjecture, supported by our numer-
ical results, is that d = dH for I  1. It is remarkable that the analysis
of CFs carries information on the SC geometry, down to very small length
scales. Conversely, these results show that it is possible to fix the fluctu-
ation spectrum of the quantum conductance by choosing an appropriate
SC. This evidence that the fractal dimension of the sample determines the
fractal dimension of the CF graph is the main result of this chapter.
Fig. 5.10 details how the data from the BC algorithm is used to calculate
the BC dimension. Our estimate for the BC dimension is obtained by a
best-fit procedure to the set of points (− log10(δ), log10(N)) given by the
BC algorithm. Here, N is the number of boxes of size δ needed to cover
the graph of a conductance fluctuation curve. We point out that we always
rescale the conductance curves to the unit square [0, 1] × [0, 1] before the
analysis is applied.
The linear fit to the data is performed in an interval centered in the
scaling region. The extent ∆ log10(δ) of the fitting interval is then changed
to provide several different best-fit results. The whole scaling region has
an extent ∆ log10(δ) ' 2.5.
The results presented in Fig. 5.9 correspond to the average of the values
d as the extent of the fitting interval is changed. Panel (a) shows the BC
dimension d as a function of the extent ∆ log10(δ) of the interval where
the linear fit is calculated. Panel (b) shows the relative difference between
the calculated BC dimension d and the expected value dH. In both panels,
orange (blue) data corresponds to N = 8 and L = 3 (N = 12 and L = 4)
with I = 4 and W = 162 (W = 512). The result of the linear fit is very
robust as we change the extent of the fitting interval to cover the entire
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Figure 5.10: Estimation of the fractal dimension from the BC analysis for
square SCs with dH ≈ 1.89 (blue) and dH ≈ 1.79 (orange). The results for
central leads are shown in dashed lines, dotted lines correspond to diagonal
leads. (a) BC dimension d as a function of the extent ∆ log10(δ) of the
interval where the linear fit to the BC data is calculated. The orange (blue)
solid line corresponds to the conjectured value dH = 1.89 (dH = 1.79). (b)
Relative difference between the calculated BC dimension d and the expected
value dH.
scaling region, over more than two orders of magnitude. The estimate of
the dimension obtained with the linear fit matches the expected value dH
(i.e. the dimension of the SC) with an accuracy of a few percent in the
whole scaling region.
In Fig. 5.11, we test the generality of our findings by extending our nu-
merical analysis to SCs with underlying triangular and hexagonal lattices.
From Figs. 5.11(a) and (b) we clearly see that the conductance graphs
of triangular- and hexagonal-lattice SCs are strikingly different from each
other and from the conductance graph of square-lattice SCs. A gap appears
in the conductance spectrum G(E) of the hexagonal-lattice SC, where the
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Figure 5.11: Conductance graphs for a center-lead configuration (a)
hexaconal-lattice SC with N = 8, L = 3, I = 4, and W = 284; (b)
triangular-lattice SC with N = 8, L = 3, I = 4, and W = 284. Also shown,
the corresponding BC algorithm analyses for (c) the hexagonal-lattice SC
and (d) the triangular-lattice SC. Results for both center (blue, +) and
diagonal (orange, ×) leads are shown.
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conductance vanishes entirely. We point out, however, that the correspond-
ing density of states of the hexagonal-lattice SC does not display a gap.
It is remarkable that, despite the different appearances, the conductance
fluctuations in all three cases yield very similar BC algorithm results. In
particular, the estimated BC dimension of triangular- and hexagonal-lattice
SCs is compatible with our conjecture d = dH.
5.4.4 Persistence of conductive states in disordered SCs
Fig. 5.12(a) shows the energy dependence of the conductance G(E) of a
square-lattice SC in the presence of localized elastic disorder. A single-site
vacancy is created along the path of the conductive state shown in Fig.
5.7(a). We see that, despite such a strong, localized disorder source, G(E)
still reaches its maximum value G(E) = 4e2/h at E = 0.
Fig. 5.12(b) shows G(E) in the presence of smooth elastic disorder. The
following potential term has been added to the Hamiltonian:
V =
∑
i,σ
µ(ri)c
†
i,σci,σ . (5.2)
The profile µ(ri), shown in Fig. 5.12(c), varies on a substantial energy scale,
fixed to 20% of the hopping amplitude. When compared to the conductive
bulk path in the absence of disorder, shown in Fig. 5.7, we see that the
profile of the eigenstate is surprisingly robust. More precisely, we notice a
weak hybridization with localized wavefunctions at the corners of the SC,
but the main bulk paths of the unperturbed conductive wavefunction are
clearly visible and connect the left and right side of the SC, where the
leads are located. This explains why the conductance around E = −0.063t
almost reaches its maximum value. We conclude that the conductance of
the 2DEG in a SC is robust with respect to both localized and smooth
elastic disorder.
For a geometry with a smooth disorder potential varying on an energy
scale up to 20% of the hopping amplitude, we have verified that the conduc-
tance fluctuations display a fractal dimension which is comparable to that
in the clean SC and is weakly dependent on the strength of the potential.
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Figure 5.12: (a) Conductance of a square-lattice SC, with a single-site
vacancy with spatial coordinates ri = (10a, 18a). (b) G(E) in the presence
of the smooth elastic potential µ(ri) shown in (c). The colorscale in (c)
varies from −0.1t (blue) to +0.1t (red). (d) conductive eigenstate at energy
E = −0.063t in the presence of the smooth elastic potential.
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Figure 5.13: Energy dependence of the conductance G(E) (in units of e2/h)
for: (a) the Sierpinski gasket with I = 8 and W = 256 and (b) the Vicsek
fractal with I = 6 and W = 1458. The inset in (a) shows a magnification
of the cluster of peaks around E/t ∼ 1.
5.4.5 Other fractals
Finally, to shed further light on the origin of the fractal CFs, we calculate
the quantum conductance of two fractals which do not belong to the family
of SCs. The BC algorithm analysis applied to the CFs of the gasket and
Vicsek fractal as shown in Fig. 5.2(b,c). We see that both geometries
feature fractal CFs, but the difference between d and dH in the case of
the gasket and Vicsek fractal is sizable contrary to the case of a SC. For
increasing I, the box counting dimension of the conductance fluctuations
of the gasket converges to d = 1.22 (dH = 1.58), and for the Vicsek fractal
to d = 1.69 (dH = 1.46). Moreover, the gasket and Vicsek fractals show
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Figure 5.14: BC analysis for (a) a gasket with I = 8 and W = 256 and (b)
a Vicsek fractal with I = 6 and W = 1458. The slope of the dashed line has
been set equal to the Hausdorff dimension of the samples. Results for two
different lead locations are shown with different symbols. (c) Finite-size
scaling of the fractal dimension for the Sierpinski gasket and the Vicsek
fractal. The symbols show the BC dimension d of the gasket (orange) and
Vicsek fractal (blue) as the number I of iterations in the generation of the
fractal is increased. The dashed lines mark the values of the Hausdorff
dimension dH = 1.58 and dH = 1.46 of the gasket and Vicsek fractal,
respectively.
multiple extended regions where the conductance is zero, whereas for the
carpets the conductance fluctuates heavily over the entire energy range,
except around E = 0 for the hexagonal-lattice case.
Fig. 5.13 shows the energy dependence of the conductance G(E) for the
Sierpinski gasket and the Vicsek fractal. For these structures the profile of
the conductance is characterized by many intervals where the conductance
vanishes. This behavior is different from the conductance of the SC, which is
non-zero in a broad energy interval. The intervals of vanishing conductance
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appear to have a self-similar geometry, as suggested by the inset of (a),
where it is seen that the conductance in the interval 0.9 < E/t < 1.2
features four cluster of peaks, just like in the whole interval −3 < E/t < 2.
This is further demonstrated by applying the BC algorithm, which yields
a non-integer dimension d.
Fig. 5.14(c) shows the BC dimension d for the conductance fluctuations
of the gasket (orange) and Vicsek fractal (blue) as the number I of iterations
in the generation of the fractal is increased. The crosses show the result of
the BC analyses, the dotted lines are a guide to the eye, and the arrows
mark the values of the Hausdorff dimension dH = 1.58 and dH = 1.46 of the
gasket and Vicsek fractal, respectively. The figure shows that the estimate
of d for the gasket is largely independent of I, and that convergence is
achieved for the Vicsek fractal when I & 10. In both cases, the estimated
BC dimension d is substantially different than the Hausdorff dimension dH.
More precisely |d − dH| & 10% for the gasket and Vicsek fractal, while
|d− dH| . 2% for the SCs.
A qualitative difference between the SC and the gasket/Vicsek fractal
is the value of their ramification number [123], i.e. the number of bonds
that must be cut in order to isolate different iterations of the lattice. This
number gives a measure of how connected the fractal is. For the gasket
and Vicsek fractal, the ramification is finite, while for the SC it is infinite.
For fractals with finite ramification it is possible to give analytical solu-
tions to the Schro¨dinger equation [117], while general fractals with infinite
ramification are not amenable to analytical treatments. These two types
of fractals can have widely different properties. For example, it has been
found that infinitely ramified fractals exhibit phase transitions not present
in finitely ramified fractals [123]. The relation between the dimensions of
the samples in the SC family and of the corresponding CFs is possibly a
consequence of the infinite ramification of the SC. Intuitively, electrons in
a SC explore a larger portion of the available phase space, and thus their
conduction properties are more closely related to those of the sample.
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5.5 Summary
We have studied the conductance of self-similar samples. Using a box-
counting algorithm on the conductance graph, we found that its fractal
dimension is approximately equal to the geometric Hausdorff dimension of
the sample. This result holds for SCs with different lead positions, differ-
ent underlying lattices, different dH and with a vacancy or smooth disorder.
However, for the SG and Vicsek fractals we found that these dimensions
do not match. A probable explanation is that the SC is infinitely rami-
fied, meaning that the lattice is very well connected and the electrons can
probe the entire sample, whereas the other two fractals are finitely ramified
making it harder for the electrons to travel far. Although more work is
necessary to establish this connection at a formal level, we believe that our
results motivate careful transport studies of planar fractal devices.
Chapter 6
Optical and plasmonic properties
of Sierpinski fractals
The optoelectronic and plasmonic properties of fractal quantum electron
systems are largely unexplored. In this chapter, we calculate the optical
conductivity of a two-dimensional electron gas in a Sierpinski carpet (SC).
We show that the optical conductivity converges as a function of the
fractal iteration. The calculated optical spectrum features sharp peaks at
frequencies determined by the smallest geometric details at a given fractal
iteration. Each peak is due to excitations within sets of electronic state-
pairs, whose wave functions are characterized by quantum confinement
in the SC at specific length scales, related to the frequency of the peak.
Moreover, we calculate the full dielectric functions of the Sierpinski carpet
and gasket. We show that the Sierpinski gasket features highly localized
plasmon modes with a flat dispersion. This strong plasmon confinement
can provide a novel setting for manipulating light at the quantum level.
This chapter is published as: E. van Veen, A. Tomadin, M. Polini,
M.I. Katsnelson, S. Yuan “Optical conductivity of a quantum electron
gas in a Sierpinski carpet,” Physical Review B 96, 235438 (2017), and
as T. Westerhout, E. van Veen, M.I. Katsnelson, S. Yuan “Plasmon
confinement in fractal quantum systems,” Physical Review B 97, 205434
(2018).
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6.1 Introduction
As discussed in the previous chapter, recent advances in nanofabrication
methods have made it possible to create multi-scale two-dimensional (2D)
structures, which are geometrically defined down to the nanometer scale,
and yet feature excellent electronic quantum conduction properties on mi-
crometer length scales.
However, to the best of our knowledge, no theoretical study has ever
addressed the optical and plasmonic properties of quantum electron systems
in a fractal structure. From an optoelectronic perspective, the theory is
challenging because these systems are extended and cannot be easily treated
as single emitters coupled to radiation, yet they are not periodic, so that a
classification of electronic states based on the Bloch theorem is not possible
either.
Historically, in most plasmonic devices, the Fermi wavelength of the
electrons was much smaller than the plasmon wavelength which is of the
order of the geometric size of the system for standing waves. In other words,
the characteristic plasmon wave vector q  kF , where kF is the Fermi wave
vector. In this regime, plasmons can be described classically and there is
no need to use a quantum mechanical approach [124, 125, 3, 2].
Recently, due to the progress in nanodevice fabrication, the quantum
regime for plasmons has been reached [126, 127]. In this regime, localized
surface plasmons make it possible to confine light to scales much smaller
than the scales of conventional optics, and as such provide a unique way
for light manipulation on scales below the diffraction limit. Surface plas-
mons have found applications in surface-enhanced spectroscopy [128, 129],
biological and chemical sensing [130], lithographic fabrication [131], and
photonics [132].
However, the theory of inhomogeneous quantum electron plasma, even
in the simplest random-phase approximation (RPA) [124, 125, 3, 2], is quite
complicated due to the essential nonlocality of the dielectric function [3].
Recently, a rigorous scattering theory of plasmons by obstacles was built
[133], but finding plasmon eigenmodes of inhomogeneous quantum systems
still remains a challenge. As a matter of fact, this problem is very old,
Model and methods 75
starting with the early considerations [134, 135] of “atomic plasmons” [136,
137, 138, 139, 140] which eventually turned out to not exist [141, 142].
Previous attempts use additional uncontrollable approximations such as
truncation of quantum states [140], semi-classical [136, 139, 142] or even
classical [138] approaches.
In the first section, we discuss the specific models and methods used for
our calculations.
In the second section we show that the optical conductivity as a func-
tion of frequency (i.e. the optical spectrum) converges to a definite profile
as the fractal iteration increases, and we investigate the converged opti-
cal spectrum for different model parameters, highlighting the unexpected
appearance of sharp peaks. We also explain the origin of these peaks by
analyzing the contribution to the optical conductivity of sets of specific
electronic state-pairs in SCs of reduced size, which are amenable to exact
diagonalization.
In the third section we discuss the results of calculations of plasmonic
properties of fractal systems. We compare the plasmon dispersions of the
Sierpinski carpet and gasket to those of a square and triangle, respectively.
6.2 Model and methods
6.2.1 Hamiltonian
We consider the bottom-up models for the SC and SG from the previous
chapter (Fig. 5.2).
For the calculations on plasmonics, we need to define the hopping pa-
rameter and lattice constant. We use t = 2.8 eV and a = 0.246 nm. These
are the parameters for graphene, and they are representative for 2D sys-
tems in general. Choosing a different lattice constant will lead to a different
plasmon spectrum, but the same qualitative behavior.
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6.2.2 Optical conductivity
To compute the optical spectrum (Eqs. 2.18 - 2.21) of the Hamiltonian
(Eq. 5.1) on a SC, we can use exact diagonalization, provided the sample
is small enough.
For larger systems, we use the tight-binding propagation method (Eq.
2.41). The TBPM is very efficient for large quantum systems without trans-
lational invariance, such as fractals, because it performs calculations in real
space and does not require exact diagonalization. The density of states
D(E) can be calculated with TBPM as well, using Eq. 2.35.
6.2.3 Dielectric function
For the calculation of the dielectric function we use Eq. 2.23. We set the
temperature T = 300 K, an inverse relaxation time δ = 6 meV/~, chemical
potential µ = 0.4 eV and a self-interaction potential of 15.78 eV.
To visualise the plasmon modes in a quantum mechanical system Wang
et al [143] introduced the following method. Consider the dielectric function
in its spectral decomposition:
ε(ω) =
∑
n
n(ω)|φn(ω)〉〈φn(ω)| . (6.1)
In this method, for each ω we consider only the eigenvalue n1(ω)(ω) that has
the highest value of − Im[1/n(ω)], which gives us the plasmon eigenmode
|φn1(ω)(ω)〉 that contributes most to the loss function.
However, it is not clear how to access these plasmon modes experimen-
tally. Currently, the standard way of probing plasmon properties of small
quantum mechanical systems is electron energy loss spectroscopy (EELS).
The fact that we calculate the full dielectric function gives us the possibility
to calculate the following Fourier transform, which distinguishes this study
from others:
〈q|ε(ω)|q〉 = 1
(2pi)2
∫
dr
∫
dr′ 〈r|ε(ω)|r′〉 e−iq(r−r′) . (6.2)
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The loss function − Im[1/〈q|ε(ω)|q〉] is then directly measurable using
EELS techniques [124, 125, 3, 2, 144].
Formally, there are two ways of identifying plasmons. A plas-
mon frequency is either given by a local maximum of the loss function
− Im[1/n1(ω)(ω)], or by a frequency at which Re[n1(ω)(ω)] = 0. These fre-
quencies are not exactly equal due to Landau damping, which is quantified
by δ [145].
6.3 Optical conductivity of Sierpinski carpets
6.3.1 Convergence and parameter dependence of the spec-
trum
In Fig. 6.1 we show the optical spectrum at different fractal iterations I.
It is remarkable that, as the total width W of the SC increases, the optical
spectrum maintains its overall profile. Indeed, by comparing the results at
I = 7 and I = 8, we conclude that, for any practical purpose, the optical
spectrum has converged by iteration I = 7.
Focusing on I = 7, we present in Fig. 6.2 the optical spectrum and the
DOS for different sizes S of the initial I = 0 square. Both quantities are
markedly different for S = 1 and S = 2. Interestingly, this shows that the
finest geometric structures of the SC play a substantial role in its optical
response, even in the limit of very large carpets, when such structures are
negligible in size. For both investigated values of S, the optical spectrum
is characterized by sharp peaks at low frequencies ~ω . t.
In Fig. 6.3 we show the optical spectrum at different fractal iterations
I, keeping fixed the sample size W and decreasing the size S of the I = 0
square consequently. This top-down or algorithm represents more faithfully
a physical fabrication process based on etching more and more details into
a solid-state sample. From Fig. 6.3 it is apparent that increasing the detail
in the sample leads to higher-frequency peaks in the optical spectrum.
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Figure 6.1: Optical spectrum at S = 1 and increasing fractal iteration
I. (Graphs are progressively offset by 50σ0 for clarity.) The three highest
peaks for I = 5 are already very close to the converged result for I = 7. The
inset shows the relative difference between the conductivities at subsequent
iterations, ∆(I) =
∫ |σ(I)(ω) − σ(I−1)(ω)|dω / ∫ σ(I)(ω)dω. This quantity
decreases with I to ∆(I) . 5% for I ≥ 8. We expect a residual nonzero
difference partly due to the fact that the limit of a perfect fractal has not
been reached yet, and partly because we are using a finite number of random
states for the TBPM calculations, resulting in some statistical fluctuations.
6.3.2 Origin of the peaks in the optical spectrum
While the TBPM method allows us to calculate the optical spectrum and
the DOS of SCs up to fractal iteration I = 8, smaller systems up to I = 5
are amenable to exact diagonalization. Although the optical spectrum is
not converged for I = 5, it already features well-defined low-frequency sharp
peaks (at ~ω ' 0.023t, 0.071t, and 0.22t) that do not shift appreciably as I
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Figure 6.2: Converged DOS (top) and optical spectrum (bottom) for SCs
with S = 1 (orange), S = 2 (blue), and I = 7.
is increased further. For this reason, we reckon that exact diagonalization
of the SC at fractal iteration I = 5 can give us reliable information on the
origin of the spectral peaks.
We first show that the spectral peaks cannot be understood as van-
Hove-like singularities, i.e. an enhancement of the optical response at those
frequencies matching a very large set of electronic transitions. To do so,
we compare the optical spectrum and the conductivity-like JDOS extracted
from Eq. (2.17) in Fig. 6.4 in the specific case S = 1 and I = 5. We clearly
see that there is no substantial correlation between these two functions.
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Figure 6.3: Optical spectrum for fixed SC width W = 2187 and different
fractal iteration I. (Graphs are progressively offset by 70σ0 for clarity.
) To keep the width W fixed, the size S of the I = 0 square decreases
as I increases. Finer geometric structure generated at higher I generally
introduces higher frequency peaks.
The contributions of excitations between the two peaks in the DOS at
E = −0.11t and E = 0.11t (see Fig. 6.2) could be expected to account for
the optical conductivity peak at ~ω = 0.22t, but these contributions are
washed out by those of state-pairs in which one state is around E = 0.
To show that the spectral peaks are also not due to few, particularly ef-
fective, electronic transitions between single state-pairs, we use the current-
current response function (Eq. 2.18). For each matrix element, (jα)mn, we
calculate the quantity |(Pm−Pn)(Jx)2mn|, which is a measure of the strength
of an electronic transition, independent of the frequency of the field which
drives the transition itself. Fig. 6.5 shows the distribution of the magni-
tude of this quantity. If the peaks in the optical spectrum were due to a
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Figure 6.4: Comparison of the optical spectrum (orange) and the
conductivity-like JDOS defined in Eq. 2.17 (blue) for S = 1 and I = 5.
few electronic transitions, the distribution should have a few large values
with a small number of occurrences – which is clearly not the case.
Summarizing the analysis above, we have ruled out that sharp peaks in
the optical spectrum arise from dense, energy-localized sets of transitions,
or from sparse, isolated transitions between state-pairs. We are then left
with the option that the origin of the spectral peaks are transitions between
large and non-trivial sets of state-pairs, uncorrelated with the JDOS. In the
following, we characterize these sets, by directly looking at the probability
density of the wave functions on the SC. For example, the large peak in
Reσ(ω) at ~ω = 0.071t in Fig. 6.4 for a SC with S = 1 and I = 5 is due to
a collection of hundreds of state-pairs, two of which are shown in Fig. 6.6.
These state-pairs have all nearly the same contribution to that peak in the
optical spectrum and display very similar heart-shaped spatial features on
the scale of the geometric details introduced by the third (I = 3) fractal
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Figure 6.5: Number of occurrences of the quantity |(Pm−Pn)(Jx)2mn|, using
logarithmically distributed bins, calculated from the electronic spectrum in
a SC with S = 1 and I = 5.
iteration. Similarly, in Fig. 6.7 we display the state-pairs contributing most
to the peak at ~ω = 0.22t in a SC with S = 1 and I = 5, which display
similar heart-shaped profiles, but with length scales that are L = 3 times
shorter, on the order of the second (I = 2) fractal iteration. All these
wave functions show very similar profiles, corresponding to confinement at
a specific fractal iteration, with higher peak frequencies being related to
shorter length scales within the SC. This behavior agrees with the results
shown in Fig. 6.3, i.e. “etching” an extra iteration into the sample generally
introduces higher frequency optical peaks.
To make a more quantitative connection between the peak frequencies
in the optical spectrum and the characteristic “confinement lengths” ap-
pearing in the electronic wave functions, we calculate the sum of probability
densities, weighted by their contribution to the optical conductivity, as a
Optical conductivity of Sierpinski carpets 83
0 |〈r|ψn〉|2 max
Figure 6.6: Two sets of top-contributing state-pairs for the peak at ~ω =
0.071t, in a SC with S = 1 and I = 5.
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0 |〈r|ψn〉|2 max
Figure 6.7: Two sets of top-contributing state-pairs for the peak at ~ω =
0.220t, in a SC with S = 1 and I = 5.
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0 S(r, ω) max
(a) h¯ω = 0.023t (b) h¯ω = 0.071t (c) h¯ω = 0.220t
Figure 6.8: Cumulative probability distributions S(r, ω) of state-pairs
contributing to the peaks at (a) ~ω = 0.023t; (b) ~ω = 0.071t; and (c)
~ω = 0.22t, in a SC with S = 1 and I = 5.
function of ω:
S(r, ω) = −
∑
mn
1
ω
Im [Qmn(ω)] |〈r|ψn〉|2 . (6.3)
The sum is restricted to states m and n such that their energy difference
falls within the window ~(ω − δω) < |Em − En| < ~(ω + δω), with ~δω =
0.01t. Due to particle-hole symmetry, the result is the same for taking the
probability distributions |〈r|ψn〉|2 over the index m.
Fig. 6.8 shows the spatial profile of the quantity S(r, ω) in a SC, for
three values of ω corresponding to peaks in the optical spectrum. The
plots demonstrate a clear distinction in the characteristic length scale of
the probability density for different frequencies.
The substantial numerical effort needed to exactly diagonalize the
Hamiltonian (5.1) on a SC hinders a more precise characterization of the
state-pairs sets. We note that the heart-shaped features of the probability
density are distorted at ~ω = 0.023t, where the confinement length scale
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is on the order of the geometric details introduced by the fourth (I = 4)
fractal iteration. This is an artefact of the final size of the SC that we can
diagonalize exactly, and we reckon that at the sixth (I = 6) fractal iteration
the heart-shaped features would fit the SC geometry. Moreover, for S = 2
a similarly thorough analysis is too expensive numerically to cover in this
work. At I = 4, there is already some connection between length scale and
optical peak frequency, and there appears to be some extra splitting, caus-
ing two peaks per length scale. However, the optical conductivity is not yet
close enough to its converged result to make any conclusive statements.
6.4 Plasmon confinement in fractal quantum sys-
tems
The real-space loss function of the highest contributing plasmon mode is
shown in Fig. 6.9. It shows that there is a large number of plasmon frequen-
cies, and that the associated losses increase with increasing frequency. At
each discontinuity in Re[n1(ω)(ω)] a different mode is found to be the high-
est contributor to the loss function. Such a discontinuity is not associated
with a plasmon, even though Re[n1(ω)(ω)] switches sign.
The real part of the highest contributing plasmon eigenmodes for both
the carpet and gasket are shown in Fig. 6.10. For further analysis, the
inverse participation ratio IPR(ω) =
∫
ddr|〈r|φn1(ω)〉|4 can give us a measure
of localization. The average IPR of |φn1(ω)〉 was found to be an order of
magnitude higher for the gasket than for the carpet. This can be seen as a
consequence of the finite ramification of the gasket, i.e. the fact that it is
less connected, and therefore the electrons are more confined and exhibit
more localized plasmon eigenmodes. Fig. 6.10(d) shows an example of such
a highly localized mode.
We now turn to the Fourier transform of the real-space loss function in
order to make a comparison to EELS experiments. Fig. 6.11 shows the loss
function as function of both q and ω.
There is a close resemblance between the carpet (Fig. 6.11(a)) and
a square sample (Fig. 6.11(b)). The dispersion of the carpet has extra
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Figure 6.9: The highest contribution to the loss function − Im[−1n1(ω)(ω)].
(a) The loss function for the entire range of frequencies, in the case of (blue)
a third iteration Sierpinski carpet and (orange) a sixth iteration Sierpinski
gasket. (b) The loss function of a third iteration Sierpinski carpet for a
frequency interval 0.21t < ~ω < 0.24t. (c) Re[n1(ω)(ω)] for a frequency in-
terval 0.21t < ~ω < 0.24t, showing discontinuities. Orange crosses indicate
pairs of points between which Re[n1(ω)(ω)] crosses zero in a continuous
manner.
broadening, similar to the broadening found in systems with disorder [146].
However, generally speaking, both curves look like a regular ε(ω) ∝ √q
dispersion relation for surface plasmons [2]. The carpet exhibits no trans-
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Re[〈r|φn1(ω)(ω)〉]
min 0 max
(a) h¯ω = 0.166518t (b) h¯ω = 0.169375t
(c) h¯ω = 0.814286t (d) h¯ω = 0.939286t
Figure 6.10: The highest contributing plasmon eigenmodes in real space.
A few examples of the real space distribution Re[〈r|φn1(ω)(ω)〉] of plasmon
modes, where red represents a positive value and blue represents a negative
value, for (a),(b) a third iteration Sierpinski carpet and (c),(d) a sixth
iteration Sierpinski gasket. Eigenmodes exhibiting different characteristic
length scales are shown.
Plasmon confinement in fractal quantum systems 89
lational invariance, i.e. q is not actually a good quantum number, so this
behavior is quite remarkable. The dispersion of the fourth iteration Sier-
pinski carpet is already very close to the third iteration dispersion. This
convergence indicates that the result is representative for the real fractal
at infinite iteration.
For the Sierpinski gasket (Fig. 6.11(c)), we observe different behavior.
This fractal does not closely follow the dispersion relation of a triangle built
out of a triangular lattice (Fig. 6.11(d)). Instead, we can clearly see the
formation of modes with a nearly flat dispersion, which means that they are
localized, as the Fourier transform of the dielectric function is only weakly
dependent on q. Again, this result is reasonably converged.
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Figure 6.11: Dispersion relation − Im[1/〈q|εˆ(ω)|q〉], showing the frequency
and momentum dependency of the loss function. (a) A square built out of
square lattice as compared to (b) the fourth iteration Sierpinski carpet.
Similarly, (c) a triangle built out of triangular lattice as compared to (d)
a sixth iteration Sierpinski gasket. The maximum of the left hand side is
plotted as a dashed blue line on the right hand side.
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6.5 Summary
In this chapter we have calculated the optical spectrum of a quantum elec-
tron gas roaming in a Sierpinski carpet. We have shown that the optical
spectrum converges to a definite profile as the fractal iteration increases.
The optical spectrum displays sharp peaks, which blue-shift as finer geo-
metric structures are produced at higher fractal iterations. We have pinned
down the origin of these peaks to electronic transitions between set of spe-
cific state-pairs whose wave functions experience quantum confinement in
the Sierpinski carpet at specific length scales.
Moreover, we have calculated the plasmon dispersion for the Sierpinski
carpet and Sierpinski gasket. The Sierpinski carpet has a plasmon disper-
sion comparable to the dispersion of a square lattice, whereas the gasket
exhibits highly localized plasmon modes. More generally, a finitely ramified
fractal can exhibit strong plasmon confinement, providing a novel setting
for the manipulation of light at the quantum scale. With current experi-
mental techniques, these results can be probed experimentally. Moreover,
we have presented a rigorous approach for calculating plasmonic proper-
ties of generic tight-binding systems, published as an open source software
project [4]. We believe that this code can be very useful for future projects
relating to plasmonic properties of non-translationally invariant systems.
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Appendix: Tipsi – a tight-binding
propagation package for python
The tight-binding propagation method provides a numerically cheap way to
calculate electronic, transport and optical properties of large tight-binding
systems. In this chapter, we present Tipsi (Tight-binding propagation
simulator): an open-source Python package for applying this method to
any tight-binding Hamiltonian.
Tipsi is available on https://gitlab.science.ru.nl/tcm/tipsi.
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7.1 Installation
You will need Python 3 with numpy and scipy. Optional modules for input
and output are h5py and matplotlib. Moreover, you will need a FORTRAN
compiler.
To get the Tipsi files, type in a terminal:
git clone https://gitlab.science.ru.nl/tcm/tipsi
Then, install it using:
python setup.py install
in the main Tipsi directory. For information about how to manually install
the package, or set the compiler configuration, we refer to the documenta-
tion.
Now, we can get started. Create a new .py file and type:
import tipsi
7.2 Sample building
7.2.1 Lattices
A Lattice object contains the geometrical information of a material. It is
initiated with a list of lattice vectors and a list of orbital coordinates. E.g.,
for graphene:
a = 0.24 # lattice constant in nm
b = a / sqrt(3.) # carbon-carbon distance in nm
vectors = [[1.5 * b, -0.5 * a, 0.],
[1.5 * b, 0.5 * a, 0.]]
orbital_coords = [[-b / 2., 0., 0.],
[b / 2., 0., 0.]]
lat = tipsi.Lattice(vectors, orbital_coords)
If you are working with multiple orbitals per site, each orbital must be
listed separately in the second argument. In Tipsi, you should always use
nanometers as distance unit.
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7.2.2 SiteSets
A SiteSet object contains sites, that are added by unit cell coordinate and
orbital index. E.g., for graphene:
W = 10 # width
H = 10 # height
site_set = tipsi.SiteSet()
for i in range(W):
for j in range(H):
unit_cell_coords = (i, j, 0)
site_set.add_site(unit_cell_coords, 0)
site_set.add_site(unit_cell_coords, 1)
At each unit cell coordinate, we add two sites, generating 10 by 10 unit
cells in total.
7.2.3 HopDicts
A HopDict object contains the electronic information of a material. It
is given by a list of hopping matrices corresponding to relative unit cell
coordinates. E.g., for graphene:
t = 2.7 # hopping constant in eV
e = 0.0 # on-site potential in eV
A_0 = [[e, t],
[t, e]]
A_nn0 = [[0., 0.],
[t, 0.]]
A_nn1 = [[0., t],
[0., 0.]]
hop_dict = tipsi.HopDict()
hop_dict.set((0, 0, 0), A_0)
hop_dict.set((1, 0, 0), A_nn0)
hop_dict.set((-1, 0, 0), A_nn1)
hop_dict.set((0, 1, 0), A_nn0)
hop_dict.set((0, -1, 0), A_nn1)
In Tipsi, you should always use the energy unit electronvolts.
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7.2.4 Periodic boundary conditions
We need to tell Tipsi how to treat the boundary of the sample. Hence,
we define a function that takes a site coordinate outside the sample, and
returns a coordinate that falls within the sample. E.g., for graphene:
def pbc_func(unit_cell_coords, orbital):
x, y, z = unit_cell_coords
return (x % W, y % H, z), orbital
This gives periodic boundary conditions along x and y directions. Of
course, we could also define periodic boundary conditions in only one di-
rection, to create a ribbon sample:
def pbc_func_ribbon(unit_cell_coords, orbital):
x, y, z = unit_cell_coords
return (x % W, y, z), orbital
7.2.5 Samples
We now have all the ingredients to create a sample. A Sample object gener-
ates the full tight-binding Hamiltonian, given a Lattice, SiteSet, HopDict,
and boundary conditions. Also, keep in mind the Hamiltonian will have to
be rescaled, to fulfill the requirement that all eigenvalues must be in the
range [−1, 1].
sample = tipsi.Sample(lat, site_set, pbc_func)
sample.add_hop_dict(hop_dict) # apply HopDict
sample.rescale_H(9.) # rescale Hamiltonian
sample.plot() # plot sample
The resulting plot looks like Fig. 7.12. As you can see, there are
hoppings between the outer sites of the sample, indicating that there are
periodic boundary conditions in both directions.
7.2.6 Adding disorder
We can introduce many types of disorder to our tight-binding model.
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Figure 7.12: A 10 by 10 graphene sample with nearest neighbor hopping
and periodic boundary conditions.
Vacancies can be made by deleting a site from the SiteSet, before ini-
tializing the Sample object:
site_set.delete_site(unit_cell_coords, orbital)
After adding a HopDict, we can add or change individual hoppings with:
sample.set_hopping(hop, unit_cell_coord0, \
unit_cell_coord1, orbital0, orbital1)
Moreover, Tipsi has some convenience functions for common types of
external fields.
We can uniformly strain the Lattice, HopDict pair with (for black phos-
phorus [74])
strain = 5 # strain in percent
beta = 4.5 # strain coefficient
strain_tensor = 0.01 * strain * np.diag([-0.2, 1, -0.2])
lattice, hop_dict = tipsi.uniform_strain(lattice, \
hop_dict, strain_tensor, beta)
If we have a HopDict with interlayer hoppings, we can create a multi-
layer sample and add bias by using
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n_layers = 2 # number of layers
bias = 1.0 # bias in eV/nm
n_orbitals = 2 # number of orbitals
# extend unit cell in z-direction
lattice, hop_dict = \
tipsi.extend_unit_cell(lattice, hop_dict, 2, n_layers)
# add bias
for i in range(n_orbitals * n_layers):
z = lat.site_pos((0, 0, 0), i)[2]
onsite_pot = z * bias
hops.set_element((0, 0, 0), (i, i), onsite_pot)
# remove redundant z-direction hoppings
hops.remove_z_hoppings()
Finally, a magnetic field can be introduced using a Peierls substitution,
using units of Tesla, with:
sample.set_magnetic_field(B)
7.2.7 Material library
Tipsi contains a material library with functions returning Lattice, HopDict,
SiteSet, PBC and Sample objects for a small selection of materials. These
can be accessed using import statements:
# import graphene material library
from tipsi.materials import graphene
# make 1000*1000 unit cell sample
sample = graphene.sample(1000, 1000)
In the current version (0.9), the following materials are available:
• single layer graphene with nearest neighbor hoppings
• single layer antimonene [27]
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• multilayer black phosphorus [72]
• single layer MoS2 and WS2 [147]
7.2.8 Interface with Wannier90
It is easy to create a Lattice, HopDict pair using Wannier90 output files.
To this end, we use the function
lattice, hop_dict = \
read_wannier90(lat_file, coord_file, ham_file[, corr_file])
Here, lat file contains lattice vectors and atom numbers, usually
named “*.win”. coord file contains orbital coordinates, usually named
“* centres.xyz”. ham file contains all the hoppings, usually named
“* hr.dat”. corr file contains correction terms for hoppings, usually named
“* wsvec.dat”.
7.2.9 k-space functions
To check the Lattice and HopDict objects, we can calculate the band struc-
ture that they produce, provided a list of points in k-space:
bands = tipsi.band_structure(hop_dict, lat, kpoints)
for band in bands.swapaxes(0, 1):
plt.plot(kvals, band)
We can also calculate band structures for entire Sample objects, al-
though this is of course not feasible for larger systems:
bands = sample.band_structure(kpoints)
7.3 Configuration
Before we can run a simulation we need to set the parameters for the
TBPM calculations. For example, if we want to use 1024 time steps, 4
random samples, an energy range from -10 to 10 eV and we want to correct
for spin in the final result:
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config = tipsi.Config(sample)
config.generic[’nr_time_steps’] = 1024
config.generic[’nr_random_samples’] = 4
config.generic[’energy_range’] = 20.
config.generic[’correct_spin’] = True
config.save()
The last line ensures that the configuration object is saved to file, with
the same timestamp prefix as the correlation files.
Each correlation function calculation has its own set of configuration
parameters. Moreover, the Config object also contains output options. You
can find the full list of parameters in the online documentation.
7.4 Calculating and analyzing correlation func-
tions
Now that we have created a Sample, and defined the simulation configura-
tion parameters, we are ready to perform an actual calculation by calling
the FORTRAN subroutines. The resulting correlation functions are auto-
matically written to file.
The subsequent analysis of the correlation functions is done in Python.
We can get get the correlation functions directly from FORTRAN:
# DOS correlation, FORTRAN call
corr_DOS = tipsi.corr_DOS(sample, config)
# DOS correlation analysis
energies_DOS, DOS = tipsi.analyze_corr_DOS(config, corr_DOS)
# AC conductivity correlation, FORTRAN call
corr_AC = tipsi.corr_AC(sample, config)
# AC conductivity correlation analysis
omegas_AC, AC = tipsi.analyze_corr_AC(config, corr_AC)
Alternatively, we can read the correlation functions from file in a sepa-
rate Python script:
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ts = "1522172330" # set to output timestamp
# read Config object
config = tipsi.read_config("sim_data/" + ts + "config.pkl")
# get DOS
corr_DOS = tipsi.read_corr_DOS("sim_data/" + ts + "corr_DOS.dat")
energies_DOS, DOS = tipsi.analyze_corr_DOS(config, corr_DOS)
In the current version (0.9), the following quantities can be calculated:
• DOS
• LDOS
• quasi-eigenstates
• DC conductivity
• AC conductivity
• dynamical polarization and dielectric function
For more details on how to call each of these functions, and which config-
uration parameters to set to use them, we refer to the documentation.
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Summary
Two-dimensional materials have many possible applications in electronics
and optics. To further explore these possibilities we need to do realistic
modelling of large-scale two-dimensional systems. However, this is difficult
with ab initio methods.
The tight-binding approximiation provides a simple and intuitive way
to model large-scale two-dimensional condensed matter systems. It also
allows for the introduction of different types of external fields and disorder.
We can study electronic, transport and optical properties using exact diag-
onalization of the Hamiltonian. When the number of atoms in the model
becomes so large that exact diagonalization is no longer an option, we can
use the tight-binding propagation method to calculate these properties. In
chapter 2 we saw how exactly to do these computations.
In chapter 3 we saw a simple application of the tight-binding method:
antimonene ribbons under bias. It turns out that we can move around the
electronic bands of the system, by applying an electric field. An out-of-
plane field increases the gap, and an in-plane electric field decreases the
gap and causes band splitting.
Then we moved on to black phosphorus. In chapter 4, we studied the
optical properties of this material, and showed how its hyperbolic spectrum
can be tuned by applying strain and bias. Moreover, we showed that optical
gain introduces a new hyperbolic region to the material.
In chapters 5 and 6 we studied fractal systems. These are systems that
are self-similar, i.e., they exhibit patterns that repeat on different length
scales.
We showed that the conductance of fractals in the Sierpinski carpet
family is self-similar, just like the sample itself. Moreover, the box-counting
dimension of this graph is approximately equal to the Hausdorff dimension
of the sample, suggesting a relation between them. For other, less connected
fractals, this is not the case.
Then, we investigated the optical and plasmonic properties of Sierpinski
carpets and gaskets. We learned that the optical conductivity shows peaks
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corresponding to each length scale present in the sample, as a result of the
overlap of eigenstates at each of those scales. Moreover, we showed that the
Sierpinski gasket features localized plasmon modes. This type of plasmon
confinement could be interesting for light manipulation at the atomic level.
Finally, in the appendix we introduced Tipsi: a tight-binding propaga-
tion simulator for Python. With this library it is easy to make a large-scale
Hamiltonian and apply the tight-binding propagation method to it.
Samenvatting
Tweedimensionale materialen hebben vele mogelijke toepassingen in elek-
tronica en optica. Om deze mogelijkheden verder te verkennen moeten we
realistische modellen van grootschalige tweedimensionale systemen doorre-
kenen. Dit is echter lastig met ab initio methoden.
De tight-binding benadering geeft ons een simpele en intu¨ıtieve manier
om deze grootschalige vastestofmodellen te maken. Met deze benadering
kunnen we bovendien verschillende soorten externe velden en wanorde aan-
brengen. We kunnen de elektronische en optische eigenschappen van ma-
terialen bestuderen door middel van diagonalisatie van de Hamiltoniaan.
Wanneer het aantal atomen in het model echter zo groot wordt dat dia-
gonalisatie geen optie is, kunnen we de tight-binding propagatiemethode
gebruiken. In hoofdstuk 2 zagen we hoe je zulke berekeningen precies uit-
voert.
In hoofdstuk 3 zagen we een simpele toepassing van de tight-binding
methode: antimoneen-nanoribbons met bias. Het blijkt dat we de elektro-
nische bandstructuur van het systeem kunnen aanpassen door een elektrisch
veld toe te passen. Een veld haaks op het materiaal maakt de band gap
groter, en een veld in transversale richting maakt de band gap groter en
veroorzaakt band splitting.
Daarna zijn we overgestapt naar fosforeen. In hoofdstuk 4 hebben we
de optische eigenschappen van dit materiaal bestudeerd, en kwamen we
erachter dat het hyperbolische spectrum kan worden aangepast door het
materiaal uit te rekken en een elektrisch veld toe te passen. Daarnaast
kunnen we een nieuwe hyperbolische regio introduceren door optische gain
te gebruiken.
In hoofdstukken 5 en 6 hebben we fractale systemen bekeken. Dit zijn
systemen die zelfgelijkvormig zijn. In andere woorden, het materiaal ver-
toont patronen die gelijk zijn op verschillende lengteschalen.
We hebben laten zien dat de geleidbaarheid van het tapijt van Sierpin-
ski zelfgelijkvormig is, net zoals de geometrie van het systeem zelf. Daarbij
is de box-counting dimensie van de geleidbaarheid ongeveer gelijk aan de
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Hausdorff-dimensie van het sample, wat een relatie tussen deze twee sug-
gereert. Voor andere, minder verbonden fracals is dit niet het geval.
Daarna hebben we de optische en plasmonische eigenschappen van ta-
pijten en driehoeken van Sierpinski onderzocht. We hebben daar geleerd
dat het optische spectrum pieken vertoont die overeenkomen met de lengte-
schalen in het systeem, tengevolge van de overlap tussen eigentoestanden op
die schalen. Daarnaast hebben we laten zien dat de driehoek van Sierpinski
gelocaliseerde plasmon-modes heeft. Dat type confinement kan interessant
zijn voor de manipulatie van licht op atomische schaal.
Ten slotte hebben we Tipsi ge¨ıntroduceerd: een Python library voor
tight-binding propagatie. Hiermee is het gemakkelijk om grootschalige
tight-binding Hamiltonianen te maken en daarop de propagatiemethode
toe te passen.
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