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DETERMINISTICALLY GENERATING PICARD GROUPS OF
HYPERELLIPTIC CURVES OVER FINITE FIELDS
MICHIEL KOSTERS
Abstract. Let ǫ > 0. In this article we will present a deterministic algorithm
which does the following. The input is a hyperelliptic curve C of genus g
over a finite field k of cardinality q given by y2 + h(x)y = f(x) such that
the x-coordinate map is ramified at ∞. In time O(g2+ǫq1/2+ǫ) the algorithm
outputs a set of generators of the Picard group Pic0k(C). This extends results
which others have obtained when g = 1.
In this article we introduce a combinatorial tool, the ‘shape parameter’,
which we use together with character sum estimates from class field theory to
deduce the statement.
Keywords: Picard group, hyperelliptic curve, finite field, shape parameter,
deterministic algorithm
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1. Introduction
This article covers some of the results of my PhD thesis written under the su-
pervision of Hendrik Lenstra at the Universiteit Leiden. For more details, we refer
to the PhD thesis ([3]).
An algorithmic problem in arithmetic geometry is to explicitly find the group
structure of the Picard group of a curve of genus g over a finite field of size q = pn.
A related problem is to find a generating set of this Picard group. Let ǫ > 0. In
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this article we describe a deterministic way of finding a generating set, when the
curve is hyperelliptic, in time O(g2+ǫq1/2+ǫ).
Let C be a hyperelliptic curve of genus g over a finite field k of cardinality q and
characteristic p given by an equation y2 + h(x)y = f(x). We require that (f, h)
satisfies certain conditions (see Subsection 2.3) and we assume that the natural
projection map to the projective line by taking the x-coordinate is ramified at ∞.
Our main theorem is the following.
Theorem 1.1. For any ǫ > 0 there is a deterministic algorithm which on input a
hyperelliptic curve C of genus g over a finite field k of cardinality q outputs a set
of generators of the Picard group Pic0k(C) in time O(g
2+ǫq1/2+ǫ) .
Such a generating set can then be used in other algorithms to deterministically
determine the group structure of Pic0k(C).
Let us discuss one of the main ingredients of the proof of Theorem 1.1. Let ∞′
the point above∞. Let ϕC : C(k)→ Pic0k(C) be the map given by P 7→ [P ]− [∞′].
For a subset S of k put CS = {P ∈ C(k) : x(P ) ∈ S}. An interval I of k is a subset
of the form B + α[s, . . . , s + r] where B is an additive subgroup of k, α ∈ k and
s, r ∈ Z≥0 (or more precisely, see Definition 3.4).
Kohel and Shparlinksi ([2, Corollary 2]) have shown the following for g = 1. For
S an interval of k of cardinality greater than 15(1 + log(p))q1/2 they deduce that
〈ϕC(CS)〉 = Pic0k(C). We generalize and improve their result in the following ways.
This possible generalization was already suggested in [2]
Theorem 1.2. Assume that #C(k) > (2g − 2)√q. Assume that p 6= 2 or p = 2
and deg(h) < g. Let S ⊆ k be a coset of a subgroup or an interval. Put s = 2 if
p = 2 and s = 3 if p 6= 2. Put t = 1 if S is a coset of a subgroup and t = 2 if S is
an interval which is not a coset of a subgroup. Assume that
#S ≥ 2t(2g − 2 + s)√q.
Then we have 〈ϕC(CS)〉 = Pic0k(C).
The above theorem improves the results of [2] in the following ways.
• We allow hyperelliptic curves of any genus.
• We obtain similar theorems for subsets of S ⊆ k which are not intervals or
subgroups. For this reason we introduce the notion of the shape parameter
of such a subset S.
• Our constants, as can be seen above, are a bit better. This improvement is
already partially suggested in [2]. Furthermore, we do not have a (1+ logp)
factor. This improvement is also suggested in [2].
• We look at the case p = 2 in the above theorem, even when deg(h) = g.
This case requires more work and there are exceptional cases. In [2], this
case is avoided by finding a similar result for the y-coordinate. In the end
our estimates are better when p = 2, but there are exceptional sets coming
from certain morphisms. Here is an example. Assume that E is an elliptic
curve over a finite field k of characteristic 2 given by y2 + a1xy + a3 =
x3 + a2x
2 + a4x+ a6 with a1 6= 0. Then the map
ψE : E(k) → F2
P 7→ trk/F2((x(P ) + a2)/a21)
∞ 7→ 0
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is a surjective morphism of groups with kernel 2E(k) (Proposition 4.1).
Hence if we take S = {s ∈ k : trk/F2((s + a2)/a21) = 0}, a coset of a
subgroup k of cardinality q/2, then 〈P ∈ E(k) : x(P ) ∈ S〉 = 2E(k).
In [2] the authors use the aforementioned corollary ([2, Corollary 2]) to give a
deterministic algorithm to find the group structure of the set of rational points of
an elliptic curve over a finite field of size q in O(q1/2+ǫ). By lack of good pairings,
we use Theorem 1.2 just to find a generating set of the Picard group. We deduce
Theorem 1.1 from Theorem 1.2 by using intervals which are large enough.
The strategy of the proof of Theorem 1.2 is the following. First we translate
our problem to the calculation of certain character sums on the finite abelian group
k+×Pic0k(C). We then construct, using class field theory, a finite geometric abelian
extension of function fields M of k(C) with group G = k+ × Pic0k(C), which for a
point P ∈ C(k) \ {∞′} satisfies (P,M/k(C)) = (x(P ), [P ]− [∞′]) ∈ G. Then using
theorems from class field theory, we can estimate the character sums after we have
calculated conductors of certain subextensions of M/k(C). In certain exceptional
cases, our proof does not work. The extension M/k(C) we obtain either has Galois
group which is smaller than k+ ×Pic0k(C) or M/k(C) is not geometric. With a bit
more work, one can still work out these cases.
2. Preliminaries
2.1. Curves and function fields. We assume that the reader is familiar with the
theory of curves and function fields (see for example [5], [9]). In this subsection we
introduce some notation and recall some facts.
Let k be a field. A function field over k is a finitely generated field extension of
k of transcendence degree 1. There is an anti-equivalence of categories between the
category of normal projective curves over k with finite morphisms and the category
of function fields over k with finite morphisms (see [4, Proposition 3.13]). A curve
C is mapped to its function field k(C) and a map C → D of curves induces an
inclusion k(D) ⊆ k(C). We will mostly study normal projective curves by looking
at their function fields. The set of non-generic points of such a curve C correspond
to the set of places Pk(C)/k of k(C), that is, the valuation rings of k(C) which
contain k but are not equal to k(C). Note that C(k) corresponds to the valuations
subset of valuations of Pk(C)/k of degree 1.
Let K be a function field k. The full constant field of K is the integral closure
of k in K. We say that K is geometrically irreducible if the full constant field is
k. The genus of K is denoted by g(K). Let divk(K) be the free abelian group on
PK/k. An element D ∈ divk(K) is called a divisor of K. If D is a divisor on K, we
denote by degk(D) its k-degree. If P ∈ PK/k we denote by DP ∈ Z the coefficient
of D corresponding to P . The divisors of degree 0 are denoted by div0k(K). An
element f of K∗ gives rise to a divisor of degree 0, denoted by (f). The Picard
group, Pic0k(K), is defined by the exactness of the sequence
0→ K∗ → div0k(K)→ Pic0k(K)→ 0.
If k is finite, then Pic0k(K) is finite. If L/K is a finite field extension, then by
disc(L/K) we denote its discriminant. Let P ∈ PL/k. Then by P |K we denote the
restriction of P to K. We set f(P/P |K) = degk(P )degk(P |K) . We say that L/K is geometric
if the full constant fields of L and K are the same.
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2.2. Class field theory. We assume that the reader is already familiar with class
field theory (see [1], [5], [6]). We recall some notation and statements. Let k be a
finite field. Let K be a function field over k.
The aim of class field theory is to describe abelian extensions of K. Let L/K
be a finite abelian Galois extension of K with group G. Class field theory asso-
ciates to this extension a divisor f(L/K), called the conductor. This divisor gives
information about the ramified places. If L is the compositum of L1/K and L2/K,
then one has f(L/K) = lcm(f(L1/K), f(L2/K)). Let M/K be a finite Galois ex-
tension with group G and let χ ∈ Hom(G,C∗). We set f(χ) = f(Lker(χ)/K). The
set of unramified primes in PK/k is denoted by unr(L/K). The place of degree 1
in unr(L/K) are denoted by unr1(L/K). For a prime P ∈ unr(L/K) we denote by
(P,L/K) ∈ G its Frobenius element. If P ∈ PL/k we denote by P |K its restriction
to K. We have a map NormL/K : div
0
k(L) → div0k(K) which maps a place P to
f(P/P |K)P |K . This map induces a map NormL/K : Pic0k(L)→ Pic0k(K).
Suppose M/K is a finite abelian extension in some algebraic closure of L. Then
one has for D′ ∈ divk(L) the equality
(D′, LM/L)|M = (NormL/K(D′),M/K).
Class field theory gives us the following.
Proposition 2.1. Let K be a function field over k and let D ∈ divk(K) be of degree
1. Then the maximal abelian unramified extension of K is the compositum of the
following two disjoint extensions: k ·K and a unique finite subextension K[D] with
Galois group isomorphic to Pic0k(K) such that (D,K[D]/K) = 0. For D
′ ∈ divk(K)
we have (D′,K[D]/K) = [D
′]− degk(D′)[D] ∈ Pic0k(K).
Corollary 2.2. Let k′ be a finite extension of k. Let K be a function field over k.
Then the map NormKk′/K : Pic
0
k′(Kk
′)→ Pic0k(K) is surjective.
Proof. Proposition 2.1 gives a surjective map Pic0k′(Kk
′)→ Pic0k(K) and one easily
checks that it agrees with the norm. 
Theorem 2.3. Let L/K be a geometric Galois extension of function fields over k
with group G. Assume that we have an injective morphism χ ∈ Hom(G,C∗). Then
we have
|
∑
P∈unr1(L/K)
degk(P )χ((P,L/K))| ≤ mq1/2,
where m = 2g(K)− 2 + degk (f(χ)). It is an equality if m = 1.
Proof. This follows from [5, Theorem 9.16B]. 
Later we will need to compute some conductors. The following lemma is useful.
Lemma 2.4. Let K be a function field over k. Let Ks be a separable closure of
K. Let L,M be finite abelian Galois extensions of K inside Ks of prime degree
p respectively prime degree l with L ∩M = K. Let v ∈ PK/k and suppose that
r = f(L/K)v ∈ Z≥1 and s = f(M/K)v ∈ Z≥1. Let w be the unique extension of v
to L. Assume that LM/L is ramified at w if p = l and r = s. Then the following
hold:
i. LM/K is totally ramified at v;
ii. if p 6= l or r 6= s, we have f(LM/L)w = (p− 1)max(0, s− r) + s;
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iii. if p = l and r = s, we have r ≥ f(LM/L)w ≥ t where t = 2 if p is the
residue field characteristic of v and 1 otherwise.
Proof. The most important ingredient in the proof is the Fu¨hrerdiskriminantenpro-
duktformel (see [6]). 
One has the following lemma.
Lemma 2.5. Let K/k be a function field where k is a finite field. Let L/K be a
finite abelian Galois extension with group G. Let χ, χ′ ∈ Hom(G,C∗). Then we
have f(χ·χ′) ≤ lcm(f(χ), f(χ′)), with equality at P ∈ PK/k if we have f(χ)P 6= f(χ′)P
or if the orders of χ and χ′ are coprime.
2.3. Hyperelliptic curves. The results of this subsection can be partially found
in [4, Subsection 7.4.3]. For a polynomial f ∈ k[x] we define fj by f =
∑
i fix
i.
Let k be a perfect field. A function field K/k is called hyperelliptic if it has
full constant field k, if the genus satisfies g(K) ≥ 1, and there exists x ∈ K with
[K : k(x)] = 2.
Let g ∈ Z≥1. Consider (f, h) ∈ k[x]2 with the following properties:
i. deg(f) ∈ {2g + 1, 2g + 2}
ii. y2 + hy − f is separable and irreducible in k(x)[y];
iii. if char(k) 6= 2 the following hold:
(a) h = 0;
(b) f is separable in k[x];
iv. if char(k) = 2, then the following hold:
(a) deg(h) ≤ g + 1;
(b) (h, h′2f + f ′2) = k[x];
(c) (hg+1, h
2
gf2g+2 + f
2
2g+1) = k.
Set Kf,h = k(x)[y]/(y
2+ hy− f) with natural inclusion k(x) ⊆ Kf,h. Then Kf,h is
a hyperelliptic curve of genus g. Furthermore, set U ′ = Spec(k[x, y]/(y2 + h(x)y −
f(x)), V ′ = Spec(k[x′, y′]/(y′2 + h∞(x
′)y′ − f∞(x′)) where h∞(x′) = h(1/x′)x′g+1
and f∞(x
′) = f(1/x′)x′2g+2. Let X = U ′ ∪ V ′ glued together by D(x) ∼= D(x′)
with relations x = 1/x′ and y = xg+1y′. Then X is a smooth model for the curve
corresponding to Kf,h. For the discriminant one has
disc(Kf,h/k(x)) =


∞+ (f) if char(k) 6= 2, deg(f) = 2g + 1
(f) if char(k) 6= 2, deg(f) = 2g + 2
(2g + 2)∞+ 2(h) if char(k) = 2.
Conversely, any hyperelliptic curve of genus g has such a model.
3. Shape parameter
In this section, let G be a finite abelian group which we denote multiplicatively.
Let C[G] be the group ring of G over C. For χ ∈ G∨ = Hom(G,C∗) and f =∑
g∈G cgg ∈ C[G] where cg ∈ C we set
fχ =
∑
g∈G
cgχ(g
−1).
Proposition 3.1. Let f =
∑
g∈G cg ∈ C[G]. Then one has
f =
1
#G
∑
g∈G
∑
χ∈G∨
cχχ(g)g.
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Proof. This is a well-known fact and can be seen as a Fourier transform. 
For a subset S ⊆ G we set C[S] = {∑s∈S css : cs ∈ C} ⊆ C[G], which is a C-
vector space. Let χ0 be the identity element of G
∨. We define the shape parameter
of S, which we denote by shG(S), as follows:
shG(S) =
#S
#G
· inf
f∈C[S]:fχ0 6=0
∑
χ∈G∨ |fχ|
|fχ0 |
.
The following proposition gives some basic properties.
Proposition 3.2. Let S ⊆ G be non-empty. Then the following hold:
i. For α ∈ Aut(G) and b ∈ G we have sh(b · α(S)) = sh(S).
ii. We have 1 ≤ sh(S) ≤ #S. Furthermore we have sh(S) = 1 if and only if S
is a coset of a subgroup of G. We have sh(S) = #S if and only if #S = 1.
iii. For S ⊆ S′ we have sh(S′) ≤ #S′#S sh(S).
Let G′ be a finite abelian group and let S′ ⊆ G′ be non-empty. Then the following
hold:
iv. Let i : G → G′ be an injective group morphism. Then one has shG(S) =
shG′(i(S)).
v. Let π : G → G′ be a surjective morphism of groups. Then the equality
shG(π
−1(S′)) = shG′(S
′) holds.
vi. We have shG×G′(S × S′) ≤ shG(S)× shG′(S′).
Proof. Most parts in this proof are elementary and left to the reader (see [3]). 
If S ⊆ G is non-empty, we set
SS−1 = {st−1 : s, t ∈ S}.
Lemma 3.3. We have
sh(SS−1) ≤ #(SS
−1)
#S
.
Proof. The function
(∑
s∈S s
) · (∑s∈S s−1) with support in SS−1 gives the upper
bound. 
Definition 3.4. An interval of Z is a non-empty set S ⊆ Z such that are n,m ∈ R
with S = [n,m] ∩ Z.
Let G = Z/nZ. A standard interval of G is defined to be the image of an interval
of Z under the natural map Z→ Z/nZ.
Let G be a finite abelian group. A subset S ⊆ G is called a full interval if there
exist n ∈ Z≥1, a surjective morphism π : G → Z/nZ and a standard interval T of
Z/nZ such that π−1(T ) = S. A full interval of a subgroup of G is called an interval
of G.
Lemma 3.5. For an interval S ⊆ G we have sh(S) ≤ 2.
Proof. Using Proposition 3.2iv and v, we reduce to the case where G = Z/nZ,
for which we use additive notation, and where S is a standard interval. First of
all assume that the size of S is odd, then we may assume (after shifting) S =
{−m,−m + 1, . . . , 0, . . . ,m − 1,m} for some m ∈ Z≥0 with m ≤ n−12 . Let T ={0, 1, . . . ,m}. Then T − T = S and hence we find by Lemma 3.3
sh(S) ≤ #S
#T
=
2m+ 1
m+ 1
< 2.
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The proof in the case #S is even is similar. 
Lemma 3.6. Let V be a vector space over Fp of dimension n. Let c ∈ {1, . . . , p−1}
and 0 ≤ i < n or (c, i) = (1, n). Then there is an interval S in V with #S = cpi.
Proof. If (c, i) = (1, n), the statement is obviously true. Assume c 6= 0 and let W
be a subspace of dimension i + 1 of V and consider a nonzero map f ∈ W∨ =
Hom(W,Fp). Pick an interval S0 of Fp of length c and set S = f
−1(S0). 
4. Applications of the shape parameter to hyperelliptic curves
4.1. Main statements.
Convention 1. In this article we assume that a hyperelliptic curve C of genus g
is given by an equation y2 + h(x)y = f(x) as in Subsection 2.3. Furthermore, we
assume that ∞ is ramified in the extension k(C)/k(x). This is equivalent to:
• char(k) 6= 2: deg(f) = 2g + 1;
• char(k) = 2: 1 ≤ deg(h) ≤ g.
We let ∞′ be the point above ∞ of k(C).
Let k be a finite field of cardinality q and characteristic p. Let C be a hyperelliptic
curve over k given by a pair (f, h) following our conventions above. Then we have
an injective map
ϕC : C(k) → Pic0k(C)
P 7→ [P ]− [∞′].
Let CS = {P ∈ C(k) : x(P ) ∈ S}. We will give conditions on #S and shk+(S) such
that Pic0k(C) = 〈ϕC(CS)〉.
Let P 6= ∞ be a prime of k(x), the function field of the projective line over k,
corresponding to the monic polynomial
∑n
i=0 aix
i with an = 1. We put T(P ) =
−an−1 ∈ k.
Proposition 4.1. Assume that p = 2 and that deg(h) = g. Then we have a
surjective morphism of groups
ψC : Pic
0
k(C)→ F2
defined as follows: Let P 6=∞′ be a prime of k(C). Then we have:
ψC([P ]− degk(P )[∞′]) = trk/F2
(
f(P/P |K)T(P |K)d1 + degk(P )d0
h2g
)
∈ F2.
Theorem 4.2. Let C over k be a hyperelliptic curve of genus g given according to
our assumptions as above such that #C(k) > (2g − 2)√q. Put s = 2 if p = 2 and
s = 3 if p 6= 2. Let S ⊆ k+ such that
q3/2 · 2(2g − 2 + s) · shk(S) < (#C(k) + (2g − 2 + 2s)√q) ·#S.
Then the following hold:
i. Assume that p 6= 2 or p = 2 and deg(h) < g. Then we have 〈ϕC(CS)〉 =
Pic0k(C).
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ii. Assume that p = 2 and deg(h) = g. Define the following:
di = f2g+i +
√
f2g+2hg−1+i ∈ k (for i ∈ {0, 1})
ǫC = (−1)trk/F2(d0/h2g) ∈ C
λ2 ∈ Hom(k+,C∗), c 7→ (−1)trk/F2 (cd1/h2g)
HC = {x ∈ k : λ2(x) = −ǫC} ⊆ k.
Then we have:
(a) 〈ϕC(CS)〉 ∈ {Pic0k(C), ker(ψC)};
(b) if S ∩HC = ∅, then 〈ϕC(CS)〉 = ker(ψC);
(c) if S ∩HC 6= ∅, then 〈ϕC(CS)〉 = Pic0k(C) if
q3/2(2g − 2 + s) shk(S ∩HC) < (#C(k) + (2g − 2 + 2s)√q) ·#(S ∩HC).
Remark 4.3. Similar results can be obtains for S ⊆ k∗ when one takes the shape
with respect to k∗.
Remark 4.4. Theorem 4.2 depends on C because of the dependence on #C(k).
By Hasse-Weil we have #C(k) ≥ q+1−2g√q and we can get rid of this dependence.
From the above theorem we deduce one of the theorems of the introduction.
of Theorem 1.2. This follows from Theorem 4.2, Hasse-Weil and bounds on the
shape (Proposition 3.2ii and Lemma 3.5). 
Example 4.5. Assume that g = 1 in Theorem 4.2. Then using some crude esti-
mates, one sees that we can apply the theorem if 2s · shk+(S) ≤ #S. Furthermore,
the exceptional case corresponds to ordinary elliptic curves in characteristic 2. In
this case, there is a unique subgroup of Pic0k(E)
∼= E(k) of index 2, namely 2E(k),
which must be equal to ker(ψE).
4.2. Realizing Galois groups. The goal in this subsection is to realize k+ ×
Pic0k(C) as the Galois group of an extension M of k(C) such that for P ∈ Pk(C)/k
of degree 1 we have (P,M/k(C)) = (x(P ), [P ] − [∞′]).
Let us realize k+ first. Set K = k(x).
Proposition 4.6. Let K+ = K[Y ]/(Y
q − Y − x) and let y = Y ∈ K+. Then
K+/K is a Galois extension of fields for which the following hold:
i. the map ϕ : k → Gal(K+/K), c 7→ (y 7→ y+c) is an isomorphism of groups;
ii. the extension is totally ramified at ∞, and is unramified at all the other
primes;
iii. the extension is geometric;
iv. for P ∈ PK/k \ {∞} we have (P,K+/K) = ϕ(T(P )) ∈ Gal(K+/K);
v. f(K+/K) = 2∞, disc(K+/K) = 2(q− 1)∞; the conductor of any nontrivial
subextension of K+/K is 2∞;
vi. g(K+) = 0.
Proof. This is a calculation which involves Riemann-Hurwitz (see [9]) and the
Fu¨hrerdiskriminantenproduktformel (see [6]). 
Proposition 4.7. Let K+ be as in the previous proposition (Proposition 4.6). For
c ∈ k∗ put zc = (cy)+(cy)p+(cy)p2+. . .+(cy)pm−1 . For c ∈ k∗/F∗p set Kc = K(zc).
Let τc : k → F∗p be defined by a 7→ trk/Fp(ca). Then the following hold:
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i. zc is a zero of the irreducible polynomial fc = X
p −X − cx ∈ k(x)[X ];
ii. Kc/K is Galois, the map ϕc : Fp → Gal(Kc/K), a 7→ (zc 7→ zc + a) is an
isomorphism and the following diagram is commutative:
Gal(K+/K)
∼ //

k
τc

Gal(Kc/K)
∼ // Fp;
iii. for P ∈ PK/k \ {∞} we have
(P,Kc/K) = ϕc(trk/Fp(cT(P ))) ∈ Gal(Kc/K);
iv. the map
k∗/F∗p → {L : K ⊆ L ⊆ K+, [L : K] = p}
c 7→ Kc
is a bijection.
Proof. This is a calculation which follows easily from Proposition 4.6. 
Proposition 2.1 gives us an extension k(C)[∞′]/k(C) which is unramified with
Galois group Pic0k(C) and the Frobenius at a rational point is [P ]−[∞′]. Proposition
4.6 gives us an extension K+/K with group k
+. Consider the following diagram of
function fields:
k(C)+,[∞′] = k(C)+k(C)[∞′]
k(C)+ = K+k(C)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
k(C)[∞′]
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
K+
88♣♣♣♣♣♣♣♣♣♣♣♣
k(C)
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
Pic0k(C)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
K = k(x).
k+
gg◆◆◆◆◆◆◆◆◆◆◆◆ C2
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
We will first study Gal(k(C)+/K).
First of all, the extension k(C)/K is Galois with group C2 and totally ramified
at ∞ and at some more points. The extension K+/K is geometric and Galois with
group k+ and totally ramified at∞. Consider the extension k(C)+/K. As K+ and
k(C) are linearly disjoint by genus considerations (Riemann-Hurwitz), k(C)+/K is
Galois with group k+ × C2. Also k(C)+/k(C) is Galois with group k+. We claim
that k(C)+/K is geometric. If char(k) 6= 2, then as (#k, 2) = 1, the extension
k(C)+/K is totally ramified at ∞. Assume that char(k) = 2 and that deg(h) < g.
The conductor at ∞ of k(C)/K is 2(g + 1 − deg(h))∞, which is more than the
conductor of K+/K at ∞, which is 2∞. Hence k(C)+/K is totally ramified at
∞ and k(C)+/k(C) is totally ramified at ∞′. Assume that char(k) = 2 and that
deg(h) = g. In this case, take a prime of K, not ∞, dividing h. Then k(C)/K is
ramified at this prime, but K+/K is not. Hence k(C)+/K+ is ramified at a prime
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above such a prime, and it cannot be a constant field extension. We conclude that
k(C)+/K is always geometric.
The only possible ramification in k(C)+/k(C) is at ∞′. We have already shown
that it is totally ramified at ∞′ if char(k) 6= 2 or char(k) = 2 and deg(h) = g.
One knows that the maximal abelian extension of K∞, the completion of K at
∞, which is totally ramified of conductor 2 has degree q. Hence if char(k) = 2
and deg(h) = g, we see that k(C)+/K cannot be totally ramified at ∞. Hence in
this case k(C)+/k(C) cannot be totally ramified. There is a unique field L with
k(C) ⊆ L ⊆ k(C)+ with [L : k(C)] = 2 which is unramified at ∞′, and hence
unramified.
Lemma 4.8. Let k be a finite field of characteristic p and let a ∈ k. Then fa =
xp − x− a ∈ k[x] is irreducible if and only if trk/Fp(a) 6= 0.
Proof. We leave the proof as an exercise for the reader (see [3]). 
The following lemma explicitly describes L.
Lemma 4.9. Assume that p = 2 and that deg(h) = g. For i = 0, 1 put di =
f2g+i+
√
f2g+2hg−1+i. Then the unique unramified subextension L of k(C)+/k(C)
comes from the subextension of K+/K given by z
2 − z − cx with c = d1h2g . This
extension L/k(C) is totally split at ∞′ if and only if trk/F2( d0h2g ) = 0.
Proof. Let v be the normalized valuation at∞′ of k(C). Then v(x) = −2 as k(C)/K
is ramified. We have deg(f) ∈ {2g + 1, 2g + 2}. Put y′ = y +√f2g+2xg+1 ∈ k(C).
Then we have y′2+hy′ = fnew where fnew = f + f2g+2x
2g+2 +
√
f2g+2hx
g+1. Note
that fnew,2g+1 = d1 is nonzero, as its square is nonzero by our assumptions on
(f, h). Hence fnew is of degree 2g + 1. From the equation which y
′ satisfies, one
easily obtains v(y′) = −(2g + 1).
Let z be an element of K+ satisfying z
2 − z − d1x/h2g = 0 (Proposition 4.6 for
the existence). Notice that y′′ = y′/(hgx
g) satisfies
y′′2 + y′′ =
fnew(x) + (h(x)− hgxg)y′
h2gx
2g
=
d1x
h2g
+
d0
h2g
+
(fnew − d1x2g+1 − d0x2g) + (h(x)− hgxg)y′
h2gx
2g
.
Hence we have
(y′ + z)2 + (y′ + z) =
d0
h2g
+
(fnew(x)− f2g+1x2g+1 − f2gx2g) + (h(x)− hgxg)y′
h2gx
2g
.
The valuation of the right hand side at infinity is non-negative and the part in the
fraction has a positive valuation. The theorem of Kummer ([9, Chapter 2, Theorem
3.7]) gives the follwing. It shows that the extension L/k(C) is unramified at infinity,
and that the extension splits completely at infinity if and only if the polynomial
x2 + x + d0h2g
is not irreducible in k[x]. This happens if and only if trk/F2(
d0
h2g
) = 0
by Lemma 4.8. 
The following lemma gives us the conductor of subextensions of k(C)+/k(C).
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Lemma 4.10. Let L′ be a subextension of degree p of k(C)+/k(C) which is totally
ramified at ∞′. Then one has
f(L′/k(C)) =
{
2∞′ p = 2
3∞′ p 6= 2.
Proof. This follows from Lemma 2.4 and Proposition 4.6. 
The next step is to study the extension k(C)+,[∞′]/k(C). If p 6= 2 or p = 2 and
deg(h) < g, then we have seen above that k(C)+/k(C) is totally ramified at ∞′.
As k(C)[∞′ ]/k(C) is unramified, it shows that k(C)+ and k(C)[∞′] are disjoint over
k(C). In this case we have Gal(k(C)+,[∞′]/k(C)) = k
+ × Pic0k(C).
Assume that p = 2 and that deg(h) = g. We want to understand the Galois
extension k(C)+,[∞′]/k(C). Using Lemma 4.9 and Proposition 2.1, we see that two
things can happen: If trk/F2(
d0
h2g
) = 0, then one obtains L ⊆ k(C)[∞′] (there is a
unique maximal extension where ∞′ splits). This means that there is a surjec-
tive homomorphism Pic0k(C) → Gal(L/k(C)). One has Gal(k(C)+,[∞′]/k(C)) =
k+ ×Gal(L/k(C)) Pic0k(C). If trk/F2( d0h2g ) = 1, then k(C)+ and k(C)[∞′] are disjoint,
and Gal(k(C)+,[∞′ ]/k(C)) = k
+×Pic0k(C). Unfortunately, the extension is not geo-
metric. There is a degree 2 extension of k inside k(C)+,[∞′] (Proposition 2.1). Also
in this case one can produce a surjective homomorphism Pic0k(C)→ Gal(L/k(C)).
of Proposition 4.1. Assume first trk/F2(
d0
h2g
) = 0. Then L ⊆ k(C)[∞′ ] and this
gives a surjective map ψC on the Galois groups. To see what it does, we look
at the Frobenius elements. Let P be a prime of degree n in k(C). One has
(P, k(C)[∞′ ]/k(C)) = [P ]−n[∞′] ∈ Pic0k(C) (Proposition 2.1). This Frobenius maps
to (P,L/k(C)) = trk/F2(
f(P/P |K) T(P |K)d1
h2g
) = trk/F2(
f(P/P |K) T(P |K)d1+degk(P )d0
h2g
)
(Proposition 4.7 and Lemma 4.9).
Assume trk/F2(
d0
h2g
) = 1. Let L′ be the third degree 2 extension in the V4 extension
Lk′ over k(C) where k′ is the unique degree 2 extension of k. Then we have a natural
map Pic0k(C) → Gal(L′/k(C)) = F2 (Proposition 2.1). Let P be a prime of k(C)
of degree n. Note that there is a unique maximal extension in Lk′/k(C) where P
is totally split. Assume that n is even. Then P splits in L′/k(C) iff it splits in
L/k(C). If n is odd, then P splits in L′/k(C) iff it does not split in L/k(C). This
gives the required map. 
4.3. Character sum estimates. Put
C(k)∗ = C(k) \ {∞′} = unr1(k(C)+,[∞′]/k(C)).
Let λ ∈ k∨ and χ ∈ Pic0k(C)∨. Since we have a natural map Gal(k(C)+,[∞′]/k(C))→
k+×Pic0k(C), we can view (λ, χ) as a character of Gal(k(C)+,[∞′]/k(C)) by taking
the product. We put
c(λ,χ) =
∑
P∈C(k)∗
(λ, χ)(P, k(C)+,[∞′ ]/k(C)) =
∑
P∈C(k)∗
λ(x(P ))χ(ϕC (P ))
(we avoid the only ramification at ∞′). Our goal is to estimate these c(λ,χ). Put
s = 2 if p = 2 and s = 3 if p 6= 2.
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4.3.1. Case 1. Assume that p 6= 2 or p = 2 and deg(h) < g.
Lemma 4.11. The following hold for λ ∈ k∨ and χ ∈ Pic0k(C)∨.
i. if λ 6= χ0, then |c(λ,χ)| ≤ (2g − 2 + s)√q;
ii. cχ0,χ0 = #C(k)− 1;
iii. if χ 6= χ0, then |c(χ0,χ) + 1| ≤ (2g − 2)
√
q.
Proof. i: The degree of the conductor of the corresponding extension is s (see
Lemma 4.10 and Lemma 2.5). Hence the result follows from Theorem 2.3.
ii: Obvious.
iii: The degree of the conductor of the corresponding extension is 0 (Lemma
4.10, Lemma 2.5). Hence the result follows from Theorem 2.3. 
4.3.2. Case 2. Assume that p = 2 and deg(h) = g. Let λ2 be the special character
of k+ corresponding to the unramified subextension of L/k(C) of degree 2. More
explicitly, we define λ2 ∈ k∨, c 7→ (−1)trk/F2 (cd1/h2g) ∈ C∗ (Lemma 4.9 and Proposi-
tion 4.7). Put ǫC = (−1)trk/F2 (d0/h2g) (it is −1 if there is a constant field extension).
Let χ2 = (−1)ψC ∈ Pic0k(C)∨.
Lemma 4.12. The following hold for λ ∈ k∨ and χ ∈ Pic0k(C)∨.
i. c(λ,χ)·(λ2,χ2) = ǫCc(λ,χ);
ii. if λ 6= χ0, λ2, then |c(λ,χ)| ≤ (2g − 2 + s)√q;
iii. c(χ0,χ0) = #C(k)− 1;
iv. c(λ2,χ2) = ǫC (#C(k)− 1);
v. if χ 6= χ0, then |c(χ0,χ) + 1| ≤ (2g − 2)
√
q;
vi. if χ 6= χ2, then |c(λ2,χ) + ǫC | ≤ (2g − 2)
√
q.
Proof. i: Let P ∈ C(k)∗. We have λ2(x(P ))χ2(ϕC(P )) = ǫC by construction.
Indeed, if ǫC = 1, λ2(x(P )) and χ2(ϕC(P )) are equal. If ǫC = −1, then a rational
point splits in one extension iff it does not split in the other one, and hence they
differ by a sign. The result follows.
ii: The degree of the conductor of the corresponding extension is s (Lemma 4.10,
Lemma 2.5). Hence the result follows from Theorem 2.3.
iii: Obvious.
iv: Follows from ii and i.
v: The degree of the conductor of the corresponding extension is 0 (Lemma 4.10,
Lemma 2.5). Hence the result follows from Theorem 2.3.
vi: Follows from v and i. 
4.4. Proof of theorem.
of Theorem 4.2. Suppose 〈ϕC(CS)〉 ( Pic0k(C). Then there exists a subgroup H ⊆
Pic0k(C) of prime index l such that ϕC(CS) ⊆ H . Let χ ∈ Pic0k(C)∨ be a character
with kernel H . Let f =
∑
a∈k faa ∈ C[S] ⊆ C[k]. Then for a ∈ k we have
fa =
1
q
∑
λ∈k∨ fλλ(a) (Proposition 3.1).
By construction we have
0 =
∑
P∈C(k)∗
f(x(P ))(χ − 1)(ϕC(P )) = 1
q
∑
P∈C(k)∗
∑
λ∈k∨
fλλ(x(P ))(χ − 1)(P )
=
1
q
∑
λ∈k∨
fλ
(
c(λ,χ) − c(λ,1)
)
.
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Assume that χ 6= χ2 if p = 2 and deg(h) = g. Choose f such that shk(S) =
#S/q · Ck(f). Rewrite our equation in the following way:
f1(c(1,1) − c(1,χ)) =
∑
λ∈k∨,λ6=1
fλ
(
c(λ,χ) − c(λ,1)
)
.
We will now put in the estimates of Lemma 4.12. Notice first
|c(1,1) − c(1,χ)| = |(c(1,1) + 1)− (c(1,χ) + 1)| = |#C(k)− (c(1,χ) + 1)|
≥ #C(k) − (2g − 2)√q > 0.
Taking absolute values gives
|f1|(#C(k) + (2g − 2 + 2s)√q) ≤ 2(2g − 2 + s)√q
∑
λ∈k∨
|fλ|.
Pick f such that C(f) = q/#S · shk(S). Then we obtain
q
#S
· shk(S) = C(f) ≥
#C(k) + (2g − 2 + 2s)√q
2(2g − 2 + s)√q
and this gives us the required result.
Assume that p = 2, deg(h) = g and that χ = χ2. Then one has
0 =
∑
λ∈k∨
fλ
(
c(λ,χ2) − c(λ,1)
)
=
∑
λ (mod 〈λ2〉)
(fλ − ǫCfλλ2)
(
c(λ,χ2) − c(λ,1)
)
.
Hence we have
(f1 − ǫCfλ2)
(
c(1,1) − c(1,χ2)
)
= 1/2
∑
λ∈k∨,λ6=1,λ2
(fλ − ǫCfλλ2)
(
c(λ,χ2) − c(λ,1)
)
.
The estimates of Lemma 4.12 give
|f1 − ǫCfλ2 |(#C(k) + (2g − 2 + 2s)
√
q) ≤ (2g − 2 + s)√q
∑
λ∈k∨
|fλ − ǫCfλλ2 |.
Consider the expression fλ−ǫCfλλ2 . It is not hard to see that the image of the map
C[S] → C[S], f 7→ fλ − ǫCfλλ2 is C[HC ∩ S] where HC = {x ∈ k : λ2(x) = −ǫC}.
If HC ∩ S = ∅, then we have CS ⊆ ker(ψC)
2⊆ Pic0k(C) (Proposition 4.1). We can
interpret our equation as a shape of HC ∩ S and by choosing the function which
obtains the shape of HC ∩ S we obtain:
#C(k) + (2g − 2 + 2s)√q
(2g − 2 + s)√q ≤
q
#(S ∩HC) · shk(S ∩HC).

5. The algorithm
In this section we will describe how to find generators for Pic0k(C), that is, we
give the proof of Theorem 1.1. We make a few assumptions:
i. We can do operations in k, a finite field of cardinality q, as addition and
multiplication in time polynomial in log(q).
ii. Our hyperelliptic curve C is given as in Subsection 2.3 and k(C)/k(x) is
totally ramified at ∞.
iii. Divisors on Pic0k(C) are represented as Galois-invariant divisors of div
0
k
(Ck),
where divisors on div0
k
(Ck) are represented in Z
(C(k)).
14 MICHIEL KOSTERS
of Theorem 1.1. Put t =
(
24(2g + 1) + 22
)2
. Deterministically construct k′, a finite
field extension of k of cardinality qi where tq > qi ≥ t. This can be done in time
O(q1/2i4) ([7]), which is in O(q1/2g2). Addition and multiplication can then be
done in k′ in time polynomial in log(g) and log(q).
Construct an interval S of k′ with the following properties:
i. #S ≥ ⌈4(2g + 1)qi/2⌉ = r;
ii. #S = O(g2q1/2);
iii. if p = 2 and deg(h) = g, then S ⊆ HC (see Theorem 4.2).
This can be done for the following reason. We claim that there are intervals of
length between r and 2r. Indeed, write r in basis p = char(k), say with main
term asp
s. We claim that there is an interval of cardinality r′ = 2asp
s. Note that
r ≤ r′ ≤ 2r. We want to apply Lemma 3.6 (for HC in the special case), and for
this it is enough to show that 4r ≤ qi. Indeed, we have
qi ≥ qi/2t1/2 = qi/2 (24(2g + 1) + 22) ≥ 4(4(2g + 1)qi/2 + 1) ≥ 4r.
We claim that #S = O(g2q1/2). Indeed, gqi/2 ≤ gt1/2q1/2, which is of order
O(g2q1/2) and the result follows.
We will apply Theorem 4.2 with our interval S. We have shk+(S) ≤ 2 (Lemma
3.5) and qi ≥ (4g − 2)2 and hence #S ≥ 2 shk+(S)(2g − 2 + s)qi/2. Theorem 4.2
(see Remark 4.4) gives 〈ϕCk′ (Ck′,S)〉 = Pic0k′(Ck′ ).
We will construct Ck′,S . For all x ∈ S we look at the equation y2+h(x)y = f(x)
and we have to solve this in y (note that we have a smooth model of C).
Assume that p = 2. Note that h 6= 0. If x is fixed, we need to find y with
(
y
h(x)
)2
− y
h(x)
=
(
f(x)
h(x)
)2
.
This is an Artin-Schreier equation and solutions can easily be obtained by linear
algebra. Each step here can be done in polynomial time in O(qi), hence polynomial
time in log(g) and log(q). Hence the total cost of this is O(g2+ǫq1/2+ǫ).
Assume that p 6= 2. Then for x ∈ S we need to solve y2 = f(x). First calculate
a quadratic non-residue in time O(qi/4+δ), that is, in time O(log(g)1/2q1/4+δ) (see
[8]). Then we apply Tonelli-Shanks to solve the equation for a fixed x in time
polynomial in log(q) ([10, Lemma 3.4]). Hence in total the cost of this step is again
O(g2+ǫq1/2+ǫ).
Hence we have calculated Ck′,S . Let ∞′′ be the point at infinity of Ck′ . The
image of Ck′,S under ϕCk′ : Ck′(k
′)→ Pic0k(Ck′ ) generates the group Pic0k(Ck′ ). It
maps P to [P ]− [∞′′]. Since the norm map Normk′k(C)/k(C) : Pic0k(Ck′ )→ Pic0k(C)
is surjective (Corollary 2.2), a generating set of Pic0k(C) is given by
Normk′k(C)/k(C)
(
ϕCk′ (Ck′,S)
)
.
More explicitly, for P ∈ Ck′,S we have
Normk′k(C)/k(C)(ϕCk′ (P )) = −[k′ : k][∞′] +
∑
g∈Gal(k′/k)
[g(P )].

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