All ad-nilpotent elements of the infinite-dimensional Lie superalgebra Ω over a field of positive characteristic are determined. The natural filtration of the Lie superalgebra Ω is proved to be invariant under automorphisms by characterizing ad-nilpotent elements. Then an intrinsic property is obtained by the invariance of the filtration; that is, the integers in the definition of Ω are intrinsic. Therefore, we classify the infinite-dimensional modular Lie superalgebra Ω in the sense of isomorphism.
Introduction
The theory of modular Lie superalgebras has obtained many important results during the last twenty years (e.g., see [1] [2] [3] [4] ). But the complete classification of the simple modular Lie superalgebras remains an open problem. We know that filtration structures play an important role both in the classification of modular Lie algebras and nonmodular Lie superalgebras (see [5] [6] [7] [8] ). The natural filtrations of finitedimensional modular Lie algebras of Cartan type were proved to be invariant in [9, 10] . The similar result was obtained for the infinite-dimensional case [11] . In the case of finitedimensional modular Lie superalgebras of Cartan type, the invariance of the natural filtration was discussed in [12, 13] . The same conclusion was obtained for some infinitedimensional modular Lie superalgebras of Cartan type (see [14] [15] [16] [17] ).
In the present paper, we consider the infinite-dimensional modular Lie superalgebra Ω( , , ), which was studied in paper [18] . Denote the natural filtration by (Ω( , , ) [ ] ) ≥−2 . We show that the filtration is invariant under automorphisms by determining ad-nilpotent elements and subalgebras generated by certain ad-nilpotent elements. We are thereby able to obtain an intrinsic characterization of Lie superalgebra Ω( , , ).
The paper is organized as follows. In Section 2, we recall some necessary definitions concerning the modular Lie superalgebra Ω. In Section 3, we establish some technical lemmas which will be used to determine the invariance of the filtration. In Section 4, we prove that the natural filtration (Ω( , , ) [ ] ) ≥−2 is invariant. Furthermore, we obtain the sufficient and necessary conditions of Ω( , , ) ≅ Ω( , , ); that is, all the Lie superalgebras are classified up to isomorphisms.
Preliminaries
Throughout the work F denotes an algebraically closed field of characteristic > 3 and F is not equal to its prime field Π. Let Z 2 = {0, 1} be the ring of integers module 2. Let N and N 0 denote the sets of positive integers and nonnegative integers, respectively. For > 0, let E = { 1 , . . . , } ∈ F be a subset of F that is linearly independent over the prime field Π, and let be the additive subgroup generated by E that does not contain 1. If ∈ , then we let = ∑ =1 and = 1 1 ⋅ ⋅ ⋅ , where 0 ≤ < . Given ∈ N and = 2 + 2, we put = {1, . . . , − 1}. Let 1 , . . . , −1 ∈ F and 1 = 0, + + = 1, = 2, . . . , + 1. If ∈ N 0 , then can be uniquely expressed in -adic
. We define a truncated polynomial algebra
2 Abstract and Applied Analysis such that = 0, ∀ ∈ , = 0, 1, . . . ,
For , ∈ N 0 , it is easy to see that
−1 . Let Λ( ) be the Grassmann superalgebra over F in variables +1 , . . . , + , where ∈ N and > 1. Denote by Ω the tensor product ⨂ F Λ( ). The trivial Z 2 -gradation of and the natural Z 2 -gradation of Λ( ) induce a Z 2 -gradation of Ω such that Ω is an associative superalgebra:
For ∈ and ∈ Λ( ), we abbreviate ⊗ to . Let
and where
Then { | ∈ , ∈ , ∈ B( )} is an F-basis of Ω. If | | appears in some expression in this paper, we always regard as a Z 2 -homogeneous element and | | as the Z 2 -degree of . Let = + , = { + 1, . . . , } and = ∪ . Put 1 = {2, . . . , − 1}. Set = ( 1 , . . . , −1 ) and
Let 1 , 2 , . . . , be the linear transformations of Ω such that
where * is the first nonzero number of 0 ( ), 1 ( ), . . . , ( ). Then 1 , 2 , . . . , are superderivations of the superalgebra Ω and | | =̃. Set
where is the identity mapping of Ω. Let ∈ Ω be a Z 2 -homogeneous element and ∈ Ω; we define a bilinear operation in Ω such that
Then Ω becomes a simple Lie superalgebra. If 2 + 4 − ̸ ≡ 0 (mod ), we see that + 2 −1 − − 2 ̸ = 0. In the sequel, we always assume that 2 + 4 − ̸ ≡ 0 (mod ). In some cases, we denote Ω by Ω( , , ) in detail and call Ω( , , ) the Lie superalgebra of Ω-type.
Now we give a Z-gradation of Ω: Ω = ⨁ ∈ Ω , where
Ad-Nilpotent Elements
Let be a Lie superalgebra. Recall that an element ∈ is called ad -nilpotent if there exists a ∈ N such that (ad ) ( ) = 0. If ∈ is ad -nilpotent, it is also called ad-nilpotent in brief. Let be a subset of . Put nil( ) = { ∈ | is ad -nilpotent}, and Nil( ) is the subalgebra of generated by nil( ).
Let ∈ N 0 and = ∑ ∞ V=0 V ( ) V be the -adic expression of a, where 0 ≤ V ( ) < . Then
is called the -adic sequence of , where pad V ( ) = V ( ) for all V ∈ N 0 . For = ( 1 , 2 , . . . , −1 ) ∈ , we define theadic matrix of to be pad ( ) = (
) .
Since pad( ) is a ( − 1) × ∞ matrix with only finitely many nonzero elements, we can set
∈ Ω is a nonzero element with , , ∈ F, then we may assume
For , ∈ N 0 , we define ‖ ‖ , := ∑ −1 =1 ∑ = pad ( ) and ‖ ‖ := ‖ ‖ 0, . Now for any ∈ N and ∈ Ω, define
Lemma 1. Let , ∈ and ∈ N 0 . Then the following statements hold.
Proof. (i) We see that
Note that
. . .
as desired.
(
If pad 0 ( ) = 0 and pad ( ) ̸ = 0 for ≥ 1, then we can assume that
.) . (18)
Hence pad( −1) = ( −1, . . . , −1, pad ( ), pad +1 ( ), . . .). 
(c) If > , then
Then the following statements hold.
Proof. (i) As
4 Abstract and Applied Analysis By the equality above and Lemma 1, we get pad(
Hence
(ii) The proof is completely analogous to (i).
(iii) For ∈ 1 , by assumption of this lemma, we have − − ̸ = 0, which combined with Lemma 1 yield
For ∈ , it is easily seen that
Also by Lemma 1, we obtain
Hence Lemma 2 holds.
Proof. By a direct computation, we obtain that
which satisfies the conditions of Lemma 2.
Proof. Given ∈ N, put = ( − 1) ( + 1) ( − 1) + 2 ( − 1) ( − 1)
Clearly, we have S ( ) < for all standard basis element of Ω.
Note that ≥ max{1, ℎ ( V )}. By using Lemma 3 repeatedly we see that (ad ) ( ) = 0. Hence Ω [1] ⊆ nil(Ω).
Lemma 5. (i) If
Proof. (i) See Lemma 5 in [14] .
(ii) By (i), we see that −2 is ad-nilpotent. .
Similarly, we get (ad −1 ) (
Conversely, we have
Then by (ii) of this lemma, −2 = 0. 
Proof. (i) By a direct computation, we get
(ii) Also by a direct calculation, we have . Obviously,
Hence (ad ) ( ) = + + = 0.
(iii) The proof is completely analogous to (ii). (iv) According to (i), we see that
= (1/4)[ , , ] ∈ nil(Ω 0 ∩ Ω 0 ).
Lemma 7.
Suppose that , , ∈ are different from each other, and , ∈ F.
Proof. (i) Set be an arbitrary standard element of Ω. Then
Put
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Noting that 2 + 2 = 0, we obtain
Similarly, (ad ) 4 = 0, and then = + ∈ nil(Ω).
(ii) Let ∈ \ { , }. It follows from (i) that
Lemma 8.
∈ nil(Ω 0 ∩ Ω 1 ) for ∈ 1 and ∈ .
Proof. By a direct computation, we obtain 
Thus ∈ nil(Ω 0 ∩ Ω 1 ), as required. 
Lemma 9. The following statements hold
(i) nil(Ω 0 ) = span F { , , | , ∈ 1 ∪ }. (ii) For ≥ 3, nil(Ω 0 ∩ Ω 0 ) = span F { , | , ∈ 1 ∪ [ ], = [ ]}. (iii) For = 2, nil(Ω 0 ∩ Ω 0 ) = span F { | , ∈ 1 }.
Proof. (i) Suppose that
Conversely, the assertion span F { , | , ∈
follows from Lemmas 6 and 7.
Let be the corresponding representation with respect to Ω 0 module Ω −1 ; that is, ( ) = ad | Ω −1 for all ∈ Ω 0 . It is easily seen that is faithful. For ∈ Ω 0 , we denote by ( ) the matrix of ( ) relative to the fixed ordered Fbasis:
Denote by gl(2 , ) the general liner Lie superalgebra of (2 + ) × (2 + ) matrices over F. Let denote the ( − 2) × ( − 2) matrix whose ( , )-entry is 1 and 0 elsewhere. Let denote the identity matrix of size × . Put = ( 0 − 0 ). Let sp(2 , F) be all the (2 ) × (2 ) matrices set filled with + = 0. Put
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Proof. (i) Let , , ∈ 1 ∪ . By computation, we have
The other cases are treated similarly. Thus (i) holds.
(ii) As is a nilpotent elements, ( ) is a nilpotent liner transformation. Then by the definition of , we see that ( ) is a nilpotent matrix.
Proof. By Lemma 9, we can assume that = ∑ ∈ 1 2 + ∑ , ∈ 1 , < + ∑ , ∈ , < , where , , ∈ F. Suppose ̸ = 0 for some ∈ 1 and = 2 . A direct calculation shows that
where every item of ℎ does not contain . Then (ad[ , ]) ( ) = 4 . Thus (ad[ , ]) ( ) = 4 ̸ = 0, for all ∈ N, which implies that [ , ] is not a nilpotent element.
If = 0 for all ∈ 1 , then we let ̸ = 0 for some , ∈ 1 and = . Also by computation, we have
where every item of ℎ does not contain . Similarly,
Hence our assertion follows. If = 0 and = 0 for all , ∈ 1 , then = ∑ , ∈ , < ∈ span F { | , ∈ , ∈ }. We see that ( ) is a antisymmetric nilpotent matrix. By Lemmas 9(ii) and 10, it is easy to see that there is ∈ span F { | , ∈ } such that [ ( ), ( )] is not a nilpotent matrix; that is, [ , ] is not an ad-nilpotent element. Hence our assertion holds.
Proof. According to Lemma 4, we need only to determine all ad-nilpotent elements in Ω −2 ⊕ Ω −1 ⊕ Ω 0 . For any ∈ N, a direct computation shows that
Lemmas 6, 7, and 8 imply that , , and are ad-nilpotent for , ∈ 1 ∪ . Hence our assertion holds.
Filtration and Intrinsic Property
Lemma 13.
Proof. Firstly, we prove the inclusion
which combined with (iv) and (v) of Lemma 5, yield
Then
that is,
Let us consider the converse inclusion. Suppose that =
and ∈ F, a contradiction. Consequently, −2 = 0. [1] is not nilpotent, contradicting the result of Lemma 5. Hence 0 = 0 and ∈ Ω [1] 
. It is obvious that Ω [1] ∩Ω 0 ⊆ M and the proof is complete.
be an arbitrary element of A, where
(ii) We first prove the inclusion
The converse inclusion is obvious.
(iii) The proof is completely analogous to (ii).
Theorem 16. Ω is transitive.
Proof. Assume the contrary. Suppose that there exists a nonzero ∈ Ω such that [ , Ω −1 ] = 0, where ∈ N 0 . Let be the maximal exponent of 1 of all monomial expressions occurring in . Then we may assume that
where , ∈ F. For any ∈ 1 , we have
where ℎ is the sum of summand that the exponent of 1 is less than . Since
is linear independence, − = 0; that is, = 0. For any ∈ , we get
where ℎ is the sum of summand that the exponent of 1 is less than . Thus ∑ 1 = −⟨ ⟩ = 0; that is, does not contain and = 
where ℎ is the sum of summand that the exponent of 1 is less than − 1. Thus Proof. This is a direct consequence of Theorem 17. 
