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This paper is concerned with the study of the oscillatory behavior of solutions of 
the n th-order nonlinear differential equation 
(a(t) x’“-“’ (t)P' + dt)f(Mt)l) = 03 
where n is even and 1 < Y < n - 1. A systematic study is attempted which extends 
and correlates a number of existing results. 
1. I~TR00ucTl0N 
In the last few years there has been increasing interest in the study of 
oscillatory behavior of differential equations with deviating arguments. For 
general interest we refer to the papers of Burton et al. [ 11, Dahiya et al. (21, 
Grace et al. [3,4], Graef et al. 161, Grammatikopoulos et al. [7-lo], 
Kartsatos [15-171, Kusano et al. [20-221, Slicas et al. (25,261, Staikos et 
al. [27-291, and Terry [30,31]. 
In this paper we are dealing with the oscillatory behavior of the )2 th-order 
differential equations with deviating arguments of the form 
(4 x (n-“)(t))(“) + q(t)f(x[g(t)]) = 0, (1) 
where n is even and 1 < v < n - 1. As a result, certain of our hypotheses are 
weaker than those of other authors and as a consequence our theorems 
improve theirs. Some specific comparisons to known results will be made in 
the text of the paper. We also mention that we do not stipulate that the 
function g in Eq. (1) be either retarded or advanced. Hence our theorems 
may hold for ordinary, retarded, advanced, and mixed type equations. 
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2. NOTATIONS AND ASSUMPTIONS 
Consider the n th-order equation 
6-4) x(“-“)(t))(“) + q(t)f(x[g(t)l) = 0, (1) 
where n is even, 1 <v<n-- 1, a,g,q: [to, oo)+R and fiR-+R are 
continuous, a(t) > 0, q(t) is nonnegative and not identically zero on any ray 
[t*, co) for some t* 2 t, and g(t) + 00 as t -+ co. We will assume that 
I 
O” 1 
-ds= a, 
R(s) 
where R(t) = max a(s) for t > T > t,, 
r<.s<t (2) 
xf(x) > 0 for xf 0, (3) 
f ‘(xl 2 0 for x#O ‘=& . ( i (4) 
We further assume that there exists a real valued function c E C’ [t,, co) 
such that 
i 
44 = f:$(min{s, g(s)}), 
o*(t) > 0 
u(t) + m as t-+m. 
Without further mention we will assume throughout that every solution 
x(t) of Eq. (1) that is under consideration here is continuable to the right and 
is nontrivial, i.e., x(t) is defined on some ray [TX, co) and sup(]x(t)]: 
t > T] > 0 for every T > TX. Such a solution will be called oscillatory if its 
set of zeros is unbounded, and will be called nonoscillatory otherwise. 
To obtain our results we need the following lemmas, given in [6-81. 
LEMMA 1. Let u be a positive (n - v)-times continuously d@zrentiable 
function on the interval [to, a)) and let y be a positive continuous function on 
[to, 00) such that 
I 
O” 1 
-ds=oo 
P(S) 
and the function w = ,uu(“-“’ is v-times continuously dlflerentiable on [to, 00). 
Moreover, let 
u(k) 
Wk== 
if O<k<n-v-l 
W(k-n+u) if n-v<k<n. 
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If w,,(t) = w’“‘(t) is of constant sign and not identically zero for all large t, 
then there exist t, > t, and an integer 1, 0 < I< n with n + 1 even for w, 
nonngative or n + 1 odd for w, nonpositive, and such that for every t > t,, 
and 
1 > 0 implies wk(t) > 0 (k = 0, l,..., 1 - 1) 
1 < n implies (-l)‘+k w,(t) > 0 (k = 1, 1 + I,..., n - 1). 
LEMMA 2. If the functions u, ,a, w, and wk are as in Lemma 1, and 
wn(t) wnel(t) = w’“‘(t) w’“-“(t) < 0 
for every t > t,, with w,,(t) = w’“‘(t) not identically zero for all large t, then 
there exists T > t, and positive constants K, and K, such that for each t > T 
(i> Iwn-l(t)l > 0, 
(ii) iflim,,, w,-,(t) # 0, then 
w,(t) = u(t) > K, I w,- &)I JV’, A 9, 
(iii) iflim,,, wn-,(t) = 0, then 
w,(t) = 44 > K, I w,, - ,@>I JV, P, t), 
JU’, P, t)= j’ 
T 
(t-,)+-l S v-l 
,(n-v- l)! 
-ds, 
Ill(S) 
and 
P(t) = Ty;& P(S)* \ 
Remark. From the proof of Lemma 2 [8, Lemma 51 it follows that if 
w,=~‘~‘>Oon [T,co)withO<k<n-v-1,then 
wk(t) = dk)(t) > K 1 w(“- l’(t)/ JCk’(T,j7, t) 
for each t > T, where K = K, (resp. K = K2) and p =P (resp. g-&F). 
Moreover, if n - v < k < n - 1, then 
wk(t) = w(k-n+“)(t) > K (w(“-l’(t)1 tn-k-1 
for each t > T, where K = K, (resp. K = K2) and ,C = ,u (resp. ,fi = p). 
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It will be convenient to make use of the following notation in the 
remainder of the paper. For T > t, and all t > T we let 
z(t) = a(t) x(“-“)(t) 
and 
Wk(f) = 
I 
x(k)(t), O<k<n-v-l 
Z(k-n+d(t), n-v<k<n. 
3. THE SUPERLINEAR EQUATIONS 
In this section we treat superlinear differential equations with deviating 
arguments of the form (1). Under condition (3) Eq. (1) is called superlinear 
if and only if 
+a du I- and -~ du f(u) < * I- f(u) < c0* (6) 
THEOREM 1. Let conditions (2)-(6) hold. Assume there is a twice- 
dlflerentiable function 
such that 
J^  
co 
p(s) q(s) ds = co. (7) 
Then each of the following conditions ensures the oscillation of every solution 
of Eq. (1): 
For every suficiently large T and u(t) > T 
and 
O(t) > 0 and r(t) = P(t) 
ci(t)j(T, R, o(t)) 
. < 0 
’ 
(1) 
f-v> 0 and I ; ly(s)lds < 00. (11) 
ProoJ Let x(t) be a nonoscillatory solution of Eq. (l), say x(t) > 0 for 
t > T,, > to. Then there exists t, > T, so that x[o(t)] > 0 for t > t,. It follows 
from Eq. (1) that 
z’“‘(t) Q 0 for t > t,. 
409/101/1-18 
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Moreover q(t) # 0 on any ray [t*, co) ensures that z(“) also has this 
property. Note next that the hypotheses of Lemma 1 are satisfied on [ti, co), 
which implies that there exists t, > t, so that 
z’“-“(t) > 0 and i(t) > 0 for t > t,. (8) 
Observe that the remark following Lemma 2 together with (5) shows that 
there exist t, > t, and a constant K > 0 such that for all t > t, we have 
T+(t)] > Kz’“- l’ [@)I 4tg 9 R, 4t)). (9) 
Note also that 
((z ‘“-l’(t))*). = 22’“-“(t) z’“‘(t) < 0 for t> t,, 
so the function z’“-“(t) is nonincreasing on [t2, co). Therefore for every 
t > t, we have 
+7(t)] > Kz -‘(t) j(t3, R, u(t)). (10) 
Let 
W(t)= ‘~~;I”(‘;;f) for t > t,. 
XC7 
By differentiation, we obtain that for every t >, t, 
et> = PW z’“‘(t) z’“-“(t) fcw)l> +P%xbJ(t)l) 
z’“-“(t) 
- p(t)f2(x[u(t)]) f’Gw)l) -w01 w (11) 
From Eqs. (1) and (10) and the fact that x(t) is nondecreasing on [t2, co) we 
have 
z’“-“(t) 
w> G -P(t) 4(t) + Po)f(x,u(t)]) 
(12) 
Since (2) and (5) hold, there exists i3 > t, so that u(t3) > t, and Jgk’(t3, R, 
u(t)) > 0 for k = 0, 1 and all t > &. Integrating (12) from i3 to t and using 
(4) we obtain 
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An application of (10) leads to 
Thus 
W(t) <Iv@,) + -i PV3> K d(i,) @3, K 40>l,=i3 GW3)) 
m - I ( p(s) q(s) ds - L K d(t) j(t3 9 R, 44) G(W) 3 
+ f j: Y(S) W(s)) ds, t3 (15) 
where 
and 
Now we consider the following two cases: 
Case 1. Let assumption (I) hold. Since y(t) < 0, t > t,, it follows that 
Wt) Q c - lFt P(S) q(s) ds> (16) 3 
where 
c = W(ij) + J- fi(t;) 
K d(i3)j(t3,R,u(t))/t=i,’ 
Case 2. Let assumption (II) hold. From (6) it follows that 
and hence 
0 < GW)) < ~4 for some constant M, 
W) < cl - jrt P(S) q(s) ds, 
3 
where 
(17) 
cl = W(i,) + 2- P(i3) 
K ~(t;)~(t,,R,a(t))lt,i, 
+ g jf; I Y(s)I ds. 
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Now it follows from (16) and (17) that 
W(t) +-co as t+co. 
Consequently, we must have z’“-‘)(t) < 0 for t > i,, which is a 
contradiction. The proof of the case x(t) < 0 for t > r, > t, is similar and 
hence is omitted. 
THEOREM 2. Let conditions (2)-(6) hold. Suppose that there exists a 
twice-dlreerentiable function 
P: [to, aI-1 (0,~) 
such that for all large T and u(t) > T 
P(t) > 0, v(t) = P(t) d(t) j(T, R, 40) 20 
and 
lim d(t) @‘, R, 44) t 
I+00 PW i 
p(s) q(s) ds = 00. 
T 
(18) 
Then every solution of Eq. (1) is oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of Eq. (1). Assume that 
x(t)>0 for t>T,,>&,. Following the same way as in the proof of 
Theorem 1, we get (14). Since y(t) > 0, we can use Bonnet’s Theorem and 
conclude that 
I P(s) 4ds)l@) 
At) 
:, Kqs).i(t,,R,o(s)) f(&J(~)l) dSgcd(t)j(t,,R,u(t))’ 
for some constant c > 0 and t > f3, and consequently from (14) we obtain 
d(t) j(t3, R, U(t)> 
PW 
W(t) < c - ‘@) ‘(t3’ R7 ‘@)) L 1 
P(t) 1 
t p(s) q(s) ds, (19) 
f3 
where 
c, = c + W(i,) 
W&A N>It=i, 
PV3) * 
By (18) we have z(“-‘) (t) Q 0 for t > i3, a contradiction to (9). The proof is 
now complete. 
OSCILLATION THEOREMS FOR RTH-ORDER DIFFERENTIAL EQUATIONS 275 
THEOREM 3. Suppose that conditions (2)-(6) hold, and for all large T 
j” b(s) j(T, R, a(s)) (I” q(r) dr) ds = 00. P-8 
s 
Then all solutions of Eq. (1) are oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of Eq. (l), say x(t) > 0 for 
t > T > t,. It follows, as in the proof of Theorem 1, that for any b > I, and 
P(f) = 1 
W(f) = z(“- “(f) 
z(- “(b) 
.f(x[o(t)l) ’ f(xb@)l) 
Since z’“-“(t) > 0 for t > b, we have 
q(s)ds’ 
Hence for all t 3 b 
1 
4, 
q(s) ds < 
z’“-“(t) 
f f (44t)l>~ 
Using (10) we obtain 
Thus 
K j; d(s) &, R, 4s)) (j” q(7) d7) ds < j;,r(r:; G. 
s 
This contradicts (6), since the integral on the left diverges. A similar proof 
holds when x(t) < 0 for t > t,. 
The following three theorems are generalizations of results obtained by 
Ohriska [24] for the Emden-Fowler equation: 
x(“)(t) +44 IxkWll” sgn xMt)l = 0, 
wheren~2,a>O,andg(t)<t,g(t)+co ast-+co. 
We let condition (5) be replaced by 
1 o(t) = $min{s, g(s))), 
1 u(t) -+ a3 as t+oO, 
(5)' 
and y(t) = sup{s > T) u(s) < t} for t >, T. 
276 S. R. GRACE 
THEOREM 4. Let conditions (2)-(4), (5)‘, and (6) hold. IfEq. (1) has an 
unbounded nonoscillatory solution, then for all large T we have 
lim sup J(T, R, t) /a q(s) ds = 0. 
t+m 
(21) 
Y(t) 
Proof: Let x(t) be a nonoscillatory unbounded solution of Eq. (1). 
Without loss of generality we assume that x(t) > 0 for t > To > t,. As in the 
proof of Theorem 1, we obtain 
i(t) > 0, z'"-"(t) > 0 for t > t, 
and 
x(t) > KJ(t,, R, t) z’“-“(t) for tat,. (22) 
From Eq. (1) and the fact that z(“-I) (t) > 0 and nonincreasing we have 
z”-“(t) 2 jta dsM4ds)l) ds 
2 1 tm dsV(x[d~)l) ds. 
Now, an application of (22) yields 
(23) 
40 2 Wt,, R t) jtw s(s)f(x[~(s>l) ds. 
We know that y(t) > t and a(s) > t if s > a(t). Using the fact that x(t) is 
increasing we obtain 
4Wl 2 40 for s > y(t). 
Thus 
x(0 > JW, 3 R W(xW)jy~, q(s) ds. 
Hence 
& 2 W, 9 R, 4 jy;) q(s) ds. 
Since (6) implies that 
?!!! &=O 
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(see Staikos [27]), we have 
firr sup J(&, R, t) irn q(s) ds = 0. 
Y(t) 
This completes the proof of the theorem. 
THEOREM 5. Let conditions (2)-(4), and (5)’ hold, and for all large T 
(24) 
then all nonoscillatory solutions of Eq. (1) are unbounded. 
ProoJ Let x(t) be a nonoscillatory solution of Eq. (1) such that x(t) > 0 
for t > T, > t,. As in the proof of Theorem 1 we get 
i(t) > 0, z’“-“(t) > 0 for t>t, 
and 
x(t) > KJ(t,, R, t) z(“- “(t) for t>tt,. (25) 
From (23) and (25) we have 
x(t) 2 KJ(tj 3 R, t> jta q(s>f(xb(s)l) ds. 
Since satat,, we get 
x(t) > Wt, 7 R, W(xb(t,)l) jtrn q(s) ds, 
from which, in view of (25) it follows that 
lim x(t) = 00; 
t+m 
and the proof of the theorem is now complete. 
THEOREM 6. Let conditions (2)--(4), (5)‘, (6), and (24) hold, andfir all 
large T 
lim sup J(T, R, t)jm q(s) ds > 0; 
I-too Y(f) 
then any solution of Eq. (1) is oscillatory. 
(26) 
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Proof. Let x(t) be a nonoscillatory solution of Eq. (I), say x(t) > 0 for 
t > T, > t,. By condition (26) and Theorem 4, x(t) must be bounded. On the 
other hand by condition (24) and Theorem 5, x(t) must be unbounded. This 
is a contradiction, and the theorem is proved. 
The following example is illustrative. 
EXAMPLE 1. Consider the equations 
and 
@x (n-2))(2) + Pxn [ g(t)] = 0, 
@x (“-2))(2) + tbxa[g(t)] log(e + x2[g(t)]) = 0, 
(ti)(n-l) + t4x”[g(t)] expx*[g(t)] = 0, 
(E,) 
(E2) 
(E3) 
(tif)-*) + t5x”[g(t)] coshx[g(t)] = 0, (E4) 
where II is even, t > 1, a is the ratio of two positive odd integers and a > 1. 
We define the constant /3 as follows: 
(i) /I = 1 - n if g(t) = c, t or tC2 or t f sin t, c, > 0 and c2 > 1; 
(ii) /I = 2c - clt - 1 if g(t) = tC, 0 < c < 1. 
Equations (EJ-(E,) are oscillatory by Theorem 1 for p(t) = T2 and /3 
satisfies (i). Also equations (E,)-(E,) are oscillatory by Theorem 1 for p(t) = 
tc(“-2) and /I satisfies (ii). 
Remarks. 1. The results obtained in this section can be extended to an 
equation of the form 
(a(t) x (-(t))(“) + q(of(x[g,(t)l,...~ 4LfWl) = 03 0) 
where n, V, a, q are as above, f: Rm + R, g,: [to, co) -+ R are continuous, 
g,(t) -+ co as t + co, i = 1, 2 ,..., m. 
We assume that 
f(Y,~Y2Y,Yrn) > 0 if yi > 0 for all i, 
f(Yl~Y2Y~7Ym) < 0 if yi < 0 for all i, 
and 
f is nondecreasing with respect o yi, i = 1, 2 ,..., m, 
and that there exists a differentiable function c: [to, co) -+ (0, co) such that 
46 = Jn>:(min(s, g (s),..., g&)1), 
d(t) > 0, 
u(t) + 03 as t-bm. 
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Now, if a(t) = 1, n is even, then J(T, R, a) = o”-‘(t) and if p(t) = J(7’, R, a), 
then d(t) > 0 can be replaced by d(t) > 0. Thus Corollary 3.1(i) in [27] is 
included in our Theorem 1. 
2. For n even, a(t) = 1, our Theorem 1 is stronger and is more general 
than Theorem 1 in [21], Theorem 2 in [23], and Theorem in [ 191, since in 
our proof we do not need the existence of a nondecreasing function $ 
required in the above papers. 
3. Theorem 1 includes Theorem 1 in [2] and Theorem 1 in [4] as special 
cases. 
4. THE SUBLINEAR EQUATIONS 
In this section we treat sublinear differential equations with deviating 
arguments of the form (1). Under the condition (3) Eq. (1) is called sublinear 
if and only if 
du 
I- +of@) < * 
and 
du 
I- -of(u) < m* 
THEOREM 7. Let conditions (2~(5) and (27) hold. Suppose that there is 
a twice-d@erentiable function 
p: [to, m> -+ (0, a> 
such that for all suficiently large T and u(t) > T 
o(t)>O, j”; / ( ‘(‘) 
d(s) j(T, K @)I 
1’ 1 ds < CD, (28) 
and 
I 
m 
p(s) q(s) ds = 03. (7) 
Then every bounded solution of Eq. (1) is oscillatory. 
Proof: Let x(t) be a bounded nonoscillatory solution of Eq. (l), say 
x(t) > 0 for t > T,, > t,. As in the proof of Theorem 1, we obtain (14). Thus 
W(t) ,< W(i,) - _f_ P(G) 
K WJ&, R, W)Ir=i, 
G,(x(t;)) - f; p(s) 46) ds 
+’ P(t) 
K d(t) j(tj, R, u(t)) 
G&W) 
+ if3 Y(S) G,@(s)) ds, (29) 
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where 
G,(x(t)) = ~;to(‘)l f& and r(t) = 
P(t) 
d(t) j(fj, R, W> ’ 
From (27) and the fact that x(t) is bounded we conclude that 
0 < G,W)) < M, 
Since y E 9(t3, co) we have 
for some constant Mr. 
PO) 
d(t) j(tj, R, u(t)) 
<N 
for some constant N > 0. Thus 
where 
Thus 
w(t) + -co as t+oO, 
contradicting the fact that z(“-‘) (t) > 0 for t 2 t,. This completes the proof. 
THEOREM 8. Let the condition (28) in Theorem 7 be replaced by 
and YW = P(t) 
ci(t)j(T, R, o(t)) 
> 0. 
’ ’ 
then every solution of Eq. (1) is oscillatory. 
ProoJ Let x(t) be a nonoscillatory solution of Eq. (l), say x(t) > 0 for 
t > T, > 1,. Following the proof of Theorems 1 and 7, we obtain (29). Now, 
the conclusion of the theorem is obvious. 
THEOREM 9. In addition to conditions (2~(5) and (27) assume that 
w-(XV(Y) a(XY) G -d-(-xv) for x,y>O, (30) 
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where A4 is a positive constant, and all large T 
1^ a, q(s)f(J(T, R, a(s))) ds = 00; (31) 
then all solutions of Eq. (1) are oscillatory. 
Proo_f: Let x(t) be a nonoscillatory solution of Eq. (l), say x(t) > 0 for 
t > T,, > to. It follows as in the proof of Theorem 1, that 
i(t) > 0 and z(“-l’(t) > 0 for t> t,. 
Therefore, we can apply Lemma 2 and conclude that there exist t, > t, and a 
constant K > 0 such that 
x[a(t)] > KJ(t,, R, u(t)) z’“-“(t) for tat,. 
Thus, by using (4) and (30), for t > t,, we have 
Z’W = -swws(t)l) < -s(tMxb(t)l) 
< -dt)fWJ@, , R, W> z(“- “W> 
< -MWf(J(t,, R, WW(Kz’“- “W), 
i.e., 
sWf(Jk 3 R, o(t)>) < - 
zyt) 
Mf (Kz (“- ’ ‘w> * 
Hence by integration 
1^ 
Kz(-W3) du 
mq(s)S(J(f,,R,o(s)))dsg~l - 
t3 0 S(u) ( *, 
a contradiction to (30). The proof for the case x(t) < 0 for t > T > t, is 
similar. 
For illustration we consider the following example. 
EXAMPLE 2. Consider the equations 
(tx (n-z))(z) + t’-“xY[ g(t)] log(e + x’[ g(t)]) = 0, 
(tip- ‘) + f x’[ g(t)] cash x[ g(t)] = 0, 
(EJ 
w 
and 
(tx (n-2y) + PxY[ g(t)] = 0, (J%) 
282 S.R.GRACE 
where n is even, t > 1, y is the ratio of two positive odd integers, 0 < y < 1 
andg(t)=c,tortC20rtfcost,c1>Oandc,>1. 
It is easy to check by Theorem 7 that all bounded solutions of Eq. (E,) are 
oscillatory for p(t) = t”-‘, Eq. (E,) is oscillatory by Theorem 8 for p(t) = 1 
and Eq. (E,) is oscillatory by Theorem 9 if p = 2y - yn - 1. 
Remarks. 1. The results in this section can be extended to Eq. (1)’ and 
conclude that Corollary 2.1(i) is included in our Theorem 9 as a special case. 
We may note that our condition (30) was introduced by Staikos [27, 
Conditions (8) and (17)]. From the arguments presented in Theorem 9, it is 
apparent hat the role of that condition is essential in our method. We may 
add that as far as we know the sublinear equations appearing in the 
bibliography satisfy the above mentioned exponential properties. 
2. Theorems 3 and 4 in [4] are included in our Theorems 7 and 9, while 
Theorem 9 above includes Theorem 2 in [2]. 
3. Further comparisons between our results for superlinear and sublinear 
equations can be made. Here we omit the details and refer the reader to the 
papers [4, 6, 9, 17, 271 and the references cited on them. 
5. FURTHER RESULTS 
THEOREM 10. Let conditions (2), (3), and (5) hold, and 
f’(x) > a > 0 for x # 0. 
Suppose that there exists a dlrerentiable function 
P: [to, a’+ (0, 00) 
such that 
(33) 
for all suficiently large T with u(t) > T; then every solution of Eq. (1) is 
oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of Eq. (l), say x(t) > 0 for 
t > T, > t,. Following the proof of Theorem 1, we get (12), i.e., 
z’“-“(t) w> G -PO) 9(t) +P(t) f (X[u(t)]) 
- Wt) w4t,, Rv 4t))f ‘(+wl) ( ;(;;;‘;l;,‘,) ** 
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Thus, using (32) we have 
= -m q(t) + b2(t) 
4Kcxp(O d(t) .&3 3 R, u(O) 
z(“- l’(t) 
- 
[ 
v@(t) w 63 9 R, CWY” f(x[o(t),) 
P(t) I 
2 
- Z(Kap(t) d(t)@,, R, ~(t)))“~ 
< -PO) 4(4 + 
P’(t) 
4Kap(t) d(t) .@13, R, a(t)) * 
( ‘3 4) 
Thus 
P(S) 4(s) - P’(s) 
4Kap(s) 4s) j(& > R, 4s)) 1 
ds < W(i,) - W(t) 
< W(4), 
a contradiction to (33). This completes the proof of the theorem. 
THEOREM 11. Let conditions (2), (3), (5), and (32) hold. Suppose that 
there exists a continuously difjrerentiable function 
P: [b, =J)-r(O, m) 
such that 
I lim sup tlUm t-+m 1 t (t - u)~ - ’ p(u) q(u) du = 00 and T lim tlern I :(I-u,,, [(t - u)P(u) - h - ~)PW12 (35) du < 00, t-+03 P(U) d(u) j(T, R, a(u)> 
for some infeger m > 3 and all suflciently large T with u(t) > T. Then every 
solution of Eq. (1) is oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of Eq. (1). Assume that 
x(t) > 0 for c > T, > t,. As in the proof of Theorems 1 and 10 we obtain 
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(34). Now, we multiply 
f, to t we obtain 
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both sides of (34) by (t-u)“‘-’ and integrate from 
J (t - u)“- l P(U) 4(u) du 
i3 
< (t-t;)“-’ W(&) 
+J; (t-q-* (t-u) 
3 [ 
g$-(m-l)] W(u)du 
_ J i’ (t-u)m-,Ka J(t3,Rb;~y(uN W’(u) d  3 
= (t - j3)“-l w(t3) + J; @ - “)~~~~~~~~~~~~~t-~~~~~~ pW2 tiu 
I 
J [( Ka (t - q--: Q4)~(t3, K 0)) 
39 7 
- 
P(U) 1 
"*w(u) f3 
(t-~)m-2Kt--)Gw/P(~))- (m- VI’ 
- 2(Ka((t - u)“- ’ 6(u) j(t3, R, a(u))/p(u)))“* 1 2du ’ 
Thus 
tl-l?I (t - uy3(t - u)‘p(u)q(u) - [@-a;;up:+;t --;);;;;;’ du 
39 7 
< l-+ ( - I”-’ Wf3) 
+ we31 as t-*00, 
which contradicts (35). The proof for the case x(t) < 0 for t > T>, 1, is 
similar and hence is omitted. 
The following results are concerned with the case whenf is not monotone. 
THEOREM 12. Let in Theorem 10 (req. Theorem 11) the condition (32) 
be replaced by 
“f-(x) ->c>o for xzo; (32)’ 
X 
then the conclusion of Theorem 10 (resp. Theorem 11) holds. 
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Proof. The proof of Theorem 12 can be carried out as in Theorem 10 
(resp. Theorem 11) except that, we let 
The following examples are illustrative. 
EXAMPLE 3. Consider the equations 
ttx (n--2))(2) +t*-” sinh x[ g(t)] = 0, w 
(tT?p--2) + t’-“x[g(t)] log@ + x2[g(t)]) = 0, Q%J 
and 
(t-24w) + t- (” + ‘)x[ g(f)] exp(sin x[ g(t)]) = 0, EJ 
where n is even, g(t) = c, t or tC2 or t f sin f, c, > 0, and c2 > 1. Ail solutions 
of Eqs. (E,) and (E,) are oscillatory by Theorem 10 for p(t) = t”-’ and 
every solution of (E,,) is oscillatory by Theorem 12 for p(t) = t”. One can 
easily check that the above conclusions for Eqs. (E,), (E,) and (E,,) do not 
appear to be deducible from other known oscillation criteria. 
Remarks. 1. If a(t) = 1, then our Theorem 10 and Theorem 5 in [4] are 
similar. 
2. Theorems 10-12 can be extended easily to equation of the form 
(44 x (-“y + q(t)f(x(t),x[&)]) = 0, 
wheref:R2-+R is continuous,f(y,,y,) > 0 ify,,y, > 0, andf(y,,y,) < 0 if 
y, , y, < 0. Suppose there exists M, > 0 such that y1 > M, implies 
lim inf f(y1’Y2) > c > 0. 
IYZI +oO I I 
/ 
Y2 
Thus, we conclude that the results obtained in [5, 14, 331 are included in our 
Theorems 10-l 2. 
3. One can easily see that Theorems 10-12 are presented in a form 
which is essentially new. 
In a recent paper Burton and Grimmer [ 1, Theorem lo] discussed, using 
iterative method, the oscillatory behavior of solutions of the delay differential 
equation 
2 + mm [ &)I I= 0, 
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where q: [to, co) + (0, co), f: R --t R are continuous, f is nondecreasing 
g(t)<tforallt>t,,g(t)+oo ast+co,andxf(x)>Oforx#O. 
The following theorem extends and improves Theorem 10 in [ 1 ] and hence 
we obtain a new oscillation criterion for Eq. (1). 
THEOREM 13. Let conditions (2~(5) hold. Suppose there exists N such 
that for any sequence T, < T, ..a < TN+I and any constants c,, c?,..., c~+~ 
with c2 > 0 we have 
X+f(c, *e,I::“)KJ(T,,R,u)q(u)du) em.)) dw 
= *co, (36) 
where K is the positive constant of Lemma 2. Then all solutions of Eq. (1) 
are oscillatory. 
Proof: Let x(t) be a nonoscillatory solution of Eq. (1). Assume x(t) > 0 
and x[a(t)] > 0 for t > t,. By Lemma 1, there exists t, > t, so that 
i(t) > 0 and z’“-“(t) > 0 for t 2 t,. 
As noted in the proof of Theorem 1, the remark following Lemma 2 implies 
that there exist T, > t, and a constant K > 0 such that 
i(t) > Kj(T,,, R, t) z(“-‘j(f), t> T,. (37) 
Multiplying Eq. (1) by J(T,, R, t) and integrating from T,, to t we obtain 
1^ 
I 
=-- J(T,,, R, s) z(“)(s) ds 
Tll 
I 
I 
< j(T,,,R,s)z’“-“(s)ds. 
TO 
Using (37) we get 
Kf To, R, s) q(s)f(x[o(s>]) ds <i’ i(s) ds =x(t) - x(T,) 
TO TO 
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for t > T,,. Thus if a(t) > T,, we have 
Now suppose a(t) > T,, for t > T, . Then for t > Tl, as before, we have 
x(t) > x(T,) - KJ(T,, R, T,) z(“-“(T,) + K 
i ’ To, R s) s(sV(xk+)l) ds =I 
and as f is nondecreasing 
x(t) > x(T,) - KJ(T,, R, T,) z(“- “(T,) 
+ K j;, To, R, s) ds)f (c, + c, jg(‘) KJ(T,, R, u) q(u) du) ds 
TO 
for t > T, . Thus, if o(t) > T,, we have 
.f ( 
Cl + c2 
jUCS) 
KJVo, R u) q(u) du ds, 
To 
where c, = x(T,) - KJ(T,, R, T,) z ‘“-“(T,). If u(t) > T,, then for t > T, we 
obtain 
x(r) > x(TJ - KJ(T,,, R, T2) z’“-“(T,) 
+ j~*KJ(T,,R,s)q(s)f(c3+j~:‘)KJ(T,,R,p)q01) 
*f (Cl + c2 j”“’ KJ(T,,, R, u) q(u) du 
To 
409/101/l-19 
288 S. R. GRACE 
and 
KJ(To, R, ~1 ds)f (cj + ip:” KJP’,, 8, PU> so11 
In general, there exists a sequence T,, < T, < ..a < T,,, such that for t 
sufficiently large we have 
-+Wl > C!v+2 +J::“KJV’ci, R, ~1 qW(cjv+, +6”, KJG‘-,,R,P~) 401) 
.S(...f(CI +c,J;y KJ(T,, R, v) q(u) dv ) dw -) dp) ds 
for t> TN+,, where g(t) > TN for t > T,,,, , . Now, as 
Z(V) = -sw-(x[.iml) G -sw-(x[401)~ 
integrating from T,, , to t > T,, , we have 
z’“-“(t) - z’“-‘)(TN+ 1) 
<-- I ’ )q(s)/.lc,,,+j::i’KJ(T,,R.u)q(u) TNtl 
..f(...f(c,+c,j~~“) KJ(T,,, R, u) q(u) dv ) -a)) ds( dw 
and hence z(“-l)(t) + -co. Th is is a contradiction and so x(t) must oscillate. 
6. AVERAGING METHODS 
Recently Kamenev [ 131 considered the second-order ordinary differential 
equation 
i-2 + q(t)./-(x) = 0, t*> 
where q: [t,, m) -P R, f~ R + R are continuous and xf(x) > 0 for x # 0, and 
gave conditions involve averaging to show that all solutions of Eq. (*) are 
oscillatory. His results unified and improved previous oscillation criterion 
obtained in [ 121 for Eq. (*). 
We may note that most of the oscillation criteria obtained for Eq. (*) do 
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not require that the function q be of fixed sign (see [ 3, 111). On the other 
hand nothing much of significance is known regarding Eq. (1) when q has a 
varying sign and g(f) < t (see an open problem XIII in [ 171 and an example 
in [4]). 
Our purpose here is to extend Kamenev’s result and hence obtain a new 
oscillation criterion for Eq. (1). 
Following [ 131 we consider the real-valued functions vi, wi, p, and OLi, 
which we suppose to satisfy the following: 
The functions ‘I/~ (i = 1, 2,..., m) are positive and locally summable on 
For every t > t,, we define 
%l(t) = u/*(t) 
and 
wi(t) = c/t: WiCs) ds) -’ Vi+ lCt) ,(i = 1, 2 )...) m). 
The function p is positive and continuously differentiable on 
such that 
P(t) >, 0 and iw) 
j(~, R, o(t)) d(t) 
< o 
’ 
[to, co> and 
(38) 
for all sufficiently large T and u(t) > T. 
For every t > to we define 
1 ’ 
a,(t) =- 
i v,(t) to 
P(S) v:(s) ds 
and 
1 t 
“i+,(t)=- 
I wi(t) to 
a,(s) w;(s) ds (i = 1, 2 )...) m). 
Now for every t > t, we put 
THEOREM 14. Let the conditions (2), (3), (5), (6), (32), and (38) be 
satisfied. IA in addition, for all large T 
lim A,(t) = 00 (39) t-rco 
hold, then all solutions of Eq. (1) are oscillatory. 
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ProoJ: Let x(t) be a nonoscillatory solution of Eq. (l), say x(t) > 0 for 
t > To > t,. As in the proof of Theorem 1, Case 1, we get 
+ i ; o(s)& R, ds)) @)f’W(s)l) W:(s) ds 3 
and 
where 
5 
co 
P(s) W,(s) ds < ~0, 
f3 
WI (4 = 
z’“-“(t) 
fwwl) 
and c = P(h) W,(G). 
(41) 
Next, (40) is multiplied by w,(t) = VI(t) and integrated from f, to t. The 
obtained result is multiplied by wl(t) and integrated again from f3 to t and so 
on. After m - 1 such steps, multiplying the obtained result by w,,-,(t) and 
integrating from i, to t we obtain that for every t > i3 
Q,(t) + T,(t) Q (j; v,(s) ds) [C + D,(t) -Am(t (42) 1 
where 
i 
SI 
. * . w,(s)/+) W,(s)dsds, .-a ds,-,, 
I, 
* I ; j@(r) j(tj, R, u(t)) d(r)f’(x[a(r)]> W;(z) dz ds -.a ds,,-, , 3 
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and 
-f; w,(s)j)(r) W,(z)dtds . ..ds.-,. 
From (41) one can easily see that 
D,(t) <L for some positive constant L and t > il. (43) 
Using (43) and (39) it is found that there exists a t, > i, such that 
C + D,(t) -A,(t) < 0 for t > t,. 
This contradicts the fact that the LHS of (42) is positive. 
The case x(t) < 0 for t > T,, >, t, is similar and the proof is omitted. 
THEOREM 15. Let conditions (2), (3), (5), (32), and (37) hold, and 
p(t) = 1. Then all solutions of Eq. (1) are oscillatory. 
Proof: Let x(t) be a nonoscillatory solution of Eq. (1). Assume x(t) > 0 
for t > TO 2 t,. Following the proof of Theorem 14 we get (44). Since by 
assumption p(t) = 1, then D,(t) = 0. The rest of the proof is similar to that 
of Theorem 14 and hence is omitted. 
THEOREM 16. Let the condition of (32) in Theorem 15 be replaced by 
condition (32)‘, then the conclusion of Theorem 15 holds. 
ProoJ: The proof of Theorem 16 can be carried out as in Theorems 14 
and 15, except that we let 
W,(t) = 
z(“- l’(t) 
4401 . 
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7. SOME EXTENSIONS 
The results obtained in the present paper can be extended to equations 
with a nonlinear damping of the form 
(a(t) x(“-“) (l))‘“’ +p(t) [(a(t) X+“yt))(“-‘) 1qa(t) X(-“yt))(“- ‘) 
+ d0f(x[&)1) = 07 (44) 
whereniseven, I&v,<n-l,p>O,f;a,q,gareasaboveandp:[t,,oo)+ 
[0, co) is continuous. 
In order to show that such an extension holds we need the following 
lemma. 
LEMMA 3. Let 
if P>O 
(45) 
if p=o. 
Then $x(t) is a nonoscillatory solution of Eq. (49), we must have 
x(t) z(I’- “(l) > 0 for all large t. 
ProoJ Let x(t) be a nonoscillatory solution of Eq. (44) and assume that 
x(t)>0 for t>tt,. Choose t, sufficiently large so that g(t)> f, and 
x[g(t)] > 0 for t > t,. Next let z’“-“(t,) = 0 for some t, > t,. Thus 
z’“‘k) = -4&v@I&)l) < 09 t>t,, 
which implies that z(“-I) (t) cannot have another zero after it vanishes once. 
Thus z’“-“(t) has a fixed sign for all f. Let z’“-“(t) < 0 for all t > t, > t, ; 
then if 
-z’“-“(t) = u(t), tat,, 
we get 
C(t) +p(t) uD+ l(t) > 0, P>O, t>t,. 
We discuss the following two cases: 
(46) 
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Case 1. p>o. 
Integrating (46) from t, to t we obtain 
-44 -b(t) + u -‘(t& + P (’ p(s) ds > 0. 
t3 
Thus 
Hence 
u(t) >, ((u(t,))-B + pjt p(s) ds) -“’ = c,(t) > 0. 
f3 
z’“-“(t) < -c*(t). (47) 
Case 2. /?= 0. 
Integrating (46) from t, to t we have 
@)>u(t,)exp (-ltlp(s)ds) =c,(t)>O. 
Thus 
z(- l’(t) < -C&). (48) 
Now integration of (47) and (48) from t, to t yields 
z(“-2)(t)-+ --a3 as t--t co 
which implies that lim,,, x(t) = --co, a contradiction. A similar proof holds, 
when x(t) < 0 for t > 2,. 
It now follows that our previous results together with Lemma 3 constitute 
the oscillation criteria for Eq. (44). 
Remark. If a(t) = 1, /I = 0, then Lemma 5.1 in [ 171 and our Lemma 3 
are the same. 
Finally, we can extend the results of this paper to equations of the 
following form: 
W)x’“-“Y”) +f(t, x[g,(t)], -+&)I,..., x[gAt)l) = 0, (49) 
niseven, l<v<n-l,aasabove,f:[t,,co)XR”-+Randg,:(t,,co)+R 
are continuous, and g,(c) -+ co as t -+ co, i = 1,2 ,..., m. We assume that 
.I-(& Y, ,..., Y,) > 0 if yi > 0, i = 1, 2,..., m 
.m Y, ,...,Y,) < 0 if yi < 0, i = 1, 2,..., m 
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and f is nondecreasing with respect to yi, i = 1,2,..., m. We further assume 
that there exists a differentiable function 
such that 
a(t) = inf(min{s, g&L g,(s)}) 
d(t) > 0 
u(t) + al as t-+co, 
and that there exist continuous functions q: [t,, co) -+ [0, co) and F: R -+ R 
such that 
q(t) is not identically zero on any ray of the form [t,, a) 
and 
I.!% y, y,..., u)l 2 s(t) IF(Y)I, (4Y) E [to, a)) x (0, a)* 
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