Two different Lanczos-type Methods for the linear response eigenvalue problem are analyzed. The first one is a natural extension of the classical Lanczos method for the symmetric eigenvalue problem while the second one was recently proposed by Tsiper specially for the linear response eigenvalue problem. Our analysis leads to bounds on errors for eigenvalue and eigenvector approximations by the two methods. These bounds suggest that the first method can converges significantly faster than Tsiper's method. A numerical example is presented to support this claim.
Introduction
In this paper, we consider the eigenvalue problem for
where K and M are n × n real symmetric and one of them is positive definite. Such problem arises from a linear response perturbation analysis in the time-dependent density functional theory [13, 15, 19, 22] and thus is known as the linear response (LR) eigenvalue problem (also known as the Random Phase Approximation (RPA) eigenvalue problem). There are a great deal of past and recent work and interests in developing efficient numerical algorithms [1, 2, 3, 6, 10, 14, 18, 20] . In this paper, we will focus on convergence analysis of two different Lanczos-type methods for the problem. The first one is based on reducing one of K and M to a tridiagonal matrix and the other to a diagonal matrix and it can be viewed as a natural extension of the classical Lanczos method for the symmetric eigenvalue problem [12] . The second one is proposed by Tsiper [21, 22] and based on reducing both K and M to tridiagonal matrices. Our analysis suggests that Tsiper's method converges much slower than the first method.
Preliminaries
Recall (1.2). Since KM = KM 1/2 M 1/2 has the same eigenvalues as M 1/2 KM 1/2 which is real symmetric, all eigenvalues of KM are real. Denote these eigenvalues by ω i (1 ≤ i ≤ n) in the ascending order, i.e.,
The eigenvalues of M K are ω i (1 ≤ i ≤ n), too. Denote by ι = √ −1 the imaginary unit, and let
The eigenvalues of H are ±λ i for i = 1, 2, . . . , n. (2.3) This practice of enumerating the eigenvalues of H will be used later for the much smaller projection of H, too.
The following theorem is critical to our later developments, and can be proved in a similar way to [1, Theorem 2.3] .
Theorem 2.1. There exist nonsingular X, Y ∈ R n×n such that
K = Y Λ 2 Y T , M = XX T , X T Y = I,(2.
4)
where Λ = diag(λ 1 , λ 2 , . . . , λ n ). As a consequence, 5) or equivalently
. (2.6)
The following statements are true:
(a) If K is nonsingular, then all λ i ̸ = 0 and H is diagonalizable. Moreover (2.5) yields
7)
or equivalently
8)
In particular all λ i > 0 if K is also positive definite.
(b) H is not diagonalizable if and only if some ω i = 0 which happens when and only when
K is singular. , where X (:,i:ℓ) denotes X's column i to column ℓ. 
(e) The eigendecompositions of KM and M K are
. This means that both X and Y are well-conditioned if M is. Notations X, Y , Λ introduced in this theorem will be reserved throughout the rest of this paper. In addition, we will also denote the columns of X and Y by x j and y j , respectively:
(2.11) (b) H is diagonalizable if K is nonsingular. But the eigenvector matrix emerging from (2.8) that diagonalizes H is increasingly ill-conditioned as K becomes more and more towards being singular. In fact H is not diagonalizable when K is singular.
The next theorem shows that K and M can be simultaneously reduced to a tridiagonal matrix and a diagonal matrix, respectively. It is the basis for the first Lanczos process in section 3, as a natural extension of the symmetric Lanczos algorithm [12] .
there exist nonsingular U, V ∈ R n×n such that V e 1 = αv 0 and U e 1 = βu 0 for some α, β ∈ R, and
where T is tridiagonal and D is diagonal.
Proof. Pick a V 0 ∈ R n×n such that V 0 e 1 =αv 0 , and set M 0 = V T 0 M V 0 . Such V 0 exists, e.g., take V 0 to be a suitable Householder transformation.
where R is upper triangular, and let K 1 = RK 0 R T . The standard reduction procedure [5, p.166] for reducing a symmetric matrix to the tridiagonal form can now be used to reduce K 1 to a tridiagonal matrix: T = U T 1 K 1 U 1 is symmetric tridiagonal, where U 1 is orthogonal and
to get (2.13) with D = I n . Let r 11 be the (1, 1)th entry of R. We have
Later in this paper, we will also need Chebyshev polynomials of the 1st kind. The mth Chebyshev polynomial of the 1st kind is T m (τ ) = cos(m arccos τ ) for |τ | ≤ 1, (2.14)
It frequently shows up in numerical analysis and computations because of its numerous nice properties; for example, |T m (τ )| ≤ 1 for |τ | ≤ 1 and |T m (τ )| grows extremely fast 1 for |τ | > 1. We will also need [8] T m
where
(2.17)
The First Lanczos Process
We shall present two Lanczos-type processes for the LR problem (1.1). The first one below is based on Theorem 2.2, while the second one proposed by Tsiper [21, 22] will be discussed in the next section.
This Lanczos process is actually a partial realization of the decompositions in (2.13). We first rewrite the equations in (2.13) equivalently as
and then recursively compute U , V , T , and D partially. To proceed, we write for (3.2b) and finally U = U n , V = V n , T = T n , and D = D n . Let 0 ̸ = v 0 ∈ R n and 0 ̸ = u 0 ∈ R n satisfying (2.12) as in Theorem 2.2. Take
By (3.1c), γ 1 u 1 = M v 1 which determines both γ 1 and u 1 upon using u T 1 v 1 = 1 by (3.1a):
Here γ 1 > 0 is guaranteed by the positive definiteness of M . Next by (3.1b), we have
, and then use (3.1a) to get
In general suppose
are already computed. We can make all
Next again by (3.1b), we have
In theory the process proceeds until a vanishing β i is encountered. Although the process is motivated by (3.1), it is not clear that these recursively computed u j and v j are bi-orthogonal. The next theorem says that they are indeed bi-orthogonal as expected.
Theorem 3.1. Suppose (2.12), and let
Proof. The last two equations in (3.8) are true due to
, and
because of the last equations in (3.8). We shall prove
, the right-hand side of (3.10) is thus, by the induction hypothesis, α i γ i − 0 − α i γ i = 0. For j = i − 1, the right-hand side of (3.10) is
by (3.9). For j < i − 1, the right-hand side of (3.10) is
. This completes the proof.
In view of this theorem, another formula for α i different from (3.7a) is
which is usually more stable. The above process is well-defined until the first β i = 0. If β i = 0 is never encountered, the process will in theory produces
Therefore it is a welcome situation when some β i = 0. But in practice, it is unlikely to occur. Nonetheless we can still seek approximations to some eigenpairs of H using those of H k . Let the eigenvalues of H k be ±µ j (1 ≤ j ≤ k) enumerated in the same way as for H at the beginning of section 2 and let the corresponding eigenvector beẑ j :
Approximate eigenpairs of H are then taken to be
In the sense as detailed in [1] , these approximate eigenpairs are the best possible from the pair of approximate deflating subspaces
We summarize what we have so far into Algorithm 3.1.
Remark 3.1. In the above process, ∥v i ∥ 2 = 1 for all i is enforced. This is for convenience rather than necessity. It is possible to enforce ∥u i ∥ 2 = 1 for all i instead, or enforce neither.
11 Solve the eigenvalue problem for H k to get (3.13); 12 Approximate eigenpairs of H are then given by (3.14). 
Convergence Analysis
Naturally we would use the first few µ j as approximations to the first few λ j and the last few µ j as approximations to the last few λ j . In this section we will investigate how well such approximations may be. Recall
. . , k}, and also (3.13) and (3.14) to get
Also set
, and by default,
where T m and ∆ τ are as defined as the end of section 2. The dependence of Υ j on k is suppressed for convenience. Throughout this subsection, k is the number of Lanczos step as in Algorithm 3.1 and we will also assume
Proof. By Theorem 3.1, we have
Since both T k D k and D k T k are irreducible tridiagonal matrices, it can be verified, by induction for example, that every (
Lemma 3.2. The first and last components ofx j are not zeros for all
Proof. We claim thatx j ̸ = 0. Otherwise supposex j = 0. Then D kŷj = µ jxj = 0, and thuŝ
The second equation in (3.16b) leads to
which is an irreducible symmetric tridiagonal matrix. By [12, Theorem 7.9 .3 on p.140], the first and last component of D −1/2 kx j are not zeros; so are those ofx j .
Lemma 3.3. For any
, where P k is the collection of all polynomials of degree no higher than k with coefficients in R.
Proof. The conclusion is evident if
We will do it by induction. It is obviously true for m = 0. Suppose it holds for m = i − 1. Then for m = i ≤ k, we have by (3.8)
The last equality holds because of
which yields the conclusion of the lemma since e T 1x i ̸ = 0 by Lemma 3.2.
Lemma 3.5. We have, for
whose eigenvalues are µ 2 j for 1 ≤ j ≤ k by (3.24). On the other hand, M 1/2 KM 1/2 has the same eigenvalues as KM whose eigenvalues are λ 2 j for 1 ≤ j ≤ n. Since 
The following theorem bounds the error in µ 2 j as an approximation to λ 2 j .
Theorem 3.2. We have, for
Proof. By the proof of Lemma 3. Therefore by (3.25) , Lemma 3.4, (2.4), and (2.10), we have
Therefore we have
Inequality (3.26) is now a consequence of (3.28), (3.29), and (3.30).
A simple modification of the above proof leads to the following theorem that bounds the error in µ 2 j as an approximation to λ 2 n−k+j .
Theorem 3.3. We have, for
Next we turn to eigenvector approximations. Theorem 2.1(c) says that
is the eigenvector of H associated with its eigenvalue λ j . So we will bounds the angles between x j and U k = K k (M K, u 0 ) and between y j and V k = K k (KM, v 0 ). By (A.1), we have
where ϕ, ψ ∈ P k−1 . Therefore for
Proof. In (3.33), we take
Therefore by (3.33), we have
which gives (3.36). Similarly we have (3.35).
Similarly to Theorem 3.3 that says µ j may approximate λ n−k+j well, we can get the following theorem which shows that the vectors x n−k+j and y n−k+j are near the subspaces
This analysis shares certain similarity to the one for the symmetric eigenvalue problem [9, 12, 16, 17] , and is much simpler than [7, 23] which were for general nonsymmetric eigenvalue problems.
Tsiper's Lanczos Process
Tsiper [21, 22] proposed a recursive process to reduce both K and M to the tridiagonal form, given u 0 and v 0 that are not necessarily related by M v 0 = u 0 .
The process can also be regarded as a partial realization of the decompositions in (3.1) just like the first Lanczos process in section 3, except that here D is allowed to be tridiagonal as well. Note that the decompositions in (3.1) in the case of section 3 exist as ensured by Theorem 2.2, but we do not have a theorem to guarantee their existences in the case of this section. In fact, a serious breakdown can occur in Tsiper's Lanczos process. Algorithm 4.1 presents the detail of the process. For the convenience of our later analysis, we introduce
Input: u 0 , v 0 ∈ R n such that u T 0 v 0 ̸ = 0, and integer k ≥ 1.
pick β 1 and δ 1 to define v 2 =v 2 /β 1 and u 2 =û 2 /δ 1 such that u T 2 v 2 = 1; 6 else i = 1 and goto Line 14; 2. At Line 5, any choice is good so long as β 1 δ 1 =û T 2v 2 . Tsiper [22] proposed to take δ 1 = 1 and β 1 =û T 2v 2 . But we used δ 1 = ∥û 2 ∥ 2 , β 1 =û T 2v 2 /σ 1 in our code and witnessed better numerical results than Tsiper's choice.
3. At Line 11, any choice is good so long as β i δ i =û T i+1v i+1 . Tsiper [22] proposed to take δ i = 1 and 
Proof. The last two equations in (4.2) are straightforward, and the first equation is not obvious, but can be justified by induction for example.
Assume no breakdown occurs in Algorithm 4.1. We have by (4.2)
Both T k D k and D k T k are penta-diagonal with every entry in the outlier diagonals nonzero.
Convergence analysis
The following analysis for eigenvalue approximations is very different from the one in subsection 3.2. Here we need to assume that K is positive semidefinite. This is due to the use of [1, Theorem 3.6]
which is proved under the condition that K is positive semidefinite, in addition to M being positive definite. But this assumption is not necessary for analyzing eigenvector approximations, however. Specifically, Theorem 4.2 and Corollary 4.1 need this assumption while all other lemmas and Theorem 4.3 do not. We note that in (4.4), "inf" can be replaced by "min" if and only if λ j > 0. For the purpose of our convergence analysis, we write
and set
When j = 1, the first two are related to the tangents of the angles between u 0 and x j and between v 0 and y j under appropriate inner products. In fact, by (3.32)
Since M v 0 = u 0 may not be true unlike in subsection 3.2,
In any case from (4.5), we have
In particular τ 1;x = tan ∠ M −1 (x 1 , u 0 ) and τ 1;y = tan ∠ M (y 1 , v 0 ).
Proof. We will prove K ℓ (KM, v 0 ) ⊂ V k by induction, and K ℓ (M K, u 0 ) ⊂ U k can be proved in the same way. It is obviously true for ℓ = 1. Suppose
Proof. We first prove
by induction. It is obviously true for j = 0. Suppose that (4.8) holds for (4.9) . This completes the proof of (4.8).
Now by (4.8), we have
The conclusion of this lemma is a consequence of (4.10) and (4.11).
12) 14) and by default, Φ 1 = 1.
where ϕ, ψ ∈ P ℓ−1 . Therefore
Since D k is positive definite and T k is positive semi-definite, by [1, Theorem 3.4] we also have 15) wherex i andŷ i are defined as in (3.16a) but with T k and D k here. Therefore 17) where
Let β > 0 and ψ = βϕ. It follows from (4.16), (4.17) , and (4.18) that
Finally, take 
) , 
where τ 1;x , τ 1;y , and τ 1;xy are defined by (4.5) and (4.6), and Γ 1,ℓ by (3.18).
Bounds on the eigenvector approximations by Algorithm 4.1 are given in the follow theorem, where the assumption that K is positive semi-definite is no longer necessary, unlike in Theorem 4.2 and Corollary 4.1. 
where the second inequality is due to Theorem 3.4. Similarly we can prove (4.20) .
This theorem also suggests that Algorithm 4.1 may converge (much) slower than Algorithm 3.1 for the same reason as we made in Remark 4.1. 
A Numerical Example
In this section, we present a numerical experiment to illustrate our previous analysis. We use the pair of matrices of K and M for the sodium dimer Na 2 appeared in [1, 3] , where both K and M are symmetric positive definite with order n = 1862. Initially we take v 0 = rand(n, 1) and u 0 = M v 0 for Algorithm 3.1, and take u 0 = rand(n, 1) and v 0 = rand(n, 1) for Algorithm 4.1. Full reorthogonalization is used in Algorithm 3.1 and Algorithm 4.1 to maintain the biorthogonality. No breakdown was encountered during the test.
In demonstrating the quality of the approximations, we compute the relative eigenvalue errors and the relative residual norms for the jth approximate eigenpair (µ j ,z j ) by e(µ j ) = |µ j − λ j | |λ j | and r(µ j ) = ∥Hz j − µ jzj ∥ 1 (∥H∥ 1 + |µ j |)∥z j ∥ 1 , where λ j are computed by MATLAB's function eig on H, and considered to be the "exact" eigenvalues for our testing purpose, and µ j (whose dependency on the Lanczos step k is suppressed for convenience) is the jth eigenvalues of H k by either Algorithm 3.1 or 4.1. Figure 5 .1 plots these errors. It clearly shows that Algorithm 3.1 converge much faster than Algorithm 4.1. For example, the relative eigenvalue error for µ 1 by Algorithm 3.1 at k = 70 is about the same as the one by Algorithm 4.1 at k = 140, confirming our rough analysis in Remark 4.1.
Conclusions
We have performed a detailed convergence analysis for two different Lanczos-type methods for the linear response eigenvalue problem (1.1). Our convergence analysis for Tsiper's Lanczos method in subsection 4.2 for eigenvalue approximations requires that K be positive semidefinite due to the use of Thouless' minimization principle (4.4). The assumption is no longer needed for analyzing eigenvector approximations. An interesting question is how to bound eigenvalue approximations without the assumption.
The convergence analysis in subsection 3.2 for the first Lanczos-type method, though different, bears quite similarity to the one for the symmetric eigenvalue problem [12] . It shows that eigenpairs at the both ends (i.e., the smallest and largest positive eigenvalues) are favored by the method. No assumption on K being positive semi-definite is needed for analyzing both eigenvalue and eigenvector approximations.
Our analysis suggests that Tsiper's Lanczos method can converge much slower than the first Lanczos-type method and may take twice as many Lanczos steps as the first method to achieve a similar approximation accuracy. Our numerical example confirms such a claim.
While we focused on real symmetric K and M so far, the development can be made to work for (complex) Hermitian K and M with simple modifications of replacing all R by C (the set of complex numbers) and all matrix/vector transposes by complex conjugate and transposes.
