Conditions for the reachability of a system over a polynomial ring are well known in the literature. However, verification of these conditions is in general a difficult problem. In this paper, the reachability problem is expressed in terms of polynomial ideals, and Grobner Bases are used to carry out the test explicitly. Four different methods are proposed, and their effectiveness is compared. With one of these methods, it is also possible to obtain a rightor left-inverse of a general non-square polynomial matrix, often required in the design of feedback compensators.
Introduction
Systems over (polynomial) rings can be seen as a rather straightforward generalization of ordinary systems over fields. In the last three decades these systems have been investigated quite extensively (see for example [1] and [12] ), not only because they highlight the most important system theoretic properties very clearly, but also because they have very interesting applications. For example, systems over polynomial rings can be used to model systems with varying parameters and time-delay systems. In the last case, some delay operators a1, . . , at are introduced which act on the state trajectory z(t) and the input trajectory u(t) of the system: no attention is paid to the computational aspects of systems over rings. In this article we fill in a part of this gap, and show how the reachability of a system over a polynomial ring can be tested explicitly. Our approach to this problem is based on the use of Grbbner Bases. This is a very powerful technique from constructive commutative algebra for manipulating polynomial ideals. We describe how the reachability problem can be reformulated into terms of polynomial ideals, and how Grbbner Bases can be used to decide on this question. Other important issues are the computation of a right-inverse of the matrix (zI -A I B), which is interesting from the control point of view, and a reformulation of our reachability test which is computationally more effident.
Reachability of systems over polynomial rings
Let K be an arbitrary field of characteristic zero, and let K be the algebraic closure of K. We denote the ring of all polynomials in t indeterminates o,,. . ., at with coefficients in Kby t:-=K[fj, . . ., a]. Let A and B be n x n and n x m matrices respectively, which have all their entries in R. Then we can consider the discrete time system over the ring It given by the equations o,u(t) = u(t-r) (1) where the ri, (i = 1,... , 1), are t incommensurate timedelays. A time-delay system can then be written as:
i(t) = A(ol*..*, I4s(t) +t B(rl*,.. ,a)u(t), { (t + 1) = As(t) + Bu(t),
Now clearly x(t) E t" (t E Z ) and u(t) e m (t E Z+). 
a;x(t) = x(t-ri) (7] , [8] and [11] . Condition these monomials (see [10] ). Grbbner Bases can be calculated using the algorithm of Buchberger (see [3] ). In this way a so called auto-reduced
Grbbner Basis is obtained. One can prove that an autoreduced Gr6bner Basis is unique (in the given term ordering) up to multiplication by non-zero constants from the field K (see [2] ). Suppose that pT = 0. Because V(P) = V(Q), this implies that qT = 0, and thus condition (iii) Remark 5.9 Algorithm 5.8 can be seen as a spedal case of the method of Section 3 (only the conclusions are derived in a different way) in the sense that in each step a number of the indeterminates qg,.. , q,, is substituted by some zeros and a one. In Algorithm 5.8 this is done in a special order-(from qi to qn), but this order does not make any difference for the problem under consideration. Therefore one can obtain alternative algorithms by changing the order of substitution. In this way it is possible to influence the computing-time by changing this order.
An example
In this section the effectiveness of the methods proposed in this paper, is illustrated with help of an example. Also a comparison of the performances of the various methods is made. Moreover, to illuminate the advantages and drawbacks of the algonrthms derived in this paper very clearly, the performances are compared with a very simple method to test reachability. This rather straightforward method is introduced first. (zI -A B) . The recursive methods are in most cases somewhat better than the method of Section 3, certainly for non-reachable systems. In the recursive methods, the order of substitution does influence the computing time, but the relationship is not clear and probably problem dependent.
Conclusions
In this paper it was shown how the Gr8bner Basis technique can be used to test the reachability of a system over a polynomial ring explicitly. Moreover, when a system S = (A, B) is reachable, the same computations can be used to construct a nrght-inverse of the matrix (zI -A B). In test-examples the algorithm was very effective, and showed a better performance than a more straightforward method, based on the minors of (zI -A B).
Finally, in the non-reachable case it iS possible to speed up the computation by doing the test recursively. 
