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DISSERTATION ABSTRACT
Christopher S. Jackson
Doctor of Philosophy
Department of Physics
March 2017
Title: Non-Holonomic Tomography: A Method for Assessing Various State-Preparation and
Measurement Correlations
The following dissertation investigates a problem related to the practice of quantum
tomography, where one usually estimates the parameters associated with either quantum states
or measurements. In particular, the question answered is whether and how one could detect if states
and measurements are correlated. A similar question answered is how one could detect state-state
measurement-measurement correlations in multiqudit systems. The solution involves an analysis
of certain matrix quantities called partial determinants. A partial determinants is an application
of the Born rule that can be interpreted as tomography over a closed loop in the space of state
and measurement settings. From this perspective, the notion of state and observable become non-
holonomic — that is, state and observable parameters can be defined “locally” over each setting but
not globally over all settings. As such, state and measurement parameters are not estimated because
such estimated values do not exist in correlated systems. Rather the inability to estimate such values
is quantified. Partial determinants are a measure of the amount of contradiction that would result
from any claim of the existence of such estimated values, by propagating these estimates through
a ‘tomography loop’ of data collected by various experiments. Such measures of contradiction are
generally known as holonomies.
This dissertation includes previously published co-authored material.
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CHAPTER I
INTRODUCTION
The hallmark of quantum theory is a fundamental distinction [2] that is made between the
state of a system and the measurement of that system, a distinction which is not present in
classical theories. The paradigm of quantum theory is that these two distinct notions of state
and measurement are not directly observable, but rather what is observed in the lab is understood
to be the product of a relationship between the state and the measurement. Conceptually, one
can imagine this with a proverb: Things (states) do not exist (become observed) without having
properties (measurements) and properties do not exist without things to have them.
However, the quantum situation is still a little more subtle, because what is observed in the
lab is fundamentally understood to be a discrete number of events (whether they’re the positions
and frequencies of light signals, vibrations of a thermal material, collisions in electric materials,
excitations of Standard Model fields, etc.) These discrete events or quanta are considered to be
generally random from event to event, and it is the distribution of these random events that is
understood to be a product of the state and measurement, known as the Born rule. With this in
mind, quantum theory suggests another paradigm: that the actual outcomes which appear in the lab
are of a different nature than the possible1 outcomes represented by the quantum state-measurement
duality.
By now, this paradigm has evolved into the field of quantum information, a bonafide effort
to understand how such “possible events” can create, send, and process information in ways that
“actual events” fundamentally cannot.2 Of particular interest to this thesis is the original motivation
for non-holonomic tomography, from the effort to build a fault-tolerant quantum computer. To build
a fault-tolerant computer, the error rate of a single operation or gate must be low enough so that
the assembly of many such gates may actually result in a desired computation. [3, 4] The ability to
perform such a computation undergoes a first-order transition as a function of the error rate (going
to zero above a certain threshold under current error correction protocols.) [5–9] There are various
1This statement might be more traditionally phrased by saying quantum states can be in a superposition of possible
outcomes.
2The more standard terms for “possible events” and “actual events” would be “quantum states” and “classical
states”, respectively.
1
estimates and predictions for what the value of the threshold is, but it is certainly important that
measured error rates be below the threshold.
Currently, there are experiments which claim to be near the fault-tolerant threshold for a
quantum computer. [10] The error rate for quantum gates could be quantified by the average gate
fidelity, a measure of the distance between the target gate and the actual gate (where 1 corresponds
to no error.) However, another issue has come up, which is that contributions to measured gate
fidelities can be predominantly due to errors in the state-preparations and measurements (SPAM)
used to probe such gates (rather than to errors in the gate.) [10–12] Considering there are such
significant SPAM errors, this thesis addresses the concern of how to assess if such SPAM errors are
correlated.
Such correlated SPAM errors can be quantified by a technique that we gave the name of
“non-holonomic tomography”, which can be considered a generalized application of the Born rule.
Quantum (state) tomography originally referred to the estimation of an unknown quantum state
using the projected information of the probability distributions resulting from a sufficient variety of
known measurements. This concept quickly gave rise to the ideas of quantum detector tomography,
where probabilities are used to determine the outcomes of unknown measurement devices from a
sufficient variety of known states, and quantum process tomography, where probabilities are used
to determine an unknown operation from a sufficient variety of known states and measurements.
These applications of the Born rule may be summarized as the interpretation of probabilities as a
map between state and measurement parameters.
To explain the main idea of non-holonomic tomography, let us consider a toy analog. Consider
a device with various settings, a, each of which prepare a different signal on demand by the press of a
button. Consider also a detector with various settings, i, each of which detect a particular property
of the signal indicated by the blink of a light. Now suppose it is suspected that each setting of the
preparation device actually produces the same signal, only that each setting produces the signal
with varying probabilities of success, pa. Suppose further that the detection device is expected to
simply indicate the presence of the signal, only that each setting can register a signal with varying
probabilities of success, wi. We then imagine that pa and w
i are actually unknown and that we are
only able to change settings and record whether the light blinks or not.
2
ai
FIGURE 1. On the left is a device which prepares various signals on demand depending on which
button, a, is pressed. On the right is a device which blinks to indicate a signal with a certain
property depending on which setting, i, a dial is turned to.
Let us indicate by fa
i the measured frequency with which the light blinks when the devices
are set to (a, i). If one can assume that the performance of the devices and their settings are
uncorrelated, then one can simply identify (after many runs of the experiment)
fa
i = paw
i. (1.1)
Relaxing this assumption to allow for the possibility of correlations, one can make the more general
identification that
fa
i = 〈pw〉ai (1.2)
where we have introduced the notation 〈〉ai to represent the average over the ensemble of trials for
the pair of settings (a, i). The subtlety here is that the devices can still be represented by single
parameters, p and w, only now these parameters are to be understood as random variables which
fluctuate depending on the setting (a, i).
The presence of SPAM correlation is simply when the frequencies, 〈pw〉ai (which are what we
have access to) are such that
〈pw〉ai 6= 〈p〉a〈w〉i. (1.3)
It would seem that to identify such a circumstance one would have to measure 〈p〉a and
〈w〉i individually. However, such measurements would require devices which are already well
characterized, unlike the devices we have. Nevertheless, one can still detect for such correlations in
this setting. To illustrate this, one will only need to consider two settings per device, so let us denote
them as p and q for the states and w and v for the measurements instead of a = 1, 2 and i = 1, 2.
To detect such correlations, one considers the settings (p, w), (q, w), (p, v), and (q, v) as
individual experiments. Each individual experiment is effectively uncorrelated because we can always
choose 〈p〉 and 〈w〉 such that 〈pw〉 = 〈p〉〈w〉. The freedom of that choice is a gauge degree of
3
freedom and is further a local one because each experiment has this property. However, if there are
correlations there will not exist a choice for each of these gauges that is consistent with each other.
The inability to make this choice can be quantified by what we call a partial determinant which has
the interpretation of representing tomography being performed in a loop, as illustrated in Figure 2.
⟨q⟩
⟨p⟩
⟨p⟩⟨w⟩=⟨pw⟩
⟨v⟩⟨w⟩
⟨p⟩⟨v⟩=⟨pv⟩
⟨q⟩⟨w⟩=⟨qw⟩ ⟨q⟩⟨v⟩=⟨qv⟩
wi
wf
FIGURE 2. An illustration of the partial determinant as a holonomy. Each experiment (p, w) has a
local gauge degree of freedom because it is effectively SPAM uncorrelated, 〈p〉〈w〉 = 〈pw〉. The data
〈pw〉 further provides a connection between adjacent gauge degrees of freedom by the assumption
that they share independent settings. Such a connection defines a non-holonomic constraint when
wf =
〈pv〉〈qw〉
〈pw〉〈qv〉wi 6= wi. A particular wi fixes the gauge which can either represent an arbitrary choice
or some external information. The PD ∆ =
wf
wi
is gauge invariant.
The term “non-holonomic” originally comes from Lagrangian mechanics, in reference to certain
constraints between coordinates and velocities that cannot be simplified to constraints between just
coordinates. Such constraints are most abstractly represented by inexact one-forms which are the
platform for thermodynamic theories. Non-holonomic constraints more generally arise in parallel
transport as connections between tangent vectors or gauge parameters which have non-zero integrals
or holonomies over closed loops.
In non-holonomic quantum tomography, where probabilities are estimated from unknown states
and unknown measurements, there are gauge degrees of freedom associated with the fact that there
is always a continuum of state-measurement parameters which are consistent with such estimated
probabilities. These probabilities can more generally be interpreted as connections between these
gauge parameters for experiments which share common device settings. In the presence of SPAM
correlations, holonomies correspond to the contradictions which inevitably arise in any attempt to fix
these gauge parameters in a way that is consistent among the various experiments one can perform.
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This work was developed over the course of three publications[13–15], co-authored with Steven
van Enk. These are, respectively, chapters III, IV, and V of this disseration. Chapter II is a partial
review of the field of SPAM tomography and the fundamental perspectives behind it. Chapter III
introduces the partial determinant and its application to detective correlated SPAM errors. Chapter
IV presents a fully developed perspective behind the technique of using partial determinants, making
precise analogies with other techniques throughout theoretical physics. Chapter V demonstrates
how one can apply the technique of partial determinants to analyze correlated errors in multiqudit
systems.
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CHAPTER II
THE MODEL OF QUANTUM THEORY
By now, quantum theory has developed quite the reputation for being strange. All of this
strangeness is ultimately due to a fundamental distinction [2] the theory makes between three
primary notions — of state, observables, and measured data — which are related by an equation
often referred to as the Born rule. The notion of measured data is an acknowledgement that physical
nature is the articulation of a countable set of discrete events — i.e. quanta. Each event (or
quantum) is further understood to be a random expression of only an aspect of a state, a notion
suggesting the presence of a subtler circumstance which preceded the articulation (or measurement
event.) Finally the state is conceived of through a holistic structure of alternative observables, where
the notion is that each observable represents a set of possible outcomes which are distinct among
themselves but are not distinct relative to the possible outcomes represented by other observables.
Although present in the original axioms, this fundamental distinction between these three
notions often still remains conceptually obscured to both professionals and non-professionals. There
are two reasons for this. The dominant reason is of course because these distinctions are subtle — so
much so that they are irrelevant to the experiences and practices of most individuals. Nevertheless,
for the individual who is concerned, there is the obstacle that these notions are almost always entirely
represented with mathematics, requiring yet another layer of proficiency and integration. Colloquial
references to the distinction of these notions exist, the most popular perhaps being the so called
wave-particle duality. [16] This kind of language can be problematic in the absence of mathematics
as it can suggest a notion of confused realism rather than a statement of this fundamental distinction
between the three notions which are themselves the foundation of the model of quantum theory.
However, over the last several decades, this fundamental distinction is becoming distilled
into a more direct and lucid picture of quantum phenomena. This philosophical “distillation” is
certainly reflected in the emergence of quantum information as a field of research. As indicated by
the name, quantum information owes many of its perspectives to concepts which were developed
in information theory, computer science, communication theory, and statistics. Associated with
quantum information are its many applications including quantum communication, quantum key
6
distribution, and quantum computation as well as theoretical perspectives in quantum foundations,
quantum condensed matter, high energy physics, and possibly quantum gravity.
The work of this dissertation can be summarized as the beginning of a different way to use the
Born rule by viewing it as simply a constraint between these three fundamental notions of state,
observables, and measured data. What follows from this perspective is a technique for detecting
correlations between state and observable parameters, even though state and observable parameters
are themselves not directly measurable quantities. This technique centers around a mathematical
object called a partial determinant which is a kind of holonomy or loop that measures contradictions.
This holonomy in turn shows that the Born rule can be understood as measured data constraining
state and observable parameters much in the same way that the average energy of a thermodynamic
system constrains heat and work or the gauge fields of QED constrain the electron kinetic momentum
and the photon vector potential.
The core of this work comes from three papers: one recently published [13] and two still under
review [14, 15]. Chapter III presents what was originally called the partial determinant and applies
it to a few state-observable correlated models. Chapter IV explains the theoretical interpretation
of the partial determinant, including an explanation of the term non-holonomic, by demonstrating
precise analogies with theoretical techniques from other fundamental physics models. Chapter V
generalizes the technique to consider correlations in multi-partite systems. We begin this thesis
with a review of the fundamentals of quantum theory. Such a review will serve as an opportunity
to emphasize the subtleties within the standard language around the mathematics which will make
explicit the subtleties that are key to an understanding of the non-holonomic perspective.
To do this, we will review quantum theory axiomatically in three iterations: the first being
through the set of axioms most similar to their original form from the development of quantum
mechanics, the second using the language which has become the current standard throughout
quantum information, and the third emphasizing the important role of measurable data from the
perspective of quantum tomography. From this third iteration, we will segue into a discussion about
quantum estimation in practice and its associated perspectives and applications. Finally, we will
discuss several potential applications of non-holonomic tomography.
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Quantum Mechanics and Quantum Information
Original Axioms of Quantum Mechanics
The original axioms from the first half of the 20th century were designed with a very specific
objective in mind: [17–19] to define a mathematical structure that reflected the quantum aspect of
nature for the purpose of supporting mechanics.1 All of the success in the abstraction of mechanical
theories certainly served as a guiding principle in the birth of quantum mechanics. However, the
representation of mechanics in a quantum theory should also be properly distinguished from the
quantum setting itself. Mathematically, this is reflected in the fact that operators over Hilbert
spaces can represent the same dynamical algebra as functions over (symplectic) phase spaces. As
such, one must appreciate that the axioms are an attempt to describe the basic structure of a
quantum setting, upon which dynamics can be supported. Put more simply, one must appreciate
that what makes quantum mechanics “quantum” is much more fundamental than mechanics itself.
Historically, these axioms of quantum mechanics are also the culmination of an evolving
correspondence principle [17–20] starting with Bohr (1913) and reaching the form to be presented
here in 1927 at (or around) the famous Solvay conference. [21] Also important are several refinements
in the formalism and interpretation of the theory [22–25] which continued to emerge since. To repeat
ourselves one last time, there is actually nothing “mechanical” about these axioms. Nevertheless,
it is convenient to use the word “mechanics” to emphasize the time period. To emphasize their
fundamental notions, let us refer to these axioms as the axioms of state, observables, and measured
data.
Axiom 1-State: States are represented as vectors in a complex Hilbert space.
The Hilbert property refers to the presence of an inner product which further defines
the property of adjointness. This inner product represents a generalized form of logic and
probability where orthogonality corresponds to mutual exclusivity. Adjointness represents a natural
isomorphism between vectors and their dual space, the role of which will only become apparent
1Jumping ahead for a moment, we are referring to the fact that vectors in a (complex) Hilbert space automatically
gives rise to the notion of unitarity through which one can represent dynamics because unitary transformations are
generated by Hermitian operators which can represent physical observables. The treatment of physical observables
as generators of continuous evolution owes its inspiration to classical Hamiltonian mechanics, where the kinematics
generated by certain forces in real space are generalized to the canonical transformations generated by observables
over phase space. From the perspective of a phase space, such continuous transformations correspond to equations of
motion that are first order so that observables naturally inherit the Lie algebra of vector fields.
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with the other two axioms. Although this is how the axiom is usually stated, there are actually two
additional features one must understand:
The first is that in general one needs to further require that the Hilbert space, H, be so called
separable. Separability corresponds to the property that a Hilbert space have a countable basis which
further implies that all physical wavefunctions are continuous (almost everywhere.) The separable
condition is equivalent to the ability to estimate an unknown quantum state with arbitrary precision
from the countable collection of measured quantum events. Nevertheless, we will only consider finite,
d-dimensional Hilbert spaces, Hd, in which case every basis is automatically countable. Further, the
qualification that the vector space be Hilbert is redundant for finite-dimensional space, but “Hilbert”
has colloquially become a handy word to use when referring to the “quantum part” among possibly
other linear structures being considered.
The second feature is that we only distinguish vectors modulo the equivalence relation
z |ψ〉 ∼ |ψ〉 , (2.1)
where z ∈ C∗ is a nonzero complex number and |ψ〉 ∈ H is a vector — that is, vectors which are
collinear in the complex sense represent the same state. So then the space of states is technically
not the Hilbert space itself but what is called the complex projective space CP d−1 = Hd/ ∼ —
projective because every point represents a complex line — and one should think of vectors as
actually representing points in this space. Half of this redundancy in representation is usually taken
care of by requiring that every state be normalized — 〈ψ|ψ〉 = 1 — while the “overall phase” remains
implicitly understood to be arbitrary.2 On the other hand, this phase is automatically absent in the
representation of states in quantum information, as we will soon see.
Axiom 2-Observables: Observables correspond to Hermitian operators.
The Hermiticity of an operator is meaningful in light of the Spectral Theorem, which tells
us that every Hermitian (or self-adjoint) operator, A = A†, has a complete set of orthonormal
eigenvectors, {|k〉}dk=1, with real eigenvalues, {ak}dk=1. In other words, every observable is of the
2Of course, one must make sure not to overextend this arbitrariness, particularly when H is part of a composite
space or when considering evolution generated by observables with external parameters which vary cyclically.
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form
A =
∑
k
ak|k〉〈k| (2.2)
where 〈k|l〉 = δkl and
∑
k |k〉〈k| = 1d×d. Physically, quantum observables represent the most basic
type of measurement3: The set of possible outcomes is represented by the basis, while the eigenvalues
are the numbers assigned to each outcome.4 This brings us to the final axiom.
Axiom 3-Measured Data: Upon measuring an observable with respect to a given state, only one
eigenvalue of the observable will occur randomly with a probability determined by the Born rule.
The Born rule is the usual “amplitude modulus squared”:
P (k|ψ) = | 〈k|ψ〉 |2 (2.3)
where P (k|ψ) is the probability of an outcome k, corresponding to an eigenvector 〈k| of an observable
A, given a system in state ψ, corresponding to another vector |ψ〉. In particular, this means that
the expectation value for the measurement of A is
〈ak〉 =
∑
k
akP (k|ψ) = 〈ψ|A|ψ〉 . (2.4)
A very important point on notation must be made here. The eigenvalues {ak} define a single random
variable, k, distributed according to the state, ψ, represented mathematically by a vector, |ψ〉. The
expectation value associated with this random variable is classically represented by angular brackets,
e.g. 〈f(k)〉. (Indeed, this is what motivated the still popular Dirac bra-ket notation.) Often this
same quantity is denoted by 〈A〉 to represent the computation on the right-hand side of equation
(2.4). However, this double meaning of the angular brackets is inappropriate in the context of
the work being presented here, and will lead to unnecessary confusion. The operator A, usually
considered, is a fixed object governed by equations of motion, not a random variable. On the other
3Quantum observables can also represent generators of continuous evolution as mentioned earlier. It is here in the
structure of quantum observables that mechanical algebras can be represented by the commutator. Thus it is worth
repeating that such an introduction of mechanics is manifestly distinct from the notion of measurement.
4Indeed, the orthonormal basis is the really important part. In general, one could still use complex eigenvalues to
represent physically meaningful quantities. In this case, all that needs to be done is to replace Hermitian operators
with so called normal operators, defined by the property that [A,A†] = 0.
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hand, we will want to consider random operators, in which case expressions like 〈A〉 are used where
the angular brackets will continue to denote the expectation of an (operator) random variable.
Generalized Axioms in Quantum Information
Quantum mechanics makes explicit the fundamental notions of state and observables which
gives rise to randomness in (ideal) measured data while maintaining generally non-local coherences.
Although understood by their founders, these notions for a long time had an element of metaphysical
reality to them which were historically interpreted as a relic of the incompleteness of the theory.
A large reason for this is perhaps because there had also been much more technical refining left
to do for the mathematics of mechanics itself — namely in group representations, coherent states,
path integration, renormalization, geometry, and topology. That is to say those features which make
quantum theory so distinct could not be broadly appreciated during the succession of developments
in mathematical physics and its applications. Nevertheless, by now these basic notions have become
of explicit importance, most notably since Bell’s inequality (1964) for local hidden variable theories,
Bennett and Brassard’s protocol (1984) for quantum key distribution, and especially Shor’s algorithm
(1994) for factoring primes in polynomial time.
It is from these works that the fields of quantum communication, quantum computation, and
most broadly quantum information have emerged. Of course, very much credit in these fields is due
to the progress made in computer science, mathematical statistics, and communication theory. It
is often not appreciated how much these other fields have paralleled the development of quantum
physics throughout the 20th century. An important example is the path integral which was actually
first invented by Norbert Wiener (1921) in the context of (classical) martingales [26].
From all of this combined history, quantum information takes on a slightly different appearance
from quantum mechanics as originally formulated. The basic notions are in fact the same, it is just
that the perspective has become much broader. As such, we shall now reiterate the original axioms
with the more modern formalism5 To show that the basic notions are in fact the same, we will further
derive these axioms from the original ones. Considering that the original axioms are simply a special
case of these, one can be assured that they are indeed equivalent. What this generalization does in
5Of course, this formalism was actually systematized almost in its entirety by von Neumann in 1927 with POVMs
being first considered mathematically by Gelfand and Neumark in 1943 [27] and introduced to physics by Helstrom
in 1976 [28].
11
effect is anticipate (quite elegantly) less idealized circumstances, where there may be coupling to an
environment in which case the distributions of a particular system of interest can have fundamental
entropy. These axioms can be thought of as the combination of the original quantum axioms with
classical probability theory.
Axiom 1′-State: Any density operator represents a state.
A density operator is Hermitian with positive eigenvalues (ρ > 0) and unit trace (Trρ = 1)
which can represent a state. Sometimes it is convenient to consider states that are subnormalized, so
that 0 < Trρ ≤ 1 and the trace is interpreted as the probability that ρ was “prepared successfully”,
or simply not normalized at all, e.g. ρ = e−βH for an equilibrium system with Hamiltonian H and
temperature β-1. One way to think of these operators is to imagine states which can be represented
by vectors in Hilbert space but are prepared according to a distribution, P (ψ). We can then write
expectation values in a different way:
〈ak〉 =
∑
k
akP (k) =
∑
k
ak
∫
dψ P (k|ψ)P (ψ) = TrρA, (2.5)
where
ρ =
∫
dψ P (ψ)|ψ〉〈ψ|. (2.6)
Expressions such as equation (2.6) are referred to as mixtures, a term adopted from probability
theory. This kind of addition is often considered classical, as opposed to the quantum superpositions
within Hilbert space. States of the form |ψ〉〈ψ| have the special property that they cannot be written
as mixtures of other states and are thus referred to as pure.
Importantly, since ρ is Hermitian6, there is a special unique mixture consisting of its
(orthogonal) eigenstates, {|r〉}:
ρ =
∑
r
pr|r〉〈r|. (2.7)
The collection {|r〉〈r|} can also be defined as the measurement which minimizes the entropy of the
corresponding distribution for ρ.7 When calculating a rate or cross-section, this mixture more often
6Although such operators could technically represent physical observables, it is important to understand that such
objects play quite different roles as states.
7This value of the minimum entropy is the familiar von Neumann entropy, −Trρ log ρ.
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appears under the guise of an “average over initial states.” This kind of mixture also suggests a more
quantum interpretation of these general mixed states as they can correspond to the entanglement
of a pure composite state,
ρ = TrB |Ψ〉〈Ψ| (2.8)
where, for some states {|r′〉} in an unconsidered degree of freedom, B,
|Ψ〉 =
∑
r
√
pr |r〉A ⊗ |r′〉B . (2.9)
The partial trace operation in equation (2.8) may be more familiar as a “sum over final states.”
Every state that is in the (tensor) product of two d-dimensional Hilbert spaces can be uniquely
written in the form of equation (2.9) by the singular value decomposition theorem. The partial trace
is a surjective map which defines what is referred to as the Hilbert-Schmidt bundle. Importantly,
this is a method through which one can define a measure for the space of mixed state dρ as induced
by the measure for pure states dΨ.8
Axiom 2′-Observables: Any POVM represents a measurement.
A POVM or positive operator-valued measure is a set of positive operators {En} such that∑
nEn = 1. One reason why a POVM can represent a measurement is because one can consider
indirectly measuring a state by letting it interact with another system and measuring that system
in the standard way. Let us suppose that the system to be measured (called a pointer) can be
prepared in a pure state, |0〉 (such as the vacuum state of a mode.) Let U be the unitary operator
representing the interaction between the pointer and the system of interest.9 After the interaction,
ρA ⊗ |0〉〈0|B −→ UρA ⊗ |0〉〈0|B U†, the probability to find the pointer in a state |n〉 is
P (n) = TrAB
((
UρA ⊗ |0〉〈0|B U†
)(
1A ⊗ |n〉〈n|B
))
= TrA(ρAK
†
nKn) (2.10)
8This fibre bundle is also the origin of the strange formula for the popular state fidelity also known as the Bures
distance, Tr
√
ρ
√
σ = Tr
√√
σρ
√
σ .
9Unitary evolutions, U† = U -1, are uniquely defined as the continuous processes which preserve the Hilbert
space’s inner product. In particular, this means that outcomes which are mutually exclusive initially remain mutually
exclusive under unitary evolution and so such evolutions are reversible. Further, this implies that such processes U
are always generated by an observable A as determined by a Schro¨dinger equation, U ′(p) = −iA(p)U(p), where p is
the classical/external/massive/slow parameter mechanically conjugate to the observable, A.
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where the Kn = 〈n|U |0〉 are called Kraus operators and
∑
nK
†
nKn = 1A from unitarity. Specifically,
this means each Kn can be any operator (not necessarily Hermitian or idempotent) so that En =
K†nKn can be any positive operator (with small enough eigenvalues.)
Further, this implies an intuitive notion that, in general, measurement outcomes can have
certain amounts and types of ambiguity. To get a basic idea of this, consider the spectrum of an
element E =
∑
k ek|k〉〈k| in a two-outcome POVM, {E, E¯} (where E¯ = 1−E.) One should observe
that
TrEE¯ =
∑
k
ek(1− ek), (2.11)
which is zero if and only if all the ek = 0, 1 or equivalently if E is idempotent, E
2 = E. This has
the interpretation that E and E¯ may not correspond to mutually exclusive events. However for a
two-outcome measurement, this kind of ambiguity can always be interpreted classically (because the
commutator [E, E¯] = 0) while for more outcomes these ambiguities become much subtler as different
outcomes may not commute. POVMs where every element is idempotent are called projective.
Further if the elements all have pairwise products equal to zero, then they are called orthogonal
projectors and become equivalent to the usual measurements associated with an observable, including
degeneracies. In particular, if each projector is of rank 1 (so that there are no degeneracies) the
POVM is called a von Neumann measurement.
Axiom 3′-Measured Data: The Born rule is p = TrρE.
As is already evident from the previous discussion, the statistics of the measured data, the
density operator of the state, and the POVM of the measurement are constrained by the Born rule:
The probability pn of an outcome n, represented by a POVM element En, given a state, represented
by density operator ρ, is
pn = TrρEn. (2.12)
It will be convenient to also refer to equations like (2.5) as the Born rule. What is really important
to understand for the purpose of this thesis is that the trace is simply another inner product, called
the Hilbert-Schmidt inner product, over the d2-dimensional space of Hermitian operators over a
d-dimensional Hilbert space. Most if not all of what is strange in quantum systems boils down to
the simple fact that d < d2 — that is, that the maximum number of unambiguous measurement
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outcomes is strictly less than the number of degrees of freedom. This brings us to the topic of
quantum tomography.
15
Quantum Tomography
The axioms of quantum theory were originally constructed to support mechanics. By the
turn of the century, physicists found themselves with a handful of mechanical theories which were
already refined to a high level of abstraction — from a particularly broad perspective, these theories
would have been classified during the turn of the 20th century as continuum (fields), analytical
(Lagrangian/Hamiltonian), and statistical mechanics. As such, the original intention of quantum
theory has been to correctly predict the distributions of measurable quantum events, where states
and observables are known from macroscopic observations and the appropriate application of the
classical mechanicses. This is only one (albeit profound) application of the Born rule.
Unknown States: Part I
Although d2 > d, it is still a finite number which means we can determine an unknown
state to arbitrary precision by considering the statistics over various measurement outcomes. The
prototypical example of this is the spin-1/2 (d = 2) system, similar in setup to the Stern-Gerlach
experiment. In this case, we imagine silver ions which are being produced by an uncharacterized
source, modeled by ρ, which may exhibit spin polarization. To begin determining the spin state, we
might start by measuring the z-component represented by the Pauli observable σz = | + zˆ〉〈+zˆ| −
| − zˆ〉〈−zˆ| with corresponding POVM {|+ zˆ〉〈+zˆ|, | − zˆ〉〈−zˆ|}. After the first quantum outcome, say
it is “up”, there is only one definite statement that we can make about the source: that it does
not consistently prepare |−zˆ〉. After recording an arbitrarily large number of outcomes one has
an estimate for the probability, pz, of the “up” outcome, which according to the Born rule puts a
constraint on the source, 2pz − 1 = Trρσz.
Unless we were so lucky to have estimated pz = 0, 1 we do not have a prediction for the
distribution of outcomes for any other (non-commuting) observable, e.g. σx. If we also estimate px,
we have a second constraint, 2px−1 = Trρσx, as well as a prediction for all observables representing
spin components within the zx-plane. However, there is still another observable degree of freedom
for which we do not yet have a prediction, so we estimate, say py for σy. Finally we have an estimate
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of the state10 of the silver ion spins (conditioned on their detection) which we may write as:
ρ =
1
2
σo + (px − 1
2
)σx + (py − 1
2
)σy + (pz − 1
2
)σz (2.13)
where σo is the identity and {σµ}d
2−1
µ=0 is referred to as the Pauli (operator) basis.
Though not as typical, it will be very useful to consider the coefficient of σo as a degree of
freedom as well, which has a simple interpretation: For the Stern-Gerlach example, this coefficient
would be m2M where M is the mass lost by the source and m is the mass gained by the screens (while
the 1/2 is there to cancel the trace, Trσo = 2.) In other words, the state can be conditioned on some
other indication that a state has been prepared which may not trigger a detection.11
This basic method of estimating a state, where a number of constraints are produced to uniquely
determine the quantum degrees of freedom, is referred to as quantum (state) tomography. The
word tomography is used because the measurement outcomes for each observable are only projected
information about the state so that one must measure the state from various “angles” in operator
space. This is also referred to as linear inversion because the Born rule gives us constraints that are
linear in the state parameters. Quantum state tomography has become a standard tool in modern
labs. [29–33] Other important forms of state estimation exist which we will discuss soon enough.
However, let us first discuss some fundamental points-of-view that tomography has to offer.
Why Quantum?: Tomographic Axioms
Though the author has tried to supplement them with as much insight as he has, the original
and generalized axioms are still very formal and can be rather opaque at explaining the principles
that they represent. Of particular concern are two questions:
– Why do we use Hilbert spaces?
– Why do we use complex numbers?
Put another way, in what sense do we need to use the quantum theory that we have?
10We often simply say “perform a measurement on the state” when we should really say “perform sufficiently many
repetitions of a measurement on the states being prepared by a source, resulting in the estimate of an average state.”
11Indeed, this could be extended to a normalized state and a 3-outcome POVM over a larger Hilbert space; but this
would introduce even more observable degrees of freedom which are beyond the capacity of the originally considered
measurement devices.
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Fortunately, there are a set of axioms thanks to Hardy [34] which are quite simple and provide
an answer to these basic questions. They are what this author would call the most tomographic
of the various new axioms out there. Other sets specifically rely instead on notions of information
processes such as purification and distillation. On the other hand, this tomographic set of axioms is
more attractive from a subjectivists perspective, where the model being constructed should clearly
reflect the knowledge and judgements of the practitioner. [35]
What Hardy demonstrates is that a quantum theory is just the next simplest theory in a set of
more general probability theories. This generalization in the notion of probability is due to a lucid,
though subtle, distinction between two basic numbers:
– K: the minimum number of measurements required to determine a state, called the degree (as
in the number of degrees of freedom)
– d: the maximum number of mutually exclusive measurement outcomes, called the dimension
(foreshadowing the Hilbert space dimension.)
The axioms then proceed to declare the nature of these two numbers in relation to each other.
1-Probability: Observed frequencies have a limit given a state and a measurement.
This is the assertion that there exist mathematical representations, ρ and {Ek}, for the state
and measurement, along with a map f : (ρ,Ek) 7→ pk where the {pk} form a distribution which is
the limit of the observed frequencies. By the definition of K, ρ can be represented as a list of K real
numbers corresponding to the probabilities of some outcomes over possibly multiple measurements.
Importantly, these lists are not generally distributions. Considering two such lists, it makes sense
to mix states.
To any fixed outcome, E, it is useful to define a corresponding map, e, such that e(ρ) = f(ρ,E).
We insist that measurements respect state mixing so that the probability for a mixture of states is
the same mixture of probabilities for each state — that is,
λe(ρ) + (1− λ)e(σ) = e(λρ+ (1− λ)σ) (2.14)
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for any λ ∈ [0, 1]. This uniquely restricts all possible e to be linear functions over the K degrees of
freedom. Further, it makes sense to mix outcomes between different measurements so that f must
be bilinear.
2-Simplicity: K is a function of d that is the smallest consistent with the axioms.
Any function of the distributions over such d outcomes should be symmetric in their
probabilities. In other words, “which outcome is which” is considered an arbitrary distinction
that one could always change by permutation of their labels.12 So the form of K is already quite
restricted to be
K =
d∑
k=0
χk
(
d
k
)
(2.15)
where the χk are non-negative integers called the signature of the theory. One can think of these χk
as enumerating the multiplicity of more general types of coherence.
3-Subsystems: Restricting to c < d outcomes gives a system of dimension c.
4-Composite Systems: K(dAdB) = K(dA)K(dB).
These two axioms are perhaps better considered as one axiom which we might call the
Arithmetic axiom because it is a statement of how K should behave under the “addition” and
“multiplication” of state spaces. The first simply asserts that K must be a strictly increasing
function of d — in other words, every outcome is understood to have some “size.” The second
asserts that K should also reflect the multiplicity of considering multiple systems simultaneously.
This restricts K to be an integer power13 of d, K = dq. It is a simple exercise to show that the only
viable signatures are then
χ = (1, 0, . . .) , (1, 2, 0, . . .) , (1, 6, 6, 0, . . .) , (1, 14, 36, 24, 0, . . .) , etc.
12This is actually a very crucial assumption which demonstrates how quantum mechanics might be modified. For
example, one could consider a theory where energy plays a more fundamental role as the order of these outcomes.
Perhaps quantum gravity will come from this sort of modification.
13This may be related to the existence of de Finetti theorems as we will discuss slightly in the next section.
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If we were to stop here, then the simplicity axiom would tell us that (1, 0, . . .) is our theory, which
simply corresponds to classical probability theory, where K = d and there is actually no distinct
notion of measurement.
5-Continuity: There is a reversible and continuous transformation between any two pure states.
Between this axiom and the unique declaration of our familiar quantum theory is the most
significant portion of the work. Nevertheless, the logical steps that are left to be made are still simple.
First, one needs to understand that the set of such transformations must form a Lie group as an
extension of the permutation symmetry of d outcomes. This means that the space of pure states
must be homogenous by the action of the Lie group. One must then show that the second simplest
theory (1, 2, 0, . . .) can support such a continuous group action. Finally, it must be demonstrated
that such a group is unique and in fact isomorphic to our beloved SU(d) in which case the space of
pure states is the familiar CP d−1.[34]
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Quantum State Estimation
Various techniques and perspectives in quantum state estimation have by now become standard
practice.[36, 37] In addition to tomography, the most significant methods are Bayesian estimation[38],
maximum-likelihood estimation (MLE), as well as hedged[39] MLE. These techniques are by no
means unique to quantum systems, but the quantum distinction between K and d does introduce
some extra issues of interpretation. Equally important is the need to understand when the estimation
of a state can actually be a practice that is consistent in a larger scheme.[40–42] The theory of
estimation and machine learning at the classical level is already quite subtle; so a quick review of
classical estimation is in order before we can discuss how one may interpret estimating a quantum
state.
Theories and Data
For any estimation scheme, one has a model or theory, θ, represented by the set of parameters
θ = {pk}. The goal is to find values or distributions for these parameters that are in some sense the
most consistent with some given data, D, represented by a set of events D = {et}, while also being
the most predictive of further data. Of course, a theory is further understood to make mathematical
predictions, specifically represented by the ability to calculate conditional probabilities, P (D|θ).
Specifically defining good measures of a best estimate are beyond the scope of this work, but there
are two such “best” estimates that are widely used which should be mentioned:
The most common method is the maximum likelihood estimate,
θML(D) = arg max
θ
P (D|θ), (2.16)
where θ is simply chosen to take the value which maximizes the likelihood function P (D|θ). A
point to make here which will become important in quantum state estimation is that θ is always
understood to be optimized over some “allowable” set of values. Although the interpretation of this
estimate can be delicate (as will be explained) this is generally the easiest estimate one can calculate
because it boils down to a convex optimization problem.
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Perhaps the most ideal method is the Bayesian estimate,
θB(D) =
∫
dθ θP (θ|D) = 1
P (D)
∫
dθ θP (D|θ)P (θ). (2.17)
Here one calculates the mean value of the actual distribution P (θ|D), which by Bayes’ rule is
simply proportional to the likelihood, P (D|θ), times a prior, P (θ)dθ (since we can treat P (D) =∫
dθ P (D|θ)P (θ) as just a normalization constant.) While optimal by many theoretical standards,
the distribution P (θ|D) (or at least a handful of its statistical moments) can be a useful thing to have
in practice. However, a Bayesian estimate can be significantly more demanding to compute than
that from MLE. Also an issue, as is the case in quantum state estimation, are the problems where
the measure dθ is not uniquely motivated, which in turn makes a choice of the prior ambiguous or
arbitrary.
A very important assumption one often also requires in order to calculate either of these
estimates is that
P (D|θ) =
∏
t
P (et|θ) (2.18)
— that is, an assertion that the events are identically and independently distributed (or i.i.d.). Here
the prototypical example is the estimation of the probability, p, for a coin flip, e, to turn up heads,
e = 1. Under the i.i.d. assumption, the likelihood function for p is simply
P ({ek}|p) = P (n,N |p) = pn(1− p)N−n (2.19)
where N is the number of trials and n =
∑
k ek is the number of heads. It is a simple exercise to
show that the two estimates are then
pML =
n
N
and pB =
n+ 1
N + 2
(2.20)
where the Bayesian estimate has assumed a uniform prior, P (p)dp = dp. The Bayesian estimate in
this case is also known as Laplace’s rule, which has many nice properties.
There are two particular objections one should make here. The first is that MLE can result in
unfortunately optimistic estimates as will be explained. With this in mind, under what circumstance
are such estimates acceptable? Secondly, the i.i.d. assumption seems to be an unjustifiably strong
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statement to make simply by fiat. In what sense can the i.i.d. assumption be verified or make
operational sense? These issues are also signature of the subjectivist perspective (which the author
enjoys) but their answers also have useful applications.
Statistical Fluctuations and Hedging
A maximum likelihood estimate can be especially inappropriate when considering a distribution
with high purity. In the example of a biased coin, if an estimator witnesses n = N heads, an estimate
like p = 1 is inappropriate because it can be interpreted as the instruction that a gambler should
bet all of their money on heads for the next flip. This is an especially striking claim for N = 1 but it
is also bad for any N . Put simply, an estimate should always reflect the confidence of the estimator
as determined by their experience.
This point becomes even more pertinent in quantum state estimation. Considering the
estimation of a qubit, suppose a single measurement is made for σz and also for σx and say that
the outcome for each of them was “up.” MLE tells us that the estimated state should be a (pure)
eigenstate of 1√
2
(σz + σx)! This same issue becomes apparent in tomography as well for suppose
in addition σy is measured once with the outcome “up.” Tomography tells us that if we were to
measure 1√
3
(σx + σy + σz), then we should expect the outcome “up” with probability p =
√
3! Such
statistical fluctuations are of general concern in the estimation of high purity states because they
invariably result in operators with negative eigenvalues or unfortunately low rank.14
In this regard, Bayesian techniques are certainly preferable for two reasons. The first is that
one can simply set the prior equal to zero over all non-positive operators. The second is that, similar
to the classical estimate in equation (2.20), estimates will always keep a safe distance away from the
boundary of states (where operators have low rank.) However, it is worth repeating that Bayesian
estimates are exceedingly more computation intensive, especially for high-dimensional states.
To enforce full rank estimates while keeping the computational simplicity of MLE, one can
perform what is called hedged maximum likelihood estimation. The nicest kind of hedging is the so
called “add β” technique, where one simply multiplies the likelihood by det ρβ for some number β.
This mimics the natural hedging in classical Bayesian estimation, specifically analogous to the use
of Dirichlet-β priors, which retain their form under updating. In this classical case, one can even
14These are unacceptable properties if one takes seriously that one could have always chosen differently to measure
any other observable, reflected by the roundness of the Bloch sphere which defines the boundary of positivity.
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derive unique values for β depending on what the estimator considers optimal. Unfortunately, such
values of β are not so clear for quantum estimation, but people often choose β = 1/2. In the current
state of the art, a quantum estimator’s uncertainty in this choice can only be slightly pacified by
the observation that at least in the classical case an estimate will depend only weakly on β for large
statistics.
Unknown States: Part II
The concern behind the i.i.d. assumption has been much more successfully resolved. We will
discuss this issue from the subjective viewpoint, so probabilities are to be interpreted as a statement
of the knowledge and experience of the estimator. As such, we must first resolve the interpretational
issue of an unknown probability, sometimes referred to as the “man in the box.” This is especially
pressing for physics in general, where we imagine that the distributions we are measuring reflect
consistent properties of a system with states that support the random events being recorded. Indeed,
one can replace the notion of an unknown probability with an operational property thanks to the
de Finetti representation theorem.
The Quantum de Finetti Theorem and a Tomographic Proof
The property de Finetti devised in the context of classical probability is called exchangeability
which represents a symmetry between trial events and the ability to consistently incorporate new
information. Specifically, let P (n) be a distribution over n trials consistent with the sequence of
events D = {et} — i.e. such that P (n)(e1, . . . , en) 6= 0. We say that this distribution is symmetric
if P (n)(epi(1), . . . , epi(n)) = P
(n)(e1, . . . , en) for any permutation, pi. Every symmetric distribution
can be represented equivalently by a function of the tallies for each outcome, P (n)(n1, . . . , nd) where
{1, . . . , d} enumerates the set of possible outcomes and ni is the number of events in D with the value
i. Further, a distribution is extendible if for any N > n, there is another symmetric distribution
P (N) such that P (n)(e1, . . . , en) =
∑
en+1
· · ·∑eN P (N)(e1, . . . , en, en+1, . . . , eN ). A distribution is
then called exchangeable if it is both symmetric and extendible.15
15A good example of a distribution that is symmetric but not exchangeable is the distribution from a GHZ state.
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The de Finetti theorem asserts that every exchangeable distribution can be written uniquely
in the form
P (n)(e1, . . . , en) =
∫
∆d
d~p P (~p) pe1 · · · pen (2.21)
or equivalently
P (n)(n1, . . . , nd) =
∫
∆d
d~p P (~p) pn11 · · · pndd (2.22)
for some common distribution P over the (d − 1)-dimensional probability simplex, ∆d. We call
such expressions de Finetti representations. Also important to observe is that each P (N) is also
exchangeable and thus has a de Finetti representation with the same integrated distribution, P (~p).
The unique existence of this representation demonstrates that it is as if D consisted of i.i.d. events.
So the i.i.d. assumption usually made by fiat can instead be interpreted as the explicit assertion of
a symmetry in the model being considered which is further verified for the given set of trials to have
the property of exchangeability. This is precisely the operational property we were looking for.
Of course, there is a quantum de Finetti theorem. The quantum property of exchangeability
now refers to a density operator ρ(n) over the n-partite space of d-dimensional systems that is
permutationally invariant and can always be written as a reduced state, ρ(n) = TrN−nρ(N) for any
N , where TrN−n refers unambiguously to a trace over any N − n parts of the larger state. The
quantum de Finetti representation theorem then states that every exchangeable state is a unique
mixture of identical copies,
ρ(n) =
∫
Dd
dρP (ρ) ρ⊗n (2.23)
where Dd is the space of (d2−1)-dimensional density operators. An important corollary is that such
states are never entangled.
Thanks to Caves et al. [43], there is a simple tomographic proof of the quantum de Finetti
theorem assuming the classical de Finetti theorem that is worth sketching. One considers a
tomographically complete POVM consisting of the products of the elements of a local d2-outcome
POVM. The classical de Finetti theorem tells us that we can write the distribution for this POVM as
an integral over ∆d2 . This in turn gives us an expression for the density operator as the mixture of
identical operators. One must finally show that the support of this mixture is in fact only Dd ⊂ ∆d2 .
An important note to make here is that not every probability theory has a de Finetti theorem.
In particular, real and quaternionic quantum theories do not have such a theorem. The proof
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sketched above alludes to the possibility that this has to do with the composite axiom of Section
2.2. In other words, the ability to perform complete tomography using only local measurements
is a crucial step of the sketched proof. For (complex) quantum mechanics, this is ensured because
KC(d) = d2, where K is the number defined in section 2.2. On the other hand, one can easily count
that for the real and quaternion theories16
KR(d) =
1
2
(d2 + d) and KH(d) = 2d
2 − d (2.24)
which do not satisfy the composite axiom but rather
KR(dAdB) > KR(dA)KR(dB) and KH(dAdB) < KH(dA)KH(dB). (2.25)
So in the real theory, local tomography is never complete while in the quaternionic theory, products
of states are not always states! This seems to correspond to the fact that not every exchangeable
real state can be written as a de Finetti mixture while not every de Finetti mixture of quaternionic
states is exchangeable!17
A Global Representation Theorem of Symmetric States
There is a relaxed generalization of the quantum de Finetti theorem, thanks to Renato Renner
[44], which has several useful implications. In this case, one drops any questions of exchangeability
and only considers a symmetric N -partite state of d-dimensional systems and its n-partite reduced
states. Indeed, the theorem establishes that such subsystems of larger symmetric states are
approximately independent. Specifically any n-partite subsystem, ρ(n) = TrN−nρ(N), of an N -
partite symmetric system can be approximated by a state of the form
ρ˜
(n)
n−m =
∫
dσ P (σ)σ⊗m ⊗ ρ˜(n−m) (2.26)
16Real and quaternionic quantum mechanics are the theories of signature (1, 1, 0, . . .) and (1, 4, 0, . . .) respectively.
17A fun question one might ask is whether the probability theory (1, 6, 6, 0, . . .), where K(d) = d3, has a de Finetti
theorem?
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with an error given by the trace distance of
ε = Tr|ρ(n) − ρ˜(n)r | = 3(N − n)d exp
(
−rN − n
N
)
(2.27)
for r  n < N −√N . Roughly speaking, every large N -partite symmetric system is approximatly
independent so long as we can ignore a fraction (N − n)/N of the system and tolerate interactions
in r/n of the remaining system.
This is especially useful for the interpretation of many condensed matter theory results which
are often based on a state that is assumed to have the i.i.d. property. In this case, Renner’s theorem
applies for two very fundamental reasons: The first is that exchange symmetry is already present
when the system is modeled by a field as is often the treatment for many order parameters. The
second is that such a notion of approximate independence is definitely good enough to justify the
calculation of a macroscopic observable since a state like ρ˜(r) often corresponds to an interaction
that is irrelevant under renormalization. So Renner’s theorem explains essentially why and under
what circumstances the many models based on an i.i.d. property are so effective.
In quantum state tomography (and quantum key distribution or QKD), Renner’s theorem is
also very useful. In these cases, the state ρ(N) is presumably made of N copies of an “unknown
state” to be estimated (or an entangled-pair being shared between teleporters.) However, various
systemic errors (or security attacks) could occur that would make the i.i.d. assumption generally
false. Nevertheless, the i.i.d. property can be approximately restored according to Renner’s theorem
by simply applying a random permutation amoung the subsystems, thus enforcing symmetry in the
composite system. The relaxed notion of independence is especially useful in QKD because the
measurements of this state are followed by a distillation phase.
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Other Tomographies
Although there are more sophisticated techniques, from a practical point of view, linear
inversion tomography represents a basic technique from which to conceptualize quantum information.
Practically, tomography also serves as a great starting point from which to apply numerical
techniques in MLE and Bayesian estimation. As well as with these other estimation schemes,
quantum tomography is by no means restricted to state estimation.18 One can also perform
tomography on unknown observables or even unknown processes as we will now explain. For the
rest of this thesis we will simply use the term tomography, implicitly referring to linear inversion.
“Standard” Tomographies
It will be useful at this point to rewrite the various linear constraints in tomography as simple
matrix equations. Let {ρa}Na=1 be a set of states one can prepare and {Σi}Mi=1 be a set of observables
one can measure. It is convenient to refer to a and i as device settings and collections of a’s and i’s
as experiments. The operator for each setting can be expanded as a linear combination
ρa = Pa
µσµ and Σ
i = σµWµ
i (2.28)
where {σµ} is any19 basis for the d2-dimensional space of Hermitian operators and {σµ} is the
associated dual basis.20 For every state-observable pair of settings, (a, i), one has access to the
expectation value
Sa
i = TrρaΣ
i = Pa
µWµ
i, (2.29)
the set of which we may denote simply by the matrix equation
S = PW. (2.30)
18... although the PhySH labels available in APS Journals seem to suggest otherwise.
19One usually has in mind an orthogonal basis like the Pauli or Euclidean basis. However, it is important to
understand that {σµ} could be any basis. Although this subtlety will make no difference in this section, it is the bane
of self-consistent tomography and the key to non-holonomic tomography.
20Given a basis {σµ}, the dual basis vectors {σµ} are the solution to the linear system of equations (xµ, σν) = δµν
for all ν, where (, ) denotes an inner product. A dual basis is similar to a reciprocal basis in solid state physics, where
special momentum vectors are defined with respect to displacement vectors {ai} by (ki, aj) = 2piδij for all j.
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The practice of state tomography is then equivalent to the ability to invert this equation,
P = SW -1, (2.31)
so that P can be estimated to arbitrary precision through the collection of data, S, and knowledge
of the observables, W . Any use of equation (2.30) in this way, namely where parameters in P or W
are assumed known, will be referred to as standard tomography.
Unknown Measurement Outcomes
An equation like (2.30) makes pretty obvious that we could also estimate W if we instead had
previous knowedge of P since we can just as well write
W = P -1S. (2.32)
Such practice is referred to as detector tomography which can be quite useful when assessing a
fabricated measurement device. Indeed, detector tomography and estimation have become a common
practice as well. [45–47]
Estimating Unknown States from Known States
Similarly, one can also estimate states with unknown detectors if one has other known states.
This is simply because we can write
S = PW and T = QW (2.33)
where Q contains the set of state parameters which are known and T is the corresponding data.
Simply substituting one into the other, one obtains
P = ST -1Q. (2.34)
This was only recently acknowledged [1] but in the context of maximum-likelihood techniques.
Although this practice may seem trivial from a linear inversion perspective, equation (2.34) is
conceptually only two steps away (pun intended) from non-holonomic tomography.
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Unknown Operations
Finally, another form of tomography can be done if one knows both P and W . In particular,
one can characterize an unknown process, ρ −→ Φ(ρ), because the process is also just a linear map
so that
Sa
i = Pa
νΦν
µWµ
i (2.35)
which we can simply invert to give
Φ = P -1SW -1. (2.36)
This is similar in content to the estimation of a unitary “S-matrix” (which is to be compared to
the operation Φ rather than the expectation value we are calling S) except that the dimensions
are quadratically larger because these processes may include irreversible transformations such as
decoherence, decay, and eavesdropping. Indeed, if Φ is to represent a physical operation, then one
must further constrain Φ to be a completely positive map.21
Self-Consistent Tomographies and SPAM gauge
If P and W are not known, one can still collect the data, S. In such a case, however, it is
no longer obvious what we can conclude from the measured data. At first glance, what should
be apparent is that P and W can no longer be estimated uniquely because of the presence of so
called gauge degrees of freedom. In particular, equation (2.30) is invariant under simultaneous linear
transformations of the form
(P,W ) −→ (PG-1, GW ). (2.37)
These gauge degrees of freedom can be organized into particular classes described by the chain
of subgroups
SU(d) < SO(d2−1) < Rd2-1oGL(d2−1) < SL(d2). (2.38)
SU(d) is the familiar unitary group on the Hilbert space, present in G as its adjoint representation
and corresponding to the choice of an orthonormal basis. SO(d2−1) is the smallest orthogonal
group containing the unitary adjoint representations and is the symmetry group of the gram matrix
technique in section 2.4. Rd2-1oGL(d2−1) is the most general transformation when considering only
21This is simply the property that Φ⊗ 1d2 (ρ) is positive for every positive ρ in a dilated space of states.
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normalized states as will be described in chapter III. SL(d2) is the most convenient set of general
transformations to consider for the gate sets of section 2.4 where the “S” as in special refers to the
determinant being restricted to one.
Such gauge degrees of freedom have been considered early on under the name of unspeakable
information. [48] Further, some consequences of this gauge have been identified relative to practicing
state estimation when using imperfect detectors. [49] Very soon after this, it had become a definitive
problem in process tomography after which so called self-consistent tomographies began to emerge.
[10] It was then when SPAM (state preparation and measurement) errors and SPAM gauges got
their name. The goal of self-consistent tomography is still to arrive at an estimate of the unknown
quantum parameters which are unique modulo the relevant gauge degrees of freedom.
Gram Matrix Tomography
One sort of self-consistent SPAM tomography considers when the state-measurement Gram
matrix[12],
Γ =
 P
WT
[ PT W ] =
 PPT S
ST WTW
 (2.39)
is so called completable[50]. As mentioned earlier, the Gram matrix still contains orthogonal gauge
degrees of freedom, (P,W ) −→ (PR,RTW ) where R ∈ SO(d2). The off-diagonal blocks, S, are the
accessible data while the diagonal blocks
(PPT)ab = Tr ρaρb and (W
TW )ij = Tr ΣiΣj (2.40)
are what one trys to infer.
The problem of completability is related to the older problem of rigidity: Given N +M point
masses of which some pairs are connected by massless rigid rods, is the entire set of rods and masses
rigid in a d2 dimensional space? For example, consider 4 point masses {1, 2, 3, 4} such that the
following pairs are connected: {(1, 2), (2, 3), (3, 4), (4, 1)} — that is, they are connected in a loop.
This configuration is rigid in 1 dimension, but is wobbly in 2 dimensions. If we add the pair (1, 3) to
the set, then the configuration becomes rigid in 2 dimensions, but is still flappy in 3 dimensions. If
we add another pair (2, 4), then the configuration is a tetrahedron which is rigid in all dimensions.
So in gram-matrix estimation, one is concerned with when the state-measurement frame is
“rigid” i.e. completable. Given only S, Γ is never completable. However, there are two kinds of
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assumptions one can add which will make Γ completable for large enough M and N . (Remember, N
and M were the number of state and measurement settings, respectively, considered in a tomography
experiment.) One can assume that all the states are sufficiently pure so that (PP¯ )aa = 1 − . On
the other hand, one can assume that all of the measurements are sufficiently projective with known
degeneracies, {di} so that (W¯W )ii = di ± . For exactly what M and N is Γ completable depends
on d in a non-trivial way. To give an example: for d = 3 with both the purity and projectivity
assumptions, either (M ≥ 5 and N ≥ 15) or (M ≥ 6 and N ≥ 9) or (M ≥ 10 and N ≥ 8) will put
Γ in the completable phase.
Gate Set Tomography
Another tomography to consider is estimating a set of unknown processes using unknown
SPAM.[11] Here one considers many processes and so some new notation will be convenient:
〈〈Σ|Φ |ρ〉〉 = Tr Φ(ρ)Σ. (2.41)
The scenario we imagine is that one can prepare a single unknown state, ρ, measure the outcome of a
single unknown POVM, {E, E¯} which we represent by the observable Σ = E− E¯, and perform a set
of gates,
{
Φα
}
, which are to be characterized. The entire collection of the state, the measurement,
and set of gates is called a gate set. Since the entire gate set is unknown, there is a gauge degree of
freedom so that the transformation
{
|ρ〉〉 , 〈〈Σ| ;{Φα}} −→ {G-1|ρ〉〉 , 〈〈Σ|G ;{G-1ΦαG}}. (2.42)
for any G ∈ SL(d2) results in another gate set that is equally consistent with the measured data.
The first step is to cook up a set of operations to be used to generate tomographically complete
sets of state-preparation and measurement:
{Fµ}d2µ=1 =⇒
{ |ρa〉〉 = Fa |ρ〉〉 , 〈〈Σi| = 〈〈Σ|Fi}. (2.43)
These can consist of single gates from the original set, sequences of such gates, or a combination of
the two. Indeed, this is how different states are actually prepared in the lab. For example ρ could
be the groundstate of an atom, Σ is something like the fluorescence, and the {Fµ} are the effective
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operations generated by various laser pulses. One then proceeds to estimate the following matrix
elements:
Aµ = 〈〈Σ|Fµ |ρ〉〉 = 〈〈Σ|ρµ〉〉 = 〈〈Σµ|ρ〉〉
Dia = 〈〈Σi|ρa〉〉 = 〈〈Σ|FiFa |ρ〉〉
Πia(α) = 〈〈Σi|Φα |ρa〉〉 = 〈〈Σ|FiΦαFa |ρ〉〉 ,
(2.44)
checking a posteriori that rankD = d2 to ensure that the SPAM are tomographically complete.
Letting
{ |µ〉〉} be an orthonormal basis one then defines two operators,
G =
∑
a
|ρa〉〉〈〈a| =
∑
µ,a
Pa
µ |µ〉〉〈〈a| and H∗ =
∑
i
|i〉〉〈〈Σi| =
∑
i,µ
Wµ
i |i〉〉〈〈µ| . (2.45)
Further, one can construct the following linear objects:
1˜ =
∑
a,iDia |i〉〉〈〈a| = H∗G
|ρ˜〉〉 = ∑µAµ |µ〉〉 = H∗|ρ〉〉
〈〈Σ˜| = ∑µ 〈〈µ|Aµ = 〈〈Σ|G
Φ˜α =
∑
a,i Πia(α) |i〉〉〈〈a| = H∗ΦαG
(2.46)
which may be observed as related to the “actual” gate set, up to transformations involving G and
H∗. The final step in gate set tomography is to use the inverse of 1˜ to transform the above vectors
and operators into a gate set that is equivalent to the “actual” gate set up to a gauge transformation:
{
1˜-1 |ρ˜〉〉 = G-1 |ρ〉〉 , 〈〈Σ˜| = 〈〈Σ|G ;
{
1˜-1Φ˜α = G
-1ΦαG
} }
. (2.47)
In practice one usually has a target set of gates in mind, which have definite representations in an
idealized basis. In such cases, the practice has been to follow up this tomography step with MLE
optimization of the gate set over the gauge parameters.
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Non-Holonomic Tomography and SPAM Correlations
Although self-consistent tomographies for the most part solve their estimation problem,
they make one very crucial a priori assumption: that the devices used for state-preparation and
measurement are uncorrelated. If you think about it, the idea of such correlations can seem quite
puzzling — how would you know if 〈PW 〉 6= 〈P 〉〈W 〉 if neither 〈P 〉 or 〈W 〉 are available? Such is
the fundamental problem for quantum systems with unknown SPAM.
An answer exists to this puzzle in the perspective of non-holonomic tomography. In non-
holonomic tomography, states and observables are understood to be effectively uncorrelated for
any minimally complete tomography experiment one can perform. However, this will lead to
contradictions between multiple such tomography experiments when there are correlations. Such
contradictions can be quantified by a matrix quantity called a partial determinant. Further, these
contradictions suggest correlations are to be understood as a kind of global property due to the
way that measurable data connects different tomography experiments. Such is the subject of this
dissertation that we will explain in the following chapters.
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CHAPTER III
DETECTING CORRELATED ERRORS IN SPAM TOMOGRAPHY
From Jackson, C. and van Enk, S. 2015. Detecting correlated errors in
state-preparatoin-and-measurement tomography. Physical Review A 92(4):042312
Abstract
Whereas in standard quantum state tomography one estimates an unknown state by performing
various measurements with known devices; and whereas in detector tomography one estimates the
POVM elements of a measurement device by subjecting to it various known states, we consider here
the case of SPAM (state preparation and measurement) tomography where neither the states nor
the measurement device are assumed known. For d-dimensional systems measured by d-outcome
detectors, we find there are at most (d−1)(d2−1)d2 “gauge” parameters that can never be determined
by any such experiment. For the case d = 2 we find new gauge-invariant quantities that can be
accessed experimentally and that can be used to debug SPAM. In particular, we identify parameters
that allow one to detect correlations between SPAM errors. Moreover, standard quantum state
tomography and detector tomography can be seen as fixing all gauge parameters by fiat in different
ways.
Introduction
Quantum tomography has become an important tool for characterizing quantum devices [33,
37]. For example, in order to estimate the state ρ of quantum systems produced by some quantum
source, we let our source create many copies of ρ, and subject each of those copies to different
measurements. If we describe the whole set of measurements by POVM elements Πk (such that∑
k Πk = 1), the experiment will produce estimates of probabilities
pk = Tr(ρΠk), (3.1)
with
∑
k pk = 1. If one has at least as many observed relative frequencies fk (the number of times
outcome k was observed divided by the total number of measurements) as there are parameters
in ρ, then one may estimate ρ via a variety of different methods (from linear inversion to hedged
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maximum likelihood estimation and Bayesian methods, see, e.g., [38–40]). Legitimately ending up
with an estimate of a single density matrix ρ does require some assumptions about the experimental
setup [42–44], namely, invariance under permutations of the copies. In particular, even if there is
drift (for example, due to a slowly changing magnetic field or a slowly changing phase of the laser
field one uses to prepare quantum systems), such that copy ρn differs slightly from the previous copy
ρn−1, by performing the different measurements in random order one still estimates a single density
matrix, namely, the average:
〈ρ〉 = 1
Nt
Nt∑
n=1
ρn, (3.2)
in an experiment with Nt copies of states in total.
In more recent times several experiments on detector tomography have been performed [31, 45–
47]. Here one assumes that known states are fed into a measurement device, whose observed outcomes
now tell us about the POVM elements that describe the detector. Detector tomography makes sense:
A photodetector, for example, is not such a simple device theoretically. There are infinitely many
modes of the electromagnetic field, and each mode is described by an infinite-dimensional Hilbert
space. A simple candidate model for a photodetector can be formulated in terms of a quantum
efficiency η and a dark count rate r, but these two parameters could drift over time and be field-
mode dependent. In the case of detector tomography, we estimate probabilities of the form
pm = Tr(ρmΠ), (3.3)
for different known states ρm (where m runs from 1 to M), in order to estimate the POVM
element Π, where the latter is really an average (under the proviso that one tested the measurement
device with different states created in random order, to ensure symmetry under permutations of the
measurements) over the course of the experiment of the different POVM elements describing the
drifting detector. In complete analogy to (3.2) we may write then
〈Π〉 = 1
Nt
Nt∑
n=1
Πn, (3.4)
if we performed this particular measurement Nt times in total.
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The present paper focuses on two concerns: First, what exactly can we find out about
measurements and states when we do not assume we know either one or the other? That is, what
can we infer about the POVM elements Πi describing different measurement settings and about
different states ρm from estimates of probabilities
pm,i = Tr(ρmΠi)? (3.5)
Second, what if the fluctuations in state preparation and measurement are correlated? That is,
what if the observed average relative frequencies are not determined by averaged states and averaged
measurements? How can we infer there are correlations, i.e., that
〈Tr(ρmΠi)〉 6= Tr(〈ρ〉m〈Π〉i)? (3.6)
Here the left-hand side is a quantity for which we obtain direct estimates from observed relative
frequencies, but the two quantities ρm and Πi on the right-hand side are not directly accessible
individually and have to be inferred.
Such questions have become of interest in the context of debugging quantum devices that
are meant to serve as fault tolerant quantum computers. The requirements on fault tolerance are
quite stringent and more and more precise tools for analyzing tomography experiments have been
developed very recently [10–12]. Correlations between errors are particularly bad for fault tolerance,
hence our focus on detecting correlated SPAM errors.
We are going to analyze SPAM tomography for the case of a single qubit and two-outcome
POVMs. Even for this simple case our results suggest novel experiments. Most results generalize
easily to multiple qubits and/or higher-dimensional systems and measurements, and in particular to
the combination of d dimensional systems and d-outcome POVMs.
SPAM Tomography
Let us first consider the simplest version of our problem: a single qubit state, ρ, and a single
two-outcome qubit detector, with the two outcomes described by POVM elements {E, E¯} (read:
E and NOT-E). From the conditions ρ ≥ 0, E ≥ 0, E¯ ≥ 0, Trρ = 1, and E + E¯ = 1, a general
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parameterization can be written in terms of the Pauli matrices ~σ = (σx, σy, σz)
T as
ρ =
1
2
(
1 + ~p · ~σ),
E =
1
2
(
(1 + u)1 + ~w · ~σ
)
,
E¯ =
1
2
(
(1− u)1− ~w · ~σ
)
, (3.7)
where positivity is ensured by the inequalities
|~p| ≤ 1,
|~w|+ |u| ≤ 1. (3.8)
Altogether there are seven parameters. Three of these correspond to a choice of coordinate system
(i.e., we have to specify what we mean by the components of spin in the x, y, z directions), or,
equivalently, to a choice of basis for the 2D Hilbert space describing our qubit. The other four
parameters can be thought of as state purity (|~p|), the detector’s discrimination power (|~w|), detector
bias (u), and the alignment (or fidelity) between detector and state (pˆ · wˆ). We may conveniently
represent the two-outcome POVM by a single observable:
Σ ≡ E − E¯ = u1 + ~w · ~σ, (3.9)
Knowledge of its expectation value S in the state ρ gives us a single constraint on these seven
parameters:
S ≡ TrρΣ = ~p · ~w + u. (3.10)
Counting parameters
Now consider the case where our quantum source has M different settings, so that we may
produce (at most) M different qubit states ρm. Similarly, our detector has N different settings, so
there are 2N POVM elements described by the N different observables Σi.
Considering the number of undeterminable parameters, γ, a first guess might be that there are
γ = (# unknowns)− (# constraints) = 3M + 4N −NM (3.11)
38
FIGURE 3. Performing two-outcome measurements with a variety of states and observables. The µ-
th button of the quantum source is pressed, where µ runs from 1 to M , representing the preparation
of state ρµ, while the dial of the measurement device is turned to the i-th setting (where i runs
from 1 to N), symbolizing the observable Σi. The outcome of measurement i is either that the light
blinks (Ei) or does not blink (E¯i).
of them (assuming we subject all M states to all N measurements). This kind of counting is correct
so long as either N < 4 or M < 3 but otherwise it fails to take the following important observation
into account: For M = 4, there are sufficiently many states to perform complete detector tomography
on any number of detectors. Similarly, N = 3 would be a sufficient number of 2-outcome detectors
to perform complete state tomography. Hence for any N > 3 and M > 4, there are just as many
undeterminable parameters as when N = 3 and M = 4, because the addition of any states (or
detectors) could reveal no more information about the detectors (or states) than the “original” 4
states (or 3 detectors) already yield. Therefore the number of undeterminable parameters is
γ =
 3M + 4N −NM : N < 4 or M < 312 : N ≥ 4 and M ≥ 3 (3.12)
In order to find what these undeterminable parameters are we first introduce some convenient
notation. First of all, the set of all constraints can be written succinctly as a matrix equation,
S = PW (3.13)
where
P ≡
 · · · ~pµ · · ·
· · · 1 · · ·

T
(3.14)
and
W ≡
 · · · ~wi · · ·
· · · ui · · ·
 (3.15)
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are the N × 4 and 4×M matrices of state and detector parameters, respectively, where we included
a constant 1 (which stands for Tr(ρµ)) in the set of state parameters just to make the treatment of
states and detectors more symmetric. The form of equation (3.13) makes obvious that the system
of constraints has the symmetry:
P −→ PG−1, W −→ GW, (3.16)
where G is of the form
G =
 H ~0
~aT 1
 (3.17)
where H is any real 3 × 3 invertible matrix, H ∈ GL(3), and ~a is any real 3-vector, ~a ∈ R3. The
collection of all G ∈ R3 oGL(3) forms the affine group.
Blame Gauges: A New Perspective on State/Detector Tomography
Some of the 12 parameters determining G should be familiar. Most important are perhaps the
three parameters needed to describe matrices of the form
G =
 R 0
0 1
 . (3.18)
where R is in the adjoint representation of SU(2) (which here is just SO(3).) This space of symmetries
is always present (also for higher-dimensional Hilbert spaces of size d where we would have the
adjoint representation of SU(d)), and corresponds to the arbitrary choice of basis for the underlying
Hilbert space. This sort of symmetry tends to be trivial, but becomes nontrivial (and interesting)
in the context of quantum communication (the information to fix a reference frame was coined
“unspeakable” by Asher Peres, for the reason that two distant parties cannot communicate the
choice of coordinate system over the phone, unless they already share a reference frame).
Another simple undeterminable parameter follows by considering G of the form
G =
 g13 0
0 1
 , (3.19)
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where g ∈ R. This kind of scaling transformation trades overall state purity for the detector’s
discrimination power. That is, imperfections may be blamed, within some limits, more on the
preparation of the states than on the quality of our detectors or vice versa. Let us refer to parameters
like this as blame gauge degrees of freedom.
We can characterize all 12 blame gauge parameters as follows. Every H (as appearing in
(3.17)) has a polar decomposition H = BR where R is real orthogonal and B is positive symmetric.
This yields the following interpretation: We can always diagonalize B: the three eigenvalues are like
the scale parameter g of (3.19). The basis in which B is diagonal (determined by three additional
parameters) determine which components of ~p and ~w can be rescaled in concert.
The three parameters of R still correspond to the choice of coordinate system as in (3.18)
Finally, the last three parameters are featured in transformations of the form
G =
 13 0
~aT 1
 , (3.20)
where ~a is a real 3-vector. It is perhaps clearer what this transformation does when we write out
the action on the system parameters explicitly:

~pµ −→ ~pµ − ~a
~wi −→ ~wi
ui −→ ui + ~a · ~wi.
(3.21)
We see that this exchanges state-detector alignment for detector bias, and thus is another type of
blame gauge.
Having now completely classified the 12 gauge degrees of freedom in SPAM tomography, let
us briefly revisit the more conventional types of (qubit) tomography. Having at our disposal M = 4
states assumed to be fully known allows for complete detector tomography precisely because we can
write in that case W = P−1S. Similarly, N = 3 known detectors allows us to perform complete
quantum state tomography because we can write in that case P = SW−1, where W−1 is to be
interpreted as a right (pseudo-)inverse.
From the perspective of SPAM tomography, we see that the assumptions underlying state and
detector tomography simply boil down to fixing the blame gauge. In state tomography on qubits
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one fixes four parameters each of three fiducial measurements, and in detector tomography one fixes
the four parameters each of three fiducial states.
Detecting Correlated Errors
Uncorrelated States and Detectors
A measurement yields averages of the form
Sµi = 〈~pµ · ~wi + ui〉, (3.22)
which contains two types of averages: one quantum expectation value (in the state ρµ, denoted
as usual by 〈.〉), and one average over the different runs of the experiment (indicated by the over
line). The existence of a model (P,W ) that satisfies Eq. (3.13) is precisely the statement that a
system consists of effectively uncorrelated states and detectors. The point is, certainly for M > 4
and N > 3, not every possible set of data can be effectively uncorrelated simply because the number
of data parameters is larger than the number of distinct uncorrelated model parameters whenever
MN > 3M + 4N − 12. (3.23)
It is not hard to write down the number of constraints on the data that must exist
for them to be effectively uncorrelated, namely, (# constraints) = (# data parameters) -
(# distinct model parameters)= (N − 3)(M − 4), as we will see in detail now.
Constraints for Uncorrelated Quantum Data: Partial Determinants
Suppose we have quantum data S that is effectively uncorrelated, i.e., described by a model
(P,W ). For the sake of presentation, let us consider first the case N = M = 8. Think of the data
as partitioned into four 4× 4 corners of an 8× 8 matrix,
S ≡
 Q11 Q12
Q21 Q22
 , (3.24)
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such that
Qab = PaWb (3.25)
where
P =
 P1
P2
 ; W = [ W1 W2 ] , (3.26)
— that is,
P1 =
 ~p1 · · · ~p4
1 · · · 1

T
; P2 =
 ~p5 · · · ~p8
1 · · · 1

T
(3.27)
are the top and bottom halves of P and
W1 =
 ~w1 · · · ~w4
u1 · · · u4
 ; W2 =
 ~w5 · · · ~w8
u5 · · · u8
 (3.28)
are the left and right halves of W .
These submatrices of the data, because of Eq. (3.25), have the property
Q−111 Q12Q
−1
22 Q21 = 14, (3.29)
under the assumption that the two inverse matrices on the left-hand side exist. (For example, when
state 1 and state 2 are the same, or measurements 1 and 3 are the same, Q−111 does not exist. Also,
if one of the four vectors ~pi for i = 1, 2, 3, 4 is a mixture of the other three, then Q
−1
11 does not exist
either.) We will refer to the left hand side of (3.29) as a partial determinant of S and write
∆(S) ≡ Q−111 Q12Q−122 Q21. (3.30)
One should note that the ordering of the rows of P and columns of W was arbitrary and any such
reordering would result in a different partial determinant. Note that a partial determinant can be
defined for values of N and M as low as 5 The important conclusion is that the condition that
∆S = 14 can be used to detect correlations: a violation of this equality (within error bars) shows
that state preparation and measurement must have been correlated.
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Nonsingular Partial Determinants
To simplify notation, instead of using Qabs, let us write the partitions of the data, S, simply
as
S ≡
 A B
C D
 (3.31)
in which case we have
∆(S) = A−1BD−1C. (3.32)
An awkward feature of this quantity is that it may display singular behavior because of the presence
of inverse matrices. A simple way to remedy this is to define a nonsingular partial determinant
∇(S) ≡ det(D)A(∆− 1) = BD¯TC − (detD)A (3.33)
where D¯ is the cofactor matrix of D so that, for example,
A−1 =
1
detA
A¯T . (3.34)
We chose to multiply byA simply to reduce computational complexity. This then gives rise to another
(non-singular) condition on having uncorrelated SPAM. It has the disadvantage that satisfaction of
the condition ∇(S) = 0 may occur not because one’s SPAM errors are uncorrelated, but because of
having multiplied both sides of (3.29) with zero.
Estimates and Uncertainty for the Partial Determinant of Qubit Data
We consider here briefly error bars in the partial determinant, which are needed to decide
whether or not one’s data provides significant evidence for correlated SPAM errors.
The data is estimated to maximize the likelihood of MN binomial distributions:
〈S〉µi ≡ 〈Sµi〉 = 2 kµi
nµi
− 1 (3.35)
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where nµi is the number of trials for the µ-th state and i-th detector settings and kµi is the number
of positive outcomes. As such, the deviation of values from the actual mean is
(δSµi)
2 ≡ 〈Sµi2〉 − 〈Sµi〉2 = 1− Sµi
2
nµi
. (3.36)
We can then propagate these uncertainties to the nonsingular partial determinant,
∇(S) = BD¯TC − (detD)A. (3.37)
Assuming independent Gaussian random variables, the relative coefficients for the qubit case are
∂∇ab
∂Acd
= −δacδbd detD (3.38)
∂∇ab
∂Bcd
= δacεijkεdlmCibDjlDkm (3.39)
∂∇ab
∂Ccd
= δbdεcijεklmBakDilDjm (3.40)
∂∇ab
∂Dcd
= εijcεkld
(
BakDjlCib − 1
2
DikDjlAab
)
(3.41)
where δ & ε are the Kronecker & Levi-Civita symbols and repeated indices are to be summed over.
If we choose N = M = 8, then the subdata can be chosen to be statistically independent and the
error bar in the partial determinant is then simply
(δ∇ab)2 =
∑
c,d
(
∂∇ab
∂Acd
δAcd
)2
+
(
∂∇ab
∂Bcd
δBcd
)2
+
(
∂∇ab
∂Ccd
δCcd
)2
+
(
∂∇ab
∂Dcd
δDcd
)2
. (3.42)
Otherwise, if a smaller number of states and detectors is considered, one must take into account
that the entries are not all statistically independent when calculating error bars.
Examples of Correlated Models
A significant feature of these partial determinants is that they can be estimated directly from
measured data. Stressing the point explicitly: “∇(S) = 0” may serve as an operational definition for
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S to have no state-detector correlations. Certainly, if one finds that ∇(S) 6= 0 with high confidence,
then one has made a definitive statement that there are state-detector correlations. It is perhaps
helpful if we illustrate this with some examples of correlated error models. For the sake of simplicity,
let us restrict our attention to measurement devices whose biases may be chosen to all vanish.
Gaussian Model
One way to model correlation is to treat the Bloch vectors for all states and detectors as
randomly fluctuating:
~pµ = ~pµo + ~fµ
~wi = ~wio + ~gi
(3.43)
where the ~pµo and ~wio are constants and ~fµ and ~gi are Gaussian noise with
〈~fµ〉 = 〈~gi〉 = 0. (3.44)
Our data is then of the form:
S = PoWo +X (3.45)
where
Xµi ≡ 〈~fµ · ~gi〉 (3.46)
is the scalar noise correlation.
As a simple special case, consider X = χ18 where χ 1. We then have
S ≡
 A B
C D
+ χ18 =
 A+ χ14 B
C D + χ14
 (3.47)
where A−1BD−1C = ∆(PoWo) = 14 so
∆ = 14 − χ(A−1 + C−1D−1C)
∆−1 = 14 + χ(C−1B−1A+ C−1DB−1)
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and
∇ = −χ(detD)
(
A(BC)−1A− 14
)
. (3.48)
As expected, the entries of ∇ are linear in the correlation, χ.
Causal Correlations
A second model considers data of the form
Sµi = ~pµ · ~wi|µ (3.49)
where the states, ~pµ, are constants but each detector has a value conditioned on the state they
are detecting. Correlations of this type are causal in the sense that the state preparation event is
considered to be prior to the detection event and therefore the former cannot depend on the latter.
More specifically, one could have, for example,
~wi|µ = ~wio + χ ~pµ (3.50)
where ~wio is fixed and χ  1 is a sort of scalar outcome susceptibility. In this case, the data is of
the form
S = PWo + Y (3.51)
where
P ≡
 · · · ~pµ · · ·
· · · 1 · · ·

T
,
Wo ≡
 · · · ~wio · · ·
· · · 0 · · ·

T
, (3.52)
Yµi ≡ χ|~pµ|2.
One can, obviously, construct additional correlated models containing larger numbers of adjustable
parameters. Fitting actual data to the different models and applying model selection would allow
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us to find the best description of the correlations present in our experiment (as explained further in
Ref.in a similar context).
Conclusions
We considered a simple version of “gate-set tomography” [11], in which only state preparations
and measurements (SPAM) are performed, and no gates in between. This simplification allowed us to
fully analyze errors in SPAM and especially correlations between such errors. We found a simple test
for detecting such correlated errors in terms of a “partial determinant.” By considering the full set of
gauge parameters (i.e., parameters not determinable by any (set of) SPAM experiment(s)), we found
a novel interpretation of standard quantum state tomography and of the more recently developed
detector topography: both can be seen as fixing the gauge parameters in their own particular way:
the former by assuming fiducial measurements are fully known, the latter by assuming fiducial states
are fully known.
Acknowledgments
SJvE was supported in part by LPS/ARO.
48
CHAPTER IV
THE BORN RULE AS A CONNECTION BETWEEN EXPERIMENTS
From Jackson, C. and van Enk, S. 2017. Non-holonomic tomography I: The Born rule
as a connection between experiments. arXiv preprint arXiv:1702.00118
Abstract
In the context of quantum tomography, we recently introduced a quantity called a partial
determinant [13]. PDs (partial determinants) are explicit functions of the collected data which are
sensitive to the presence of state-preparation-and-measurment (SPAM) correlated errors. As such,
PDs bypass the need to estimate state-preparation or measurement parameters individually. In the
present work, we suggest a theoretical perspective for the PD. We show that the PD is a holonomy
and that the notions of state, measurement, and tomography can be generalized to non-holonomic
constraints. To illustrate and clarify these abstract concepts, direct analogies are made to parallel
transport, thermodynamics, and gauge field theory. This paper is the first of a two part series where
the second paper[15] is about scalable generalizations of the PD in multiqudit systems, with possible
applications for debugging a quantum computer.
Introduction
In quantum computing, a recent problem has been learning how to estimate quantum gates
while taking into account that there are small but significant errors in the states prepared and
measurements made to probe such gates, so called SPAM errors [10]. Several works have come out
to solve this, [10–12], all of which speak to the notion of a “self-consistent tomography.” These
works also make an important common assumption: that the uncontrolled fluctuations in the SPAM
are not correlated. So in [13] the obvious question was asked: what if the states and measurements
made were actually correlated with each other?
Even though this question can be asked for classical systems, this is an especially interesting
question for quantum systems. Standard quantum theory tells us that reality articulates itself as
discrete events. The probabilities of these events are further understood to be the product of two
things: a state and a set of possible outcomes. More precisely, the Born rule in its modern form
tells us that the distribution of these events is the inner product of a density operator and a POVM.
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This is what makes a quantum theory distinct from a classical one as it allows for fundamental
randomness because a state is no longer an outcome in itself: state and outcome become distinct
notions. As distinct as these notions are, they are nevertheless inseparable because each quantum
event measured is always and only the product of a state and a possible outcome — a fact which is
especially apparent in tomography. Put another way, there is no quantum state defined operationally,
independent of the resource of known possible outcomes and vice versa.
This brings up a fundamentally important point which is that the concept of states and
observables as separate and independent is a subjective or man-made distinction, reflecting the
model of standard quantum theory. In the presence of SPAM correlations, average state and average
measurement parameters cannot be defined as statistically independent quantities, consistent with
all possible state and measurement settings. However, one can still define average state and average
measurement parameters locally over the space of device settings. A simple but subtle example of
such locally defined quantities can be found in thermodynamics — the caloric, “Q”, and potential
energy, “W”, represented by inexact heat and work forms which sum to changes in the energy,
dU = d¯Q + d¯W , which is globally defined over the thermodynamic state space. A more standard
example can be found in quantum electrodynamics — the electron kinetic momentum, −iDµ, and
the photon vector potential, Aµ, which sum to the canonical momentum, −i∂µ = −iDµ + Aµ,
globally defined over position space.
In order to illustrate these analogies explicitly, we will consider a toy analogy to quantum
tomography with SPAM errors. This toy model replaces the state and measurement with single
parameters, which can be correlated. We demonstrate precisely how the toy analog of the partial
determinant from [13] has the same structure as
∮
d¯Q from thermodynamics or
∮
A · dx from QED.
Such “loop” integrals are generally called holonomies and the forms they integrate can be referred
to as non-holonomic constraints. Finally, we translate these results to actual quantum tomography,
completing the perspective of non-holonomic quantum tomography.
State-Preparation, Measurement, their Correlation, and Data
The Born Rule and Tomography
One could say that the Born rule was originally, since the 1920s, used exclusively to predict the
distributions of events from states and observables. Standard textbook treatments will denote the
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Born rule by P (s|ψ) = | 〈s|ψ〉 |2, thus introducing the notions of state and measurement outcome.
Statistical observables1 are then calculated from classical probability theory and typical expressions
like
〈s〉 =
∑
s
sP (s) =
∑
s,ψ
sP (s|ψ)P (ψ) = Tr
∑
ψ
P (ψ)|ψ〉〈ψ|
(∑
s
s|s〉〈s|
)
= TrρΣ = 〈Σ〉 (4.1)
appear, introducing the notions of a classically mixed state and a quantum observable. Since distinct
quantum systems can interact, the notion of an ancilla can be introduced and measurements can be
generalized from an orthonormal basis to a positive operator valued measure (POVM).
In more recent years, the Born rule has found a different application in so called quantum
state tomography [33, 37], where states are concluded from the distribution of measured events and
various known POVMs. After this, it was quickly recognized that the Born rule could just as well
be used for so called detector tomography [45, 46], where POVM elements are concluded from the
distribution of events and known states. It had even been demonstrated that one could perform
state tomography through unknown POVMs from other known states with a technique similar to
applying the Born rule twice, bypassing the need to parameterize unknown POVMs [1].
Any application of the Born rule where both state preparation and measurement are unknown
[10–12] we will henceforth refer to as SPAM tomography. The central feature which makes SPAM
tomography distinct from other tomographies is the presence of gauge degrees of freedom. In this
case, state and measurement parameters are explicitly inseparable because the Born rule cannot
uniquely determine them individually from the statistics alone. Work has been done to recover
unique estimates for individual state and measurement parameters [12] under further assumptions.
Of course, such work also makes the implicit assumption that there are no correlated SPAM errors.
In the context of our work, where we do allow for correlated SPAM errors, a crucial point must
be made concerning our use of the 〈〉 notation. On the leftmost side of Equation (4.1), 〈〉 refers to
the expectation value of a random variable, s. On the rightmost side of Equation (4.1), 〈〉 loses this
meaning as it does not refer to the expectation value of an operator, Σ, but rather an inner product
of Σ with the density operator. In both cases, the distribution of quantum events is completely
1There is a slight conflict of language here as modern field theorists like to use “observable” to refer to cross-
sections, lifetimes, etc. which we refer to as “statistical observables” as opposed to “quantum observables” which refer
to operators in a theory and what we mean throughout this paper by “observable.”
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FIGURE 4. Schematic diagram for the various perspectives of the Born rule. Left: In the most
general sense the Born rule is simply a constraint between states (ρa), observables (Σ
i), and data
(Sa
i). Right: The six perspectives of the Born rule — states, observables, and data are represented
spatially as in the left diagram and darker corners represent parameters that are fixed externally.
“Prediction” fixes states and observables to conclude measured data. “State Tomography” uses
fixed observables and data to conclude states. “Detector Tomography” uses fixed states and data
to conclude observables. Dual to “State Tomography” is the “Conceptual State”, where a fixed
state is understood as a map from observables onto their ‘expectation value’. Dual to “Detector
Tomography” is the “Conceptual Observable”, where a fixed observable is understood as a map from
states onto their ‘expectation value’. Finally, dual to “Prediction” is “SPAM Tomography”, where
state-observable relationships are concluded from fixed data.
attributed to the state and this assumption is perhaps further obscured by Dirac’s bra-ket notation.
For our purposes in SPAM tomography, we will not use 〈〉 in this way, beyond Equation (1). Rather,
〈〉 will refer to an expectation value where states and observables are themselves considered random
variables. Specifically, if ρ is a density operator representing the state and E is a POVM element
representing a possible outcome, then one must understand that
f = 〈TrρE〉 (4.2)
where f is an estimate of the probability (obtained from the frequency of the measured outcome)
and 〈〉 is the average over the ensemble of trials. The measured frequency is SPAM correlated if
〈TrρE〉 6= Tr〈ρ〉〈E〉. (4.3)
We will examine such correlations in a much simpler context in the next section but details and
examples may also be found in [13].
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A Toy Example
The problem of whether states and measurements are correlated is fundamentally interesting
because states and observables are not individually accessible in principle by experiment alone. In
other words, the quantities of the right hand side of Equation (4.3) cannot be measured without
arbitrarily well characterized devices. Nevertheless, it was demonstrated in [13] that there is still a
way to detect such correlations using properties of the data alone, bypassing the need to estimate
state and observable parameters separately. The basic essence of that result can be illustrated by
the following toy problem:
a
i
FIGURE 5. On the left is a device which prepares various signals on demand depending on which
button, a ∈ {1, . . . , N}, is pressed. On the right is a device which blinks to indicate a signal with a
certain property depending on which setting, i ∈ {1, . . . ,M}, a dial is turned to.
Consider a device with various settings, a, each of which prepare a different signal on demand
by the press of a button. Consider also a detector with various settings, i, each of which detect
a particular property of the signal indicated by the blink of a light. Now suppose it is suspected
that each setting of the preparation device actually produces the same signal, only that each setting
produces the signal with varying probabilities of success, pa. Suppose further that the detection
device is expected to simply indicate the presence of the signal, only that each setting can register
a signal with varying probabilities of success, wi. We then imagine that pa and w
i are actually
unknown and that we are only able to change settings and record whether the light blinks or not.
Let us indicate by fa
i the measured frequency with which the light blinks when the devices
are set to (a, i). If one can assume that the performance of the devices and their settings are
uncorrelated, then one can simply identify (after many runs of the experiment)
fa
i = paw
i. (4.4)
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However, relaxing this assumption to allow for the possibility of correlations, one must be more
careful about the quantities defined so to make the more general identification that
fa
i = 〈pw〉ai (4.5)
where we have introduced notation 〈〉ai to represent the average over the ensemble of trials for
the pair of settings (a, i). The subtlety here is that the devices can still be represented by single
parameters, p and w, only now these parameters are to be understood as random variables which
fluctuate depending on the setting (a, i).
The presence of SPAM correlation is simply when the frequencies, 〈pw〉ai (which are what we
have access to) are such that
〈pw〉ai 6= 〈p〉a〈w〉i. (4.6)
It would seem that to identify such a circumstance one would have to measure 〈p〉a and
〈w〉i individually. However, such measurements would require devices which are already well
characterized, unlike the devices we have. What we would like to do is detect if such correlations
are present between our devices given only our humble, imperfect, uncalibrated devices.
Gauge Degrees of Freedom
In such a situation, one must acknowledge that there will always be so called gauge degrees
of freedom. If one was given the promise that a pair of device parameters were in fact SPAM
uncorrelated, then there would still be a one-parameter family of possible values for the average
state parameter and average detector parameter. Specifically, for a possible pair of values
(〈p〉, 〈w〉)
such that 〈pw〉 = 〈p〉〈w〉, the pair (g〈p〉, g-1〈w〉) is just as possible.2 If the devices are SPAM
uncorrelated over a range of settings a ∈ {1, . . . , N} and i ∈ {1, . . . ,M}, then the set of possible
average values continue to define exactly one gauge parameter. This is perhaps best illustrated by
2Of course, g must has a compact range so that the interpretation of
(
g〈p〉, g-1〈w〉) as a pair of probabilities still
makes sense. However, this detail is not of concern for this paper.
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observing 〈pw〉ai = 〈p〉a〈w〉i as a matrix equation,

〈pw〉11 〈pw〉1M
. . .
〈pw〉N 1 〈pw〉NM
 =

〈p〉1
...
〈p〉N

[
〈w〉1 · · · 〈w〉M
]
, (4.7)
so that if
(
[〈p〉1 · · · 〈p〉N ]T ,
[〈w〉1 · · · 〈w〉M ]) is possible, then so is (g [〈p〉1 · · · 〈p〉N ]T , g-1 [〈w〉1 · · · 〈w〉M ]).
To handle this gauge degree of freedom, it is useful to define the following notion: The collected
data, 〈pw〉ai, for a pair of devices is effectively (SPAM) uncorrelated if Equation (4.7) exists — that
is, if the experimentally accessible left-hand side can be expressed as in the right-hand side for some
[〈p〉a]T and
[〈w〉i]. Considered as a matrix, D = [〈pw〉ai], one should recognize that this definition
is equivalent to an upper bound on the rank, rank(D) ≤ 1. Such a bound on the rank can be further
quantified by considering the determinant of every 2 × 2 submatrix of the data, so called (2 × 2)
minors. Specifically, every such minor must be zero if the data is effectively uncorrelated. One
should recognize that such conditions are properties of the data collected by just our humble devices
alone.
Having mentioned some standard notions from linear algebra, there is an alternative set of
notions which support the same analysis. These notions are also more geometric in their perspective,
which one might have suspected to exist from the association of gauge. The technique which
accompanies these notions further has an obvious tomographic interpretation. As a final statement of
this prelude, the alternative technique we are referring to is also what generalizes to actual quantum
tomography.
Partial Determinants
To demonstrate, we will need only to consider two settings per device, N = M = 2. For
simplicity, let us denote the quantities 〈pw〉11, 〈pw〉12, 〈pw〉21, and 〈pw〉22 by simply 〈pw〉, 〈pv〉,
〈qw〉, and 〈qv〉, respectively and refer to them as data. Further, let us denote the settings (1, 1), (1, 2),
(2, 1), and (2, 2) respectively as (p, w), (p, v), (q, w), and (q, v) and refer to them as experiments.
If one considers only the measured quantity 〈pw〉, then such a datum is always effectively
uncorrelated and should thus be associated with a gauge degree of freedom. This is true as well for
the other data, 〈pv〉, 〈qw〉, and 〈qv〉 considered individually. Considering these data individually
means that they have the property of being (effectively) uncorrelated locally, in which case each
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experiment should be understood to correspond to a local gauge degree of freedom. Explicitly,
“local” is relative to the space of experimental settings which here consists only of 4 points (though
we will consider the continuous case soon enough in the next section.)
Each gauge degree of freedom is arbitrary in the sense that they cannot be defined without the
resource of better calibrated devices.3 However, these gauge degrees of freedom are still related to
each other because the experiments can share common settings. For example, let us parameterize the
gauge of the experiment (p, w) with 〈w〉 and the gauge of (p, v) with 〈v〉. Since these two experiments
share the setting p, their corresponding gauge degrees of freedom are related by the data because
〈v〉 = 〈pv〉〈pw〉 〈w〉. In other words, the data can be interpreted as a connection between the gauge of
each experiment. The connection is itself not uniquely determined by the data, but this is only
because it is intimately related to the gauge — e.g. if we had instead parameterized the the gauge
of experiment (p, w) with 〈p〉, then the above connection would have been rather 〈v〉 = 〈pv〉/〈p〉.
The gauge of each experiment (p, w) represents the fact that the corresponding data 〈pw〉 is
locally (effectively) uncorrelated. Nevertheless, it may still be the case that the data of all four
experiments is not (effectively) uncorrelated globally so that one may not be able to write
D =
 〈pw〉 〈pv〉
〈qw〉 〈qv〉
 =
 〈p〉
〈q〉
[ 〈w〉 〈v〉 ] (4.8)
simultaneously. As observed earlier, such data is globally (effectively) uncorrelated if and only if
detD = 0. Assuming 〈pw〉〈qv〉 6= 0, the detD = 0 condition is equivalent to
∆(D) ≡ 〈pv〉〈qw〉〈pw〉〈qv〉 = 1 (4.9)
and it is this quantity which generalizes to the full quantum problem.[13] Since ∆ is only a function
of data, it is manifestly gauge invariant. ∆ is called a partial determinant because of the analogy to
the above problem and because it is not generally a single number, but rather a matrix of reduced
size (d2 × d2 for d-dimensional Hilbert spaces.)
Restating the (toy) result,
D is globally (effectively) uncorrelated if and only if ∆(D) = 1,
3One can argue that such devices do not exist other than by assumption!
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The reader may be familiar with a proof of this using the language of standard linear algebra4
(considering D as an operator and considering its null space, etc.) However to emphasize the
perspective, we include here a more tomographic proof: The “only if” can be proved by simple
substitution. For the “if” direction, one first remembers that they can always choose 〈p〉 and 〈w〉
such that 〈pw〉 = 〈p〉〈w〉. Having chosen 〈p〉 and 〈w〉, one may then fix 〈q〉 = 〈qw〉/〈w〉 and
〈v〉 = 〈pv〉/〈p〉. Notice that this fixing of 〈q〉 and 〈v〉 is analogous to state and detector tomography.
Finally, if ∆(D) = 〈pv〉〈qw〉〈pw〉〈qv〉 = 1 then 〈qv〉 = 〈pv〉〈qw〉/〈pw〉 = 〈q〉〈w〉, which finishes the
proof.
Summarizing, we have developed a perspective for analyzing toy data which parallels a
perspective for analyzing quantum data: Considering the settings (p, w), (q, w), (p, v), and (q, v)
as individual experiments, these settings act as coordinates for the space of experiments so that
one can say, for example, experiments (p, w) and (q, w) are displaced from each other by keeping
the measurement setting constant. Further, each individual experiment is effectively uncorrelated
because we can always choose 〈p〉 and 〈w〉 such that 〈pw〉 = 〈p〉〈w〉. The freedom of that
choice is a gauge degree of freedom and is further a local one because each experiment has this
property. Finally, there is a connection between the gauges of each experiment because we can
write equations like 〈p〉 = 〈pw〉/〈w〉 — that is, a choice of 〈w〉 fixes the gauge of experiment
(p, w) which consequently fixes the gauge of experiment (p, v). With this connection, the partial
determinant has the interpretation of performing tomography in a loop, with a value which measures
a contradiction (see Figure 6), reflecting the presence of SPAM correlation. Cast in this language,
we have demonstrated that a PD is a holonomy. We shall proceed to explain this further. At last, it
is the tomographic interpretation of this holonomy which is why we refer to any analysis with PDs
non-holonomic tomography.
Holonomy
Holonomy is a concept which has become quite ubiquitous in modern physics and mathematics.
Applications range from geometric phases to Yang-Mills Lagrangians, all of which share the notion of
a non-holonomic constraint. Perhaps the simplest physical examples of non-holonomic constraint are
the thermodynamic concepts of heat and work, although thermodynamics is typically not considered
in this way. The simplest mathematical example is probably parallel transport through a sphere,
4Remember that this result is equivalent to the commonly known property that D is rank (≤) 1 if and only if
DetD = 0.
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⟨q⟩
⟨p⟩
⟨p⟩⟨w⟩=⟨pw⟩
⟨v⟩⟨w⟩
⟨p⟩⟨v⟩=⟨pv⟩
⟨q⟩⟨w⟩=⟨qw⟩ ⟨q⟩⟨v⟩=⟨qv⟩
wi
wf
FIGURE 6. Illustration of the PD as a Holonomy: Each experiment (p, w) has a local gauge degree
of freedom because it is effectively SPAM uncorrelated, 〈p〉〈w〉 = 〈pw〉. The data 〈pw〉 further
provides a connection between adjacent gauge degrees of freedom by the assumption that they share
independent settings. Such a connection defines a non-holonomic constraint when wf =
〈pv〉〈qw〉
〈pw〉〈qv〉wi 6=
wi. A particular wi fixes the gauge which can either represent an arbitrary choice or some external
information. The PD ∆ =
wf
wi
is gauge invariant.
where a tangent vector will turn with an angle proportional to the solid-angle subtended by the loop
traversed (Figure 7.)
Characteristic of these non-holonomic systems are local degrees of freedom (such as heat or
angle) whose differential can be integrated over contours defined within certain dimensions (such
as the thermodynamic state or the point on a sphere.) However, these integrals will have non-
zero values over closed contours, reflecting that these local degrees of freedom cannot be globally
defined as additional dimensions like the ones which defined the contour. Such integrals are called
holonomies and their non-zero values may be interpreted as a measure of contradiction or inability
to integrate the local degree of freedom to a global coordinate.
FIGURE 7. Probably the most familiar example of holonomy is the parallel transport of a tangent
vector on the sphere.
The technical notion of heat as a holonomy is not standard and so an elaboration is in order.
This will allow us to draw an analogy from which the perspective of non-holonomic tomography
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will be more explicit. Using the language of gauges in such a non-standard way, it will also
be appropriate to relate these notions to their more familiar application in gauge field theory.
After having established theses connections (no pun intended) we will then rewrite non-holonomic
tomography in this field theoretic language. For completeness, we include a section on the actual
quantum analogue of the toy problem to make all the respective technical aspects clear.
Analogy: Thermodynamics
For a thermodynamic system such as an ideal piston, the notion of an adiabatic process can
be defined but cannot be extended to a notion of heat as a quantity. This is because heat can be
transferred (into other forms of energy) over closed loops in state space (see Figure 8.) This transfer
of heat is the holonomy and the integrals
∫
γ
d¯Q are the connection. Put another way, the connection∫
γ
d¯Q can be thought of as a change in some quantity (like caloric), ∆Q, but only locally because
one can have nonzero changes in the heat upon a return to the same state.
Q = constant ∮đQ  ≠ 0
đQ = 0
đQ ≠ 0
V
S
FIGURE 8. Left: Holonomic constraints can be written globally and therefore used as coordinates.
Middle: Non-holonomic constraints are only local and cannot define coordinates. The dashed lines
are supposed to convey that a notion of “transverse” is still present but the distance between the
layers of constraint can be correlated with coordinates along the layers. Right: Non-holonomic
constraints thus give rise to holonomies or non-zero integrals over closed contours.
However, the notions of energy and entropy do exist as globally defined state variables and
heat can be thought of as the energetic response generated by changes in entropy,
d¯Q = TdS. (4.10)
The coefficient of response is the temperature which can depend on other degrees of freedom within
the state space, such as volume:
T (S, V ) =
∂U
∂S
∣∣∣∣
V
(4.11)
This extra dependence on other degrees of freedom is what makes d¯Q non-holonomic, non-integrable,
or inexact (words which are synonymous in this context.) For such a temperature that depends on
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volume, one could say that the energy transfer generated by a fixed displacement in entropy is
correlated with the volume.
ia
FIGURE 9. Our state and measurement devices, now with continuous settings!
Similarly, as in Figure 6, we know what it means to keep the “state device setting” constant so
that we may coordinate (p, w) & (p, v) or (q, w) & (q, v) as being in the same layer. We even have
the notion of an “average state parameter change” generated by an “iso-measurement-ic” process
because we can write
〈q〉 = 〈qw〉〈pw〉 〈p〉 or 〈q〉 =
〈qv〉
〈pv〉 〈p〉. (4.12)
Further, such an “average state parameter change” may not be holonomic because one could have
〈qw〉
〈pw〉 6=
〈qv〉
〈pv〉 (4.13)
so that the response in the “average state parameter” with respect to changes in the “state device
setting” is a function of “measurement device setting.” Importantly, the isomorphism from the ideal
piston to SPAM tomography is algebraically exponential — that is, for example,
〈qw〉
〈pw〉 ∼ exp
∫
d¯Q. (4.14)
Ideal Piston Toy SPAM Tomography
State Space (S, V ) Device Setting Space (a, i)
Entropy, S “State Device Setting”, a
Volume, V “Measurement Device Setting”, i
Energy, U(S, V ) Data, log 〈pw〉ai
Temperature, T = ∂U∂S
∣∣
V
Response, χ = ∂∂a
∣∣
i
log〈pw〉
Pressure, P = − ∂U∂V
∣∣
S
Response, ξ = − ∂∂i
∣∣
a
log〈pw〉
Heat, d¯Q = TdS Average State Parameter Change, d¯ log〈p〉 = χda
Adiabatic/Isentropic “Iso-state-ic”
Work, d¯W = −PdV Average Measurement Parameter Change, d¯ log〈w〉 = −ξdi
Isochoric “Iso-measurement-ic”
TABLE 1. A table to help with the corresponding terms in the Piston-SPAM analogy.
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Indeed, this analogy can be made even more exact (see Table 1 and Figures 9 and 10.)
Returning to our toy devices, suppose instead that the state and observable settings could be dialed
continuously and call these external parameters a & i respectively. Assuming that a & i are the only
controls, then the data 〈pw〉 is a well defined function over the space of (a, i). We can also define
responses in the data with respect to these parameters:
χ =
∂
∂a
∣∣∣∣
i
log〈pw〉 and ξ = − ∂
∂i
∣∣∣∣
a
log〈pw〉. (4.15)
These responses provide equations of state which we may then attribute to notions of non-holonomic
average state parameter & average measurement parameter changes,
d¯ log〈p〉 = χ(a, i)da and d¯ log〈w〉 = − ξ(a, i)di, (4.16)
which are related to the original data:
d log〈pw〉 = d¯ log〈p〉+ d¯ log〈w〉. (4.17)
The exponential maps between the finite and the infinitesimal processes may now be written
explicitly:
〈qw〉
〈pw〉 = exp
(∫ q
p
χ(a,w)da
)
and
〈pv〉
〈pw〉 = exp
(∫ v
w
ξ(p, i)di
)
. (4.18)
Finally, we have for the partial determinant
∆ =
〈pv〉〈qw〉
〈pw〉〈qv〉 = exp
(∮
d¯ log〈p〉
)
= exp
(
−
∮
d¯ log〈w〉
)
= exp
(∫∫
Γ dadi
)
(4.19)
where the integrals are counterclockwise in Figure 10 and
Γ =
∂χ
∂i
= −∂ξ
∂a
= −∂
2 log〈pw〉
∂a∂i
(4.20)
is a kind of correlation density.
When considering this treatment for the response of quantum data to continuous device
settings, p and w become d2 × d2 matrix quantities, P and W such that D ?= PW , representing
minimally complete tomography experiments for a d-dimensional Hilbert space, as will be explained
61
(⟨p⟩,⟨w⟩-1) (⟨p⟩,⟨v⟩-1)
(⟨q⟩,⟨w⟩-1) (⟨q⟩,⟨v⟩-1)
y
x
⟨pw⟩
⟨qw⟩
⟨pv⟩
⟨qw⟩
⟨pw⟩
⟨pv⟩
⟨qw⟩
⟨qv⟩
⟨qw⟩
⟨pw⟩
⟨qv⟩
⟨pv⟩
p
q
w v
FIGURE 10. An “S-V” diagram for toy non-holonomic tomography. Ratios between horizontally
adjacent data can be interpreted as“iso-states-ic” processes and vertical ratios as “iso-observables-
ic”. These processes are non-holonomic and so demote the notions of “average state” and “average
observable” from physical coordinates to a gauge degree of freedom.
in section 4.4. As such, the inexact forms in Equation (4.17) should be replaced with the forms
(d〈P 〉)〈P 〉-1 or 〈W 〉-1d〈W 〉. These forms may be recognized as Maurer-Cartan forms for the Lie
Group GL(d2) or also the GL-equivalent of Mead-Berry Potentials.
Analogy: Interactions of a Single Quantum with a Gauge Field
Perhaps the most effective (no pun intended) place to start here is with the gauge interaction
of a single electron in an external electromagnetic field.5 The wavefunction can be written as a path
integral,
Ψ[γ1, γ0;A] =
∫
Dγ eiq
∫
γ
dx·AeiSo[γ], (4.21)
where A is the 4-vector potential, So is the action for the electron in no field, and the integral is
over all paths with initial and final spacetime events γ0 & γ1, respectively. We will not be interested
in the spacetime dependence here and will thus denote the wavefunction as just Ψ[A]. On the other
hand, the field dependence has a gauge degree of freedom represented by the (projective) symmetry,
Ψ[A+ ∂ζ] = eiq(ζ(γ1)−ζ(γ0))Ψ[A] (4.22)
5Indeed, we could just as well have a discussion about general partition functions in statistical mechanics. Their
dependence on reservoir parameters can be probed with the mode of the ensemble distribution. The conclusions
of such a discussion would have the same essence as the previous section with only the advantage of a technically
broader perspective. The logic would exactly parallel the following discussion so we will not go further than to simply
acknowledge its existence.
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which (according to the Born rule) leaves the transition rate between events at γ0 & γ1 invariant.
The potential A is also called a connection because it fixes the phase of the wavefunction at γ1
relative to the phase at γ0.
The dominant contribution to the wavefunction is from the path satisfying the classical equation
of motion, δSoδγ = qF γ˙. If So is the free particle action, then the equation of motion is just the Lorentz
force law. However, we could just as well incorporate external interactions into So which overpower
the Lorentz force and fix γ arbitrarily to δSoδγ = 0. In which case we can write the wavefunction with
a classical approximation,
Ψ[γ,A] ∝ eiq
∫
γ
dx·A (4.23)
where it is understood now that γ can be fixed arbitrarily. We do not bother with the normalization
constant or the external phase here because we wish only to illustrate the dependence of the
wavefunction on A which we can now imagine is being probed through γ, which can be externally
controlled.
The quantity
Wγ = e
iq
∫
γ
dx·A (4.24)
is called a Wilson line. Also important is the Wilson loop
Wγ = Tr
(
eiq
∮
γ
dx·A
)
(4.25)
where a trace has been introduced to include non-abelian gauge fields where there are several As, one
for each generator of the gauge group. The general wavefunction, Equation (4.21), is often referred
to as the “quantum expectation value” of the Wilson loop in this context. Normally, the application
of the Wilson loop is to determine the dynamics of γ from a theory of the gauge field. However, our
purpose for the Wilson loop is to represent how the gauge field could be probed by an externally
fixed γ. (See Figure 4)
When we consider partial determinants in section 4.4, the analogous quantity will be just the
closed Wilson line, i.e. a Wilson loop without the trace. Aside from the difference between a single
number and a matrix, an important distinction is that closed Wilson line actually depend on the
initial/final point from which γ is drawn, while Wilson loops do not. However, the dependence is
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simple and only such that the closed Wilson line is gauge covariant instead of invariant
Wγ −→ U(γ1)WγU -1(γ0) (4.26)
where γ1 = γ0 for a closed contour. Although this does not have any significance in gauge field
theories, it is significant for a theory of SPAM correlations.
Analogous to a Wilson line, one can define a tomography line:
∆
(
γ, τ
)
= exp
∫
γ
τ . (4.27)
which represents a specific type tomography, where the gauge parameter of experiment γ1 is
concluded from the gauge parameter of experiment γ0 through the data, represented by the
connection τ , along changes in the device parameters, represented by the contour γ. The tomographic
connection, τ , is not uniquely determined by the data but is nonetheless intimately related to
the interpretation of the gauge at each experiment along γ. Formally this is represented by the
tomography lines being equivalent by a local gauge transformation
∆
(
γ, τ + dg
)
= eg(γ1)−g(γ0)∆
(
γ, τ) = eg(γ1)∆
(
γ, τ)e−g(γ0) (4.28)
where the effect of the transformation is only to relabel the initial and final gauge parameters.
Returning to our toy devices, suppose that the gauge at each experiment is represented by an
average state parameter (one could call this fixing the state gauge.) Then for da = 0, ∆ would be
the identity, while along the a-direction
∆
(
γ,d¯ log〈p〉) = exp(∫
γ
χda
)
(4.29)
would represent iso-measurement-ic tomography. Similarly, if the gauge at each experiment is
represented by an average measurement parameter (let’s call this measurement gauge), then
∆
(
γ,−d¯ log〈w〉) = exp(∫
γ
ξdi
)
(4.30)
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would represent iso-state-ic tomography. Most importantly, these tomographies are equivalent to
each other modulo a local gauge transformation:
∆
(
γ,−d¯ log〈w〉) = ∆(γ, d¯ log〈p〉 − d log〈pw〉) (4.31)
= exp
(
−
∫
γ
d log〈pw〉
)
∆
(
γ, d¯ log〈p〉) (4.32)
=
〈pw〉(γ0)
〈pw〉(γ1)∆
(
γ, d¯ log〈p〉). (4.33)
In the electromagnetism analogy, these are the equivalent of Landau gauges (see Figure 13.)
Non-Holonomic Quantum Tomography and Non-Abelian Lattice Gauge
Having hopefully made the perspective of non-holonomic tomography clear through these
analogies for the toy problem, some discussion about the actual quantum problem is due.[13] The
quantum problem is the same as the toy problem except that we assume the state and measurement
devices are parameterized by Hermitian operators (a density operator and a POVM element,
respectively) over a d-dimensional Hilbert space. In particular, this means that the devices are
to be modeled by d2 random variables each. If all the device parameters were uncorrelated, then
one could write these operators as
ρa =
1
d
pa
µσµ and E
i = σµwµ
i (4.34)
where the {σµ}d
2−1
µ=0 is some operator basis of Hermitian operators, {σµ} is its reciprocal basis, and
a sum over repeated indices is implied. If σ0 = 1 and the other σµ are traceless, then pa
0 and w0
i
are identical to the single device parameters of the toy problem.
The measured frequencies, a.k.a. “the data”, are now given by
fa
i = 〈TrρE〉ai = 〈pµwµ〉ai. (4.35)
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To be effectively uncorrelated in this case means that the data can be decomposed into the form
F =

〈pµwµ〉11 〈pµwµ〉1M
. . .
〈pµwµ〉N 1 〈pµwµ〉NM
 =

〈p0〉1 · · · 〈pd2−1〉1
...
〈p0〉N · · · 〈pd2−1〉N


〈w0〉1 〈wd2−1〉M
... · · · ...
〈w0〉1 〈wd2−1〉M
 ,
(4.36)
which is equivalent to saying that the rank is bounded above by rank(D) ≤ d2. To define a partial
determinant, the simplest way is to consider M = N = 2d2 and partition the data into 4 d2×d2
corners,
F =
 A B
C D
 . (4.37)
The partial determinant is
∆(F ) = D-1CB-1A (4.38)
which is significant because of the result
F is globally uncorrelated if and only if ∆(F ) = 1.
Specifically, ∆ parameterizes d4 degrees of correlation. However, because of gauge covariance
(Equation 4.26,) only d2 of these are gauge invariant parameters.
In the quantum case, it becomes important to pay attention to the arrangement of the settings
when the data is considered in the form of Equation (22) so let us define indices:
F =
 A B
C D
 =
 D00 D01
D1
0 D1
1
 (4.39)
where the matrix elements of these corners are
(Da
i)α
ι
= fad2+α+1
id2+ι+1. (4.40)
The corners are coordinated by (a, i) and understood to be 2 × 2 minimally complete tomography
experiments we call a square. Each minimally complete tomography experiment consists of d2 states
enumerated by α and d2 measurements enumerated by ι and is further associated with d4 gauge
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degrees of freedom reflecting the fact that the data of each corner is locally (effectively) uncorrelated,
(Da
i)α
ι
= (Pa)α
µ
(W i)µ
ι
= (Pa)α
µ
Gµ
λG-1λ
ν
(W i)ν
ι
. (4.41)
The corners are understood to be displaced from each other through changes in (a, i) and it is useful
to think of these indices as pairs of points on a continuum (see Figure 11.) As such, the data matrix
is conceptually reorganized as a square which has gauges at each corner (experiment) which are
connected to each other by the edges over which the data define a connection.
ia
↵
◆
FIGURE 11. The d2 buttons enumerate a (detector) tomographically complete frame of states.
The d2 notches enumerate a (state) tomographically complete frame of observables. The continuous
slider and continuous dial are the square coordinates which displace settings.
For simplicity, each minimally complete tomography experiment will henceforth be referred
to as just an experiment. For each experiment, the Born rule, A = PW , can be thought of as a
connection between gauge parameters, e.g. P = AW -1 or W -1
A−→ P . In other words, the data
from experiments can be interpreted as defining maps. For multiple experiments sharing devices,
there are degrees of choice as to how one can represent the gauge degrees of freedom for each pair
of devices. These choices simultaneously correspond to the choices of how to embed the data in the
maps between these experiments. Let us go over a few particularly meaningful examples.
A couple of gauges that should be familiar are what we would like to call standard gauges
(Figure 12.) Every arrow represents a constraint which may be interpreted as a tomography — e.g.
in the right diagram of Figure 12, P
A-1−−→ W -1 represents the equation W -1 = A-1P which may be
interpreted as a detector tomography. This gauge is in fact the gauge used in the tomographic proof
of section 5.7. Also important are what we call tomographies in “Landau” gauge (see Figure 13)
which have actually appeared (sections 5.7 and 4.4.) The reader is encouraged to stare at these 4
gauges and try to see how they are each an equivalent representation of the same organization of
information as Figure 10.
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W -1 P P V -1
Q V -1 W -1 Q
A
C B-1
D-1
A-1
B-1
D
C
FIGURE 12. Tomography in “Standard” Gauge. We call them standard gauges because, considering
for instance the left connection: The measurement parameters of the top-left experiment are
imagined to be fixed in which case the data from this experiment can be interpreted as a standard
state tomography on the top-right experiment, and from the top-right the connection does standard
detector tomography on the bottom-right, etc. The choice of representing the top-left experiment’s
gauge by its measurement device parameters, the top-right experiment’s gauge by its state device
paramters, etc. uniquely defines how the data is to be organized as a connection in between these
experiment’s gauge parameters.
P P W -1 V -1
Q Q W -1 V -1
1
CA-1 DB-1
1
B-1A
1 1
D-1C
FIGURE 13. Tomography in “Landau” Gauge. Left: iso-measurement-ic tomography, the
arrangement of quantum data in state gauge, Equation (4.29). Right: iso-state-ic tomography,
the arrangement of quantum data in measurement gauge, Equation (4.30). These are called Landau
because they keep gauge parameters in either the state or measurement direction constant just like
the vector potential for a 2-d surface in the x- or y-direction can be chosen to be zero . The left gauge
is a tomography where data from two experiments (either A and C or B and D) with a common
measurement device is used to infer an unknown state device (Q) from a “known” state device (P.)
This kind of tomography has been thought of before and already put into practice [1] (instead using
a maximum likelihood method to estimate parameters rather than linear inversion, which we are
considering.) As far as the authors are aware, the right gauge is a tomography yet unperformed.
All of these gauges are formally related to each other by local gauge transformations. As
such, an explanation of gauge transformations on a lattice is in order (see Figure 14.) Instead of
considering only a square of experiments, it is conceptually more useful to think about a lattice of
experiments sharing devices. Something to notice is that g is not exactly the G in Equation 4.41,
but rather gΓ = ΓG or g = ΓGΓ-1.
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X
Y
T
Z
Y g-1
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gT
gZ
FIGURE 14. Local Gauge Transformations: The vertical direction represents displacement in state a
and the horizontal direction represents displacement in measurement i. At each vertex (experiment)
is a d2 × d2 matrix of gauge parameters, Γ. At each adjacent edge (connection to the adjacent
experiment) is a component of the connection, X = τi(a, i), Y = τa(a, i), Z = τa(a − 1, i), T =
τi(a, i − 1) (see Equation 4.27.) The distance between lattice sites is defined by distances along
continuous device settings (see Figure 11.) The right lattice is a local gauge transformation, g, of
the left lattice at the center vertex. These transformations leave the constraints represented by each
connection invariant.
Having re-expressed non-holonomic tomography for quantum systems, some distinctions are in
order. First, as already mentioned one should not forget that unlike in the toy model, the gauges of
quantum tomography are non-abelian — particularly, the gauge does not generally commute with
the connection — which results in a covariance (see Equation 4.26) of closed-line tomographies on the
gauge at the initial/terminal experiment. Second, the gauge groups, GL(d2,R), we are concerned
with are actually not compact like the unitary groups of Yang-Mills theories.6 Third, one could
imagine having d2 continuous settings per device, in which case the gauge group becomes a tangent
space, where the frame, P , and coframe, W -1, are then like vierbein. Fourth, an experimentalist
may not have any “sliders” but rather just have 2d2 “buttons” per device in which case a metric
for the distance between experiments is obscured. Finally, in the “only buttons” scenario, localizing
settings to corners of a square becomes arbitrary — i.e. whether settings {1, 2, 3, 4} are to appear
in the first corner or {2, 6, 4, 7} is arbitrary.
Conclusion and Discussion
In this work, we considered non-holonomic quantum tomography as a perspective for the
method of partial determinants[13]. Partial determinants are matrix quantities which analyze
quantum data to detect and quantify SPAM correlations, without estimating average state-
preparation or measurement parameters. We particularly focused on a toy model to illustrate that
6.. ignoring positivity constraints.
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the partial determinant is in fact a holonomy, showing that one can formalize SPAM tomographies
in direct analogy to thermodynamic theories and gauge field theories. A SPAM tomography is then
non-holonomic if the partial determinants (i.e. tomographic holonomies) have nontrivial values,
which can be interpreted as correlations between state and measurement parameters.
|µ | > 0
  = 0
µ = 0
FIGURE 15. Using a determinant to define the distance of a rank 2 matrix from the space of rank 1
matrices can be a subtle point. If λ and µ are the singular values of a matrix M , then |DetM | = λµ
is a type of distance from the axes (which are rank 1), modulo area preserving transformations. The
axes are drawn askew to emphasize that there is no notion of metric distance.
From a practical perspective, the matrix elements of a PD can be used to detect amounts of
SPAM correlation. However, the way in which a PD measures distances away from a correlated
model can be a little subtle because these distances are not a metric, in the standard mathematical
sense. The subtlety simply reduces to the fact that the determinant of a matrix alone does not
actually tell you how large its smallest singular value is (see Figure 15.) Rather than think of
distances away from the space of uncorrelated data, one must think in terms of inherited notions of
distance from continuous device settings. The equations such as (4.20) can quantitatively measure
correlations relative to areas in setting space.
A broader observation should also be made about device parameters and gauge dimensions.
Importantly, one should notice that the only property which distinguished the toy problem from
the quantum problem was a mere “speculation” about the number of degrees of freedom which
parameterize the devices. In the most general scheme, an r × r PD is a test of the ability to model
the data by uncorrelated r-dimensional state and measurement vectors. For quantum probabilities,
one has further interpretations for the r = d2 dimensions reflecting that the state and measurement
vectors are also operators on a d-dimensional vector space. As an example of a more general
application of PDs, one could consider 2 × 2 PDs for an uncorrelated qubit system. Such a PD
would generally take a value different from the identity which can be interpreted as a measure of
the inability to model the data by uncorrelated classical bit state and measurement parameters.
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CHAPTER V
DETECTING CORRELATIONS IN MULTIQUDIT SYSTEMS
From Jackson, C. and van Enk, S. 2017. Non-holonomic tomography II: Detecting
correlations in multiqudit systems. arXiv preprint arXiv:1702.06090
Abstract
In the context of quantum tomography, quantities called partial determinants[13] were recently
introduced. PDs (partial determinants) are explicit functions of the collected data which are
sensitive to the presence of state-preparation-and-measurement (SPAM) correlations. In this paper,
we demonstrate further applications of the PD and its generalizations. In particular we construct
methods for detecting various types of SPAM correlation in multiqudit systems — e.g. measurement-
measurement correlations. The relationship between the PDs of each method and the correlations
they are sensitive to is topological. We give a complete classification scheme for all such methods
but focus on the explicit details of only the most scalable methods, for which the number of settings
scales as O(d4). This paper is the second of a two part series where the first paper[14] is about a
theoretical perspective for the PD, particularly its interpretation as a holonomy.
Introduction
In any quantum tomography experiment, one has the ability to perform various state
preparations and measurements. We may abstractly represent these abilities by devices with
various settings (Figure 16.) In standard quantum tomographies such as state, detector, or process
tomography, it is assumed, respectively, that either the measurement device, the state device, or both
are already characterized and may thus provide a resource to determine the parameters associated
with the yet uncharacterized devices. Fundamental to the practice of these tomographies is a much
subtler assumption: that the performance of each device is independent of the use and history of
every other device.
A problem in recent years has been the issue of estimating quantum gates while taking into
account that there are small but significant errors in the states prepared and measurements made to
probe the gates, so called SPAM errors [10]. Any practice which takes into account SPAM errors will
be generically referred to as SPAM tomography. Several works have come out in SPAM tomography
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particular to the task of making estimates in spite of such conditions [10–12], all of which speak to
the notion of a “self-consistent tomography.” However, these works consistently assume by fiat that
the SPAM errors are uncorrelated.
In [13] it was demonstrated that one can test for the presence of correlated SPAM errors
using so called partial determinants (PDs) which bypass any need to estimate state or measurement
parameters individually. The logic behind the PD is simple, uncorrelated SPAM corresponds to a
particular ability to factorize the estimated frequencies into a product of state and measurement
parameters. Such a factorization always exists for small enough numbers of settings but does not exist
for larger numbers of settings if there are correlations. Thus, the notion of parameter independence
can be viewed as either a local or a global property. PDs are then a measure of the contradiction that
results from requiring that multiple sets of locally uncorrelated settings be consistent with each other.
In other words, SPAM correlations correspond to holonomies (or measures of global contradiction)
in overcomplete tomography experiments (hence the title, “non-holonomic tomography.”) Further
details on this perspective may be found in [14].
For multiqudit systems, the notions of product state and product measurement introduce
further kinds of factorizability in estimated frequencies. Particularly, we will focus on systems where
there is a single device associated with the preparation of multiqudit states and a measurement
device for each qudit separately (but not necessarily independently) — i.e. systems where we expect
outcome probabilities to factor into the form Trρ(E⊗· · ·⊗E). Sure enough, PDs can be generalized
to measure a degree to which such factorizations do not exist. Thus, these generalized PDs can serve
as tests for the presence of various state-state correlations, measurement-measurement correlations,
as well as mixed SPAM correlations. Further, such generalized PDs can be much more scalable than
the original PD — O(d4) settings versus O(d4m) settings where m is the number of qudits. The
main portion of this work will demonstrate how to classify the various PDs one could consider.
a
i
FIGURE 16. On the left is a device which prepares various signals on demand depending on which
button, a ∈ {1, . . . , N}, is pressed. On the right is a device which blinks to indicate a signal with
a certain property depending on which setting, i ∈ {1, . . . ,M}, a dial is turned to. For each pair
of settings (a, i), if na
i is the number of times the light blinks and Na
i is the number of times the
button is pressed, then the estimated frequency is just fa
i = na
i/Na
i.
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The most basic aspect of non-holonomic tomography relies on the notion of an effectively
uncorrelated system. With this notion, one emphasizes the perspective that, although one is not
able to measure individual device parameters, correlation is simply the inability to define parameters
that are organized according to a particular model. Similar forms of analysis have come up in
the context of matrix product states[51–53], a way of representing various kinds of many-body
quantum states that is particularly elegant for calculating correlation functions. Similar analyses
can also be found in the more abstract context of (generalized) Baysian networks[54–56] where the
presence of hidden variables with in a model or causal structure result in a rich set of testable
constraints on the probabilities associated with the observed variables. (Bell inequalities are an
example of this.) Also from a fundamental perspective, similar analyses may be found in works on
general probabilistic theories [34, 57] where much attention is spent on the correspondence between
operational descriptions of systems and the mathematical calculations that represent them.
Tomography: States, Observables, and Data
The Born Rule Revisited
For every quantum experiment, quantum events are counted and the frequency of each outcome
is understood to estimate the product of a state and a POVM element (Figure 16.) This is the famous
Born Rule, usually denoted
fa
i = TrρaE
i (5.1)
where ρa is the density operator for the state prepared according to a, E
i is the POVM element for
an outcome of the measurement made according to i, and fa
i is the estimated frequency. However,
we wish to consider the situation where the state-preparations and measurements (SPAM) behind
these estimated frequencies actually fluctuate. In such a case, one must modify the Born Rule to
read
fa
i = 〈TrρE〉ai (5.2)
where 〈〉ai denotes the average over the ensemble of trial runs of the devices set to a and i — that is,
ρ and E are now to be considered (positive operator-valued) random variables, distributed according
to the setting (a, i).
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It is useful to more generally consider estimates of any statistical observable, Sa
i such that
Sa
i = 〈TrρΣ〉ai, (5.3)
where Σ is a Hermitian (not necessarily positive) operator-valued random variable representing the
corresponding quantum observable. The setting i still represents a measurement, but can be more
generally associated with a specific linear combination of outcomes which may be useful to consider
— e.g. Σi = |+i〉〈+i| − |−i〉〈−i| where |±i〉 are eigenstates of spin in the i-direction. Any such
Sa
i will be referred to as quantum data, calculated as the same linear combinations of measured
frequencies as the observables they correspond to — that is, Sa
i = fa
kck
i just as Σi = Ekck
i for
whatever ck
i are useful. More traditional language would refer to Sa
i as a “quantum expectation
value” of the observable i given state a. However, for the purposes of this paper one should refrain
from such language as it is crucial to focus instead on states and observables themselves as the
random variables, rather than the actual result or “blinking of the light” for each trial.1
The Partial Determinant: A Test for Correlated SPAM errors
In standard state, detector, and process tomographies, an experimentalist can ignore the
ensemble average because they are (respectively) able to control either the measurements, the
state preparations, or both. However, if one is doing SPAM tomography, where neither the state
preparations nor measurements are assumed to be controlled, then the ensemble average suggests
the possibility that SPAM errors are correlated — i.e.
〈TrρΣ〉ai 6= Tr〈ρ〉a〈Σ〉i. (5.4)
From the perspective of doing any of the standard tomographies, this is an awkward statement
indeed because one does not have the resources necessary to access quantities such as 〈ρ〉a or 〈Σ〉i
individually.2 One may thus be tempted to conclude that correlations (or lack thereof) cannot be
determined without access to the individual expectation values. However, this is not the case.
1The author is even inclined to suggest that states and outcomes should fundamentally be thought of as on an
equal footing.
2One could parse correlations into two separate kinds of independence: The first kind being when 〈TrρΣ〉ai =
Tr〈ρ〉ai〈Σ〉ai. The second kind being when 〈ρ〉ai = 〈ρ〉a and 〈Σ〉ai = 〈Σ〉i
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Correlations such as Equation (5.4) can be determined without individual expectation values
because equations like 〈TrρΣ〉ai = Tr〈ρ〉a〈Σ〉i express a very special factorizability of the data,
Equation (5.3). We thus proceed with the following operational definition: we say that data Sa
i is
effectively (SPAM) uncorrelated when we can express it as a simple matrix equation:
Sa
i = Pa
µWµ
i. (5.5)
The rows of P and columns of W (when they exist) represent the states and observables, ρa = Pa
µσµ
and Σi = σµWµ
i, where {σµ} is some operator basis and {σµ} is the corresponding dual basis.
Repeated indices are to be summed over. We relax the requirement that the rows of P correspond
to positive operators.
Three important observations should be made about this definition. First, Equation (5.5)
requires that the sum on µ be over ≤ n2 operators for an n-dimensional Hilbert space. (Indeed,
the notion of effectively uncorrelated is always relative to an assumed dimension, n.) Second, one
can always write an expression like Equation (5.5) (with the sum on µ being over ≤ n2) so long as
the number of state settings, N , and detector settings, M , are both ≤ n2. Third, when P and W
exist, they are in general not unique because one could just as well use PG and G-1W where G is
an n2 × n2 real invertible matrix. The components of G are gauge degrees of freedom which have
been referred to as SPAM gauge[10–12] or blame gauge[13].
The combination of these observations suggest the following generic protocol for quantifying
correlations: First, perform SPAM tomography with N > d2 and M > d2. Such SPAM
tomography may be referred to as overcomplete because such numbers of setttings would correspond
to overcomplete standard tomographies, if only the appropriate devices were controlled and well
characterized. Second, consider d2 × d2 submatrices of the data, which can be thought of as
corresponding to minimally complete tomographies. Each such submatrix is effectively uncorrelated
and thus may be associated with a “local” gauge degree of freedom. Finally, check whether the
states and observables for each minimally complete submatrix can be chosen so that such choices
among all submatrices are consistent with each other. It turns out that the amount of inconsistency
can be quantified rather elegantly by what has been called a partial determinant.[13]
Such protocols can be understood as an organization of the data into a fiber bundle. Fiber
bundles are mathematical structures which support the notions of connection and holonomy which
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are rather ubiquitous concepts. In [14], it is demonstrated how tomography and partial determinants
can be interpreted as connections and holonomies, respectively. However, for the sake of those who
are interested exclusively in potential applications, an effort has been made to avoid such language in
this current paper. Nevertheless, occasional references will be made and terms will be defined which
allude to this perspective. It is from these perspectives that the title “Non-holonomic tomography”
is fully justified as a name for partial determinants.
Forgetting this alternative perspective and using standard linear algebraic considerations,
instead one can make the observation that the definition for effective independence is equivalent
to the statement that the data must be such that rank(S) ≤ n2. For example, consider devices
whose numbers of settings are M = N = 2n2 and organize the data as
S =
 A B
C D
 (5.6)
where each corner is an n2 × n2 matrix. One can define a partial determinant (or PD) for this
arrangement of the data,
∆(S) = A-1BD-1C. (5.7)
The PD has the property that it is equal to the identity matrix if and only if the data is effectively
SPAM uncorrelated.[13] The proof of this is simple if one observes that rank(S) ≤ n2 if and only if
there exist n2 × n2 matrices P1, P2, W1, and W2 such that
S =
 P1
P2
[ W1 W2 ] . (5.8)
Multiqudit Correlations: SPAMs and Non-Localities
In this paper we consider extensions of the general notion of a PD to multiqudit systems
(n = dm for m qudits) with a concentration on PD constructions with a number of device
settings which scales to lowest order, O(d4). Specifically, we will focus on systems where the
preparation of a multiqudit state can be represented by a single device and the measurement of
each qudit can be represented separately by separate (but not necessarily independent) devices.
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Uncorrelated measurements between different qudits will be referred to as local measurements.3 If
all measurements are effectively local and SPAM uncorrelated, then any data collected for m qudits
can be factored into the form
Sijk...a = Tr
(
ρa Σ
i
1 ⊗ Σj2 ⊗ Σk3 · · ·
)
= Rλµν...a W1λ
iW2µ
jW3ν
k · · · (5.9)
where ρa = R
µν···
a σµ ⊗ σν ⊗ · · · and Σiq = W iqµσµ for each qudit q ∈ {1, . . . ,m}, for some operator
bases {σµ} and dual bases {σµ} and a sum over repeated greek indices (from 1 to d2) is always
implied.4
Two kinds of indices can be distinguished in these expressions. There are those indices which
correspond to device settings (a, i, j, ...) which are associated with degrees of freedom which can
be controlled. Such indices may be referred to as “external” because they correspond to degrees of
freedom outside of the quantum system being probed. Then there are those indices which correspond
to device parameters (µ, ν, ...) and represent the model — the Born rule with d-dimensional Hilbert
spaces. These indices may be referred to as “internal” because they are always summed over and
thus are accompanied with gauge degrees of freedom.
For such multiqudit systems, there are now multiple kinds of correlation one can have. We
refer to correlations between states and measurements on qudit q as SPAMq correlations. Further,
let us refer to correlations between measurements on qudit q and measurements on qudit p as
(q, p)-nonlocalities. Such correlations are to be understood with the notions of effectively SPAMq
uncorrelated data and effectively (q, p)-local data. Then one may proceed to categorize the various
ways a partial determinant may be constructed to test if a system is SPAMq correlated or (q, p)-
nonlocal. For simplicity, we are only considering 2-point correlations in this paper (see Conclusions
and Discussion.)
Local Measurements of Two Qudits
For two qudits, a.k.a. a qud2it, the data is an object with 3 (external) indices, 1 for state
preparations and 2 for the measurements on each qudit. If there are no correlations, then we may
3This second meaning of the word “local” should not be too confusing as it will be clear from context whether we
are considering individual qudit observables or small numbers of state and measurement settings.
4Technically, we should write (σq)µ to emphasize that the qudit measurements do not necessarily share a reference
frame, but we will not write this here for the sake of reducing index clutter.
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FIGURE 17. A two qudit experiment where there is a single device which prepares qud2it states
and two devices which make qudit measurements. We would like to know if the data can be modeled
by equation (5.10) — that is, does the factorization in Equation (5.10) exist for the accessible Sija
of this experiment?
write
Sija = R
µν
a Vµ
iWν
j . (5.10)
One can consider this as a matrix equation in the most obvious way:
Sa
I = Ra
MXM
I (5.11)
where M = (µ, ν), I = (i, j), and XM
I = Vµ
iWν
j , treating the two qudit measurements as one
qud2it measurement. This separation of parameters suggest the original protocol [13] for detecting
what will now be called generic SPAM correlations, constructing a partial determinant for n = d2.
One can also consider equation (5.10) as a matrix equation in another way:
SA
j = PA
νWν
j (5.12)
where A = (a, i) and PA
ν = Rµνa Vµ
i. One can interpret this separation as the measurement settings
of one qudit being used to effectively prepare states for the other qudit. In this case, we know that
if these effective-states, set by A, are uncorrelated with the other qudit measurements, set by j, (so
that we may write Equation (5.12)) then a smaller (n = d) PD of SA
j must be the identity. We
should stress that taking the inverse of a matrix like SA
j is very different from taking the inverse of
a matrix like Sa
I even if they consist of the same entries, only organized differently.
One sees that there are already two distinct ways to be effectively uncorrelated: The first is to
be SPAM uncorrelated in the generic sense, such that Equation (5.11) exists. In this case, the rank
of Sa
I must be ≤ d4, particularly for > d4 state settings, a, and > d4 measurement settings, I. The
second is to be uncorrelated such that Equation (5.12) exists. In this case, the rank of SA
j must
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FIGURE 18. Diagrammatic representation of effectively completely uncorrelated data, Equation
(5.10). Each internal line represents a sum over d2 operators while each external line represents a
setting.
be ≤ d2, particularly for > d2 effective state settings, A, and > d2 measurement settings, j, for the
second qudit.
푎 IXR M
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휇
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FIGURE 19. Diagrammatic representation of Equation (5.11), a weaker form of effective
independence. The right-hand matrix has a rank bounded by d4 because the dotted separation
cuts two internal lines. Double lines represent product indices.
A jWP 휈WV R 휈
i 푎
j휇 =
FIGURE 20. Diagrammatic representation of Equation (5.12), another kind of weaker effective
independence. The rank of the right-hand matrix is bounded even lower by d2 because the dotted
separation cuts only one internal line.
Equations (5.11) and (5.12) represent weaker forms of effective independence than Equation
(5.10). One should think of them as potential factorizations of the data which may or may not exist.
It is helpful to represent Equations (5.10) through (5.12) diagrammatically, as in Figures 18 thru
20. Being able to factorize the data as in Equation (5.10) means that the system can be considered
completely uncorrelated. Being able to factorize the data as in Equation (5.11) means that the data
is effectively SPAM1 and SPAM2 uncorrelated. (Recall the terminology from the end of section
5.3) Being able to factorize the data as in Equation (5.12) means that the data has effective SPAM2
independence and (1,2)-locality. Similarly, there is another factorization that results from permuting
the qudits whose existence would mean the system is effectively SPAM1 uncorrelated and (1,2)-local.
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Classifying Different PDs
PDs which test for generic SPAM correlations are relatively straight forward as there are only
2 main variations on their construction. In contrast, there are 11 distinct PDs one can consider
relative to factoring the data as in Equation (5.12). These PDs differ in their construction by the
number of settings used for a and j (or i) and by how these settings are organized. These different
constructions are sensitive to different kinds of correlation. Specifically, each PD will be equal to the
identity when the system is effectively uncorrelated in a corresponding way. In order to organize the
description of these various constructions, we must establish a few definitions and some notation.
The procedure for constructing a PD can be summarized in two steps. The basic goal is to
organize the data so that it is of the same form as Equation (5.6). In addition to the original
PD construction, rows and columns may now be products of multiple settings. The first step is
then to organize the settings so to construct a corner template. The second step is to “displace”
four instances of that corner which can then be connected in a loop, as in Equation (5.7). This
constructed matrix of four corners shall be called a square.
Generic SPAM Correlations
For detecting generic SPAM correlations, such that Equation (5.11) does not exist, we denote
the various numbers of experimental settings by [N : M1,M2], where N is the number of state
settings (the range of a) and Mq is the number of local measurement settings for quditq (the range
of i or j.) The colon can be thought of as representing the dotted separation of Figure 19. Settings
to the left of the colon are to be organized as a row index while settings to the right are to be
columns.
To calculate a partial determinant in this case, one needs to consider corners that are d4 × d4
which further requires N = d4 and M1 = M2 = d
2. (Recall that this is because the data must have
rank ≤ d4 if Equation (5.11) exists.) A square can then be assembled from such a corner in two
ways, which we denote simply by multiplying the appropriate setting number by 2:
[2d4 : 2d2, d2] and [2d4 : d2, 2d2]. (5.13)
Thus we have two kinds of generic PD.
Importantly, we use a ‘2’ in our bracket notation as if to suggest implementing twice as many
settings, as done originally. However, one could just as well make a square from any number of rows
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and columns, each > d4. In Appendix 5.7, we demonstrate how to construct an r × r PD for an
(r+1)× (r+1) matrix. Nevertheless, we will always write ‘2’s in our bracket notation for simplicity.
To summarize, factors of d in this square bracket notation represent an organization template for
the settings in each corner, while ‘2’s represent which device settings one changes when going from
one corner to the next. The nature of these representations should become much clearer in the
following, more intricate factorization problem.
Nonlocalities and SPAMq Correlations
For detecting correlations such that Equation (5.12) does not exist, we denote the numbers of
settings by [N ;L : M ]. We now make a distinction between L, the number of observable settings for
qudit1, used to effectively prepare states, and M , the number of observable settings for qudit2, used
to measure them. Again, we can interpret the colon as the dotted separation in Figure 20, between
effective state preparations and measurements of qudit2. A semicolon after the first argument is
just to distinguish the first argument as the number of (joint) state preparations. Of course, there
are actually 2 distinct schemes of type [N ;L : M ] depending on which qudit we consider part of the
effective state preparation. We denote the other by pi[N ;L : M ] where pi means ‘permute the two
qudits.’
Corners Squares
[N ;L : M ] [2N ;L : 2M ] [N ; 2L : 2M ]
[d2; 1 : d2] [2d2; 1 : 2d2] [d2; 2 : 2d2]
[d; d : d2] [2d; d : 2d2] [d; 2d : 2d2]
[1; d2 : d2] [2; d2 : 2d2] [1; 2d2 : 2d2]
(5.14)
TABLE 2. Each row is a way to make a corner while each column is a way to make a square.
Corners and squares can now be made in several ways. Corners must be d2 × d2 (because the
data must have rank ≤ d2 if Equation (5.12) exists.) There are 3 ways one can do this because
we must take M = d2 while there are 3 different ways to make d2 effective states, [N ;L] = [d2; 1],
[d; d], and [1; d2], (restricting ourselves to nice multiples.) Then there are 2 ways each to make a
square, [2N ;L : 2M ] or [N ; 2L : 2M ], (ignoring that one could mix corner types in a single PD.)
(See Table 2.) Having picked one of the 2 qudits, there are almost 2 × 6 = 12 PDs, except that
pi[1; 2d2 : 2d2] = [1; 2d2 : 2d2] is actually a symmetric construction. So there are 12− 1 = 11 in total
PDs of the type [N ;L : M ]. To make the construction of these PDs as clear as possible, Figures 22
and 21 are given to go over each of them individually.
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In Figures 21, it is important to recall the distinction between device settings and a device
parameters. Device settings are the external controls that are available in an experiment, while device
parameters are the model dependent numbers used to describe the behavior of the experiment.
Changes in settings can be understood as generating changes in parameters, but only in a local
sense (from corner to corner) which one might not be able to integrate to a global correspondence
(because there could be correlations.) In other words, a constraint such as “keeping state parameters
fixed” can still be operationally defined but will in general be a non-holonomic constraint. Similar
distinctions are represented mathematically in other physical theories as well, a discussion of which
may be found in [14].
In Figures 22, Corners have been given qualitative names for how they “fill” the space of
settings as represented in Figures 21. Solid lines represent a range of d2, dashed lines have range
d, and amputated lines are single valued. A vertex joining one solid line with two dashed lines
represents the delta function
δabA =

1 A = ad+ b
0 otherwise
(5.15)
where A ∈ {0, 1, . . . , d2− 1} is the solid line and a, b ∈ {0, 1, . . . , d− 1} are the dashed lines. Dotted
lines with small circular endpoints represent the settings used to displace the corners of a square,
i.e. the ‘2’s in square bracket notation. Squares have been further labelled based on how they are
oriented in the setting dimensions as represented by the placement of ‘2’s in bracket notation as well
as in Figures 21.
Further in Figures 22, the backbone (Figure 18) of each diagram represents the hypothesis that
the data is effectively completely uncorrelated. However, once a corner is assembled, one can then see
from the diagram how this hypothesis may be relaxed to weaker types of independence that would
still give the PD a trivial value. Digrammatically, this corresponds to the property that the minimum
number of lines one must cut in order to detach the external solid lines corresponds exactly to the
upper bound in the rank. Moreover, the displacing lines or ‘2’s can empirically suggest different
models of correlation for nontrivial values in the corresponding PD. For example, a nontrivial value
for [2d2; 1 : 2d2] suggests SPAM2 correlations while [d
2; 2 : 2d2] suggests (1,2)-nonlocalities.
To summarize, a square bracket notation has been introduced to represent different PDs one can
construct for two-qudit (or qud2it) systems. Each PD will have a trivial value, A-1BD-1C = 1d2×d2 ,
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ai
j
(a) [2d2;1 : 2d2] Using 2d2 states, 1 observable for
qudit1, and the usual 2d
2 observables for qudit2. If
the qudit1 observable is the identity, this is simply
SPAM2 tomography.
(b) [d2;2 : 2d2] Using d2 states, 2 observables for
qudit1, and the usual 2d
2 observables for qudit2.
Another PD can be constructed by permuting the two
qudits, pi[d2; 2 : 2d2].
(c) [2d;d : 2d2] Using 2d states and d qudit1
observables (such as a d-outcome POVM.) Each stick
of butter represents a square matrix that has been
rolled up or folded.
(d) [d;2d : 2d2] Using d states and 2d qudit1
observables (such as two d-outcome POVMs.)
Another PD can be constructed by using vertical
sticks of butter, pi[d; 2d : 2d2].
(e) [2;d2 : 2d2] Using two states and d2 qudit1
observables. Another protocol exists by permuting
measurement locations.
(f) [1;2d2 : 2d2] Using one state and 2d2
and qudit1 observables . This particular
protocol is symmetric under permuting qudits,
pi[1; 2d2 : 2d2] = [1; 2d2 : 2d2].
FIGURE 21. At the top is a coordinate system for the entries of the data Sa
ij where a is a state
setting, i is a qudit1 measurement setting, and j is a qudit2 measurement setting. Regions covered
by the various shapes represent collected data. Each subfigure can be associated with a different
measurement protocol one can consider which may further suggest different models of correlation.
Each shape corresponds to a corner template while the arrangement of the 4 copies correspond to
a square one can translate through. The permuted versions of each PD corresponding to the above
subfigures are all distinct, except for the PD of subfigure 21f.
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Corners Squares
R
휇
A
휈
V *
W j
(a) [d2; 1 : d2]
“Vertical Plate”
R
V *
W
(b) [2d2; 1 : 2d2]
“di = 0”
R
V
W
(c) [d2; 2 : 2d2]
“da = 0”
R
휇푎
휈
V
i
W j
A
(d) [d; d : d2]
“Stick of Butter”
R
V
W
(e) [2d; d : 2d2]
“di = 0”
R
V
W
(f) [d; 2d : 2d2]
“da = 0”
R
휇
*
휈
V A
W j
(g) [1; d2 : d2]
“Horizontal Plate”
R
V
W
(h) [2; d2 : 2d2]
“di = 0”
R*
V
W
(i) [1; 2d2 : 2d2]
“da = 0”
FIGURE 22. Diagrammatic representations of PD constructions as arranged in Table 2. Circles
represent device parameters. External lines represent experimental settings. Internal lines represent
a sum over the number of independent model parameters. The backbone of each diagram, Figure
18, represents the hypothesis that the data ( of an experiment like Figure 17) can be modeled by
Equation (5.10). Solid lines represent a range of d2, dashed lines have range d, and amputated lines
are single valued. A vertex joining one solid line with two dashed lines represents the delta function,
Equation (5.15). Dotted lines with small circular endpoints correspond to a ‘2’, a setting used to
displace or distinguish corners.
if the system is effectively uncorrelated in that corresponding way. The types of correlation which
violate these PDs should be clear from the topology of their effective backbone (see Figures 19 and
20.) The first is that [N : M1,M2] PDs are trivial if 〈Trρ (Σ ⊗ Σ)〉 = Tr〈ρ 〉〈Σ ⊗ Σ〉 and are thus
not sensitive to (12-)nonlocalities. The second is that [N ;L : M ] PDs are trivial if 〈Trρ (Σ⊗Σ)〉 =
Tr〈ρΣ〉⊗〈Σ〉 so are not sensitive to SPAM1 correlations. Similarly pi[N ;L : M ] are insensitive to
SPAM2 correlations.
More than Two Qudits
Increasing the number of qudits, m > 2, there are many more variations in the kinds of corners
and squares we can construct and so there are many more different types of experiments one can
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do to detect many more different types of correlation. One fruitful way of classifying PDs (and the
corresponding experiments) is by the matrix rank that the corresponding square should have in the
absence of correlations. In particular, for qudit measurements on qudmit there are m types of PDs
corresponding to m different ranks, rank(M) = d2k for k = 1, . . . ,m. (See Figures 19, 20, and 23
and Tables 3 and 4.) Remember that the rank also determines how the number of experimental
settings scales, namely, as “pairs of settings” = rank(M)2 = d4k.
Following our previous notation, these classes will be denoted with square brackets by
∆k = [N ;L1, . . . , Lm−k : M1, . . . ,Mk] (5.16)
The generic PD corresponds to k = m which has only 1 corner type (because all the measurement
devices are to the right of the colon) and m square types (because there are m devices to the right
of the colon which can be used for displacement) as in section 5.4. Those PDs which demand the
least number of experimental settings correspond to k = 1 for which there are 4 kinds of corner, 10
kinds of square, and 12m(7m
2 − 12m + 7) permutational variants, as will be explained. All of the
main variations in k = 1 are present for m = 3, so we will start there. We will also briefly include
k = 2 for m = 3 qudits to make the construction of the more general PDs clear.
Three Qudits
For three qudits, the data has 1 + 3 = 4 indices or device settings. If the data is completely
uncorrelated, then we may write
Sa
ijk = Rλµνa Uλ
iVµ
jWν
k. (5.17)
Such data can be organized into a matrix in 3 basic ways as represented in Figure 23. These 3 ways
further represent separate classes of PD one can construct, each of which are sensitive to different
correlations. Generic PDs, [N : M,M,M ], are insensitive to all (p, q)-nonlocalities. The “k = 2”
PDs, [N ;L : M,M ], are insensitive to (2, 3)-nonlocality and SPAM1 correlation, but are sensitive to
(1, 2)-nonlocality, (1, 3)-nonlocality, SPAM2 correlation, and SPAM3 correlation. The most scalable
PDs, [N ;L,L : M ], are insensitive to (1, 2)-nonlocalities, SPAM1, and SPAM2 correlations. but are
sensitive to (1, 3)-nonlocality, (2, 3)-nonlocality, and SPAM3 correlation.
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UW
VR
(a) [N :M1,M2,M3]
Uncorrelated ↔ rank ≤ d6
U
V
W
R
(b) [N ;L : M1,M2]
Uncorrelated ↔ rank ≤ d4
U
V
WR
(c) [N ;L1, L2 : M ]
Uncorrelated ↔ rank ≤ d2
FIGURE 23. Each circular vertex also has an implied external index attached to it like in Figures
19 & 20. Each line cut by the dotted separation represents a sum over d2 degrees of freedom. These
factors determine the upper bound on the rank of the data respectively organized.
Of course, one can permute the qudits to make similar statements. Perhaps the best way to
denote each of these is by pi[N ; . . .M ] where now pi could denote any permutation of 3 elements.
Further, we may denote each pi the most succinctly with cyclic notation. For example (123)[N ;L :
M,M ] PDs are insensitive to 31-nonlocalities and SPAM2 correlation. This notion is important for
discussing PD symmetries which brings us to the discussion on the ways one can construct corners
and squares.
Generic PDs, [N : M,M,M ], have no variability in corner types and only 1 basic kind of
square, 3 considering which qubit you choose to displace the measurement dimension. These can
be represented in permutation notation as ∆, (12)∆, and (13)∆ where ∆ = [2d6 : 2d2, d2, d2]. The
permutations {1, 12, 13} represent the coset for the subgroup {1, 23} corresponding to the symmetry
(23)∆ = ∆.
Corners Squares
[N ;L : M1,M2] [2N ;L : 2M1,M2] [N ; 2L : 2M1,M2]
[d4; 1 : d2, d2] [2d4; 1 : 2d2, d2] [d4; 2 : 2d2, d2]
[d3; d : d2, d2] [2d3; d : 2d2, d2] [d3; 2d : 2d2, d2]
[d2; d2 : d2, d2] [2d2; d2 : 2d2, d2] [d2; 2d2 : 2d2, d2]
(5.18)
TABLE 3. [N ;L : M,M ] PDs require O(d8) settings. The number of settings is determined by the
expected rank of these matrices, d4, for a completely uncorrelated model. See Figure 23.
For k = 2 PDs, [N ;L : M,M ], we have 3 kinds of corner and 6 kinds of square (see Table 3 and
compare to Table 2.) We even continue to have the symmetry (12)∆ = ∆ for ∆ = [d2; 2d2 : 2d2, d2].
Except now, a square can be displaced in 3 measurement dimensions. This gives a total of 3×11 = 33
partial determinants, 6 per square except for the one with a symmetry (which only only gives
6/2 = 3.) For m qubits, this would be 11
(
m
2
)
PDs.
Qudits given a “1” in square bracket notation can be considered a trace over that qudit, i.e.
choose the identity observable. Most practical instances will consider qubits, d = 2, in which case
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it is important to remember a “d” and a “2” are still different in that a d refers to settings used to
make a single kind of corner while a 2 is used to displace different corners in a square. Diagrams
could be drawn as before to represent corners and squares where we would go on to interpret what
trivial values for such PDs mean.
Corners Squares
[N ;L1, L2 : M ] [2N ;L1, L2 : 2M ] [N ; 2L1, L2 : 2M ] [N ;L1, 2L2 : 2M ]
[d2; 1, 1 : d2] [2d2; 1, 1 : 2d2] [d2; 2, 1 : 2d2]
[d; d, 1 : d2] [2d; d, 1 : 2d2] [d; 2d, 1 : 2d2] [d; d, 2 : 2d2]
[1; d2, 1 : d2] [2; d2, 1 : 2d2] [1; 2d2, 1 : 2d2]∗ [1; d2, 2 : 2d2]
[1; d, d : d2] [2; d, d : 2d2]∗∗ [1; 2d, d : 2d2]
(5.19)
TABLE 4. [N ;L,L : M ] PDs require O(d4) settings. The number of settings is determined by the
expected rank of these matrices, d2, for a completely uncorrelated model. See Figure 23.
Finally for the most scalable PDs, [N ;L,L : M ], we have 4 types of corner and 10 types of
square (see Table 4.) Entries kept blank are simply because they are equivalent by permutation
with the entry to the left in the table. Entries marked with an asterisk have a symmetry. All
together, these make 51 PDs which we will explain the combinatorics for in the next section on
general m. Illustrating the corners diagrammatically as in Figures 24, we can interpret the meaning
of a non-trivial value for each corresponding PD and we will refer to them by there subfigures:
– Rank d2 PDs displaced from ∆a, ∆b, and ∆d have a trivial value
if and only if 〈RUVW 〉 = 〈RUV 〉〈W 〉.
– On the other hand, rank d2 PDs displaced from ∆c will have a trivial value
if either 〈RUVW 〉 = 〈RUV 〉〈W 〉 or 〈RUVW 〉 = 〈U〉〈RVW 〉.
– Further, if 〈RUVW 〉 6= 〈RUV 〉〈W 〉 but 〈RUVW 〉 = 〈U〉〈RVW 〉,
then a rank d2 PD displaced from ∆b will have a nontrivial value,
but one of rank d3 will be trivial.
– Finally, if 〈RUVW 〉 6= 〈RUV 〉〈W 〉 but a PD from ∆d but of rank d3 had a trivial value
then either 〈RUVW 〉 = 〈U〉〈RVW 〉 or 〈RUVW 〉 = 〈V 〉〈RUW 〉
The Most Scalable m Qudit PDs
The PDs of k = 1 for m > 3 qudits are essentially no different from m = 3 because after 3
qudits are chosen, the remaining are fixed to 1 observable or just traced out. For completeness, let
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WR
V
U
(a) [d2; 1, 1 : d2]
WR
V
U
(b) [d; d, 1 : d2]
WR
V
U
(c) [1; d2, 1 : d2]
WR
V
U
(d) [1; d, d : d2]
FIGURE 24. Diagrams for [N ;L1, L2 : M ] corners, the rows of Table 4. These are the most
scalable because the external lines can be detached from each other by cutting a single internal line,
representing the upper bound on the rank of d2 if such a factorization exists. Further, corners (b)
and (d) suggest meaningful PDs of rank d3 because they can factor by cutting 1 12 lines.
U
WR
V
FIGURE 25. There are 12m(7m
2− 12m+ 7) of the most scalable m qudit PDs, which require O(d4)
settings.
us write the completely uncorrelated data of m+ 1 indices,
Sa
i...jk = Rλ...µνa Uλ
i · · ·VµjWνk, (5.20)
and represent the k = 1 class of PDs diagrammatically in Figure 25. Also, we include Tables 5 which
are just like the last section except with a bunch of ellipses to denote ‘1’s for the remaining qudit
measurement settings. We also include the combinatorics for the permuted variations of each PD.
Trivial values are also interpreted just the same as for 3 qudits.
Conclusions and Discussion
In this paper, we considered non-holonomic tomography and its application to multiqudit
systems. Non-holonomic tomography is the use of partial determinants (PDs) to analyze quantum
data for detecting various kinds of correlation in SPAM tomography, where both state and
measurement devices have errors. We demonstrated that there are a multitude of PDs one
can consider which are sensitive in different ways to the various correlations that can occur.
Further, we were able to describe these sensitivities based on the topology of the factorization
associated with corresponding notions of an effectively uncorrelated system. For single qudit
measurements on a qudmit state, there are m major classes of PD corresponding to matrix rank,
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Corners Squares
[N ;L1, L2, ... : M ] [2N ;L1, L2, ... : 2M ] [N ; 2L1, L2, ... : 2M ] [N ;L1, 2L2, ... : 2M ]
[d2; 1, 1, ... : d2] [2d2; 1, 1, ... : 2d2] [d2; 2, 1, ... : 2d2]
[d; d, 1, ... : d2] [2d; d, 1, ... : 2d2] [d; 2d, 1, ... : 2d2] [d; d, 2, ... : 2d2]
[1; d2, 1, ... : d2] [2; d2, 1, ... : 2d2] [1; 2d2, 1, ... : 2d2]
∗
[1; d2, 2, ... : 2d2]
[1; d, d, ... : d2] [2; d, d, ... : 2d2]
∗∗
[1; 2d, d, ... : 2d2]
(5.21)
Corners Squares
[N ;L1, L2, ... : M ] [2N ;L1, L2, ... : 2M ] [N ; 2L1, L2, ... : 2M ] [N ;L1, 2L2, ... : 2M ]
[d2; 1, 1, ... : d2] m m(m− 1)
[d; d, 1, ... : d2] m(m− 1) m(m− 1) m(m− 1)(m− 2)
[1; d2, 1, ... : d2] m(m− 1) m(m− 1)/2 m(m− 1)(m− 2)
[1; d, d, ... : d2] m(m− 1)(m− 2)/2 m(m− 1)(m− 2)
(5.22)
TABLE 5. The most scalable PDs, requiring only O(d4) device settings, are just like those for 3
qudits (Table 4) except that there are more of them by qudit permutation. The combinatorics for the
distinct permutations of each PD are given in the second table, with a total of 12m(7m
2− 12m+ 7).
rank = d2k for k = 1, . . . ,m. These ranks in turn determine how many device settings are needed
(O(rank2) = O(d4k)) to experimentally determine the PD. Finally, we enumerated the class of PDs
which require the least number of experimental settings, k = 1, for any number of qudits. Figure 26
is provided as a logical sketch for the technique of non-holonomic tomography.
(Uncorrelated) Model
“Topology”−−−−−−−→ Rank ≤ r ←−−−→ 1r×r
(Data) Tensor
Experimental Protocol−−−−−−−−−−−−−−→ Matrix rank r PD−−−−−−→ ∆r×r
(5.23)
FIGURE 26. A summary of the logic behind non-holonomic tomography: The data collected from
a quantum experiment is a tensor, where each index is associated with each (state preparation or
measurement) device. This tensor can be organized as a matrix or “square” in various ways and
partial determinants can be calculated for these matrices. Uncorrelated devices correspond to a
specific factorization model of the data. The “topology” of this factorization model then sets upper
bounds on the rank of any matrix organized from the data. The rank of these matrices are equal to
their upper bound if and only if the partial determinant of their correspondingly sized PD is equal
to the identity.
PDs have been classified by the types of experimental protocols or “squares” one can consider.
However, for each square there are still more PDs corresponding to the order in which the settings
are actually put into a matrix. If one considers data from 2d2×2d2 distinct settings, then for a fixed
type of square there are actually [(2d2)!]2 different PDs by permutation of rows and columns. On
the other hand, these PDs are certainly not distinct quantities. Some permutations result in PDs
which are obviously equivalent, up to familiar transformations, while others result in more obscure
equivalences. Analyzing these various permutationally equivalent PDs may help to determine which
more precisely which settings have correlation.
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The first group of permutations which give obviously equivalent PDs correspond to the ways
one can traverse the corners of a square — 4 starting points times 2 directions. If the corners are
originally A, B, C, and D as in Equation (5.6), then the 8 PDs that result are
A-1BD-1C BD-1CA-1 D-1CA-1B CA-1BD-1
C-1DB-1A DB-1AC-1 B-1AC-1D AC-1DB-1.
(5.24)
PDs in the same row are related by cyclic permutation while those in the same column are inverses
of each other. Each of these PDs are equivalent to each other up to inverse and conjugation — e.g.
(B-1AC-1D) = (B-1A) (A-1BD-1C)-1(B-1A)-1. The second group corresponds to those permutations
that keep settings within their respective corners:
 A B
C D
 −→
 piSP1 0
0 piSP2

 A B
C D

 piM1 0
0 piM2

-1
(5.25)
where all the pis are d2 × d2 permutation matrices. There are (d2!)4 such elements. These PDs are
equivalent to each other up to conjugation since
∆

 piSP1 0
0 piSP2

 A B
C D

 piM1 0
0 piM2

T
 = pi-1M1∆

 A B
C D

piM1 (5.26)
where ∆ is the standard PD defined by Equations (5.6) and (5.7).5 Permutations beyond these two
groups “delocalize” settings across corners (experiments) and thus give PDs which are equivalent
but in a much less obvious way.
Another important comment is that the links between corners, as considered in this paper, have
no immediate sense of distance. This is a consequence of the gauge degrees of freedom. We don’t a
priori have the ability to say how different states in experiment A are from states in experiment B,
even if they share the same state settings. However, a notion of distance can be introduced if the
5If one considers data from (d2 + 1) × (d2 + 1) settings (as described in Appendix 5.7,) then there are (d2+1
2
)2
distinct PDs, having already divided out the aforementioned equivalences. This is because one must choose the d2−1
rows and d2 − 1 columns of the data that will be common to each corner. The remaining 2 rows and 2 columns are
what actually displace the corners.
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devices are also equipped with continuous settings. A discussion of this technique may be found in
[14], Sections III.A, III.C, and IV.
FIGURE 27. A PD (for a two qubit system) that has the topology of a 2-dimensional surface,
testing for fundamentally 3-point correlations. Eight copies of Figure 18 can be found along with
4-lined vertices corresponding to contractions with antisymmetric symbols, εµνρσ, which appear in
expressions for matrix inverses.
From a mathematical perspective, it is intriguing that there is this relationship between matrix
rank and holonomy. These holonomies can in fact be generalized to higher-dimensional quantities
(like surfaces etc., rather than just loops) which can test for more general tensor ranks. Such tests
can be interpreted as measures of higher n-point correlations between devices. Their construction
is relatively simple and requires just one observation: that matrix inverses just consist of several
contractions with antisymmetric tensors (or Levi-Civita epsilon symbols.) The first author expects
to soon publish full details on the method for constructing such quantities (see Figure 27.)
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An r× r PD for an (r+ 1)× (r+ 1) Matrix
In this section, we show how to use PDs to test if an (r + 1) × (r + 1) matrix has rank r.
Of course, this test should be equivalent to checking if a regular determinant is zero. However,
this construction also generalizes to check if any s × s matrix has rank r < s. These tests can be
associated with experimental protocols which require fewer device settings than the 2r×2r protocol.
In fact, the (r + 1)× (r + 1) protocol has already been applied.[58]
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Suppose we have an (r + 1) × (r + 1) matrix, S, which we suspect has rank ≤ r. We can
calculate an r × r PD by generating a 2r × 2r matrix, S˜, partitioning S as follows
S =

∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗

=

a ~βT b
~α M ~δ
c ~γT d
 −→ S˜ =

a ~βT ~βT b
~α M M ~δ
~α M M ~δ
c ~γT ~γT d

≡
 A B
C D
 .
It is useful to define the following matrices:
α˜ =
 1 ~0T
−M-1~α 1
 β˜ =
 1 −~βTM-1
~0 1

γ˜ =
 1 ~0
−~γTM-1 1
 δ˜ =
 1 −M-1~δ
~0T 1

(which one may note are representations of (r− 1)-dimensional translation groups.) These matrices
allow us to partially diagonalize each corner:
β˜Aα˜ =
 A/M ~0T
~0 M
 β˜Bδ˜ =
 ~0T B/M
M ~0

γ˜Cα˜ =
 ~0 M
C/M ~0T
 γ˜Dδ˜ =
 M ~0
~0T D/M

where we denote the Schur complements by
A/M = a− ~βTM -1~α B/M = b− ~βTM -1~δ
C/M = c− ~γTM -1~α D/M = d− ~γTM -1~δ.
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All of the various partial determinants can thus be simplified:
A-1BD-1C = 1 + (x− 1)α˜ C-1DB-1A = 1
x2
[
1 + (x− 1)α˜-1
]
BD-1CA-1 = 1 + (x− 1)β˜-1 AC-1DB-1 = 1
x2
[
1 + (x− 1)β˜
]
D-1CA-1B = 1 + (x− 1)δ˜ B-1AC-1D = 1
x2
[
1 + (x− 1)δ˜-1
]
CA-1BD-1 = 1 + (x− 1)γ˜-1 DB-1AC-1 = 1
x2
[
1 + (x− 1)γ˜
]
where
x =
(B/M)(C/M)
(A/M)(D/M)
=
detB detC
detAdetD
.
One can see that each of these PDs is equal to the identity if and only if x = 1. This condition on
x must be equivalent to DetS = 0 (given the existence of M -1.)
94
CHAPTER VI
CONCLUSION
Quantum tomography has become an important tool for characterizing quantum devices.
[31, 33, 37, 45–47] However, ending up with a legitimate estimate of a single density operator,
POVM element, or CP map requires some important assumptions about the experimental setup.
[42–44] We considered tomography in the setting where one only has imperfect and uncharacterized
state-preparation and measurement devices. Particularly, we asked how one could determine if
the fluctuations in such state-preparation and measurement devices were correlated, such that
〈TrρE〉ai 6= Tr〈ρ〉a〈E〉i. Such a determination is fundamentally interesting because one does not
have access to the individual expectation values, 〈ρ〉a or 〈E〉i, but rather only has access to the data
or measured frequencies, 〈TrρE〉ai.
We have demonstrated that one can test for the presence of various correlated SPAM errors
using so called partial determinants (PDs) which bypass any need to estimate state or measurement
parameters individually. The logic behind the PD is simple, uncorrelated SPAM corresponds to a
particular ability to factorize the estimated frequencies into a product of state and measurement
parameters. Such factorizations always exist for small enough numbers of settings but do not exist for
larger numbers of settings if there are correlations. Thus, the notion of parameter independence can
be viewed as a local property which may not be “extendable” (i.e. integrable) to a global property.
PDs are then a measure of the contradiction that results from requiring that multiple sets of locally
uncorrelated settings be consistent with each other. In other words, SPAM correlations correspond
to holonomies (or measures of global contradiction) in overcomplete tomography experiments (hence
the title, “non-holonomic tomography.”)
Non-holonomic tomography quantifies the extent to which a (data) matrix does not have low
enough rank to be modeled by uncorrelated devices. This problem of quantifying matrix rank can
be treated just as well with two other methods: One could do a singular value decomposition (SVD)
of the data or one could calculate all minors of the appropriate rank. Nevertheless, PDs have the
important advantage of an immediate operational and theoretical interpretation, allowing for strong
analogies with other techniques in physics and mathematics, thus promoting deeper perspectives.
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Non-holonomic tomography has potential applications for quantum computers as well as
quantum key distribution. Particularly relevant in quantum information processing is the need
for fault-tolerant quantum computation. [3, 4] Various thresholds for fault-tolerance as a function
of gate fidelity exist. [5–9] However, all of these thresholds rely on error-correction models that
only work under the assumption that gate errors are uncorrelated (so that the probability of n
errors scales as n for some error rate .) Further, the dominant contribution to some experimental
measurements of gate fidelity is SPAM error. Similarly, there could be analogous correlations of the
measurement-measurement type which could prove problematic in measurement based computation.
[59–64]
In quantum key distribution (QKD,) several problems have appeared concerning security
relative to the inability to trust devices which are used to perform a protocol. Device independent
QKD (diQKD) is a protocol where Alice and Bob have measurement devices with settings that
correspond to unknown local measurements on an unknown two-qubit state. In such a protocol,
security of their keys can be insured by the violation of a Bell inequality. [65–68] However, security
is only insured under the assumption that the two measurement devices along with the state
preparation device are all uncorrelated with each other — that is, Bell inequalities can certainly
be violated by simply correlating the device settings themselves. [69] Similar device correlations can
also ruin security in so called measurement-device independent QKD (mdiQKD) where Alice and
Bob send local states to an unknown two-qubit measurement, for which security of their keys can be
insured by certain outcome selection-rules. [70] Performing non-holonomic tomography in parallel
with these protocols, one could in principle be able to detect if such correlations are present. Indeed,
non-holonomic tomography could be performed in some already existing protocols which employ so
called decoy state. [71]
PDs may also have relevance to problems which inherently have correlations. For example, in
state discrimination protocols, so called adaptive measurement techniques are used. [72–74] In state
discrimination, states chosen from a known finite set are measured with the task of determining which
states had been chosen. Adaptive measurements choose what measurements to perform based on the
outcomes due to previous states and measurements. Such a system obviously has SPAM correlation,
which may be represented by the value of a partial determinant.
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