Abstract. The hydroxyl radical (OH) plays a key role in the atmosphere, as it initiates most of the oxidation processes of volatile organic compounds (VOCs), and can ultimately lead to the formation of ozone and secondary organic aerosols (SOAs). There are still uncertainties associated with the OH budget assessed using current models of atmospheric chemistry and direct measurements of OH sources and sinks have proved to be valuable tools to improve our understanding of the OH chemistry.
Introduction
The hydroxyl radical (OH) is the main oxidizing agent in the atmosphere during daytime. It initiates the oxidation of most trace gases emitted by natural and anthropogenic sources and participates in almost all the complex atmospheric chemical pathways. Oxidation of trace gases leads to the production of ozone (O 3 ) and secondary organic aerosols (SOAs) which can impact air pollution and climate. With such a role, it is essential to accurately understand both sources and sinks of OH. The main sources of OH are the following: photolysis of O 3 , formaldehyde (HCHO) and nitrous acid (HONO), reaction of alkenes with ozone, and recycling from peroxyradicals in low NO x (NO + NO 2 ) environments (Paulson et al., 1999; Hofzumahaus et al., 2009; Fuchs et al., 2013) . Main sinks of OH are CO, CH 4 , NO 2 , VOCs (volatile organic compounds) and radicals, mainly HO 2 . Recent studies report that OH also reacts quickly with organic peroxy radicals such as CH 3 O 2 , and OH + RO 2 reactions may be a significant sink of OH in pristine environments (Archibald et al., 2009; Fittschen et al., 2014) . Goldstein and Galbally (2007) have estimated the presence of 10 4 -10 5 different organics measured in the atmosphere, this number may be only a small part of the species actually present and makes exhaustive measurements of VOCs very challenging and unfeasible with current analytical techniques. In this context, several research groups in the past decade developed methods capable of measuring directly the total sink of OH, termed total OH reactivity.
Measurements of total OH reactivity present several advantages. The first one is to obtain direct information on the total OH sink term in a given environment without the need of measuring every species present in the gas phase. Secondly, since OH is in a steady state in the atmosphere the balance between OH production and loss rates can provide additional information on OH sources (Martinez, 2003; Hens et al., 2014) . Moreover, OH reactivity measurements help to estimate instantaneous ozone production rates and regimes . Finally, when mixing ratios of individual gaseous compounds are available at the same site under study, measured total OH reactivity can be used as a tool for chemical closure of the reactive carbon budget for that specific environment. In this case, we can determine the calculated OH reactivity as follows:
with i any measured chemical in the gas phase, k i+OH the rate coefficient of the reaction between i and OH, and X i the measured concentration of i.
Several studies on simultaneous observations of total OH reactivity and gaseous compounds have highlighted discrepancies between the total measured OH reactivity and calculated reactivity, up to 90 % in biogenic dominated environments e.g. Di Carlo et al. (2004) ; Nölscher et al. (2012b) and .
The difference between the total measured and the calculated OH reactivity has been named missing OH reactivity and has been attributed to unmeasured primary and/or secondary compounds in the atmosphere (Di Carlo et al., 2004; Kim et al., 2011) .
Currently, three methods exist to perform direct measurements of total OH reactivity, such as the total OH loss rate measurement (TOLRM) (Kovacs and Brune, 2001; Mao et al., 2009; Ingham et al., 2009; ; Pump and probe technique (Calpini et al., 1999; Sadanaga et al., 2004; Yoshino et al., 2006; Lou et al., 2010) and the comparative reactivity method (CRM) (Sinha et al., 2008; Nölscher et al., 2012a; Dolgorouky et al., 2012; Kim et al., 2011; Kumar and Sinha, 2014) . A detailed comparison of the three methods can be found in Nölscher et al. (2012a) and Hansen et al. (2015) .
Total OH loss rate measurement consists of a flow tube used to sample ambient air at flow rates in the order of 50-400 sL min −1 , wherein a large amount of OH is added through a movable injector. OH concentration is quantified at different reaction times using a FAGE apparatus (fluorescence assay by gas expansion, see Faloona et al. (2004) and Dusanter et al. (2009) at the exit of the flow tube by moving the injector, from which a decay curve is obtained due to a change in distance between the OH source and the OH detector.
The pump and probe technique was first pioneered by Calpini et al. (1999) and Jeanneret et al. (2001) and then adapted by other groups (Sadanaga et al., 2004 , Yoshino et al., 2006 and Lou et al., 2010 . The instrument consists of three main parts: a flow tube to sample ambient air, a pulsed laser to generate OH in the sampling reactor, and a FAGE apparatus to quantify OH. The sampling flow is set around 10-20 sL min −1 and assuming laminar flow the sample has 1 s residence time for reaction with OH. The hydroxyl radical OH is generated by ozone photolysis within the reactor and is detected after each laser pulse using the FAGE apparatus to acquire time-resolved OH decay.
The comparative reactivity method was more recently developed (Sinha et al., 2008) . It is an indirect method since OH is not directly monitored, based on the competition for synthetically generated OH radicals between a reference molecule, pyrrole, and reactive compounds in ambient air. This is realized in a glass flow reactor where ambient air (≈ 0.25 sL min −1 ), pyrrole, and OH are continuously mixed in different stages, with the reactor coupled to a pyrrole detector, most of the time being a proton-transfer reaction mass spectrometer (PTR-MS). The reactivity is obtained
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from changes in pyrrole concentration as a result of the competition inside the reactor for OH radicals.
The comparative reactivity method exhibits several advantages compared to other existing methods. Among those, the smaller sampling flow needed to run it (since no FAGE apparatus is needed), which broadens the application of the technique to branch and plant enclosure studies for instance; the reader can refer to Kim et al. (2011) and Nölscher et al. (2013) for more information. In addition, several research groups have already a PTR-MS for VOCs' measurements; FAGE instruments are more expensive and require highly skilled operators. These advantages have led to the construction of several CRM instruments throughout the world in the past few years.
Another existing version of the CRM consists of the glass reactor coupled to a Gas Chromatography-Photo Ionization Detector (GC-PID) (Nölscher et al., 2012a) , this version is cheaper and more portable but has also demonstrated to be slightly less robust over time compared to the PTR-MS setup.
On the other hand, processing of the raw data and corrections for measurements artifacts represent the main disadvantages of this technique. Previous studies (Sinha et al., 2008; Dolgorouky et al., 2012; Hansen et al., 2015; Michoud et al., 2015) stressed that careful corrections are necessary for CRM measurements and a standardized procedure for data processing has yet to be agreed by the community.
In this study, we present results of the first intercomparison experiment involving two Comparative Reactivity Method instruments, CRM-LSCE (Laboratoire des Sciences du Climat et de l'Environnement) and CRM-MD (Mines Douai) assembled in two different laboratories, run by different operators but working under similar settings. Our study was performed to test a clear and simple approach to process the raw data and accurately derive OH reactivity values. It aims at identifying potential limitations and getting insights into the robustness of the CRM. Our exercise includes a comparison of calibration factors, correction factors and measurements of OH reactivity conducted in ambient air (10-11 July) and from a plant enclosure (8-9 July and 12-13 July) to cover a broad range of OH reactivity (from the limit of detection, LOD, of the instruments up to 300 s −1 ).
Experimental

The comparative reactivity method
The comparative reactivity method (CRM) relies on the competitive kinetics for OH radicals between a reference molecule not present in ambient air at normal conditions (i.e. pyrrole C 4 H 5 N) and reactive species in ambient air. The experiment is conducted in a glass flow reactor coupled to a detector, in our case a proton transfer reaction mass spectrometer (PTR-MS) (Lindinger and Jordan, 1998) . The glass Figure 1 . Pyrrole concentration detected by the PTR-MS during a typical OH reactivity experiment with CRM. C0, C1, C2, C3 are concentrations corresponding to different experimental stages. Technical improvements were done to minimize the difference between C0 and C1 reducing pyrrole loss for photolysis.
reactor is equipped with a UV lamp and four arms for flows inlets and outlets; the PTR-MS monitors the concentration of the reference molecule, pyrrole, at any time during the experiment at protonated m/z 68 (C 4 H 5 NH + ). A detailed description of the reactor and method is available in the publications of Sinha et al. (2008) ; Nölscher et al. (2012a) and is displayed in Fig. 1 .
In brief: (i) a known amount of pyrrole is diluted in the glass reactor with zero air and dry N 2 , and its concentration is measured with the PTR-MS (C0). Next, (ii) the UV lamp is switched on and photolysis of pyrrole occurs inside the reactor. This is considered our initial concentration of pyrrole and measured as C1. (iii) The flow of dry N 2 is humidified through a bubbler containing high purity water and photolysis of water vapour at 184.9 nm takes place: at this stage we produce OH radicals in the system. The fraction of OH reacted with pyrrole is deduced from the difference between pyrrole initial concentration (C1) and pyrrole concentration when OH is formed (C2). C2 is the concentration of pyrrole after it has reacted with the OH produced, following the kinetic rate constant of 1.2 × 10 −10 cm 3 molecule −1 s −1 at 25 • C (Atkinson et al., 1984; Dillon et al., 2012) . Finally, (iv) zero air is replaced by ambient air, and the competitive reaction for the OH radicals between pyrrole and ambient molecules starts. The level of pyrrole increases depending on the reactivity of OH reactants in ambient air and pyrrole concentration is recorded as C3. The higher the concentration and number of reactive species in ambient air, the larger is the reactivity, and broader the difference between C2 and C3. Regular switches between C2 and C3 permit to determine the total OH reactivity in ambient air using Eq. (2):
with k pyrrole+OH the rate constant of the reaction between pyrrole and OH. For the derivation of this equation the reader can refer to Sinha et al. (2008) .
In this expression it is assumed that the reaction between pyrrole and OH follows the pseudo first order kinetics, thus
Measurements of OH reactivity with this method are usually conducted with the instrument recording alternatively C2 and C3 levels, while C1 can be monitored less often.
We automatically acquire C2 and C3 by using solenoid valves, which permit fast switches between zero air and ambient air to dilute pyrrole inside the reactor. In the tests reported herein we switch between the two levels every 5 min, to monitor the competition for OH radicals only and exclude interferences from possible fast humidity changes in ambient air, which can lead to OH field variations inside the reactor.
Measuring C1 usually takes a longer time, because of lamp warming up when switching from C0, and mainly because of the time required to dry the reactor completely. For this reason, we tested a new approach on both CRM systems which represents an alternative method to measure the initial concentration of pyrrole (C1). This approach is based on introducing a concentrated reactive molecule into the reactor, with the aim of minimizing pyrrole consumption due to OH reaction to a negligible fraction. The OH-scavenger has to exhibit a proton affinity lower than water to avoid a consumption of H 3 O + inside the PTR-MS, since a large amount of this species is needed to scavenge OH. Tests performed using methane at 30 000 ppmv are discussed in Sect. 3.1. This new approach showed to be an excellent alternative since it allows recording C1 more precisely in only a few minutes compared to hours with the usual method.
Data processing
To process data of OH reactivity we correct the values obtained from Eq. (1) as follows (see also Hansen et al., 2015; Michoud et al., 2015): i. correction on C2 to account for potential differences in humidity between C2 and C3 levels;
ii. correction on C3 to account for some secondary chemistry (HO 2 +NO→OH) which can lead to a significant production of OH inside the reactor;
iii. correction on reactivity from Eq. (1) to consider deviation from pseudo first order kinetics (Sinha et al., 2008);  iv. dilution of ambient air inside the reactor.
(i) Zero air and ambient air at different humidity used to dilute pyrrole and acquire respectively C2 and C3 lead to different water content and OH levels inside the reactor which can produce differences in the two levels and cause an under or overestimation of the reactivity in ambient air. To reduce humidity differences between C2 and C3 we equipped the CRM with a catalytic converter to generate zero air to acquire C2. The catalytic converter of CRM-LSCE is made of Pt-Pd pellets heated up to 350 • C, while the one of CRM-MD has Pt wool also held at 350 • C. However, humidity changes between C2 and C3 are still observed and corrections of the raw data of reactivity are often needed. To look at humidity changes it is useful to monitor the ratio between m/z 37 and m/z 19 (here referred as m37/m19) which corresponds to the protonated mass of the first water cluster normalized for the number of primary ions inside the PTR-MS (see Ammann et al., 2006 and Sinha et al., 2009) and depends on the absolute humidity of the air sampled. For instance, if zero air has a lower humidity than ambient air, the ratio m37/m19 will be smaller for C2 compared to C3, which will result in a smaller difference between C2 and C3 and an underestimation of the reactivity in ambient air. In addition, humidity differences can also vary in opposite directions (C2 can have lower humidity than C3 and vice versa).
To quantify this type of correction we inject in the reactor a known amount of dry clean air and produce in this way a C2 level that differs from the actual C2 only for a different humidity (referred in this study as C2 * ). Levels of C2 are plotted vs. m37/m19 ratio recorded during C2 (see Fig. 2 ).
We correct therefore the measured C2 by applying Eq. (3):
where p corresponds to a mean value of the slopes from the linear least squares fits obtained from different tests on the field and represented in Fig. 2 . A comparison on the humidity correction for the two CRMs will be presented in Sect. 3.2.
(ii) When the UV lamp is switched on, photolysis of water vapour at 184.9 nm occurs as follows:
H recombines with O 2 present in zero air to rapidly generate HO 2 :
HO 2 can react with NO, if this is present in the sampled air, to generate OH:
This secondary source of OH leads to a lower level of C3, the magnitude of which depends on the amount of ambient NO. This artifact leads to an underestimation of the OH reactivity in ambient air and can even result in negative values. A detailed description on how to assess the sensitivity of the CRM to NO and how to quantify the correction for this artifact is described elsewhere (Dolgorouky et al., 2012; Hansen et al., 2015; Michoud et al., 2015) . During our intercomparison exercise the level of NO in ambient air reached a maximum of 1 ppbv, which resulted in negligible secondary formation of OH inside our two systems, therefore no corrections were warranted here. 15/07 y= (-35.453 ± 10.4)x +32.609 ± 2.49 23/07 y= (-37.416 ± 9.12)x +42.672 ± 2.15 27/07 y= (-37.535 ± 9.1)x +51.602 ± 2.5 15/07 23/07 27/07
Figure 2. Linear least squares fit of m/z 68 during C2 vs. m37/m19 during C2 for the tests conducted on the field to assess the correction for humidity differences between C2 and C3 for CRM-LSCE. Equation coefficients are reported with one standard deviation. Differences in the intercepts are due to a less efficient tracking of absolute humidity from m37/m19 on a longer time scale.
that reactions of OH with pyrrole and ambient trace gases proceed through first order kinetics, i.e. pyrrole and trace gas concentrations are higher than OH concentration. However, CRM instruments are operated with OH concentrations on the same order of magnitude than pyrrole ([pyrrole] ∼ 60-70 ppbv, [OH] ∼ 40-50 ppbv) and a correction must be applied to account for a deviation from first order kinetics. A correction factor F can be obtained theoretically (Sinha et al., 2008) or experimentally (as in this study and in Hansen et al., 2015; Michoud et al., 2015) and used to process reactivity data already corrected for humidity changes and secondary OH formation as follows:
Previous studies used simple numerical simulations to determine such correction factor. Simulations were run at pyrroleto-OH ratio of 10, near pseudo first order condition, and 1.22, experimental conditions, for more information see Sinha et al. (2008) . A fitting function is obtained from simulations in the experimental conditions which showed that if a correction is not taken into account, measurements of OH reactivity can be overestimated for low values of pyrrole-to-OH ratio.
In our study, we use an experimental approach to correct for deviations from first order kinetics, which can be more representative of the complex chemistry occurring inside the reactor.
To do so, we introduce inside the reactor a known amount of a standard gas whose reactivity with OH is well determined and reported in literature. We test the instrument response over a broad range of reactivity, for instance from the LOD to 300 s −1 , for different standard gases and different pyrrole-to-OH ratios. From each test a linear least squares fit for the measured OH reactivity vs. the injected reactivity is obtained, and the inverse of the slope is then reported for every pyrrole-to-OH ratio investigated. In such way, we obtain a correction factor which is instrument specific for the experimental conditions adopted.
In our intercomparison exercise we used as test gases propane and ethane, with ethane being the same standard gas for both instruments. Results of these tests are shown in Sect. 3.3. (iv) OH reactivity values obtained from Eq. (1) and corrected for humidity changes, secondary OH formation, and deviation from first order kinetics, are then corrected for the dilution of ambient air sampled inside the reactor. The dilution factor is calculated as the ratio between the sampling flow rate and the total flow rate inside the reactor (sum of flow rates of N 2 , pyrrole and ambient air).
Comparative Reactivity Method set up
A description of the two CRM instruments used in this study, including operating conditions, is given below. It is illustrated by a detailed description of the instrument constructed at LSCE (Laboratoire des Sciences du Climat et de l'Environnement) in Fig. 3 and differences with the one from MD (Mines Douai) are reported in Table 1 and discussed below.
The comparative reactivity method instrument assembled at LSCE is a modified version of the CRM used during the MEGAPOLI field campaign and presented in Dolgorouky et al. (2012) . Briefly, pyrrole (Westfalen, Germany, 10.2 ppmv in N 2 , 20 % uncertainty), zero air (Messer standard mixture) and N 2 (Messer, purity 99.9999 %) are injected in a glass flow reactor (same shape and size as the one described by Sinha et al., 2008) and pyrrole concentration is monitored with a PTR-MS (High sensitivity quadrupole, from IONI-CON Analytic GmbH, Innsbruck, Austria). Zero air is obtained from synthetic air to achieve dry conditions for the acquisition of C1 and from sampling ambient air through a catalytic converter to generate zero air at ambient RH when measuring C2. A pump is placed at the exhaust of the cell, therefore the total flow is driven inside the reactor by the pump at the exhaust and the PTR-MS sampling. A UV pen ray Hg lamp (Lot Oriel, France) emitting at 184.9 nm is used to produce hydroxyl radicals. The total flow rate inside the reactor is usually kept around 0.3 sL min −1 , with a concentration of pyrrole in the range of 20-30 ppbv in the C2 level, C1 of 65 ± 5.8 ppbv (1σ ) and pyrrole-to-OH ratio ranging from 1.2 to 2.6.
A three-way valve is used to inject an external gas standard inside the sampling line. Additions of a standard test gas permit to derive the correction for a deviation from first order kinetics (see Sect. 3.3). A four-way valve is used to switch automatically every 5 min between C2 (zero air from the catalytic converter) and C3 (ambient air). An additional pump is used to either flush the sampling line with ambient air while the system is measuring C2 or to flush the catalytic converter while the system is measuring C3. Sampling lines for the re- Simplified not-to-scale schematic of the comparative reactivity method instrument of LSCE. Known flows of pyrrole, N 2 , and zero air are injected into a glass flow reactor. A four-way manual valve is used to humidify the flow of nitrogen, when OH radicals production is required. A four-way automatic valve allows for fast switches between C2 and C3 stages. A known amount of an external standard (in this case, propane) can be injected in the reactor to calibrate the instrument through a three-way valve.
actor and the catalytic converter are collocated to reduce humidity variations when measuring C2 and C3. Although the humidity difference between C2 and C3 is reduced with a catalytic converter, we still observe differences between the two levels; therefore, we correct the raw data as reported in the data processing section. Five mass flow controllers are used to control the flow rates, including pyrrole, synthetic air, N 2 , external standard (for instance propane), and the flow rate at the exhaust to en-sure a constant and precise dilution of pyrrole and ambient air during the measurements. An opening for an overflow is placed before the mixing of zero air with the external standard and is kept around 0.01-0.02 sL min −1 , to avoid any pressure build up in the system and to provide an outlet to check flows stability at any time. CRM-LSCE measures total OH reactivity automatically, except for manual quality check controls (external standard injection), and C1 acquisition.
The dwell time for the acquisition of m/z 68 is 20 s, and C2-C3 switches are performed every 5 min, leading to OH reactivity measurements every 10 min. The LOD of LSCE-CRM is ∼ 3 s −1 (3σ ) and the systematic uncertainty is ∼ 35 % (1σ ), including uncertainties on the rate coefficient between pyrrole and OH (8 %), detector sensitivity changes and pyrrole standard concentration (22 %), correction factor for kinetic regime (26 %) and flows fluctuations (2 %).
Potential measurement artifacts discussed in Sinha et al. (2008) are either corrected for the CRM-LSCE system or negligible under characteristic ambient conditions of the measuring site. In particular, photolysis is quantified to be ∼ 5 %; humidity changes are corrected as reported in the data processing section and OH formation by HO 2 + NO is negligible.
The CRM-MD instrument is described elsewhere Michoud et al., 2015) . For this study, several improvements were performed compared to the instrument described in Hansen et al. (2015) , to achieve a lower pyrrole photolysis in the reactor (< 5 %), and by consequence, to reduce the potential photolysis of other trace gases. The CRM-MD instrument was operated under the same conditions of flow rates, pyrrole concentration, and pyrrole-to-OH ratios as the LSCE instrument to allow an assessment of the reproducibility of OH reactivity measurements using the CRM technique. CRM-MD exhibits similar figures of merit than CRM-LSCE, including a detection limit (3σ ) of 3 s −1 and a systematic error quantified to be ∼ 18 % (1σ ). Differences in uncertainty between the two instruments can be explained by different uncertainties (1σ ) on the concentration of the pyrrole standard used (20 % for CRM-LSCE and 5 % for CRM-MD) and uncertainties in the correction factors applied for deviations from first order kinetics (26 % for CRM-LSCE while 9 % for CRM-MD).
The main differences between both instruments are listed in Table 1 iii. The length of the sampling line during the enclosure kOH experiment: approximately 30 m for CRM-MD and 5.5 m for CRM-LSCE. A longer sampling line was used for CRM-MD to perform collocated measurements with CRM-LSCE. However, the sampling flow rate was adjusted to 2 L min −1 to get similar residence times in the sampling lines of the two instruments (approximately 14 and 16 s for CRM-LSCE and CRM-MD, respectively).
iv. The sampling strategy: CRM-MD is equipped with a Teflon pump between the sampling line and the reactor while CRM-LSCE has the sampling line directly connected to the reactor, without any pump. The extra flow from the pump is vented through an open T-connector and similar sampling flow rates are achieved for both instruments. In addition, the sampling line of CRM-LSCE has a PTFE filter at the inlet to exclude particles with a diameter larger than 0.25 µm entering the reactor, while CRM-MD has no filters at the inlet.
In addition, each instrument uses a different pyrrole standard, i.e. from Westfalen, Germany (10.2 ppmv in N 2 , 20 % uncertainty, 1σ ) for CRM-LSCE and from PRAXAIR Inc., France (10.1 ppmv in N 2 , 5 % uncertainty, 1σ ) for CRM-MD. There are legitimate concerns that differences in the OH reactivity measurements could be due to the pyrrole standard since this type of gas cylinder is not common. In order to estimate the impact of using two different standards on the intercomparison results, the standard from Mines Douai was tested on the LSCE instrument, which instead was calibrated using the LSCE standard. The concentration of pyrrole measured in the MD cylinder was 9170 ± 272 ppbv, which is less than 10 % different of the certified concentration of 10.1 ppmv.
Description of the field site and experiments
The two CRM instruments were deployed from the 8-13 July 2013 at a remote site, Ersa, Cape Corsica, France (42.97 • N, 9.38 • E, alt 533 m). The site was chosen for intensive monitoring of atmospheric trace gases and aerosols under the ChArMEX project (Chemistry and Aerosols in a Mediterranean Experiment), an international program of field monitoring and modelling of atmospheric properties and climate interactions over the Mediterranean basin (https://charmex. lsce.ipsl.fr/). OH reactivity was measured as part of the 2013 CARBOSOR (CARBOn within continental pollution plumes: SOurces and Reactivity) field campaign by CRM-LSCE from the 16 July-5 August. The field site is located in the northern part of cape Corsica on the top of a hill facing the Mediterranean sea (533 m a.s.l.) and a few km away from the coast (2.5, 4.5, and 6 km from the west, north and east side respectively). The site is char-
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acterized by an intense Maquis shrubland, including characteristic plant species of the Mediterranean ecosystem as Pistacia Lentiscus, Myrtus Communis, Cistus Monspeliensis, Rosmarinus Officinalis, Genisteae, Hellebores and others. The closest anthropogenic source is the city of Bastia, second largest city and main harbour of the island, 50 km southern the monitoring site.
The intercomparison exercise consisted of three periods of collocated measurements of OH reactivity (between 8 and 9 July, between 10 and 11 July and during 12-13 July) and tests to evaluate the data processing using a common procedure.
During these days, ambient reactivity was close to the LOD of the systems; therefore we decided to measure the reactivity of a plant species close to our trailers and known to emit highly reactive compounds as monoterpenes (BrachoNunez et al., 2011) . The plant we chose is a Rosmarinus officinalis, commonly known as rosemary, found in low shrubs with evergreen needle-like leaves and native to the Mediterranean region.
For this experiment, we placed our inlets in a small enclosure constructed from a PET flask and showed to not interfere with ambient measurements. We chose it to prevent the sampling lines from rain and wind exposure and concentrate the emissions from the plant. From time to time we induced higher emissions by applying some mechanical stress (for instance by scraping or cutting some small branches); hence the results reported in the next section are not indicative for the plant's natural emissions. Figure 4 shows a top view of the field site and respective position of the two instruments.
Results and discussion
In the following section we present results of the intercomparison exercise and tests run on the two instruments to define a common and consistent approach to evaluate the data of OH reactivity. Tests include measurement of C1 according to the conventional approach presented in the experimental section and reported by Sinha et al. (2008) as well as measurement of C1 according to a new approach based on the use of an OH scavenger. We show results from collocated measurements of OH reactivity and the corrections needed for both instruments, and how corrections influence the correlation of the results of the two instruments.
C1 acquired with the conventional and scavenger approaches
The initial concentration of pyrrole, named C1, is usually measured when pyrrole is mixed with dry zero air and dry nitrogen, with the mercury lamp on. However, switching from humid to dry air to get a complete drying of the reactor can often be time consuming, especially when the instrument is operating on the field.
For this reason we conducted the experiment to inject a known amount of a scavenger molecule, in this case methane, into the CRM reactors to reach a mixing ratio of approximately 3 % by volume. Figure 5 shows three measurements of C1 performed with CRM-LSCE at flow rates of 12, 8, and 0.014 sL min −1 of methane mixed in a total flow of about 0.330 sL min −1 , leading to CH 4 mixing ratios of 3.4, 2.3 and 4.0 % respectively. At 11:30 (CEST), the PTR-MS was measuring C2, the cell was wet, pyrrole mixing ratio was 24.3 ± 0.4 ppbv and m/z 37 signal was 1.25 × 10 6 cps. At 11:40 we injected methane at the three flow rates indicated above and pyrrole mixing ratio increased to 73.5 ± 0.6, 71 ± 0.5 and 72.6 ± 2.9 ppbv inside the cell. It can be noticed, that we measured the same concentration of pyrrole when different flow rates of methane were added into the reactor, suggesting that only a negligible fraction of OH reacts with pyrrole and most of OH is scavenged by methane.
C1 was then also acquired under dry conditions, with m/z 37 being 2.35 × 10 5 cps, i.e. 1 order of magnitude lower than under wet conditions, at time 12.30. In this case, the pyrrole mixing ratio reached 73.8 ± 2.9 ppbv, which is not significantly different from the concentration measured using the scavenger approach. In this specific experiment, the acquisition of C1 with the usual approach took approximately 20 min, this time can vary to hours depending on the reactor design and coating.
For the CRM-LSCE instrument, similar values of C1 were found using both methodologies, highlighting the feasibility of the scavenger approach. Similar tests performed on the CRM-MD instrument showed significant differences in C1 values measured using the two approaches, with higher C1 values when the scavenger was used. This disagreement is likely due to difficulties to completely dry the reactor for the CRM-MD instrument, leading to the formation of OH from the photolysis of residual water molecules, which in turn leads to an underestimation of C1. The scavenger approach appeared to give a more robust determination of C1 for this instrument. Similar tests were also conducted in the laboratory after the ChArMEx field campaign using propane as a scavenger (at approximately 900 ppmv), showing consistent results with field observations.
The scavenger approach appears to be more suitable for field deployments than the conventional approach for CRM instruments, where drying requires more than an hour, since it allows faster C1 measurements (response in a few minutes against hours depending on the reactor's conditions), allowing more frequent checks of pyrrole stability without impairing ambient measurements of OH reactivity.
Assessment of the correction for humidity differences between C2 and C3
As mentioned in Sect. 2.2, the correction on the C2 measurement aims at reducing artifacts due to different humidity Values of m/z 37 refer to the protonated first water cluster which is used as tracer for absolute humidity in the system and depends on PTR-MS operational conditions, in our case E/N = 120 Td. levels between C2 and C3 measurements. While differences in humidity are already reduced using a catalytic converter to generate zero air from ambient air, small differences are still observed on the m37/m19 ratio, which in turn can lead to significant errors in OH reactivity measurements if C2 is not corrected. Both CRM instruments were characterized in the laboratory and several times during the field experiment to quantify the C2-dependence on humidity.
Calibrations for humidity consist of modulating the humidity of wet zero air flowing inside the reactor while recording C2 by mixing the wet zero air with dry zero air at different ratios inside the reactor. In this way, we monitor C2 (ambient humidity) and C2 * (ambient humidity mixed with dry synthetic air) signals, and alternate rapidly between them to avoid any interference from local ambient humidity changes. Values of C2 acquired in this way are plotted vs. the normalized counts of the first water cluster (m37/m19) during C2 as shown in Fig. 2 . A linear least squares fit of m/z 68 (during C2) vs. m37/m19 (during C2) provide the equation used to correct C2 as described in Sect. 2.2.
We performed simultaneous measurements of OH reactivity during 8-13 July 2013 and processed the raw data as reported in Sect. 2.2. We found that the correction for humidity differences applied to the raw data sets has an average impact of 12 % for CRM-LSCE and 4 % for CRM-MD (see Table 2 ). Interestingly, these corrections resulted in an increase of the CRM-LSCE measurements and in a decrease of the CRM-MD measurements. We believe that this opposite behaviour was due to a difference we had in the sampling set-up. CRM-LSCE usually operates with a PTFE filter at the inlet of the sampling line to prevent atmospheric particles entering the reactor; while CRM-MD did not use any filter for the intercomparison exercise. The PTFE filter might have act as water reservoir; retaining water vapours when the air was very humid and releasing water vapours when the air was dry. Therefore, using a filter at the inlet leads to both C2 drier or more humid than C3, depending on atmospheric conditions; while C2 of CRM-MD was always more humid than ambient air.
Assessment of the correction for the kinetics regime
As mentioned in Sect. 2.2, we use an experimental approach to estimate the correction factor that is needed to account for the deviation from pseudo first order kinetics during ambient measurements of OH reactivity. We introduced a known amount of OH reactivity produced by different gas standards in the reactors, including ethane and propane for both CRM instruments during the intercomparison on the field. Additional gases were also used during laboratory testing, before or after the field intercomparison, including isoprene for CRM-LSCE and ethene, propene, and isoprene for CRM-MD. These standards are intended to be representative for the range of reactivity of ambient trace gases with OH (bimolecular rate constants in the range 10 −13 -10 −10 cm 3 molecule −1 s −1 ). Moreover, the standard of ethane used in the field and during laboratory tests was the same one for both instruments.
Tests made with gas standards covered a range of OH reactivity from the LOD (≈ 3 s −1 , 3σ ) up to 300 s −1 . A smaller range of OH reactivity was investigated on CRM-MD with values ranging from the LOD (≈ 3 s −1 , 3σ ) up to 65 s −1 . However, tests performed in the laboratory using complex mixtures of NHMCs (non-methane hydrocarbons) and OVOCs (oxygenated volatile organic compounds) (see supplementary material of Michoud et al., 2015) showed that CRM-MD correctly measures higher OH reactivity values, with a linear response of the instrument up to approximately 900 s −1 . The range of pyrrole-to-OH ratios investigated during these tests ranges from 1.2 to 2.6, which is within the range of pyrrole-to-OH ratios observed during ambient measurements at Cape Corsica (1.2-2.6 for CRM-LSCE and 1.5-2.1 for CRM-MD). Figure 6 shows results from the calibrations made for both CRMs on the field, using ethane (hollow circles) and propane (full circles) as gas standards. It is interesting to notice that the correction factor for both instruments seems to follow a linear dependency with the pyrrole-to-OH ratio inside the reactor. In particular, the correction factor decreases when higher ratios are achieved inside the reactor. This behaviour was shown to be reasonably well reproduced by modelling the chemistry inside the CRM (Michoud et al., 2015) . Moreover, calibrations on CRM-LSCE reveal that a correction factor of 1 is reached for a pyrrole-to-OH ratio of 1.86, while CRM-MD reaches 1 at a ratio of 1.56. However, for pyrroleto-OH in the range 1.2-2.6 as the one of this study and showed in Fig. 6 , such linear dependency seems to be fairly significant only for CRM-MD (R 2 = 0.546), while it is not relevant for CRM-LSCE (R 2 = 0.206). Therefore the data set from CRM-MD was corrected with the equation from the linear fit reported on Fig. 6 while the data set from CRM-LSCE was corrected with a mean value of the correction factors obtained from the experiments conducted on the field. Since we obtained close corrections for our data sets (0.98 correction factor for CRM-LSCE, 0.97 for CRM-MD on average), this data processing did not substantially influence the correlation between the results from the two instruments. Table 2 reports a summary of the corrections resulting from our tests and their impact on the measures. The second important point to notice from Fig. 6 is the larger variability in correction factors from the experiments observed for CRM-LSCE compared to CRM-MD (1σ on the correction factor equals to 0.22 for CRM-LSCE and 0.07 for CRM-MD). We think that the main difference is attributable to a possible different mixing efficiency occurring inside the reactors where the two arms for air and nitrogen/OH are pointing. Although our reactors have the same shape, covering material and same flow rates injected, we suspect that even small differences in the length and pointing of the injection arms inside the reactor might provoke a different mixing and hence radical segregation inside the two systems. These differences in radical segregation could lead to differences in kinetics inside the two reactors. We need to further investigate different reactors to actually verify this hypothesis. To prevent that such small differences determine a wrong interpretation of the measured reactivity we consider therefore important that each CRM undergoes the experimental quantification of this correction factor; not only to assess the right correction for the kinetics regime but also to determine the specific reactor performance. Propane and ethane also showed slightly different behaviour when used as test gases for the CRM calibration. Different rate coefficients with OH could explain this behaviour, since for the same injected reactivity different concentration of the selected test gas are needed, hence the higher the concentration the closer the system is in the pseudo first order kinetics assumption. Additional experimental tests performed in the laboratory with a more reactive test gas as isoprene, and by modelled results of compounds with different reactivity conducted in the same pyrrole/OH range and discussed in the paper of Michoud et al. (2015) , supported this hypothesis. However, the larger variability in the correction factors from all experimental field tests (propane and ethane) makes differences among test gases behaviour not significant in the evaluated range of pyrrole/OH, hence a mean value or a linear fit including all experimental results is suitable to correct the reactivity.
Correction for dilution
After corrections on C2 for changes in humidity between C2 and C3, and on the reactivity for deviations from the pseudo first order kinetics, we accounted for the dilution of the sampled air inside our reactors to determine the reactivity in ambient air. As mentioned in Sect. 2.2, such correction is calculated from the sampled flow rate of ambient air and the total flow rate within the reactor. Factors of 1.36 and 1.31 were calculated for CRM-LSCE and CRM-MD respectively, and a similar increase of our final data is therefore obtained.
Measurement uncertainty
Processed reactivity data are subject to three types of corrections, which impact the final result by 49 % for CRM-LSCE and 20 % by CRM-MD (Table 2) . Among the discussed corrections, humidity differences play a more important role for CRM-LSCE while the other corrections influence the measurements from both instruments in a similar manner due to similar operating conditions.
Overall uncertainties include systematic errors and precision and were estimated according to the calculation described by Michoud et al. (2015) . Systematic errors originates from the uncertainty on the rate coefficient between pyrrole and OH, k pyrrole+OH , the uncertainty associated to the pyrrole standard, the stability of the PTR-MS sensitivity over time, the humidity and pseudo first order corrections described above and the correction for dilution. Such uncertainty is estimated to be 35 % for CRM-LSCE and 18 % for CRM-MD. Differences between instruments are due to the different uncertainties on the concentration of pyrrole in the standard cylinder (20 % for CRM-LSCE while 5 % for CRM-MD) and on the correction factor assessed for the kinetics regime (26 % for CRM-LSCE while 9 % for CRM-MD). The measurement precision depends on the concentration levels C1, C2, C3. The random error from precision dominates in the low range of OH reactivity (below 15 s −1 ) while systematic errors dominates for higher OH reactivity values. Overall uncertainty (systematic and precision) for this specific experiment, were estimated to be below 35 % on average for CRM-LSCE for OH reactivity values higher than 8 s −1 and approximately 18 % for CRM-MD when OH reactivity values are higher than 15 s −1 . For lower OH reactivity the overall uncertainty increases up to 50 % at the LOD of 3 s −1 (3σ ) for both instruments (Michoud et al., 2015) .
Intercomparison of OH reactivity results
Simultaneous measurements of OH reactivity with CRM-LSCE and CRM-MD were conducted between the 8 and 13 July, 2013; the processing of the raw data was discussed in Sects. 3.2-3.5. Figure 7 shows the correlation between reactivity data collected by CRM-LSCE (y axes) and CRM-MD (x axes) from their sampling (panel a, raw data) throughout their processing (panel b and c, respectively data corrected for humidity differences and data corrected for deviation from the assumed kinetics) to the final results (panel d, reactivity in ambient air). Data points include three different sampling periods: a first plant enclosure test during 8-9 July, ambient measurements between 10-11 July, and a second plant enclosure test between 12 and 13 July. As previously mentioned, to produce higher reactivity than ambient levels and extend our range of values for comparison we applied some stress on the plant to induce the emission of high levels of reactive compounds. In turn, our instruments responded to these high levels with small delays, and data acquisition was not perfectly synchronized, despite the fact that we achieved a residence time in the sampling lines on the same order of magnitude (12 s for CRM-LSCE and 13 s for CRM-MD). By consequence, small delays resulted in significant differences for high values of OH reactivity. We smoothed such differences considering thirty minutes averages of the measurements. Scatter plots therefore report all the data points obtained from our intercomparison experiment (190 points) and the agreement is quantified using linear least squares fit according to
Text boxes in Fig. 7 report an equation for each correlation plot, 1σ standard deviation on the equation coefficients and the determination coefficients R 2 for the proportion of variability in the data sets. These panels show a stepwise (A→D) increase in the level of correlation and a slight decrease in variability among data sets from the two instruments when each correction is subsequently applied. During the sampling, CRM-LSCE measured a lower reactivity compared to CRM-MD (19 % lower for the whole raw data set). Corrections for humidity changes and deviation from pseudo first order kinetics brought the results closer, with a difference of only 4 %. Finally, panel d shows that the correlation between the two data sets when the correction for ambient air dilution is applied is described by a slope of 1 and a coefficient R 2 of 0.75; which demonstrates that the results from the two instruments agree very well within the instrumental uncertainty. A linear least squares fit is also applied to the same data sets in a narrower range of reactivity values between 0 and 50 s −1 which is more relevant for the ambient OH reactivity values at the field site. For this range of values the variability among data is higher compared to the data points in the range 0-300 s −1 (R 2 from 0.667 to 0.543 vs. R 2 from 0.706 to 0.717). However, the agreement among CRM-LSCE and CRM-MD reactivity data sets also increases with the corrections applied when the 0-50 s −1 range is considered. From the raw data to the final corrected reactivity in the interval 0-50 s −1 the slope of the fits varies from 0.74 (raw data), 0.93 (humidity corrected data), 0.92 (kinetics corrected data) to 0.96 (dilution corrected, final result). Therefore the two data sets show a good agreement, within the instrumental uncertainties, also for reactivity values below 50 s −1 . Figure 8 shows the time series of ambient OH reactivity measured by CRM-LSCE (red data points) and CRM-MD (blue data points). Data points refer to fully corrected results from the three periods of exercise including plant enclosure and ambient air measurements. The signal measured by the PTR-MS of CRM-LSCE at m/z 137, which corresponds to the unfragmented protonated mass of total monoterpenes, is also reported as a reference for reactive biogenic VOCs, in particular for the plant enclosure test. Peaks emerging during the plant enclosure tests were obtained from induced plant emissions (8-9 July and 12-13 July). As Fig. 8 shows, OH reactivity peaked when m/z 137 peaked and signals from CRM-LSCE, CRM-MD and PTR-MS during the whole test exhibit the same variability. The method also demonstrated the real time quick response to the induced plant emissions.
It is worth noticing that this exercise was run on only two instruments which were also operated under similar conditions. It would be therefore very interesting to conduct this type of exercises on a larger number of CRMs, operated with different settings and in various environments. This would allow determining work cases when different corrections need to be applied and getting more insights on the impact they have on reactivity. However, intercomparison exercises for CRM instruments alone cannot help identifying specific and still unknown analytical issues for this technique. Therefore, experiments involving CRM and other techniques would be of greater interest.
Summary and conclusions
Our study presents results of the first intercomparison exercise reported on two Comparative Reactivity Method instruments assembled in different laboratories and used under similar operating conditions at the field site of Ersa, Cape Corsica, France. The two instruments discussed here are CRM-LSCE and CRM-MD, from the laboratories LSCE (Laboratoire des Sciences du Climat et de l' Environnement) and MD (Mines de Douai) where they were assembled. The intercomparison took place during early July 2013 in the frame of the ChArMEx project (Chemistry and Aerosols in a Mediterranean Experiment). It consisted of different calibration and validation tests of the instruments as well as simultaneous measurements of OH reactivity. We here present for the first time an alternative approach to rapidly measure the initial concentration of pyrrole (C1) without perturbing the system. The method consists in introducing an OH scavenger in the reactor, when the system is measuring C2 under wet conditions. The scavenger, methane in this study, reacts with most of the OH radicals available for reaction with pyrrole and/or any other ambient molecule. Therefore, even if the cell is wet, and OH radicals are produced, the amount of pyrrole reacting with OH is negligible, and its actual level would be C1. The main advantage of this alternative approach is a substantial reduction in the conditioning time from several 10s of minutes to a few minutes. Such improvement is particularly useful during field works.
We document in detail the corrections needed to treat a data set of reactivity measured by CRM and use an alternative experimental approach to correct for deviations from first order kinetics. Humidity differences between C2 and C3 arise even when using a catalytic converter to generate zero air. The corrections applied for humidity influence the raw data of 4 % (CRM-MD) and 12 % (CRM-LSCE) on average. We showed how the instruments response changed by introducing known amounts of reactivity in the kinetics regime of pyrrole-to-OH ratios ranging from 1.2-2.6. In particular, we saw that the correction factor needed to account for a deviation from pseudo first order conditions is close to unity.
When the three corrections for humidity differences, deviations from first order kinetics, and dilution are applied they have an average impact on the two data sets of 20 % for CRM-MD and 49 % for CRM-LSCE.
We also tested the ability of the two instruments in measuring OH reactivity over a broad range of values from the instruments LOD (3 s −1 ) to approximately 300 s −1 . Correlations between 30 min averaged data resulted in CRM LSCE measurements being extremely close to CRM MD measurements, a correlation described by a linear least squares fit with a slope of 1 and a R 2 of 0.75. This excellent agreement among our results consolidates the robustness of the comparative reactivity method to measure OH reactivity. Our study also stresses out the intensive data processing for this method and the importance of a proper determination of each correction needed to process the data for each instrument.
Finally, more intercomparison exercises among CRM instruments, and among different methods used to measure OH reactivity would be of great interest to evaluate the limitations and strengths of this technique.
