Abstract. Let P ∈ Z[n] with P (0) = 0 and ε > 0. We show, using Fourier analytic techniques, that if N ≥ exp exp(Cε −1 log ε −1 ) and A ⊆ {1, . . . , N }, then there must exist n ∈ N such that
1. Introduction.
1.1.
Background. The study of recurrence properties of dynamical systems goes back to the beginnings of ergodic theory. If A is a measurable subset of a probability space (X, M, µ) with µ(A) > 0 and T is a measure preserving transformation, then it was already shown by Poincaré [15] that µ(A ∩ T −n A) > 0 for some natural number n, and hence for infinitely many.
Poincaré's result was subsequently sharpened by Khintchine [7] , who showed that sets of positive measure not only return to intersect themselves infinitely often, but in fact return "frequently" with "large" intersection. In order to be more precisely we recall that a set R ⊆ N is said to be syndetic if it has bounded gaps: there exists L ∈ N such that every interval of length greater than L intersects R non-trivially. A precise formulation of Khintchine's result is that for every ε > 0, the set (1) n ∈ N : µ(A ∩ T −n ) > µ(A) 2 − ε is syndetic. Note that in general this lower bound is sharp, since µ(A ∩ T −n A) → µ(A) 2 as n → ∞ whenever T is a mixing transformation.
The following polynomial version of Khintchine's result, where the set of natural numbers n is replaced by the values of a polynomial P ∈ Z[n] satisfying P (0) = 0, was established by Furstenberg [6] .
Theorem A (Furstenberg [6] ). Let (X, M, µ, T ) be an invertible measure preserving system, A ∈ M and P ∈ Z[n] with P (0) = 0. For every ε > 0, the set (2) {n ∈ N : µ(A ∩ T −P (n) A) > µ(A) 2 − ε} is syndetic.
For a proof of this result we refer the reader to the presentations in [14] or [2] , see also [12] . It follows from (two different variants of) Furstenberg's correspondence principle that Theorem A has the following two combinatorial consequences.
Corollary B (Furstenberg [6] , see Frantzikinakis and Kra [4] ). Let A ⊆ N and P ∈ Z[n] with P (0) = 0. For every ε > 0, the set (3) n ∈ N : δ(A ∩ (A + P (n))) > δ(A) 2 − ε is syndetic, where δ(B) = lim sup N →∞ |B ∩ [1, N ]|/N denotes the upper density of a given set B ⊆ N.
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Corollary C (Furstenberg [6] , see Frantzikinakis and Kra [4] ). Let P ∈ Z[n] with P (0) = 0. For every ε > 0 there exists N 1 = N 1 (ε, P ) such that if N ≥ N 1 and A ⊆ [1, N ], then there exists n ∈ N such that
We note that this correspondence gives no quantitative bounds in the finite setting of Corollary C (other than the special case when the polynomial is linear).
Remark. Recently, far reaching generalizations of Furstenberg's results (Theorem A and its corollaries) have been obtained in the settings of multiple recurrence. In particular, if (X, M, µ, T ) is an invertible measure preserving system, A ∈ M and P 1 , . . . , P ℓ be any linearly independent family of integral polynomials with P i (0) = 0 for all 1 ≤ i ≤ ℓ, then Frantzikinakis and Kra [4] have shown that for every ε > 0, the set
is syndetic, and that the analogous extensions of Corollaries B and C also hold.
A study of the (intermediate) phenomenon of simultaneous (single) polynomial recurrence was initiated by the authors in [12] , see also [9] and [10] .
For a comprehensive survey of the impact of the Poincaré recurrence principle in ergodic theory, especially as pertains to the field of ergodic Ramsey theory/additive combinatorics, see [5] , [1] and [8] .
1.2. Statement of Main Results. The purpose of this article is to establish, using Fourier analytic methods, the following quantitative versions of Corollaries C and B.
and c(ε, P ) = exp exp(−Cε −1 log ε −1 ).
Note that in order to obtain a non-trivial conclusion from Theorem 1 we must have L ≥ c(ε, P ) −1 and consequently also N ≥ c(ε, P ) −k . In particular, this implies Corollary C with N 1 (ε, P ) = exp exp(Cε −1 log ε −1 ).
Remark. In a supplementary document [11] we give a proof of Corollary C with the quantitative bound N 1 (ε, n 2 ) = exp exp(Cε −1 log ε −1 ), in the special case where the polynomial P (n) = n 2 . While the presentation in [11] closely follows that of the current paper, many of the analogous arguments are significantly less technical and as such we feel that the reader may find the exposition in [11] illuminating.
for all intervals I of natural numbers with |I| ≥ L and c(ε, P ) = exp exp(−C ε −1 log ε −1 ).
We note that the parameter L in Theorem 2 necessarily depends on the actual set A in question and not just on its density, for a proof of this fact see Section 7.
We remark that Theorem 2 (and Corollary B) also holds if one replaces the upper density δ with the upper Banach density δ * defined for A ⊆ N by δ
The strategy we will employ to prove Theorems 1 and 2 is to lift the problem in such a way that we may then apply the following analogous higher dimensional results.
for all intervals I of natural numbers with |I| ≥ K and c(ε, k) = exp exp(−Cε −1 log ε −1 ).
Recall that for B ⊆ N k the upper density of B is defined to be δ(B) = lim sup
3. An outline of the paper. The bulk of the present paper is concerned with establishing Theorems 3 and 4, from which Theorems 1 and 2 follow in an essentially straightforward manner. These deductions are presented in Sections 6.1 and 6.2 respectively.
In Section 2 we recall some basic properties of the Fourier transform on Z k , see how these can be used to count differences in B ⊆ [1, M ] k of the form γ(t) and lead us naturally to the analysis of certain variants of standard Weyl sums.
In Section 3 we reduce the task of proving Theorems 3 and 4 to a key dichotomy proposition, namely Proposition 2. The proofs that Proposition 2 implies Theorems 3 and 4 are presented in Sections 3.1 and 3.2 respectively. The arguments in these sections are close in spirit, and very much influenced by, those of Bourgain [3] , see also Magyar [13] .
In order to use Fourier analysis to prove Proposition 2 we introduce a smooth functional variant of Proposition 2, namely Proposition 3. The proof of Proposition 3 as well as the proof that it implies Proposition 2 is given in Sections 4 and 5.
Finally, in Section 7, we include a short proof of the fact that the parameter L in Theorem 2 necessarily depends on the actual set A in question and not just its density.
Preliminaries

Fourier analysis on
For f ∈ L 1 we define its Fourier transform f :
Note that the summability assumption on f ensures that the series defining f converges uniformly to a continuous function on T k (which we will identify with the unit cube [0, 1] k in R k ) and that the Fourier inversion formula and Plancherel's identity, namely
2πim·α dα and
are, in this setting, immediate consequences of the familiar orthogonality relation
Defining the convolution of f and g to be
Finally, we remark that it follows from the Poisson Summation Formula that if ϕ ∈ S(R k ), then
denotes the Fourier transform (on R k ) of ϕ.
Counting differences of the form
It is easy to verify, using the properties of the Fourier transform discussed above, that the average number of pairs of elements in B whose difference is equal to γ(n) with n ∈ (λ, λ + µ] ∩ Z can be expressed as follows:
It is easy to see that
where
denotes a classical (normalized) Weyl sum. Unfortunately, the rather simplistic relationship indicated in (9) will only be useful to us in the case where µ = λ. When µ < λ we will make use of the following alternative:
where T λ is a k × k matrix whose entries are given by
Standard Weyl sum estimates.
It is clear that whenever |α j | ≪ µ −j there can be no cancellation in the Weyl sum (10) , in fact it is easy to verify that the same is also true whenever each α j is close to a rational with small denominator (there is no cancellation over sums in residue classes modulo q).
We now state a precise formulation of the well known fact that this is indeed the only obstruction to cancellation. For a proof of this result see either [9] or [10] . Lemma 1. Let η > 0 and µ ≥ η −C (with C sufficiently large depending on k). If for some 1 ≤ j ≤ k we have
Remark. It is easy to see that one can conclude from Lemma 1 that estimate (14) also holds (under the same hypotheses as above with C 1 replaced with say 2C 1 ) for the "perturbed" Weyl sums
where 1 ≤ µ ≤ λ are now no longer assumed to take on integer values, provided µ ≫ η −1 .
We note that from Lemma 1, relationship (11) and the Plancherel identity, we may conclude that
While in the case µ = λ it follows from (9) that
whenever α / ∈ M η,λ and as a consequence of this we can in fact make the rather more favorable conclusion that
In order to carry out our Fourier analytic arguments it will be convenient to consider the (nonisotropic) lattice
of rational points where
as opposed to the much smaller, but alas more wildly distributed, set of rational points that appear as the centers of the major boxes in T k that constitute M η,µ . Note that it follows from elementary considerations involving the prime numbers that
and this accounts for one of the exponentials in the bound in Theorems 3 and 4 (as well as 1 and 2).
Reduction to dichotomy propositions
We now separately present the statement of two key propositions (although as we shall see the first of which follows immediately from the second) and demonstrate how they can be used to prove Theorem 3 and Theorem 4 respectively. For L > 1 and q ∈ N we define
Let η > 0 and 1 ≤ µ ≤ λ. We define
3.1. Proof of Theorem 3. Although this result can in fact be deduced from the second dichotomy proposition (Proposition 2 below), we feel that the reduction of Theorem 3 to the (simpler) Proposition 1 is not only more direct and straightforward (by virtue of the fact that we can take µ = λ), but that our decision to include it will also serve to illuminate the deduction of Theorem 4 from Proposition 2.
If λ is an integer that satisfies λ ≥ η
where Ω = Ω ηε,λ,λ .
Proposition 1 (and Proposition 2 below) both express, in our setting, the basic dichotomy that either B behaves as though it were a random set, or has arithmetic structure as the Fourier transform 1 B is concentrated (on small annuli) around a fixed (nonisotropic) lattice of rational points.
Proof of Theorem 3. Let ε > 0, η ε = exp(−Cε −1 log ε −1 ) and q ε = q ηε . Suppose K and M are integers that satisfy
is a sequence of integers with J > 10/ε with the property that
It is easy to now see that the sets Ω j = Ω ηε,λj ,λj are disjoint.
Suppose, contrary to Theorem 3, that there does exists a set
for all C > 0 and all 1 ≤ j ≤ J.
Proposition 1 allows us to conclude from this that
On the other hand it follows from the disjointness property of the sets Ω j (which we guaranteed by our initial choice of sequence {λ j }) and the Plancherel identity that
giving us our desired contradiction.
Proof of Theorem 4.
We now present the statement of our second (stronger) dichotomy proposition.
If 1 ≤ µ ≤ λ are any given pair of integers that satisfy µ ≥ η
where Ω = Ω ηε,λ,µ .
Key to deducing Theorem 4 from Proposition 2 is the following combinatorial result on the annuli Ω ηε,λ,µ .
Lemma 2 (Overlapping Lemma). Let η > 0. Suppose {µ j } j∈N and {λ j } j∈N be sequences such that µ 1 ≥ η −k q η and
for all j ∈ N, then it follows that α ∈ T In this case there necessarily exists a sequence of intervals of natural numbers I j = (λ j , λ j + µ j ] with µ 1 ≥ 4q η and µ j ր ∞ for which
Since inequality (30) must then also hold for the right-half intervals I
, we see that we can further assume that λ j → ∞. By passing to a subsequence, one may without loss in generality assume that µ 1 ≥ η −k q ε and
for all j ∈ N.
We now fix an integer J > 40k/ε. It follows from the definition of upper density that there must exist
Proposition 2 allows us to conclude from this that (31)
On the other hand it follows from Lemma 2 (with Ω j = Ω ηε,λj ,µj ) and the Plancherel identity that (32)
3.3.
Proof of the Overlapping Lemma. First we establish the following. λ Ω, where Ω = Ω η,λ,µ , then there exist 1 ≤ i ≤ k and a ∈ Z such that
Proof of Lemma 3. Suppose that T λ α ∈ Ω, then for some 1 ≤ j ≤ k we have
Denote by i is the largest integer from {1, . . . , k} for which
A key observation is that for each 1 ≤ j ≤ k one can write
where 0 < c j ≤ j(k − j) < k 2 , that the maximal assumption on i ensures that
for some a ′′ ∈ Z k , and hence that
We note that it follows immediately from (36) and (35) that
for some a ∈ Z k , while from (36) and (34) it follows that for all a ∈ Z k we have
Proof of Lemma 2. If T λj α ∈ Ω j , then Lemma 3 guarantees the existence of an integer 1 ≤ i j ≤ k such that
Suppose there exists α ∈ T k and distinct integers j 1 , . . . , j k+1 for which
It follows from the pigeonhole principle that there must exists integers j, j ′ ∈ {j 1 , . . . , j k+1 }, with j < j ′ , for which i j = i j ′ . Inequality (37) and the fact that µ 1 ≥ η −k q η the forces the situation that η 2k µ j ′ < 3λ j which contradicts (28).
Formulation of smooth variants of Propositions 1 and 2
We now formulate smooth functional variants of Proposition 1 and 2 that are better suited to our Fourier analytic approach.
Counting function. For
With g = h = 1 B this essentially gives a normalized count for the number of pairs of elements in B whose difference is equal to γ(n) with n ∈ (λ, λ + µ] ∩ Z and q|n.
Note that it is natural to consider only those n ∈ N that are divisible by some (large) natural number q. Indeed, as a consequence of the fact that our set B could fall entirely into a subset of Z k of the form
, it follows that if there were to exist n ∈ N such that B ∩ (B + γ(n)) = ∅ for an arbitrary set B, then these n would necessarily have to be divisible by all 1 ≤ d ≤ ε −1/2 and hence by the least common multiple of all 1 ≤ d ≤ ε −1/2 , a quantity of size exp(Cε −1/2 ).
As before this can be expressed this count on the transform side as
Remark. If the integers λ and µ are both divisible by q, then one can easily verify that
and as such we can deduce estimates for these new exponential sums, via relations (9) and (11), from those that are stated in Lemma 1. See in particular Lemma 6 below. For a given q ∈ N and L > 1 we define
It follows from the Poisson summation formula that the Fourier transform (on Z k ) of ϕ q,L takes the form
where T * λ denotes the adjoint of T λ , and note that
where M q,L are the major boxes defined by (17), and that we may choose our cutoff function ϕ so that
will be essentially supported on Ω ηε,λ,µ in the sense that
The smooth variant of Proposition 2 is then the following: where q ε = q ηε with η ε = exp(−Cε −1 log ε −1 ). Then there exists 0 < η ≪ ε satisfying η ε ≤ εη, such that either
Remark. We have chosen to not explicitly state the analogous smooth variant of Proposition 1, since this would be simply Proposition 3 with µ set equal to λ and ψ replaced with ϕ.
We finish this section by explicitly showing that Proposition 3 does indeed imply Proposition 2, the same argument of course also establishes that Proposition 1 would follow from its (unstated) analogous smooth variant.
Proof that Proposition 3 implies Proposition 2. Let f = 1 B and q = q η , noting that and q ≤ q ε .
It is easy to see that if Λ
which immediately gives (26), with 2ε in place of ε, since q ε ≤ exp(Cη
While from the fact that q|q ε it follows that
and hence from the remarks preceding Proposition 3 (in particular (46)) that (48) implies (27).
Proof of Proposition 3
We now present the proof of Proposition 3, finally completing the proofs of Theorems 3 and 4. As opposed to the usual Fourier proofs of Sárközy's theorem, which are based on density increment arguments, here we use an energy increment argument, (in fact a regularity lemma type decomposition) to obtain optimal recurrence.
Remark. We have already noted that in order to establish Theorem 3 we need only prove Proposition 3 with µ = λ and ψ replaced with ϕ. Making these substitutions in the proof below will indeed give a proof of the (unstated) smooth variant of Proposition 1 (one must also, in the proof of Lemma 6, (naturally) replace T λ with the identity matrix and increase the size of some constants threefold).
. We make the decomposition
which of course forces
One should think of f 1 (m) (respectively f * ψ q,L2 (m)) as being essentially the average value of the function f over arithmetic grids of the form
Proof of Proposition 3. Note that
where both terms in (⋆) involve a f 2 and both terms in (⋆⋆) involve a f 3 .
The proof of Proposition 3 will follow as an almost immediate consequence of the following two lemmas.
and hence
The proposition then follows from the observation that
which follows from standard properties of convolutions under the action of the Fourier transform, identity (39), and trivial bounds for the exponential sum S λ,µ,q .
5.3.
Proof of Lemma 4. Let q = q η . If q|n and λ < n ≤ λ + µ (and hence n ≤ 2η k L 1 ), then it is straightforward to see that ϕ can be chosen so that f 1 is essentially invariant under translation by γ(n) in the the sense that (58)
Therefore, provided η is chosen so that cη k ≤ ε/4, we have
Using Cauchy-Schwarz, one obtains
Since f is supported on [1, M ] k (and ψ q,L1 is L 1 -normalized) it follows that (62)
provided 2σk < 1. Hence taking σ = ε/16k completes the proof.
Proof of Lemma 5.
It is in establishing Lemma 5 that we finally exploit the arithmetic properties of the curve γ(n). In particular, we will make use of the following "minor arc" estimates for the exponential sums S λ,µ,q .
Lemma 6 (Corollary of Lemma 1). Let ε > 0. If 0 < η ≪ ε and 0 < η ′ < εη, then
Proof. Let η 0 = η ′ /η and α ∈ T k be fixed. If there exists a ∈ Z k such that
for all 1 ≤ i ≤ k, then (as remarked earlier) ϕ can be chosen such that
While if for some 1 ≤ i ≤ k we have
where λ ′ = λ/q and µ ′ = µ/q and the remark proceeding Lemma 1 that
Proof of Lemma 5. We first construct the number η > 0. Choosing a lacunary sequence {η j } for which (66) η 1 ≪ ε and η j+1 ≤ (ε/80C 1 )η j for each j ≥ 1 it is easy to see that
where q j = q ηj . It follows immediately that there must exist 1 ≤ j ≤ 40C 2 /ε such that (67) ψ qj+1,L2 − ψ qj ,L2 ∞ ≤ ε/40.
We set η = η j and η ′ = η j+1 for this value of j and note that η satisfies the inequality
Estimate (55) now follows immediately from Lemma 6 and (67), since
and η ′ /η ≤ ε/80C 1 .
Lemma 5 now follows, since by arguing as in the proof of Proposition 3 above, we obtain
where the last inequality follows from Plancherel and the fact that f
6. The proofs of Theorems 1 and 2
In both of the proofs below we fix a polynomial P (n) with integer coefficients, namely P (n) = c 1 n + · · · + c k n k and let P : Z k → Z denote the mapping given by
Furthermore, given any set A ⊆ Z we define
for each 0 ≤ j ≤ m − 1 where m = gcd(c 1 , . . . , c k ).
6.1. Deduction of Thereom 1 from Theorem 3. Let ε > 0 and A ⊆ [1, N ] with δ = |A|/N satisfying 0 < ε ≤ δ 2 . We suppose that
Without loss in generality we will make the convenient additional assumption that m|N .
It is easy to see that there necessarily exists 0 ≤ j ≤ m − 1 such that
and N ′ is some suitably large multiple of N (depending only on the coefficients of P ) then it follows that
We now set M = ηN/m for some suitably small η > 0,
noting that we can clearly choose η ≪ ε to ensure that
Thus, if we set
and
It follows that there must exist x ∈ X such that if we set
In summary we have shown that for any given set A ⊆ [1, N ] and ε > 0 there exists a set
and hence Theorem 1 now follows from Theorem 3. If we now define B = {b ∈ Z k : P(b) ∈ A j − j} it follows immediately that δ(B) = mδ(A j ) δ(B ∩ (B + γ(n))) = mδ(A j ∩ (A j + P (n))) and consequently δ(B ∩ (B + γ(n))) ≤ δ(B) 2 − ε/5.
In summary we have shown that for any given set A ⊆ N with δ(A) > 0 and ε > 0 there exists a set B ⊆ Z k with δ(B) > 0 such that n ∈ N : δ(B ∩ (B + γ(n))) > δ(B) 2 − ε/5 ⊆ n ∈ N : δ(A ∩ (A + P (n))) > δ(A) 2 − ε and hence Theorem 2 follows immediately from Theorem 4.
7. The parameter L in Theorem 2 necessarily depends on the set A In this final section we construct an example to show that the parameter L in Theorem 2 necessarily depends on the actual set A and not just on its density. Proposition 4. Let P ∈ Z[n] with P (0) = 0 and L ∈ N, then there exist A ⊆ N with δ(A) = 1/3 and an unbounded increasing sequence {λ j } with the property that A∩(A+P (n)) = ∅ whenever n ∈ ∞ j=0 [λ j , λ j +L].
Proof. With out loss in generality we assume that the leading coefficient of P . Set M = P (aL) with a ∈ N chosen so that P is increasing and 2P (aL) ≥ P ((a + 1)L). We definine A ⊆ N such that A = A + 3M and A ∩ [1, 3M ] = [M + 1, 2M ].
Since P (n) = P (m) (mod 3M ) whenever n = m (mod 3M ), it is easy to see that if λ j = j3M + aL, then the fact that A ∩ (A + P (n)) = ∅ whenever n ∈ [λ j , λ j + L] for some j, follows from the fact that this holds for j = 0 (as can be easily verified by the reader).
