For a generic many-body system, we define a soft point-to-set correlation function. We then show that this function accepts a representation in terms of an effective overlap field theory. In particular, instantons in this effective field theory encode point-to-set correlations for supercooled liquids.
Supercooled liquids exhibit dramatic slowdown with modest lowering of their temperatures, resulting in the omnipresent glass transition. For decades, many have searched for hidden growing length scales underlying this enigmatic slowdown [1] . A promising candidate has been proposed recently by Biroli and Bouchaud [2] : through an ingenious thought experiment, they incarnated the heuristic notion of entropic droplets [3] in point-to-set correlations [4] . The aim of the present paper is to further identify a class of effective field theories encoding these point-to-set correlations.
We reach our goal in three steps. First, we define a soft point-to-set correlation function, with both an observable and a constraint expressed in terms of local overlaps [c.f. Eq. (6)]. We then apply the replica trick to eliminate a troublesome denominator. Finally, the standard coarse-graining procedure leads us to an effective theory of an overlap field. The resulting effective Hamiltonian [c.f. Eq. (13)] encompasses the class of replica field theories, hitherto believed to dictate the physics of supercooled liquids [5, 6] . Furthermore, the derivation yields a microscopic justification for equating the size of instatons in this effective field theory with the point-to-set correlation length of a supercooled liquid [15] .
To start, let us give a mathematical expression for a conventional point-to-set correlation function, suitable for a generic many-body system consisting of N particles contained in a d-dimensional box of volume V and governed by a Hamiltonian H; we label each configuration by positions of the particles X = {x i } i=1,...,N [16] . Here, we shall follow the thought experiment devised in [2] , mathematically consolidating each step. First, we draw an equilibrium configuration X 1 from a Boltzmann distribution
where the partition function Z ≡ dXe −βH(X) (Fig.1a) . Next, we fix all the particles outside some region R (Fig.1b) , and pick a new subequilibrium configuration in the interior under the influence of the external force exerted by the fixed particles outside (Fig.1c) . This is realized by drawing a new configuration X 2 from a conditional Boltzmann distribution
with Z R (X 1 ) ≡ dXe −βH(X) C R X X 1 , where the conditional function
enforces the two configurations to agree outside the region R. Then, we ask how similar this new configuration looks to the original configuration, in a cell c * centered inside the region R (Fig.1d ). This similarity is quantified by a local overlapq (c * ; X 1 , X 2 ), defined in the Appendix [c.f. Eq. (15)]. Putting all the expressions together, our average expectation is expressed by a point-to-set correlation function
For sufficiently supercooled liquids, this expectation value crossovers from a high-overlap value to a lowoverlap value as we increase the size of the region R ( Fig.2 ) [9, 10] [17]. The crossover scale defines a pointto-set correlation length. We now define a variant of the point-to-set correlation function given above, which retains desired qualitative features while admitting smooth passage to an effectivetheoretic description. Specifically, let us divide the entire system into a regular lattice of hypercubic cells (Fig.3a) and, as before, fix all the particles outside some region R (Fig.3b) . Then, rather than requiring a new configuration X 2 to exactly match the original configuration X 1 outside R, we demand it to overlap highly with the original (Fig.3c) . We can implement this constraint by replacing the "hard" conditional function given in Eq. (3) by a "soft" conditional function
where the step function θ(x) = 1 for x > 0 and zero otherwise [18] . For sufficiently supercooled liquids, this soft constraint permits vibrations of particles around their itinerant centers; meanwhile, we choose the threshold value q th high enough so as to penalize, outside the region R, significant cooperative rearrangements [11] of these centers. Henceforth, we work with a soft point-to-set In the other extreme where we take a very big region R, influence from the exterior cannot survive deep inside: there, we expect two configurations to be decorrelated, resulting in low overlap. 
As it stands, the integrand of the soft point-to-set correlation function holds dXe
(X 1 ) as its denominator. This factor obstructs us from integrating out the microscopic variable X 1 , which is an essential formal step in passing to an effective-theoretic description. The replica trick surmounts this obstacle. Namely, we introduce (N r − 2) replicas X 3 , ..., X Nr and insert
into the integrand. In particular the denominator of the integrand now becomes
Nr−1 and thus can be eliminated by taking the replica limit N r → 1. Also noting Z = lim Nr→1 Z Nr , we obtain
From here, we can just turn the crank of the standard coarse-graining procedure. For each pair of replica configurations X a and X b with a = b, we define a mutual local overlap at each cell c by [c.f. Eq.(15) in the Appendix]q
We then insert
with the functional integral
into the integrand of the replica expression given in Eq. (8) . We obtain
where the effective Hamiltonian H Nr [q] is implicitly defined through
More concisely,
Here, the constraint R-soft indicates that the field components q 12 , ..., q 1Nr are constrained to take values greater than the threshold value q th everywhere outside the region R.
Having expressed the soft point-to-set correlation function in the language of the effective overlap field theory, let us perform the thought experiment for one last time. For sufficiently supercooled liquids, we assume that the field theory possesses, in addition to the low-overlap stable state, at least one high-overlap metastable state satisfying q 12 , ..., q 1Nr > q th throughout the space [19] . Now, even when the size of the region R is very small, there exists a small droplet configuration interpolating highoverlap values outside R and a low-overlap value at its core c * . However, it is subdominant to the metastable configuration with, in particular, high q 12 (c * ). Thus we expect a high point-to-set correlation. When R is very large, on the contrary, large droplet configurations dominate over the metastable configuration, resulting in a low point-to-set correlation. The crossover takes place when the size of the region R crosses the size of critical droplets, in other words, instantons. Therefore the size of the instantons corresponds to the point-to-set correlation length of the supercooled liquid.
We elucidated a relation between point-to-set correlations in supercooled liquids and instantons in an effective overlap field theory. It would be interesting to thoroughly explore instantons with intricate replicasymmetry breaking patterns, building on pioneering work in [5, 7] . The other intriguing avenue of pursuit would be to clarify the role of point-to-set correlations in the dynamics of supercooled liquids. For example, Montanari and Semerjian proved rigorous bounds between a pointto-set correlation length and a relaxation time for graphical models: it would be valuable to adapt their proof for generic many-body systems. More ambitiously, it would be exciting to tie the point-to-set correlation length to the size of dynamically heterogeneous patches [13, 14] .
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APPENDIX
We can quantify a local overlap between two configurations X = {x i } i=1,...,N and Y = {y i } i=1,...,N within a hypercubic cell c bŷ
Here, ρ = N V is a density, l is the linear size of the cell c, and w(z) is a monotonically decreasing short-ranged function with w(0) = 1; we choose the size l and the range of the function w(z) to be of the order of the average interatomic distance. Given these choices, for identical configurations X = Y, the local overlapq (c; X, X) takes a value close to 1 on average. On the other hand, for two statistically decorrelated configurations, the local overlap on average takes a low value, given in [17] .
When we partition the system into a region R and its complement R, we must sum over NR, the number of particles inside R; alternatively, we can work with the grandcanonical ensemble throughout.
[17] The asymptotic low-overlap value of the point-to-set correlation functions in the large region limit is given by dX1M(X1) dX2M(X2)q (c * ; X1, X2) ,
where, without loss of generality, we can place a cell c * anywhere in the system. We may define "connected" point-to-set correlation functions by subtracting this value from the "disconnected" point-to-set correlation functions given in Eq.(4) and in Eq.(6).
[18] The specific form of this soft conditional function is immaterial. Crucial points are that it is a function of local overlaps and that it penalizes low overlaps outside the region R.
[19] This is customarily assumed (for example, see [5, 6] ).
See [12] for interesting numerical work which can potentially access these metastable states directly.
