Fuzzy Logic Controllers constitute knowledge-based systems that include Fuzzy Rules and Fuzzy Membership Functions to incorporate human knowledge into their knowledge base. The de nition of fuzzy rules and fuzzy membership functions is one of the key question when designing Fuzzy Logic Controllers, and is generally a ected by subjective decisions. Some e orts have been made to obtain an improvement on system performance by incorporating learning mechanisms to modify the rules and/or membership functions of the FLC. Genetic Algorithms are probabilistic search and optimization procedures based on natural genetics. This paper proposes a way to apply (with a learning purpose) Genetic Algorithms to Fuzzy Logic Controllers, and presents an application designed to control the Synthesis of biped walk of a simulated 2-D biped robot.
INTRODUCTION
Fuzzy Logic Controllers 6, 11, 18] are being widely and successfully applied to di erent areas. Fuzzy Logic Controllers (FLCs) can be considered as knowledge-based systems, incorporating human knowledge into their Knowledge Base through Fuzzy Rules and Fuzzy Membership Functions. The de nition of these Fuzzy Rules and Fuzzy Membership Functions is generally a ected by subjective decisions, having a great in uence over the performance of the system. When designing an FLC, a control expert capable of providing the knowledge to be included into the controller, is needed. If this way is not possible, or the obtained knowledge is not good enough, the de nition or the re nement of the knowledge requires a learning or adaptation process.
Di erent interpretations of the characteristics and performances of FLCs have been done. From the point of view of knowledge-based systems, FLCs has been interpreted as a particular type of real time expert systems. A second interpretation more suited to the analysis of the control properties of the FLC, considers FLCs as non-linear, time-invariant control laws. In addition, recent works have demonstrated the ability of Fuzzy Controllers to approximate continuous functions on a compact set, with an arbitrary degree of precision; di erent kinds of FLCs are universal approximators ( 2, 3, 10] ). Combining ideas related to these three di erent interpretations, some e orts have been made to obtain an improvement in system performance (a better approximation to an optimal controller, with a certain performance criterion) by incorporating learning mechanisms to modify prede ned rules and/or membership functions, represented as parameterized expressions. The main goal is to combine the ability of the system to incorporate experts' knowledge from a knowledge-based system point of view (knowledge engineering), with the possibility of ne tuning this knowledge by applying learning (machine learning) or adaptation techniques (adaptive control) through the analytical representation of the FLC. Ideas coming from Arti cial Neural Networks (ANNs) and from Genetic Algorithms (GAs) have been applied.
When applying ideas coming from ANNs ( 13] ), the learning techniques basically use the topological properties of IR n (as the properties of gradient), where IR n represents the space of parameters of the controller. GAs ( 5, 7] ) are probabilistic search and optimization procedures based on natural genetics, working with nite strings of bits that represent the set of parameters of the problem, and with a tness function for evaluating each one of these strings. The nite strings used by GAs may be considered as a representation of elements of IR n , but usually, the learning mechanisms make no use of this space of parameters' topological properties. 3 This paper describes the application of Genetic Algorithms, with a learning purpose, to the Knowledge Base of a Fuzzy Logic Controller. Section 2 introduces some general ideas on GAs and its coupling with FLCs. Section 3 describes the code we use to represent the knowledge of an FLC as genetic material. Section 4 proposes a set of genetic or evolutionary operators that are applied to that code to create new knowledge for the controller. Section 5 contains the description of an speci c application and the learning results obtained by the genetic system when applied to this application (Subsection 5.7). The nal section (Section 6) is devoted to conclusions and remarks.
2. FUZZY CONTROL AND GENETIC ALGORITHMS 2.1. Genetic Algorithms.
GAs are search and optimization techniques that are based on a formalization of natural genetics, and are usually characterized by:
1. A coding scheme for each possible solution of the problem, using nite strings of bits (each string is called chromosome and each bit is referred to as a gene).
2. An evaluation function that estimates the quality of each solution (each string) that composes the set of solutions (called population).
3. An initial set of solutions to the problem (initial population, G(0)) randomly obtained or based on a priori knowledge. 4 . A set of genetic operators that using the information contained in a certain population (referred to as a generation, G(t)) and a set of genetic operators, creates a new population (the next generation G(t + 1)).
5.
A termination condition to de ne the end of the genetic process.
The main genetic operators are three: reproduction, crossover and mutation. The reproduction (or selection) operator creates a mating pool where strings are copied (or reproduced) from G(t), and await the action of crossover and mutation. Those strings from G(t) with a higher tness value, obtains a larger number of copies in the mating pool. The crossover operator provides a mechanism for strings to mix attributes through a random process. This operator is applied to pairs of strings from the mating pool, and has three steps: a pair of strings is randomly selected from the mating pool, a position along the string is selected uniformly at random, 4 then the bits following the crossing site are swapped between both strings. The mutation operator produces the occasional alteration of a gene at a certain position in the string. Each gene is a candidate for mutation and will be selected according to a mutation probability.
Genetic Fuzzy Controllers
Di erent approaches to de ne Genetic Fuzzy Controllers have been proposed. Some of them are described in 4, 22] . The systems enumerated in these papers, follow the general ideas previously described. They incorporate knowledge, represented through Fuzzy Rules and Fuzzy Membership Functions, and they apply di erent genetic or evolutionary techniques to create new (better) knowledge. Each one of these works use its own coding scheme, some of them replacing the strings of bits with more complex data structures. The tness function, the rst generation (initial population) and the termination condition, are related to the task to which each FLC was designed for. The genetic operators are applied to the Fuzzy Rules, the Fuzzy Membership Functions or both of them simultaneously.
The main characteristics of most Genetic Fuzzy Controllers seems not to be adequate for large dimension controllers, because of the large dimension of the search space where GAs will work. The evolutionary system we propose, works simultaneously with the Rule Base and the Fuzzy Membership Functions. The Rule Base is represented as a set of rules (to reduce the amount of information to be managed), and the Membership Functions are modi ed indirectly through the scaling factors of the variables (to reduce the dimension of the search space). With these particular characteristics, an application to a large dimension control problem is described.
CODING THE KNOWLEDGE BASE
The Knowledge Base of the FLC contains the information to be coded, and is divided into a Data Base and a Rule Base.
As previously said, the learning system is applied to an FLC with a Rule Base described as a set of rules. The input and output variables are linearly normalized from its real range ( v min ; v max ]) to the interval -1,1].
The way we code this information is not the classical of GAs.
From Genetic Algorithms to Evolution Programs.
Classical GAs operate on xed-length binary strings, our system breaks that restriction, working on the unconstrained area of Evolution Programs 5 (EP). The concept of evolution programs is based entirely on GAs, but allowing any data structure with any set of genetic operators. As Michalewicz wrote ( 17] ):
Evolution programs can be perceived as a generalization of genetic algorithms. Classical genetic algorithms operate on xedlength binary strings, which need not be the case for evolution programs. Also, evolution programs usually incorporate a variety of genetic operators, whereas classical genetic algorithms use binary crossover and mutation.
The counterpart of the use of an unconstrained encoding scheme, is the need of de ning new, code-adapted, genetic operators.
Encoding the Data Base Information
From the point of view of the coding process, the Data Base contains three main components: the parameters of the FLC, the normalization limits and the membership functions.
The set of parameters de nes the system dimensions, i.e., the number of input variables (N) and output variables (M), and (assembled in two vec- The Fuzzy Sets are de ned by a trapezoidal membership function described through four parameters. The L Fuzzy Sets generate an array of L 4 real numbers ranged in the interval -1,1] (as the variables are normalized, the fuzzy sets must be de ned within the same range). Each row in the array contains the four parameters that describe a trapezoidal fuzzy set. Other kinds of fuzzy sets, as singleton or triangular, are particular cases of these trapezoidal fuzzy sets. The fuzzy system may be characterized by a set of fuzzy rules combined with the sentence connective also ( 11] ): R = also (R 1 ; R 2 ; : : : ; R k ):
The structure of the fuzzy control rules contained in our FLC with parameters fN; M; n; mg, is: If 
When working with a multiple input system, decision tables become multidimensional. A system with three input variables produces threedimensional decision tables. The number of \cells" (L r ) coded by these decision tables is obtained from the previously de ned vector n:
n i : (4) Each cell of the decision table describes a fuzzy rule. We will refer to these fuzzy rules as elemental fuzzy rules.
The rule described by expression (3) is not an elemental fuzzy rule. An elemental fuzzy rule must contain fuzzy inputs for all input variables, without 'or' operators. A rule containing an 'or' operator, replaces two elemental fuzzy rules (the rule is equivalent to the aggregation of the elemental rules when working with the connective also as the union operator). A rule that has no fuzzy input for a certain input variable, replaces as many elemental rules as the number of fuzzy sets de ned for the input variable. The rule is equivalent to the aggregation of the elemental rules, when working with the connective also as the union operator, and the union of the fuzzy sets de ned for the input variable, generates a fuzzy set whose membership function is equal to one for any input value 1 . The number of elemental rules replaced by a certain rule is obtained by multiplying the number When the FLC works with a few input variables, the fuzzy relation matrix or the fuzzy decision table allow an adequate representation to be used by the GA. When the number of input variables increases, the decision table grows exponentially. The number of elemental rules grows at the same rate. Having in mind that the rules obtained when acquiring the knowledge from the experts, usually contain subsets of the input variables (no more than four or ve input variables each rule 2 ), it is possible to argue that the number of elemental rules replaced by each de ned rule increases exponentially too. As a consequence the dimension of the set of rules shows a considerably slower growing rate than the dimension of the decision table.
As a counterpart of this important advantage, the set of rules may arise in problems like incompleteness or inconsistency. These problems may be treated through an adequate design of the FLC to avoid them, or including some consistency and completeness criteria into the learning strategy (usually into the evaluation function).
Coding the Rule Base.
In our system, each rule generates a code of two strings of bits: one string of length L a for the antecedent (a bit for each possible linguistic term related to each input variable) and one string of length L c for the consequent. To encode the antecedent we start with a string of L a bits all of them with an initial value 0. If the antecedent of the rule contains a fuzzy input like x i is C ij , a 1 will substitute the 0 at a certain position (p) of the string:
n k : (6) This process is repeated for all the fuzzy inputs of the rule. It is important to point out that using this code, an input variable for which all the corresponding bits have value 0, is an input variable whose value has no e ect over the rule. The process to encode the consequent is quite similar to that described above, only replacing n with m. 2 This assertion is only an empirical result obtained in some previous applications ( 14, 15] ) or in the subsection describing the initial knowledge for the application example (Subsection 5.3). 8 With this coding scheme, the rule described by expression (5) has the following code: 00110 000 11000 -0001100; (7) composed of a substring of 5 + 3 + 5 bits, and a substring of 7 bits. Each rule of this FLC is represented by a string of twenty bits, where this xed length has been obtained from equation (1) . The rule base contains an un xed number of rules, with a maximum value of L r = 75 (expression 4).
Then, the rule base is encoded into a string with un xed length, composed of up to 75 substrings of 20 bits each.
This code could be generalized to use a larger (non binary) alphabet, representing di erent pro les of membership functions, but maintaining its position in the range of the variable. 
THE EVOLUTION OPERATORS
It is possible to apply evolution learning to any part of this code. From this point and on the application example we will work only with normalization limits and rule bases (Points 2 and 4 in Subsection 3.5). The e ects produced by the modi cation of the normalization limits of a certain variable on the corresponding fuzzy sets (membership functions) are two:
Each fuzzy set shrinks or expands the same proportion that variable ranges do. The e ect is the same than that produced when changing the gain of a controller, as suggested in 24]. Each fuzzy set may be shifted to the right or to the left depending on its position and on the modi cations of the normalization limits. The e ect is the same than modifying the set points of the controller. 9 This changes are restricted from those obtained with other methods, but the length of the employed code is reduced substantially, producing a shorter learning process.
Reproduction
The reproduction operator starts with an elite process that may be dened on the basis of a number of members, a percentage of members or an evaluation threshold ( xed or variable). By this process, a subset of G(t), referred as the elite of generation t (E(t)), is directly reproduced (copied) on G(t + 1). In a second step, individuals of G(t) are selected and copied to a mating pool with a probability criterion based on the tness of each individual. According to the classical selection operator, members with a larger tness value receive a larger number of copies. In addition to this reproduction operator, a second de nition of reproduction based on a slightly modi ed operator has been de ned. When working with this modi ed version of the operator, members (including those from the elite) with a larger tness value, have a higher probability of receiving a single copy (each individual receives a copy or not). This modi ed operator has been applied to the gait synthesis problem and is de ned to avoid premature convergence when working with small populations. Moreover, Karr and Gentry 8] wrote:
Actually, the particulars of the reproduction scheme are not critical to the performance of the GA; virtually any reproduction scheme that biases the population toward the tter strings works well.
Once the elite and the chromosomes to be reproduced have been selected, the number of members of G(t + 1) must be adjusted to the maximum population. This process is performed by adding new elements to the elite (if the number of members is under the maximum population) or by extracting chromosomes from the mating pool (if the number of members is over the maximum population).
Crossover
The crossover operator combines the Data and Rule Bases of two parents r i = fr i1 ; : : : ; r ik g; r j = fr j1 ; : : : ; r jl g:
10 Two cutting points 3 are randomly de ned. Working with cutting points and , we obtain: r i = fr i1 ; : : : : : : ; r i jr i +1 ; : : : ; r ik g; r j = fr j1 ; : : : ; r j jr j +1 ; : : : : : : ; r jl g:
And the result after crossing is: r u = fr i1 ; : : : : : : ; r i jr j +1 ; : : : : : : ; r jl g; r v = fr j1 ; : : : ; r j jr i +1 ; : : : ; r ik g:
An interesting question to notice is that in spite of the fact that the rules are copies of those composing their parents, their meaning is modi ed as a result of the de nition of new Data Bases after crossing the Data Bases of the parents. The semantic of rules is de ned by the information contained on the Data Base. Then, if possible, it is important to apply when crossing Data Bases, some information on how Rule Bases have been crossed. After Rule Bases are crossed, the process of crossing Data Bases will consider what rules from r i and r j go to r u or r v . The rules we use contain fuzzy inputs and fuzzy outputs for only a subset of the input and output variables, then, normalization limits for the remaining variables have no in uence on the meaning of the rule. A larger in uence of a certain variable on rules that proceeding from r i go to r u , produces a higher probability for this variable to reproduce its corresponding range from d i , in d u . The in uence is evaluated by simply counting the number of rules containing the variable, that are reproduced from r i to r u . The process of selection is independent for each variable and for each descendent, so it is possible for both descendents to reproduce the range of a certain variable from the same parent.
Rules Reordering
In this fuzzy system characterized by a set of fuzzy rules, the order of the rules is immaterial for the output, the applied connective also has properties of commutativity and associativity. On the other hand, the order of the rules biases crossover. So an operator to reorder rules is added to the system, to allow rules to be grouped in di erent ways for new crosses.
To reorder a rule base (r i ) a cutting point ( ) is randomly selected with uniform distribution, and a new rule base (r j ) is created to replace (r i ). r i = fr i1 ; : : : ; r i jr i +1 ; : : : ; r ik g; r j = fr i +1 ; : : : ; r ik jr i1 ; : : : ; r i g: (4) The operator has no e ect on the data base.
Mutation
The mutation operator could a ect the normalization limits or the rule base.
Normalization limits (ranges) are pairs of reals representing the lower and upper limits of the normalization interval for each input and output variable. The mutation operator acts on these reals by shifting them. Having in mind that some variables are characterized by a certain symmetric behavior (e.g., error and error di erence in PD controllers) having a symmetrical range, mutation for these variables produces a symmetrical range.
If a certain variable has the range l ; u ], the mutation process could be described by the following expression: l (t + 1) = l (t) + KP 1 S 1 ( u (t) ? l (t))=2 u (t + 1) = u (t) + KP 2 S 2 ( u (t) ? l (t))=2 (5) where P 1 = P 2 and S 1 = ?S 2 if l (t) = ? u (t) (to maintain symmetrical ranges). P 1 and P 2 are random values uniformly distributed on 0; 1], S 1 and S 2 take values -1 or 1 with a 50% chance, and K 2 0; 1] is a parameter of the learning system that de nes the maximum variation (shift, expansion or shrinkage).
The mutation operator applied to a Rule Base works at the level of bits that compose a rule. Each rule is composed of (L a + L c ) bits and has the 
This string of bits is composed of N +M substrings related to one input or output variable. Each substring is a candidate to be muted by a classical mutation operator.
APPLICATION EXAMPLE
This section shows a control problem, an FLC designed for that problem, and the application of evolutionary learning to that FLC. The task of the FLC is the Synthesis of Biped Walk on a at surface, of a simulated 2-D biped robot.
The Simulated Biped Robot.
Legged locomotion systems represent extremely complex dynamic systems, particularly the anthropomorphic mechanism. Its complexity is the result of the union between a really complex mechanical structure and some control characteristics. The simulated biped robot is a six-links 2-D structure with two legs a hip and a trunk. Each leg has a punctual foot, a knee with a degree of freedom and a hip with a second degree of freedom. The model dimensions are shown in Table 1 . As has been previously mentioned, an important characteristic of biped locomotion is the permanent change between double, single and nonesupport phases (only double and single support take place during walk). The double support phase is mainly characterized by the presence of a closed kinematic chain constraining the movement of the legs. These con- 13 strains are described through a geometrical model of the system that is applied throughout double support phase. In single-support phase, the behavior of the system is mainly governed by the unpowered degree of freedom present in the contact between the foot and the ground surface. This behavior is represented by a dynamical model applied in single support phase. The switching between both models is controlled by applying two auxiliary models, a geometrical model detecting the Heel-strike of the swinging foot (de ning the end of single-support phase), and a dynamical one detecting the take-o of a foot (de ning the end of double-support phase).
The behavior of the biped during double-support phase, is obtained by applying a geometrical model. The support length (L, distance between feet) is obtained at the beginning of the double-support phase. Throughout double-support, the closed kinematic chain reduces the number of d.o.f. of the structure. At this period, the structure has only four d.o.f., 6 that is out of the closed kinematic chain, and three others from 1 ( 3) and ( 4) 
The Fuzzy Controller
The FLC uses: the sup-min compositional operator, the Larsen's product as Fuzzy implication function, the union operator as connective 'also', and the center of area as defuzzi cation strategy. The parameters of the FLC are: twenty two input variables (N), fteen output variables (M) and nine 
Initial Knowledge
From the point of view of mechanics, there are di erent ways to describe the motions of human limbs during walking. This description is a key task in obtaining the knowledge for the FLC. Our study is based on the description of human walk given by Saunders, Inman and Eberhart in 1953 ( 16, 20] ). This description includes six determinants of normal gait, each one of them mainly related to the behavior of a single d.o.f. in one of the joints of the mechanical structure: Compass gait ( exions and extensions of the hips), Pelvic rotation (about a vertical axis), Pelvic tilt (fall of the hip on swinging side), Stance-leg knee exion, Plantar exion (of the stance ankle) and Lateral displacement of the pelvis.
The control system works on a sequential basis, then the previous determinants have to be translated to a sequential description. To translate these motions on a sequential description, let us de ne the gait cycle as the time between two consecutive contacts of the same foot with the ground. Starting from the rst contact, we assign each instant of the gait cycle Each of this six sequential phases contains a part (or all) of the determinants of normal gait, and their union constitutes an overall description of Human Walk. This global description is applied to obtain the knowledge base for the FLC. Having in mind that the mechanical system has no feet, elements like Plantar exion or Plain foot on the ground are out of the description. The description is presented as a sequence with four elements:
1. Double-support: Movements directed to attain take-o with adequate initial conditions. 4. Heel-strike: Movements directed to attain heel-strike with adequate initial conditions. This global description is only a qualitative one: de nitions of biped dimensions (Table 1 ) and some other parameters as walking speed are needed to translate this qualitative description in a quantitative one. In 9], the mean values of some gait parameters and the correlation that can be found between walking speed and them are reported.
The data base contains the description of normalized fuzzy sets (on this application example we use a single description, Figure 2 , for all the variables) and the normalization limits for each variable. Working with previously presented knowledge we obtain the normalization limits for each input and output variable, and the set of fuzzy rules.
A set of twenty rules, and their role in the system is described in next subsection.
The syntax when describing the rules is: (22) .
The fteen output variables are numbered from 4 to 18, to maintain the number of the corresponding input variable.
Rule Base.
All the rules contain a rst part of their antecedent related to variables 19 and 20, this part produces the sequential application of the rules. Rule 1 corresponds to Double-support phase. Rules 2 to 13 correspond to Swingingleg advance with knee exion phase. Rules 14 to 15 correspond to Swingingleg knee extension phase. Rules 16 to 19 correspond to Heel-strike phase. Finally rule 20 is a general rule applied along the whole gait cycle. A second part of the antecedent is related to the articulation where the rule produces its e ect.
Rule for double-support (maintain velocity). There is no output for 
Evaluation
The evolution process works on the Knowledge Bases applied by the FLC. A chromosome (Knowledge Base) contains a set of Fuzzy Rules and a set of normalization ranges. This information will be referred to as a gait description or a gait pattern. When the information encoded by a chromosome is applied by the FLC, a sequence of movements is produced on the biped. This sequence of movements is evaluated, based on the stability and regularity of the walk, throughout a ten seconds simulation (a thousand control cycles, from ve to twenty steps).
The evaluation function measures the stability as a function of the time and the number of steps before falling (if the system falls before ending the simulation), producing a value from 0 to 0:8. If the system has not fallen or stopped at the end of the simulation, a xed value is assigned to evaluate the stability (0:8). The regularity of the walk is only computed in this second case, and is a function of the deviation of the stride duration from the mean period, throughout the ten seconds simulation. This evaluation of the regularity produces a value from 0 to 0:2 (that is added to the 0:8 value previously obtained). The value 0:2 means that the standard deviation is 0, decreasing linearly to value 0 when the standard deviation is equal to or greater than 20% of the mean period of the walk sequence. A deeper analysis of the evaluation process is contained in ( 12] ). Some chromosomes will contain valid gait patterns, i.e., gait description that produces a walk simulation without falling or stopping the biped, and consequently obtaining evaluations on interval 0:8; 1]. These gait patterns may be characterized by its gait parameters: speed, stride length and frequency (or its inverse, the period).
Results of the Learning Process
The evolution process starts with an initial population of chromosomes and has the objective of producing a set of valid gait patterns with di erent gait parameters. This set of gait patterns allows the biped to walk with di erent speed or frequency. Following the objective, the elite does not contain the chromosomes encoding the best gait pattern, but those that encode valid gait patterns. With the same idea, the termination condition is de ned not in terms of evaluation of the best, but in terms of number or rate of di erent valid patterns.
The learning process starts with a small population composed of ve valid patterns (including that described in previous subsections, and others slightly di erent) and a set of bad patterns (evaluated under 0.8). The results of one learning process are displayed on the space of gait parame- The shortest, the longest and fastest, and the slowest generated gaits.
ters, and shown in Figure 3 . The gure shows the relation between stride length (m) and walking speed (m=sc) for a set of gait patterns. Each square places a valid pattern of the population on the space of gait parameters by means of its walking speed and stride length. The solid squares (all of them contained in the area bounded by a rectangle) represent those gait descriptions that have been prede ned as individuals of the rst population, obtained from biomechanical studies (as the one de ned in previous subsections), and not during the learning process. These results correspond to generation 41 of a de nite learning process, and have been obtained starting with a rst population of 27 individuals (5 valid and 22 bad patterns), using a crossing rate of 0.8, a maximum population of 500 individuals, a ranges mutation rate of 0.05, and the value of K on equation ( 5), set to 0.5. The objective of the learning system is to obtain new gait patterns (with di erent gait parameters) by applying the learning techniques to a set of prede ned ones. Starting with a set of patterns whose speed was ranged within the interval 1:05; 1:15]m=sc, the obtained range of speeds is 0:55; 1:23]m=sc. From the point of view of the stride length, initial knowledge only contained gaits with strides of 0.67 and 0.68 m length, while Figure 3 contains gaits with stride lengths from 0.64 m to 0.78 m (this gait, generated during the experiment, places out of the gure and is not displayed). Three sequences of movements are presented in Figure 4 , those corresponding to the gait with sorter stride (left), longer stride and fastest walk (center), and slowest walk (right). The time covered by the sequence, the walking speed and the stride length are displayed over the corresponding sequence of movements.
The best (the most regular) evolution generated gait pattern is presented in Figure 5 .
All these results have been obtained on a single learning process, other results with di erent genetic parameters are described in 12]. 
CONCLUSIONS
The main goal of this work was the de nition of a learning methodology based on evolution, to be applied to FLCs. An approach adapted to systems with a large number of variables have been proposed and tested over an FLC controlling a complex problem, the locomotion of a simulated six-links biped robot.
In the application, the objective of the learning system was obtaining new gait patterns (with di erent gait parameters) by applying the learning techniques to a set of prede ned ones. The objective was obtaining new gait patterns, but during this process, the system has produced gait descriptions with higher evaluation value than the initial descriptions. The higher evaluation from a member of the rst generation was 0.9491 (maximum evaluation 1) and 0.8 the next one, the nal population of the experiment presented on Figure 3 has produced a best evaluation of 0.9817, and 49 other gait patterns evaluated over 0.9491 (the best value proceeding from initial knowledge). Figure 6 shows the distribution on the space of param- 22 eters of these fty evolution-generated gait patterns.
Presented results show that the proposed method is a valid way to add learning capabilities with aims of diversity (to obtain di erent characteristics) and optimization (to obtain a better performance or evaluation), to an FLC with a large number of variables.
At this moment, the application of these ideas to other path generation problems (in the eld of robotics), and the generalization of the previous approach to the problem of Biped Walk on sloping surfaces, are under development.
