The distributional equation of a semi-classical functional allows an efficient study of other characterizations and properties of the semi-classical OPS/functionals. In [6] an extensive survey of this approach has been presented. A particular case of semi-classical OPS/functionals are the classical ones. For the distributional equation of a classical functional a regularity condition holds. We have give a family counterexamples to show that the regularity condition does not hold in general for semi-classical functionals [9] . Here we investigate the consequences of the failure of the regularity condition in the quasi-orthogonality of the derivatives of the semi-classical OPS and, in general, the behaviour of the derivatives of order k. This study leads us to another condition that holds for the distributional equation of classical functional, the coprimality condition.
INTRODUCTION
Semi-classical functionals and the corresponding orthogonal polynomial sequence, in short OPS, are a generalization of classical functionals/OPS. J.A. Shohat [10] introduced this generalization looking at linear functionals associated with weight functions satisfying a Pearson equation (1) Dw__ _ __~b -DO deg ~b > 0, deg ~b > 1.
the so called structure relation. G. Szeg6 and S. Karlin proposed the problem to determine all the OPS that satisfy this structure relation [3] . E. Hendriksen and H. Van Rossum proved the more general statement: for the Shohat's functionals the sequence of derivatives of the corresponding OPS [2] constitutes a quasi-orthogonal family and they called them semi-classical OPS. Later on, P.Maroni gave the complete answer of the problem [5] with the help of the distributional equation The deal with a singular difference equation is quite complicated. In the semiclassical case they are excluded if (5) 
nas+2+bs+l ~=0, n>_O, c~(x)=~-]~S+Zaix i, ~(x)= y]~S+lbi xi.
In the classical case that is right: there does not exist a linear quasi-definite functional satisfying a singular distributional equation. The aforementioned difference equation for the classical functionals (4) yields another consequence: a unique non zero functional solves the equation if the functional is normalized, i.e., u0 = 1. We can characterize the polynomials ~b and ~b in such a way that the unique non zero functional satisfying the differential/difference equation of polynomials 4~ and ~ is quasi-definite. The regularity condition (3) is one condition, the other is the coprimality of 4~ and the polynomials ~ + n4¢, for n >_ 0, i.e. (6) gcd(~b,~+nDqT) =c, c¢0, n>0.
Both are necessary and sufficient conditions to determine the quasi-definite character of the non zero functional that satisfies the equation (2) . A semi-classical functional u satisfies multiple distributional equations, and we can associate to each of them a non negative entire number, the order of the equation. The set of all equations of u has a lattice structure related to the order with an equation of minimum order of polynomials (~, ~). This minimum order is said to be the class of the functional u. The order of the equations is related in following way to the quasi-orthogonality: If D(~bx) = ~x is one of this equations of order s, then the sequence of derivatives of the corresponding OPS is quasi-orthogonal related to the functional 4~u and the quasi-orthogonality is also of order s. If the functional is regular, i.e., (5) holds for 4) and ~b, then the quasi-orthogonality is strict. Moreover, the sequence of second order derivatives is strict quasi-orthogonal of order 2s with respect to 4~2u, and so on. This is the background presented in Section 1.
In Section 2 we study what happens with the strict quasi-orthogonality of the sequence of k-order derivatives related to ~bku if (5) does not hold for ~b and ~b. The result is that the sequence of the derivatives of order k can have at most k consecutive singularities in the strict quasi-orthogonality with ~bku. A particular case is presented. These ~-modifications of u are the standard modifications of the functional. The question is if all functionals with respect to which the sequence of derivatives of order k is quasi-orthogonal, say w, are standard modifications of u. In Section 3 we give nearly a complete answer to this question. The discussion of this result in Section 4 leads to the coprimality condition (6). If this condition holds then we can assure that w is a polynomial modification of the standard modification of u with ~k: w = 7r~ku, ~r E P. Otherwise, a divisor of ~. plays the role of ~. We have not found such a semiclassical functional, but our assumption is that such a functional exists.
PRELIMINARIES
In this section we shall give some basic definitions and propositions which will be useful for the rest of the paper.
Orthogonal polynomials and quasi-definite functionals
Let P be the linear space of polynomials with complex coefficients, and P* be its algebraic dual space, i.e., P* is the linear space of all linear applications u : P ~ C. Let (Bn), n > 0 be a sequence of polynomials, such that degB, = n for all n > 0. Such a sequence is said to be a basis sequence of P. Since the elements of P* are linear functionals, it is possible to determine them from their actions on a given basis (Bn) of ~z. We shall use here, without loss of generality, the canonical basis (xn), n > 0 of P. In general, we shall represent the action of a functional over a polynomial by: (u, 7r), u E P*, 7r E P. Therefore a functional is completely determined by a sequence of complex numbers (u,x")= u,, n _> 0, the so-called moments of the functional.
We shall use the following definitions and theorems for an orthogonal polynomial sequence and the corresponding quasi-definite functional: [] Remark 1.6. We use the following definitions and notations related to the divisibility:for (~, ~b C P (gt~b -f5 and ~b are coprime ¢==~ gcd(~b, ~b) = c~ c E C \ {0}; ){for the negation.
~bl(J -~b divides ~ ¢==~ gcd(~b, ~b) = ~b; X for the negation.
In the vector space P*, we define the following operators: the derivative of a functional and the polynomial or 7r-modification of a functional u, 7ru. [4, 7] , the classical functionals/OPS are studied starting from the distributional equation.
The next definitions and propositions are related with the equation and are independent of the quasi-definite character of the functional. The distributional equation of a functional leads us to the distributional equation of certain polynomial modifications of it, the standard modifications mentioned in the introduction. []
Distributional equation and difference equation
The In this frame we need the following generalization of the orthogonality for the derivatives of a semi-classical OPS. 
Proposition 1.34. Let u E P* be a semi-classical functional with a regular pair (q~, tb) E P~, ord(~b, ~) = s and let (e,) = mops u; if (Qn) is the monic sequence of derivatives, Q, -1 -~ DP, + 1, then (Q,) is strictly QO of order s with respect to the functional (gtt

Proof.
We use the criterion
If ord(~b,¢)=s, then degq~<s+2,_ ~b=~:+02aix i,.= deg~b<s+l_ , ~b= --is+ 1 h ~ and (q~n, x ~ Q,) 0 for n m > s. Condition (a) holds. In the other 
SINGULARITY AND QUASI-ORTHOGONALITY
In [9] we have build a family of semi-classical functionals with singularities in no = 1,3, 5,.... So our assumption is that there exist semi-classical functionals with n0-singularities, no > 0, for any class s > 0. The n0-singularity of the distributional equation yields a no-singularity in the strictly QO of the derivatives, see Remark 1.31. The corresponding distributional equation of the derivative functional has a (no -1)-singularity, if no > 0. The second derivatives would have a (no -1)-singularity in the strictly QO but also a failure in no corresponding to the n0-singularity in the strictly QO of the first derivatives. 
(On) is also strictly QO related to rr¢6, rc E P, degTr > 0, of order r + s + degrr with singularities in no -degTr/fdegTr < no and in n' i' = ni -(s + 1 + degTr) for all nPi '>0, 0<i<k.
Proof. Without loss of generality we suppose that (Rn) is a monic sequence: 
The possible singularities in the strictly QO of (Q(~)) with respect to v (~) have two different origins mko = no --(k -1)(s + 2) and mkj = mk-1,~-1 --(s + 1),
With this representation we can summarize both types of possible singularities:
shows us that they are consecutive mkj = mkO +j, 0 < j < k -1. 
If k0 < k < kl then mkj > O ¢=~ mkO + j >_ O ¢:=~ j > --mko = --no + (k -l)(s + 2). The first subindex that produces a singularity corresponds to
7r(¢ + De) + CDTr re + D(¢Tr) (14)
no-(k-1)(~i +2) k=3
. The functional/OPS is of class 1, s = 1 with a singularity in no = 11. With respect to the modified functionals x3kw, the k-order derivative sequences are strictly QO with singularity in 11 for k = 1, in 8 and 9 for k = 2, and so on.
QUASI-ORTHOGONALITY OF THE k-ORDER DERIVATIVES
The next question that arises is about the functionals with respect to which the k-order derivatives of an OPS are quasi-orthogonal, say w. We shall present the problem in three steps: (i) w is a polynomial modification of u : w = 7ru.
(ii) 7r can be decomposed in a product ofk polynomials: a-= (9~... (91.
(iii) These polynomials are multiples of the minimum polynomial ~, i.e.,
Step (iii) is still open. Our assumption is that this is not necessarily so. A consequence of this assumption is that the coprime condition does not hold for semi-classical functional/OPS. We answer question (i) for an OPS. First, we give the QO criterion for an OPS. +g.xPn-1 
Proof. From the TTRR we get xmpn = xm-l(xP,) = xm-l(pn+l + bnPn + gnPn-1) = xm-Z(xPn+l + dnxPn
If ~n = (n+l), Proof. We apply the k-derivative to the TTRR:
From the Leibniz rule Dk(xPm) = xDkpm + kD k-1Pro, and thus we can represent D k -l Pm as a polynomial combination of I~Pm + 1, I)kPm and Dkpm_ 1:
For the monic k-derivatives, if n = m -k + 1, we get
Concerning the degrees of the polynomial coefficients, with the notation of this Lemma, we get dega,~,~-1,k= 0, oega,,,_ 1 = 1, dega.,,_ 2 = 0. In the same way we have
Substituting the (k -1)-derivatives through the k-derivatives
Otn,n -3, ueg OLn, n _ 2 --tinuing in this way we obtain the lemma. [] ConProposition 3.5. Let u E P* be quasi-definite, (Pn) the corresponding monic
OPS, and (Q(J)) the monic sequence of j-order derivatives of (Pn), i.e.. Q(J) = , l ----~-~l . DJPn+ ,," if (Q(n k)) is Qo of order s with respect to w E P*, then (Q(Y))
[n-t-t)i , g ,
is QO of order s (~), 0 < s (~) < s + 2(k -j) related to w for 0 < j <__ lc
Proof. We study the QO of (Q(n j)) with the help of the QO of (Q(n k)) with respect to w:
We have following bounds for the degrees:
The terms (w, Xman'n_ i" Q~k) i/vanish
On the other hand (Q(f), 0 <j < k, are basis sequences of P. Thus, (w, Q(f) = 0, n > 0 yields w = 0. This is not true and there exists an index so > 0 so that (w, Q~J)) # O. 
We search for a polynomial ~ that transforms u in w. w = ~ptt and that can be factorized, (9 = Proof. Transposing derivatives from P to P*:
and thus the order of strictly QO must be s: < s + 2(k -j) +j = s + 2k -j. From Proposition 3.3 3 (~j E P, DJw : ~bju, degf~j<s+2k-j.
On the other hand deg ~bj > 0, 0 < j < k : deg ~bj < 0 ==~ wj = 0.
We can built k different distributional equations for u:
s+k-I s+k+l s+k Table 1 . The w-column is the consequence of the Proposition 3.5 and the diagonals starting from this column and ending on the Pn-row are consequences of Corollary 3.7. The table shows the upper bounds of the order of QO.
We need two different kind of arguments for the construction of the chain for k= 2 and k= 3. We shall apply Theorem 1.15. Notice that if ~3i,i+1 = gcd(Oi, Oi+ 1 ), then there exist polynomials ri and ai+ 1 such that ~bt = "ri~i,i+ 1 and ~i+1 = o'i+l~i,i+l. The most important remark is that r/ and ai+l are coprime, ritai+ 1, in this case gcd(ri, ~i+ 1) = 1.
• For k = 2 we have two equations: w = ~0u, deg~0 ~ s+4} Dw = 01u, deg~l <s+3 These equations prove the QO of (Qn) related to ~u(=w), and to ¢lu (= Dw). The first case is the trivial case, Remark 3.6, and in the second, it is not sure that there exists a polynomial modification from Dw to w, for example, if deg ¢0 > deg ¢1 -this is the case when the values of Table 1 are the order of QO-. We must follow another way. For ¢01 := gcd(¢o, ¢1) exists a polynomial ¢01 such that (¢01, ¢01) E p2, according to Theorem 1.15. On the other hand ¢0 = 7-0~1, ¢1 = o'1¢Ol with 7"0 ~ 0-1. We have a lattice of polynomial pairs and the corresponding lattice of polynomial modifications of u.
(6ol, ¢ol) (¢o, ¢o) (¢1,
We define v := ¢olu; (¢01, ¢01) E P2 a yields that (Qn) are QO with respect to v of order s, s = ord(¢01, ¢01), Proposition 1.34.
• For k = 3 suppose that (Q(n 3)) is QO with respect to the functional ~: Proof. We consider the k equations of pairs (~, ~b0), (~bl, ~bl),..., (~bk-l, ~bk-1) with ~i := ~bi+l from Corollary 3.7. In this order we apply Theorem 1.15 to two consecutive pairs and we obtain a first level of new pairs of p2
There exist polynomials ~ and 0-i+1, rit 0-i+l, without common zeros that for 0 < i < k -1 satisfy
We apply the same theorem to the resulting k-1 pairs (Oi,i+l,~)i,i+l), 0 < i < k -2 and we obtain a second level. For 0 < i < k -2 ,i+ 1, ¢i+ 1,i+ 2) = ¢i,i+ 1,i+2 --gcd(¢i, 0i+1, ¢i+2) , Applying (15), we obtain We have climbed to the left from Oi to Ooi and then to the right to O0t. We shall need in the next this factorization (16), Oi = ~olOO0,t, 0 < i < 1, where
•., ~bl) and ~o~ l) We have build a lattice of polynomial pairs ofu (Figure 2 ). Now we consider the modifications of u with the first polynomial of these pairs ( Figure 3 ):
(17) wl O=~bi,tu, O<l<k-1, 1 <i<k-l-l.
We select the chain offunctionals between u and w, i.e., w~ t) , 1 < 1 < k -1. The order of the levels is the inverse of the order of the functionals in Theorem 3.8, and also in Remark 3.6, wj = w(0 k-j). Now we present the core of the proof. We shall built a distributional equation for each functional w~ t) = wj, 1 < l < k -1, j = k -1, including u (= w~ k) ---w0) of pairs (~j + 1,9 + x) with the first polynomial ~oj + 1 such that ~j+ lWj = wj+ l, 0 _< j < k -1 and wk = w. In this way we can apply the Lemma 2.1 and prove for 0 < j < k -1 the QO of the derivatives (Q,q+ 1)) with respect to wj+l. For the k-1 level it is immediate. We have the pair (4)0k_t,~b0k_l)EP 2 and the 4)0,k_l-modification of u leads to wl:
For all other levels 1 < l < k -2 we select the pairs (4)i, 4)i+1), 0 < i < l -1 belonging to the base level of the lattice of P2 u. We transform it in pairs belonging to p2j in following way 4) We have the pairs (~/,~/+1), 0 < i < l-1, of the lattice of p2j. We apply Theorem 1.15 to these 1 equations of w~ t) = wj, j = k -l. To determine the gcd(~l), .'' , ~I 1)-1), we take into account that 
TO,l-lWj = TO,I-IW ) = TO,l-14)o,lU-----4)O,l-lll= wo
[] This is our best approximation to question (iii). We have build a chain as in Remark 3.6 with the polynomials ~j and for each of these polynomials we have a distributional equation that satisfies the corresponding functional, D(~@wj_l) = gjwj-1. In (iii), the aim is to prove that the polynomials ~; are multiples of the minimum polynomial of the lattice of n. In this case every functional w, such that the k-order derivatives are quasi-orthogonal with respect to it, is a polynomial modification of {Xu: w ---7r~ku. Thus, the schema of singularities is the described in Theorem 2.2 adding -deg 7r to k0 and kl.
CONCLUDING RESULTS
We must study the minimal pairs of the lattices of the standard modifications of n to see the conditions for which (iii) holds. For the next discussion we need the following For a semi-classical functional a we consider the first polynomial of the minimal pair ofu to modify u : wl := ~Lt Just now, we consider the first polynomial of the minimal pair of wl, (~,, ~, ), to modify Wl : 4¢2 := ~, wl, and so on. We obtain the following chain of modified functionals If the coprime condition holds for a quasi-definite functional, all first polynomials of the aforementioned minimal pairs are equal to ~, i.e., ~, = ~*, = ~,2 ..... ~,~_. In this case we can assure that the decomposition presented in (iii) is always possible and we can apply the Theorem 2.2. We summarize the results in the next Corollary. Notice that the order of the minimal pair ofu is the class of u, cl u, Definition 1.18. 
2).
If the coprimality condition does not hold, then we can factorize the polynomials ~; of the Theorem 3.8 as follows The factorization (19) allows to determine the minimum order of QO. We follow Theorems 2.2 and 3.8 in order to obtain the minimum order of QO. The best choice for the polynomials ~oi of (19) is ~oi = ~,, 1 > i > n. The order of QO of (Q(n k)) related to An open question is if the coprime condition holds for semi-classical functionals. In the literature we have not found a case, but our conjecture is that the coprime condition does not hold. 
