ABSTRACT Existing approaches to graph matching mainly include two types, i.e., the KoopmansBeckmann's QAP formulation (KB-QAP) and Lawler's QAP formulation (L-QAP). The former is advantageous in scalability but disadvantageous in generality, while the latter is exactly the opposite. In this paper, we present a novel graph matching method, called progressively decomposing graph matching (PDGM), which can simultaneously possess the merits of the scalability of KB-QAP and the generality of L-QAP. Our method is motivated by a key observation that, the matching accuracy of KB-QAP can be dramatically boosted by properly introducing a guidance term into the formulation. Based on this observation, the proposed PDGM method progressively incorporates edge affinity information into the optimization procedure of KB-QAP through a guidance term, which mainly involves two iterative steps, i.e., solving the guided KB-QAP and updating the guidance matrix. The extensive experiments on both synthetic data and real image datasets demonstrate that our method can outperform the state-of-the-art in terms of the robustness to noise/deformation and outliers, and the good balance between effectiveness and computational efficiency.
I. INTRODUCTION
Many tasks in computer vision and pattern recognition involve establishing the correspondences between two given sets of data points, for which graph matching (GM) is among the most effective solutions [1] - [3] . By taking data points as nodes and connecting the nodes by edges, a graph can be constructed over each set of points. Graph matching aims to find a mapping between the nodes of the two graphs so that a certain objective function encoding node and edge compatibilities is optimized [4] - [6] . Compared to other approaches to the correspondence problem, GM is characterized by the capability of exploiting structural information in data [5] , [7] , which therefore provides competitive performance in a wide range of applications [8] - [11] . Nevertheless, while having been extensively studied during the past decades [1] - [3] , GM still remains a challenging research problem due to its combinatorial nature [12] - [14] .
GM is commonly formulated as a quadratic assignment problem (QAP) in the literature [15] , [16] , and there mainly exist two types of formulations. Given two equally-sized graphs with n nodes, suppose A, B ∈ R n×n are their
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(weighted) adjacent matrices, K ∈ R n 2 ×n 2 is the edge affinity matrix between them, and X ∈ {0, 1} n×n the permutation matrix representing the matching result to be solved (see Section III-A for more rigorous mathematical formulation). The first type of formulation minimizes the objective function AX − XB 2 F or its variants, which is commonly referred to as Koopmans-Beckmann QAP (KB-QAP). And the second type aims to maximize vec(X) T K vec(X), called Lawler's QAP (L-QAP) [15] . Both types have their own advantages and disadvantages.
The former is advantageous in scalability (relevant to both space and time complexity), which means the problem involves only n × n matrices and thereby scales quadratically with the number of graph nodes n (we say the problem has the scalability of O(n 2 ) in this case), making it applicable to relatively large-scale graphs. However, this type of formulation is very limited in encoding structural information (edge affinity information conveyed in the matrix K in L-QAP), which is crucial to GM. In fact, it can be demonstrated that KB-QAP is a special case of L-QAP when the edge affinity measure takes a particular form [5] , [17] (see Section III-A for details).
In contrast, the latter formulation is more general in terms of capturing structural information, which allows for defining edge affinity in any arbitrary form. Unfortunately, such generality comes at the cost of scalability, which means this formulation needs to cope with n 2 × n 2 matrices and thus has the scalability of O(n 4 ). Consequently, these methods can only be applied to small graphs with tens of nodes [18] , [19] , which largely limits its practical applications.
In this paper, we present a GM method called Progressively Decomposing Graph Matching (PDGM), which simultaneously possesses the advantages of scalability and generality. Our method is motivated by a key observation that the matching performance of KB-QAP can be dramatically boosted by properly introducing a guidance term. Based on this observation, the basic idea of PDGM is to progressively incorporate edge affinity information (as encoded by the matrix K in L-QAP) into the optimization procedure of KB-QAP through a guidance term. More specifically, PDGM iterates between the following two steps: 1) solving the guided KB-QAP to obtain a matching; 2) using the matching, in combination with predefined edge affinities, to update the guidance matrix. These two steps are alternated for a number of times, and the matching results obtained during the iterations are integrated to yield the final result. Compared to existing L-QAP methods, PDGM has the scalability of O(n 2 ) constantly, regardless of graph structures, because it basically follows the KB-QAP formulation. Meanwhile, it can preserve the generality of L-QAP in defining edge affinity arbitrarily, as it is able to capture edge affinity information. To our knowledge, the proposed PDGM is the first method which can combine the advantages of both scalability and generality. We will evaluate our method on both synthetic data and real image datasets to demonstrate its effectiveness.
In the rest of this paper, we make a literature review in Section II. In Section IV, we introduce the problem formulation and the motivation of our method. In Section IV, we describe the PDGM method in detail. Section V concentrates on experiments and analysis. And in Section VI, we give our conclusions as well as some remarks on future work.
II. RELATED WORK
Graph matching is a extensively studied research topic and there exist a large body of literature [1] - [3] . In this section, we only briefly review those closely related to our work along two lines, i.e., KB-QAP approaches and L-QAP approaches.
A. KB-QAP APPROACHES
This category of approaches define the optimization over the permutation matrix space, which is by nature a combinatorial problem and thus exact solution is generally infeasible. To make the problem tractable, these approaches usually seek for an approximate solution, e.g., relaxing the discrete permutation matrix space to a continuous space, solving the optimization in the relaxed space, and then back-projecting the solution onto the original space. Different approaches can be distinguished by the scheme for making the approximation.
In an early work, Umeyama [20] proposed to extend the solution space of permutation matrices to the orthogonal matrix space, based on which a closed-form approximate solution to GM can be obtained effectively by eigendecomposition. Such orthogonal relaxation was advocated later by some other authors [21] , [22] . Another common way is convex relaxation, which relaxes permutation matrix to its convex hull, i.e., doubly stochastic matrix, so that the relaxed problem can be solved efficiently by a variety of methods (e.g., the Frank-Wolfe algorithm) [7] , [23] - [27] . Despite of its efficiency, one main disadvantage with convex relaxation is that its accuracy may be heavily degraded by the final backprojection step.
To tackle the drawback of convex relaxation, Zaslavskiy et al. [4] proposed a path following approach which consists of both a convex relaxation and a concave relaxation over doubly stochastic matrix. In [17] , [28] , the authors proposed to improve [4] by designing a simpler and better concave relaxation procedure.
B. L-QAP APPROACHES
Leordeanu et al. [29] proposed spectral relaxation which relaxes vectorized permutation matrix to nonnegative vector with unit length. To improve the accuracy of [29] , Cour et al. [30] incorporated an affine constraint in the spectral relaxation in order to impose such constraints as one-toone or one-to-many mappings. Leordeanu and Hebert [18] realized the critical importance of the final discretization step and suggested an integer projected fixed point approach.
Some authors considered the GM problem from a probabilistic perspective. Gori et al. [31] used the random walk model to formulate GM, which was later extended to the reweighed random walk [6] with better tolerance to outlier and deformation, and the multi-layer random walk [32] for dealing with multi-attributed graphs. In [19] , the authors presented a max-pooling strategy for probabilistic assignment which can make use of contextual information to improve robustness.
More recently, GM approximation was made by imposing various constraints, such as the nonnegative and sparse constraints [33] , the nonnegative orthogonal constraints [34] , the binary constraint [13] , etc.
III. PROBLEM FORMULATION
In this section, we first describe the mathematical formulation of GM and then the motivation of this work.
A. GRAPH MATCHING
We denote by G = (V , E, W) a graph, where V = {1, . . . , n} is the set of nodes, E = {(i, j)} ∈ V × V the set of edges, and W = (W ij ) n×n the weighted adjacent matrix with W ij > 0 being a weight associated to the edge (i, j) and W ij = 0 if the nodes i and j are not connected by an edge. We only consider undirected graph in this work, so (i, j) ∈ E if (j, i) ∈ E and we always have W ij = W ji .
Given two equally-sized graphs G A = (V A , E A , A) and G B = (V B , E B , B) with n nodes, graph matching aims at finding a correspondence from the nodes of G A to those of G B .
The correspondence is typically assumed to be one-to-one, which can be mathematically represented by a bijective mapping π : {1, 2, . . . , n} → {1, 2, . . . , n}, or equivalently by a permutation matrix X = (X ij ) n×n ∈ P n , with P n defined by
Note that X ij = 1 if and only if π(i) = j. In this paper, we always consider the two graphs to have equal size. If this is not the case, a common practice is to add dummy nodes to the graph of smaller size.
There are two ways to formulate GM in the literature. The first way is to define an optimization problem by arg min
which is known as Koopmans-Beckmann's QAP (KB-QAP) [4] , [17] , [28] . And the second formulation is called Lawler's QAP (L-QAP) [6] , [18] , [19] given by arg max
where vec(X) is an n 2 × 1 vector obtained by columnwisely stacking the elements of X, and K = (K ii ,jj ) n 2 ×n 2 is a pair-wise affinity matrix with K ii ,jj being the a certain edge affinity measure, which quantifies the compatibility of simultaneously matching i ∈ V A to i ∈ V B and j ∈ V A to j ∈ V B . More specifically,
where φ ii is the node affinity between the nodes i ∈ V A and i ∈ V B , and ϕ ii ,jj is the edge affinity between the edges (i, j) ∈ E A and (i , j ) ∈ E B . Let us further make comparison between the two formulations from the perspectives of scalability and generality.
1) SCALABILITY
The KB-QAP formulation in Eq. (1) is defined over the weighted adjacent matrices and the permutation matrix, which all have the size n × n, so the scalability of the problem is O(n × n). By contrast, the L-QAP formulation in Eq. (2) involves a large pairwise affinity matrix of the size n 2 × n 2 , which thereby has the scalability O(n 2 × n 2 ). As a consequence, this type of algorithms can only be used for matching very small graphs in practice.
2) GENERALITY
While being inferior in scalability, the formulation of Eq. (2) is more advantageous than Eq. (1) in terms of generality, i.e., the flexibility to encode (both first-order and second-order) structural constraints. In fact, Eq. (1) is just a special case of Eq. (2) when setting ϕ ii ,jj = −(A ij − B i j ) 2 [17] . For instance, if the weighted adjacency in G A and G B physically stands for edge lengths, that is, A ij = l ij and B i j = l i j , and we intend to encode the second-order constraint of the particular form ϕ ii ,jj = −(l ij − l i j ) 2 , both Eqs. (1) and (2) can achieve this goal equivalently. However, if the desired constraint takes the form ϕ ii ,jj = exp −(l ij − l i j ) 2 , or even ϕ ii ,jj = cos(θ ij,i j ) where θ ij,i j represents the angle between the edges (i, j) and (i , j ), Eq. (1) is unable to encode such general edge affinity while only Eq. (2) can be used. Actually, it has been demonstrated that, a good design of similarity function is very important for GM, especially for complicated problems [5] .
The purpose of our work is to develop a graph matching algorithm which has the scalability O(n × n) and simultaneously possesses the generality of encoding edge affinity. It is worth noticing that, a previous work closely related to ours is Factorized Graph Matching (FGM) [5] , which factorizes the large pairwise similarity matrix into several smaller ones in order to convert the general formulation of Eq. (2) into the formulation of Eq. (1) for better scalability. Nevertheless, the scalability of FGM is O((n + βn 2 ) × (n + βn 2 )), which depends on the sparsity level of the graph β. In case of very sparse graphs, the scalability is close to O(n × n), but in case of densely connected graphs (fully-connected graphs in the worst case), the scalability still tends to be O(n 2 × n 2 ).
B. MOTIVATION OF OUR APPROACH
The proposed approach in this paper was motivated by a key observation as below: The basic formulation in Eq. (1) usually gives very poor performance despite of its scalability and the simplicity for optimization. However, if a properly defined guidance term is introduced into the formulation to guide the optimization, the performance can be improved significantly.
To show this, we add a linear guidance term into the formulation in Eq. (1), leading to the following guided KB-QAP: arg min
where 0 ≤ λ ≤ 1 is a parameter controlling the influence of the guidance term and = (φ ii ) n×n is the matrix representing the node affinity. We conduct an experiment on the PASCAL Motorbike dataset, where we vary the parameter λ = 0 : 0.025 : 1 to observe the impact of the guidance term on matching performance. One can refer to Section V-A for the experimental protocol and Section IV-A for the approach to solving Eq. (4). The result is plotted in Fig. 1 , which demonstrates that the best performance is achieved at λ = 0.65 rather than at the two extremes, i.e., λ = 0 or λ = 1. Notice that λ = 0 indicates the guidance term is not used at all and λ = 1 indicates only the guidance term is used. This further suggests that the matching performance of the KB-QAP formulation in Eq. (1) can be significantly improved by introducing the guidance term.
IV. PROGRESSIVELY DECOMPOSING GRAPH MATCHING
In this section, we detail the proposed PDGM algorithm. Following the notations above, PDGM can be generally formulated as the following optimization problem arg min
where G(X) is the guidance term and λ ∈ [0, 1] is the parameter for balancing the two terms. This formulation can be interpreted as introducing a guidance term to guide the basic KB-QAP, which we refer to as the guided KB-QAP. In this work, we consider the guidance term of the following particular form
where C x is the guidance matrix, I the n × n identity matrix and ξ ≥ 0 a parameter. We emphasize that C x here is dependent of X, rather than a constant matrix. As can be seen later in this section, the existence of C x enables us to dynamically integrate the information conveyed in the affinity matrix (typically defined as Eq. (3)) to guide the basic KB-QAP, which is crucial to the generality and effectiveness of our approach. Different from [5] which incorporates the affinity matrix into KB-QAP through matrix decomposition in a single shot, our approach achieves this goal progressively in an iterative manner (this is why our approach is called ''Progressively Decomposing Graph Matching''). Also notice that, the second term X T X − I 2 F encourages the solution to be an orthogonal matrix, which can further improve the quality of approximation.
Despite of its merit, the optimization defined by Eqs. (5) and (6) is very difficult to solve directly (if possible) because C x is an implicit function of X. On the other hand, the problem will become more tractable if we fix the guidance matrix C x through a given X. To this end, we propose an iterative algorithm to tackle the optimization. More precisely, we start from an initialization C x 0 and alternate between the following two steps:
1) Solving Guided KB-QAP. Fixing C x t−1 to solve the following guided KB-QAP
by the method described in Section IV-A.
2) Updating Guidance Matrix. Using X t to calculate the guidance matrix C x t according to the method described in Section IV-B.
The iteration continues for a number of times and the outputs at each iteration are integrated to obtain the final result. The pipeline of the proposed PDGM method is intuitively shown in Fig. 2 and the algorithmic procedure is summarized in Algorithm 1 for clarify. 
Algorithm 1 Progressively Decomposing Graph Matching (PDGM)
Input: Two equally-sized graphs G A = (V A , E A , A) and
with n nodes; The node affinity kernel φ ii and the edge affinity kernel ϕ ii ,jj ; The parameters λ, ξ , α and T . Output: The permutation matrix X ∈ P n representing the correspondences between the nodes V A and V B . 1: Initialize t = 0, C x 0 = with = (φ ij ) n×n ; X 0 is initialized by the solution to Eq. (4). 2: repeat 3: Solve the guided KB-QAP in Eq. (7) to obtain X t+1 using Frank-Wolfe algorithm outlined in Algorithm 2; 4: Update C x t+1 using X t+1 and ϕ ii ,jj according to Eqs. (12), (13) and (14); 5: until t > T 6: Fuse {X 1 , X 2 , . . . , X T } to obtain X t * where t * = max 1≤t≤T {s t } with s t = vec(X t ) T Kvec(X t ).
A. SOLVING GUIDED KB-QAP
In Eq. (7), optimization over the permutation matrix space P n is well-known to be NP-hard and thereby intractable. Many approaches have been proposed to address this challenging problem as aforementioned, among which a common and effective one is to relax P n to its convex hull, namely, the space of doubly stochastic matrices D n defined as
As can be seen, D n replaces the integer constraint in P n with the real positive constraint while retaining the other ones on column-sum and row-sum. Denoting C = C x t−1 , the relaxed problem can be rewritten by arg min
We first solve the relaxed optimization in Eq. (8), and then project the solution back to the space P n to get the solution of the original problem in Eq. (7). Since the constraint set D n is a closed convex set, the optimization in Eq. (8) can be solved by the use of the FrankWolfe (FW) algorithm. Starting from an initialization Z 0 , the FW algorithm iteratively applies linear approximation to the objective function until convergence. More specifically, the k-th iteration is given by
where λ k is a parameter adaptively controlling the step size, typically set to be λ k = 2/(k + 2), and the subproblem in Eq. (9) is a Linear Sum Assignment Problem (LSAP) which can be effectively solved using the Hungarian algorithm. The gradient ∇F t−1 (Z) in Eq. (9) is given as
with Y = AZ−ZB. The FW algorithm for solving the guided KB-QAP in Eq. (7) is summarized in Algorithm 2.
Algorithm 2
The Frank-Wolfe Algorithm for Guided KB-QAP Input: The guided KB-QAP problem defined by Eq. (7) with the parameters λ and ξ ; the error tolerance = 10 −4 . Output: The solution X ∈ P n .
1: Initialize k = 0, Z 0 = I. Compute the gradient ∇F t−1 (Z k ) by Eq. (11); 5: Solve the LSAP problem in Eq. (9) to obtain S k using the Hungarian algorithm; 6: Update Z k+1 by using Eq. (10); 7: k ← k + 1; 8: until Z k+1 − Z k < 9: Project the optimizer Z * k ∈ D n onto P n by solving X = arg min Z∈P n Z * k , Z using the Hungarian algorithm.
B. UPDATING GUIDANCE MATRIX
At the t-th iteration, we wish to derive a guidance matrix C x t according to the current matching result X t and the affinity information defined by Eq. (3), which can then be used to guide the optimization at the next step. Basically, the guidance matrix C x t is designed to reflect the goodness of the current matching, that is, if the match between i ∈ V A and i ∈ V B is a good one, the corresponding entry C x t (i, i ) is assigned with a relatively small cost so that this match will be favored in the next optimization, and vice versa. Now the critical problem is how to measure the goodness of a match. Let us denote by π t the bijection corresponding to the current matching X t , i.e., X t (i, i ) = 1 if and only if π t (i) = i . Let us further introduce a matrix Q t ∈ R n×n to record the goodness of the matching X t . We define Q t as below
with
where neighbourhood of node i in graph G A and node i in graph G B respectively, | · | represents the size of a set, and ϕ is the edge affinity measure as defined in Eq. (3). One can see that, the goodness of a match is determined by its context, rather than the quality of the match itself only. Evidently, such a definition has the advantage of being more tolerant to mismatches. An intuitive illustration of the goodness measure in Eq. (13) is shown in Fig. 3 .
The matching result at an iteration step may inevitably contain mismatches, and hence if we purely rely on the current matching to derive the guidance matrix, it may be misleading for the next iteration if mismatches occur. To this end, we suggest to incorporate historical information at previous iterations to calculate the guidance matrix, or formally
where α ∈ [0, 1] is a forgetting factor.
C. FUSING MATCHING RESULTS
For the optimization in Eqs. (5) and (6), since the guidance matrix C x keeps varying during the iterations, it is generally very difficult to derive a theoretical guarantee for convergence. Practically, we set a fixed number of iterations T and fuse the intermediate outputs to obtain the final matching result. To fuse the intermediate results
The final matching result X t * is then determined by selecting the one with the highest score, i.e., t * = max 1≤t≤T {s t }.
D. IMPLEMENTATION DETAILS
We use a fixed parameter configuration λ = 0.65, ξ = 0.1, α = 0.8, T = 10 for the experiments throughout this paper. The influence of parameters will be experimentally discussed in Section V-D. The settings of the node affinity φ and the edge affinity ϕ will be described in the experiments on each specific dataset.
V. EXPERIMENTS AND RESULTS
In this section, we perform experiments to evaluate the proposed PDGM algorithm and compare it against previous works. We mainly have three aspects of purposes for the experiments:
(1) To demonstrate the effectiveness and efficiency of our method by comparing against the state-ofthe-art; (2) To further verify the effectiveness of the components in our method by comparing against some variants; (3) To study the impact of key parameters on performance.
We adopt accuracy as the metric for quantitative assessment, defined by accuracy = tr(X T a X g )/n where X a , X g ∈ P n are the permutation matrices standing for the result given by algorithm and the ground truth respectively. Our proposed algorithm was implemented in MATLAB, and all the experiments throughout this paper were executed on a laptop with Intel Core i7-6500U 2.5 GHz CPU and 16 GB RAM.
We consider the following representative graph matching methods for comparison: GA [35] , SM [29] , SMAC [30] , IPFP [18] , MPM [19] , RRWM [6] and FGM [5] . GA [35] performs doubly stochastic relaxation on Eq. (1) and solves the relaxed problem by gradient descent. SM [29] relaxes integer vectors to continuous vectors with unit length, leading to an eigendecomposition problem. SMAC [30] improves SM [29] by adding an affine constraint to the relaxation. IPFP [18] concentrates on the projection error deviation during the final discretization step and suggests an integer projected fixed point algorithm. MPM [19] presents a maxpooling approach to graph matching which largely improves the robustness to deformations and outliers. RRWM [6] introduces a random walk perspective on graph matching and proposes a random walk model with reweighting jumps to enforce matching constraints. Similar to our work, FGM [5] bridges the two formulations of graph matching in Eqs. (1) and (2) by factorizing the large pairwise affinity matrix into several smaller ones so that the problem can be further converted into a KB-QAP problem. For all these compared methods, we use the source codes publicly released by the authors, and follow the default experimental settings. Note that we construct undirected graphs for all our experiments.
A. COMPARISON WITH THE STATE-OF-THE-ART
We consider three datasets for these experiments, including the synthetic data, the CMU sequences and the PASCAL dataset, which aim to compare the robustness of the various methods to noise and outliers.
1) EXPERIMENTS ON SYNTHETIC DATA
Following the protocols in [5] , [6] , [30] , we randomly synthesize graphs corrupted by noise and outliers. For each trial, we randomly generate n in normally distributed points
For the experiments on noise, we take V A = V in as the nodes to construct the first graph G A . Then, we add random Gaussian noise to each point, i.e., x i = x i + x , y i = y i + y with x , y ∼ N (0, σ 2 n ) where σ 2 n controls the noise level, and take the corrupted points V B = {(x i , y i ) ∈ R 2 , i = 1, . . . , n in } as the nodes to construct the second graph G B . For the experiments on outliers, we generate two sets of outliers of the same size n out which obey the Gaussian distribution N (0, 1), denoted by V A out and V B out , and take
and V B = V in ∪ V B out as the nodes to construct the two graphs G A and G B respectively.
To construct the first graph G A = (V A , E A , A), the edge connections E A are obtained by Delaunay triangulation, and the adjacent matrix is assigned to be A ii = 1 if the nodes i ∈ V A and i ∈ V A are connected and A ii = 0 otherwise. We compute the shape context descriptor s i [36] associated to each node i ∈ V A , and the length d ij associated to each edge (i, j) ∈ E A . The second graph G B = (V B , E B , B) is constructed in exactly the same way. The node affinity between i ∈ V A and i ∈ V B is measured by
is the distance between the shape context descriptors s i and s i . And the edge affinity between (i, j) ∈ E A and (i , j ) ∈ E B is calculated by ϕ ii ,jj = e −(d ij −d i j ) 2 /0.15 following previous works [5] , [6] .
For the experiments on noise, we vary the noise levels by setting the parameter σ 2 n = {0, 0.04, 0.08, 0.12, 0.16, 0.2}. And for the experiments on outliers, we vary the numbers of outliers to be n out = {0, 4, 8, 12, 16, 20} . For each setting, we set the number of inliers as n in = 20. We generate 100 pairs of random graphs and quantify the performance in terms of the average matching accuracy.
The results obtained by the various methods are shown in Fig. 4 . One can obverse that, PDGM achieves the best performance under both noise and outlier conditions. Among the other methods, FGM performs comparably to ours in case of low levels of noise and small numbers of outliers, but significantly worse as the noise and outliers increase.
2) EXPERIMENTS ON THE CMU DATASET
The CMU dataset includes two image sequences, one of a house and the other of a hotel (referred to as ''House'' and ''Hotel'' respectively). The House sequence consist of 111 frames, each with 30 manually annotated landmarks aligned across the whole sequence. Likewise, the Hotel sequence has 101 frames with a number of 50 landmarks. In each sequence, the images were acquired from changing viewpoints, and therefore the landmarks are subject to deformation across the frames.
For the first graph G A = (V A , E A , A), the edge connections E A are obtained by Delaunay triangulation, and the adjacent matrix is assigned to be A ii = 1 if the nodes i ∈ V A and i ∈ V A are connected and A ii = 0 otherwise. We compute the shape context descriptor s i [36] associated to each node i ∈ V A , and the length d ij associated to the edge (i, j) ∈ E A . The second graph G B = (V B , E B , B) is constructed in exactly the same way. The node affinity between i ∈ V A and i ∈ V B is measured by φ ii = e −d(s i ,s i )/0.3 where d(s i , s i ) is the distance between the shape context descriptors s i and s i , and the edge affinity between (i, j) ∈ E A and (i , j ) ∈ E B is calculated by ϕ ii ,jj = e −(d ij −d i j ) 2 /2500 following previous works [5] , [6] .
For both sequences, we take all image pairs separated by δ = {10, 20, 30, 40, 50, 60, 70, 80, 90, 100} frames. The larger separation between two frames, the heavier deformation. We randomly select 25 landmarks for the House and Hotel sequences for matching respectively. We report the VOLUME 7, 2019 average accuracy over all image pairs obtained by the various methods in Fig. 5 .
As can be seen, for the House sequence which undergoes relatively small viewpoint changes, PDGM, FGM and RRWM perform almost equally well. However, for the Hotel sequence with larger viewpoint variations, our PDGM outperforms RRWM, FGM and all the other methods.
3) EXPERIMENTS ON THE PASCAL DATASET
The PASCAL dataset contains a set of 30 pairs of car images and another set of 20 pairs of motorbike images selected from the PASCAL challenge data (referred to as ''Car'' and ''Motorbike''). Each image pair provides 30 ∼ 60 matched landmarks as well as some outliers in the background. To construct the graphs for each image pair, we take all the landmarks and n out randomly selected outliers as the nodes. The edges, the adjacent matrices and the node affinity are calculated identically to those for the experiments on synthetic data. For the first graph G A = (V A , E A , A), we compute the length d ij and the orientation θ ij associated with the edge (i, j) ∈ E A . These attributes are computed in the same way for the second graph. The edge affinity is then set to be
We vary the number of outliers n out = {0, 4, 8, 12, 16, 20} to compare the robustness of the various methods. For each setting, we report the average accuracy over all the images on both the Car and Motorbike sets.
The results are depicted in Fig. 6 . On the Car dataset, FGM performs slightly better than PDGM in case of low outliers, but worse in case of heavy outliers. And on the Motorbike dataset, PDGM performs consistently well, while FGM degrades severely.
4) DISCUSSION
The experimental results on the three datasets suggest that our proposed PDGM generally outperforms the state-of-theart methods, including those which follow the L-QAP formulation, like RRWM, IPFP, etc. In particular, it demonstrates significant superiority in the presence of heavy noise or outliers. The advantages of our method may stem from three aspects of factors: (1) the ability of incorporating edge affinity information into the KB-QAP formulation; (2) the special mechanism of dynamically updating the guidance matrix; (3) the strategy for fusing the intermediate matching results. We will further verify the effectiveness of these key components in later experiments.
B. COMPUTATIONAL EFFICIENCY
As aforementioned, a key advantage of the proposed method lies in scalability. To show this point, we conduct an experiment on synthetic data to compare the performance and the corresponding CPU time cost of the various methods under varying graph sizes. Basically we follow the protocol of the noise experiment on synthetic data detailed in Section V-A, but differently we fix the noise level to be σ 2 n = 0.1 and enlarge the numbers of graph nodes to be n in = {20, 40, 60, 80, 100, 120, 160}. The results are comparatively demonstrated in Fig. 7 . As can be observed that, with the increase of graph sizes, all the methods deteriorate to some extent, among which the proposed PDGM performs significantly better than the other methods. In contrast, FGM and MPM degrade dramatically when the graphs enlarge. Accordingly, the cpu time cost of PDGM increases moderately with the graph sizes. Hence, it can be concluded that PDGM is superior in terms of the balance between performance and computational efficiency.
C. EVALUATION OF COMPONENTS
To further verify the effectiveness of the proposed PDGM algorithm, we build the following variants, each having a key component changed while keeping the others fixed:
• PDGM-V1: The guidance matrix is fixed to be C x t = C 0 by disabling the step for dynamically updating C x t as described in Section IV-B (Line 4 in Algorithm 1).
• PDGM-V2: The orthogonality term in Eq. (6) is disabled by setting ξ = 0. • PDGM-V3: The definition of q ii in Eq. (13) is changed to be q ii = φ ii , which means only the match itself is considered for measuring the goodness of a match, rather than the contextual information.
• PDGM-V4: The scheme for fusing the matching results described in Section IV-C is changed to be X t * = X T .
We compare these variants and our PDGM algorithm on the PASCAL Car dataset. As shown in Fig. 8 , all the four variants underperform PDGM to some extent, which indicates the contributions of these components to the effectiveness of our method.
D. PARAMETER STUDY
There are four key parameters in our method: λ in Eq. (5), ξ in Eq. (6), α in Eq. (14) , and the number of iterations T . To investigate the impact of these parameters on performance, we carry out another experiment on the PASCAL Car dataset, where we vary one of these parameters a time while fixing the others and assess the performance obtained by the PDGM algorithm under the varying parameters. The results are illus- Fig. 9 . For λ, the appropriate values lie in 0.2 ≤ λ ≤ 0.8 rather than around the two extremes (λ = 0 and λ = 1). Similar to λ, a median value is suitable for α. The parameter ξ should better take a value within 0.1 ≤ ξ ≤ 0.2. As for T , the performance generally gets better to some extent with the increase of T when T ≤ 10. Generally, our method is not very sensitive to the setting of these key parameters. And we empirically adopt a fixed configuration λ = 0.65, ξ = 0.1, α = 0.8, T = 10 for all the experiments in this paper.
trated in

VI. CONCLUSION
In this paper, we have presented an approach to graph matching called Progressively Decomposing Graph Matching (PDGM), which simultaneously possesses the advantages of scalability of the KB-QAP formulation and the generality of the L-QAP formulation. PDGM progressively incorporates edge affinity information into the optimization procedure of KB-QAP through a guidance term, which mainly involves two iterative steps, i.e., solving the guided KB-QAP and updating the guidance matrix. Extensive experiments on both synthetic data and real image datasets have demonstrated that, our method can outperform the state-of-the-art in terms of the robustness to noise/deformation and outliers, and also the good balance between effectiveness and computational efficiency. Comparison with some variants and parameter study have also been conducted to further verify its effectiveness. In our future work, we will introduce a mechanism to explicitly model outliers to further improve the robustness of our method. We will also apply our method to relevant applications such as multi-modal image registration, 3D shape matching, and so forth.
