The behaviour of the eddy-driven jet over the Atlantic sector during the winter season is analysed for the ERA-Interim reanalysis and the coupled and atmosphere-only configuration of HadGEM3-GC2 -the climate model in use at the Met Office. The tri-modal distribution that reveals the jet-stream structure in terms of its preferred locations is reproduced with good accuracy by the model, although a distinct bias towards the high-latitude position is observed. Two different scenarios are found to contribute to this bias. One occurs when the jet shifts from its southern regime, whereby it settles too far north and for too long compared to the reanalysis. The other is associated with the exit from the central latitude regime, with too many events shifting poleward rather than equatorward. Excessively large lower tropospheric eddy heat fluxes during these transitions may account for the jet errors, even though the heat fluxes do not exhibit a climatological bias. Interestingly, these biases are weaker when the atmosphere model is forced with observed SSTs, suggesting that either it is vital to have the correct SST distribution or that ocean-atmosphere coupling plays a key role in the biases. Additional analysis revealed that the Pacific jet exit is biased south in the coupled model and that this is likely to contribute to the Atlantic bias. Anomalously warm SSTs in the Gulf Stream region may be acting together with the Pacific bias in fostering the anomalous activity in the low level eddy heat fluxes.
Introduction
The Atlantic jet-stream variability has long been a critical topic of research. Its importance in modulating the weather over the Euro-Atlantic sector from daily to seasonal and inter-annual time scales is widely recognised, and several papers have investigated such connections (e.g. Mahlstein et al. 2012; Trigo et al. 2002) .
Another important strand of publications has dealt with the grade of fidelity of the general circulation models in reproducing the jet-stream behaviour. It is well known that the models have difficulty in simulating correctly the eddy-driven jet, whereby it tends to be too far equatorward and too strong (e.g. Hannachi et al. 2013) . At present there are still large deficiencies, for example the vast majority of the CMIP5 models (Taylor et al. 2012 ) largely fail in simulating the tri-modal distribution of the jet latitude (Anstey et al. 2013 ). This behaviour is unique to the Atlantic eddy-driven jet. Woollings et al. (2010) were the first to explicitly describe it, then in following papers the transitions between the three different jet regimes (the northern, central and southern regime) were analysed in detail (e.g. Franzke et al. 2011) . The Met Office climate model used for the IPCC Fifth Assessment Report (Collins et al. 2008 ) is indeed an exception to this, inasmuch as it is able to reproduce the three-state jet quite well. Nevertheless, it still suffers from a large bias related to the high latitude regime, which is too populated compared to the central latitude regime, unlike the reanalysis (see dashed magenta line in Fig. 3a in Anstey et al. 2013) . Interestingly, a similar issue is still present in the latest version of the global coupled model in use at the Met Office (Williams et al. 2014) , with no notable changes from the previous operational configuration (HadGEM2). This bias to overpopulate the high-latitude regime is in stark contrast to the historical bias of an overly zonal flow.
One method we use here to investigate the biases is the eddy-mean flow interaction approach, whereby the jet variability is understood as forced by the interaction with the synoptic systems. This framework has been invoked in several papers to explain the jet stream behaviour and its fluctuations over different time scales, as well as the different time persistence within a given state (Lorenz and Hartmann 2001; .
Barotropic (e.g. Yu and Hartmann 1993) as well as baroclinic (e.g. Gerber and Vallis 2007) theories have been developed to describe the eddy-driven jet behaviour. In particular, the latter have invoked the generation of baroclinicity as the main driver for such changes (Thompson and Birner 2012; Novak et al. 2015) , whereby this process leads to the increase of lower tropospheric heat fluxes, which are followed later in the eddy lifecycle by upper tropospheric wave activity out of the jet and concurrent westerly momentum flux into the jet.
Our aim is to understand the biases in the lower tropospheric zonal wind and hence we focus on analysis of the transient baroclinic eddy effects. Since these are primarily responsible for barotropising the flow and accelerating the low-level wind (Hoskins et al. 1983) we hypothesise that biases in the zonal wind are likely to be accompanied by biases in the transient eddy characteristics. We apply some new diagnostics to describe the biases in the jet and the eddies, focussing on the regime structure of the jet and the magnitude and orientation of eddy fluxes. These are intended to provide some physical insight and to complement existing methods such as a full decomposition of the vorticity budget, as has been used very successfully by for example. In section 5 we also consider the role of more remote processes, in particular Pacific jet biases.
These are suggested to influence the Atlantic jet by modulating the behaviour of the transients as they enter the Atlantic sector.
The paper is divided as follows, section 2 describes the methodology and the data used. Section 3 highlights the general results and the main biases of the model in simulating the eddydriven jet, while section 4 describes the process-based analysis employed in this study and applies it to the reanalysis. The jet bias is further investigated by looking at the jet transitions in section 5.
The concluding remarks are presented in section 6.
Data and Diagnostics
The data sources are the ERA-Interim reanalysis (ERA-I -Dee • × 1.5
• , the atmosphere component horizontal resolution is
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N216, while for the coupled version the ocean component uses the 0.25 degree horizontal resolution. The fields downloaded have been interpolated to the reanalysis grid-resolution before applying any post-processing. To produce and post-process the data, the following fields have been used: (u,v) (the wind field) at 250, 850
hPa and temperature at 850 hPa.
The data analysis has been conducted using a process-based approach, in particular the eddy fluxes and their impact onto the jet have been analysed in detail. To do that, the E-vector diagnostic has been employed (Hoskins et al. 1983) . The E-vector has been derived for the high-pass time-filtered eddies only (i.e. with period shorter than 10 days) using the Lanczos method (Duchon 1979 ).
Here, a particular focus has been given to the third component of the quasi-vector, which can be associated with the low-level eddy heat fluxes. The horizontal components relate to the momentum flux in the upper troposphere. The three diagnostics can be written as follows:
(1)
where Ex = v 2 − u 2 and Ey = −u v , while u and v are the high-pass filtered winds, f is the Corliolis parameter, and Θp is a standard vertical profile of potential temperature. |E| represents the strength of the fluxes, while Ed is used to detect their direction (positive and negative values are for poleward and equatorward propagation, respectively). It is also noted that Ep is normalised following Brayshaw et al. (2008) , whereby Ep is multiplied by The divergence of the horizontal component of the E-vector
is commonly used rather than its modulus to describe the eddy momentum fluxes at the upper levels (see Hoskins et al. 1983 , for its interpretation), however here |E| has been chosen as it is less noisy than the former. A more detailed interpretation of |E| and its link with ∇ · E is given in the appendix. • . This is also evident for the mean jet, whose maximum values are shifted to the south as well. We will return to this later in section 5.
This article is protected by copyright. All rights reserved. and below 39N, respectively. The columns in the table show the number of events lasting at least 5 days and belonging to a given regime, respectively for ERA-I, GC2-C and GC2-A. The different rows show how many of these regimes shift to the north (+), to the south (-), or remain within the same regime (=) after they have attempted a shift (i.e. if after 2-3 days they bounce back to the regime they came from). The percentages at the bottom row roughly mirror the results of Fig. 2 , although they do not seem to exhibit significant differences when compared to each other, nor to show a clear bias towards the N regime. However, if we focus on the C regime, it can be noted that both the reanalysis and the two model simulations tend to prefer the C-to-N transition. While ERA-I (and GC2-A) show a ratio of ∼2.7 (2.5) (i.e., 57 (52) events shifting to the north against 21 (21) shifting to the south), GC2-C exhibits a ratio of ∼3.8 (i.e. 53/14), which indicates a stronger tendency to the C-to-N transition at the expense of the C-to-S transition. A Monte Carlo process was used to investigate this; pooling the C-exit transitions and randomly separating into three equal subsets. This found that the chance occurrence of only 14 C-to-S transitions (as seen in GC2) can be rejected at the 90% level.
While this certainly contributes to the bias observed, it is interesting to further explore why this is the case. The positive (i.e. poleward) transitions will be analysed in detail in section 5, after the eddy flux diagnostics are introduced in section 4 and used to investigate the transitions between the jet regimes in both the reanalysis and the model versions.
The regime transitions
The jet and eddy properties in ERA-I are illustrated in Accepted Article T  +  42  57  0  44%  32  53  0  44%  39  52  0  47%  =  1  18  10  12%  1  12  8  11%  0  7  8  6%  -0  21  78  44%  0  14  72  45%  0  21  70  47%  19% 42% 39% 227 17% 41% 42% 192 20% 41% 39% 195   Table 1. Table representing the jet-regime event frequency and regime transitions. The columns show the number of events lasting at least 5 days and belonging to a given regime, respectively for ERA-I, GC2-C and GC2-A. The different rows show how many of these regimes shift to the north (+), to the south (-), or remain within the same regime (=) after they have attempted for a shift (i.e. if after 2-3 days they bounce back to the regime they came from). The percentages are calculated over the total number of events (bottom entry under column 'T'). 
The northern regime bias
The tools used in section 4 can be used to investigate the bias affecting the coupled version of HadGEM3-GC2, namely the prevalence of the northern jet regime. The jet transition to high latitudes will be explored separately for the S and C regime. Fig.   5 shows the jet shift from the S regime in ERA-I, GC2-C and GC2-A Figure 6 . Longitude-latitude maps of Ep, Ed (colour shading in the left and right column, respectively) and |E| (black contours) calculated as the three day average before the jet exits from the C regime. The first, second and third row are respectively for ERA-I, GC2-C and GC2-A.
The latitude shift in ERA-I (shown in Fig. 5a ) clearly indicates that the jet moves back equatorward after it reaches its maximum at ∼day 4. In contrast, in GC2-C the jet keeps moving to the north and it reaches its highest latitude at day 11 (panel b), more than 5
• higher (on average) than in the reanalysis. This is a significant difference, and it accounts, together with the statistics shown in table 1, for the northern bias of the jet in GC2-C. There is some evidence that the transient eddy heat fluxes are biased high during these transitions in GC2-C, however this signal is noisy and has low statistical significance. We focus instead on the exit from the C regime which shows a similar, but much clearer signal.
Similar to Fig. 5 we analysed the evolution of the jet latitude on exit from the C regime. The results (not shown) do not exhibit a bias in the latitudes, as in the S regime case. However, there is a clear bias, as in Table 1 for the model transitions to be too often to the north as opposed to the south. of such experiments and their analysis will be discussed in a future paper.
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The E-vector, its magnitude and its divergence Throughout the manuscript |E| has been used to describe the momentum flux instead of its divergence (div(E)). In Hoskins et al. (1983) it is explained that E may be considered as an effective westerly momentum flux. Its generation (divergence)
can be thought as a tendency to increase the westerly mean flow, whereas its destruction (convergence) is associated with a decrease of the westerly mean flow. Despite this being generally used in the literature, we opted for the E-vector magnitude, which is somehow an indirect measure compared to the former, but it can still be easily interpreted and it is much less noisy (as the derivative is avoided). An example of this is found in Hoskins et al. (1983) (their Fig. 6 ), where the Pacific and Atlantic storm tracks during the winter season 1979-80 are analysed using the high-and low-pass eddies and the E-vector horizontal This article is protected by copyright. All rights reserved. components.
To further clarify how the two measures are related, Fig. 9 illustrates the jet in its N regime (the magenta contours are the wind velocity u) along with |E| and its divergence (in green contours and colour shading, respectively). The latter has been normalised as in Brayshaw et al. (2008) to allow comparison with the third component of the E-vector (to be noted that the colorbar is the same as that in Fig. 1 ). It is observed that |E| is slightly downstream of div(E), however it has also been noticed (see section 3) that |E| has been zonally averaged for most of the figures produced (apart from Fig. 6 ), which makes the longitude shift with div(E) essentially insignificant. The largest difference is the meridional shift between the two, with the maximum values of |E| located on average to the south of the jet core and in between the positive/negative dipole in div(E). This is not surprising, as div(E measures the horizontal gradient of the E-vector, but this slight latitude shift should be born in mind when interpreting the results. Furthermore, the third diagnostic introduced in the paper (i.e. Ed) not only acts as a proxy for the wave propagation (and relative momentum flux), but it also helps detecting -along with |E| -where the convergence of E should be, whether to the north or to the south of the jet. For example, if Fig. 4a were integrated along time (the x-direction) and compared to Fig. 9 , it would be noticed that |E| points almost exclusively equatorward, which
indicates that the E sink region is on the southern flank of the jet.
