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Resumo
Nesta dissertac¸a˜o fazemos uma exposic¸a˜o sobre alguns modelos matema´ticos com
aplicac¸o˜es em economia. Dentre os modelos estudados destacamos a versa˜o discreta das
populares medidas de risco VaR (Value at Risk) e C-VaR (Conditional Value at Risk).
Discutimos algumas propriedades de tais medidas, e, principalmente, expomos sobre algu-
mas ide´ias para otimiza´-las sob uma formulac¸a˜o do tipo OVO (Order Value Optimization)
e propomos uma nova formulac¸a˜o para o problema de minimizar a VaR.
Palavras-chave: Modelagem Matema´tica, Otimizac¸a˜o, OVO (Order Value Optimi-
zation), VaR (Value at Risk), C-VaR (Conditional Value at Risk).
Abstract
In this dissertation we make a presentation on some mathematical models with appli-
cations in economics. Among the studied models we highlight a discrete version of the
popular risk measures VaR (Value at Risk) and C-VaR (Conditional Value at Risk). We
discuss about some properties of such measures, and, above all, expose on some ideas for
optimizing the VaR and CVaR under a OVO (Order Value Optimization) formulation
and propose a new formulation to the problem of minimizing the VaR.
Keywords: Mathematical Modeling, Optimization, OVO (Order Value Optimiza-
tion), VaR (Value at Risk), C-VaR (Conditional Value at Risk).
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CAPI´TULO 1
Introduc¸a˜o
Nesta dissertac¸a˜o fazemos uma exposic¸a˜o sobre alguns modelos matema´ticos com
aplicac¸o˜es em economia. Nosso objetivo no texto e´ apresentar algumas maneiras de como
tomar uma decisa˜o financeira de modo a obtermos um lucro razoa´vel sem nos expor a
um risco maior do que o aceitado. As ferramentas que usaremos para desenvolver nossos
racioc´ınios sera˜o os conceitos ba´sicos de probabilidade, programac¸a˜o linear e na˜o linear,
e uma ide´ia intuitiva de economia.
No cap´ıtulo 2 apresentamos os conceitos ba´sicos a serem usados por todo o texto tais
como o vetor de decisa˜o x, indicando a quantidade de ativos que devemos adquirir, ve-
tores de prec¸os futuros yj e as func¸o˜es de perda a eles associados f(x, yj). Feitas essas
considerac¸o˜es, introduziremos o conceito de risco e trataremos dos modelos de Markowitz
e Konno.
O cap´ıtulo 3 e´ a parte fundamental deste trabalho. Nele apresentamos a versa˜o dis-
creta das populares medidas de risco VaR (Value at Risk) e C-VaR (Conditional Value at
Risk). Discutimos a ide´ia de coereˆncia exposta em [10] e propomos um novo conceito de
coereˆncia. Ainda nesse cap´ıtulo destacamos a sec¸a˜o 3.5. Nela discutimos algumas ide´ias
para otimizar a VaR e a CVaR sob uma formulac¸a˜o do tipo OVO (Order Value Optimi-
zation), apresentadas em [2, 6, 14], e propomos uma nova formulc¸a˜o para o problema de
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minimizar a VaR.
No cap´ıtulo 4 relembramos os principais resultados da probabilidade elementar, co-
mentamos sobre o movimento browniano geome´trico e suas aplicac¸o˜es em modelos proba-
bil´ısticos ligados a economia. Por fim, apresentamos a maneira que usamos para simular
nossos cena´rios futuros.
No cap´ıtulo 5 introduzimos os conceitos ba´sicos do mercado de opc¸o˜es e daremos uma
ide´ia sobre a precificac¸a˜o de uma opc¸a˜o do tipo Call Europe´ia atrave´z da fo´rmula original
desenvolvida por Black e Scholes [12].
Por fim, no cap´ıtulo 6 apresentamos os resultados computacionais referentes ao cap´ıtulo
3 e expomos nossas concluso˜es.
CAPI´TULO 2
Perda me´dia × risco
2.1 Introduc¸a˜o
Suponhamos que existissem n ativos e que deveˆssemos tomar a decisa˜o de comprar
a quantidade xi do ativo i. O sucesso de nossa decisa˜o depende do futuro da economia,
pore´m o futuro nunca pode ser previsto com exatida˜o. Nos nossos modelos existira˜o m
vetores y ∈ Rn que representara˜o m cena´rios poss´ıveis para a situac¸a˜o da economia. No
cap´ıtulo 5 discutiremos algumas ide´ias de como obter esses vetores y. Nesse cap´ıtulo
assumiremos que eles ja´ sa˜o dados de alguma forma, por exemplo por um economista ou
uma simulac¸a˜o probabil´ıstica. Desse modo, para cada decisa˜o x tomada teremos uma
func¸a˜o de lucro l(x, y), a qual e´ uma varia´vel aleato´ria. Ou seja, l(x, yj) fornece o lucro
que teremos se tomarmos a decisa˜o x e acontecer o cena´rio j. Por motivo de tradic¸a˜o
da literatura de otimizac¸a˜o, a qual trata do problema de minimizac¸a˜o, definiremos a
func¸a˜o f(x, y) = −l(x, y) chamada func¸a˜o de perda da decisa˜o x sob o cena´rio y. Por
simplicidade escreveremos algumas vezes fj(x) = f(x, y
j). Definamos tambe´m Ω como
sendo o conjunto das deciso˜es poss´ıveis de serem tomadas. Por exemplo, aquelas cujos
gastos na˜o ultrapassam uma quantidade de dinheiro dispon´ıvel. Visto isso, como tomar
uma decisa˜o?
3
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2.2 Minimizar a perda me´dia
Nossa primeira ide´ia seria tomar a decisa˜o que dara´ a menor perda poss´ıvel na me´dia
dos cena´rios.
minimizar E[f(x, y)]
sujeito a x ∈ Ω
Supondo os m cena´rios equiprova´veis (portanto cada um com probabilidade 1
m
), y0i
representando o prec¸o inicial do ativo i e yji o prec¸o do ativo i sob o cena´rio j, temos que:
f(x, yj) = gastos - retorno =
n∑
i=1
y0i xi −
n∑
i=1
yjixi =
n∑
i=1
(y0i − yji )xi
Logo, tomando a decisa˜o x, a perda me´dia seria:
E[f(x, y)] =
m∑
j=1
1
m
f(x, yj)
=
m∑
j=1
1
m
n∑
i=1
(y0i xi − yjixi)
=
n∑
i=1
m∑
j=1
1
m
(y0i xi − yjixi)
=
n∑
i=1
(
y0i xi − xi
1
m
m∑
j=1
yji
)
Chamando y¯i =
1
m
m∑
j=1
yji o prec¸o futuro me´dio do ativo i temos que:
E(f(x, y)) =
n∑
i=1
(y0i − y¯i)xi
Podemos ver que (y0i − y¯i) e´ a perda me´dia por unidade do ativo i.
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No caso em que Ω e´ o conjunto das deciso˜es cujos gastos sa˜o menores ou iguais a
quantidade de dinheiro dispon´ıvel (M), temos que:
Ω =
{
x ∈ Rn;
n∑
i=1
y0i xi ≤M e xi ≥ 0 ∀i
}
Portanto nossa primeira ide´ia consiste em tomar a decisa˜o x que e´ a soluc¸a˜o do PL:
Min
n∑
i=1
(y0i − y¯i)xi
Suj.a
n∑
i=1
y0i xi ≤M ;
xi ≥ 0 ∀i
A soluc¸a˜o do problema acima, supondo y0i e y
j
i maiores do que zero, e´:
• x = 0; se y0i − y¯i ≥ 0 ∀i
Ou seja, na˜o devo gastar nada se espero que o prec¸o futuro de todos os ativos sera´ menor
do que o prec¸o atual. Vou ter preju´ızo onde quer que eu invista!!!
• xi =
{
M
y0p
, se i=p onde p e´ tal que y0p < y¯p e
y¯p−y0p
y0p
>
y¯i−y0i
y0i
∀i
0, se i 6= p
Ou seja, se para algum ativo eu espero ter lucro (y¯p > y
0
p) enta˜o invisto todo o meu
dinheiro no ativo que da´ o maior retorno percentual (
y¯p−y0p
y0p
>
y¯i−y0i
y0i
).
Exemplo 1:
Suponhamos que um investidor tivesse 100 mil reais para investir em ac¸o˜es da Cemig,
cujo prec¸o inicial e´ de 100 reais, e da Vale do Rio Doce cujo prec¸o e´ 50 reais. Suponhamos
que existam 4 cena´rios futuros poss´ıveis. Sa˜o eles:
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• O governo vai dar um subs´ıdio a`s empresas de energia ele´trica e a as empresas de
minerac¸a˜o crescera˜o seguindo o fluxo geral do aquecimento da economia. Nesse caso
os prec¸os, daqui a um ano, das ac¸o˜es da Cemig e da Vale estara˜o em 130 e 58 reais
respectivamente.
• O governo vai dar o subs´ıdio para as empresas de energia pore´m a entrada no Brasil
de uma multinacional na produc¸a˜o de ac¸o faz com que os lucros da Vale na˜o sejam
ta˜o expressivos. Como consequ¨eˆncia as ac¸o˜es da Cemig estara˜o negociadas a 140
reais e da Vale a 54 reais.
• O governo na˜o da´ o subs´ıdio a`s empresas de energia e os lucros da Cemig continuam
no ritmo dos u´ltimos anos. Ja´ a Vale consolida sua lideranc¸a no mercado interno e
consegue bons acordos internacionais. As cotac¸o˜es de Cemig e Vale passara˜o a ser
115 e 62 reais.
• A economia brasileira como um todo na˜o vai bem e as ac¸o˜es da Cemig caem para
75 reais, enquanto as da Vale chegam a 46 reais.
Nossas varia´veis de decisa˜o seriam:
x1 7→ quantidade de ac¸o˜es da Cemig que comprar´ıamos.
x2 7→ quantidade de ac¸o˜es da Vale que comprar´ıamos.
Os prec¸os iniciais seriam:
y01 = 100 e y
0
2 = 50
Os poss´ıveis prec¸os futuros seriam:
y1 =
(
130
58
)
; y2 =
(
140
54
)
; y3 =
(
115
62
)
; y4 =
(
75
46
)
O prec¸o me´dio de cada ac¸a˜o seria:
y¯1 =
1
4
(130 + 140 + 115 + 75) = 115;
y¯2 =
1
4
(58 + 54 + 62 + 46) = 55;
Restric¸o˜es:
gasto ma´ximo: 100 · x1 + 50 · x2 ≤ 100.000
positividade: x1 ≥ 0;x2 ≥ 0
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Problema a ser resolvido:
min (100− 115)x1 + (50− 55)x2
S.a 100 · x1 + 50 · x2 ≤ 100.000
x1 ≥ 0;x2 ≥ 0
Soluc¸a˜o:
x1 = 1.000 e x2 = 0
Compraremos enta˜o 1.000 ac¸o˜es da Cemig e nenhuma da Vale.
E´ Importante olhar para o lucro percentual e na˜o para o absoluto. Isso fica claro no
seguinte exemplo: Suponhamos que eu compre uma mansa˜o hoje por 10 milho˜es de reais
e venda daqui a um ano por 11 milho˜es de reais. Meu lucro absoluto seria de 1 milha˜o de
reais , ou seja, um retorno percentual de 10%. Vejamos agora o caso em que eu pudesse
comprar casas de 100 mil reais e vendeˆ-las por 120 mil reais apo´s um ano. Nesse caso meu
lucro absoluto seria de 20 mil reais por casa (muito menor do que 1 milha˜o) e um retorno
percentual de 20% que e´ o dobro da situac¸a˜o anterior. Pore´m com os mesmos 10 milho˜es
que eu comprava uma mansa˜o eu posso comprar 100 casas de 100 mil e meu lucro com o
investimento seria de 100× 20 mil reais = 2 milho˜es de reais. Teria o dobro do lucro!
Um defeito grave dessa primeira ide´ia e´ que na˜o fazemos a pergunta:
“Vale a pena tomar uma decisa˜o que em me´dia seja muito boa mas que tenha grandes
perdas em alguns cena´rios?”
Essa situac¸a˜o ocorre no exemplo da Cemig e da Vale. Embora a Cemig desse um
lucro me´dio de 15% e a Vale de 10% as ac¸o˜es da Cemig poderiam se desvalorizar ate´ 25%
enquanto com as ac¸o˜es da Vale, em qualquer que seja o cena´rio futuro, na˜o perder´ıamos
mais de 8%.
Isso nos remete ao conceito de risco. Vale a pena correr um risco grande em troca de
uma boa me´dia? Como medir esse risco?
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2.3 Risco como distaˆncia ate´ a me´dia
Uma das alternativas de medir o risco de um investimento e´ olhar quanto a perda re-
lacionada a uma decisa˜o x pode se ‘distanciar’ da me´dia. Quanto menor for essa distaˆncia
mais seguranc¸a temos sobre o investimento.
Por exemplo, se tomarmos uma decisa˜o x tal que fj(x) = f para todo j enta˜o nossa
perda na˜o se distancia da me´dia. Nesse caso teremos a certeza de que acontec¸a o que
acontecer com o futuro da economia teremos um lucro de−f . O risco seria, portanto, nulo.
Tomando a decisa˜o x indicamos por fj a perda no cena´rio j e f¯ a perda me´dia para
essa decisa˜o (f¯ = E(f) =
∑m
j=1
1
m
fj).
Pensamos, enta˜o, na distaˆncia entre

f1
...
fm
 e

f¯
...
f¯
.
Se optarmos por medir essa distaˆncia pela norma euclidiana teremos:
d =
∥∥∥∥∥∥∥∥

f1
...
fm
−

f¯
...
f¯

∥∥∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥

f1 − f¯
...
fm − f¯

∥∥∥∥∥∥∥∥
2
=
(
m∑
j=1
(fj − f¯)2
) 1
2
=
√
mσ(f).
Como
√
m e´ constante trabalharemos com o desvio padra˜o.
Se pensarmos no quadrado da norma euclidiana trabalhar´ıamos com a variaˆncia que, por
razo˜es de diferenciabilidade, ajudaria na otimizac¸a˜o das func¸o˜es envolvidas.
Outra alternativa seria usar a norma da soma (d =
∑m
j=1
∣∣fj − f¯ ∣∣) o que vai ser u´til no
modelo de Konno, o qual veremos mais adiante.
Em todos os casos ca´ımos em um problema multiobjetivo pois queremos minimizar a
perda me´dia e o risco ao mesmo tempo. No caso de problemas desse tipo, geralmente, na˜o
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temos um ponto o´timo no sentido habitual e sim uma curva eficiente onde os pontos desta
na˜o podem ser melhorados nos dois objetivos ao mesmo tempo. Ou seja uma decisa˜o
x∗ representa um ponto da curva eficiente se, e somente se, na˜o existem deciso˜es via´veis
que apresentam simultaneamente perda me´dia e risco menores do que as de x∗. Isso nos
remete a noc¸a˜o de o´timo a Pareto.
Podemos notar que fixado p o par (p, r) ∈ C somente se
r = inf
{
risco(x) tais que x ∈ Ω e f¯(x) ≤ p}
Figura 2.1: Cada ponto (p, r) na regia˜o em cinza representa uma decisa˜o fact´ıvel com
perda me´dia p e risco r.
Pensando em contornar o inconveniente do problema multiobjetivo chegamos aos mo-
delos de Markowitz e Konno.
2.3.1 Modelo de Markowitz
Nessa sec¸a˜o vamos evitar o problema multiobjetivo procurando diminuir ao ma´ximo
um dos objetivos de tal modo que possamos garantir que o outro esteja em um n´ıvel
aceita´vel. Faremos isso minimizando um dos objetivos e colocando como restric¸a˜o que o
outro esteja abaixo de nossa toleraˆncia.
Min Objetivo 1
S.a Objetivo 2 ≤ toleraˆncia ;
x ∈ Ω
No modelo de Markowitz tomamos como objetivo a ser minimizado o risco, e colo-
camos como restric¸a˜o que a perda me´dia na˜o supere uma constante W . Por razo˜es de
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simplicidade do problema de otimizac¸a˜o a ser resolvido, as quais veremos mais adiante,
vamos usar a variaˆncia como medida de risco.
Nosso problema passa a ser:
Min Variaˆncia [f(x, y)]
Suj.a E[f(x, y)] ≤ W ;
x ∈ Ω
Sob as hipo´teses das func¸o˜es de perda lineares podemos calcular a variaˆncia da seguinte
maneira:
f(x, y)− E[f(x, y)] =
n∑
i=1
(y0i − yji )xi −
n∑
i=1
(y0i − y¯i)xi
=
n∑
i=1
(y¯i − yji )xi
Da´ı:
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Variaˆncia [f(x, y)] = σ2[f(x, y)] = E
[
(f(x, y)− E[f(x, y)])2]
=
m∑
j=1
1
m
[
n∑
i=1
(y¯i − yji )xi
]2
=
m∑
j=1
1
m
(
Y
jT
x
)2
=
m∑
j=1
1
m
xT
(
Y
j
Y
jT
)
x = xT
(
1
m
m∑
j=1
Y
j
Y
jT
)
x
= xT
(
1
m
m∑
j=1
M j
)
x = xTAx,
onde Y
j
=

yj1 − y¯1
...
yjn − y¯n
; M j = Y j Y jT e A = 1m
m∑
j=1
M j.
Como cada matriz M j e´ semi definida positiva temos que A tambe´m e´, portanto nossa
func¸a˜o objetivo e´ convexa.
O modelo cla´ssico de Markowitz e´:
Min xTAx
Suj.a
n∑
i=1
y0i xi ≤M ;
n∑
i=1
(y0i − y¯i)xi ≤ W ;
xi ≥ 0 ∀i
(2.1)
O problema acima e´ quadra´tico e convexo. A literatura garante que problemas desse
tipo sa˜o relativamente fa´ceis de serem resolvidos. Isso justifica as escolhas dos objetivos
e de como medir o risco.
No modelo de Markowitz conseguimos de certa forma atender nossa expectativa de en-
contrar um ponto o´timo do problema multiobjetivo uma vez que se (2.1) admite soluc¸a˜o x
enta˜o provavelmente essa soluc¸a˜o correspondente a um ponto da curva eficiente. De fato,
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para W ≥ 0 a soluc¸a˜o o´tima seria x = 0 pois claramente e´ fact´ıvel e xTAx = 0, o que pela
definic¸a˜o de semi-positividade garante a otimalidade do problema. Intuitivamente se na˜o
estamos exigindo lucro, a decisa˜o de menor risco e´ na˜o investir o dinheiro em lugar algum.
No caso em que W < 0 se x na˜o pertencesse a` curva eficiente existiria x1 ∈ Ω tal que
E[f(x1, y)] ≤ E[f(x, y)] ≤ W e portanto x1 seria fact´ıvel, e xT1Ax1 ≤ xTAx com alguma
das desigualdades estritas. Supondo xT1Ax1 < x
TAx enta˜o x claramente na˜o e´ soluc¸a˜o de
(2.1), pois estamos exibindo um ponto fact´ıvel com menor valor de func¸a˜o objetivo, que
e´ um absurdo uma pela hipo´tese.
Podemos obter outra caracter´ıstica de A que nos fornece uma ide´ia do comportamento
de um ativo em relac¸a˜o a outro. Com isso podemos conseguir informac¸o˜es sobre a sen-
sibilidade e o comportamento geral do problema. Para isso definimos Yi como a varia´vel
aleato´ria que a cada cena´rio j associa o prec¸o do ativo i na situac¸a˜o j, ou seja Yi(j) = y
j
i
e consequ¨entemente y¯i = E(Yi). Voltando na definic¸a˜o de M
j temos que:
M jik = Y¯
j
i · Y¯ jk = (yji − y¯i) · (yjk − y¯k). Da´ı:
Aik =
1
m
m∑
j=1
(yji − y¯i) · (yjk − y¯k) =
1
m
m∑
j=1
(Yi(j)− E(Yi)) · (Yk(j)− E(Yk))
Conseguimos assim apresentar duas relac¸o˜es para Aik
Aik =

1
m
〈Zi, Zk〉; onde Zi =

(y1i − y¯i)
...
(ymi − y¯i)

E[(Yi − E(Yi)) · (Yk − E(Yk))] = Cov(Yi, Yk)
Em consequ¨eˆncia da segunda relac¸a˜o A e´ denominada matriz de covariaˆncia do pro-
blema.
A covariaˆncia entre duas varia´veis aleato´rias nos da´ a ide´ia de como elas esta˜o ligadas
[13]. Pore´m a covariaˆncia na˜o e´ adimensional o que, va´rias vezes, a torna dif´ıcil de ser
interpretada. Pensando nisso definimos o coeficiente de correlac¸a˜o
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ρ(Yi, Yk) =
cov(Yi, Yk)
σ(Yi)σ(Yk)
=
Aik
[E[(Yi − E(Yi))2]1/2 × [E[(Yk − E(Yk))2]1/2
=
1
m
〈
Zi, Zk
〉
[
∑m
j=1
1
m
(yji − y¯i)2]1/2 × [
∑m
j=1
1
m
(yjk − y¯k)2]1/2
=
1
m
〈
Zi, Zk
〉
( 1
m
)1/2 ‖Zi‖ × ( 1
m
)1/2 ‖Zk‖
=
〈
Zi, Zk
〉
‖Zi‖ ‖Zk‖
= cosseno do aˆngulo entre Zi e Zk
Portanto ρ(Yi, Yk) e´ um paraˆmetro entre −1 e 1 e, enta˜o, podemos definir a matriz
de correlac¸a˜o A∗ onde A∗ik = ρ(Yi, Yk). Se ρ(Yi, Yk) = 0 ou, equivalentemente, se Zi e´
perpendicular a Zk dizemos que Yi e Yk na˜o esta˜o correlacionadas. Isso acontece por
exemplo quando sa˜o independentes, ou seja, a informac¸a˜o sobre o prec¸o do ativo i na˜o
nos diz nada sobre o prec¸o do ativo k. Se quando o prec¸o do ativo i aumentar tivermos
que o prec¸o do ativo k tambe´m aumenta (na mesma proporc¸a˜o) teremos que ρ(Yi, Yk) = 1
e se diminui (tambe´m na mesma proporc¸a˜o) teremos ρ(Yi, Yk) = −1. No primeiro caso Zi
e Zk esta˜o na mesma direc¸a˜o e sentido e no segundo, um tem sentido oposto do outro.
Exemplo 2
Um grande comerciante agropecua´rio dispo˜e de um milha˜o de reais para comprar boi,
frango, leite e queijo a serem entregues daqui a 1 meˆs. O prec¸o inicial dos produtos e´
respectivamente 50 reais a arroba, 2 reais o quilo, 1 real o litro e 5 reais o quilo. Ao
receber os produtos ele revende-os pelo prec¸o de mercado.
Querendo arriscar-se no mercado de ac¸o˜es ele inclui a possibilidade de investir parte do
dinheiro em ac¸o˜es da IBM cujo prec¸o inicial e´ de 200 reais. Os cena´rios previstos para
daqui a um meˆs sa˜o:
• Cena´rio 1
Ha´ um surto de febre aftosa
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As condic¸o˜es clima´ticas sa˜o boas
A IBM consegue bons acordos internacionais
• Cena´rio 2
Ha´ um surto de febre aftosa
As condic¸o˜es clima´ticas sa˜o boas
Os acordos internacionais da IBM na˜o se concretizam
• Cena´rio 3
Ha´ um surto de febre aftosa
As condic¸o˜es clima´ticas na˜o sa˜o boas
A IBM consegue bons acordos internacionais
• Cena´rio 4
Ha´ um surto de febre aftosa
As condic¸o˜es clima´ticas na˜o sa˜o boas
Os acordos internacionais da IBM na˜o se concretizam
• Cena´rio 5
A suspeita de febre aftosa e´ afastada
As condic¸o˜es clima´ticas sa˜o boas
A IBM consegue bons acordos internacionais
• Cena´rio 6
A suspeita de febre aftosa e´ afastada
As condic¸o˜es clima´ticas sa˜o boas
Os acordos internacionais da IBM na˜o se concretizam
• Cena´rio 7
A suspeita de febre aftosa e´ afastada
As condic¸o˜es clima´ticas na˜o sa˜o boas
A IBM consegue bons acordos internacionais
• Cena´rio 8
A suspeita de febre aftosa e´ afastada
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As condic¸o˜es clima´ticas na˜o sa˜o boas
Os acordos internacionais da IBM na˜o se concretizam
A tabela abaixo mostra os prec¸os futuros dos ativos em cada um dos cena´rios:
ativo 1 ativo 2 ativo 3 ativo 4 ativo 5
arroba boi quilo frango litro leite quilo queijo ac¸a˜o IBM
Cena´rio 1 35 2.50 0.85 4.20 220
Cena´rio 2 36 2.45 0.87 4.25 202
Cena´rio 3 40 2.35 1.10 5.50 218
Cena´rio 4 41 2.33 1.09 5.45 203
Cena´rio 5 55 1.85 0.90 4.50 219
Cena´rio 6 55 1.87 0.92 4.55 201
Cena´rio 7 60 1.80 1.15 5.70 219
Cena´rio 8 59 1.82 1.15 5.75 202
A matriz de covariaˆncia do problema e´:

98.4844 −2.8733 0.5352 2.7766 −3.4375
−2.8733 0.0848 −0.0130 −0.0679 0.1081
0.5352 −0.0130 0.0148 0.0765 −0.0419
2.7766 −0.0679 0.0765 0.3948 −0.1562
−3.4375 0.1081 −0.0419 −0.1562 72.7500

A matriz de correlac¸a˜o e´:

1.0000 −0.9945 0.4425 0.4453 −0.0406
−0.9945 1.0000 −0.3666 −0.3713 0.0435
0.4425 −0.3666 1.0000 0.9989 −0.0403
0.4453 −0.3713 0.9989 1.0000 −0.0292
−0.0406 0.0435 −0.0403 −0.0292 1.0000

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Podemos enta˜o tirar algumas concluso˜es sobre o comportamento dos ativos.
1. O coeficiente de correlac¸a˜o entra as ac¸o˜es da IBM e qualquer outro ativo e´, em
mo´dulo, muito pequeno. Isso indica na˜o ha´ relac¸a˜o entre o prec¸o das ac¸o˜es da IBM
e dos produtos agropecua´rios. Esse fato ja´ era esperado uma vez que os produtos
na˜o sa˜o concorrentes, na˜o utilizam a mesma mate´ria prima e atingem a sociedade
com intuitos diferentes.
2. O coeficiente pro´ximo a -1 entre a arroba bovina e o quilo do frango mostra que esses
produtos seguem tendeˆncias opostas, quando um fica mais caro o prec¸o do outro
diminui. Isso deve-se ao fato de serem produtos de substituic¸a˜o. Com um problema
no rebanho bovino as exportac¸o˜es sa˜o suspensas e substitu´ıdas pelo consumo de
frango. Esses produtos em conjunto podem diminuir o risco em nosso investimento
pois quando perdemos em um ganhamos com outro.
3. O coeficiente pro´ximo de 1 entre queijo e leite reflete a forte ligac¸a˜o do prec¸o entre
esses produtos. Isso ja´ era esperado uma vez que eles usam a mesma mate´ria prima
e esta˜o submetidos a fiscalizac¸o˜es sanita´rias muito semelhantes.
4. Os coeficientes intermedia´rios de aproximadamente 0.44 entre boi-leite e boi-queijo
mostram que ha´ uma ligac¸a˜o positiva entre esses produtos embora na˜o seja muito
forte. Ja´ os coeficientes por volta de -0.37 entre frango-queijo e frango-leite mostram
que os prec¸os destes produtos seguem caminhos relativamente contra´rios. Isso ja´
era esperado uma vez que leite e queijo acompanham moderadamente o boi que por
sua vez rivaliza com o frango.
A seguir apresentamos as soluc¸o˜es do problema para treˆs valores da constante W do
modelo de Markowitz. Podemos ver que aumentando |W | estamos exigindo um lucro
maior, consequ¨entemente estamos sujeitos a um risco maior.
Para W = −10 mil reais a soluc¸a˜o o´tima e´ comprar 3.635 arrobas de boi, 126.132 qui-
los de frango, na˜o comprar nem leite nem queijo e comprar 318 ac¸o˜es da IBM. Para essa
decisa˜o nossa perda me´dia e´ de exatamente -10 mil reais, o dinheiro investido e´ 502.350,15
reais, ou seja, para esse pequeno retorno me´dio so´ e´ preciso investir a metade do dinheiro.
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Com isso, como a parte na˜o aplicada na˜o tem risco, conseguimos diminuir a variaˆncia do
investimento. Nesse caso nosso risco foi de 2, 3× 107.
Para W = −25 mil ja´ somos obrigados a investir todo nosso dinheiro. A soluc¸a˜o do
problema seria comprar 6.222 arrobas de boi, 222.187 quilos de frango, na˜o comprar nem
leite nem queijo e comprar 1.222 ac¸o˜es da IBM. Nesse caso, mesmo investindo todo o
dinheiro, tomamos uma decisa˜o que dividia boa parte do dinheiro entre frango e boi (44%
e 31% respectivamente). O risco para essa decisa˜o foi de 1, 7× 108.
Para W = −50 mil reais a decisa˜o o´tima e´ comprar 530 arrobas de boi, 59.304 quilos
de frango, 16.739 litros de leite, na˜o comprar queijo e comprar 4.191 ac¸o˜es da IBM. Nesse
caso, ale´m de investir todo o dinheiro, na˜o temos a opc¸a˜o de dividir uma alta porcentagem
da aplicac¸a˜o entre boi e frango. Para obtermos um lucro me´dio ta˜o grande devemos por
84% de nosso dinheiro em ac¸o˜es da IBM. Essa alternativa,embora deˆ uma perda me´dia
muito baixa, e´ bastante arriscada uma vez que se a ac¸a˜o da IBM cair teremos um grande
preju´ızo. Com isso nosso risco sobe para 1, 4× 109.
Visto a importaˆncia da correlac¸a˜o entre os ativos voltamos ao exemplo 1, cuja decisa˜o
pertence ao R2 (quantidade de ac¸o˜es da Vale e da Cemig), para compararmos os me´todos
estudados de maneira que possamos fazer uma ana´lise gra´fica do modelo de Markowitz.
A matriz de covariaˆncia do problema seria:
A =
(
612, 5 95, 0
95, 0 35, 0
)
Logo nosso problema seria:
min (x1, x2)
(
612, 5 95, 0
95, 0 35, 0
)(
x1
x2
)
S.a −15x1 − 5x2 ≤ W
100x1 + 50x2 ≤ 100.000
x1 ≥ 0; x2 ≥ 0
Se exigirmos um lucro me´dio mı´nimo de 11.500,00 reais a soluc¸a˜o seria comprar 300
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ac¸o˜es da Cemig e 1.400 da Vale. Percebemos que essa e´ uma decisa˜o muito mais equi-
librada do que a obtida anteriormente, pois investimos nos dois ativos e, ale´m disso,
colocamos a maioria de nosso dinheiro no ativo mais esta´vel, o qual sabemos que na˜o
sofrera´ grandes perdas.
Figura 2.2: A figura mostra as curvas de n´ıvel da func¸a˜o objetivo e as restric¸o˜es do
problema
Da figura 2.2 fica clara a relac¸a˜o entre a soluc¸a˜o do problema e a posic¸a˜o relativa
da restric¸a˜o da perda me´dia mı´nima e da quantidade de dinheiro dispon´ıvel, incluindo a
situac¸a˜o de infactibilidade, que na˜o apresentamos em nossos exemplos. Um comenta´rio
importante a ser feito aqui e´ que essa distaˆncia na˜o foi tomada percentualmente o que a
princ´ıpio e´ um problema pois e´ diferente se um investimento pode gerar uma perda que se
distancie 10 reais de sua perda me´dia se o lucro me´dio para essa decisa˜o for de 100 reais
ou de 1 milha˜o de reais.
Felizmente na˜o precisamos nos preocupar com essa sutileza uma vez que o risco e´ uma
func¸a˜o decrescente da perda me´dia na fronteira eficiente. De fato, caso contra´rio existi-
riam dois pontos na fronteira eficiente sendo um deles com maior perda me´dia e maior
risco do que o outro, o que contradiz o conceito de eficieˆncia. Logo, paraW ≤ 0, o mı´nimo
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do problema 2.1 sempre acontece quando f¯(x) = W . Outra maneira de ver isso e´ que se
x e´ fact´ıvel com f¯(x) = K < W < 0 enta˜o r = W/K ∈ (0, 1) e consequ¨entemente y = rx
e´ via´vel e possui valor de func¸a˜o objetivo σ2(y) = r2σ2(x) ≤ σ2(x). Portanto podemos
pensar que em (2.1) estamos minimizando o risco sob a restric¸a˜o de que a perda me´dia
seja igual a W . Dessa forma, como o referencial e´ constante, podemos tratar a distaˆncia
relativa como absoluta.
Uma outra opc¸a˜o seria substituir A por A∗ em (2.1), obtendo assim:
Min xTA∗x
Suj.a
n∑
i=1
y0i xi ≤M ;
n∑
i=1
(y0i − y¯i)xi ≤ W ;
xi ≥ 0 ∀i
O problema acima difere do anterior apenas por uma mudanc¸a de escala na func¸a˜o
objetivo e ainda e´ convexo. A raza˜o disso vem do fato de A∗ik = m
Aik
‖Zi‖ ‖Zk‖ implicar que
A∗ = mDTAD, onde D e´ a matriz diagonal tal que Di = 1/ ‖Zi‖.
A ide´ia dual ao modelo de Markowitz seria:
Min E[f(x, y)]
Suj.a Variaˆncia [f(x, y)] ≤ W ;
x ∈ Ω
Ou seja:
Min
n∑
i=1
(y0i − y¯i)xi
Suj.a xTAx ≤ W ;
x ∈ Ω
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Nesse caso na˜o ter´ıamos a convenieˆncia do problema quadra´tico.
2.3.2 Modelo de Konno
Outra alternativa para contornar o problema multi-objetivo e´ definir uma func¸a˜o de
me´rito, onde damos peso (p > 0) a um dos objetivos a serem minimizados. Poder´ıamos
tomar a decisa˜o que fosse soluc¸a˜o do problema:
Min Objetivo 1 (x) + p ·Objetivo 2 (x)
Suj.a x ∈ Ω
Podemos demonstrar que a soluc¸a˜o (x) do problema formulado dessa forma corres-
ponde a um ponto da curva eficiente.
Demonstrac¸a˜o:
De fato, caso contra´rio existiria x∗ ∈ Ω tal que
Objetivo 1 (x∗) ≤ Objetivo 1 (x)
e
Objetivo 2 (x∗) ≤ Objetivo 2 (x),
com uma das desigualdades estritas.
Da´ı, Objetivo 1 (x∗) ≤ Objetivo 1 (x) e p · Objetivo 2 (x∗) ≤ p · Objetivo 2 (x) com
uma das desigualdades estritas.
Logo Objetivo 1 (x∗) + p ·Objetivo 2 (x∗) < Objetivo 1 (x) + p ·Objetivo 2 (x).
Essa u´ltima afirmac¸a˜o e´ um absurdo pois e´ equivalente a falar que a func¸a˜o objetivo
em x∗ e´ menor do que em x o que contraria o fato de x ser minimizador do problema
acima. Sendo assim x corresponde a um ponto da fronteira eficiente.
CAP. 2 • Perda me´dia × risco 21
Uma escolha poss´ıvel para os objetivos 1 e 2 seria, respectivamente, E[f(x, y)] e
σ[f(x, y)].
Min E[f(x, y)] + p · σ[f(x, y)]
Suj.a x ∈ Ω,
onde p e´ um paraˆmetro que reflete nossa aversa˜o ao risco, Quanto maior p mais im-
portaˆncia estamos dando ao risco. Optamos aqui por trabalhar com σ[f(x, y)] e na˜o com
σ2 pois σ e E[f(x, y)] esta˜o com a mesma unidade, logo e´ mais plaus´ıvel olhar o problema
dessa forma.
Uma reformulac¸a˜o, devido a Konno, do problema anterior seria tomar a norma da
soma no lugar da norma euclidiana. Nesse caso, nosso problema se tornaria:
Min E[f(x, y)] + p ·
m∑
j=1
|f(x, yj)− E[f(x, y)]|
Suj.a x ∈ Ω
Sob as hipo´teses de linearidade podemos escrever nosso problema como:
Min E[f(x, y)] + p ·
m∑
j=1
∣∣∣∣∣
n∑
i=1
(y¯i − yji )xi
∣∣∣∣∣
Suj.a
n∑
i=1
y0i xi ≤M
xi ≥ 0 ∀i
Podemos adaptar o problema anterior, acrescentando m varia´veis wj, para contornar
a na˜o diferenciabilidade:
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Min
n∑
i=1
(y0i − y¯i)xi + p ·
m∑
j=1
wj
Suj.a wj ≥
n∑
i=1
(y¯i − yji )xi; j=1...m
wj ≥ −
n∑
i=1
(y¯i − yji )xi; j=1...m
n∑
i=1
y0i xi ≤M
xi ≥ 0 ∀i
Visto dessa forma a decisa˜o a ser tomada volta a ser a soluc¸a˜o de PL, assim como
quando minimiza´vamos apenas a perda me´dia. Uma desvantagem dessa abordagem e´
o inconveniente de que aumentamos uma varia´vel para cada cena´rio, o que geralmente
aumenta demasiadamente a dimensa˜o do problema, uma vez que se desejarmos ter confi-
abilidade no modelo, quanto maior o nu´mero de cena´rios, melhor.
Outras medidas de risco importantes, na˜o baseadas em distaˆncia ate´ a me´dia, sa˜o a
VaR e a C-VaR. Pelo fato delas representarem a parte fundamental desse trabalho vamos
expoˆ-las em um cap´ıtulo a parte.
CAPI´TULO 3
VaR e C-VaR como medidas de risco
3.1 A VaR (Value at Risk)
Uma das medidas de risco mais consagradas no mercado financeiro e´ a V aR (Value at
Risk). A V aR com um n´ıvel de confianc¸a β e´ uma func¸a˜o que a cada decisa˜o x associa a
resposta da seguinte pergunta:
“Com um n´ıvel de confianc¸a β qual a maior perda que podemos ter se tomarmos a
decisa˜o x?”
Formalmente para cada x ∈ Ω ordenamos fi1(x)(x) ≤ fi2(x)(x) ≤ · · · ≤ fim(x)(x), to-
mamos p ≈ βm de forma que p
m
≤ β ≤ p+1
m
e definimos V aRβ(x) = fip(x)(x).
Por simplicidade denotaremos algumas vezes V aRβ(x) = f(x).
O problema de minimizar a V aR pode ser visto como uma evoluc¸a˜o do problema mini-
max, o qual e´ um caso particular correspondente a V aR com n´ıvel de confianc¸a de 100%.
Ou seja a V aR100%(x) = max{fi(x)}. Como exemplo ilustrativo consideremos o caso em
que nossa u´nica varia´vel de decisa˜o seja a quantidade de dinheiro que investiremos em
23
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um fundo de ac¸o˜es do Banco do Brasil. Suponhamos que nosso capital se limite a 10 mil
reais. Suponhamos tambe´m que existam 5 cena´rios poss´ıveis para o futuro econoˆmico. As
func¸o˜es de perda em cada um deles sa˜o:
f1(x) = x
2
f2(x) = 3.5x
f3(x) = 40.000sen
( pix
5.000
)
f4(x) = (x− 12.000)2
f5(x) = (x− 12.000)2 − 60.000
Figura 3.1: Gra´fico das func¸o˜es de perda correspondentes aos cinco cena´rios.
As figuras 3.2 e 3.3 a seguir mostram a VaR para β = 100%, correspondente ao ma´ximo
das fi(x), e para β = 80%. Nesse u´ltimo caso 80% de 5 = 4, logo V aR80% corresponde a`
segunda maior perda que podemos ter em cada uma das deciso˜es.
A V aR na˜o leva em considerac¸a˜o que queremos tambe´m, ao mesmo tempo que di-
minu´ımos o risco, obter uma me´dia de lucro razoa´vel. Isso poderia ser feito como nas
formulac¸o˜es anteriores usando a V aR como medida de risco. Um exemplo disso seria
minimizar f¯ + p · V aR. Consideraremos aqui o caso de minimizar apenas a V aR (e pos-
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Figura 3.2: A curva destacada corresponde a V aR100%.
teriormente a C-VaR) pois esse problema por si so´ e´ de grande interesse em otimizac¸a˜o,
sendo parte de uma ampla classe de problemas chamada OVO (Order-Value-Optimization)
cujas aplicac¸o˜es se estendem muito ale´m de problemas ligados a economia.
A V aR e´ uma func¸a˜o na˜o diferencia´vel em alguns pontos e com va´rios mı´nimos locais
na˜o globais, essas caracter´ısticas tornam sua minimizac¸a˜o uma tarefa dif´ıcil. Na sec¸a˜o 3.5
apresentaremos algoritmos duais suaves que tratam esses problemas. Algoritmos primais
e teoria para minimizar a V aR, inclusive com hipo´teses mais fracas do que as apresentadas
aqui (exige-se apenas que cada fi seja continuamente diferencia´vel e que Ω seja fechado e
convexo), sa˜o encontrados em [7] e [9].
Os resultados encontrados nos artigos mencionados acima baseiam-se nas definic¸o˜es e
no teorema abaixo:
Definic¸a˜o: I(x) = {j ∈ {1 · · ·m} | f(x)−  ≤ fj(x) ≤ f(x) + }
Intuitivamente estamos escolhendo as func¸o˜es sa˜o candidatas a se tornar V aRβ(x
′)
para x′ perto de x.
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Figura 3.3: A curva destacada corresponde a V aR80%.
Definic¸a˜o: Dizemos que x∗ e´ -estaciona´rio se:
D ≡ {d ∈ Rn | x+ d ∈ Ω e ∇fj(x)Td < 0 ∀j ∈ I(x∗)} = ∅.
D e´ o conjunto das direc¸o˜es fact´ıveis (x∗ + d ∈ Ω) e de descida para as func¸o˜es fj
que, numa vizinhanc¸a de x∗, podem assumir o valor da V aR. Logo e´ natural definir que
x∗ sera´ -estaciona´rio se na˜o houver direc¸a˜o de descida para todas fj(x) candidatas a se
tornarem f(x).
Teorema 3.1.1. Se x∗ e´ um minimizador local de f(x) sujeita a x ∈ Ω e  ≥ 0 enta˜o, x∗
e´ -estaciona´rio.
A ide´ia do teorema e´ que se x∗ e´ um minimizador local enta˜o na˜o existe direc¸a˜o fact´ıvel
de descida para f em x∗. Com mais forte raza˜o na˜o pode haver direc¸a˜o fact´ıvel de descida
para toda fj com j ∈ I(x∗) uma vez que para todo x numa vizinhanc¸a de x∗ temos
f(x) = fj(x)(x) para algum j(x) ∈ I(x∗).
3.2 A C-VaR (Conditional Value at Risk)
Uma medida de risco com propriedades de otimizac¸a˜o muito mais atraentes e´ a C-VaR
(Conditional Value at Risk). A C-VaR com n´ıvel de confianc¸a β e´ uma func¸a˜o que associa
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a cada x a me´dia dos valores fi(x) maiores do que a V aRβ(x). Ou seja, a C-VaR mede
qual e´ a perda me´dia que teremos nos cena´rios descartados pela VaR.
C-VaRβ(x) =
1
m− p
∑
fi(x)>V aRβ(x)
fi(x)
=
1
m− p
m∑
j=p+1
fij(x)(x)
No caso ilustrativo da sec¸a˜o anterior em que temos cinco cena´rios sabemos que para
β = 80% a V aRβ(x) corresponde a` segunda maior perda que podemos ter, desse modo so´
existe uma perda acima da V aRβ(x) logo a me´dia desta e´ igual a ela pro´pria.
Figura 3.4: A C-VaR80% corresponde a V aR100%.
Ja´ a V aR60% corresponde a` terceira maior perda que podemos ter, nesse caso existem
duas perdas acima. Sendo assim, a C-VaR60% e´ a me´dia entre a segunda maior e a maior
perda para cada decisa˜o.
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Figura 3.5: A C-VaR60% corresponde a` me´dia das 2 maiores perdas que podemos ter.
3.3 Coereˆncia
Nesta sec¸a˜o apresentaremos e discutiremos sobre o conceito de coereˆncia segundo Artz-
ner, Delbaen, Eber e Heath [10]. A C-VaR e´ uma medida de risco coerente nesse sentido, o
que para va´rios autores e´ uma redundaˆncia uma vez que, para eles, a definic¸a˜o de medida
de risco e´ exatamente cumprir os axiomas de coereˆncia.
Dentre os axiomas de coereˆncia destaca-se a sub-aditividade. Pore´m acreditamos que
a sub-aditividade na verdade na˜o reflete a caracter´ıstica que Artzner, Delbaen, Eber e
Heath queriam impor a uma medida de risco. Isso deve-se ao fato de que uma medida
(ρ) na˜o esta´ definida no conjunto de deciso˜es fact´ıveis (Ω) e sim num conjunto abstrato
de varia´veis aleato´rias (V ).
Relembramos aqui que a uma decisa˜o x ∈ Ω podemos associar a varia´vel aleato´ria X
tal que X(j) = fj(x). Como X esta´ definida em um domı´nio finito podemos veˆ-la como
um vetor.
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x→

f1(x)
...
fm(x)

Podemos ver que V define classes de equivaleˆncia em Ω. Diremos que duas deciso˜es
sa˜o equivalentes se esta˜o associadas a uma mesma varia´vel aleato´ria. Essa e´ uma de-
finic¸a˜o intuitiva pois e´ natural ser indiferente a duas deciso˜es cujas perdas sa˜o as mesmas
em qualquer que seja o cena´rio futuro. Esse fato fez com que Artzner, Delbaen, Eber e
Heath definissem uma medida de risco em V e na˜o em Ω. Claramente existe uma relac¸a˜o
intr´ınseca entre Ω e V . Portanto poder´ıamos redefinir naturalmente ρ : Ω → R. Pore´m,
nesse caso, ter´ıamos que a C-VaR NA˜O e´ sub-aditiva, a na˜o ser sob certas hipo´teses.
Acreditamos que esses casos sim trazem a esseˆncia da sub-aditividade e refletem que o
problema esteja bem modelado.
Vamos definir aqui o que e´ uma medida de risco coerente segundo Artzner, Delbaen,
Eber e Heath. Faremos algumas adaptac¸o˜es para tratarmos de func¸o˜es de perda e na˜o de
lucro.
Definic¸a˜o 3.3.1. Seja V um conjunto de varia´veis aleato´rias a valores reais.
Uma func¸a˜o ρ : V → R e´ dita uma medida de risco coerente se satisfaz os axiomas:
i) monotonicidade: X, Y ∈ V, X ≥ Y ⇒ ρ(X) ≥ ρ(Y )
ii) invariaˆncia por translac¸a˜o: a ∈ R, X,X + a ∈ V ⇒ ρ(X + a) = ρ(X) + a
iii) positividade homogeˆnea: h > 0, X, hX ∈ V ⇒ ρ(hX) = hρ(Y )
iv) sub-aditividade: X, Y,X + Y ∈ V ⇒ ρ(X + Y ) ≤ ρ(X) + ρ(Y )
O axioma da sub-aditividade procura modelar o fato de que a diversificac¸a˜o de um
portfo´lio ajuda a diminuir o risco do investimento. Outra interpretac¸a˜o seria que caso
iv) na˜o valesse seria poss´ıvel uma empresa conseguir um menor risco, com um mesmo
investimento, se o quebrasse em dois e o fizesse de forma independente atrave´s de depar-
tamentos diferentes.
SEC¸A˜O 3.3 • Coereˆncia 30
A demonstrac¸a˜o de que tanto a VaR quanto a C-VaR satisfazem os treˆs primeiros
axiomas e´ imediata. Ja´ a sub-aditividade so´ vale para a C-VaR. A seguir daremos um
exemplo onde tal axioma falha para a VaR mesmo quando as func¸o˜es de perda sa˜o lineares
e em seguida demonstraremos que realmente a C-VaR e´ sub-aditiva.
Exemplo 3.3.2. Suponhamos que as func¸o˜es de perda nos cinco cena´rios poss´ıveis sejam
as func¸o˜es lineares abaixo:
f1(x) = 0x1 + 3x2
f2(x) = 1x1 + 0x2
f3(x) = 2x1 + 0x2
f4(x) = 0x1 + 0x2
f5(x) = 0x1 + 0x2
Podemos ver que a VaR na˜o e´ sub-aditiva pois:
x = (1, 0)T ⇒ X = (0, 1, 2, 0, 0)T
y = (0, 1)T ⇒ Y = (3, 0, 0, 0, 0)T
x+ y = (1, 1)T ⇒ X + Y = (3, 1, 2, 0, 0)T
Logo:
V aR80%(X) = 1, V aR80%(Y ) = 0 e V aR80%(X + Y ) = 2
consequ¨entemente,
V aR80%(X + Y ) > V aR80%(X) + V aR80%(Y ).
Teorema 3.3.3. A C-VaR e´ sub-aditiva.
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Demonstrac¸a˜o:
C-VaRβ(X + Y ) =
1
m− p
m∑
j=p+1
[fi(x) + fi(y)]j(X+Y )
=
1
m− p
(
m∑
j=p+1
fij(X+Y )(x) +
m∑
j=p+1
fij(X+Y )(y)
)
≤ 1
m− p
m∑
j=p+1
fij(X)(x) +
1
m− p
m∑
j=p+1
fij(Y )(y)
= C-VaRβ(X) + C-VaRβ(Y )
Uma ana´lise mais cr´ıtica nos leva a pensar “O que significa X,Y,X + Y ∈ V ⇒
ρ(X + Y ) ≤ ρ(X) + ρ(Y )”. “Na˜o deveria ser x, y, x+ y ∈ Ω⇒ ρ(x+ y) ≤ ρ(x) + ρ(y)?”.
Quando estamos pensando em quebrar uma decisa˜o em duas e efetua´-la separadamente
estamos trabalhando em Ω na˜o em V . O exemplo a seguir mostra que, no caso geral, na˜o
e´ equivalente trabalhar com Ω ou V .
Suponhamos que nosso conjunto de deciso˜es poss´ıveis Ω = R2, e que existam 5 cena´rios
poss´ıveis para o futuro econoˆmico. A func¸a˜o de perda para cada um deles e´:
f1(x) = f2(x) = f3(x) = f4(x) = 0,
f5(x) = 4x
2
1 + 4x
2
2 − 3
Consideremos agora as seguintes deciso˜es:
x = (1, 0) associada a X = (0, 0, 0, 0, 1)
y = (0, 1) associada a Y = (0, 0, 0, 0, 1)
A varia´vel Z = X + Y = (0, 0, 0, 0, 2) ∈ V pois Z esta´ associada a` decisa˜o z =
(
√
5/8,
√
5/8).
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Podemos ver que:
C-VaR80%(X + Y ) = 2 ≤ 1 + 1 = C-VaR80%(X) + C-VaR80%(Y )
Este resultado era esperado, uma vez ja´ foi provado (Teorema 3.3.3) que a C-VaR e´
sub-aditiva.
Pore´m, o que acontece com a decisa˜o w = x+ y = (1, 1)?
A varia´vel aleato´ria W associada a w e´ W = (0, 0, 0, 0, 5).
C-VaR80%(W ) = 5 > 1 + 1 = C-VaR80%(X) + C-VaR80%(Y )!!!
Nesse exemplo vemos que podemos quebrar uma decisa˜o em duas e assim obter um
risco menor, portanto chegamos a conclusa˜o que o intuito do axioma da sub-aditividade
na˜o foi atingido!
Por que isso aconteceu?
A culpa de tal paradoxo foi de f5(x) uma vez que em todas deciso˜es consideradas no
exemplo t´ınhamos que C-VaR80%(x) = f5(x). A caracter´ıstica fundamental de f5(x) e´ o
fato na˜o ser sub-aditiva, ou seja existem x e y ∈ Ω tais que f5(x + y) > f5(x) + f5(y).
Acreditamos que um problema desse tipo esteja mal modelado uma vez que, para qualquer
que seja o cena´rio futuro, e´ dif´ıcil de aceitar que a perda em relac¸a˜o a um investimento
pode diminuir se o dividirmos e realizarmos separadamente. Acreditamos tambe´m que
essa caracter´ıstica, assim como va´rias outras, das func¸o˜es de perda sejam conhecidas dos
economistas.
Desse modo diremos que um problema esta´ bem modelado somente se fi(x) for sub-
aditiva para toda func¸a˜o de perda fi envolvida na modelagem. Afirmamos que so´ tem
sentido falar em medida de risco coerente para problemas bem modelados. Para essa
classe de problemas vamos redefinir que ρ : Ω → R e´ uma medida de risco coerente se
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cumpre os axiomas abaixo:
1. monotonicidade: x, y ∈ Ω, X ≥ Y ⇒ ρ(x) ≥ ρ(y)
2. invariaˆncia por translac¸a˜o: a ∈ R, x, y ∈ Ω, Y = X + a⇒ ρ(y) = ρ(x) + a
3. positividade homogeˆnea: h > 0, x, y ∈ Ω, Y = hX ⇒ ρ(y) = hρ(x)
4. sub-aditividade: x, y, x+ y ∈ Ω⇒ ρ(x+ y) ≤ ρ(x) + ρ(y)
E´ importante notar que quando cada fi e´ linear, e se X + Y ∈ V implicar x + y ∈ Ω
a definic¸a˜o acima coincide com a anterior (3.3.1). Portanto, pelo exemplo 3.3.2, a VaR
ainda e´ na˜o coerente nesse novo contexto.
No caso geral temos que 1, 2, 3 sa˜o equivalentes a i) ii) e iii) uma vez que X ∈ V ⇔
∃ x ∈ Ω tal que a varia´vel aleato´ria a associada a x e´ X. Portanto a C-VaR cumpre tais
axiomas.
Provemos que com a hipo´tese do problema estar bem definido a C-VaR tambe´m cum-
pre 4 e consequ¨entemente e´ uma medida de risco coerente no novo sentido apresentado
aqui.
Demonstrac¸a˜o:
Sejam x, y ∈ Ω, enta˜o pelo fato do problema estar bem definido temos que fi(x+y) ≤
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fi(x) + fi(y) ∀i. Sendo assim:
C-VaRβ(x+ y) =
1
m− p
m∑
j=p+1
fij(x+y)(x+ y)
≤ 1
m− p
m∑
j=p+1
[fij(x+y)(x) + fij(x+y)(y)]
=
1
m− p
m∑
j=p+1
fij(x+y)(x) +
1
m− p
m∑
j=p+1
fij(x+y)(y)
≤ 1
m− p
m∑
j=p+1
fij(x)(x) +
1
m− p
m∑
j=p+1
fij(y)(y)
= C-VaRβ(x) + C-VaRβ(y)
Como comenta´rio final gostar´ıamos de ressaltar que a sub-aditividade junto com a
positividade homogeˆnea implicam uma propriedade mais forte que a convexidade, a con-
vexidade de ep´ıgrafe coˆnica. Entretanto a sub-aditividade por si so´ na˜o tem relac¸a˜o
com convexidade. A func¸a˜o f = x − 10 mostra que convexidade na˜o implica sub-
aditividade. Ja´ a func¸a˜o g(x) = − exp(x) definida em [ln(2),+∞) e´ sub-aditiva. De fato,
exp(x) ≥ 2⇒ exp(x+y) = exp(x)·exp(y) ≥ 2·max{exp(x), exp(y)} ≥ exp(x)+exp(y)⇒
g(x+ y) ≤ g(x)+ g(y). Pore´m g na˜o e´ convexa pois sua segunda derivada e´ menor do que
zero. Um exemplo que mostra a dificuldade de se fazer grandes interpretac¸o˜es geome´tricas
da sub-aditividade e´ o fato de que uma translac¸a˜o de uma func¸a˜o sub-aditiva na˜o e´ ne-
cessariamente sub-aditiva. Podemos ver isso tomando a func¸a˜o f e a func¸a˜o h(x) = x,
claramente f na˜o e´ sub-aditiva mas h e´.
3.4 Outras propriedades da VaR e da C-VaR
Nessa sec¸a˜o vamos expor mais algumas propriedades da VaR e da C-VaR. Um con-
junto dessas caracter´ısticas sa˜o puramente matema´ticas, outro tem um apelo econoˆmico,
entretanto acreditamos que algumas destas ide´ias podem ser questiona´veis do ponto de
vista pra´tico.
A primeira propriedade que apresentaremos aqui e´ que se as func¸o˜es de perda sa˜o
convexas enta˜o a C-VaR tambe´m e´.
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Demonstrac¸a˜o:
C-VaRβ(αx+ (1− α)y) = 1
m− p
m∑
j=p+1
fij(αx+(1−α)y)(αx+ (1− α)y)
≤ α 1
m− p
m∑
j=p+1
fij(αx+(1−α)y)(x) +
(1− α) 1
m− p
m∑
j=p+1
fij(αx+(1−α)y)(y)
≤ α 1
m− p
m∑
j=p+1
fij(x)(x) +
(1− α) 1
m− p
m∑
j=p+1
fij(y)(y)
= αC-VaRβ(x) + (1− α)C-VaRβ(y)
Ja´ a VaR pode na˜o ser convexa nem no caso cla´ssico em que as func¸o˜es de perda sa˜o
lineares.
Exemplo:
Suponhamos que as func¸o˜es de perda nos treˆs cena´rios poss´ıveis sejam as func¸o˜es lineares
abaixo:
f1(x) = 0x1 + 6x2
f2(x) = 1x1 + 1x2
f3(x) = 4x1 + 0x2
Logo:
V aR66%(1, 0) = 1, V aR66%(0, 1) = 1 e V aR66%(0.5, 0.5) = 2
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consequ¨entemente,
V aR66%(0.5, 0.5) > 0.5 · V aR66%(1, 0) + 0.5 · V aR66%(0, 1)
Confirmamos enta˜o que a VaR pode na˜o ser convexa nem no caso linear.
A convexidade e´ de suma importaˆncia pois garante que para a C-VaR todo minimiza-
dor local tambe´m e´ minimizador global, quando Ω e´ convexo.
Figura 3.6: Nessa figura podemos ver que a VaR60% possui dois minimizadores locais na˜o
globais (1 e 7.03725), ja´ a C-VaR60% e´ convexa e seu minimizador global e´ 3.75.
Essas caracter´ısticas, junto com o fato de que o problema de minimizar a C-VaR pode
ser transformado num PL (veremos como mais adiante), tornam a C-VaR muito mais
via´vel de ser otimizada do que a VaR. Como a C-VaRβ(x) ≥ V aRβ(x), uma vez que
e´ a me´dia das func¸o˜es acima da VaR, temos que diminuindo a C-VaR diminu´ımos um
limitante para o valor mı´nimo de V aR(x). Ale´m disso, va´rios autores (por exemplo [2])
afirmam que experimentos nume´ricos mostram que em situac¸o˜es reais o portfo´lio o´timo
em relac¸a˜o a minimizar a VaR na˜o esta´ longe do relativo a` minimizac¸a˜o da C-VaR.
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Outra propriedade da C-VaR e´ na˜o menosprezar cena´rios catastro´ficos. Por exemplo,
suponhamos que em um problema com 10 cena´rios futuros existam duas deciso˜es x e y
tais que fi(x) = fi(y) = −1 para i = 1, · · · , 8; f9(x) = f10(x) = 0 e f9(y) = f10(y) = 106.
Nesse caso temos que VaR80%(x) = VaR80%(y) = −1. Pore´m, e´ justo que essas deciso˜es
tenham o mesmo risco? A C-VaR mediria essa diferenc¸a. Essa caracter´ıstica, embora alar-
mante, na˜o nos preocupa muito uma vez que na˜o acreditamos que em situac¸o˜es pra´ticas
existam deciso˜es com tal comportamento. Ale´m disso o que aconteceria se avaliarmos a
VaR90%? Para esse percentil ter´ıamos uma ide´ia clara da diferenc¸a entre as deciso˜es. De
fato e´ comum em situac¸o˜es concretas avaliar a VaR para va´rios valores de β ou colocar
como restric¸a˜o do problema que nossas deciso˜es na˜o apresentem V aRβi que ultrapassem
certas constantes Mi para alguns valores de βi e Mi diferentes. Para alguns investido-
res essa e´ inclusive uma desvantagem da C-VaR. Eles acreditam que a C-VaR e´ muito
pessimista e deciso˜es tomadas sob sua influeˆncia sa˜o demasiadamente conservadoras, di-
minuindo assim o risco mas limitando muito a chance de altos rendimentos.
3.5 Otimizac¸a˜o da VaR e da C-VaR
Nessa sec¸a˜o vamos expor sobre a reformulac¸a˜o cla´ssica, devida a Rockafeller e Urya-
sev [14], do problema de minimizar a C-VaR. Em seguida vamos apresentar a ide´ia de
Andreani, Dunder e Mart´ınez [6] para minimizar a VaR, posteriormente vamos falar da
iniciativa de Alexander, Coleman e Li [2] de aproximar o problema de minimizar a C-VaR
por outro de menor porte e por fim juntaremos essas duas u´ltimas ide´ias propondo uma
nova maneira de trabalhar com o problema de minimizar a VaR.
Faremos agora um apanhado das ide´ias expostas em [14], adaptando-as ao nosso caso
particular de cena´rios discretos. Seguindo o esp´ırito das sec¸o˜es anteriores temos que o
problema de minimizar a C-VaR e´ muito mais fa´cil do que o problema de minimizar a
VaR. Pore´m um detalhe muito importante na˜o foi dito ate´ aqui. Na definic¸a˜o da C-VaR
esta´ impl´ıcita a expressa˜o da VaR, logo as dificuldades de manipulac¸a˜o da VaR sa˜o au-
tomaticamente passadas a C-VaR. Felizmente conseguimos contornar esse problema com
as observac¸o˜es abaixo e com a ajuda do teorema chave 3.5.1.
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Podemos ver que:
C-VaRβ(x) =
1
m− p
m∑
j=p+1
fij(x)(x)
= VaRβ(x) +
1
m− p
m∑
i=1
(fi(x)− VaRβ(x))+,
onde (x)+ = max{0, x}.
Pensando nisso podemos definir F (x, t) da seguinte maneira:
F (x, t) ≡ t+ 1
m− p
m∑
i=1
(fi(x)− t)+.
Temos enta˜o que a C-VaRβ(x) = F (x,VaRβ(x)). Muitas vezes vamos preferir traba-
lhar com F em vez da C-VaR. A raza˜o disso vem do teorema a seguir:
Teorema 3.5.1. Teorema chave
Sejam f1 · · · fm nu´meros reais tais que f1 ≤ · · · ≤ fm e p ∈ {1 · · ·m} . Definamos
F¯ (t) = (m− p)t+
m∑
i=1
(fi − t)+.
Dessa forma temos que, se p < m, o conjunto dos minimizadores de F¯ (t) e´ o intervalo
[fp, fp+1] com valor mı´nimo de F¯ igual a
m∑
i=p+1
fi. Se p = m o conjunto de minimizadores
e´ [fm,∞) com valor mı´nimo igual a zero.
Demonstrac¸a˜o:
Faremos apenas o caso p < m. O caso p = m e´ ana´logo e trivial.
Primeiramente vamos achar a expressa˜o para F¯ (t)
• t < f1 ⇒ (fi − t)+ = fi − t ∀i
F¯ (t) = (m− p)t+
(
m∑
i=1
fi
)
−mt = −pt+
m∑
i=1
fi
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• fk ≤ t ≤ fk+1 ⇒ (fi − t)+ =
 0, se i < k + 1fi − t se i ≥ k + 1
F¯ (t) = (m− p)t+
(
m∑
i=k+1
fi
)
− (m− k)t = (k − p)t+
m∑
i=k+1
fi
• t > fm ⇒ (fi − t)+ = 0 ∀i
F¯ (t) = (m− p)t
Substituindo k por p vemos que se t ∈ [fp, fp+1] enta˜o F¯ (t) =
m∑
i=p+1
fi. Provemos agora
que se t /∈ [fp, fp+1] enta˜o F¯ (t) >
m∑
i=p+1
fi
• t < fp
a) fk ≤ t < fk+1 ⇒ (fj − t) > 0 ∀j = (k + 1) · · · p
F¯ (t) = (k − p)t+
m∑
i=k+1
fi
= (fk+1 − t) + · · ·+ (fp − t) +
m∑
i=p+1
fi
>
m∑
i=p+1
fi
b) t < f1 ⇒ (fj − t) > 0 ∀j = 1 · · · p
F¯ (t) = −pt+
m∑
i=1
fi
= (f1 − t) + · · ·+ (fp − t) +
m∑
i=p+1
fi
>
m∑
i=p+1
fi
• t > fp+1
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a) fk < t ≤ fk+1 ⇒ (fj − t) < 0 ∀j = (p+ 1) · · · k
F¯ (t) = (k − p)t+
m∑
i=k+1
fi
= −(fp+1 − t)− · · · − (fk − t) +
m∑
i=p+1
fi
>
m∑
i=p+1
fi
b) t > fm ⇒ (fj − t) < 0 ∀j = (p+ 1) · · ·m
F¯ (t) = (m− p)t
= −(fp+1 − t)− · · · − (fm − t) +
m∑
i=p+1
fi
>
m∑
i=p+1
fi
Podemos notar tambe´m que F (x, t), como func¸a˜o de t, e´ convexa, uma vez que a soma
de e o ma´ximo entre func¸o˜es convexas e´ uma func¸a˜o convexa, e e´ linear por partes. O
coeficiente linear de cada parte aumenta, em mo´dulo, em uma unidade ao distanciarmos
do intervalo [fp, fp+1].
A figura abaixo ilustra esses fatos e o teorema anterior.
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Figura 3.7: Gra´fico de F (x, t) em func¸a˜o de t.
Claramente se cada fi e´ convexa enta˜o F (x, t) tambe´m o e´ com respeito a (x, t) pelo
mesmo argumento anterior.
Com a ajuda desse teorema temos que C-VaR(x) = mı´nimo F (x, t) em relac¸a˜o a t,
logo o problema de minimizar a C-VaR passa a ser:
minimizar mı´nimo t+
1
m− p
m∑
i=1
(fi(x)− t)+
x ∈ Ω t ∈ R
Ou, equivalentemente:
minimizar t+
1
m− p
m∑
i=1
(fi(x)− t)+
x ∈ Ω; t ∈ R
(3.1)
Essa maneira de minimizar a C-VaR e´ um problema convexo no caso em que as func¸o˜es
de perda sa˜o convexas, em particular quando sa˜o dadas da maneira cla´ssica (linearmente),
pore´m na˜o diferencia´vel ja´ que envolve o ma´ximo entre duas func¸o˜es.
Apresentaremos aqui duas ide´ias para contornar esse inconveniente. A primeira e´
uma reformulac¸a˜o, tambe´m proposta em [14], que consiste em acrescentar varia´veis z
restringindo-as de modo a satisfazer zi = (fi(x)− t)+ na soluc¸a˜o e nos leva a:
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minimizar t+
1
m− p
m∑
i=1
zi
x, t, z
S. a x ∈ Ω
zi ≥ 0 ∀i = 1 · · ·m
zi ≥ fi(x)− t ∀i = 1 · · ·m
(3.2)
Se as func¸o˜es fi forem lineares e Ω for um politopo, o que e´ o caso nos problemas
anteriores, temos que o problema acima e´ um PL.
Pelo teorema anterior o trio (x∗, t∗, z∗) soluc¸a˜o de (3.2) e´ tal que x∗ e´ o minimizador da
C-VaRβ(x) , t
∗ + 1
m−p
∑m
i=1 z
∗
i e´ o valor mı´nimo da C-VaRβ(x) e t
∗ e´ uma aproximac¸a˜o
para a V aRβ associada a` decisa˜o x
∗, uma vez que t∗ ∈ [fip(x∗), fip+1(x∗)] e para um grande
nu´mero de cena´rios e´ natural que fip(x∗) esteja pro´ximo de fip+1(x∗), ocorrendo muitas vezes
ate´ a igualdade. Portanto, sem perda de generalidade, vamos considerar em muitos casos
t∗ = V aRβ(x∗). E´ importante notar que x∗ na˜o e´ necessariamente soluc¸a˜o do problema
de minimizar V aRβ(x).
A modelagem acima apresenta o mesmo problema do modelo de Konno. Novamente
acrescentamos uma varia´vel para cada cena´rio previsto. Para evitar isso, e ainda assim
deixar o problema diferencia´vel temos a segunda ide´ia. Em [2] foi proposta por Alexander,
Coleman e Li a definic¸a˜o de:
φ(x) =

x; se x ≥ 
x2
4
+ x
2
+ 
4
; se −  < x < 
0; se x ≤ −
e a seguinte reformulac¸a˜o de 3.1:
Min t+
1
m− p
m∑
i=1
φ(fj(x)− t)
x, t
S. a x ∈ Ω
(3.3)
A intenc¸a˜o da introduc¸a˜o da func¸a˜o φ e´ suavizar o “bico” da func¸a˜o ma´ximo man-
tendo a maior semelhanc¸a poss´ıvel com a func¸a˜o original.
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Figura 3.8: Gra´fico da suavizac¸a˜o para  = 1.
Podemos perceber que φ(x) difere do max{0, x} somente no intervalo (−, ) e o
mo´dulo dessa diferenc¸a e´ limitada por 
4
. Isso nos permite concluir que φ(x) converge
uniformemente para max{0, x} quando  tende a zero. O teorema a seguir garante algumas
propriedades teo´ricas para o problema aproximado.
Teorema 3.5.2. Seja {f1(x), f2(x), · · · } uma sequ¨eˆncia de func¸o˜es de Ω em R unifor-
memente convergente para uma func¸a˜o cont´ınua f : Ω → R. Suponhamos que cada fi
tenha um minimizador global mi. Logo todo ponto de adereˆncia de {m1,m2, · · · } e´ um
minimizador global de f.
Demonstrac¸a˜o:
Seja m um ponto de adereˆncia de {m1,m2, · · · }. Suponhamos por absurdo que exista
z ∈ Ω tal que f(z) < f(m).
Tomemos  = f(m)−f(z)
3
.
Como f e´ cont´ınua existe δ > 0 tal que f(x) ∈ (f(m)−, f(m)+, ), ∀x ∈ B(m, δ)∩Ω.
Pela convergeˆncia uniforme existe N ∈ N tal que ∀n > N e ∀x ∈ Ω temos |fn(x) −
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f(x)| < . Em particular fn(z) ≤ f(z) +  e f(mn) < fn(mn) + .
Consequ¨entemente f(mn) ≤ fn(mn) +  ≤ fn(z) +  < f(z) + 2 ≤ f(m)− .
Portanto mn /∈ B(m, δ) ∀n > N . Sendo assim m na˜o e´ ponto de adereˆncia de
{m1,m2, · · · } o que contraria a hipo´tese. Conclu´ımos assim que f(m) ≤ f(x) ∀x ∈ Ω e
dessa forma temos que m e´ um minimizador global de f em Ω.
Outra propriedade importante de φ e´ que ela preserva a convexidade do problema
quando as func¸o˜es de perda sa˜o convexas. Isso vem diretamente do fato de que se f e´
crescente e convexa e g e´ convexa enta˜o f(g(x)) e´ convexa. E´ natural supor Ω compacto em
situac¸o˜es pra´ticas, nesse caso o problema (3.3) tem um minimizador global. Para func¸o˜es
de perda convexas espera-se que encontremos esses minimizadores pois nossos algoritmos
sa˜o eficazes na busca por minimizadores locais e sob essas hipo´teses esses sera˜o globais
tambe´m. Dessa forma se tivermos uma sequ¨eˆncia n tendendo a zero enta˜o o teorema
3.5.2 acima garante que os minimizadores dos problema 3.3 convergira˜o para a soluc¸a˜o de
minimizar a C-VaR. Embora esse seja um resultado forte, em situac¸o˜es pra´ticas escolhe-
mos  pequeno e nos contentamos com essa aproximac¸a˜o. Ale´m disso, valores de  abaixo
de certo patamar deixa o problema numericamente muito pro´ximo de um problema na˜o
diferencia´vel, o que, como veremos nos testes computacionais, dificulta sua resoluc¸a˜o.
Acreditamos que a utilidade da suavizac¸a˜o vai muito ale´m de competir com um PL,
permitindo resolver problemas cujas func¸o˜es de perda sa˜o na˜o lineares, oriundas de uma
modelagem qualquer. Validaremos essa ide´ia usando, em alguns de nossos testes func¸o˜es
de perda na˜o lineares motivadas pela fo´rmula Black Scholes que sera´ introduzida mais
adiante.
Nos testes computacionais usaremos tambe´m outras suavizac¸o˜es poss´ıveis para (x)+
pois acreditamos que a exposta em [2] na˜o seja ta˜o confia´vel uma vez que φ na˜o e´ duas
vezes diferencia´vel, o que pode ser um empecilho para me´todos do tipo Newton ou Quasi-
Newton.
Uma alternativa para isso seria introduzir um polinoˆmio no intervalo [−, ] com grau
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suficientemente grande de modo que ao menos valha:
• φ(−) = (−)+
• φ() = ()+
• φ′(−) = (−)+′
• φ′() = ()+′
• φ′′(−) = (−)+′′ e
• φ′′() = ()+′′ .
Um exemplo seria tomar
φ(x) =

x; se x ≥ 
− x4
163
+ 3x
2
8
+ x
2
+ 3
16
; se −  < x < 
0; se x ≤ −
(3.4)
Para esse tipo de suavizac¸a˜o temos que φ(x) difere de (x)+ apenas no intervalo [−, ],
em particular, no caso da func¸a˜o acima, o ma´ximo dessa diferenc¸a vale 3/16 e e´ atingido
em x = 0. Pore´m, essa classe de adaptac¸o˜es tem um nu´mero finito de derivadas.
Pensando nisso procuramos definir φ de modo a obtermos uma func¸a˜o C∞. Sabemos
que
(x)+ =
x+ |x|
2
=
x+
√
x2
2
,
como
√
x so´ na˜o e´ diferencia´vel em x = 0 podemos obter a aproximac¸a˜o
(x)+ ≈ φ(x) = x+
√
x2 + 
2
.
Conseguimos assim uma func¸a˜o C∞ mas que difere da func¸a˜o original em toda a reta. E´
fa´cil ver que nesse caso φ(x) ≥ (x)+, logo o erro da aproximac¸a˜o seria E(x) = φ(x)−(x)+.
Mais ainda,
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E ′(x) =

1
2
(
1 + x√
x2+
)
> 0; se x < 0
1
2
(
x√
x2+
− 1
)
< 0; se x > 0
,
logo E(x) e´ crescente para x < 0 e decrescente para x > 0, portanto, seu ma´ximo e´ atin-
gido em x = 0 e vale
√
/2. Sendo assim, todas as suavizac¸o˜es apresentadas convergem
uniformemente para (x)+.
Figura 3.9: Gra´fico das suavizac¸o˜es para  = 1.
Seguindo ainda esp´ırito do Teorema 3.5.1 lembramos que:
argmin F (x, t) = [fip(x), fip+1(x)],
t
logo podemos modelar o problema de minimizar V aRβ(x) da seguinte forma:
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Minimizar t
x, t
Sujeito a x ∈ Ω
t resolve o Problema:
Minimizar t+
1
m− p
m∑
i=1
(fi − t)+
t
No caso em que acrescentamos a varia´vel z para evitarmos a na˜o diferenciabilidade
temos:
Min t
S. a x ∈ Ω
t resolve o Problema:
Min t+
1
m− p
m∑
i=1
zi
t, z
S. a zi ≥ 0 ∀i = 1 · · ·m
zi ≥ fi − t ∀i = 1 · · ·m
(3.5)
A reformulac¸a˜o acima trata-se de um problema de dois n´ıveis. Podemos substituir o
problema de baixo por suas condic¸o˜es de otimalidade. No caso em que func¸o˜es de perda e
Ω sa˜o convexos essas condic¸o˜es sa˜o necessa´rias e suficientes. Pore´m, quando fazemos isso,
ca´ımos num problema de programac¸a˜o na˜o linear (provavelmente de grande porte pois es-
tamos acrescentando uma varia´vel a cada cena´rio) mesmo quando tratamos do problema
cla´ssico com restric¸o˜es lineares.
Colocando as condic¸o˜es KKT no problema do segundo n´ıvel temos:
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min
x,z,t,λ,α
t
S.a x ∈ Ω
(zi + t− fi(x))αi = 0
ziλi = 0
1 = λi + αi
m− p =
m∑
i=1
αi
λi ≥ 0
αi ≥ 0
zi ≥ 0
zi + t− fi(x) ≥ 0
Usando as relac¸o˜es αi = 1 − λi, denotando ui = zi − t − fi(x) e com algumas mani-
pulac¸o˜es alge´bricas chegamos exatamente na formulac¸a˜o proposta por Andreani, Dunder
e Mart´ınez em [6].
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min
x,z,t,u,α
t
S.a x ∈ Ω
ui = zi − t− fi(x)
m∑
i=1
ui(1− λi) = 0
m∑
i=1
ziλi = 0
m∑
i=1
λi = p
0 ≤ λi ≤ 1
αi ≥ 0
zi ≥ 0
ui ≥ 0
Nesse artigo os autores conseguem resultados ainda mais fortes do que os encontrados
em [7] com respeito a` qualidade da soluc¸a˜o do problema.
Uma alternativa natural seria colocar uma suavizac¸a˜o na resoluc¸a˜o do problema do
segundo n´ıvel.
Min t
S. a x ∈ Ω
t resolve o Problema:
Min t+ 1
m−p
∑m
i=1 φ(fi − t)
t
Substituindo as condic¸o˜es de otimalidade:
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min
x,t
t
S.a x ∈ Ω
(m− p)−
m∑
j=1
φ
′
(fj(x)− t) = 0
Essa aproximac¸a˜o nos parece ainda mais vantajosa aqui do que no caso da minimizac¸a˜o
da C-VaR. Isso porque no problema da C-VaR trocamos um PL de grande porte por um
PNL menor. Ja´ aqui de toda forma ser´ıamos obrigados a trabalhar com um problema de
programac¸a˜o na˜o linear, pois as condic¸o˜es KKT de um PL assim sa˜o. Portanto, e´ de se
esperar que o problema de menor porte seja mais eficiente.
Entretanto, a questa˜o das suavizac¸o˜es aqui e´ extremamente delicada. A raza˜o da pre-
ocupac¸a˜o vem do fato da condic¸a˜o de otimalidade do problema 3.1 ser t ∈ [fip(x), fip+1(x)].
Como (x)+ so´ na˜o e´ diferencia´vel em x = 0, um abuso de notac¸a˜o nos levaria a restric¸a˜o
m∑
j=1
(fj(x)− t)+′ = m− p,
onde (x)+
′
= 0 se x < 0 e (x)+
′
= 1 se x > 0. Ou seja, a restric¸a˜o conta quantas func¸o˜es
de perda esta˜o acima de t e exige que esse valor seja exatamente (m − p), consequ¨ente
exige-se que t ∈ [fip(x), fip+1(x)]. Dessa forma estamos trabalhando com uma restric¸a˜o
descont´ınua, e mais ainda, bina´ria. Vejamos como as suavizac¸o˜es propostas aproximam
tal restric¸a˜o.
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Figura 3.10: Gra´fico das derivadas das suavizac¸o˜es para  = 1.
Mais uma vez a suavizac¸a˜o proposta em [2] na˜o parece muito adequada pois ter´ıamos
uma restric¸a˜o na˜o diferencia´vel, o que deixaria o problema ainda na˜o suave. Ja´ a apro-
ximac¸a˜o φ ≈ (x + √x2 + )/2, mostra-se muito bem comportada, provavelmente por se
tratar de uma func¸a˜o C∞. Isso deve ser refletido nos resultados computacionais com al-
goritmos mais rubustos.
CAPI´TULO 4
Noc¸o˜es de probabilidade e simulac¸a˜o
de cena´rios futuros
4.1 Introduc¸a˜o
Nesse cap´ıtulo vamos expor algumas maneiras de prever poss´ıveis cena´rios para o fu-
turo da economia. Basicamente as alternativas para construirmos esses cena´rios podem
ser divididas em treˆs grupos.
O primeiro e´ totalmente subjetivo onde o responsa´vel pela previsa˜o dos cena´rios uti-
liza sua pro´pria experieˆncia e intuic¸a˜o, ale´m de informac¸o˜es dadas por outras pessoas nas
quais se tem confianc¸a, para construir um panorama sobre o futuro econoˆmico.
Esse tipo de abordagem e´ muito dif´ıcil de ser tratado matematicamente ale´m de exigir
um amplo conhecimento espec´ıfico de cada ativo envolvido. Essas caracter´ısticas fazem
com que esse pensamento seja deixado de lado em nossa exposic¸a˜o.
Um exemplo dessa filosofia e´ apresentado a seguir:
Suponhamos que um grande comerciante de madeira do norte do Parana´ acredite, ba-
seado nos seus trinta anos de envolvimento no ramo, que o u´nico fator que influenciara´
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o prec¸o do seu produto nesse semestre sera´ o crescimento da produc¸a˜o de pinheiros na
Finlaˆndia. Um amigo escandinavo lhe garante que esse crescimento sera´ de 5%. Sendo
assim ele preveˆ que o u´nico prec¸o poss´ıvel para a madeira daqui a seis meses e´ 30 reais
por metro cu´bico.
O segundo grupo consiste em fazer uma formulac¸a˜o estritamente matema´tica do as-
sunto. Essas formulac¸o˜es sa˜o feitas com os dados histo´ricos dos prec¸os dos ativos e geral-
mente usam um modelo probabil´ıstico para prever o futuro. Voltaremos nossas atenc¸o˜es
para esse grupo. Mais adiante apresentaremos algumas distribuic¸o˜es de probabilidade
que nos sera˜o u´teis e as caracter´ısticas principais de cada uma delas para que possamos
usa´-las em nossas previso˜es.
O terceiro grupo e´ na verdade um misto dos dois anteriores onde um modelo ma-
tema´tico e´ criado de acordo com os dados do passado pore´m seus paraˆmetros sa˜o esco-
lhidos levando em considerac¸a˜o a expectativa do responsa´vel pela previsa˜o. Esse tipo de
modelo e´ o mais usado nas instituic¸o˜es financeiras, entretanto a parte subjetiva foge do
escopo deste trabalho.
4.2 Simulac¸o˜es probal´ısticas
Nessa sec¸a˜o vamos fazer algumas definic¸o˜es ba´sicas para usa´-las ao longo deste cap´ıtulo.
Inicialmente definimos que X e´ uma varia´vel aleato´ria se e´ uma func¸a˜o real definida no
espac¸o amostral e esta´ associada a uma probabilidade. Uma varia´vel aleato´ria e´ dita dis-
creta quando assume um nu´mero finito de valores {x1 · · ·xn}, a ela esta´ relacionado um
conjunto
{P [X = x1], · · · , P [X = xn]},
chamado conjunto de distribuic¸a˜o de probabilidade de X. Aqui P [X = xi] denota a pro-
babilidade de X ser igual a xi. Ja´ a uma varia´vel aleato´ria cont´ınua costuma-se associar
uma func¸a˜o de densidade de probabilidade (f). Essa func¸a˜o determina que a a´rea abaixo
do gra´fico de f entre a e b e´ igual a` probabilidade de X assumir valores nesse intervalo.
Portanto f deve ser na˜o negativa e
∫∞
−∞ f(t)dt = 1.
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A primeira func¸a˜o de densidade que apresentaremos e´ a resultante de uma varia´vel
aleato´ria com distribuic¸a˜o uniforme.
f(x) =

1
b−a , se x ∈ [a, b]
0, caso contra´rio.
Esse tipo de distribuic¸a˜o pode ser apropriada quando se tem estimativa dos limitantes
(a e b) que X pode atingir mas na˜o do comportamento de X entre a e b. Assume-se,
portanto, que a probabilidade e´ igual para cada valor intermedia´rio.
A esperanc¸a de uma varia´vel aleato´ria com essa distribuic¸a˜o e´ a+b
2
e o desvio padra˜o e´
b−a√
12
.
Vamos usar a distribuic¸a˜o uniforme para simular a presenc¸a de res´ıduos em nossos testes
nume´ricos.
A segunda distribuic¸a˜o que consideraremos sera´ a distribuic¸a˜o normal com paraˆmetros
µ e σ cuja notac¸a˜o sera´ dada por N(µ, σ2) e func¸a˜o de densidade por:
f(x) =
1√
2piσ
e−
(x−µ)2
2σ2 .
A esperanc¸a de uma varia´vel aleato´ria normal vale µ e a variaˆncia σ2.
No caso especial em que µ = 0 e σ = 1, ou seja f(x) = 1√
2pi
e−
x2
2 , a distribuic¸a˜o chama-se
normal padra˜o.
Como uma func¸a˜o de densidade normal na˜o tem primitiva em termos de func¸o˜es ele-
mentares sa˜o de suma importaˆncia as tabelas que fornecem a probabilidade de que uma
varia´vel aleato´ria com distribuic¸a˜o normal padra˜o X seja menor do que x para diversos
valores de x. Tais tabelas esta˜o presentes em praticamente qualquer livro introduto´rio de
probabilidade e aproximac¸o˜es nume´ricas para sua integral esta˜o programadas em diversos
softwares computacionais.
E´ poss´ıvel mostrar que se Z tem distribuic¸a˜o normal N(µ, σ2) enta˜o X = Z−µ
σ
tem dis-
tribuic¸a˜o normal padra˜o.
A grande importaˆncia da distribuic¸a˜o normal e´ dada pelo teorema central do limite
e em muitos casos por um de seus corola´rios imediatos. Enunciaremos tais resultados a
seguir:
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Teorema 4.2.1. Teorema Central do Limite de Lindeberg
Sejam X1, X2 · · · varia´veis aleato´rias independentes, isto e´:
P (X1 ∈ A1, · · · , Xn ∈ An) = Πni=1P (Xi ∈ AI),
tais que E[Xi] = µi, variaˆncia[Xi] = σ
2
i onde 0 < σ
2
i <∞ e fi(x) e´ func¸a˜o de densidade
de Xi.
Sejam tambe´m Sn = X1 + · · ·+Xn e sn =
√
σ2[Sn] =
√
σ21 + · · ·+ σ2n.
Enta˜o, para que Sn−E[Sn]
sn
convirja a uma normal padra˜o quando n tende a infinito e´
suficiente que a seguinte condic¸a˜o, chamada condic¸a˜o de Lindeberg, seja satisfeita:
∀, lim
n→∞
1
s2n
n∑
i=1
∫
|x−µi|>sn
(x− µi)2fi(x)dx = 0
A condic¸a˜o de Lindeberg significa, basicamente, que as parcelas Xk−µk
sn
da soma Sn−E[Sn]
sn
sa˜o uniformemente pequenas para n grande. Portanto o teorema central do limite garante
que se uma varia´vel aleato´ria pode ser vista como a soma de va´rias outras onde o peso
de cada parcela e´ pequeno enta˜o essa varia´vel aleato´ria tera´ uma distribuic¸a˜o aproxi-
madamente normal. Ou seja, quando um fator depende de va´rios outros ele deve ter
distribuic¸a˜o semelhante a uma normal. Ale´m desse suporte teo´rico muitas observac¸o˜es
pra´ticas confirmam que a distribuic¸a˜o normal de fato esta´ ligada a va´rios fenoˆmenos de
diversas a´reas, incluindo a economia.
Enunciaremos agora um de seus colora´rios imediatos.
Corola´rio 4.2.2. Sejam X1, X2 · · ·Xn varia´veis aleato´rias independentes e identicamente
distribuidas (ie. todas Xi teˆm a mesma distribuic¸a˜o) com esperanc¸a µ e desvio padra˜o σ.
Enta˜o, X1+X2···+Xn−nµ
σ
√
n
converge a uma normal padra˜o quando n tende a infinito.
As varia´veis X1, X2 · · ·Xn podem ser vistas como observac¸o˜es independentes de uma
mesma varia´vel aleato´ria. Nesse caso, o colora´rio nos diz que, qualquer que seja a varia´vel
aleato´ria, a me´dia de suas observac¸o˜es segue uma distribuic¸a˜o normal.
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A terceira distribuic¸a˜o que apresentaremos sera´ a distribuic¸a˜o lognormal a qual se
baseia na distribuic¸a˜o normal pore´m tem algumas caracter´ısticas que nos chamam mais
atenc¸a˜o. A distribuic¸a˜o lognormal esta´ associada ao movimento browniano geome´trico
que e´ uma das hipo´teses de Black e Scholes em sua famosa fo´rmula sobre a qual faremos
uma pequena exposic¸a˜o no pro´ximo cap´ıtulo.
Dizemos que uma varia´vel aleato´ria positiva V tem distribuic¸a˜o lognormal com paraˆmetros
µ e σ se log(V ) tem distribuic¸a˜o normal N(µ, σ2).
Suponhamos que y(t) denote o prec¸o de um ativo no instante de tempo t ∈ [0,∞),
onde y(0) e´ o prec¸o do ativo hoje. Por definic¸a˜o, temos que y segue um movimento
browniano geome´trico com paraˆmetros de tendeˆncia µ e de volatilidade σ se para cada z
e t a varia´vel aleato´ria
y(t+ z)
y(z)
independe de z e tem distribuic¸a˜o lognormal com paraˆmetros µt e tσ2. E´ importante no-
tar que y na˜o e´ uma func¸a˜o dos reais na reta. A cada t real y(t) e´ uma varia´vel aleato´ria
pois se trata do prec¸o do ativo no instante de tempo futuro t podendo assumir diversos
valores, dependendo do cena´rio geral da economia nesse instante.
Estamos fazendo hipo´teses sobre y(t+ z)/y(z), ou equivalentemente sobre y(t+ z)/y(z)−
1, e na˜o sobre y(t + z) − y(z), para tratarmos com o lucro relativo e na˜o do absoluto.
A raza˜o disso e´ que falar de um aumento de 10% e´ uma coisa universal, adimensional.
Pore´m, se falarmos que um prec¸o de um ativo aumentou 10 reais com certeza seria prop´ıcia
a pergunta “e quanto ele custava?”. Tal pergunta e´ pertinente uma vez que e´ muito dife-
rente se o prec¸o do ativo era de um real ou de mil reais.
O fato de y(t+ z)/y(z) independer de z significa que o aumento percentual do prec¸o
do ativo na˜o depende da data que estamos falando e sim do tempo que falta para o ins-
tante da previsa˜o. Geralmente vamos considerar z = 0 uma vez que estaremos fazendo
previso˜es hoje para o prec¸o do ativo no instante t.
E´ de se esperar que a variac¸a˜o do prec¸o de um ativo dependa de va´rios fatores, como
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por exemplo uma nova legislac¸a˜o federal, o desempenho de empresas concorrentes, a
valorizac¸a˜o do do´lar etc, logo, pelo que apresentamos anteriormente, seria natural modelar
y(t+ z)− y(z)
y(z)
=
y(t+ z)
y(z)
− 1
com distribuic¸a˜o normal. Como log(1 + x) ≈ x para x pequeno temos que e´ razoa´vel que
log
(
1 +
y(t+ z)− y(z)
y(z)
)
= log
(
1 +
y(t+ z)
y(z)
− 1
)
= log
(
y(t+ z)
y(z)
)
siga uma distribuic¸a˜o normal. Dessa forma temos que a distribuic¸a˜o lognormal e´ ade-
quada para modelos econoˆmicos. Ou seja e´ razoa´vel adotar para previso˜es financeiras que
y(t + z) = y(z)eN , em particular y(t) = y(0)eN , onde N e´ uma varia´vel aleato´ria com
distribuic¸a˜o normal. Conseguimos assim a vantagem de assegurar a positividade de y(t),
na˜o obtida se supusermos apenas que y(t+z)−y(z)
y(z)
tem distribuic¸a˜o normal.
Os paraˆmetros da distribuic¸a˜o normal associada ao movimento browniano geome´trico
segue do fato de que se y(z + 1) = y(z)eWz , onde Wz ∼ N(µz, σz) enta˜o:
y(1) = y(0)eW0
y(2) = y(1)eW1 = y(0)eW0eW1 = y(0)eW0+W1
...
y(t) = y(0)eW , onde W =
t−1∑
j=0
Wj.
Pela independeˆncia em z de y(t+ z)/y(z) temos que asWz sa˜o independentes e µz = µ
ale´m de σz = σ para todo z. Portanto W ∼ N(µt, σ
√
t), como hav´ıamos afirmado.
Outro resultado teo´rico de grande importaˆncia e´ a lei dos grandes nu´meros apresentada
a seguir.
Teorema 4.2.3. (Lei Forte de Kolmogorov)
Sejam X1, X2 · · · varia´veis aleato´rias independentes, identicamente distribuidas (ie.
todas Xi teˆm a mesma distribuic¸a˜o) e integra´veis, com E[Xi] = µ. Enta˜o
X1 + · · ·+Xn
n
→ µ, quando n→∞
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As varia´veis aleato´rias X1, X2 · · · podem ser vistas como observac¸o˜es independentes
de uma u´nica varia´vel aleato´ria.
Esses fatos justificam que um histograma normalizado das observac¸o˜es de uma varia´vel
aleato´ria X aproxima sua func¸a˜o de densidade.
Para ver isso definamos para cada a ∈ R e  > 0
Yi =
{
1
2
, se Xi ∈ [a− , a+ ]
0, caso contra´rio
Logo
E[Yi] =
1
2
P (Xi ∈ [a− , a+ ]) = 1
2
P (X ∈ [a− , a+ ])
A altura do histograma normalizado em [a−, a+] com n observac¸o˜es vale Y1+···+Yn
n
.
Passando o limite quando n→∞ temos pela lei dos grandes nu´meros que
Y1 + · · ·+ Yn
n
−→ 1
2
P (X ∈ [a− , a+ ]) = 1
2
∫ a+
a−
f(x)dx.
Fazendo agora o limite quando  → 0+ e supondo que exista F primitiva de f ,o que e´ o
caso quando f e´ cont´ınua, obtemos que
lim
→0+
lim
n→∞
Y1 + · · ·+ Yn
n
= lim
→0+
1
2
∫ a+
a−
f(x)dx
= lim
→0+
F (a+ )− F (a− )
2
= F ′(a) = f(a).
O resultado garante que se quisermos ter uma estimativa sobre a func¸a˜o de densidade
do comportamento da variac¸a˜o do prec¸o de um ativo podemos fazer um histograma de
suas variac¸o˜es para alguns dados histo´ricos.
A seguir vamos analisar se para alguns dados reais o modelo lognormal de fato e´ con-
sistente. Para isso usamos o prec¸o passado das ac¸o˜es de 5 empresas durante 1001 dias,
obtendo assim 1000 variac¸o˜es de prec¸o.
Antes de averiguar a aplicabilidade da distribuic¸a˜o log-normal vamos verificar que a
aproximac¸a˜o x ≈ log(1 + x) e´ va´lida para x = y(t+1)−y(t)
y(t)
da ordem da variac¸a˜o do prec¸o
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dos ativos em dias consecutivos. Para isso calculamos o erro relativo que cometemos na
aproximac¸a˜o em cada observac¸a˜o
(∣∣∣x−log(1+x)x ∣∣∣). A tabela abaixo mostra que realmente a
aproximac¸a˜o e´ razoa´vel para todas as quatro empresas analisadas.
Empresa me´dia percentil 90% ma´ximo
Ambev (PN) 0.0062 0.0129 0.0832
Telemar (PN) 0.0072 0.0160 0.0515
Banco do Brasil (ON) 0.0091 0.0194 0.0698
C. S. N (ON). 0.0098 0.0205 0.0968
Tabela 4.1: A tabela mostra o erro me´dio, o limitante para 90% dos erros e o erro ma´ximo
para cada uma das empresas
A comprovac¸a˜o desse fato na˜o era de fato necessa´ria uma vez que na˜o e´ uma hipo´tese
direta do nosso modelo. Pore´m ela e´ filosoficamente importante pois foi o que motivou tal
modelagem. Mais adiante usaremos uma estrate´gia, baseada em y(t+1)−y(t)
y(t)
para gerar os
cena´rios de nossos testes nume´ricos. Teremos, enta˜o, a garantia de que de certa maneira
nosso modelo se assemelha a um movimento browniano geome´trico.
Para verificar que log
(
y(t+1)
y(t)
)
realmente pode ter distribuic¸a˜o normal vamos assumir
que vale a independeˆncia em z para y(t+z)
y(z)
suposta no movimento browniano geome´trico.
Sendo assim a variac¸a˜o do prec¸o em cada dia pode ser considerada como uma observac¸a˜o
de uma mesma varia´vel aleato´ria. Na figura 4.1 apresentamos os histogramas e um ajuste
normal para quatro grandes empresas dos mais diferentes ramos da economia brasileira.
O ajuste e´ feito tomando os estimadores
µ¯ =
∑n
i=1Xi
n
e σ¯2 =
∑n
i=1(Xi − µ¯)
n− 1
como os paraˆmetros da distribuic¸a˜o normal.
A grande semelhanc¸a entre os histogramas e as func¸o˜es de densidade normal parecem
atestar pela validade da hipo´tese lognormal. Por esses motivos o modelo cla´ssico para o
comportamento do prec¸o de um ativo e´ o movimento browniano geome´trico. Entretanto,
para a voraz competic¸a˜o do mercado financeiro atual, tais aproximac¸o˜es muitas veses ja´
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Figura 4.1: Histogramas de log
(
y(t+1)
y(t)
)
para Ambev, Telemar, Banco do Brasil e C.S.N.
sa˜o consideradas grosseiras e modelos ainda mais realistas ja´ esta˜o sendo usados hoje em
dia.
Apesar disso a previsa˜o de cena´rios dessa forma deixa de lado uma das principais
caracter´ısticas de um problema de ana´lise de risco, a correlac¸a˜o entre os ativos. Pensando
nisso chegamos a nossa alternativa de previsa˜o dos cena´rios futuros:
Sejam H(0), · · · , H(p) os dados histo´ricos dos prec¸os de um ativo durante p dias.
Para simular um cena´rio futuro para daqui a D dias sortearemos {j0, j1, · · · , jD−1}, onde
ji ∈ {0, · · · , p− 1} e faremos por recorreˆncia, partindo de y(0) = H(p),
y(t+ 1) = y(t)
H(jt + 1)
H(jt)
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ate´ obtermos y(D).
A correlac¸a˜o entre os ativos e´ mantida se usarmos o mesmo conjunto sorteado para
simular o cena´rio futuro para cada um dos ativos. Para obtermos m cena´rios basta sortear
m conjuntos {j0, · · · , jD−1}.
Exemplo
A tabela 4.2 conte´m os dados histo´ricos dos prec¸os de 3 ativos durante 11 dias.
dia Petrobras (PN) Bradesco (PN) Vale (ON)
1 45,44 48,72 43,51
2 46,59 50,13 44,83
3 47,17 49,66 45,15
4 47,47 49,33 45,18
5 46,40 47,87 44,05
6 46,89 46,83 43,47
7 47,48 47,48 43,79
8 47,60 46,62 42,43
9 48,65 46,91 43,58
10 49,46 47,59 44,08
11 50,20 48,92 44,76
Tabela 4.2: Prec¸o histo´rico dos ativos. Dia 11 e´ o ultimo prec¸o histo´rico, portanto refere-se
ao dia de hoje.
Vamos fazer duas previso˜es para o prec¸o dos ativos para daqui a dois dias.
Cena´rio 1 - dias sorteados {2,8}
Os prec¸os previstos nesse cena´rio sa˜o, respectivamente, 51, 95; 48, 76 e 46, 30 para
Petrobras, Bradesco e Vale.
Cena´rio 2 - dias sorteados {6,3}
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ativo dia 1 dia 2
Petrobras (PN) 50, 20× 46,59
45,44
= 50, 82 50, 82× 48,65
47,60
= 51, 95
Bradesco (PN) 48, 92× 49,66
50,13
= 48, 46 48, 46× 46,91
46,62
= 48, 76
Vale (ON) 44, 76× 45,15
44,83
= 45, 08 45, 08× 43,58
42,43
= 46, 30
ativo dia 1 dia 2
Petrobras (PN) 50, 20× 47,48
46,89
= 50, 83 50, 83× 47,47
47,17
= 51, 15
Bradesco (PN) 48, 92× 47,48
46,83
= 49, 60 49, 60× 49,33
49,66
= 49, 27
Vale (ON) 44, 76× 43,79
43,47
= 45, 12 45, 12× 45,18
45,15
= 45, 12
Para o segundo cena´rio os prec¸os previstos sa˜o, respectivamente, 51, 15; 49, 27 e 45, 12
para Petrobras, Bradesco e Vale.
Esse tipo de simulac¸a˜o, embora na˜o tenha um forte embasamento teo´rico, assemelha-
se ao movimento browniano geome´trico por estar estreitamente ligado a suas hipo´teses,
ale´m de ser de uma simplicidade muito grande.
CAPI´TULO 5
Introduc¸a˜o a` fo´rmula Black Scholes
Nesse cap´ıtulo vamos fazer uma breve exposic¸a˜o sobre o mercado de opc¸o˜es e sobre a
fo´rmula Black Scholes para que possamos usa´-la em nossos testes computacionais como
func¸a˜o de perda na˜o linear.
Uma definic¸a˜o importante nesse contexto e´ a de derivativo o qual nada mais e´ que
um tipo especial de ativo que depende de um outro ativo base. Uma classe especial de
derivativos e´ chamada de opc¸o˜es. Uma opc¸a˜o esta´ relacionada com o direito de comprar
ou vender um ativo base por um prec¸o pre´-fixado.
Opc¸o˜es se dividem basicamente em 4 categorias:
• Call Europe´ia
• Put Europe´ia
• Call Americana
• Put Americana
Um investidor que compre uma opc¸a˜o do tipo Call Oc(A,K, T ) adquire o direito de
comprar um ativo A por prec¸o K (prec¸o de exerc´ıcio). Para uma opc¸a˜o do tipo Put
Op(A,K, T ) o investidor adquire o direito de vender um ativo A por um prec¸o K. No
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caso de uma opc¸a˜o europe´ia o investidor pode exercer seu direito apenas no instante de
tempo T . Para uma opc¸a˜o americana ele pode exercer o direito a qualquer momento ate´
o instante de expirac¸a˜o T . As expresso˜es europe´ia e americana na˜o significam que essas
opc¸o˜es sejam negociadas apenas na Europa ou nos EUA, apenas denotam a especificac¸a˜o
da opc¸a˜o.
Exemplo:
Suponhamos que investimos nosso dinheiro em uma opc¸a˜o do tipo Call Europe´ia cujo
ativo base e´ uma saca de cafe´, o prec¸o de exerc´ıcio e´ 130,00 reais e o prazo de expirac¸a˜o
de um ano. Enta˜o daqui a um ano teremos o direito de comprar uma saca de cafe´ por
130,00 reais. Um dos motivos por termos adquirido essa opc¸a˜o pode ter sido fazer uma
espe´cie de seguro contra um investimento duvidoso que tenhamos feito. Por exemplo,
podemos vender hoje uma saca de cafe´, a ser entregue daqui a um ano, por 130,00 reais.
Fazemos isso pois acreditamos que apo´s esse per´ıodo sera´ poss´ıvel comprar a saca no mer-
cado por 100,00 reais. Se nossa previsa˜o estiver certa compraremos a saca no mercado
por 100,00 reais e teremos um lucro. Pore´m, como na˜o somos especialistas no assunto,
existe a du´vida “E se a saca passar a valer 180,00 reais?”. Nesse caso exercemos a opc¸a˜o
e a compramos pelos 130,00 reais estipulados como valor de exerc´ıcio e podemos honrar
nossos compromissos sem um grande preju´ızo.
Pore´m, quanto vale direito? Essa precificac¸a˜o e´ o que a fo´rmula Black Scholes tenta
fornecer. Ou seja, no exemplo anterior ter´ıamos de pagar uma certa quantia a um inves-
tidor para que esse nos desse o direito de comprar uma saca de cafe´ daqui a um ano por
130,00 reais qualquer que seja o prec¸o de mercado do produto na e´poca.
Se hoje fosse a data de exerc´ıcio na˜o ha´ du´vida que esse direito valeria max{0, y(T )−
K} = (y(T ) − K)+ onde y(t) denota o prec¸o do ativo no instante T. De fato, ningue´m
pagaria nada pelo direito de comprar um ativo por k reais se ele estivesse dispon´ıvel no
mercado por menos de k. Claramente se o prec¸o do ativo tivesse maior do que o prec¸o de
exerc´ıcio uma pessoa so´ se sujeitaria a dar o direito a outra de lhe comprar o ativo por
k se este indiv´ıduo lhe pagar a diferenc¸a ate´ o valor de mercado. Por outro lado, na˜o ha´
du´vida de que esse seria o maior valor que uma pessoa estaria disposta a pagar por esse
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direito, pois caso contra´rio seria mais vantajoso adquirir o ativo diretamente do mercado.
A situac¸a˜o na˜o e´ ta˜o simples assim quando na˜o estamos na data de exerc´ıcio pois
ha´ uma incerteza de quanto custara´ o ativo no futuro. Black e Scholes em [12] fizeram
algumas hipo´teses para tratar do assunto.
A primeira delas e´ que na˜o ha´ oportunidade de arbitragem, ou seja na˜o ha´ chance
de um lucro certo. Um importante teorema nessa direc¸a˜o e´ o teorema da arbitragem.
O teorema trata da seguinte situac¸a˜o: consideremos um experimento cujo conjunto de
resultados poss´ıveis seja {1, 2, · · · ,m} e existam n itens nos quais podemos apostar. O
retorno para cada real apostado no item i, caso acontec¸a o resultado j no experimento,
e´ dado por ri(j). Permitimos que as apostas possam ser positivas, negativas ou nulas.
Nesse caso, se acontecer o resultado j no experimento, o retorno associado a uma estrate´gia
x ∈ Rn, onde xi e´ a quantidade apostada no item i, e´:
retorno de x =
n∑
i=1
xiri(j)
Podemos enta˜o enunciar o resultado.
Teorema 5.0.4. Teorema da Arbitragem
Exatamente uma da afirmac¸o˜es e´ verdadeira:
a) Existe um vetor de probabilidades p = (p1, · · · , pm) tal que:
m∑
j=1
pjri(j) = 0 ∀i = 1, · · · , n
b) Existe uma estrate´gia x = (x1, · · · , xn) para a qual:
n∑
j=1
xiri(j) > 0 ∀j = 1, · · · ,m
Uma demonstrac¸a˜o deste teorema pode ser encontrada em [15] e baseia-se na duali-
dade de um problema de programac¸a˜o linear associado.
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E´ fa´cil relacionar o teorema com o fato de termos m cena´rios futuros e podermos inves-
tir em n ativos uma quantidade xi que aqui pode ser negativa, indicando a venda do ativo,
o que e´ bastante natural, principalmente quando se trata de opc¸o˜es. Nesse contexto o te-
orema esta´ dizendo que ou existe um vetor de probabilidade para que os cena´rios ocorram
de tal forma que o lucro esperado sera´ zero para todos os ativos, ou existiria uma oportu-
nidade de arbitragem, ou seja existiria um investimento onde ganhar´ıamos em qualquer
que fosse o cena´rio futuro.
A segunda hipo´tese feita por Black e Scholes e´ que os incrementos no prec¸o de um
determinado ativo sa˜o calculados continuamente. Expliquemos o que isso quer dizer.
Suponhamos que um investidor possua um capital c (t) aplicado em um fundo que lhe
paga uma taxa de juros nominal de 100r% por per´ıodo de tempo T . Logo, decorrido o
per´ıodo P , o capital do investidor sera´:
c (T ) = c (0) (1 + r)
Se o juros fosse computado duas vezes durante o per´ıodo (uma vez na metade do
per´ıodo e outra no final) o capital do investidor seria:
c (T ) = c (0)
(
1 +
r
2
)2
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Se o juros fosse computado n vezes durante o per´ıodo:
c (T ) = c (0)
(
1 +
r
n
)n
Quando n tende a infinito, ou seja estamos computando os incrementos a todo instante,
temos que:
c (T ) = c (0) er
Sem perda de generalidade podemos supor T como a unidade de tempo e ter´ıamos:
c (1) = c (0) er
Se tive´ssemos t per´ıodos de tempo:
c (t) = c (0)
[(
1 +
r
n
)n]t
⇒ c (t) = c (0) ert
Quando os incrementos sa˜o feitos dessa forma dizemos que sa˜o calculados continua-
mente.
A terceira hipo´tese diz que o prec¸o do ativo base segue um movimento browniano
geome´trico com paraˆmetros µ e σ (explicado na sec¸a˜o anterior). Um comenta´rio perti-
nente aqui e´ observar que a exponencial envolvida na distribuic¸a˜o log-normal concorda
com o fato dos incrementos serem calculados continuamente.
Sob as hipo´teses anteriores se r for a taxa de juros referente a uma aplicac¸a˜o sem risco,
por exemplo poupanc¸a, e´ poss´ıvel mostrar [15], atrave´s do teorema da arbitragem, que
µ = r− σ2
2
. Dessa forma o prec¸o do ativo base sera´ y(t) = y(0)eW onde W ∼ N(µt, σ√t).
Lembramos que o prec¸o de uma call-option na data de exerc´ıcio e´ (y(t)−K)+. Ana-
lisemos o caso geral. Suponhamos que exista uma taxa de juros sem risco (referente a
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poupanc¸a ou a inflac¸a˜o). Neste caso temos que comparar os investimentos no mesmo
instante de tempo. Sendo assim o prec¸o pc pago por uma call-option europe´ia hoje valeria
ert · pc na data de exerc´ıcio e pelo teorema da arbitragem o prec¸o justo da opc¸a˜o nesta
data seria E[(y(t)−K)+]. Da´ı:
pc = e
−rtE[(y(t)−K)+]
Para calcularmos pc faremos algumas manipulac¸o˜es alge´bricas. Primeiro vamos escre-
ver W como
(
r − σ2
2
)
t+σ
√
tZ, onde Z e´ uma varia´vel aleato´ria com distribuic¸a˜o normal
padra˜o. Dessa forma temos que:
y(t) > K ⇐⇒ y(0) exp
((
r − σ
2
2
)
t+ σ
√
tZ
)
> K
⇐⇒ exp
((
r − σ
2
2
)
t+ σ
√
tZ
)
>
K
y(0)
⇐⇒
(
r − σ
2
2
)
t+ σ
√
tZ > ln
(
K
y(0)
)
⇐⇒ Z >
ln
(
K
y(0)
)
−
(
r − σ2
2
)
t
σ
√
t
⇐⇒ Z > σ√t− d
onde
d =
rt+ σ2t/2− ln
(
K
y(0)
)
σ
√
t
Definindo I como a func¸a˜o indicadora do uso da opc¸a˜o temos:
I =
 1 se y(t) > K0 se y(t) ≤ K
Pelo que acabamos de ver:
E[I] = P [y(t) > K]
= P [Z > σ
√
t− d]
= P [Z < d− σ√t]
= N(d− σ√t),
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onde N(x) e´ a func¸a˜o de probabilidade acumulada de uma normal padra˜o.
Provemos agora que e−rtE[Iy(t)] = y(0)N(d). Para isso consideremos c = σ
√
t − d
enta˜o:
E[Iy(t)] =
∫ ∞
c
y(0)e
(
r−σ2
2
)
t+σ
√
tx 1√
2pi
e−
x2
2 dx
=
1√
2pi
y(0)ert
∫ ∞
c
e−
σ2t
2
+σ
√
tx−x2
2 dx
= y(0)ert
1√
2pi
∫ ∞
c
e
−(x−σ√t)2
2 dx
= y(0)ert
1√
2pi
∫ ∞
−d
e
−y2
2 dy
(
fazendo y = x− σ√t
)
= y(0)ertP [Z > −d]
= y(0)ertN(d)
Por fim temos que:
pc = e
−rtE[y(t)−K)+]
= e−rtE[I · (y(t)−K)]
= e−rtE[Iy(t)− IK]
= e−rtE[Iy(t)]−Ke−rtE[I]
= y(0)N(d)−Ke−rtN(d− σ√t)
Chegamos enta˜o a` famosa fo´rmula “Black Scholes” para opc¸o˜es do tipo Call europe´ia.
pc(y(0), t,K, σ, r) = y(0)N(d)−Ke−rtN(d− σ
√
t) (5.1)
onde
d =
rt+ σ2t/2− ln
(
K
y(0)
)
σ
√
t
CAPI´TULO 6
Testes computacionais e concluso˜es
Neste cap´ıtulo apresentaremos os resultados computacionais que obtivemos com os
algoritmos por no´s propostos na sec¸a˜o 3.5 para minimizac¸a˜o da C-VaR e da VaR. Afim
de compararmos nossos resultados com os publicados em [2], [6] e [14], apresentaremos
tambe´m uma ana´lise quantitativa de nossas implementac¸o˜es para tais algoritmos. Ale´m
disso, vamos expor algumas concluso˜es que observamos em tais testes.
Os experimentos foram realizados em um computador com processador Pentium 4 2.4
GHz e 1 GB de memo´ria RAM. Os testes relativos aos problemas na˜o lineares foram
feitos atrave´s do software Algencan, dispon´ıvel em www.ime.unicamp.br/ martinez/. Ja´
os experimentos relativos aos problemas lineares foram feitos atrave´s do GLPK (simplex
dispon´ıvel em www.gnu.org/software/glpk/ ) e do PCX (algoritmo de pontos interiores
dispon´ıvel em www-fp.mcs.anl.gov/OTC/Tools/PCx/ ).
Os testes computacionais foram feitos tanto com problemas artificiais, provenientes de
dados aleato´rios, quanto de problemas reais. Estes u´ltimos foram realizados com dados
histo´ricos de 25/07/03 a 29/06/07 das vinte empresas com maior peso no IBOVESPA que
disponibilizavam os valores de suas ac¸o˜es por todo o per´ıodo analizado.
Para os problemas na˜o lineares implementados no Algencan fornecemos suas deriva-
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das anal´ıticas sempre que estas existiam. Quando as primeiras derivadas na˜o podiam
ser calculadas ajusta´vamos o paraˆmetro “gtype = 1”e quando as segundas derivadas na˜o
existiam ajusta´vamos “hptype = 4”, usando assim diferenc¸as finitas.
A seguir apresentaremos alguns resultados obtidos, representando cada grupo de tes-
tes feitos. Os algoritmos sera˜o indicados por:
• SD → Algoritmo sem a suavizac¸a˜o, trabalhamos diretamente com max{0, x}.
• Pol2 → Suavizac¸a˜o utilizando o polinoˆmio de grau 2.
• Pol4 → Suavizac¸a˜o utilizando o polinoˆmio de grau 4.
• Mod → Suavizac¸a˜o utilizando a aproximac¸a˜o do mo´dulo.
• PCX→ Algoritmo de pontos interiores para resoluc¸a˜o de problemas de programac¸a˜o
linear.
• GLPK→Algoritmo do me´todo Simplex para resoluc¸a˜o de problemas de programac¸a˜o
linear.
• RDOVO → Algoritmo apresentado em [6].
Nos primeiros testes, de 1 a 11, resolvemos problemas de minimizar a CVaR. Os testes
de 1 a 3 abordavam problemas artificiais de pequeno porte e tinham como objetivo validar
as implementac¸o˜es realizadas.
GLPK PCX SD Pol2 Pol4 Mod
it 27 9 50 2 2 2
tempo 0,00 0,03 0,41 0,05 0,02 0,00
erro 0 0 0 0 0 0
Tabela 6.1: Teste 1- 4 ativos, 20 cena´rios. Resultados para  = 1. erro ≡ ‖XGLPK−Xi‖‖XGLPK‖
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GLPK PCX SD Pol2 Pol4 Mod
it 1095 29 50 4 2 2
tempo 0,80 0,62 25,34 0,13 0,17 0,16
erro 0 0 0 0 0 0
CVaR -4.539 -4.539 -4.539 -4.539 -4.539 -4.539
Tabela 6.2: Teste 2- 15 ativos, 1000 cena´rios. Resultados para  = 1. erro ≡ ‖XGLPK−Xi‖‖XGLPK‖
GLPK PCX PCX∗ SD Pol2 Pol4 Mod
it 2347 31 39 50 2 2 2
tempo 4,8 0,97 1,63 70,08 0,06 0,13 0,13
erro 0 0,14 0 0 0 0 0
CVaR -5.102 -5.019 -5.102 -5.102 -5.102 -5.102 -5.102
Tabela 6.3: Teste 3- 15 ativos, 2200 cena´rios. Resultados para  = 1. erro ≡ ‖XGLPK−Xi‖‖XGLPK‖
Podemos ver que as implementac¸o˜es esta˜o coerentes, uma vez que as soluc¸o˜es encon-
tradas sa˜o, substancialmente, as mesmas para todos os algoritmos utilizados. Entretanto,
ressaltamos aqui a necessidade de modificar o paraˆmetro de centragem no PCX para ob-
ter a convergeˆncia do algoritmo para o problema com 15 varia´veis e 2.200 cena´rios. Esse
resultado repitiu-se para problemas maiores e pode representar uma poss´ıvel dificuldade
de algoritmos de pontos interiores ao tratarem problemas com essa estrutura.
Nos testes 4 e 5 foram utilizados um vetor de custo aleato´rio uniformemente distribu´ıdo
entre 1 e 10, e uma matriz , representando as func¸o˜es de perda lineares, com entradas
entre -8 e 2, tambe´m uniformemente distribu´ıda. Consideraremos aqui vinte ativos, dez
mil e cinqueˆnta mil cena´rios. Os objetivos nestes testes eram averiguar o comportamento
dos algoritmos suavizados em relac¸a˜o a variac¸a˜o de  e comparar a eficieˆncia destes com
a de um PL.
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GLPK PCX SD Pol2 Pol4 Mod Pol2 Pol4 Mod
it 10.628 31 50 50 50 50 50 2 2
tempo 262,7 5,84 2.456 27,64 349 388 138 3,08 1,92
eps - - - 0.1 0.1 0.1 1 1 1
CVaR -6.541 -75 -6.540 -6.540 -6.540 -6.540 -6.540 -6.540 -6.540
Tabela 6.4: Teste 4- 20 ativos, 10.000 cena´rios. Resultados para  ≤ 0, 1.
Pol2 Pol4 Mod Pol2 Pol4 Mod Pol2 Pol4 Mod
it 50 2 2 4 2 2 10 3 2
tempo 31,72 1,2 0,92 2,03 0,44 0,55 5,14 0,45 0,53
eps 10 10 10 102 102 102 103 103 103
CVaR -6.540 -6.540 -6.540 -6.541 -6.541 -6.540 -6.541 -6.541 -6.541
Tabela 6.5: Teste 4- 20 ativos, 10.000 cena´rios. Resultados para 10 ≤  ≤ 1.000.
Pol2 Pol4 Mod Pol2 Pol4 Mod Pol2 Pol4 Mod
it 6 3 3 4 4 3 10 3 3
tempo 2,02 1,2 0,33 1,98 0,48 0,39 7,64 0,41 0,63
eps 104 104 104 105 105 105 106 106 106
CVaR -6.035 -6.185 -6.541 2.185 2.185 -6.540 2.296 2.274 -6.508
Tabela 6.6: Teste 4- 20 ativos, 10.000 cena´rios. Resultados para  ≥ 10.000.
GLPK PCX SD Pol2 Pol4 Mod Pol2 Pol4 Mod
it 52.160 31 50 50 2 3 5 7 2
tempo 35.570 61,56 9.694 93,28 9,97 7,91 13,38 16,61 3,25
eps - - - 1 1 1 10 10 10
CVaR -6.605 -32 -6.605 -6.605 -6.005 -6.605 -6.605 -6.605 -6.605
Tabela 6.7: Teste 5- 20 ativos, 50.000 cena´rios. Resultados para  ≤ 10.
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Pol2 Pol4 Mod Pol2 Pol4 Mod Pol2 Pol4 Mod
it 50 3 2 7 3 9 50 4 50
tempo 586 2,13 5,66 25,16 7,61 16,25 177,17 4,09 108,56
eps 102 102 102 103 103 103 104 104 104
CVaR -6.605 -6.605 -6.605 -6.605 -6.603 -6.605 -6.113 -6.268 -6.604
Tabela 6.8: Teste 5- 20 ativos, 50.000 cena´rios. Resultados para 100 ≤  ≤ 10.000.
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Pol2 Pol4 Mod Pol2 Pol4 Mod
it 6 5 3 5 4 3
tempo 12,31 649 1,73 19,80 10,92 1,70
eps 105 105 105 106 106 106
CVaR 2.010 2.010 -6.602 2.040 2.035 -6.567
Tabela 6.9: Teste 5- 20 ativos, 50.000 cena´rios. Resultados para  ≥ 100.000.
Observamos que para valores de  muito pequenos os algoritmos encontram a soluc¸a˜o
do problema mas na˜o atingem o crite´rio de parada indicando otimalidade. Acreditamos
que isso acontec¸a devido ao fato dos problemas estarem numericamente muito pro´ximos de
problemas na˜o diferencia´veis, logo suas condic¸o˜es KKT podem, numericamente, na˜o exis-
tir. O mesmo acontece com o problema na˜o diferencia´vel, o qual pode ser visto como limite
dos anteriores. Para valores de  muito altos os problemas apresentavam convergeˆncia,
entretanto, o ponto encontrado na˜o e´ soluc¸a˜o do problema original. Isso deve-se ao fato
de estarmos modificando demasiadamente o problema. Quanto a comparac¸a˜o com os
algoritmos que resolvem a formulac¸a˜o linear obtemos uma grande vantagem. Quanto a
robustez o PCX mostrou-se ineficiente em todos os testes feitos. Ja´ em relac¸a˜o a velo-
cidade vemos uma grande superioridade dos algoritmos na˜o lineares em relac¸a˜o ao GLPK.
O teste 6 refere-se apenas a uma mudanc¸a de escala no teste 5. Nele xi na˜o representa
a quantidade de ac¸o˜es adquiridas mas sim a quantidade comprada de lotes de mil ac¸o˜es.
Portanto o valor do vetor de custo e da matriz com os coeficientes das func¸o˜es de perda
foram multiplicados por mil. Tomamos o cuidado de dividir o ponto inicial pelo mesmo
fator.
Pol2 Pol4 Mod Pol2 Pol4 Mod Pol2 Pol4 Mod
it 50 50 50 50 50 5 50 50 50
tempo 6.164 72,73 892 2.655 69,59 10,75 3.477 7,19 78,36
eps 1 1 1 10 10 10 102 102 102
CVaR -6.605 -32 -6.605 -6.605 -6.605 -6.605 -6.605 -6.605 -6.605
Tabela 6.10: Teste 6- Mudanc¸a de escala do teste 5. Resultados para  ≤ 1.
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Pol2 Pol4 Mod Pol2 Pol4 Mod Pol2 Pol4 Mod
it 50 3 3 50 4 3 5 4 3
tempo 2.675 6,06 6,06 564 5,16 7,42 19,8 2,55 6,19
eps 103 103 103 104 104 104 106 106 106
CVaR -6.602 -6.603 -6.605 -6.113 -6.268 -6.004 2.040 2.350 -6.567
Tabela 6.11: Teste 6- Mudanc¸a de escala do teste 5. Resultados para  ≥ 1.000.
Como esperado, a soluc¸a˜o encontrada continua a mesma, a na˜o ser pela mudanc¸a
de escala. Entretanto, quanto a` eficieˆncia e a` robustez dos me´todos tivemos diferenc¸as
considera´veis. Esse fato na˜o era previsto pois a func¸a˜o φ age em (fj(x) − t) e esse valor
deveria continuar como nos testes anteriores, pois os valores de x sa˜o dividido por mil
pra satisfazer a restric¸a˜o
∑n
i=1 y
0
i xi ≤M . Podemos perceber que o nu´mero de algoritmos
onde obtemos convergeˆncia e´ bem menor nesse caso.
No teste 7 realizamos, de certa forma, outra mudanc¸a de escala. Aumentamos a
quantidade de dinheiro dispon´ıvel multiplicando-a por um fator de mil. Dessa forma o
argumento (fj(x)− t), a ser utilizado em φ, tambe´m e´ multiplicado por mil, pois o vetor
x assim deve ser. Novamente tomamos o cuidado de ajustar o ponto inicial, dessa vez,
multiplicando-o pelo mesmo fator.
Pol2 Pol4 Mod Pol2 Pol4 Mod Pol2 Pol4 Mod
it 50 50 50 50 5 11 22 9 9
tempo 151 2.993 3.304 92,28 6,19 6,73 67,41 4,92 6,14
eps 0,1 0,1 0,1 1 1 1 10 10 10
CVaR -6.605 -6.605 -6.605 -6.602 -6.603 -6.567 -6.113 -6.268 -6.264
Tabela 6.12: Teste 7- Mudanc¸a de escala do teste 5, aumentando o dinheiro dispon´ıvel.
Podemos perceber claramente que os resultados mais encorajadores foram obtidos para
valores de  bem menores do que os anteriores, entretanto esse comportamento na˜o foi
linear. Mais uma vez pudemos ver uma mudanc¸a na faixa dos valores razoa´veis.
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Nos testes de 8 a 10 utilizamos dados histo´ricos reais e constru´ımos nossos cena´rios
basicamente como exposto no cap´ıtulo 4. Tivemos apenas que fazer alguns ajustes pois
haviam cena´rios demasiadamente pessimistas o que, muitas vezes, fazia que a decisa˜o
o´tima fosse na˜o investir o dinheiro.
GLPK Pol2 Pol4 Mod
it 9.731 50 5 11
tempo 237 180 2,61 3,75
eps - 10 10 10
CVaR -184 -184 -184 -184
Tabela 6.13: Teste 8- Dados reais 20 ativos, 10.000 cena´rios.
GLPK Pol2 Pol4 Mod
it 48.087 50 2 2
tempo 33.216 196,91 2,66 3,77
eps - 10 10 10
CVaR -184 -184 -184 -184
Tabela 6.14: Teste 9- Dados reais 20 ativos, 50.000 cena´rios.
GLPK Pol2 Pol4 Mod
it 94.886 50 3 3
tempo 252.120 298 22,84 3,39
eps - 100 100 100
CVaR -215 -215 -215 -215
Tabela 6.15: Teste 10- Dados reais 20 ativos, 100.000 cena´rios.
Para valores reais, portanto os mais expressivos, novamente pudemos perceber uma
grande vantagem, na questa˜o de tempo, em relac¸a˜o a` formulac¸a˜o de programac¸a˜o linear.
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No teste 11 modificamos a matriz relativa a`s func¸o˜es de perda do problema introdu-
zindo um res´ıduo uniformemente distribu´ıdo entre 0 e 5%. Com isso simulamos erros na
previsa˜o dos cena´rios para ver quanto a soluc¸a˜o obtida anteriormente distancia-se da nova
soluc¸a˜o.
Pol2 Pol4 Mod
it 50 50 3
tempo 315 172 5,05
eps 100 100 100
‖XT10−XT11‖
‖XT10‖ 0,00 0,00 0,00
CVaR -218 -218 -218
Tabela 6.16: Teste 11- Teste de sensibilidade acrescentando res´ıduos no teste 10.
A proximidade entre as soluc¸o˜es aponta para a estabilidade dessa abordagem de risco.
Os pro´ximos testes sa˜o relativos a minimizac¸a˜o da VaR. Os maiores problemas que
resolvemos apresentavam cinco ativos e trinta cena´rios. O teste 12 e´ referente a` um
problema artificial. Ja´ os problemas 13 e 14 sa˜o relativos a dados reais. Os valores
encontrados nas tabelas referem-se a soluc¸a˜o de melhor valor para a func¸a˜o objetivo.
RDOVO Pol2 Pol4 Mod SD
it 6 10 9 7 10
tempo 0,05 0,05 0,02 0,00 0,02
eps - 1 1 1 -
VaR -29,69 -25,97 -12,41 -25,75 -25,97
Tabela 6.17: Teste 12- 5 ativos, 30 cena´rios.
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RDOVO Pol2 Pol4 Mod
it 8 7 11 10
tempo 0,14 0,02 0,03 0,03
eps - 10 100 10
VaR -32,70 -69,00 -56,04 -62,17
Tabela 6.18: Teste 13- 5 ativos, 30 cena´rios.
RDOVO Pol2 Pol4 Mod
it 9 10 12 8
tempo 0,22 0,02 0,05 0,03
eps - 1000 10 10
VaR -29 -11 -47 -40
Tabela 6.19: Teste 14- 5 ativos, 30 cena´rios.
Podemos notar uma melhora substancial em relac¸a˜o ao tempo se compararmos per-
centualmente o algoritmo por no´s proposto e o descrito em [6]. Entretanto, como so´ foi
poss´ıvel resolver com sucesso problemas pequenos, a diferenc¸a de tempo absoluta e´ muito
pequena o que impede afirmar a superioridade de nosso algoritmo. Quanto a qualidade
das soluc¸o˜es na˜o pudemos tirar grandes concluso˜es, pois, a quantidade de minimizadores
locais encontrados, nos dois casos, dificulta nossa ana´lise.
Por fim, no teste 15 minimizamos a C-VaR relativa a perdas na˜o lineares onde era
poss´ıvel comprar x1 unidades de um ativo base e x2 unidades da Call Option, com prec¸o
de exerc´ıcio x3, a ele relacionada. O objetivo neste teste era mostrar a aplicabilidade das
suavizac¸o˜es para func¸o˜es de perda na˜o lineares. Obtivemos a convergeˆncia do Algencan.
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Pol2 Pol4 Mod SD
it 2 2 2 2
tempo 0,98 0,32 0,48 1,64
eps 1 1 1 -
VaR -130 -129 -129 -130
Tabela 6.20: Teste 15- Func¸o˜es de perda na˜o lineares.
6.1 Concluso˜es finais e perspectivas futuras
Com este trabalho pudemos estudar va´rios modelos matema´ticos com aplicac¸o˜es em
economia. A parte central do texto, voltada a` otimizac¸a˜o, foi realizada com sucesso.
Conseguimos reproduzir e sugerir algoritmos para minimizac¸a˜o da VaR e da C-VaR. Nos
testes computacionais conseguimos ligar aspectos teo´ricos a situac¸o˜es reais. Percebemos
em tais testes uma deficieˆncia do PCX em resolver os problemas de minimizar a C-VaR
com a estrutura que o formulamos. Constatamos a maior eficieˆncia das formulac¸o˜es na˜o
lineares em relac¸a˜o ao GLPK, entretanto averiguamos a sensibilidade dos algoritmos sua-
vizados em relac¸a˜o a . Notamos a suavizac¸a˜o do mo´dulo mais robusta do que as demais.
Acreditamos que a robustez obtida deve-se ao fato desta ser a func¸a˜o mais suave dentre
as quais trabalhamos. Quanto a` eficieˆncia, observamos que a suavizac¸a˜o utilizando o po-
linoˆmio de grau quatro esta´ no mesmo patamar da suavizac¸a˜o do mo´dulo, isto pode ser
explicado por sua maior semelhanc¸a a` func¸a˜o original (x)+.
O algoritmo proposto para minimizar a VaR mostrou-se compara´vel com o publicado
em [6]. Deixamos como sugesta˜o de trabalhos futuros a utilizac¸a˜o de te´cnicas de globa-
lizac¸a˜o para o problema da VaR, para que assim possamos tirar concluso˜es mais efetivas.
Outra sugesta˜o importante que deixamos para trabalhos futuros e´ incorporar as restric¸o˜es
na func¸a˜o objetivo e obter expresso˜es para os multiplicadores de Lagrange, assim como
feito em [6]. Expresso˜es para os multiplicadores sa˜o muito importantes pois podem com-
bater problemas de voracidade que encontramos em alguns de nossos testes. Em nossos
algoritmos contornamos o problema limitando inferiormente a varia´vel a ser minimizada
usando estimativas baseadas no problema de minimizar a CVaR. Por fim, ainda seguindo
a linha apresentada em [6] , sugerimos uma ana´lise na relac¸a˜o entre mı´nimos locais e
pontos KKT do problema reformulado e do problema original.
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