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Resum
En aquest treball s’ha fet servir simulació numèrica directa de les equacions de Navier-
Stokes que governen un flux incompressible per analitzar les diverses topologies del flux
observades dins d’un oscil·lador fluidic bidimensional per a règim de Reynolds baixos,
Re∈ [25,100], amb la finalitat d’aclarir els mecanismes pels quals el produeix l’oscil·lació.
El principal objectiu és trobar i classificar les característiques i propietats del jet a la sortida
de l’osci·lador. L’estudi s’ha realitzat mitjançant un software basat en elements espectrals.
Sent fixa la geomtria i considerant un flux incompressible, el nombre de Reynolds és l’únic
paràmetre independent. Les solucions del flux cada vegada més complexes obtingudes a
mida que el Reynolds és incrementat han sigut estudiades a la llum de la teoria de sistemes
dinàmics i de bifurcacions per explicar fenòmens complexos com la histèresi o l’inici de
la dinàmica caòtica.
En incrementar el nombre de Reynolds el jet, inicialment estacionari i amb simetria
especular, es converteix en no simètric, després en oscil·latori periòdic, en doble període
i finalment en caòtic. Des d’un punt de vista estadístic, la simetria es recupera a mesura
que el caos evoluciona en caos espai-temporal. Algunes bifurcacions locals conegudes, i
possiblement alguna bifurcació global, són responsables de les transicions.
Adicionalment, s’ha investigat la topologia del flux del jet emès des de la sortida de
l’oscil·lador fins a la regió de descàrrega. l’inici de la dependència temporal resulta en un
"vortex shedding", inicialment periòdic, després pseudo-periòdic, al desviador de sortida
de l’oscil·lador.
Per últim, s’inclouen una sèrie de discussions sobre els resultats obtinguts que permetran
acabar de definir tots els elements que conformen l’estudi.
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Overview
In this work, direct numerical simulation of the Navier-Stokes equations governing incom-
pressible fluid flow has been employed to analyze the various flow topologies observed in
a two-dimensional fluidic oscillator at the very low Reynolds’s regime (Re ∈ [25,100]), in
order to elucidate the mechanisms by which oscillation begins. The main goal is to find
and classify the characteristics and properties of the jet at the oscillator outlet. The study
has been carried out using software based on spectral elements.
The geometry being fixed and the flow incompressible, the Reynolds’s number is the only
independent parameter. The increasingly complex flow solutions obtained as the Reynolds
is increased have been studied in the light of dynamical systems and bifurcation theory to
explain complex phenomena such as hysteresis or the advent of chaotic dynamics.
An increasing Reynolds’s number turns an initially stationary and reflection-symmetric
jet into non-symmetric, then oscillatory periodic, period doubled and finally chaotic. Sta-
tistical reflection-symmetry is recovered as temporal chaos develops into spatio-temporal
chaos. A few well-known local bifurcations, and possibly some global bifurcation, are
responsible for the transitions.
Additionally, the flow topology of the jet issued from the oscillator exit into the discharge
region has been investigated. The initiation of temporal dynamics is seen to result in
vortex shedding, first periodic, then irregular, from the oscillator outlet diverter.
Finally, a series of discussions on the obtained results will be included that will allow to
finish defining all the elements that make up the study.
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FOREWORD
In aeronautics, increasing ormaximizing the fuel efficiency of flights is greatly desired. So,
an important section on the field of aerodynamics is focused on minimizing the drag and
maximize the lift by designing new airfoils with better performances, improving design
features, e.g. engines or fuselages or employing high-lift devices in order to control the
flow over the wing. The purpose of these high-lift devices is to produce high lift at low
speeds. To accomplish this, sometimes they resort to separation control (see Section
1.1.1.) over the wing surface, but not necessarily so. Keeping the boundary layer attached
allows higher angles of attack and thereby higher lift-to-drag ratio.
There exists a wide variety of types of flow control devices, as summarized in [2], however
the present dissertation is focused into studying a double feedback fluidic oscillator based
on Coanda effect because it produces an oscillatory jet without resorting to moving parts
or time-dependent operation. Oscillation results directly from hydrodynamic instability
of the symmetric-steady solution.
In order to improve the aerodynamic efficiency, fluidic oscillators arise as a solution to the
boundary layer separation problem. They have proven their effectiveness and efficiency,
and have shown promising results on the aerodynamic field ([5]). Their functionality is
to re-energize the boundary layer. Furthermore, they have the advantage of absence of
moving components, giving them higher reliability [4] and lower maintenance.
Fluidic oscillators present a wide gamut of application possibilities in other industry fields,
such as noise reduction or combustion mixing control, which increases the scope of their
usage and so the motivation of their study.
The relationship between the internal geometry of the fluidic oscillator and its output
properties, such as the jet oscillation amplitude and oscillation frequency, are well known,
but there is still a lack of understanding regarding the intrinsic flowmechanisms that cause
the onset of oscillation, which is the subject of this project.
Objectives
This work has two aims, being the main one to classify the different solutions according
to symmetry and time-dependent properties of the jet at the outlet of the oscillator for low
Reynolds’ numbers1, (Re), Re ∈ [25, 100], The motivation relies on the knowledge gap
that exists for that Reynolds’ range.
The second aim is to analyze the flow structure outside the oscillator.
The design conceived for the present fluidic oscillator is the same already studied by
Bergada et. al [4, 10] for Reynolds’s numbers ∈ [8 711, 16 034], where the flow is already
turbulent and the oscillating behavior is already in place.
1The Reynolds’s number is a non-dimensionalised parameter which is defined in section 3.3..
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Structure
Chapter 1 discusses the boundary layer separation and the justification for using the fluidic
oscillators. In Chapter 2 a description of the typology, the intrinsic flow mechanisms
of fluidic oscillators and a review of the influence of the most relevant parameters in
Active Flow Control are presented. Chapter 3 is devoted to the formulation and methods,
encompassing how the problem is discretized to allow for accurate numerical solutions,
the objectives expected to be reached and the methodology for the analysis of the results.
Results are presented inChapter 4 alongside aminute description of flow topologies and the
bifurcations that are responsible for transitions. A thorough discussion follows in Chapter
5. Finally, Chapter 6 is dedicated to a short conclusion, an outlook and recommendations
for future work.
CHAPTER 1. INTRODUCTION
In this Chapter, the most common methods for flow control are explained, providing a
summary of their advantages and disadvantages. Especial emphasis is placed on fluidic
oscillators as a means for flow control.
1.1. Boundary layer theory
In 1904, Ludwig Prandtl published a paper, [11], introducing the concept of the boundary-
layer as following:
"A very satisfactory explanation of the physical process in the boundary layer between
a fluid and a solid body could be obtained by the hypothesis of an adhesion of the fluid
to the walls, that is, by the hypothesis of a zero relative velocity between fluid and wall.
If the viscosity was very small and the fluid path along the wall not too long, the fluid
velocity ought to resume its normal value at a very short distance from the wall. In the
thin transition layer however, the sharp changes of velocity, even with small coefficient of
friction, produce marked results."
In other words, for a viscous fluid flow, the boundary layer can be described as the layer
where the velocity of the fluid decreases progressively from 99% of the the inviscid outer
flow velocity, to zero at the wall (zero average molecular velocity), which is known as no
slip condition. The no slip condition is caused by flow viscosity, meaning that only for
viscous flows the boundary layer is present.
Figure 1.1: Schematics for the velocity profile at the boundary layer on a flat plate and the
boundary layer thickness, δ.
Due to the shear stress, caused by the viscosity, the fluid particles in the boundary layer
lose some kinetic energy causing a reduction of momentum inside it, affecting its behavior.
This shear is the reason why a large amount of vorticity is generated inside the boundary
layer. This vorticity is one of the main causes of airfoil circulation [12], which in turn is
the cause of lift.
Due to a variety of effects, as local flow disturbances and external perturbations (e.g.
surface roughness, vibration, heat transfer, airstream turbulence and Tollmien–Schlichting
wave [13]), mainly related with higher Reynolds’ numbers [14, 15], the boundary layer can
become unstable further downstream along the surface of the body, leading a transition
to a turbulent boundary layer which is much more energetic, has much more amount of
momentum and as a result the skin friction will generally be larger than for a laminar
boundary layer. Since the turbulent mixing on a turbulent boundary layer continually
brings higher velocity fluid towards the wall, then a turbulent boundary layer will be able
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to better endure (in respect to a laminar one) the adverse pressure gradients that lead to
separation.
Figure 1.2: Illustration of a laminar boundary layer which evolves into a turbulent flow.
1.1.1. The problem of flow separation
Boundary layer separation is dependent on many factors, see Appendix A, that cause large
momentum losses in the boundary layer near the wall, and hence its detachment from the
surface, as shown on the right hand side of Figure 1.2.
Separation can occur in a laminar or turbulent boundary layer. Although in the turbulent
scenario the separation occurs further downstream than for the laminar one. Boundary
layer separation is accompanied by a thickening of the rotational flow and ejection of
vorticity. When the boundary layer almost completely detaches from the airfoil, the
circulation is broken and the form drag is increased. Some other consequences arising
from flow separation are pressure losses, induced vibrations and vortex shedding. Flow
separation is rarely desirable and beneficial, particularly in airfoil aerodynamics, whose
functionality limits are set by the stall.
1.2. State of the Art: FlowControl Methods for Separation
Control
As described, the drag and the lift on a body greatly depend on whether the boundary
layer is laminar or turbulent and on the position where separation occurs. Drag and lift
are the main aerodynamic forces on an airplane and they are closely related to energy
consumption which, in this scenario, is fuel consumption [14, Chpater 1]. Controlling the
flow over the wing lets the boundary layer to remain attached, which results in a lower fuel
consumption.
Separation may be prevented by accelerating the flow on the boundary layer in the stream-
wise direction. An extensive number of separation control principles and methods are
used to control the boundary layer separation. The suitable flow control method shall be
coordinated with the flow behavior and the aircraft actuation, in order to maximize the
effect of the mechanism [16]. The main function of the flow control is that of energizing
the boundary layer so that it remains thinner, laminar and attached to the airfoil.
Boundary layer control (BLC) can be classified, with regard to the actuation, into separated
flow control and flow separation control. The first class is focused on controlling the
boundary layer once it has been detached and the second one aims to prevent its separation.
Separated flow control will not be considered here.
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The existing types of active flow control actuators are described in what follows.
1.2.1. Active flow control actuators
An actuator is the final part of a control device that causes a physical change in the
controlled flow when signaled to do so. The kind of actuators used for flow control are
mainly powered electrically. They can simply be activated and deactivated whenever it is
desired.
The principle of the actuation method is to control the flow over a body by applying on
it a controlled perturbation. All types of fluids can theoretically be used for flow control,
but for the most common aeronautical applications, the working fluid is the air.
In most cases, actuators do not modify the airfoil geometry, they only interactuate with
the flow over the airfoil.
The overview of available active flow control actuators generating periodic perturbation
is shown in Figure 1.3:
Active Actuators
Synthetic Jet
ActuatorsPlasma Actuators
Moving ob-
ject/surface
Combustion
Actuators Fluidic Oscillators
Figure 1.3: Active flow control actuators classification based on [1, 2]
• Synthetic Jet Actuators
Synthetic Jet Actuators (SJA), or Zero-net mass-flux (ZNMF) actuators, Figure
1.4(a), is a periodic system based on an oscillation flow actuation.
The oscillating control method is based on sucking (or ingesting) and blowing the
same amount of fluid from the boundary layer resulting on a zero net time averaged
mass injection into the boundary layer, but a positive momentum addition into the
flow, provoking an oscillatory motion at a specific amplitude and frequency. Most
commonly, oscillation is induced by an electrically or mechanically driven piston or
by a vibrating membrane.
• Plasma Actuators
Plasma actuators are another example of a neutral net mass flux control actuator
class. There are different designs of plasma actuators, but the fundamentals of
operation are quite similar from one design to another. The following figure shows
the diagrams of the three common plasma actuators:
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(a) (b)
Figure 1.4: (a) ZNMF (b) Plasma actuators.
Their design relies on a pair of electrodes, usually located over the surface where
the control is needed, and they are placed in such way that at least one electrode is
in contact with the surrounding flow, so the fluid between them is ionized, resulting
into an electric field force that accelerates the ionized flow.
These type of actuators are currently increasingly spread as they lack ofmoving parts
but offer a rapid time response with low mass [2]. However, at the moment, plasma
actuators are not able to produce the needed momentum to modify the boundary
layer in a real application, since it appears that the voltage differential used is not
sufficiently ionizing the fluid to create the necessary fluid jet momentum [4].
• Moving object/surface Actuators
One of the most extensive flow control methods solution is the use of actuators with
moving parts, such as moving surfaces or mechanical valves.
Moving surface actuators can take various forms depending on their purposes. The
main goal of this type of actuators is to periodically introduce or interactuate with the
adjacent fluid. The most common way is to apply an AC voltage across the actuator
causing it to vibrate. An example of such actuators are the vibrating ribbons or
vibrating flaps [2] as shown in Figure 1.5(a).
Mechanical valves are devices that operate allowing or prohibiting flow through
them by use of a piston or valve. This allows them to produce pulsed fluid flows.
However this class of actuators, as mentioned, incorporate moving parts, diminish-
ing its robustness and submitting them to fatigue, which is the main cause of failure.
• Pulsed Combustion Actuators
Inside a combustion chamber, a mixture of fuel and oxidizer is ignited causing a
rapid increase of pressure, ejecting the remaining combustion products together
with the unburned air to the surrounding fluid. This combustion process is repeated
generating a pulsed jet through the orifice. The operating frequency can be varied
by controlling the flow rate of the fuel/oxidizer and the ignition frequency [2].
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(a)
(b)
Figure 1.5: (a) Vibrating flap (b) Pulsed combustion actuators.
• Fluidic oscillators
This type of actuators overcomes most of the drawbacks from the other actuators.
Among the different existing actuators capable to produce a periodic application,
such as oscillating flaps, flexible surfaces, rotating valves, plasma, combustion
driven, powered resonance tube and mechanical valves, fluidic oscillators have
shown very good results delaying stall and their design gives them remarkable
features that award them with great advantages over the other types of actuators.
Therefore, the use of fluidic oscillators is increasing importance for a wide number
of applications.
The major advantages they present over other active flow control actuators include
their simplicity, the ease of scalability, the lack of moving parts which brings
high reliability and the capability to produce an oscillation jet with the required
momentum and frequency. However, they require a supply of pressurized fluid to
operate.
Fluidic oscillators are devices that generate an oscillating jet when supplied with
a pressurized fluid [2]. They are allocated just on the border of the airfoil, see
[17], generally on the upper surface, so the sweeping jet is discharged directly into
the boundary layer. Their dimensions are very small (order of millimeters), almost
negligible in relation to the airfoil length. This is because the energy contribution
needed for the actuation does not require a very large design. The working principle
of this type of actuators relies on mass injection, and thus momentum, into the
boundary layer. This momentum addition can be quantified by the momentum
coefficient, explained in the subsequent chapter.
The oscillation mechanisms only depends on the oscillator geometry, size and
flowrate without needing for any moving parts. One of the characteristics of fluidic
actuators, which provides remarkable features, is their linear frequency behavior
dependency with the inlet mass flow, usually represented as a function of Reynolds’s
number, see Figure 1.6. So, the output frequency can be controlled by just adjusting
the inlet flow [3, 10]. The possible output frequency ranges from several Hz to KHz
and the flow rate is usually of a few dm3/min [10].
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Since the oscillator is not stuck to a single operating frequency, a unique oscillator
can be used for a certain range of angle of attack values, i.e. if the angle of attack
is changed, thus changing the frequency of detachment, it is possible to adjust the
Reynolds’s value of the oscillator, so the operating frequency is the appropriate for
this value of AoA.
Figure 1.6: The jet’s oscillation frequency vs. flow rate. Image from [3].
The main drawback of this type of actuators is that it requires a reservoir of pres-
surized fluid to operate, meaning a energy consumption is needed. It must be
ensured that the total energy balance be positive, that is, the fuel consumption re-
duction caused by the use of this control method shall be greater than its own energy
consumption.
Regarding the fluidic oscillator design, two main groups exist but the working
principles remain similar. On the first group, the oscillatory mode is provoked by
wall attachment due to Coanda effect, [18, Chpater 3] at the internal chamber and
the periodicity is due to the feedback mechanism. This type of oscillator is called
bistable fluidic oscillator. The second type is based on external jets to provoke the
oscillations, also called vortex oscillators or feedback-free fluidic oscillators. The
former group had an early application as pressure, temperature and flow measuring
devices, and the latter group has recently been applied to flow control [10].
(a) Oscillator based on Coanda effect. (b) Feedback-free fluidic
oscillators. Image from
[19].
Figure 1.7: Schematic showing the two types of fluidic oscillators.
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Within the category of fluidic oscillators based on Coanda effect, there are two
subcategories that differ in the number of feedback channels: Double Feedback
Loop (DFL) and Single FeedbackLoop (SFL). Figure 1.8 shows a common geometry
design for the SFL the DFL.
(a) Single feedback loop oscillator. (b) Double feedback loop oscillator. Image
from [20].
Figure 1.8: Schematic representation of SFL and DFL.
In Appendix B a description of some other flow control devices and a classification of the
flow control methods are provided.
Based on the classification provided in Appendix B, the actuator studied in this project
is classified as: active, periodic, momentum addition, adaptive and feed-forward control
with no moving parts.

CHAPTER 2. PHYSICS OF FLUIDIC
OSCILLATOR ACTUATORS
In this section, the underlying physics theory of fluidic oscillators is explained. Also, its
use for boundary layer control will be justified. It is also defined the governing parameters
used in order to compare between the different flow control techniques.
2.1. Working principles
First of all, shall be noted that while the effectiveness of fluidic oscillators and the prin-
ciples of operation are understood, the detailed flow physics and underlying instability
mechanisms remain unclear [3]. Below is given a conceptual explanation of flow inside
the oscillator shown in Figure 1.8(a)which is based on theCoanda effect [3], corresponding
to the kind of fluidic oscillator studied in this project, Figure 3.1(a).
The switching mechanism of this fluidic oscillator is based on the Coanda effect. The
principle of this Coanda effect relies on the tendency of the jet to attach to one of the
chamber surfaces, see Figure 2.1 for an accurate glossary for the oscillator components.
Therefore there is a theoretical minimum flow rate at which this occurs. Below this
minimum rate the supplied jet will simply diffuse into the chamber without deviation and
no longer oscillation will occur.
Figure 2.1: Characteristic parts and flow regions inside fluidic oscillator. Image from [4].
This oscillator consists of a horizontal channel followed by a conical input pipe, a mixing
chamber, two connected feedback channels on both sides of the camber, and an outlet
region, where a diverter (cone) is placed in its center dividing the outlet region into two
outlet ports.
The reservoir supplies an uniform jet which flows through a hose until the oscillator. Once
inside the oscillator, the jetstream flows downstream through the inlet channel until the
chamber inlet. If the jet is just marginally closer to one wall than to the other, either by
design, by manufacturing imperfections, or just by flow fluctuations it will have a positive
or negative deflection angle with respect to the horizontal line, and due to the sharp corner
of the inlet wedge the jet separates from the wall as illustrated in Figure 2.2.
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Figure 2.2: Coanda effect (Asymmetric depiction to increase the readability). Image from
[1].
Due to the Coanda effect, the flow attaches to one of the chamber walls, e.g without losing
generality, assume the deflection angle is positive so it attaches to the upper wall, φ= 0◦
from Figure 2.3. A recirculation bubble is enclosed downstream of the upper inlet wedge
as sketched in Figure 2.2. Meanwhile another recirculation bubble is enclosured at the
lower feedback channels wedge. It is important to remark that these imperfections causing
the flow to be closer to one of the wedges, are some of themain reasons why this oscillatory
motion appears. Without any perturbation that changes the horizontal trajectory, the jet
will just enter and leave the chamber horizontally in an equilibrium state moving along
the center axis of the device, without entering in the oscillatory mode.
Once in the chamber, the jet is bent downward and a slight but important amount of mass
flow flows upstream through the upper feedback (the one that flows through the lower
feedback is even more negligible), returning to the chamber inlet and displacing from
its original trajectory the flow coming from the inlet channel and entering the chamber.
This causes the upper recirculation bubble start growing and pushing the jet downwards,
provoking the recirculating bubble at the lower wall being displaced downstream until the
lower feedback channel inlet at around φ= 45◦ from Figure 2.3. Due to this displacement,
the jet incidence angle with the upper wall of the outlet nozzle, also called impingement
angle, is increased as well as the amount of flow that enters to the upper feedback, which is
guided throughout the feedback channel until the chamber inlet region. This causes more
flow to interfere with the jet coming from the inlet channel, displacing it from the upper
chamber wedge, provoking the upper recirculation bubble to grow, expand and push the
jet away from the upper wall.
The expanding recirculation bubble bends the jet, thereby changing the impingement angle
and allowing the upper recirculation bubble to move towards the upper feedback channel
inlet, pushing the jet downwards. At around φ = 180◦ (Figure 2.3), the upper feedback
massflow reaches its maximum, the jet attaches to the lower wall and a small recirculation
bubble is formed downstream of the lower inlet wedge. This completes one switching
process and reinitiates a new cycle as the bubble starts growing. The jet changes its
direction inside the mixing chamber and is now moving upwards again.
During this process, the angle with which the jet exits the fluidic oscillator changes, going
from being practically null, exiting the fluidic oscillator approximately horizontal around
φ = 0◦, to be negative around φ = 30◦ to φ = 45◦ and then positive at around φ = 180◦,
provoking this oscillatory motion at the oscillator output.
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Figure 2.3: The oscillators internal flow field (left) and corresponding streamlines (right)
for half a period [3].
The fluidic oscillator shown on the previous image sequences and the one conceived for
this study differ at the outlet region, see Section 3.2..
On one hand, the purpose of this additional section, the outlet region, is to set up the
jet, change its way to interact with the external flow, but without harming or influencing
the jet oscillation mechanism. It is designed to produce alternate pulsing jet instead of a
sweeping one, see Figure 1.8(b).
On the other hand, this geometry causes a remarkable aspect, while the jet exits through
one of the outlet ports, in the other port a strong vortex is formed [4], provoking a suction
of fluid from the outlet downstream and feeds it to main stream. Thus, the present fluidic
oscillator actuates by a combination of suction and oscillatory blowing, see [4, 10].
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(a) (b)
(c) (d)
Figure 2.4: Flow behavior at the oscillator outlet region. Image from [4].
Over the oscillatory cycle the emitted jet changes its direction and intensity, thus its
interaction with the boundary layer varies depending on the jet phase.
The flow rate of the supplied jet and the length of the feedback loop are the primary
parameters that establish the oscillation frequency.
A brief discussion about the most significant parameters affecting control of flow separa-
tion, [21], is given below:
2.1.1. Quantifying momentum addition
Boundary layer separation control is directly related to momentum addition, rather than
mass. In order to quantify this momentum addition, it was defined the dimensionless
momentum coefficient cµ, see [22]. For a 2D configuration, the momentum coefficient is
defined as a ratio of the total (mean and oscillatory) momentum introduced by the flow
control system, to the momentum flux of the oncoming flow. For the oscillatory motions,
The time averaging momentum coefficient is expressed as:
cµ =
ρU2G
1
2ρ∞U2∞L
(2.1)
Where G is the slot width, L is the length of reference and U is the jet velocity. For
the oscillatory motions, this velocity contains both mean and oscillatory components:
U = U¯ +u, so the expression for the momentum coefficient must be adapted, as denoted
by [22].
2.1.2. The Strouhal number
Another additional parameter used to determine the effectiveness of active flow control
is the Strouhal number. The Strouhal number (St) may be thought of as a dimensionless
frequency for the vortex shedding from an object immersed in fluid. It is given by:
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St =
fdL
U2
(2.2)
Where fd is the shedding frequency, L is the length scale of reference and U is the
characteristic velocity.
2.2. Applications
Flow control using fluidic oscillators have shown some remarkable results on boundary
layer control, especially in separation control. However, fluidic oscillators are also used
for bluff body drag reduction, boundary layer control on hump diffusers used in turbo-
machinery, noise reduction, flow separation control on stator vanes of compressors and
combustion mixing control [3, 10].
Among the several applications for fluidic oscillators, in the present report only a few
boundary layer flow control results are exposed, since it is the most related subject for this
project.
2.2.1. Boundary layer control
For the same aerodynamic purposes, this technique of periodic, or oscillatory actuation is
much more efficient than steady actuation [23–25]. Several experiments and simulations
such as [5, 17, 22] have proven the effectiveness of fluidic oscillators:
Figure 2.5: Lift coefficient vs α characteristic graph for V-22 airfoil at Re 360 000 (δ f =
0 deg) actuation at 30% flap chord. Illustration from [5].
2.2.1.1. Choice of the forcing frequency
The exact frequency necessary to perform the actuation is not completely defined, since
today it is still object of study and its choice depends on the AFC objective: reduce drag,
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increase lift, etc.
Appendix A presents the flow structure behind an airfoil and it is noticeable that for some
separation circumstances, a vortex street is formed: Kármán vortex street. The important
feature is the characteristic detachment frequency.
Periodic actuation with the frequency of vortex detachment or with one of its harmonics
is a precise approach for AFC actuation, due to resonance ([26]). With this technique it is
possible to ensure that the vortices are no longer generated and the boundary layer remains
attached. However, under some circumstances, the resonance frequency acts destructively,
that is, it favors the creation of these vortices, e.g. larger or more frequent vortices.
2.2.1.2. Placement
Till now, it has been already explained and described the flow control properties of the
double feedback loop fluidic oscillator that influence the oscillation frequency and the
amount of momentum injected to the boundary layer, but the location of the actuator is
also an important parameter in flow control.
The point of application is the geometric location over the airfoil surface to place the
fluidic oscillator as well as the device orientation, e.g. perpendicular to the boundary layer
or parallel to the streamwise, see [27].
In some of the practical applications, such as flow control over a wing, it may be necessary
to implement an array of fluidic actuators distributed along the span of the aerodynamic
surface, as illustrated in Figure 2.6.
Figure 2.6: Array of fluidic oscillators and differents locations over the airfoil surface.
Image from [6].
CHAPTER 3. PROBLEM STATEMENT &
NUMERICAL APPROACH
This Chapter introduce the fluidic oscillator geometry that has been used for the present
study. The problems investigated in this work, the processes followed, the considerations
taken into account and the desired objectives to achieve are detailed. Also a brief descrip-
tion of the framework Nektar++ is given; and the set of equations describing the model
of the physical problem are presented and explained. Lastly, the employed concepts to
analyze the results are presented.
3.1. Main objectives
This project has two main goals. Firstly, it seeks to discover of all the possible exist-
ing types of flow regimes for the fluidic oscillator: stationary symmetric jet, stationary
asymmetric jet, pulsating symmetric jet, pulsating asymmetric jet, oscillatory jet and any
other possibility that may arise, such as: double period frequency scenario, pulsating jet
with spatial-temporal symmetry, completely chaotic behavior, etc. in the low Reynolds’s
regime, Re ∈ [50, 100]. That is, find out the jet flow regimes dependency with the
Reynolds’s number.
[28] has also analyzed the same fluidic oscillator with the same characteristics and also
between the same Reynolds’s range. For Reynolds’s numbers below the minimum value
of interest in this work, it has been characterized a stationary symmetric jet. However, it
was found that at Re= 50 the jet behavior does not correspond to a completely symmetric
topology, therefore it was decided to find the Reynolds’s value for which the flow topology
corresponds to a symmetric behavior. In order to investigate it, the fluidic oscillator was
simulated for several Reynolds’ values ∈ [25,50].
Parameter dependence
Any physical problem presents some parameters dependencies, depending on the type of
fluid, spatial domain, etc [29, Chapter 3]. For this study, the fluidic oscillator dependencies
may be on time dependence, on boundary and initial conditions, and on the Reynolds’s
number which is an input parameter into the study1. For a dynamical system, any topo-
logical change in phase space (appearance or disappearance of solutions or change in their
stability) is called bifurcation, [29]. Some bifurcations occur as a single parameter is
varied while others occur only as a consequence of varying multiple parameters at once.
The codimension of a bifurcation is the number of parameters which must be varied for the
bifurcation to occur. For the systems investigated in the present work only codimension 1
bifurcations will be unfold. The main impact of bifurcations is that for a certain parameter
value, several equilibrium solutions can coexist, but depending on how the simulation has
been defined, it can cause the fluidic oscillator to never visit them, that is, they do not take
place.
Within the scope of bifurcations several phenomena can occur, which must be taken into
account when performing the study, such as: metastability and hysteresis, [29].
1The input parameter Reynolds’s value is defined in section 3.4.2.1..
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Due to one of the symmetry-breaking perturbations, it is not always possible to reach
a symmetric solution. For this reason and also for a faster computation of symmetric
solutions, it was decided to study only half oscillator geometry. The design of the
oscillator (see section 3.2.) together with the discharge zone (see section 3.3. and 3.4.1.)
is completely symmetrical, so it is easy to divide the whole geometry in a half along its
center axis and perform the single-half simulation, in this case the upper half. This study
ensures the symmetric solution, i.e. the reached solution will be the same for the other half
of the oscillator, just like a mirror. The single-half oscillator scenario has been studied for
Re-values equal to 50, 75 and 100.
The challenge now becomes to identify the flow topology and the possible bifurcations.
The methods used for the identification and classification of the dynamics of the system
are explained at section 3.5..
Secondly, a preliminary investigation of the jet interaction with the outer region. At [4, 10]
only the fluidic oscillator internal dynamics have been studied and not the behavior of the
pulsed jet outside the fluidic oscillator. So the second purpose of this project is to examine
the external flow field. In order to analyze just the fluidic oscillator without any external
perturbation, the boundary layer has been dispensed with.
3.2. Fluidic oscillator geometry
As alreadymentioned, the geometry chosen for this study corresponds to a bi-stable double
feedback loop oscillator since it produces oscillation and there is available some data in
the literature, [4, 10]. This geometry design, Figure 2.1 is a quite common one although
not the most widespread.
Within the purpose to simplify the study and ensuring that the fundamentals of oscillations
were not affected, some geometry modifications have been implemented: some rounded
fillets have been suppressed and substituted by sharp corners for the sake of simplicity.
(a) Fluidic oscillator original design. (b) Design with the modifications incorporated.
Figure 3.1: Comparison between original and the studied geometry designs. The modifi-
cations are indicated by red circles.
3.3. Hypotheses and assumptions
In this section it’s described the remarkable aspects took into account to perform the study
with the fluidic oscillator.
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• One of the most important notes is that the oscillator has been considered as a
two-dimensional device, as sketched in Figure 3.1. Taking into account the three
dimensions, leads to a more complex system since the the boundary layers that are
generated in the rest of the surfaces, the possible flow exchanges or movements in
the third axis, etc. shall be taken into account.
• Another important note is that the fluid used to perform the study is considered as
Newtonian, temperature independent, constant viscosity and incompressible.
• The technique adopted to provoke the motion of the fluid through the oscillator is
based into impose a velocity profile on the oscillator inlet channel. This method
most closely resembles the actual operation of the oscillator, where the oscillator
inlet port is connected to a hose through which the fluid is injected at a certain
velocity.
• In this context, the Reynolds’s number, (Re), a quite important parameter for this
study, is defined as shown in Equation (3.1). Varying the Reynolds’s number it is
possible to adjust the properties of the flow, e.g. for a given fluid and characteristic
length, if one changes the value of the Reynolds’s number this is translated into a
velocity change.
• In several investigations of the fluidic oscillator studies like [3], the Reynolds’s num-
bers are based on the exit’s hydraulic diameter and the exit velocities, meanwhile,
the present study was performed with the Reynolds’s number based on the inlet
diameter and inlet velocity.
Re=
ρUD
µ
(3.1)
where U is the characteristic velocity, D is the characteristic dimension and ρ and
µ are the density and viscosity, respectively. U is chosen as the input velocity, the
velocity of the jet supplied by the reservoir and D is set as the inlet width. Their
values are detailed at sections 3.4.1. and 3.4.2., respectively.
• As mentioned in the objectives section, it is necessary to capture the emitted jet at
the external region. To do so, it is necessary to define an area just after the oscillators
outlet ports, named outflow, outer or external field region, whose purpose is to act
as a discharge region.
3.4. The present approach to the problem: Numerical ap-
proach
There are several methods to perform the experimental investigation of fluidic oscillator
internal and external dynamics, such as using particle image velocimetry (PIV), particle
shadow velocimetry (PSV) or laser-Doppler anemometry (LDA) to measure the velocity
of the flow. However, those techniques are expensive and require a large amount of time.
Thus, this study has been performed using Computational Fluid Dynamics (CFD). The
CFD technique provides very accurate results, high precise control over flow parameters
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with minimal expense. In addition, it allows to perform different simulations at the same
time.
The governing equations system describing the motion of fluids are the Navier-Stokes
equations (NS-equations). At the Reynolds’s regime studied in this project there is no need
to compute turbulencemodels such as ReynoldsAveragingNavier Stokes (RANS) or Large
Eddy Simulation (LES) and Direct Numerical Simulation (DNS) can be implemented.
It should be noted that even obtaining real good results with the CFD technique they are not
entirely accurate, since small errors are produced, induced by inaccuracies in calculations,
rounding or owing to the fact that the equations model does not accurately describe the
behavior of the real fluid. So there is a margin of error that must be taken into account.
On a CFD study, whenever it is possible, it is recommendable to work with non-
dimensional parameters, allowing not to be stick to a single system of units and to be
able to extrapolate the solution to the desirable unit system. For this reason, all the dis-
tances of the oscillator are divided by D, the inlet width, even itself and thus D is equals
to unity.
3.4.1. Mesh Construction
On CFD simulations, one of the first steps is to design the mesh to discretize the physical
domain. This space discretization is based into split the domain into smaller subdomains
called elements, which are composed by a certain number of nodes. This allows to solve
the governing equations on each element nodes.
A good mesh is essential for accurate solution of the numerical analysis. Ideally, the
domain should be discretized by an "infinite" number of nodes, however, there is a point
of balance between excessively resolution for high accurate results and computation time.
When designing a mesh the most important aspect is to mesh with high resolution those
areas where large changes occur, i.e. critical regions, e.g. boundary layers, corners,
regions with large gradients, as they greatly influence the results. Whereas, the regions
with less important flow changes, for example in order to speed up the simulation, the
mesh density can be reduced for laminar flow through a linear channel.
A structured mesh constructed by quadrilateral elements has been designed for the numer-
ical simulations. The advantage of the structured mesh is that the mesh cover design can
be adapted for in regions where flow direction is pretty well known. The resulting mesh
is shown in Figure 3.2.
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(a) Main view of the fluidic oscillator mesh design.
(b) Zoom around mixing chamber. (c) Zoom around mixing chamber
using the SEM decomposition (see
Appendix C).
Figure 3.2: Oscillator full domain mesh view and zoomed views for mesh comparison.
As mentioned in section 3.3., a part from the oscillator it is also necessary to discretize
the external region. Ideally, this zone should be infinite since it is so in reality, but as this
is impossible to simulate an infinite domain, one needs to approximate it to finite space.
This region must be well designed in order to avoid blocking the domain for the expelled
flow.
After performing several simulations combining the design and the size of this discharge
zone, it was concluded that the best design and size are those shown in Figure 3.3.
(a) Illustration of mesh structure design for the
discharge region immediately close to the oscilla-
tors outer region.
(b) Global view of the entire discretized domain
(fluidic oscillator and the discharge region).
Figure 3.3: Discharge region mesh design.
The chosen geometry for the discharge region is based on half a circle divided into two
main sections: the closest to the oscillator output, Figure 3.4.1., and the far field region
which is constituted by four sections, Figure 3.4.1.. This allows a better control over the
mesh, being able to emphasize in those areas where a better resolution is needed, such as:
just at oscillator exit and those areas where it is intuited that the jet will be oriented. The
radius of the circle is 6.85 times the oscillator total length.
The domain discretization has been performed with Gmsh software, [30]. The resulting
mesh to discretize the oscillator and the exterior zone is constituted by 14766 element
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nodes. Must be noted that the SEM decomposition must be applied to each mesh element,
(see Appendix C).
3.4.2. Overview of the Nektar++ framework
The numerical analysis, or CFD simulation, of the oscillator has been computed using the
Nektar++ software, [31]. Nektar++ is a open-source software designed to solve partial
differential equations using the spectral/hp element method. For this problem Nektar++
particularly uses Galerkin method in combination with globally C0 continuous spectral/hp
element discretization.
The goal of the this numerical investigation is to obtain comparable results to the experi-
ment but cheaper and with no source of unwanted error/perturbation.
Before explaining the solver theory to perform the numerical analysis, it is important, for a
better comprehension of the solver, to know what does spectral/hp element method means,
its fundamentals and its principal advantages. Please, refer to Appendix C for an overview
of basic concepts about Spectral Methods, Finite Element Methods and Spectral Element
Method.
3.4.2.1. Solver general theory
Once the equations have been written in weak form and the approximate field function has
been written, the ODE system be obtained. The last step is the temporary discretization
to convert the ODE system into a difference equations system.
In this work, the problem is described by the Navier Stokes (N-S) equations. Nektar++
framework has already implemented pre-written solvers such as the IncNavierStokesSolver
that models those equations applying DNS. This solver makes use of the Spectral Element
Methodwith ContinuousGalerkin for the spatial discretization and theVelocity Correction
Scheme for time discretization.
Navier-Stokes Equations
As the name of the solver indicates, the equations to be solved are the incompressible
N-S equations with temporal evolution, which describes the movement of incompressible
Newtonian fluid substances.
One of the most basics requirement for a fluid problem is that of mass conservation (the
continuity equation):
∫∫∫
V
∂ρ
∂t
dV +
∫∫
S
ρV · nˆdS= 0 (3.2)
For an incompressible flow and applying the divergence theorem, the dimensionless gen-
eral expression for the continuity equation in differential formulation can be expressed
as:
∇ ·V= 0 (3.3)
Another fundamental requirement is the momentum conservation equation:
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∫∫∫
V
∂
∂t
(ρV)dV +
∫∫
S
ρVV · nˆdS=
∫∫∫
V
ρgdV −
∫∫
S
pnˆdS+
∫∫
S
τ nˆ,dS+∑Fext
(3.4)
Where V = (u,v,w) is the velocity, p the static pressure, ν the kinematic viscosity and f
are the external body forces.
The previous equation can be expressed in a more general form using the continuity equa-
tion, Gauss theorem and considering the gravitational forces g are very small compared to
pressure and viscous forces. However, it is beneficial to non-dimensionalize the N-S equa-
tions, so Equation (3.5) is divided by the characteristic velocity and characteristic length.
Must be noted that νDUρ can be substituted by 1/Re. Now, the N-S equations parameters
dependencies are reduced to a single independent parameter, the Reynolds’s number. The
obtained expression for the incompressible momentum N-S equation is expressed as:
∂V
∂t
+V ·∇V=−∇p+ν∇2V+ f (3.5)
FromEquation (3.4) to Equation (3.5) it has been assumed 2 that the fluid is incompressible
and constant viscosity, so the viscous stress tensor τ has been reduced to ν∇2V. Note that
f is an abbreviation of the external forces field, Fext , expressed in Equation (3.4).
The problem is a 2D model, having 2+1 unknowns: the pressure and 2 velocity compo-
nents. It has been defined 2+1 equations: the conservation of mass and 2 conservation of
momentum components. In addition, it is assumed that kinematic viscosity does not de-
pend on temperature, i.e. the changes in viscosity and density due to temperature µ= µ(T )
y ρ= ρ(T ) are negligible, so it is not necessary to derive an energy equation neither the
ideal gas equation of state for this incompressible and constant viscosity flow problem.
Must be noted that the previous equations are the strong form of the incompressible
Navier-Stokes equations. They must be reduced into weak form, integral form, in order to
discretize the problem for the SEM.
Temporal discretization of the incompressible N-S equations
Nektar++’s incompressible Navier-Stokes flow solver equations are solved using stiﬄy
stable splitting scheme, which is a high order splitting/projection method, where the
velocity system and the pressure are typically decoupled, meaning that the pressure and
velocity are handled separately. The scheme leads to second order accuracy in time for
both pressure and velocity [33, Section 8.3.4]. In this time stepping scheme the non-linear
advection term, V ·∇V is handled explicitly in time while the diffusion term and the
pressure field, ∇2V, are handled implicitly. In the present work, for all the simulations
second order integrationwhere used. An overview of themain steps for the time integration
is given in section C.4..
A time step for the temporal discretization of the equations is needed. This is an important
and limiting factor to ensure a high temporal resolution. In this study it has been used a
fixed time step value of 1 ·10−4 3.
2See [32].
3Notice that the time is dimensionless.
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Simulation setup
Finally, it is necessary to emphasize into the configuration or setup of the simulation
for IncNavierStokesSolver solver. The most important aspects taken into account are
explained below.
At section 3.4.1. was mentioned that all dimensions of the fluidic oscillator are divided by
the characteristic length, as it simplifies the setup. This is because, as ρ is invariant, it has
been considered equals to unity, but taking into account that the dimensionless functions,
p and f from N-S equations are divided by the density. Also, when both the characteristic
velocity and characteristic length parameters from the Reynolds’s number, Equation (3.1),
are chosen to be 1, the kinematic viscosity, ν = µρ , is equals to 1/Re, simplifying even
more the calculus.
At the fluidic oscillator input channel, the viscous fluid flows in a duct, i.e. two parallel
plates, whose width is much greater than the distance separating them which leads to a 2D
Poiseuille flow.
For the Poiseuille flow, the generated velocity profile, u(y), corresponds to a parabolic
shape with zero velocity in the walls (no slip condition) and maximum speed right in the
middle of the parabola. As mentioned just in the previous paragraph, the value of the
characteristic velocity must be equals to unity, meaning that the average inlet jet velocity, u¯
must be 1. With all these information one can determine the analytic form for the velocity
profile accomplishing all the previous conditions, u(y) = (1−4y2)32 .
In order to completely describe the physical problem, the boundary conditions and the
initial condition must elaborated and declared.
For a few simulations 4 the initial conditions are chosen to be that of a fluid at rest, V= 0
and p= 0, all over the domain. This means that the measured pressure will be the gauge
pressure (this also applies to those simulations which started from other simulations).
The boundary conditions for the oscillator and for the airfoil surfaces are constituted by
no slip conditions, (u,v) = (0,0) and ∇(p) ·n = 0 since pressure gradient perpendicular
to the wall may be neglected. At the discharge region boundary, far-field conditions have
been imposed using high-order outflow boundary conditions, representing a completely
undisturbed flow as one would expect far away from the oscillator outlet. These conditions
are formulated as: ∇(u,v) ·n= 0 and the pressure condition given by p= 0.
For the half-domain simulations, at the lower boundary has been set symmetry conditions,
that is, the vertical velocity is equals to zero, v= 0, and since the value of the horizontal
velocity as well as the pressure are unknown, it has been formulated its gradients,∇u ·n= 0
and ∇p ·n= 0 respectively.
All Nektar++ solvers are constructed to take an .xml file with the solver specifics. Below is
given an example of an extract from the .xml used file, showing the solver specific choices
used for all simulations, which resumes all the concepts explained before:
1
2 <EXPANSIONS>
3 <!-- 3th-order polynomial expansions using a modal basis and
4 the FIELDS for which a solution is desired -->
5 <E COMPOSITE="C[17]" NUMMODES="4" TYPE="MODIFIED" FIELDS="u,v,p" />
4Some simulations initial conditions are based on the field conditions from other simulations in a certain
time step.
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6 <E COMPOSITE="C[18]" NUMMODES="4" TYPE="MODIFIED" FIELDS="u,v,p" />
7 </EXPANSIONS>
8
9 <SOLVERINFO>
10 <!-- The full unsteady incompressible Navier-Stokes equations -->
11 <I PROPERTY="EQTYPE" VALUE="UnsteadyNavierStokes" />
12 <!-- Choice the velocity correction scheme as the method for solving the
13 equations -->
14 <I PROPERTY="SOLVERTYPE" VALUE="VelocityCorrectionScheme"/>
15 <!-- The Continuous Galerkin approach is used for the spatial
16 discretization -->
17 <I PROPERTY="Projection" VALUE="Continuous" />
18 <!-- The way the non-linear convection/advection term is handled -->
19 <I PROPERTY="EvolutionOperator" VALUE="Nonlinear" />
20 <!-- Convective operator for the Advection term-->
21 <I PROPERTY="AdvectionForm" VALUE="Convective" />
22 <!-- The second order implicit-explicit scheme for time stepping -->
23 <I PROPERTY="TimeIntegrationMethod" VALUE="IMEXOrder2" />
24 </SOLVERINFO>
3.5. Theory for Analysing the Flow Topology
From IncNavierStokesSolver solver, a series of output files have been generated: check-
point files .chk containing the instantaneous state of the solution fields at given timestep;
a file .fce containing the computed forces in each axes direction with the contributions
due to pressure and viscous effects and the resultant total force, along a specified surface;
and a file .his with the value of the fields in specific points of the domain as the solution
evolves in time.
The method used to identify the behavior of the jet at the exit and thus define to what
flow topology regime corresponds, is through the representation of one of the variables
against another, e.g. horizontal velocity, u, vs vertical velocity, v, or vertical force, Fv, vs
horizontal force, Fh, representing a phase portrait. Obviously these variables must belong
to a specific region where the jet may have non-stationary behavior. In this work, those
forces have been computed over the outlet cone surface.
The coordinates where the probes have been placed in order to compute the values of the
variables are shown in Table 3.1.
The ordinate for the set of probes ProbeP10 is the ratio, in %, of the distance from the
probe to the upper cone apex with respect to the total port exit width.
Table 3.1: Probes location inside the oscillator.
Probe Abscissa Ordinate
ProbeP10-0 Outlet port exit 65 %
ProbeP10-1 Outlet port exit 50 %
ProbeP10-2 Outlet port exit 35 %
ProbeChamber Mixing chamber 0
Figure 3.4 illustrates the location of the probes inside the fluidic oscillator, which are
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located over the straight red lines:
Figure 3.4: Visual illustration of the probes location.
Must be noted that it has also been placed the same probes at the symmetric location of
ProbesP10.
CHAPTER 4. RESULTS
This chapter presents all results obtained by using the methods presented in the earlier
chapters. These numerical simulations generated a large amount of data, which needed
to be processed to present useful results. When needed, the main topics on how that data
was obtained and processed are explained.
4.1. Mesh independence study
For any investigation of a physical system performed by using CFD, it is very important
to assure the accuracy of the results. Thus an independence study regarding the mesh has
been conducted to sustain reliability. For this purpose, a mesh refinement and a degree
enhancement test was formulated, see Appendix C. It has been validated through a mesh
refinement composed by 24882 element nodes and a NUMMODES equals to 7. The test was
performed using the same conditions as already explained and using a time step size of
∆t = 1·10−5. The selected Re-value for the comparison was Re= 75.
In order to perform the comparison of the results, the St number and the zero (the mean
values) and first Fourier Transform coefficients (A1) for Fh and the Fv, have been computed.
Table 4.1 shows the results for both simulations and also the mesh specifications: Number
of nodes (Nº nodes) and the NUMMODES used, see Appendix C.
Table 4.1: The calculated parameters for the mesh independence study.
Test Nº nodes NUMMODES St F¯h F¯v A1 (Fh) A1 (Fv)
Base simulation 14766 4 0.2136 0.4220 -0.2363 0.0806 0.5662
Mesh refinement 24882 7 0.2137 0.4221 -0.2371 0.0783 0.5597
Relative error (%) - - 0.04 0.024 0.33 2.93 1.16
From table 4.1 it may be seen that the difference between the two sets of results are small
enough to consider that the base results are accurate enough.
4.2. Summary of results
Different flow regimes
As mentioned, the fluidic oscillator has been investigated for several values of Reynolds’s
number. Below is identified, described and analyzed each simulation, detailing its corre-
sponding flow regime.
Processing the obtained data requires a large number of steps which must be performed
for all simulations. In order to perform it efficiently, a series of programs and scripts have
been written in Python by means of the open source program Paraview, [35].
Xmgrace program has been used in order to display the data in a concise way and to obtain
the desired phase portraits. It allows plotting the obtained data, calculate the Fourier
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transforms, etc.
For all the simulations, it must be ensured that any initial transient solution has been
allowed to die out, that is, transients have been overcome.
Note: As stated earlier, with the purpose of saving time, some simulations start from another
simulation that is already advanced in time. That is the reason for the time disparities between the
different temporal evolution graphs.
Re ≤ 40
Must be mentioned, that for the Reynolds’ regime ∈ [25, 40) the flow behavior is quite
similar to the present one and nothing much changes, so only the results for Re= 40 will
be shown.
In order to ensure that a flow topology corresponds to a symmetric behavior, it is not
enough to prove that the vertical force, Fv, over the outlet cone is null, since there can be
a series of conditions that provoke this phenomenon, Fv = 0. As an example of that is the
vortex trapped on one of the outlet ports mentioned on the section 2.1. which, for instance,
could provoke the same pressure as on the former port, so the total vertical net force will
be null but the jet is nowhere symmetric. In order to identify the symmetric jet, a simple
method has been defined whose steps are following explained.
• Step 1: Acquire a .chk data file for a stable time-step.
• Step 2: Compute its symmetric solution using Paraview for that .chk. That is,
rotate 180◦ over the x-axis.
• Step 3: Compute the difference between the first .chk and its symmetric, the one
obtained from step 2.
• Step 4: Compute the L2-norm for the pressure. If the jet is completely symmetric,
the resulting L2-norm should be equals to 0, indicating that there is no difference
between both the upper and the lower part of the oscillator.
In any case, if the flow field is completely symmetric the resulting Fv will be equals to 0.
The resulting temporal evolution for the horizontal and the vertical force components are
shown below. It is important to note that the computation time is not enough to converge to
a steady solution. The same happened for the set of simulations below Re= 40. However,
as may be seen, here the trend seems to be towards annihilating the Fv, so this simulation
is considered to exemplify the symmetric jet.
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(a) Fh vs time. (b) Fv vs time.
Figure 4.1: Time evolution for Fh and Fv at Re= 40
Figure 4.2: Illustration of the emitted jet over the outlet cone at Reynolds Re= 40.
Re = 50, 62 & 68.5
Complete geometry
Once the analysis has been performed, it is pretty confident that the expelled jet it not
symmetric at all, as shown in Figure 4.3(b). From this figure it can be observed the
symmetry-broken jet, that is, the flow topology corresponds to a steady asymmetric jet,
and thus the final value for the vertical force component is different from 0.
(a) Fh vs time. (b) Fv vs time.
Figure 4.3: Time evolution for Fh and Fv at Re= 50
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As seen from the previous time evolution diagrams the solution has not converged to a
steady regime.
Figure 4.2. shows the total velocity (uvec= uıˆ+vˆ) for the oscillator outlet region and the
external flow field closest to the oscillator. As observed the jet is slightly deviated to the
lower port, resulting in a negative net vertical force, Fv = -0.148, and the corresponding
Fh = 0.741. These values have only converged to three significant digits.
There is no reason to expect that the jet is deviated to one or the other outlet ports, that
is to say that the jet could be deviated to either ports, meaning that this deviation it is
provoked by one of the parameters dependencies explained in Section 3.1., revealing a
clear example of bifurcation: for a given Reynolds’s value, the jet can adopt two possible
stable solutions.
Figure 4.4: Illustration of the emitted jet over the outlet cone at Reynolds Re= 50.
As shown in Figure 4.2., at the external field the emitted jet does no longer follows the
straight path imposed by the outlet cone, but due to Coanda effect the jet sticks to the walls
of the airfoil.
As mentioned, the steady conditions could not be reached, however, just as for illustrative,
below is shown the external flow region. Keep in mind that this also happens on the lower
half.
Figure 4.5: Illustration of total velocity magnitude with superimposed streamlines sketch-
ing the clockwise rotating vortex formation at the upper half of the external flow field
region.
In order to investigate the change in structure between Re = 50 and Re = 75 it has been
computed the solution for Reynolds’s values Re= 62 and Re= 68.5. Once each of them
have stabilized, it was found that the flow topology for both solutions corresponds to a
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steady asymmetric jet, whose finals Fh and Fv values are: (Fh, Fv) = (0.4900, -0.4790) and
(Fh, Fv) = (0.3989, -0.5454), respectively.
Despite being an asymmetric stationary jet, just like Re = 50, the flow structure at the
discharge region is quite different. The jet is also deviated to the lower outlet port and
also, due to Coanda effect, the issued jet is attached to the airfoil surface. At the upper
outlet port, the jet is no longer similar to the one observed in Figure 4.4. Here, instead of
attaching to the airfoil surface, the upper outlet port jet turns downwards and merges the
lower port jet, as shown in Figure 4.6.
(a) (b)
Figure 4.6: Snapshots showing the total velocitymagnitudewith superimposed streamlines
at the outlet cone and the external flow region for (a) Re= 62 and (b) Re= 68.5.
The flow topology for both Reynolds’ values solutions corresponds to a stationary asym-
metric jet. From those results it can be concluded that the flow topology for Re ∈ [50,
68.5] corresponds to an asymmetric stationary solution whose asymmetry increases as the
Reynolds’s number does, see the following figure.
Figure 4.7:
Half geometry
As mentioned elsewhere in this project, the half-domain fluidic oscillator for certain
Reynolds’s values has been studied.
The measured forces over the half cone for each half-test have only converged to three
significant digits, however it is enough to prove that an stable solution exists.
The flow topology for this Reynolds’s number corresponds to a stable solution whose
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final values are (Fh, Fv) = (0.378, 0.368). In Figure 4.8 the external flow field once the
simulation has reached the stable regime is shown.
Figure 4.8: Illustration of the emitted jet over the discharge region for half-domain test at
Reynolds 50.
Must be remembered that if the stable solution for half oscillator domain exists, the same
solution exists for the other half domain, constituting the global solution for the complete
oscillator geometry. This ensures that at this Re-value, the symmetric solution coexists
with the solutions found for the complete simulation.
The idea presented above is the simplest explanation of the coexistence of three possible
solution for Re= 50. Both stable solutions for the deviated jet and the one corresponding
to the symmetric jet, although this last one is an unstable solution for the whole geometry
design.
As may be seen from previous figures the complete geometry simulations times were not
enough to obtain perfect results, as most of them are still no stabilized yet. However it can
be observed that the flow topology corresponds to a steady jet.
Re = 72 & 75
Complete geometry
This Reynolds’s value is a quite interesting one, since as it can be seen from Figure 4.9 the
jet has developed into the oscillatory motion. That is the reason why the phase portrait
shows this closed curve solution, since after a certain amount of time, a period, the Fv and
Fh are repeated, forming this cycle. However, as denoted by Figure 4.10(a), on each cycle
the Fv over the outlet cone is negative for a significant amount of time, meaning the jet is
asymmetric and deviated to the lower outer port. This can be seen clearly at Figure 4.12
where the total velocity magnitude for several time values are shown. As was the case for
Re= 50, the jet can be deviated to the other port and keeping the same flow topology.
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Figure 4.9: Fv - Fh phase portrait at Reynolds 75.
Since periodic motion has already been reached and long time series are available, the
Fourier Transform (FT) can be calculated 1 and thus to compute the average value of
both forces and the frequency of the periodic oscillatory motion. Figure 4.10 shows the
computed FT for both forces over the outlet cone.
(a) Fv vs time. (b) Fourier Transform for the Fv.
Figure 4.10: Time evolution and Fourier Transform diagrams for the Fv at Re= 75.
(a) Fh vs time. (b) Fourier Transform for the Fh.
Figure 4.11: Time evolution and Fourier Transform diagrams for the Fh at Re= 75.
1The Fast Fourier Transform (FFT) has been used as a method for computing the Discrete Fourier
Transform with reduced execution time.
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In each plot, Figures 4.11(b) and 4.10(b), there are twomain important spikes: the first one
is located at f = 0 corresponding to the function mean value, (F¯h, F¯v) = (0.422, -0.236),
and the second important peak is located at the first large spike different from 0, f 6= 0,
indicating the oscillatory frequency from the system, whose value is f = 0.2136, with the
same value for both graphs, as expected. The resulting Strouhal number, calculated from
Equation (2.2) is St = 0.2136.
Below is given the flow field visualization for the time steps shown in Figure 4.10(b):
(a) t = t0 (b) t = t0+T/4
(c) t = t0+T/2 (d) t = t0+3T/4
Figure 4.12: Temporal snapshots for the time instants indicated in Figure 4.10 showing
the total vorticity magnitude during a period of shedding of the pulsed jet @ the outlet
cone for Reynolds 75.
As illustrated in Figure 4.12 the oscillatorymotion of the jet over the outlet cone produces a
vortex shedding. The frequency from this vortex shedding is the same as for the oscillatory
motion.
The phase portrait for Reynolds’s value equals to 72, Figure 4.13(a), shows a clear example
of a periodic motion.
The flow behavior for Re= 72 and 75 correspond to a periodic motion, however at 75 the
oscillation has grown very nonlinear and the signals incorporate more energy in higher
harmonics. Below is given a comparison of the phase portrait for these Reynolds’s values.
It is also illustrated the time evolution for the horizontal force. From Figure 4.13(b) it is
apparent how much the shape for the Fh time evolution differs from one solution to the
other.
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(a) Fv - Fh phase portrait. (b) Fh vs time.
Figure 4.13: Fv time evolution and phase portrait diagrams at Re= 72 and 75.
The most important feature is that the oscillation frequency for Re= 72 is quite similar to
the Re= 75, however the oscillation amplitude increases as the Reynolds’s number raises.
In the Reynolds interval (68.5, 72] is located the first Re-value at which the oscillatory
motion appears.
Half geometry
The flow topology corresponds to a stable solution whose final values are (Fh, Fv) = (0.286,
0.444). In Figure 4.14 is shown the emitted jet at the outlet cone. The flow topology at
the external flow region is very similar to the one observed at Reynolds 50.
Figure 4.14: Illustration of the emitted jet with superimposed streamlines over the dis-
charge region for half-domain test at Reynolds 75.
As illustrated in the previous figure, a vortex is formed at the discharge region. The same
happens for Re= 50.
Re = 80
This Reynolds solution features chaotic dynamics. Based on the information subtracted
from the phase portrait, Figure 4.15(a), the present solution is bouncing between two
distinct regions in the phase space, one governed by the skewed-8-shaped solution and
the other by the 8-shaped solution. The former one corresponds to the left hand side
from Figure 4.15(a), that is, the solution which acquires Fh ≤ 0.75 values, meanwhile, the
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skewed-8-shape solution corresponds to the right hand side from the same figure. This
can be clearly seen at Figure 4.15(b) as the two regions with disparate Fh values can be
easily identified.
These solutions can be identified with two separate chaotic sets or saddles (they are not
attractors anymore neither repellers), whose origin is different. The 8-shaped chaotic
saddle seems to have originated from the bifurcation cascade of the original symmetric
jet, see the solution for Re= 75.3, while the origin of the skewed-8-shaped set is unknown.
(a) Fv - Fh phase portrait. (b) Fh vs time.
Figure 4.15: Fh time evolution and phase portrait diagrams at Re= 80.
From these figures it can be clearly seen that the solution adopted by the jet moves from
one saddle to the other and does not follow any pattern. In order to quantify the level
of attraction and/or repulsion from each saddle, it has been defined the dimensionless
parameter tˇ, which represents the time fraction for each type os solution. That is, the
amount of time with respect to the total time that the solution is fitted to each type of
solution. The time fraction tˇ0.75+ , denotes the time fraction for the "skewed-8"-shape
solution, meanwhile the tˇ0.75− for the 8-shape one. For this concrete simulation, these
values are 0.161 and 0.839, respectiveness.
While the solution does not repeat periodically, a clear pseudo-periodic structure is appar-
ent getting them this 8-shape solution, see Figure 4.16.
Figure 4.16: Fourier Transform for the Fv at Reynolds 80.
As may be seen from previous figure a clear frequency peak is still present, yet embedded
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in wide band background noise.
Re = 90
From the phase portrait, Figure 4.17, may be seen that the skewed-8-shape solution is
more accentuated than for Reynolds 80 and the 8-shape solution is still present although
in minor extend.
(a) Fv - Fh phase portrait. (b) Fh vs time.
Figure 4.17: Fh time evolution and phase portrait diagrams at Re= 90.
Since most of the time the solution adopts the skewed-8-shape, it has been computed the
time fraction for the 8-shape solution, which corresponds to the time interval t ∈ [1130,
1190]. The corresponding time fraction is tˇ0.75− = 0.057.
To clearly illustrate the different behaviors of the jet at the outlet ports, below are shown
some snapshots corresponding to the 8 and the skewed-8-shape solutions. The first image
from both sequences has been chosen considering the jet properties are equal between
both sequences.
As observed on the previous sequences, the jet behavior is different for each saddle. This
is reflected on the vortices shed from the outlet cone. Comparing Figures (4.18(c) and
(4.18(d)) it is appreciated some difference on the vortex shedding from one solution to
the other. The center of the vortex for the 8-shape solution is below the cone centre line,
meanwhile for the skewed-8-shape one it is above this centre line. As time evolves, the
differences between both solutions is even more noticeably. Such an example is observed
in Figure 4.18(q) where it can be observed that most of the jet is deviated to the upper
outlet port, meanwhile at Figure 4.18(r) the jet is almost deviated to the lower outlet port.
Re = 95
In order to identify at which Reynolds’s value the 8-shape solution is destroyed, that is, it
is no longer present for the system solution, the system has been studied for Re= 95.
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(a) Fv - Fh phase portrait for Reynolds 95. (b) Fh vs time at Reynolds 95.
Figure 4.19: Fh time evolution and phase portrait diagrams at Re= 95.
The results presented here show that there are still some traces of the 8-shape saddle
although it is not known the process not the reason for its disappearance.
Re = 100
Complete geometry
This solution also presents chaotic dynamics, but within a clearly confined region of phase
space and retaining a large amount of coherence. The diagrams shown below reveal that
only the skewed-8-shape solution is present and is even more accentuated than for the
previous tests. Also can be observed that the 8-shape saddle seems to not be present.
Figure 4.20: Fv - Fh phase portrait at Reynolds 100.
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(a) Fv vs time. (b) Fh vs time.
Figure 4.21: Fh and Fv time evolution diagrams at Re= 100.
Half geometry
Once again, the flow topology at the outlet ports corresponds to a stationary stable solution
whose final values are (Fh, Fv) = (0.225, 0.487). The flow behavior at the external flow
region is quite different from the Re= 50 and Re= 75 solutions, as two vortex are formed.
The reason for the formation of this second vortex is unknown.
Figure 4.22: Illustration of the emitted jet with superimposed streamlines over the dis-
charge region for half-domain test at Reynolds 100.
Despite showing a chaotic behavior for the complete geometry simulation, the half oscilla-
tor study demonstrates that the stable symmetric solution is still present for this Reynolds’s
number but it is unstable for the complete geometry due to the sensibility of the parameters
dependencies.
The fact that a stable solution exists for these Reynolds’s values proves that for Re ∈ [50,
100] apart from the solution for the complete geometry that have been already mentioned,
the symmetric solution is also present for this regime, but only remains stable within the
symmetric subspace.
The flow topology for Re = 75 is completely different from Re = 80, as shown on the
corresponding phase portraits. Thus, the problemwas solved for several Reynolds’s values
in the interval [75, 80].
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Re = 76
From Figure 4.23(a) it is immediately observed that both chaotic saddles are already
present for this Reynolds’s value. However, as expected, the skewed-8-shape solution has
less attraction/repulsion magnitude, as indicated by the time fraction, tˇ0.75+ = 0.1012.
(a) Fv - Fh phase portrait. (b) Fh vs time.
Figure 4.23: Fh time evolution and phase portrait diagrams at Re= 76.
Re = 75.3, 75.5, 75.6, 75.7, 75.8 & 75.9
It has been found that the flow topology for Reynolds 75 corresponds to a completely
periodic motion, meanwhile for Reynolds 76 it was identified a chaotic behavior. Thus,
there has to be a mechanism by which chaotic motion can arise from a periodic motion.
Besides, at Re= 76, both saddles are already present.
In order to investigate this change in structure between Re= 75 and Re= 76 and in order to
identify the Reynolds’s number at which only the 8-shape saddle is present, an exhaustive
investigation has been performed for the values Re ∈ 75.3, 75.5, 75.6, 75.7, 75.8, 75.8,
75.9.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.24: Each plot shows the Fv - Fh phase portrait for different Re-values, (a) Re =
75.3, (b) 75.5, (c) 75.6, (d) 75.7, (e) 75.8 and (f) 75.9. The corresponding Poincaré section
for Re= 75.3 is represented by the dotted line. The red dots represent the selected points
for the vortex shedding comparison with Re= 75 solution.
As seen, at Reynolds Re= 75.3 the systems leads to a period doubled. That is, the solution
going to have a perfectly periodic orbit to be describing an orbit with twice the period of
the original solution.
Computing the FT for Re = 75.3, one can measure the corresponding frequencies. The
resulting FT is illustrated in Figure 4.25.
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(a) Fv vs time. (b) Fourier Transform for the Fv
Figure 4.25: Time evolution and Fourier Transform diagrams for Fv at Re= 75.3.
The most important finding obtained from the previous graph is that here it exists two
fundamental frequencies, f = 0.2136 corresponding to the system driving frequency, and
the new one, f = 0.1068, at half the fundamental frequency.
This period doubling causes an alternation on the detached vortices. That is, here the
vortices are shed from the outlet cone in an alternate fashion. In order to visualize it, a
Poincaré section has been set on the phase portrait for Fv = -1, as illustrated in Figure 4.2..
Note that only have been considered its intersection with the trajectories with increasing
drag values.
(a) Re= 75
(b) Re= 75.3 at Fh = 0.557. (c) Re= 75.3 at Fh = 0.590.
Figure 4.26: Illustration of the vorticity field at the outlet region showing the vortex
shedding for (a) Reynolds 75 and (b) 75.3.
From previous results, it is believed that the transition to chaos is made via an infinite series
of period-doubling bifurcations. This yields to a period-doubling cascade bifurcation. In
order to find this period doubling cascade, the problem was solved for several Reynolds’s
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values: Re= 75.35, 75.4, 75.45. However, the flow topology for these values is the same
as for Re = 75.3. Also, as may be seen from Figure 4.24 at Re = 75.5 both saddles are
already present.
Lastly, some final tests were performed for Re= [76.5, 78.5], 85 and 87.5 whose purpose
it to ensure the previous conclusions.
Re = 76.5, 77, 77.5 & 78.5
For the following results only will be shown the the phase portraits which is the most
relevant flow topology indicator.
(a) (b)
(c) (d)
Figure 4.27: Each plot shows the Fv - Fh phase portrait for different Re-values, (a) Re =
76.5, (b) 77, (c) 77.5 and (d) 78.5.
By inspecting Figure 4.27 it can be seen that the flow topology corresponds to a chaotic
behavior and also it shall be observed that both saddles coexist, which is an expected result.
Re = 85 & 87.5
The simulation for Reynolds 85 corresponds to a intermediary step between Re= 80 and
Re= 90. As shown in the time evolution for the Fh diagram, the presence of the skewed-8
saddle is more frequent and sustained than for Reynolds 80, being reflected on the time
fraction, tˇ0.75+ = 0.63.
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(a) Fv - Fh phase portrait. (b) Fh vs time.
Figure 4.28: Fh time evolution and phase portrait diagrams at Re= 85.
Justwith the purpose to completely contrast the results and be able to affirmwith confidence
that for higher Reynolds’s values the value of the time fraction, tˇ0.75+ , increases as well, it
has been computed the solution for Re= 87.5. The corresponding time fraction is tˇ0.75+ =
0.84.
(a) Fv - Fh phase portrait. (b) Fh vs time.
Figure 4.29: Fh time evolution and phase portrait diagrams at Re= 87.5.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
(k) (l)
(m) (n)
(o) (p)
(q) (r)
(s) (t)
(u) (v)
(w) (x)
Figure 4.18: Illustration of the jet behavior at the oscillator cone. 8 saddle solution with
superimposed streamlines (left hand side of each column) eight bend (right hand side of
each column). Time steps of 5 normalised units of time.

CHAPTER 5. DISCUSSION OF RESULTS
In this Chapter the important aspects shown in the previous section, Chapter 4, are
presented and discussed.
An important aspect, is that the available time for the simulations forRe∈ [25, 50] have not
allowed the better results, that is, the simulations have not converged to an accurate enough
final values. However it can be estimated that the changes that occur will be quantitative
but not qualitative, so conclusions can be drawn on basis of the present results.
5.1. Bifurcation Diagrams
Based on the data from previous simulations, this section presents the concluded bifurca-
tion theory and the resulting bifurcations diagrams. The previous series of simulations
can be classified depending on whether the Reynolds’s number is below or above Re =
72, as it was the first Reynolds’s value found presenting an oscillatory motion.
From the phase portraits for Reynolds’s values in range [25,72) it can be concluded that
a supercritical Pitchfork bifurcation happened but the exact critical value could not be
found. However the trends for the vertical force at Re = 40 simulation is to converge to
Fv = 0, what would mean the critical point of the bifurcation is located at that Reynolds’s
value and below Re= 40 the jet would be issued completely symmetric. Furthermore, in
the critical point, a pair of stable fixed points (the branches already mentioned) are created.
From half oscillator simulations it can be proved that the symmetric solution is still present
as Re-value passes through the critical point, however in full space it becomes unstable to
symmetry-breaking perturbations and the asymmetric jet is in turn subject to modulational
instability. Figure 5.1 sketches the resulting bifurcation diagram.
Note: The bifurcations diagrams shown in the present Chapter are only sketches and not the actual
bifurcation diagrams from the present results.
Figure 5.1: Sketch of the Supercritical Pitchfork bifurcation in 2-parameter space (Fv, Re).
Not at scale.
For the regime Re ∈ [72, 100] several types of bifurcation occur such as: supercritical
Pitchfork, Hopf, period-doubling or saddle node bifurcations.
The interesting feature is that for Reynolds’s values between 68.5 and 72, the asymmetric
steady jet becomes unstable in a Hopf bifurcation and a periodic solution takes place.
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For the first Re-values Re ∈ [72,75], the solution corresponds to a periodic solution,
whose orbit grows as the Reynolds’s number increases, see Figure 4.13(a). Increasing the
Reynolds’s number beyond the critical value where the flow goes from being steady to
periodic, a structure consisting of vortex can be observed.
As the Re-value is gradually increased over Re = 75, the attractor undergoes a period-
doubling bifurcation at Re ≈ 75.3. That is, the second bifurcation from this period-
doubling cascade converts the period-2 attractor into a period-4 attractor. Likewise, it is
converted into a period-8 attractor and so on. However, it has not been refined enough in
parameter space to obtain these mentioned solutions. The previous conclusions are only a
speculation drawn from the observation. Finally, for Reynolds’s values greater than 75.5
the system evolves into chaotic dynamics.
Within this chaotic behavior it can be observed two different saddles. The "skewed-eight"
shape one becomes stronger as the Reynolds’s number is increased. Furthermore, it may be
observed that as the Re-value is increased the maximum values for the Fh and Fv increases
as well, verifying that the jet’s amplitude is increased.
Setting a Poincaré section for each attractor already mentioned, one will observe a bifur-
cation map similar to the one sketched in Figure 5.2. Must be noted that the chaotic region
corresponds to the saddles.
Figure 5.2: Sketch of the period doubling bifurcation (logistic map) in 2-parameter space
(Fv, Re). Not at scale.
The resulting global bifurcation diagram for the whole studied Reynolds’s regime is shown
in Figure 5.3.
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Figure 5.3: Sketch of the global system bifurcations in 2-parameter space (Fv, Re). At
68.5 < Re≤ 72 a Hopf bifurcation takes place. Not at scale.
5.2. Resymmetrisation of the solution in the statistical sense
Interpreting the phase portraits for the different Re-values ∈ [75.5, 90] (a clear example
is shown in Figure 4.27), the "8" shape solution appears to be more symmetrical as the
the Reynolds’s number increases. In order to analyze this effect with more detail, it has
been computed the mean value for the pressure difference between ProbeP10-1 and its
symmetrical when adopting the "8" shape solution. The absolute value for the results are
presented in Figure 5.4.
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Figure 5.4: Illustration of the pressure difference mean value as a function of Reynolds’s
number.
From Figure 5.4 it is observed that the pressure difference mean value decreases as the
Reynolds’s number increases, meaning the "8" shape solution is more symmetric as the
Reynolds’s number rises. The discrepancy for Re= 78.5 may be associated to unwanted
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errors in the computations. The interpretation of this behavior is that the jet motion
inside the fluidic oscillator is more symmetric as the Reynolds’s number increases (see the
following section) and, therefore the oscillation at the outlet cone is also more symmetric.
5.3. Internal dynamics
The fluidic oscillator internal dynamics directly influence the jet properties at the outlet
region. Thus, its understanding and knowledge are crucial for a better comprehension
about the flow topology at the outlet cone. The present work do not comprise this subject
and thus it is not discussed in detail. However, some results reflecting one of the most
important aspects are gathered in Figure 5.5, since interesting features have been found.
While previous results have shown that at the outlet cone the oscillation is no longer
periodic for Reynolds’s values over 75.5, here an important remark is that the flow motion
inside the oscillator is mainly predominated by an oscillatory behavior, meaning that this
oscillatory motion is disrupted at the oscillator outlet cone. These results prove that the
external jet dynamics is responsible for the early complexification of the flow.
The frequency/period from the oscillatorymotion for those tests can be computed allowing
a better understanding about the relation between the internal and the outlet oscillator
regions. The computed frequencies for the vertical velocity component are provided in
Figure 5.5.
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Figure 5.5: Illustration of the obtained frequencies for the vertical velocity component @
ProbeChamber.
From Figure 5.5 it may be noted the almost linear tendency behavior1. In order to further
investigate this phenomenon, it should be analyzed the frequency from other Re-values.
However, if this is so, the linear relationship between frequency and flow rate through the
device will be reaffirmed. Here the relation between the frequency and the Reynolds’s
number is not what it is observed at higher Re numbers. This decreasing trend is reversed
at higher Re and/or when 3D is taken into consideration, Figure 1.6.
1The computed coefficient of determination for the regression line is R2 = 0.994.
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Another important remark is that the jet internal behavior does not always correspond to
a completely symmetric oscillatory motion, as illustrated in Figure 5.6(a). Note that for a
completely periodic symmetric motion, on each cycle the minimum and maximum values
shall be always the same, here there are two minimum values instead. For the Re = 75
case it results into a larger deviation angle for the upper oscillator half. As the Reynolds’s
number increases, the jet oscillation motion becomes symmetrical, as illustrated in Figure
5.6(b).
(a) (b)
Figure 5.6: Illustration of the horizontal velocity component @ ProbeChamber.
5.4. Saddles attraction level
From the phase diagrams of previous simulations it can be observed that the skewed-8-
shape solution has more instances. This suggests that the bigger the Reynolds’ number
is, the greater the time adopted with the skewed-8 solution is. This can be observed by
comparing the time fractions for Re= 76, 80, 85, 87.5 and 90. Figure 5.7 shows the time
fraction for the 8-shaped chaotic saddle as a function of the Reynolds’s number.
Note: The time fraction has been computed by measuring the amount of time that the system
solution adopts this 8-shaped solution which can be clearly identified by observing the time evolution
for the Fh.
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Figure 5.7: Illustration of the tˇ as a function of Reynolds’s number.
5.5. Oscillator suction
Just to exemplify the suction phenomena mentioned in Section 2.1., Figure 5.8 shows the
horizontal velocity component for the Re= 100 simulation at the location corresponding
to Probe10-1.
Figure 5.8: Horizontal velocity component for Re= 100 @ Probe10-1.
As shown, the horizontal velocity component sometimes acquire negative values, meaning
that a suction is created and mass flow enters the oscillator through the outlet port.
CHAPTER 6. CONCLUSIONS AND FUTURE
WORK
Conclusions
The goal of this project was to investigate, using a SEM based solver, the flow behavior
at the outlet from a two-dimensional incompressible fluidic oscillator in the Reynolds’s
number regime Re ∈ [25,100]. The numerical results obtained in the present study clearly
identifies the significant flow topologies and its dependence with the Reynolds’s number.
Also it has been found the flow structure outside the oscillator is strongly dependent on
the Reynolds’s number as well.
Below a threshold supply rate, Re= 40, the jet trends to show a steady behavior, which is
perturbed as the supply rate increases. That is, for Reynolds’s values till the critical point,
the oscillator shows a stable symmetric solution. At this Re-value a supercritical Pitchfork
bifurcation occurs just as Reynolds’s number passes over it.
At Re= 72 it has been found the first periodic motion. As the Re-value increases, a period
doubling route to chaos takes place. Nevertheless, owing to the lack of time, the exact
Re-values showing the other attractors, e.g. period-4 and period-8 attractors, could not
be found. However it could be determined that these values are located in the Reynolds’
number interval ∈ (75.45, 75.5). For the chaotic behavior two types of saddles are present.
The first one corresponds to the "8"-shape solution and the other to the skewed-8-shape
solution.
Moreover, it has been proven that the oscillatory motion is still possible for low Reynolds’s
numbers. This yields that for a certain practical applications there is no need to work at
higher Reynolds’s numbers, meaning that turbulence does not play an important role in the
oscillatory principles for this type of fluidic oscillator. The periodic oscillatory motions
found in this project lead to an inhomogeneous emission of fluid into the affected area, as
the jet is marginally asymmetric.
It was not possible to find a Reynolds’s value for which the jet acquires a symmetrical
oscillating periodic motion. An exhaustive study should be performed for Re-values ∈
(68.5, 72) in order to determine if this type of behavior exists.
Finally, the small scale investigation based on the flow structure behind the oscillator
have shown different types of solutions. The stationary scenarios shown similar results;
the expelled jet is attached to the airfoil surface due to the Coanda effect, which was
not an expected result. The flow behavior for the oscillatory motions is quite different
from previous results as a vortex-shedding structure, firstly periodic and then irregular, is
generated trough pulsed blowing and propagated downstream.
The software worked as expected; however the available time for the simulations have not
allowed the best of results. It is important to highlight the difficulties found for conver-
gence of the simulations.
Future work
Finishing the simulations for the Re ∈ [25, 50] could be beneficial in order to investigate
the exact location for the symmetric break.
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The investigation about the interaction mechanisms with the external flow field region
exhibits potential optimization and possibilities to influence the oscillation properties. For
this work, the airfoil boundary layer has been dispensed with, but it could be interesting
to take it into consideration for future investigations. Blasius’ boundary layer solution is
a good choice to approach with.
In the performed simulations it was found the different bifurcations that occur as the
Reynolds’s number increases but the exact critical points where they take place could not
be specified. Thus, future studies should be focused into finding these points.
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APPENDICES

APPENDIX A. STATE OF THE ART: BOUNDARY
LAYER SEPARATION
A brief explanation about the boundary layer separation over an airfoil surface for low
Reynolds’s regime, [7, 36], is given below.
Separation and its form is dependent on many factors such as the wall friction, the airfoil
geometry, the angle of attack (AoA, α), the Reynolds’s number, the surface roughness,
the level of turbulence in the freestream, and many other parameters. Depending on the
specific situation and the Reynolds’s number, separation form can range, among others,
from a moderate trailing edge separation, to relatively small recirculation bubble, Kármán
vortex street, Kelvin–Helmholtz vortices [7], or even to massive separation occurring over
essentially the entire airfoil.
In aerodynamics, the angle of attack is one of the most influencer parameters on the bound-
ary layer separation, as well as the Reynolds’s number and maybe the wall friction. Also,
in a lesser extend, local flow disturbances, external perturbations and adverse pressure
gradients take a consideration in boundary layer separation.
At fairy small angles, slightly beyond α= 2◦ - 3◦, the position where the separation starts
may be closer to the trailing edge of the airfoil, detaching a steady and laminar boundary
layer formed essentially by two trailing vortices. The wake behavior is really dependent
on the Reynolds’s number. At lower Re-values, the separated shear layer fails to reattach,
and a wide wake is formed.
An increase in the angle of attack yields a drop in the pressure on the upper surface,
so the adverse pressure gradient along the rear part is thereby intensified, displacing the
detaching point towards el leading edge.
With the increase of α, the separation point moves gradually forward fairly near behind
the leading edge. At particular value of the AoA, the boundary layer has not enough
momentum and separates from the upper surface very close to the leading edge. This
results into the occurrence of the stall, which breaks airfoil circulation. In the case that
the recirculation bubble is formed, it suddenly burst. Stall results into an increase of drag
and a considerably decrease of lift.
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Figure A.1: Flow visualization at a AoA = 10◦, b 20◦, c 40◦, d 50◦, e 70◦, and f 90◦. Re
= 5.3x103. Photograph from [7]
APPENDIX B. STATE OF THE ART: FLOW
CONTROL METHODS
For decades there have been used several methods for flow control, but most of them are
not optimal since a lot of energy is required or they increase the drag. Different innovative
techniques has been discovered on the field of flow control. A classification of the main
approaches to flow control ([14, 16]) and its underlying physical mechanisms are given
below.
• Airfoil shaping
The aim this method is to design streamlined profiles in a way that the adverse
pressure gradients on the upper surface due to the thickness and the chamber are
moderate, thus postponing/preventing the separation of the boundary layer.
• External devices
Some types of boundary layer separation can be prevented or eliminated by an airfoil
shape modification. These modifications are dynamical, they are performed during
the flight. This category include devices such as: vortex generators, fences, leading
edge extensions and notches, among others.
Separations that occur on sharp leading edge on a thin airfoil can be avoided by
a change in geometry of the profile that modifies the pressure field, such as the
deflection of a nose flap.
Vortex generators can help to delay it by mixing high-momentum from the outer
flow with the low-momentum fluid of the boundary layer. These vortex generators
have the disadvantage of increasing parasitic drag.
Fences are fixed devices attached parallel to the airflow on the upper surface of
aircraft wings. Fences have some effect on the potential flow pressure distribution
and they operate mainly by controlling the development of separation once it has
begun.
Slotted wingsmake use of the pressure differences between lower and upper surfaces
to reduce the large adverse pressure gradient on the leading edge at large angles of
attack. When opened they leads air from the region close to the stagnation point
to the upper surface, so boundary layer remains quite laminar and its thickness
downstream hardly changes.
• Wing geometry
Some wing geometry configurations has been designed for an improvement on the
boundary layer, for instance the delta wings or swept wings. On swept wings the
boundary layer is affected by the crossflow caused by 3D effects. On backward
swept wings, the flow tends to move outboard the wing under an adverse pressure
gradient. This results in a thinner boundary layer near the root, making it more
resistant to stall, while a thicker one is formed over the outboard wing and at the
wing tip [37].
• Suction
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Boundary layer suction is a very usefulmethod to overcome strong pressure gradients
with attached flow. It is applied by a series of slots allocated over the surface of the
airfoil. Suction reduces boundary layer thickness by taking out the low-momentum
layer next to the surface into the suction slots.
At very large angles of attack, suction is not able to maintain laminar the entire
boundary layer, however it can prevent the transition to turbulence and delay the
separation.
Suction slots can be allocated in different positions of the airfoil surface, e.g. wing
slot, flaps, leading edge or along the airfoil.
• Blowing
Another way to prevent separation, consists of supplying additional energy to the
fluid elements which are low in momentum on the boundary layer. This can be
achieved by tangentially blowing higher velocity fluid inside the airfoil. This method
is the fundamentals of most flow control actuators.
A disadvantage of injecting extra fluid is that, if the layer is laminar, this process
provokes turbulence which itself increases the skin-friction.
An effective technique is a combination of blowing and suction. [14, P.332-334]
[16, P.531]
• Separation provocation
Sometimes it is wished to provoke controlled leading edge separation. A freestream
flap is used to provoke it followed by a reattachment at the leading edge of the flap,
forming a
• Porous surface
Increasing turbulence produced by artificial roughening of the surface will prevent
the separation at some degree, but it is much less effective than suction or blowing.
• Moving walls
This method, on the aerodynamics context, consists on replacing a small portion of
the surface of the airfoil by a rotating cylinder, thus energizing the boundary layer
and avoiding separation. Also, the Magnus effect is present, meaning that exists a
circulation on the cylinder and thus a force favorable to the lift.
Figure B.1: Moving walls method.
• Trapped vortex
The basic concept of the trapped vortex is shown in Figure B.2. The separated flow
is forced to remain attached to the surface by an intense vortex anchored in a cavity.
Figure B.2: Trapped vortex method. Image from [8].
• Flap Augmentation
A classical method of circulation control is extending the trailing edge flap. When
the flap is deflected, the lift on the airfoil is increased and a strong adverse pressure
gradients are present on the upper surface of the airfoil leading to separation of
the boundary layer at the flap. This could be prevented either by sucking away or
blowing air near the flap hinge.
• Wall heating and cooling
This technique is based in the addition or removal of the heat from the surface,
which causes the viscosity to vary with the distance from the wall. In general, for
gases, viscosity increases with temperature, thus if heat is removed from the airfoil
surface, the momentum loss due to viscous effects will be reduced.
The article [38] shows clarifying experiments results demonstrating the benefits of most
of the methods already explained.
B.1. Flow control methods: Classification
Previously some common methods of active separation control have been described,
although it is important to understand that it exists a wide variety ofmethods of flow control
approaches which can be classified with regard to several different physical mechanisms
aspects. In the present section the physical principles classification given in [39] is
described:
• The most fundamental differentiation of flow control technologies is between active
and passivemethods, depending on whether the energy needed for the manipulation
of the flow is supplied by an external source or by the flow itself, respectively.
Active methods require the use of energy consumption, in general electric energy,
so it must be took into account that it does not outweigh the benefits achieved by the
actuator. However, active flow control (AFC) together with sensors can be adapted
to the current flow state, providing a better adapted flow control.
• Another distinction can be made between steady and periodic actuators, whether
the actuation method is continuous or cyclic, respectively.
• A common technique to delay or prevent boundary layer separation is to add mo-
mentum close to the wall. Within this category a distinguishment can be made
between actuators that add momentum directly to the flow, e.g. by steady blowing,
and those that transfer streamwise (longitudinal) momentum from the free-stream,
e.g. the vortex generators.
• If the actuator properties such as amplitude and frequency can be adjusted to the
actual flow conditions, the control method is denoted as adaptive.
• Acoustic means for flow control can be divided into externally actuation, where
excitation is provoked by a sound source placed at a distance, and internally supplied
excitation, where perturbations are supplied directly into the flow.
• Another class is based on the distinguishment between some moving component
inside the actuator. Actuators with moving parts are exposed to fatigue and me-
chanical failure meanwhile those ones which are completely rigid are extremely
robust.
• From the viewpoint of control theory, it exists three methods to adjust the actuator
properties which can be classified into the following categories: open-loop control,
feed-forward control, and feedback or closed-loop control. See [39] for a deep
presentation and definition about these control techniques.
APPENDIX C. NUMERICAL METHODS
A brief explanation about the most important numerical methods implemented in Nek-
tar++ is given below.
C.1. Spectral methods
Spectral Methods (SM) performs a global discretization approach, approximating the
solution by a combination of finite sum of continuous orthogonal basis functions using
high order approximation, that is, express the variables with a truncated series expansions.
Depending on the type of problem, periodic or non-periodic problems, meaning for the
former case that the problem solution is repeated periodically or it can be considered as
such, the choice of the expansions basis can change. For the periodic one, expansion in
the Fourier basis functions are commonly used, also represented as complex exponentials,
meanwhile for the non-periodic problem the basis functions are typically chosen to be
Jacobi polynomials, being the most popular the Legendre or the Chebyshev polynomials,
[9], explained later.
Some particular cases of spectral methods does not require any domain partition such
mesh generation [34].
The most important idea behind the SM is that the flow field in each node does no longer
depends only on its neighborhood nodes, as in Finite-difference methods. Due to represent
the flow field in terms of global basis functions, each node has a global dependency with
the rest of elements, obtaining big accuracy gains.
C.2. Finite Element Method
Finite Element Method (FEM) is a discretization technique used to solve the equivalent
integral form of the partial differential equations, in this scenario it is applied to the
solution of the Navier-Stokes equations. It is based on the so called ‘Method of Weighted
Residuals’.
FEM presents a power advantage over the Finite Difference method in the fact that it allows
to work more easily with complex arbitrary geometries using irregular grids. The outline
of its application is described below:
The first step is to discretize the spatial domain. Each element has assigned a certain
number of nodes depending on the corner points in the element but also on the type of the
element interpolation function, explained below.
To each element, which will have a certain geometry, a geometric transformation to
the reference element, for the present case corresponds to a squared quadrangle, so the
elements have a regular shape. This is referred as transform the mesh from physical space
into the computational domain, where the equations will be solved locally. The inverse
transformation can be used to transform the discretized system to the actual physical space.
Then, the unknown field solution is approximated by a piecewise orthogonal interpolation
67
functions, called shape functions, interpolation functions or basis function. This represents
the variation of the field variable over the element.
The Galerkin discretization approach is the most common method among the various
possible Methods ofWeighted Residuals. For the GalerkinMethod the weighting function
is the same as the approximation function, explained some paragraphs below. Galerkin
formulation is used to derive the weak form of the partial differential equations which
need to be solved.
Nektar++ allows to choose between two Galerkin operators: Continuous or discontinuous.
In this dissertation it has been used a continuous projection which ensures a continuity
across the elements from the domain. Below is given a simple description with the basic
principles of the FEM using Galerkin approach:
The first step is represent into partial differential form (PDE), also called strong form, the
equations that will be used,NS, subject to appropriate boundary conditions. For simplicity
of presentation, this equation will be expressed in symbolic form as:
NS(θ) = 0 (C.1)
For this example illustration, NS will be only a function of θ. Also, for the better
understanding, the shape functions will be polynomials with unknown coefficients.
On each boundary element, the field variable, θ′, is expressed by the combination of shape
functions θ′ = θiNi+θ jN j, where Nx represents the interpolation function at node x. θx
represents the values of the field on each boundary node, that is the field function at the
nodal points. Evaluating this solution into the NS equation:
NS(θ′) = R (C.2)
As θ′ is an approximation, the Equation (C.1) does not vanish in most of the domain and
a residual R appears.
In order to satisfy the Equation (C.1) it is introduced a series of weighting functionsW ,
which are of the same form as the field shape function, and then require that the integral of
the weighted residual vanishes over the whole solution domain. Those weighting functions
have a value ofW i at the node i and zero elsewhere for each node on the domain.
∫
Ω
W iNS(θ′)dΩ= 0 (C.3)
Equation (C.3) is called the weak formulation of the problem, Equation (C.1).
Finite element methods, like finite difference methods, are based on local representations
of functions, usually by low-order polynomials. In contrast, spectral methods make use of
global representations, usually by high-order polynomials.
The advantages of the Finite Element formulations becomemore apparent in two and three
dimensional problems when arbitrary geometries are handled.
While in the classical finite element method the solution is expanded in a series of linear
basis functions, high-order FEMs (hp- version FEM) employ higher-order polynomials to
approximate the solution. In this version of the FEM, the advantage of p-version, better
accuracy thought modification in polynomial degree and h-version, better accuracy by
mesh refinement, are combined.
C.3. Spectral Element Methods
Spectral element methods (SEM) are essentially finite element methods that use spectral
expansions or high degree polynomial basis functions, this is generally much more than
two.
Spectral/hp element methods combine together the high-order finite element methods
technique and the spectral methods in order to obtain good geometry flexibility from FEM
and the superior spatial accuracy properties from SM. It is a simple application of the
spectral method on each mesh element. It is used a series of high-order polynomials on
each subdomain to carry out the solution approximation.
The main difference between the FEM and the SEM is the order for the used polynomials
and in some scenarios the type of polynomials. In SEM like as for the FEM, on each mesh
element boundary a set of local nodes (boundary nodes) is defined, which yields to an
element domain decomposition using a certain interior nodes.
Now, the number of nodes in each element does not depend only on the number of corner
points, also on the number of boundary or interior nodes. In Nektar++, the number of
those boundary nodes is named NUMPOINTS. The position of these nodes depends on the
choice of basis functions and they are determined in order to maximize the accuracy of
the method.
As for the FEM, the unknown field solution is approximated by basis function but with
degree enhancement, Figure C.1. Commonly, polynomial functions are used because they
can be easily integrated or differentiated. In Nektar++ the order of the polynomials is set
as NUMMODES - 1. For this study, it has been used 3th order polynomials.
This way, one can express each of the approximate field solutions by an expansion in terms
of basis functions:
u(x) =
N
∑
i=0
uiφi (C.4)
where the coefficients ui represent the field unknown variable1, φ are the basis functions
and N the number of nodes.
1In the present work a modal approximation is used, so these coefficients do not represent the exact value
of the field variable.
Figure C.1: Sketch of the domain (Ω) division into four elements (Ωn). It is also illustrated
its decomposition for the application of the SEM and the expansions used to represent the
solution over a reference element.
This results into the flow field function is then represented over the element via a com-
bination of all the shape functions, as depicted in Figure C.1. The most commonly used
polynomials, as mentioned for spectral methods, are the: Legendre polynomials, Figure
C.2, and Chebyshev polynomials, Figure C.2. For all the present simulations the modified
Legendre basis have been used, [40], as they present better properties for this scenario,
such as: bigger computing time saved, better accuracy, simpler calculations, they easily
enables an integration by parts in Galerkin formulations of second order differential equa-
tions, etc. [9]. In the present study the value for NUMPOINTS is set equals to the value of
the NUMMODES.
Spectral/hp element method incorporates the ideas of mesh refinement and degree en-
hancement to obtain exponential convergence rates, i.e. O(hp+1), where p is the order of
polynomials used as basis functions. The accuracy of the results of the simulation can be
improved by increasing the order of the polynomial used.
Figure C.2: Chebishev and Legendre polynomials for orders = 1,...5. [9]
Successively, the global problem is finalized by means of specific connectivity rules at the
interfaces between adjacent elements.
C.4. Temporal discretization of the incompressible N-S
equations
A brief explanation about the splitting correction scheme used for the temporal discretiza-
tion of the incompressible Navier-Stokes equations is given below. Look up [33] and/or
[31, User guide] for a full presentation of the method.
1. The first step consists of calculate a first intermediate velocity field, V˜ by calculating
the advection term explicitly and combining it with the solution at previous time-
steps. [33, 34] In this step it is omitted the pressure term as well as the viscosity
from Equation (3.5):
V˜−∑1q=0 αqγ0 Vn−q
∆t
=
1
∑
q=0
βq
γ0
[−(V ·∇)V]n−q+ fn+1 (C.5)
2. Obtain the pressure at the new time level by solving a Poisson equation with las
consistent Neumann boundary condition, and either fixing the value of the pressure
at the new time step or using using high order Dirichlet boundary condition on the
outflow boundary.
∆pn+1 =
( γ0
∆t
)
∇ · V˜ (C.6)
3. Applying the divergence to the Equation (C.6) an solving it, it is computed explicitly
the second intermediate velocity field, ˜˜V:
˜˜V= V˜−
(∆t
γ0
)
∇pn+1 (C.7)
4. Finally, it is obtained implicitly the velocity field at the new time level, which
accomplish the Navier-Stokes equations:(
∆− γ0
∆tν
)
Vn+1 =−
( γ0
∆tν
)
˜˜V (C.8)
The intermediate field has been used as a forcing term in the Helmholtz problem,
reinforced by the high-order outflow boundary condition, either setting the null
divergence of the new velocity field or as high order Neumann boundary conditions.
In the previous equations, n denotes the time level, ∆t is the time step and γ0, αq and βq
are the corresponding stiﬄy stable time integration coefficients given in the table below:
Table C.1: Stiﬄy stable splitting scheme coefficients, γq , αq , βq, table.
Coefficient γ0 α0 α1 β0 β1
Value 3/2 2 - 1/2 2 -1
