To a compact Hausdorff space which covers itself, we associate an r-discrete locally compact Hausdorff groupoid. Its C * -algebra carries an action of the circle allowing it to be regarded as a crossed product by an endomorphism and as a generalization of the Cuntz algebra O p . We consider examples related to coverings of the circle and of a Heisenberg 3-manifold.
(x, n, y)(y, m, z) = (x, m + n, z) and (x, n, y) −1 = (y, −n, x).
The range and source maps are r(x, n, y) = (x, 0, x), s(x, n, y) = (y, 0, y).
With these operations Γ becomes a groupoid with the unit space identified with X.
The equivalence relation associated to Γ will be denoted by R, where
and the isotropy group bundle is
For k ≥ 0 we consider
Note that R ∞ ⊂ R.
THEOREM 1. Suppose σ : X → X is a covering. Then Γ, defined above, carries a topology making it an r-discrete locally compact Hausdorff groupoid with the Haar system given by the counting measures.
Proof. Consider on R k the induced topology from X × X. Then R k is a principal r-discrete groupoid since σ k is a local homeomorphism (see [Ku1] ). Consider on R ∞ = k≥0 R k the inductive limit topology. Since the R k are compact as topological spaces, R ∞ is a hyperfinite relation in the terminology of Kumjian (see [Ku2] ). Hence R ∞ is a principal r-discrete groupoid and X, identified with the diagonal in X × X, is open in
be the projective limit space and let π 0 :X → X the projection onto the first component.
With the product topology,X becomes a compact Hausdorff space, and π 0 a continuous open map. The map σ induces a homeomorphismσ :X →X, [Br] ). LetR ∞ = (π 0 × π 0 ) −1 (R ∞ ) equipped with the preimage of the inductive limit topology. Theñ
is a principal r-discrete groupoid with unit space identified withX. The mapσ induces an automorphism ofR ∞ by the formulã
and one can consider the semi-direct productΓ =R ∞ ×σ Z (see [Re] ). Two elements ofΓ, written as ((x i ), n, (y i )) and (
and then the product is given by the
The inverse of ((
With the induced topology from R ∞ × Z,Γ becomes an r-discrete locally compact groupoid. Note that Γ = π(Γ), where
is given by the formula
and that π is a groupoid homomorphism. With the quotient topology, Γ becomes an rdiscrete locally compact groupoid. It turns out that a basis of open sets for the topology of Γ consists of the subsets of the form U × {n} × V , where n ∈ Z, U, V are open in
is a homeomorphism for n ≥ 0 (respectively n ≤ 0), and τ, ρ are suitable deck transformations for suitable powers of σ.
The equivalence relation R with the trace of this topology was considered also by Vershik and Arzumanian (see [ArVe] ). Note that, by construction, Γ has a (left) Haar system given by the counting measures. 2 DEFINITION. If X is compact and σ : X → X is a covering map, we define
Observe that, in the case σ is 1 − 1, Γ is the transformation group groupoid X × Z and C * (Γ) C(X) × σ Z. But note that when σ is not 1 − 1 (the case in which we are interested), C * (Γ) is more closely allied to a crossed product of Z + on the noncommutative algebra C * (R ∞ ). To see this and in order to study the structure of
Then c is a 1-cocycle, which induces an
where C c (Γ) are the compactly supported functions on Γ. The fixed point algebra is C * (R ∞ ), which appears as an inductive limit of
DEFINITION. The orbit of x ∈ X is defined to be
where
We say that σ is minimal if each orbit is dense and that σ is essentially free if
Proof. Since σ is minimal and
it follows that there are no nontrivial open invariant subsets. If σ is also essentially free, then the groupoid Γ is essentially principal in the sense of Renault (see definition II.4.3 of [Re] ). Now apply proposition II.4.6 of [Re] , where the ideals of an essentially principal groupoid are characterized. 2
The covering map σ induces a *-endomorphism of C * (R ∞ ), denoted also by σ, via the formula
where p is the index of the covering.
Indeed, the fact that this gives an endomorphism follows from these calculations:
where z = σw and x ∼ y means (x, y) ∈ R ∞ .
One can check easily that the induced endomorphism is never unital (unless σ is a homeomorphism). However, more important for our purposes, σ is induced by a nonunitary isometry and this allows us to represent C * (X, σ) as the crossed product of C * (R ∞ ) by this endomorphism in the sense of Paschke (see [Pa1] , [Pa2] ). In his notation, B = C * (Γ), A = C * (R ∞ ) and the spectral subspace E 1 is generated by functions These calculations lead to THEOREM 2. Suppose σ : X → X is minimal. Then we have an exact sequence
is the inclusion map and id is the identity on K-theory.
Proof. Using the fact that σf = vf v * , it follows that σ(C * (R ∞ )) is a corner in C * (R ∞ ). Since C * (R ∞ ) is simple, it is a full corner and we may apply theorem 4.1 of [Pa2] . Notice that
is an isomorphism, therefore σ * is an isomorphism at the level of K-theory. 2
We turn now to some examples that illustrate the applicability and the limitations of our analysis. EXAMPLE 1. Let X = i≥0 X i , where X i = {1, 2, . . . , p} for each i ≥ 0, with product topology, and let σ : X → X be the unilateral shift,
Then σ : X → X is a p-fold covering. In this case
R ∞ is the Glimm equivalence relation,
and C * (X, σ) is the Cuntz algebra O p . Note that σ is essentially free since the points in X with trivial isotropy are the non-periodic sequences, which are dense in X. The fact that U HF (p ∞ ) and O p are simple is well-known.
EXAMPLE 2. Let A = (A(i, j)) be a p × p matrix of 0's and 1's, let X be as in example 1 and let
Define σ A : X A → X A to be the restriction of σ to X A . For simplicity, we require that
A(i, j) = q ∀j for some q ≥ 2, so that σ A is a q-fold covering. (Without this condition, we would consider different q's for different pieces of X A ). Then
(see [Bl] ) and it is easy to see that σ is minimal. Thus one may apply the exact sequence in Theorem 2 to compute the K-theory of C * (T, σ). In order to determine σ * , observe that σ(C * (R k )) ⊂ C * (R k+1 ) and it will be enough to know the maps at the level of K-theory induced by
one can identify f with the matrix (f lj ), where f lj = (g l |f g j ). So, letting x = e(t) = exp(2πit), we see that
Following these identifications, the projection σ(1) = vv * corresponds to e 11 ⊗ 1 in
is the identity map. If we denote by u the unitary
x if y = x and n = 0 0 otherwise which generates C(T), then vuv * corresponds in M p (C(T)) to e 11 ⊗ u so that
is the multiplication by 1/p , and σ * :
is the identity map. We get the exact sequences
from which it follows that
The isotropy groups
are trivial for a dense set of x in T, therefore σ is essentially free and C * (T, σ) is a simple C * -algebra. Since the corresponding isometry v is non-unitary, it follows that C * (T, σ)
is infinite.
One can consider coverings of T q for q ≥ 2 to get other simple infinite C * -algebras.
EXAMPLE 4. Consider the real Heisenberg group of dimension 3, N . We write the elements of N as triples (x, y, z) ∈ R 3 with multiplication (x, y, z)(x , y , z ) = (x + x , y + y , z + z + xy ).
Consider also the discrete Heisenberg group
and let X = N/L. This is a compact 3-manifold (a circle bundle over T 2 ). The elements of X will be written as [x, y, z], x, y, z ∈ [0, 1). Let s : N → N, s(x, y, z) = (px, qy, pqz),
where e(a) = exp(2πia). This allows us to identify C * (R 1 ) with M p 2 q 2 (C(X)). Therefore C * (R ∞ ) will be an inductive limit of matrix algebras over C(X).
Observe that σ is minimal and essentially free, so that C * (R ∞ ) and C * (X, σ) are simple. It is known that the computation of K * (C(X)) may be reduced to the computation
, which is done by Anderson and Paschke (see [AnPa] ). The comp utation of the K-theory of C * (X, σ) using Theorem 2 can proceed, at least in principle. However at the moment, the details appear quite complicated.
REMARK. If σ : X → X is a branched covering like z → z p on the closed unit disc D 2 , one can define a locally compact topology on the groupoid Γ using the procedure described above. However, it will no longer be r-discrete. The reason is that the family of measures λ (0,0) (f ) = 2f (0, 0), λ (x,x) (f ) = f (x, x) + f (x, −x), x = 0 is a Haar system for
which does not consist of counting measures (see [Re] ).
Notice that D 2 \ {0} is an open invariant subset of the unit space D 2 . Groupoids associated with branched coverings will be discussed elsewhere.
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