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a b s t r a c t
We investigate a family of conditional independence models defined by constraints on
complete but non hierarchical marginal log–linear parameters. By exploiting results on
the mixed parameterization, we show that these models are smooth when a certain
Jacobian matrix has spectral radius strictly less than 1. In the simple context when only
two marginals are involved, we prove that this condition is always satisfied. In the general
case, we describe an efficient numerical test for checkingwhether the condition is satisfied
with high probability. This approach is applied to several examples of non hierarchical
conditional independence models and to a directed cyclic graph model; we establish that
they are all smooth.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Roughly speaking, a model is smooth when the variety that it defines in the parameter space can be approximated
everywhere by a linear variety (see [6]); only when this property is satisfied, the asymptotic distribution of the likelihood
ratio has the usual chi square distribution. Different approaches may be used to establish whether a given model is smooth:
(i) check whether the model belongs to a family of smooth graphical models, (ii) check whether the model belongs to the
family of complete and hierarchical marginal parameterizations as described, for instance, by [7] or (iii) check whether
the algebraic variety defined by the model contains no singularities. The problem with the first approach is that the class
of independence models which can be represented by graphs is limited [10, p. 51]; algebraic methods are powerful, but
can be used only on problems of limited size in terms of number of parameters. The problem with the approach based on
hierarchical and complete marginal log–linear parameters introduced by [4] is that it provides only sufficient conditions for
smoothness: having established that the model is non hierarchical does not imply that it is non smooth [7].
On the other hand, [4, Theorem 3] show that for any model based on a set of marginal log–linear parameters which is
not complete (i.e. the same interaction is defined in two or more different marginals), there is at least a point of singularity
in the parameter space. Here is a known example where this happens.
Example 1. Suppose that X1yX2 and X1yX2 | X3; it is well known [4, Example 7] that the model is non smooth. Here
completeness is violated because the first independence require that the log–linear interaction {X1, X2} must be set to 0
in the {X1, X2}marginal while the second independence requires that the same interaction must be set to 0 in the full joint
distribution.
In the following example, due to [9], though completeness is satisfied, no hierarchical parameterization exists (see
[7, Example 10]); however, in the binary case, M. Drton (personal communication) has suggested an algebraic argument
to prove that the model is smooth.
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Example 2. Let X1yX2 | X3, X2yX3 | X4 and X2yX4 | X1. The problem here is that the {X2, X3} interaction belongs to the
{X1, X2, X3}marginal but has to be constrained in the {X2, X3, X4}marginal, the {X2, X4} interaction belongs to the {X2, X3, X4}
marginal but has to be constrained in the {X1, X2, X4} marginal and the {X1, X2} interaction belongs to the {X1, X2, X4}
marginal but has to be constrained in the {X1, X2, X3} marginal. This is a loop in the sense that, for any ordering of the
three marginals, each one contains an interaction which has to be constrained to 0 in the next.
One way of determining whether models like Example 2 (additional instances will be given in Section 3) are
smooth would be to provide an algorithm for reconstructing a compatible probability distribution from the marginal
log–linear parameters and show that the algorithm always converge to a unique solution and, at each step, is based on
a diffeomorphism. We propose such an algorithm and study its convergence properties by applying fixed point theorems
(see for example [5, p. 297]); our algorithm requires updating a small set of key probabilities and is such that, once these
probabilities are known, the joint distribution is uniquely determined. Convergence and uniqueness depend on properties
of the matrix of derivatives of these key probabilities in one step relative to the same probabilities in the previous step; we
exploit exponential family results to derive an explicit expression for the Jacobianmatrix of the algorithm. Convergence to a
unique solution is ensured when the spectral radius (maximum absolute value of the eigenvalues) of the Jacobian is strictly
less than 1 everywhere in the parameter space. In the artificial case of models involving only two marginals, we prove that
any such algorithm always converges to a unique solution. With models involving several marginals, where we are unable
to determine an explicit upper bound for the spectral radius, we provide an efficient numerical test for checking that the
derivative matrix has spectral radius less than 1 everywhere in the parameter space with probability arbitrarily close to
1; this numerical test is applied to a few interesting examples of complete non hierarchical models which, once properly
implemented, turn out to be smooth.
In Section 2, we introduce basic notations, review relevant results on exponential family and themixed parameterization
and derive new results concerning the derivative matrix for the mixed parameterization. In Section 3, we describe the
reconstruction algorithm, analyze its convergence properties and prove that any conditional independencemodel involving
two marginals is smooth. In Section 4, we illustrate a numerical test for assessing smoothness and apply to several
examples.
2. Preliminary results
2.1. Notations
Consider the joint distribution of d discrete random variables where Xj, j = 1, . . . , d, takes values in (1, . . . , rj). For
conciseness, we denote variables by their indices and use capitals to denote non-empty subsets of V = {1, . . . , d}; such
subsets will determine the variables involved either in a marginal distribution or in an interaction term. The collection of all
non-empty subsets of a setM ⊆ V will be denoted by P (M). The distribution of variables in V is determined by the vector
of joint probabilities p, of dimension t = d1 rj its entries, in lexicographic order, correspond to cell probabilities and are
assumed to be strictly positive. For anyM ∈ P (V ), let p(M) denote the vector of probabilities for the marginal distribution
of the variables Xj for j ∈ M , with entries in lexicographic order.
Log–linear parameters for an arbitrary margin (including the joint), may be defined as follows. For any I ∈ P (M), the
vector of log–linear interaction parameters will be denoted by η(I,M) and can be computed as
η(I,M) = H(I,M) log p(M), (1)
whereH(I,M) is a suitablematrix of

i∈I(ri−1) linearly independent row contrasts; let also η(M) = H(M) log p(M) denote
the vector obtained by stacking the η(I,M) components one below the other in lexicographic order relative to I ∈ P (M).
Under multinomial sampling, η(M) defines a vector of variation independent canonical parameters for p(M). Let G(M) be
any right inverse of H(M), then (1) for all I ∈ P (M) gives the reconstruction formula
p(M) = exp[G(M)η(M)]
1′ exp[G(M)η(M)] . (2)
A formal definition ofH andG basedon the adjacent logit parameterization (see for example [7, p. 2520]) is given inAppendix.
Within the distribution in M , the vector of mean parameters µP (M) [2, p. 121] is the expected value of the sufficient
statistics for η(M) in a sample of size 1 and equals
µP (M) = G ′(M)p(M);
there is a diffeomorphism between µP (M) and η(M). Because each row of H(M) corresponds to a column of G(M), we may
define µ(I) = G(I,M)′p(M) to be the collection of mean parameters for a given interaction.
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Example 3. To fix ideas, suppose thatM = {1, 2}, and that the first variable is binary and the second has 3 categories. The
H,G matrices for the adjacent logit parameterization are given below
H(M) =

−1 0 0 1 0 0
−1 1 0 0 0 0
0 −1 1 0 0 0
1 −1 0 −1 1 0
0 1 −1 0 −1 1
 , G(M) =

0 0 0 0 0
0 1 0 0 0
0 1 1 0 0
1 0 0 0 0
1 1 0 1 0
1 1 1 1 1
 .
The first row of H(M) defines the logit of X1 when X2 is set to its initial category, the next two rows define the logits of X2
when X1 is set to its initial category and the last two rows determine the log-odds ratios. Note also that the elements of the
vector µP (M) = G(M)′p(M) is made of marginal and joint survival probabilities.
2.2. Results on the mixed parameterization
We summarize some known results from [2, p. 121–122] and then give some new ones which are relevant in the
following.
Definition 1. For an arbitrary marginM , let (U,V) be a partition of the collection of interaction terms I ∈ P (M); the pair
of vectors [ηU(M),µV], where ηU(M) = (η(I,M), I ∈ U) is composed of canonical parameters, andµV = (µ(I), I ∈ V) is
composed of mean parameters, constitute amixed parameterization of the marginal distribution p(M).
Lemma 1. For any mixed parameterization, there is a diffeomorphism between the vector of mean parameters µP (M) and the
pair of vectors [ηU(M),µV]; in addition, the two components are variation independent.
The numerical algorithm for reconstructing p(M) from [ηU(M),µV] described in Appendix is a faster alternative to the
usual IPF algorithm.
Example 4. Consider again the previous example; a mixed parameterization for the marginal distribution {1, 2} is the
following:
log(p1,2)− log(p1,1) log(p1,3)− log(p1,2) p2,+ p2,2 + p2,3 p2,3
where the first two elements are log–linear parameters and the remaining three are mean parameters.
Let (M) = diag[p(M)] − p(M)p(M)′ denote the derivative of t = exp(s)/[1′ exp(s)] with respect to s′. The following
lemma states new results useful in the following:
Lemma 2.
F(M) = ∂µP (M)
∂η(M)′
= G(M)′(M)G(M),
is the covariance matrix of a collection of distinct binary variables and thus is positive definite.
Proof. The expression for F(M) follows by differentiating µP (M) = G(M)′p(M) and using (2). With the adjacent logit
parameterization G(M) is a full rank design matrix whose columns are vectors of 0’s and 1’s, let x, y be any two distinct
columns of G(M), they define two binary variables, say X, Y , with E(X) = x′p(M), E(Y ) = y ′p(M). In addition,
x′(M)y = x′diag[p(M)]y − x′p(M)p(M)′y = E(XY )− E(X)E(Y );
this is the covariance of x, y. Thus, if the elements of p are all strictly positive, it follows that F(M) is positive definite. 
Any two subsets of interactionsH,K ⊆ P (M) determine two collections of binary random variables and a block in the
covariance matrix F(M). The lemma below shows that these covariances may be computed from the joint distribution V
and is useful for relating covariances defined across different marginals. Let GH (M) be the design matrix within M for the
set of interactions H ∈ H ⊆ P (M).
Lemma 3. Let H,K ⊆ P (M); then
GH (M)′(M)GK(M) = GH (V )′(V )GK(V ).
Proof. Let L be the matrix such that p(M) = Lp(V ) and let s be the ratio between the length of p(V ) and that of p(M).
Because L′L/s is the projection matrix onto the space spanned by the columns of GM(V ) withM = P (M), it follows that,
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ifH ⊆ P (M), then (L′L/s)GH (V ) = GH (V ); in addition,GH (M) = LGH (V )/s and(M) = L(V )L′, then the result follows
because
GH (M)′(M)GK(M) = GH (V )′(L′L/s)(V )(LL/s)GK(V ). 
The main result of this section is contained in the next lemma.
Lemma 4. Let U ⊆ P (M) and V = P (M) \U define a mixed parameterization; for fixed ηU(M), by omitting reference to M
to save space, we have
∂µU
∂µ′V
= FU,VF−1V,V . (3)
Proof. Recall the following intermediate results
∂

µU
µV

∂

η′U η
′
V
 = FU,U FU,VFV,U FV,V

,
∂

ηU
µV

∂

η′U η
′
V
 =  I 0FV,U FV,V

;
the equation on the left is an expansion of the derivative of µ with respect to η and the one on the right uses the fact that
(∂ηU)/(∂ηV) is a matrix of 0’s because the two components, being canonical parameters, are variation independent. By the
derivative of the inverse function we then have
∂

µU
µV

∂

η′U µ
′
V
 = FU,U FU,VFV,U FV,V

I 0
−F−1V,VFV,U F−1V,V

=

FU,U − FU,VF−1V,VFV,U FU,VF−1V,V
0 I

. 
The last matrix above has four blocks: (i) the one in the bottom right is an identity matrix because µV is fixed, (ii) the one
on the bottom left is a matrix of 0’s becauseµV and ηU are variation independent, (iii) the one on the top left, as noted by a
referee, is the Schur complement of FV,V .
2.3. Complete and hierarchical marginal parameterizations
The following definitions were given by [4]; see also [7] for discussion. A marginal log–linear parameterization may
be defined by first selecting a non decreasing sequence of marginals, M1, . . . ,Ms and then Jm, the collection of log–linear
interactions defined within Mm (m = 1, . . . , s). Let ηJm(Mm) be the vector of log–linear interactions defined within Mm,
these are stacked one below the other in η.
Definition 2. The vector of marginal parameters η is called complete if (i)
s
1 Jm = P (V ) and (ii) Jh ∩Jk = ∅ for all h ≠ k.
In words, each interaction is defined in one and only one marginal.
Definition 3. The vector of marginal parameters η is called hierarchical if the log–linear interactions that belong to P (Mm)
are defined withinMm or within one of the preceding marginals.
Definition 4. When there is a set of marginals where the above condition is violated for any non decreasing permutation of
its elements, we say that it is a loop.
The loops considered is this paper are such that eachmarginal borrows interactions from the next and the last from the first.
3. A reconstruction algorithm for marginals in a loop
One way to prove that a complete and hierarchical marginal log–linear parameterization is smooth [3, Theorem 1]
consists in starting from the log–linear parameters inM1 and add, one at a time, those of the next marginal in the sequence
M2, . . . ,Ms and show that, at each step, by a mixed parameterization, there is diffeomorphism between the collection
of mean parameters and the corresponding collection of log–linear parameters. Let Dm = m1 Ji denote the collection
of log–linear parameters defined in marginals up to Mm; when the parameterization is non hierarchical within the loop
Mh,Mh+1, . . . ,Mh+t , the above argument works up toMh−1 and implies that there is a diffeomorphism between ηDh−1 and
µDh−1 .
A. Forcina / Journal of Multivariate Analysis 106 (2012) 49–56 53
Table 1
Mixed parameterization and key interactions for Example 5.
Mm Jm P (Mm) \ Jm Km
{1, 2, 3} {{1, 3}, {1, 2, 3}} {3, 2, {2, 3}, 1, {1, 2}} –
{1, 2, 5} {{1, 2}, {1, 2, 5}} {5, 2, {2, 5}, 1, {1, 5}} {1, 2}
{1, 4, 5} {{1, 5}, {1, 4, 5}} {5, 4, {4, 5}, 1, {1, 4}} {1, 5}
{1, 3, 4} {{1, 4}, {1, 3, 4}} {4, 3, {3, 4}, 1, {1, 3}} {1, 4}
Toprove that amodel based on anonhierarchical parameterization is smooth, one could design an algorithmbased on the
mixed parameterization that reconstructs themean parameters of themarginals within a loop from themarginal log–linear
parameters and show that the algorithm always converges to a unique solution; this would imply that themapping between
η and µ is a diffeomorphism and any model defined by constraining to 0 elements of η is a curved exponential family. The
structure of such an algorithm is described below.
Let a loop be made ofMh, . . . ,Mh+t ; form = h+ 1, . . . , h+ t , letKm = P (Mm−1) ∩ Jm be the collection of log–linear
interactions which belong to P (Mm−1) but are defined within Mm, withK = h+th+1Km. The mean parameters in µK are
kind of key parameters in the sense that, once a set of compatible values for µK is given, the marginal distributions in
Mh, . . . ,Mh+t are uniquely determined by the mixed parameterization. The following example may help to fix ideas.
Example 5. Consider the model defined by the collection of independences: 1y3 | 2, 1y2 | 5, 1y5 | 4, 1y4 | 3; the
induced list of marginals constitute a loop. Table 1 lists the components of the mixed parameterizations used within the
loop, where Jm denotes log–linear parameters and P (Mm) \ Jm mean parameters. We assume that the interactions not
involved in the independence statements are defined within marginals preceding the first marginal in the loop, that is
Dh−1 = {1, 2, 3, 4, 5, {2, 3}, {2, 5}, {3, 4}, {4, 5}}.
A reconstruction algorithm within a loop may be based on the following steps.
Initialization steps Form = h, h+1, . . . , h+ t−1, partitionP (Mm) intoUm = Jm ∪Km+1 andVm = P (Mm) \Um, that
is, modify the parameterization into a hierarchical one, set the missing parameters ηKm+1(Mm) to 0 and determine
a first guess for µP (Mm) by a mixed parameterization which combines ηUm(Mm) and µVm .
Iteration steps Once the marginals in Mh,Mh+1, . . . ,Mh+t−1 have been visited at least once, so that an initial guess for
µK is available, at each new step compute an updated guess for the marginal distribution in Mm by a mixed
parameterization that combines ηJm(Mm), the true log–linear parameters, with µV , where V = P (Mm) \ Jm,
this vector includes estimates of the elements of the key parameters to be updated till convergence.
Essentially, during the iteration steps, the estimate ofµKm is updated withinMm as a function ofµKm+1 computed in the
previous cycle if m < h + t or as a function of µKh+1 if m = h + t . A full cycle of the algorithm consists in updating µˆ(s−1)K
into µˆ(s)K . If we assume that η is a compatible vector of log–linear parameters, the algorithm defines a fixed-point equation
x = 9(x) (4)
for some x ∈ X, the space where µK can vary.
3.1. Convergence of the algorithm
We first recall that a fixed point function9 is a contraction if there exists a constant k < 1 such that
∥9(xa)− 9(xb)∥ ≤ k∥xa − xb∥ (5)
for any xa ≠ xb ∈ X. Given a square matrix D, let ρ(D) denote its spectral radius, that is the maximum of the absolute value
of its eigenvalues; recall the following lemma.
Lemma 5. A sufficient condition for 9 to be a contraction is that
ρ(D) = ρ

∂9(x)
∂x′

< 1.
Proof. Follows from the mean value theorem applied to (5), the multiplication property of a matrix norm and the fact that
the spectral radius is the greatest lower bound for any matrix norm (see [8, pp. 290,297]). 
Theorem 1. If the marginal parameters are compatible, so that (4) has at least a solution inX and ρ(D) < 1 for any p whose
elements are strictly positive, the solution is unique and the sequence x0, x1, . . . obtained by choosing x0 ∈ X and xs = 9(xs−1)
always converges to the solution. At convergence, when the updated value of µK coincides with the true value, there will be a
diffeomorphism between marginal log–linear parameters and mean parameters.
Proof. Because we can assume that there is at least a compatible solution inside the parameter space, uniqueness and
convergence follows easily (see for instance [1, Theorem 1.1]). The argument in [3, Theorem 1] can now be applied to show
that the mapping is a diffeomorphism. 
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Table 2
Key interactions and their dependence structure for Example 6.
Mm Jm Km Am
Mh {{1, 2}, 1, 2, 3}} – {2, 3}
Mh+1 {{2, 3}, {2, 3, 4}} {2, 3} {3, 4}
Mh+2 {{3, 4}, {3, 4, 5}} {3, 4} {4, 5}
Mh+3 {{4, 5}, {1, 4, 5}} {4, 5} {1, 5}
Mh+4 {{1, 5}, {1, 2, 5}} {1, 5} {1, 2}
Table 3
Key interactions and their dependence structure for Example 7.
Mm Jm Km
Mh {{1, 2}, {2, 3}, {1, 2, 5}, {1, 2, 3}, {2, 3, 5}, {1, 2, 3, 5}} –
Mh+1 {{1, 3}, {3, 4}, {1, 3, 5}, {1, 3, 4}, {3, 4, 5}, {1, 3, 4, 5}} {{1, 3}, {1, 3, 5}}
Mh+2 {{4, 5}, {2, 4}, {1, 2, 4}, {1, 4, 5}, {2, 4, 5}, {1, 2, 4, 5}} {{4, 5}, {1, 4, 5}}
3.2. The one step ahead Jacobian
An analytic expression for D may be obtained by noting that, for m ∈ (h + 1, . . . , h + t − 1),µKm is updated within
Mm as a function of µKm+1 computed within Mm+1 in the previous cycle of the algorithm; an expression for each of these
derivatives is provided by (3). Instead,µKh+t is updated inMh+t as a function ofµV,V = Jh ∩P (Mh+t) updated withinMh
in the current cycle; these mean parameters are functions ofµKh+1 updated in the previous cycle; this composite derivative
may be computed by applying (3) twice. All other entries ofD are 0. The following example should help clarify the procedure.
Example 6. Consider the model: 1y2 | 3, 2y3 | 4, 3y4 | 5, 4y5 | 1 and 5y1 | 2. The sequence of margins
Mh = {1, 2, 3},Mh+1 = {2, 3, 4},Mh+2 = {3, 4, 5},Mh+3 = {1, 4, 5},Mh+4 = {1, 2, 5} constitute a loop. If we set
Dh−1 = {1, 2, 3, 4, 5, {1, 3}, {2, 4}, {3, 5}, {1, 4}, {2, 5}}, the structure of the Jm,m = h, . . . , h+ 4 is uniquely determined
by assigning to each marginal all the interactions involved in the corresponding independence statement. Table 2 lists the
elements of Jm,Km and those of Am = P (Mm) ∩ Jm+1 defined in the next marginal; the updated value of µP (Mm) is a
function ofµAm determined in the next marginal in the loop. The non zero elements of the Jacobian Dmay be computed by
applying (3): ∂µ{2,3}/∂µ′{3,4}, ∂µ{3,4}/∂µ
′
{4,5}, ∂µ{4,5}/∂µ
′
{1,5}, ∂µ{1,5}/∂µ
′
{2,3} = ∂(µ{1,5}/∂µ{1,2})′(∂µ{1,2}/∂µ{2,3})′.
The following example involves a smaller number of marginals but has a more complex structure.
Example 7. Consider the model defined by 1y2 | (3, 5), 1y3 | (4, 5) and 4y5 | (1, 2). These independences may be
implemented by parameterizing the marginalsMh = {1, 2, 3, 5},Mh+1 = {1, 3, 4, 5},Mh+2 = {1, 2, 4, 5}which constitute
a loop as outlined in Table 3. It is convenient to setDh−1 = {1, 2, 3, 4, 5, {1, 4}, {1, 5}, {2, 5}, {3, 5}}. Here the Jacobian has
two blocks on the main diagonal which are 0; those on the counter diagonal may be computed from (3) and are given by
∂µ{{1,3},{1,3,5}}/∂µ{{4,5},{1,4,5}} and
∂µ{{4,5},{1,4,5}}
∂µ{{1,3},{1,3,5}}
= ∂µ{{4,5},{1,4,5}}
∂µ{{1,2},{1,2,5}}
∂µ{{1,2},{1,2,5}}
∂µ{{1,3},{1,3,5}}
.
3.3. Loops of two margins
When a loop is made of two margins, the only set of key parameters, say µK , are those missing from the first marginal
and updated in the second; their estimated value is a function of themean parameters updated in the first marginal, sayµH ,
that belong also to the second. Then, by using (3) twice, the one-step ahead Jacobian has the simple form
D = ∂µK
∂µ′H
∂µH
∂µ′K
= FK,HF−1H,HFH,KF−1K,K .
Lemma 6. The reconstruction algorithm involving only two marginals has a Jacobian with spectral radius strictly less than 1 for
any p with strictly positive entries.
Proof. Being covariance matrices, FH,H and FK,K are both positive definite as long as the entries of p are strictly positive;
let A = FK,K and B = FK,HF−1H,HFH,K and note that A−B, being the residual variance in a linear regression, is also positive
definite. Then Theorem 7.7.3 in [8] implies that ρ(D) = ρ(BA−1) < 1. 
Example 8. With three variables let {1, 2} be defined in the {1, 2} marginal and all the rest in {1, 2, 3}. If we start
reconstruction from {1, 2, 3},K = {1, 2} is the only missing interaction defined in the other marginal; when we move
to the {1, 2}marginal,H = {{1}, {2}}must be borrowed from the {1, 2, 3}marginal.
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3.4. Application to cyclic directed graphs
Loops of margins arise also in the parameterization of cyclic directed graphs, a simple case is outlined below. More
complex models could be handled in a similar way, with each cycle of the graph making a loop.
Example 9. Suppose that, in a context of three variables, we are interested inmodeling the dependence of X1 | X2, of X2 | X3
and of X3 | X1. This may be implemented by defining {1, {1, 2}} in M1 = {1, 2}, {2, {2, 3}} in M2 = {2, 3}, {3, {1, 3}} in
M3 = {1, 3} and {1, 2, 3} in M4 = {1, 2, 3}. Clearly, the first three marginals constitute a loop withK = {{2}, {3}}. In the
reconstruction algorithm, µ2 is a function of µ3 and µ3 is a function of µ1 which, in turn, is a function of µ2.
4. A numerical test
Apart from loops with only two marginals, to determine an upper bound for ρ(D) seems to be a difficult task. However,
because ρ(D) is a continuous function of its entries and thus of p, if, for some p0 not on the boundary, ρ[D(p0)] ≥ 1, there
must be a full dimensional neighborhood of points p such that for all ∥p − p0∥ < ε, ρ[D(p)] ≥ 1 − ϵ, where ϵ, ε are both
positive and close to 0. As a partial substitute for an exact result, we suggest performing the following numerical test:
(i) sample a large number of points pwith strictly positive entries,
(ii) for each p check whether ρ(D) ≥ 1− ϵ;
if no instance is found, themodel is likely to be smooth. In practice, for the examples presented in this paper, we sampled 50
thousand points with ϵ = 10−12 from a uniform U in (0, 1), a U1/5 and a U8, always scaled to sum to 1 and no point where
ρ(D) ≥ 1− ϵ could be detected. The test is quite fast: even for the examples with 5 variables and three categories each, the
test takes only a couple of minutes.
Evidence that the method is reliable is provided by the fact that, if we design a similar algorithm for Example 1, whose
parameterization is known for being non smooth, plenty of points where ρ(D) > 1 are quickly detected. However, knowing
that ρ(D) > 1 for a given p does not imply that there is a singularity in p; to reach such a conclusion we need to check,
in addition, that the Jacobian of the mapping ∂η/∂µ′ is singular. However, if in Example 1 we sample points p within the
subset of complete independence, which coincides with the set of singular points, the Jacobian of the model is singular and
the Jacobian of the reconstruction algorithm seems to be always greater than 1.
A collection ofMatlab functions that perform the numerical test and additional tasks related to the results of this paper
are described in the supplementary material and are available on a web site.
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Appendix A
A.1. The G and H matrices
Omit for simplicity specification of the reference marginal, then H(I) =j∈M H(I, j)where
H(I, j) =

0rj−1 Irj−1
− Irj−1 0rj−1 if j ∈ I
1, 0′rj−1

otherwise.
As concerns G(I), let
G(I) =

j∈M
G(I, j), G(I, j) =

Tj if j ∈ I
1rj otherwise,
where Tj is the matrix obtained by removing the first columns from a rj × rj lower triangular matrix of 1’s.
A.2. A Newton algorithm for the mixed parameterization
Given

ηU(M) µV

and ηV(M)(s), the value after s steps, reconstruct the marginal probabilities
p(M)(s) = exp[GUηU(M)+ GVηV(M)
(s)]
1′ exp[GUηU(M)+ GVηV(M)(s)]
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and update the mean parameters
µ
(s)
V = GV(M)′p(M)(s);
then perform a Newton step
ηV(M)
(s+1) = ηV(M)(s) + [F (s)V,V]−1[µV − µ(s)V ]
and iterate to convergence.
Appendix B. Supplementary data
Supplementary material related to this article can be found online at doi:10.1016/j.jmva.2011.11.009.
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