The heat pulse method is widely used to measure water flux through plants; it works by using the speed at which a heat pulse is propagated through the system to infer the velocity of water through a porous medium. No systematic, non-destructive calibration procedure exists to determine the site-specific parameters necessary for calculating sap velocity, e.g., wood thermal diffusivity and probe spacing. Such parameter calibration is crucial to obtain the correct transpiration flux density from the sap flow measurements at the plant scale and subsequently to upscale tree-level water fluxes to canopy and landscape scales. The purpose of this study is to present a statistical framework for sampling and simultaneously estimating the tree's thermal diffusivity and probe spacing from in situ heat response curves collected by the implanted probes of a heat ratio measurement device. Conditioned on the time traces of wood temperature following a heat pulse, the parameters are inferred using a Bayesian inversion technique, based on the Markov chain Monte Carlo sampling method. The primary advantage of the proposed methodology is that it does not require knowledge of probe spacing or any further intrusive sampling of sapwood. The Bayesian framework also enables direct quantification of uncertainty in estimated sap flow velocity. Experiments using synthetic data show that repeated tests using the same apparatus are essential for obtaining reliable and accurate solutions. When applied to field conditions, these tests can be obtained in different seasons and can be automated using the existing data logging system. Empirical factors are introduced to account for the influence of non-ideal probe geometry on the estimation of heat pulse velocity, and are estimated in this study as well. The proposed methodology may be tested for its applicability to realistic field conditions, with an ultimate goal of calibrating heat ratio sap flow systems in practical applications.
Introduction
The sap flow method has long been used to measure transpiration by invidual plants (Marshall 1958; Swanson and Lee 1966; Cermak et al. 1973; Swanson and Whitfield 1981; Barrett et al. 1995; Burgess et al. 2001; Kluitenberg and Ham 2004) , and it has a history of applications in hydrology, forestry, ecology, agriculture and horticulture (Cohen et al. 1988; Cohen and Li 1996; Eastham and Gray 1998; Fernandez et al. 2001; Wilson et al. 2001 ). The transpiration measured at an individual tree provides sound evidence for studying the plant's response to ambient stresses or to disturbances such as drought and irrigation (Cermak et al. 1993; Dye 1996; Oren et al. 1999; Duursma et al. 2008; Poyatos et al. 2008; West et al. 2008) , and it can be used to upscale the transpiration of individual trees to areal transpiration in complex topography, where the eddy covariance method tends to fail (Granier et al. 1996; Saugier et al. 1997; Cienciala et al. 1999; Cermak et al. 2004; Crosbie et al. 2007; Whitley et al. 2008) . The sap flow method has contributed significantly to studies of nighttime transpiration Fisher et al. 2007) and hydraulic redistribution in the root zone (Burgess et al. 2000; Kurz-Besson et al. 2006; Nadezhdina et al. 2006; Scott et al. 2008) , both of which are important for understanding plant water use in semiarid regions. A recent special issue of Plant and Soil (Burgess 2008 ) provides a comprehensive review of new developments and applications of the sap flow method.
In general, there are three major thermometric techniques that could be used to measure sap flow: heat pulse, heat balance and heat dissipation. In all the three techniques, heat is used as a tracer, but in different ways. With the heat pulse technique, the sap flow rate is measured by determining the speed at which a short heat pulse propagates through the porous medium. With the heat balance technique, the sap flow rate is determined from the vertical heat loss by convection, which is calculated from the balance of heat fluxes into and out of the heated stem section; heat can either be externally applied to the entire circumference of the trunk or be internally applied to a segment of the trunk on large trees. Finally, with the thermal dissipation technique, which is often known as the Granier method (Granier 1985) , an empirical equation is used to relate the sap flow rate and temperature difference between two thermocouple probes that are about 10 cm apart, and constant power is applied to the heater that is placed together with the thermocouple probe on the top. We refer readers to the work of Smith and Allen (1996) for a review of the underlying theories of these techniques, to Swanson (1994) for a review of the history of their use and to Steppe et al. (2010) for an intercomparison of their accuracy.
This paper focuses on the heat pulse technique, which has the advantages of requiring low power consumption, simple instrumentation and minor intrusion, and is amenable to automated data collection. Green et al. (2003) provide a detailed review of its underlying theory and practical applications. Among the variations of the heat pulse technique, the heat ratio method introduced by Burgess et al. (1998) has been widely applied in various fields due to its ability to detect low and reverse flow rates and the simple instrumentation it requires (Burgess et al. 2001) . The apparatus for the heat ratio method consists of a pair of thermocouple probes located equidistantly upstream and downstream from a heating element as shown in Figure 1 .
When measuring the sap velocity using the heat ratio method, it is critical to determine the thermal diffusivity of the wood matrix and the distances of the thermocouple probes from the heater probe. While thermal diffusivity may be estimated from the core samples of the sapwood or calculated from measurements of stem water content and sapwood density (e.g., Burgess et al. 2001; Scott et al. 2008 ), many studies do not report how thermal diffusivity values are determined. Given the exact probe spacing, the wood thermal diffusivity can be estimated using the methodology developed by the soil science community to determine soil heat properties using the heat pulse technique (Bristow et al. 1994 (Bristow et al. , 2001 Campbell et al. 1991) . Nevertheless, the exact spacing and geometry of the probes cannot be guaranteed in practice even when the probes are carefully installed, due to the nature of the wood matrix. This problem is especially prevalent in hardwood species such as oak and maple. Considering the fact that the estimation of sap flow rates is sensitive to the probe spacing (e.g., a 1-mm error in probe spacing can cause >10% difference in the estimated sap flow rates), Burgess et al. (2001) suggest a procedure for correcting the error arising from probe misalignment. However, it depends on obtaining zero-flow conditions, which are either assumed to happen at night or could be achieved by cutting down trees. As destructive sampling is frequently not an option and nocturnal transpiration is found present in conditions of high vapor pressure deficit ), this procedure is inappropriate in many circumstances. Therefore, an in situ and non-destructive approach is needed to determine both the wood thermal properties and the probe geometry, in order to improve the accuracy of the sap flow measurements with the heat ratio method.
Given the challenges associated with the sap flow measurement techniques, we set the objective of our study to provide a systematic, non-destructive and replicable methodology to determine wood thermal diffusivity and probe geometry for the Statistical method for estimating wood thermal diffusivity and probe geometry 1459 Downloaded from https://academic.oup.com/treephys/article-abstract/32/12/1458/1730900 by guest on 27 December 2018 sap flow measurements using the heat ratio apparatus as shown in Figure 1 . The estimation of these parameters is performed through inverse modeling on time series of downstream and upstream temperature increases (referred to as temperature response curves) following the release of a heat pulse by the heater probe; the response curves are controlled by the combination of wood thermal diffusivity, probe geometry and convective velocity. A Bayesian inversion framework with a Markov chain Monte Carlo (MCMC) sampling scheme is chosen for its strengths in incorporating uncertainty from multiple sources and in combining prior knowledge of the parameters to be estimated (Clark 2005; Clark and Gelfand 2006) . This approach enables direct quantification of uncertainty by providing stochastic realizations of the estimated parameters. While inverse modeling techniques, including those based on Bayesian statistics, have been extensively applied in groundwater literature (e.g., Mclaughlin and Townley 1996; Woodbury and Rubin 2000; Vrugt et al. 2008; Murakami et al. 2010; Rubin et al. 2010) , inferring unknown parameters using indirect data has not received much attention in forestry. The primary advantage of the proposed methodology is that it relies on the information that can be obtained using the installed probes without any further disturbance to the tree.
Materials and methods

Site information and data acquisition
Our experimental site is located on the lower foothills of the Sierra Nevada Mountains, near Ione, CA, USA (latitude: 38.4311°N; longitude: 120.966°W; altitude: 177 m). The mean air temperature of the region is 16.6 °C and the mean annual precipitation is ~560 mm, most of which occurs between October and May (Baldocchi et al. 2004; Ma et al. 2007 ). The uneven seasonal distribution of precipitation leads to a wet, cold winter and a dry, hot summer at the study site.
The ecosystem is an oak savanna woodland with scatterings of gray pine trees. The dominant woody species at the site is blue oak (Quercus douglasii Hooker & Arnott) with an average height of 9.3 ± 4.3 m (Chen Q et al. 2008) . The oak trees leaf out in the spring (around day 90), rapidly reach full photosynthetic potential and senesce in the late autumn (Xu and Baldocchi 2003) .
The heat ratio apparatus consists of three 3-cm-long hypodermic needles, two of which are temperature probes and one of which is a heater probe with a resistance ~20 Ω. On each temperature probe, there are two thermocouple junctions installed at two different depths, 1 and 2.5 cm into the sapwood, respectively, to capture the radial variation of sap flow. The upstream and downstream temperature probes were installed as close as possible to 0.6 cm equidistant from the central heater probe. Each tree had two sets of sensors, one at breast height (~1.5 m from the ground) and the other near its base (~0.3 m from the ground). Both sets were installed on the north sides of trees when possible, to minimize the influence of diurnal bole temperature fluctuation, and all sensors were covered with aluminum foil.
For each test, a voltage of 12-15 V was applied to the heater probe for 6 s to generate the heat pulse. Temperature traces were recorded every 2 s until 100 s after the heat pulse ended. The temperature increases were calculated by subtracting the initial temperature, taken before the onset of the heat pulse, from the temperature traces. Such tests were repeated during different seasons to account for changes in the wood thermal diffusivity due to seasonal changes in stem water content and in ambient temperature.
Theoretical background of heat ratio method
Wood is considered a porous medium composed of cellulose (a solid fraction forming the vessel walls) and sap (a liquid filling the void space). Assuming that the sap liquid is moving vertically and uniformly in the x direction (see Figure 1 ) in thermally homogeneous and isotropic wood, heat transfer by conduction and convection can be described using the following equation (Carslaw and Jaeger 1959) :
where T is the temperature change from initial temperature, t is the time, κ is the thermal diffusivity of the wood matrix, x, y and z are the space coordinates and δ( . ) is the Dirac function. The heat pulse velocity, v h , is related to the sap velocity v s , by the following equation defined by Marshall (1958) :
where a is the fraction of the cross-sectional area of sapwood occupied by moving sap streams, and ρ and c are density and specific heat capacity, with the subscripts s and w referring to sap and wood matrix, respectively. The volumetric sap flux density per unit cross-sectional area of sapwood can be given by J s = av s . Marshall (1958) derived an analytical solution to Eq. (1) by considering an instantaneous heat release in an infinite medium at uniform initial temperature by an infinite line source that was placed along the z direction and passing through the point (x,y) = (0,0). The solution is
where q is the amount of heat released per unit length.
If temperature increases are measured at two points spaced equidistantly downstream and upstream from the line source, the heat pulse velocity can be derived from Eq. (3) using
where x d and x u are the distances between the heater and the downstream and upstream temperature probes, respectively (see Figure 1) , and T d and T u are temperature changes measured by the downstream and upstream temperature probes, respectively. In this formulation, x u is negative because the x coordinate of Eq. (3) has an origin at the heater probe and points downstream. Equation (4) forms the basis of the heat ratio method for sap flow measurements (Burgess et al. 2001) . However, the assumptions employed for the derivation of Eqs. (3) and (4) are routinely violated in real applications. For instance, the sapwood depth and heater probe length are of finite dimensions rather than being infinitely deep or long. Other analytical solutions that relax some of these assumptions were studied by Chen (2009) , who demonstrated that the difference between Marshall's idealized solution and other solutions with more realistic assumptions is often small for times >60 s following the onset of heat pulse.
Furthermore, in practice the probe geometry can depart from the ideal alignment assumed to derive Eq. (4) 
Both equations yield an R 2 value of 0.999. It is noted that the regression equations are only valid for wood with homogeneous and isotropic thermal diffusivity, and the heat pulse velocities calculated using Eqs. (5)- (7) need to be corrected for wounding effects following Burgess et al. (2001) , before converting them to sap velocities.
Parameter estimation method
Here we discuss how to determine the parameters for calculating the uncorrected heat pulse velocity (v h ), the wood matrix thermal diffusivity (κ) and the geometry of probe installation (x d , x u , y d and y u ). The empirical factors B 0 and B 1 are determined by probe geometry using Eqs. (6) and (7). Given a set of heat response curves taken downstream and upstream as shown in Figure 2 , it is assumed that they can be described by Marshall's analytical solution with the heat pulse velocity determined from Eq. (5). The ratio between the temperature increases downstream and upstream is calculated from the temperature increases measured over a period of 60-100 s following the release of the heat pulse; a Gaussian noise term (with a mean of zero and standard deviation of 5% of the measured ratio) is added to simulate the measurement error in practice. Then, the parameters are estimated on the basis of likelihood function that measures goodness-of-fit to the timeseries data. In order to quantify the uncertainty involved in measured heat response curves and to facilitate the uncertainty analysis using the derived parameters, we used a Bayesian inversion technique, the basis of which is the Bayes' theorem given by:
where the boldfaced fonts are used for vectors, and uppercase and lower-case letters represent random variables and their realizations, respectively. M is the parameter vector of dimension p that is to be estimated and d* is a vector or matrix of observed data. f M (m) is the prior probability density function (pdf) of M, which reflects our knowledge of model parameters before taking any information from the observed data, f D|M (d*|m) is the likelihood of observing d* given model parameters, and f M|D (m|d*) is the posterior pdf of M after accounting for information contained in the observed data. Specifically, the parameters we are estimating in this study are m = {κ, x d , x u , y d , y u } and the observed data are heat response curves taken downstream and upstream as shown in Figure 2 .
Given the likelihood function and the prior distribution of the model parameters, the exact inference of the posterior distribution based on Eq. (8) is often not possible due to the difficulty in obtaining the multidimensional integration in the Statistical method for estimating wood thermal diffusivity and probe geometry 1461 Downloaded from https://academic.oup.com/treephys/article-abstract/32/12/1458/1730900 by guest on 27 December 2018 denominator, which applies to our study. Sampling or Monte Carlo-based methods have been widely used for exploring the posterior distribution when its analytical form is not derivable. The MCMC method, in particular, provides an effective sampling strategy to a wide variety of applications and it has facilitated the adoption of the Bayesian inference techniques in various fields (Clark 2005; Clark and Gelfand 2006) . The underlying principle of the MCMC method is to construct a Markov chain in the parameter space that starts with an arbitary proposal distribution but converges to a desired distribution with an appropriate transitional probability. Every state on a Markov chain is only dependent on its precessor.
In our study, we used the prior distribution (uniform distribution constrained by the lower and upper bounds of a parameter) as the proposal distribution and used a Gaussian likelihood function to control the transition from the current state to the next one. The likelihood for each paramter sample was calculated in the following steps:
1. For each parameter set m = {κ, x d , x u , y d , y u }, calculate the empirical factors, B 0 and B 1 , using Eqs. (6) and (7). 2. Calculate the ratio of temperature rise from the observed temperature response curves and use Eq. (5) to estimate heat pulse velocity. 3. Generate fitted temperature response curves using Eq. (3) with information from Steps 1 and 2. 4. Calculate the discrepancy between each predicted temperature obtained in
Step 3 and observed temperature on the response curves. Assuming each discrepancy is independent and follows a Gaussian distribution with zero mean and standard deviation proportional to the observed values, the likelihood of this set of parameters being the true one is the product of Gaussian pdfs evaluated at the observed discrepancies.
The model used to generate a possible fit to the true data based on a realization of model parameter is called forward model, which is Marshall's solution in this study. The process of generating such model fit is called forward simulation in the statistical inversion framework. The proposed statistical framework is implemented using the WinBUGS software (Lunn 2000, can be downloaded at http://www.mrc-bsu.cam.ac.uk/bugs/winbugs/contents. shtml), which is a powerful, open-access tool for Bayesian inverse modeling. A more detailed description of the same parameter estimation procedure on a different physical problem can be found in Chen X et al. (2008) and the model scripts for WinBUGS may be requested by contacting the corresponding author. Multiple chains of the parameters were simulated in parallel and the modified Gelman-Rubin convergence diagnostic statistics (Brooks and Gelman 1998) were used to test the effective convergence of the samples. Each chain had a sample size of 45,000 parameter sets with the first 40,000 realizations discarded to obtain a stationary distribution. One sample out of every 10 was selected to provide independence among the samples. The resulting samples were considered realizations of the joint posterior distribution of the parameters. The marginal distribution of each parameter was approximated from the joint posterior samples by 1462 Chen et al. using the kernel density estimator proposed by Venables and Ripley (2003) .
Results and discussions
Model verification
The performance of the proposed parameter estimation framework depends on two important assumptions: one is whether Marshall's analytical solution is appropriate to describe the heat transport process in the sapwood for a specific application; the other is whether the proposed framework is able to find the true parameter values if no model error is present or if the model error is known. The latter assumption can be tested using synthetic response curves generated from Eq. (3) with known κ, v h , x d , x u , y d , and y u . The parameters estimated using our proposed framework can then be compared with their true values. Marshall (1958) mentions that the solution to a given heat response curve may not be unique, i.e., different combinations of κ, v h and x may produce identical heat response curves. To overcome this problem, heat response curves from multiple tests are used rather than a single curve. Each test consists of a pair of curves, as shown in Figure 2 , which share the same κ and v h . All the tests are conducted on the same set of probes, i.e., they have same x d , x u , y d and y u , whereas κ and v h can vary in tests. The heat pulse velocity corresponding to each test is determined by using κ, x d and x u in Eq. (5). With these extra constraints, we attempt to produce parameter distributions centered around their true values if no model error is present.
The synthetic case to verify the parameter estimation framework contained three tests for a probe set with x d = 5 mm, x u = −7 mm, y d = 1 mm and y u = 2 mm. The thermal diffusivities for each test were 0.0030, 0.0035 and 0.0028 cm 2 s −1 , and the heat pulse velocities for each test were 30, 15 and 10 cm h −1 , respectively. The heat released by the heater was set at 12 J cm −1 . The density and specific heat capacity of fresh wood were set at 840 kg m −3 and 1500 J kg −1 °C −1 , respectively. Synthetic temperature response curves during these three tests were obtained using Eq. (3).
Statistical method for estimating wood thermal diffusivity and probe geometry 1463 Provided that the quantitiy of heat and the density and specific heat capacity of the wood were known, the inferred posterior distributions of the parameters can be presented as in Figure 3 , where the limits of the x axis are the bounds imposed on the parameters as uniform prior distributions, and the true parameter values and their posterior means are represented by the solid and dashed vertical lines, respectively. The uniform prior distribution was chosen based on the minimum relative entropy principle (Hou and Rubin 2005) because our best prior knowledge on the parameters was their possible ranges. The results in Figure 3 demonstrate that our parameter estimation process significantly reduces the parameter uncertainty after conditioning the parameter values on the observed heat response curves. For the estimated thermal diffusivities, both the mean and mode of the posterior distributions are close to the true values, whereas for probe geometries, modes of the posterior distributions are closer to the true values although the mean value still provides a good estimate. Given that only square terms of y u and y d are involved in the analytical models of the heat transport process, we estimated y u 2 and y d 2 rather than y u and y d .
Each set of sampled parameters from the MCMC method yields an estimation of heat pulse velocity using Eq. (5), and ultimately, a possible model fit to the data through Eq. (3). Inclusion of a large number of equally likely parameter sets defines the uncertainty in model fitting as well as the estimated heat pulse velocity, which may be later propogated to water fluxes estimation based on sap flow measurements. The distributions of estimated heat pulse velocities and uncertainty in model fitting for the test case are shown in Figure 4 . All the realizations of model fitting are presented in lieu of confidence intervals to show the actual shape of each possible temperature response curve, although the confidence intervals could also be calculated from this pool of realizations. We can observe from Figure 4 that the model fits the data within a narrow uncertainty range, and the estimated heat pulse velocities are distributed closely around the true values.
However, it is not surprising that the heat quantity, wood density and wood specific heat capacity are not known exactly in actual applications, because the heat loss may not be easily estimated without detailed analysis of the complete circuit connecting the thermocouples and data logger and knowledge of how wood density and specific heat capacity change with stem moisture content, which is usually not measured in situ. In such case, q/(ρc) in Eq. (3) is defined as another unknown parameter, C, which can be estimated along with other parameters in our framework.
For the same test case that yielded results in Figures 3 and 4 , its counterpart with unknown C led to the results in Figures 5  and 6 , where the uncertainty levels in estimated parameters and heat pulse velocities and in the model fitting increase with the uncertainty introduced into C. The results also show that Statistical method for estimating wood thermal diffusivity and probe geometry 1465 our framework tends to slightly overestimate C, which consequently causes overestimation in κ and v h . Nevertheless, in all three tests the mean values of κ and v h still provide reasonable estimations of their underlying true values.
We also studied a case in which the true probe geometry was assumed to be known, and very accurate estimates of C and κ and v h were obtained, as shown in Table 1 . The estimated parameters are provided as their mean values, plus or minus their standard deviations. We can conclude therefore, that if the exact probe geometry is known, the proposed method converges to the true values with low uncertainty.
In results that are not presented here, we found that the least-square estimator is likely to converge to wrong parameter values when neither C nor probe geometry were known, yet it may be able to provide a near-perfect model fit to the temperature response curves. This observation indicates the existence of multiple solutions under such conditions. Therefore, in the applications where exact probe geometry is hard to obtain, the total amount of heat released, wood density and wood specific 1466 Chen et al. Figure 6 . Model fitting and statistical distributions of estimated heat pulse velocities for the test case with unknown heat amount, wood density and wood specific heat capacity. In the left panel, each solid line represents a model fit to the data (represented by dots) by a stochastic realization of a parameter set using the MCMC method, and the curves on the top and bottom correspond to downstream and upstream temperature response curves, respectively. In the right panel, solid vertical lines represent the true heat pulse velocities and dashed vertical lines are the mean values calculated from the posterior distributions. heat capacity during the heat response tests are valuable information for estimating the parameters of the heat ratio method. Since wood density and specific heat capacity change with stem moisture content, monitoring stem moisture content could contribute to improving the accuracy of the heat ratio method. On the other hand, it shows the necessity of using the Bayesian technique to characterize statistical distributions of the parameters rather than an optimized set, which might be biased.
Applications to field data
To illustrate the application of the proposed statistical framework, this section presents some results obtained using the data collected during a set of field tests conducted on days 221, 234, 251,297, 315 and 329 in year 2007 . When the real data were used for parameter estimation, only temperatures at times >20 s following the heat pulse were used; we eliminated the values before this time because of significant model errors found when using the Marshall solution for heat transport process at early times, as documented by Chen (2009) . The change in mean and standard deviation of the inferred wood thermal diffusivity over the test period is shown in Figure 7 , along with the precipitation and wood temperatures when the tests were conducted. The mean value of wood thermal diffusivity changes more over the dry period, while during the wet period it changes only slightly. The uncertainty associated with the inferred thermal diffusivity is steady over the season. It is noted that the estimated thermal diffusivities may appear higher than expected, partly due to the fact that we tend to slightly overestimate the thermal diffusivity when q/(ρc) is not known, as revealed in the synthetic study. Although the voltage logged at the time of test could provide some information on the heat released to the system, we were not able to track the seasonality of fresh wood density and specific heat capacity due to difficulties in obtaining core samples from the hard wood. Therefore, q/(ρc) was estimated as a model parameter. The seasonality of the wood thermal diffusivity can be related to the wood moisture content, wood temperature and wood porosity (Steinhagen 1977; Suleiman et al. 1999) . The change in stem diameter due to changing wood moisture content can impact the probe-wood thermal contact, which is another source of uncertainty not explicitly accounted for in this data set. In general, wood thermal diffusivity decreases with wood moisture content and increases with temperature. Figure 7 shows that wood thermal diffusivity changes more significantly in the dry period than in the wet period. However, our data were limited to late growing season and winter; tests covering the entire year may better reveal the complex dependence of wood thermal diffusivity on moisture content and wood temperature. While conducting the heat response experiment, it would be beneficial to record tree diameters or measure stem water content from core samples of sapwood when possible, to help relate the seasonal change of wood thermal diffusivity to those factors and to better constrain q/(ρc). The logging of voltage is also recommended for the benefit of constraining q/ (ρc) as well.
The fitting of the Marshall model with the calibrated parameters to the data of the first three tests is shown in Figure 8 . Evidently, the fit is good at late times despite the discrepancies at early times, which is expected because Marshall's model is known to overestimate the temperature increases at early times (Chen 2009 ). When there is a need to use a more accurate analytical or numerical model for the heat transport process, for example, considering heterogeneity and anisotropy in thermal diffusivity, the current statistical framework can be adapted to the new forward model with minimal changes.
Statistical method for estimating wood thermal diffusivity and probe geometry 1467 Figure 8 also demonstrates that the statistical distribution of the estimated heat pulse velocity in each experiment shows slow mean flows, ~10 cm h −1 , with ranges ~5 cm h −1 . Such direct assessment of uncertainties in measured heat pulse velocity by the proposed framework is of great importance in real applications, because it facilitates direct propogation of uncertainty from the paramters to heat pulse velocity, then to corrected heat pulse velocity and sap velocity, and so on.
Conclusions
The heat pulse method is widely used to measure water flux in plants and soil, because its instrumentation is simple and data collection is easily automated. However, no systematic, nondestructive calibration procedure has yet been developed for determining the site-specific parameters necessary for calculating the sap velocity, i.e., the wood's thermal diffusivity and probe geometry. In situ parameter calibration is important to sap flow measurements since the wood diffusivity can be affected by wood moisture content, wood temperature and wood porosity, and the probes can be misaligned during installation due to drilling difficulties. Parameter calibration is crucial for obtaining the correct transpiration amount from the sap flow measurements at the plant scale, and consequently affects the upscaling of water flux modeling of the soil-vegetationatmosphere continuum.
In this study, we presented a statistical framework for estimating these parameters from in situ heat response curves collected with the implanted probes of heat ratio apparatus. Conditioned on the heat response data, the parameters are inferred using a Bayesian inversion technique with the MCMC sampling method. Experiments using synthetic data showed that multiple tests conducted on the same apparatus can be used to obtain reliable statistical distributions of probe geometry as well as wood thermal diffusivity. The uncertainties in the estimated parameters can be reduced by introducing additional information on the quantity of heat input to the system or probe geometry.
The wood thermal diffusivity is known to be affected by the wood's moisture content, wood temperature and wood porosity. Therefore, addressing the seasonality of the wood thermal diffusivity is an important task in sites that experience contrasting seasons. The parameter estimation framework proposed in this study can be used to obtain such seasonality by conducting heat response experiments over different seasons. In our field site, the wood thermal diffusivity is found to change more significantly during the dry period than the wet period. However, because the tests were conducted only over the late growing season and winter, we expect that the seasonality of the wood thermal diffusivity could be studied thoroughly by conducting tests over the entire growing season and by taking complementary measurements such as system voltage, moisture content from core samples of sapwood or seasonal changes in stem diameter.
The primary advantages of the proposed methodology are fourfold: (i) it does not require known probe geometry or any further intrusive sampling of sapwood, unlike most other existing work. All the unknown parameters are inverted using the heat response curves collected by the implanted probes. (ii) The Bayesian framework enables direct quantification of uncertainty in estimated sap flow velocity, which can further facilitate assessing uncertainty in studies of water balance or upscaled water flux involving the sap flow measurements. (iii) Empirical factors are introduced to address the influence of asymmetric probe geometry on the estimation of heat pulse velocity. With the empirical factors, we are able to model the heat transfer in sapwood with a simple analytical solution derived on the basis of idealized assumptions that fits the observed heat response curves reasonably well. (iv) The statistical framework is compatible with simple or sophisticated forward models, depending on the computational resources available in a specific study.
The proposed methodology is ready to be tested at other field sites for its applicability of calibrating heat-ratio sap-flow systems under various field conditions. It may also be extended to calibrate other types of sap flow devices, such as those used in the intercomparison work of Steppe et al. (2010) . It is highly recommended that any study involving sap flow measurements routinely take high-resolution temperature response curves and use inverse modeling techniques to estimate the parameters that are known to be sensitive for deriving heat pulse velocity.
