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A FAMILY OF PARTITIONS OF THE SET
OF WALKS ON A DIRECTED GRAPH
SIMON THWAITE
Abstract. We present a family of partitions of WG , the set of walks on an arbitrary di-
rected graph G. Each partition in this family is identified by an integer sequence K , which
specifies a collection of cycles on G with a certain well-defined structure. We term such cycles
resummable, and a walk that does not traverse any such cycles K -irreducible. For a given
value of K , the corresponding partition of WG consists of a collection of cells that each con-
tain a single K -irreducible walk i plus all walks that can be formed from i by attaching one
or more resummable cycles to its vertices. Each cell of the partition is thus an equivalence
class containing walks that can be transformed into one another by attaching or removing a
collection of resummable cycles.
We characterise the entire family of partitions of WG by giving explicit expressions for
the structure of the K -irreducible walks and the resummable cycles for arbitrary values of
K . We demonstrate how these results can be exploited to recast the sum over all walks on
a directed graph as a sum over dressed K -irreducible walks, and discuss the applications of
this reformulation to matrix computations.
1. Introduction
Graphs are fundamental mathematical structures that find applications in virtually every
discipline. Given a particular graph, a natural object of study is the family of walks that it
supports. In addition to their intrinsic mathematical interest [16], walks on graphs find appli-
cations in a wide range of fields, including biology [1], quantum physics [12, 19], and statistical
inference [4, 18]. In many applications, not only the number but also the structure of the walks
on a graph is of interest: for example, self-avoiding walks and their variants play an important
role in statistical mechanics and polymer science [17]. A comprehensive understanding of the
structure of walks on a graph, and how this depends on the connectivity structure of the graph
itself, is thus an interesting topic of research with many possible applications.
One recent example of such an application in the field of applied mathematics is the method
of path-sums: a technique for evaluating matrix functions via resummations of walks on
weighted directed graphs [11]. The method of path-sums is based around two main ideas.
Firstly, by exploiting a mapping between matrix multiplication and walks on a weighted di-
rected graph G, the Taylor series for a given matrix function such as the matrix exponential
or matrix inverse is recast as a sum over all walks on G. Secondly, by identifying families of
cycles (that is, walks that start and finish on the same vertex, but do not revisit that vertex in
between) that repeatedly appear in the set of walks, certain infinite geometric series appearing
in this sum are exactly resummed into closed form. The effect is to reduce the sum over all
walks to a sum over a certain subset of ‘irreducible’ walks, each of which is ‘dressed’ so as to
include contributions from the families of resummed cycles. This produces a new series for the
original matrix function, which can be interpreted as the result of exactly resumming various
infinite geometric series appearing within the Taylor series for the function.
The exact form of the irreducible walks and the way in which they are dressed are determined
by the families of cycles that are resummed. The method of path-sums as presented in [11]
introduced two examples. The first involves resumming all self-loops (i.e. all edges that connect
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Figure 1. The hierarchy of cycle resummation schemes discussed in the text.
Each resummation scheme is indexed by a dressing signature K , which identifies
the structure of the cycles that are exactly resummed within that dressing
scheme. Associated with each resummation scheme is a set of irreducible walks
and a dressing scheme, which are defined such that a sum over the irreducible
walks, each dressed appropriately dressed by resummable cycles, reproduces
the sum over all walks on G. Obtaining explicit expressions for the irreducible
walks and dressing scheme for an arbitrary dressing signature is the main goal
of this article. The maximum dressing signature Kmax depends on the size and
connectivity structure of the underlying digraph, and is discussed further in
Section 3.1.
a vertex to itself). In this case the irreducible walks are those that do not contain any self-
loops, and the dressing procedure amounts to adding all possible combinations of self-loops to
a loopless walk. Applying this result to the computation of the matrix exponential reproduces
the Dyson series, leading to the interesting conclusion that the Dyson series can be interpreted
as the Taylor series with all terms corresponding to self-loops having been resummed. The
second example involves resumming all possible cycles. In this case the remaining summation
runs over simple paths on G, where a simple path (also known as a self-avoiding walk) is a
walk that is forbidden from visiting any vertex more than once. Each simple path in this sum
is dressed by all possible combinations of cycles off the vertices it visits. The corresponding
expression for the matrix function takes the form of a finite sum of finite continued fractions,
known as the path-sum expression for the function [11].
Many other possible resummations exist besides these two examples. Indeed, we can imagine
a hierarchy of resummations, ordered by increasing complexity of the cycles that are exactly
resummed (see Figure 1). Each member of this hierarchy is indexed by a dressing signature: a
sequence K of non-negative integers that describes the structure of the cycles that are exactly
resummed within that scheme. The lowest non-trivial member of this hierarchy corresponds
to the resummation of self-loops (K = [1, 0]), while the highest member corresponds to the
resummation of all possible cycles. Moving up the hierarchy corresponds to progressively in-
cluding longer and more complex cycles in the resummation: for example backtracks (i.e. cycles
of the form α → β → α, corresponding to K = [2, 0]), triangles (K = [3, 0]), triangles with
self-loops off their internal vertices (K = [3, 1, 0]), etc. Associated with the resummation
scheme indexed by a given dressing signature K is a family of K -irreducible walks (i.e. walks
that do not contain any resummable cycles) and a dressing scheme. These are defined such
that a sum over the K -irreducible walks – each dressed by combinations of resummable cycles
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as prescribed by the dressing scheme – reproduces the sum over all walks without any over- or
under-counting.
When combined with the mapping between matrix functions and walks on graphs, this
hierarchy of cycle resummations induces a family of series for a given matrix function. Each
series in this family has the form of a sum over irreducible walks on the underlying graph, and
corresponds to the Taylor series with certain infinite geometric series of terms having been
exactly resummed. Apart from the Dyson series, which corresponds to the resummation of
self-loops, the partially resummed series remain unknown. Their form, convergence behaviour,
and mathematical properties are therefore interesting open questions with possible applications
to matrix computations.
In order to systematically study this hierarchy of resummations, a comprehensive under-
standing of the form of the irreducible walks and dressing scheme for a given dressing signature
is required. Motivated by this goal, we study in this article the structure of the set of walks
on an arbitrary directed graph G with respect to nesting, a product operation between walks
that provides for unique factorisation [10]. We present two main results. We show firstly that
for any dressing signature K , which may be freely chosen, the family of walk sets produced
by taking each K -irreducible walk and dressing it by all combinations of resummable cycles
form a partition of the set of all walks. This proves that the decomposition of the set of all
walks into sets of dressed K -irreducible walks does not lead to any walk being double-counted
or missed out. Secondly, we present explicit expressions for the set of K -irreducible walks and
the dressing scheme for an arbitrary dressing signature K , thus allowing the sum over all walks
on G to be reformulated as a sum over dressed K -irreducible walks.
1.1. Article summary. The article is structured as follows. In Section 2 we summarize the
required background material. In addition to standard concepts from graph theory – in which
case our treatment serves to establish our terminology and notation – this section includes a
definition of the nesting product (§2.3) and a discussion of a scheme for canonically representing
walks on a graph via a structure we term a syntax tree (§2.7).
In Section 3 we develop our main results with a bare minimum of technical details, with
a view to providing an overview for readers who wish to avoid being swamped by minutiae
on a first reading. We begin in §3.1 by formalising the concept of a dressing signature. This
paves the way for the introduction of the two operators which are of central importance to our
approach: the walk reduction operator R K , which projects any walk to its K -irreducible core
walk by removing all resummable cycles from it, and the walk dressing operator ∆KG , which
maps a K -irreducible walk i to the set of walks formed by adding all possible configurations of
resummable cycles on G to i. In Section 3.2 we state the required properties of R K and ∆KG ,
and show that the family of walk sets produced by applying ∆KG to each of the K -irreducible
walks forms a partition of the set of all walks. In Section 3.3 we discuss the equivalence relation
associated with this partition.
Section 4 contains the main technical content of this article. This section has two main
aims: firstly, to present explicit definitions for the operators R K and ∆KG (found in §4.4 and
§4.8 respectively) and secondly, to prove that these definitions satisfy the properties assumed
of them in Section 3 (shown in §4.4 and §4.10). A further key result is the explicit expression
for the set of K -irreducible walks for an arbitrary dressing signature K , which we provide in
§4.6.
In Section 5 we present an application of the partitioning of the set of all walks into a
collection of sets of dressed K -irreducible walks. In §5.1 we show how this result can be
exploited to recast the sum over all walks as a sum over dressed K -irreducible walks for an
arbitrary dressing signature K . In §5.2 we extend this result to the sum of all walk weights
on a weighted digraph, and discuss the applications of this result to matrix computations.
We conclude in Section 6.
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2. Required concepts
This section provides an overview of the material required to develop the main results of this
article. Some of the material included in this section is common knowledge in graph theory,
in which case we follow standard references such as [3, 5].
2.1. Graphs. A directed graph or digraph G is a pair of sets (V, E) such that the elements of
the edge set E (typically referred to as directed edges or arrows) are ordered pairs of elements of
the vertex set V. A digraph is infinite if it has infinitely many edges, vertices, or both, or finite
otherwise. An edge connecting a vertex to itself will be called a loop, and two or more edges
that connect the same vertices in the same direction are called multiple edges. Throughout
this article we consider finite directed graphs that may contain loops, but not multiple edges.
We denote the vertices of G by Greek letters α, β, . . ., and an edge that leads from vertex µ to
vertex ν by (µν). We denote the digraph obtained by deleting from G the vertices α, β, . . . , ω
and all edges incident on these vertices by G\αβ · · ·ω.
2.2. Walks, paths, and cycles.
Walks. A walk w of length n ≥ 1 from α to ω on G is a sequence (αµ2), (µ2µ3), . . . , (µnω) of n
contiguous edges. If it happens that ω = α then w is a closed walk; walks that are not closed
are open. We represent w either by its edge sequence (αµ2)(µ2µ3) · · · (µnω) or by its vertex
string αµ2 · · · µnω. The head and tail vertices of w are h(w) = α ≡ µ1 and t(w) = ω ≡ µn+1,
respectively; the remaining vertices µ2, . . . , µn are the internal vertices of w. The set of all
walks from α to ω on G will be denoted by WG;αω, while the set of all walks on G will be
denoted by WG = ∪α,ωWG;αω.
In addition to walks of positive length, we define for every vertex α of G a trivial walk of
length zero, which we denote by (α). Then h ((α)) = t ((α)) = α, so (α) is a closed walk off the
vertex α, and is thus a member ofWG;αα. The set of all trivial walks on G will be denoted by TG .
Finally, we define a zero walk 0, which has undefined length and satisfies h(0) = t(0) = 0.
The zero walk is a member of neither WG nor TG .
Paths. A simple path is a (possibly trivial) walk whose vertices are all distinct. The set of all
simple paths from α to ω on G will be denoted by PG;αω, and the set of all simple paths on G
by PG = ∪α,ωPG;αω. When G is finite, both of these sets are finite. Note that PG;αα is a set
with a single member: the trivial walk (α).
Cycles. A cycle off a vertex α is a non-trivial walk that starts and finishes on α, but does not
revisit α in between. Every cycle is a closed walk, but – since a closed walk off α may revisit
α any number of times – not every closed walk is a cycle. The set of all cycles off α on G will
be denoted by CG;α, and the set of all cycles on G by CG = ∪αCG;α. These sets are typically
infinite. A cycle that visits each of its internal vertices only once will be termed a simple cycle.
A simple cycle is a loop if it is of length 1, a backtrack if it is of length 2, or a triangle, square,
etc. if it is of length 3, 4, . . .. (Simple cycles are thus also known as self-avoiding polygons.)
The set of all simple cycles off a given vertex α on G will be denoted by SG;α and the set of all
simple cycles on G by SG = ∪αSG;α. Further, the set of all simple cycles off α with length L
will be denoted by SG;α;L. These sets are finite when G is finite. Since we take the convention
that the trivial walk (α) is not a cycle, neither CG nor SG contain any trivial walks.
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Figure 2. (Left) An example of nesting: w1 is a walk from α to ω, while w2
is a closed walk off µ, one of the vertices visited by w1. Then w1⊙w2 is the
walk obtained by attaching w2 to µ. (Right) A graphical representation of the
Kleene star of the set A = {αα,αβα}. The set A∗ contains all walks that can
be formed by concatenating zero or more copies of αα and αβα together. The
bare vertex represents the trivial walk (α). Note that the two walks in the
second row of A∗ differ in the order in which they traverse the loop and the
backtrack: one represents the walk αα⊙αβα = ααβα, the other αβα⊙αα =
αβαα.
2.3. The nesting product. In order to combine shorter walks into longer ones and decompose
longer walks into shorter ones, it is useful to define a product operation between walks. A key
guiding principle in constructing a product operation is that the decomposition of a given walk
under the product should be unique. In this section we introduce nesting, a product operation
between walks which provides for unique factorisation [10].
Definition 2.1 (Nestable couples). Let w1 and w2 be walks on a digraph G, with vertex se-
quences w1 = α1α2 · · ·αm+1 and w2 = β1β2 · · · βn+1 respectively. Then the pair (w1, w2) is
nestable if and only if both of the following conditions are true:
(i) w2 is closed (i.e. βn+1 = β1),
(ii) w1 visits β1 at least once, and {α1, α2, . . . , αj−1} ∩ {β1, β2, . . . , βn} = ∅, where 1 ≤
j ≤ m + 1 is the index of the first appearance of β1 in w1. In other words, no vertex
that w1 visits before reaching β1 for the first time is also visited by w2.
Note that we do not exclude the possibility that one or both of w1 and w2 may be trivial.
Remark 2.2. Let (w1, w2) be a nestable pair of walks, with vertex sequences w1 = α1α2 · · ·αm+1
and w2 = β1β2 · · · β1. Let j be the index of the first appearance of β1 in w1. It follows from
condition (ii) of Definition 2.1 that w2 is a walk on G\α1 · · ·αj−1.
Definition 2.3 (Nesting product). Let w1 and w2 be two walks on a digraph G. If the couple
(w1, w2) is not nestable, we define the nesting product w1⊙w2 = 0, where 0 is the zero walk.
Otherwise, let w1 and w2 have vertex sequences w1 = α1α2 · · ·αm+1 and w2 = β1β2 · · · βnβ1,
and let k be the index of the final appearance of β1 in w1. Then we define the nesting product
to be
w1⊙w2 = α1α2 · · ·αk−1β1β2 · · · βnβ1αk+1 · · ·αm+1.
The walk w1⊙w2 has length m+n and is said to consist of w2 nested into w1 (off vertex β1).
The vertex sequence of w1⊙w2 is formed by replacing the final appearance of β1 in w1 by the
entire vertex sequence of w2.
An example of the nesting operation is given in Figure 2.
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In general, the nesting operation is neither commutative nor associative: for example, 11⊙ 131 =
1131 while 131⊙ 11 = 1311, and (12⊙ 242)⊙ 11 = 11242 while 12⊙ (242⊙ 11) = 0. For con-
venience we declare the nesting operator to be (notationally) left-associative: thus a⊙ b⊙ c
means (a⊙ b)⊙ c, and explicit parentheses are required to indicate a⊙(b⊙ c).
In the case that w1 and w2 are closed walks off the same vertex, then nesting is equivalent to
concatenation: for example, 1211⊙ 131 = 121131. It is thus natural to define nesting powers
of a closed walk w as
wn =
{
h(w) if n = 0,
wn−1⊙w otherwise.
(1)
We further introduce the following shorthand notation for the nesting product of a sequence
of closed walks off the same vertex:
N⊙
j=1
wj = w1⊙w2⊙ · · · ⊙wN , (2)
with the empty product defined to be the trivial walk off the relevant vertex.
2.4. Nesting sets of walks and the Kleene star. We extend the nesting product from
individual walks to sets of walks as follows.
Definition 2.4 (Nesting sets of walks). Given two sets of walks A and B, we define A⊙B to
be the direct product of A and B with respect to the nesting operation:
A⊙B =
{
a⊙ b : a ∈ A and b ∈ B
}
. (3)
It follows from this definition that if either A or B is empty, then A⊙B is also empty. Further,
nesting is distributive over set union: that is, A⊙ (B ∪ C) = (A⊙B) ∪ (A⊙C).
We adopt the convention that – in the absence of parentheses in an expression – the nesting
operator has a higher precedence than set union. The expression A⊙B ∪ C is thus to be
interpreted as (A⊙B) ∪ C, and explicit parentheses are required to indicate A⊙ (B ∪ C).
Since nesting between closed walks off the same vertex is equivalent to concatenation, a set
of closed walks may be nested with itself. This allows powers of a set of closed walks to be
defined.
Definition 2.5 (Nesting power of a set of walks). For a (possibly empty) set Aα of closed walks
off a vertex α, we define A0α =
{
(α)
}
and Anα = A
n−1
α ⊙Aα for n = 1, 2, . . .. The set A
n
α
contains all walks formed by nesting any n elements of Aα together. Note that it follows from
Definition 2.4 that if Aα = ∅, then
Anα =
{{
(α)
}
n = 0,
∅ n ≥ 1
(4)
in analogy with a common convention for powers of the number 0.
Definition 2.6 (Kleene star of a set of walks [7]). For a set Aα of closed walks off a vertex α,
the Kleene star of Aα, denoted by A
∗
α, is the set of walks formed by nesting any number of
elements of Aα together:
A∗α =
∞⋃
n=0
Anα. (5)
It follows from the definition of nesting powers that if Aα = ∅, then A
∗
α =
{
(α)
}
.
An example of the Kleene star operation on a set of cycles is given in Figure 2.
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2.5. Divisibility and prime walks. The nesting product of Definition 2.3 induces a notion
of divisibility, and with it a corresponding notion of prime walks.
Definition 2.7 (Divisibility). Let w and w′ be two walks. Then we say that w′ divides w, and
write w′ |w, if and only if one of the following conditions holds:
(i) there exist n ≥ 0 walks w1, w2, . . . , wn and an integer 0 ≤ i ≤ n such that w =
w1⊙ · · · ⊙wi⊙w
′⊙wi+1⊙ · · · ⊙wn; or
(ii) there exists a walk w′′ such that w′ |w′′ and w′′ |w.
A walk w′ that divides w will be called a factor or divisor of w.
Definition 2.8 (Prime walks). A walk w is said to be prime with respect to the nesting operation
if and only if for all nestable couples (w′, w′′) such that w | (w′⊙w′′), then w |w′ or w |w′′.
As shown in [10], the prime walks on a digraph G are precisely the simple paths and simple
cycles of G, of which there are a finite number if G is finite.
2.6. The prime factorisation of a walk. The nesting operation permits the factorisation
or decomposition of a walk w on a digraph into two or more shorter walks, which, when nested
together in the correct order, reproduce the original walk w. However, this factorisation is
generally not unique: even very short walks typically admit multiple different factorisations.
A simple example is the walk 12122, which can be factorised either as 122⊙ 121, or 1212⊙ 22,
or 12⊙ 22⊙ 121.
Of key interest among the factorisations of a given walk w is the one that contains only
prime walks. This factorisation, which we term the prime factorisation of w, corresponds to
the decomposition of w into a simple path plus a collection of simple cycles. Every walk admits
a prime factorisation; further, this prime factorisation is unique [10].
An intuitive way of visualising the prime factorisation of w is as follows. Consider traversing
w from start to finish, pausing at each vertex to check whether or not it has been visited
previously. Upon arriving at a vertex µ that has previously been visited, remove from w the
sequence of edges traversed since the most recent encounter with µ, and set this sequence
aside. Proceed in this fashion until the end of w is reached. At this point, the surviving
vertex string contains no repeated vertices, and thus defines a simple path. Further, each of
the extracted sections of w contains no repeated internal vertices, and so defines a simple cycle
off the relevant vertex µ.1
The prime factorisation theorem for walks on a digraph can be summarised in the following
Theorem, which we state without proof. For further details we refer to [10].
Theorem 2.1 (The prime factorisation theorem for walks on digraphs). The set of all walks
from α to ω on a digraph G can be written as
WG;αω = PG;αω ⊙C
∗
G\α···µℓ;ω
⊙ · · · ⊙C ∗G\α;µ2 ⊙C
∗
G;α,
where ℓ is the length of the simple path αµ2 · · · µℓω ∈ PG;αω, and
CG;α = SG;α⊙C
∗
G\α···ηm−1;ηm
⊙ · · · ⊙C ∗G\α;η2 ,
where m is the length of the simple cycle αη2 · · · ηmα ∈ SG;α.
1Viewed in this fashion, the process of prime factorisation corresponds closely to the ‘loop-erasure procedure’
introduced by Lawler [14, 15] (note that his ‘loop’ is a ‘closed walk’ in our terminology). The underlying simple
path of a walk w is the ‘loop-erased random walk’ L(w) of that author. Obtaining the prime factorisation of w
via the loop-erasure procedure involves the trivial extra step of keeping track of each of the closed walks that
are erased, and applying the loop-erasure procedure recursively to each closed walk until a collection of simple
cycles is obtained.
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Figure 3. The process of factorising a walk into its prime factors. (Top) w
is factorised into a simple path p plus a collection of cycles ci off the vertices
of p (cf. Eq. (6)). The right-to-left ordering of the factors is a consequence of
the nestable condition of Definition 2.1. (Bottom) Each cycle c is then further
factorised into a simple cycle s plus a collection of cycles ci,j off the internal
vertices of s (cf. Eq. (7)).
Theorem 2.1 makes two statements. The first is that every walk can be uniquely decomposed
into a (possibly trivial) simple path p plus a (possibly empty) collection of cycles nested off
the vertices of p. In other words, every walk w from α to ω can be uniquely written for some
ℓ ≥ 0 and N1, N2, . . . , Nℓ+1 ≥ 0 as
w = αµ2 · · ·µℓω⊙

Nℓ+1⊙
j=1
cℓ+1,j

⊙· · · ⊙

 N2⊙
j=1
c2,j

⊙

 N1⊙
j=1
c1,j

 , (6)
where αµ2 · · · µℓω ∈ PG;αω is a simple path (which we term the base path of w) and ci,j ∈
CG\α···µi−1;µi for 1 ≤ i ≤ ℓ + 1 and 1 ≤ j ≤ Ni is a cycle off µi. We refer to the cycles ci,j as
the cycles nested off µi or the child cycles of µi.
The second statement is that every cycle can be uniquely decomposed into a simple cycle s
plus a (possibly empty) collection of cycles nested off the internal vertices of s. That is, every
cycle c off a given vertex α can be written for some m ≥ 1 and M2, . . . ,Mm ≥ 0 as
c = αη2 · · · ηmα⊙

Mm⊙
j=1
cm,j

⊙· · · ⊙

M2⊙
j=1
c2,j

 , (7)
where αη2 · · · ηmα ∈ SG;α is a simple cycle (which we term the base cycle of c) and ci,j ∈
CG\α···ηi−1;ηi for 1 ≤ i ≤ m and 1 ≤ j ≤ Mi is a cycle off ηi. We again refer to the cycles ci,j
for 1 ≤ j ≤ Ni as the child cycles of ηi.
An example of the prime factorisation is given in Figure 2.6.
2.7. The syntax tree of a walk. The factorisation of a walk w into a collection of shorter
walks via nesting is conveniently represented by a structure that we call a syntax tree. Given a
particular factorisation of w, the corresponding syntax tree indicates both the factors and the
order in which they must be nested together in order to reconstruct w. We begin by defining a
generalised tree, which is an extension of the well-known tree data structure to include ordered
sequences of child nodes instead of individual child nodes.
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Definition 2.9 (Generalised trees). A generalised tree T consists of a root node T.root plus a
(possibly empty) ordered sequence of hedges, where a hedge is an ordered sequence of gener-
alised trees:
T =
[
T.root, [H1,H2, . . . ,Hn]
]
,
Hi =
[
Ti,1, Ti,2, . . . , Ti,ki
]
.
Here n ≥ 0 is the number of hedges proceeding from T.root, and ki ≥ 0 is the number of
generalised trees in the hedge Hi. Adopting standard terminology, we say that each of the
nodes Ti,1.root,. . .,Ti,ki.root is a child node of T.root, and has T.root as a parent. A node that
has no children is a leaf node. Given a node n, nodes in the same hedge as n are said to be
siblings (specifically, right or left siblings, according to their position in the hedge relative to n).
Every node in T has a depth and a height: the depth of a node n is equal to the length of a
path from n to T.root, and the height of n is the length of the longest downward path from n
to a leaf node. The height of the entire tree T is defined to be the height of T.root.
A subtree of T consists of a node n and all its descendants (i.e. all children, grandchildren,
etc.) in T. We denote the subtree rooted at node n by t(n): thus t(T.root) = T, while for
n 6= T.root, t(n) is a proper subtree of T.
Definition 2.10 (Syntax trees). Given a digraph G, a syntax tree over G is a generalised tree T
together with a collection of elements of WG, one associated with each node in T. We denote
the walk associated with node n by n.contents, and define the contents of T (as distinct from
the contents of its root node) to be
T.contents = T.root.contents⊙Hn.contents⊙ · · · ⊙H2.contents⊙H1.contents,
where the contents of a hedge are given by
Hi.contents = Ti,1.contents⊙Ti,2.contents⊙ · · · ⊙Ti,ki .contents.
The syntax tree T is valid for a walk w if and only if it satisfies the following conditions:
(i) T.contents = w,
(ii) h(Hi.contents) 6= h(Hj .contents) for i 6= j. In other words, no two hedges contain
closed walks off the same vertex.
The purpose of the second condition is to disallow syntax trees where several closed walks
off the same vertex are placed in different hedges, rather than into different generalised trees
within the same hedge.
Each factorisation of a walk gives rise to a different syntax tree. Since many walks admit
more than one factorisation, there are often multiple valid syntax trees for a given walk. Of
particular interest among this family of syntax trees is the one that corresponds to the prime
factorisation of w. We refer to this as the canonical syntax tree of w, or ‘the’ syntax tree of
w. If T is the canonical syntax tree for a walk w, then T.root contains the base path of w
and every child node of T contains a simple cycle. Note that for every proper subtree t of T,
t.contents is a cycle. Figure 2.7 shows two examples of canonical syntax trees.
Definition 2.11 (The canonical syntax tree of a walk). The canonical syntax tree of a walk w
on a digraph G is the unique valid syntax tree for w that satisfies T.root.contents ∈ PG and
n.contents ∈ SG for every child node n. The existence and uniqueness of this tree for any walk
follow from the prime factorisation theorem discussed in Section 2.6.
3. A family of partitions of the walk set WG
In this section we present the first main result of this article. We begin by introducing the
concept of a dressing signature. A dressing signature K is a sequence of non-negative integers
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Figure 4. Two examples of canonical syntax trees representing prime fac-
torisations of walks. The root node contains a (possibly trivial) simple
path, and every child node contains a simple cycle. (Left) the canonical
syntax tree showing the factorisation of the closed walk 1242112233431 =
1⊙(121⊙ 242)⊙ 11⊙(1231⊙ 33⊙ 343⊙ 22) into its prime factors. The sub-
tree containing the cycle 12233431 is shaded in grey. (Right) The canonical
syntax tree of the walk 1343131234553 =
123⊙(3453⊙ 55)⊙((131⊙ 343)⊙ 131).
designed as a compact method of identifying a family of cycles by specifying the maximum
length of their prime factors. Given a particular dressing signature and its associated family
of cycles, a resummation scheme that exactly resums these cycles can be found. Thus, every
dressing signature identifies a different resummation scheme; and every resummation scheme in
the hierarchy depicted in Figure 1 corresponds to a different dressing signature. The dressing
signature [1, 0] identifies a scheme that resums all loops, and [2, 0] to a scheme that resums
both loops and backtracks (the trailing zero indicates that the backtracks have no cycles nested
off their internal vertex). We term cycles that are exactly resummed within a given dressing
scheme resummable cycles.
The main result of this section can then be stated as follows. For any dressing signature
K , the set of all walks on a digraph G can be partitioned into a collection of collectively
exhaustive, mutually exclusive subsets. Each subset consists of a walk i that does not contain
any resummable cycles – which we term a K -irreducible walk – plus all the walks that can be
formed by nesting one or more resummable cycles into i.
The idea of the construction is straightforward. Given a dressing signature K , we introduce
two operators, which we term the walk reduction operator and the walk dressing operator for
that dressing signature. We postpone giving the explicit form of these operators, defining them
for now in terms of their actions. The walk reduction operator R K :WG →WG is a projector
that maps any walk w to its K -irreducible ‘core walk’ by deleting all resummable cycles from
it (in practice, this means mapping every resummable cycle c to the corresponding trivial walk
(h(c)), which is an identity element for the nesting operation). Conversely, the walk dressing
operator ∆KG : R
K
[
WG
]
→ 2WG maps a K -irreducible walk i to the set consisting of i plus all
walks that can be formed by nesting one or more resummable cycles off the vertices of i. Then
the ensemble of walk sets obtained by applying ∆KG to each K -irreducible walk on G forms a
partition of WG . Figure 3 depicts the actions of R
K and ∆KG .
As long as R K is idempotent and ∆KG acts as its inverse (in the sense of mapping a given
K -irreducible walk to the set of all walks that satisfy R K [w] = i) this result can be proven
independently of their explicit definitions. Therefore, in order to avoid getting sidetracked by
the technical details of the definitions, in this section we simply state the properties required
of R K and ∆KG , assume that suitable definitions can be found, and show that it follows that
the ensemble of walk sets described above partition WG. We justify this assumption in Section
4, where we give explicit definitions for R K and ∆KG that satisfy the properties assumed here.
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Figure 5. A schematic illustration of the actions of the walk reduction oper-
ator R K : WG → WG and walk dressing operator ∆
K
G : R
K
[
WG
]
→ 2WG for a
particular dressing signature K . The action of R K is to map any walk w to its
core K -irreducible walk i ∈ IKG by deleting all resummable cycles from w. Here
the set of K -irreducible walks is IKG = {i1, i2, i3, i4}. The walk dressing opera-
tor maps a K -irreducible walk i to the set of all walks that satisfy R K [w] = i.
The family of sets
{
∆KG [i] : i ∈ I
K
G
}
=
{
∆KG [i1],∆
K
G [i2],∆
K
G [i3],∆
K
G [i4]
}
form a
partition ofWG . A different dressing signature K
′ 6= K would induce a different
set of irreducible walks and a different partition of WG .
The remainder of the section is structured as follows. Section §3.1 is dedicated to defining
and discussing dressing signatures. In §3.2 we state the defining properties of the operators
R K and ∆KG , and show that the ensemble of walk sets described above form a partition of WG .
In §3.3 we discuss how R K can be interpreted as an equivalence relation on WG .
3.1. Dressing signatures. The syntax trees introduced in Section 2.7 form the basis for a
method of classifying walks by the structure of their prime decompositions. When compared
with a simple classification scheme based on comparing vertex sequences, such a syntax-tree-
based taxonomy of walks has two main advantages. Firstly, it provides for a more precise
description of walk structures than the elementary distinctions of closed vs. open (walks) or
simple vs. compound (cycles). Secondly, it allows the structure of a walk to be discussed
independently of the underlying graph. In particular, if the syntax tree of a given walk w is
modified so that only the length of the prime factor, rather than the prime factor itself, appears
in each node, then the structure of w can be precisely discussed without ever explicitly referring
to the edges that it traverses. This abstraction is useful insofar as it allows a general definition
of when two walks can be said to be equivalent – even if they connect different vertices, traverse
different edges, or exist on two different graphs.
The main goal of this article is to describe and generate irreducible walks for each of the
resummation schemes depicted in Figure 1. This goal requires a shorthand form of describing
and identifying the families of cycles that are classed as ‘resummable’ for each resummation
scheme. To this end, we introduce a sequence K = [k0, k1, . . . , kD] of non-negative integers
that we term a dressing signature. A dressing signature is a condensed way of prescribing the
structure of a cycle c. The values of ki for 0 ≤ i ≤ D set the maximum length of the prime
factors (i.e. the simple cycles) at depth i + 1 in the syntax tree of c: thus the base cycle of c
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has length less than or equal to k0, its child cycles have length less than or equal to k1, and so
forth. In order to emphasize that the child cycles at depth D−1 have no children of their own,
we fix the final entry of any dressing signature to be kD = 0. Further, since only simple cycles
of length 2 and greater can have child cycles, all elements of K apart from the last non-zero
element must be at least 2. This leads to the following definition.
Definition 3.1 (Dressing signatures). A dressing signature K = [k0, k1, . . . , kD] is a sequence
of one or more integers such that k1, k2, . . . , kD−2 ≥ 2 , kD−1 ≥ 1, and kD = 0. The parameter
D ≥ 0 is the number of non-zero integers in K before the final zero, and will be referred to as
the depth of K .
Remark 3.2. Given a dressing signature K = [k0, k1, . . . , 0] with depth D, the sequences
[k1, . . . , kD−1, 0], . . ., [kD−1, 0], [0] formed by progressively deleting elements from the front of
K are also dressing signatures.
A cycle whose prime decomposition matches the form prescribed by a given dressing signa-
ture K is said to be K -structured.
Definition 3.3 (K -structured cycles). Let K = [k0, k1, . . . , kD−1, 0] be a dressing signature,
and K ′ = [k1, . . . , kD−1, 0] be the dressing signature obtained by deleting the first element of
K . Then a cycle c is said to be K -structured if and only if the base cycle of c has length less
than or equal to k0, and all child cycles ci,j (if any exist) are K
′-structured. We denote the
set of all K -structured cycles off a given vertex α on a digraph G by CKG;α, and the set of all
K -structured cycles on G by CKG = ∪αC
K
G;α.
The set of K -structured cycles is a subset of the set of all cycles: CKG ⊆ CG . We give an
explicit expression for CKG in Section 4.3 (see Definition 4.7).
Remark 3.4. Since every cycle has a length of at least 1, no cycle is [0]-structured. A loop
is K -structured for any value of K 6= [0]. The cycles 121 and 1231 are both [3, 0]-structured
(indeed, they are [k0, 0]-structured for all k0 ≥ 3). The cycle 1221 is [2, 1, 0]-structured, while
12234331 = 1231⊙ 343⊙ 33⊙ 22 is [3, 2, 0]-structured. Figure 6 illustrates further examples of
[3, 2, 0]-structured cycles that have the triangle 1231 as a base cycle.
Remark 3.5. The syntax tree T of a K -structured cycle c has height at most D, where D is the
depth of K . Since c is a cycle, the root node T.root contains the trivial simple path (h(c)). If
D 6= 0, T.root has a single child node, which contains a simple cycle of length no greater than
k0. If D ≥ 2, this node may have one or more descendant nodes with depth 2 ≤ d ≤ D, the
contents of which satisfy length(n.contents) ≤ kd−1. Subject to this length restriction, there
is no limit on the number of nodes with depth 2 and deeper.
Remark 3.6 (The maximum dressing signature for a graph). A natural order on dressing
signatures is the quasi-lexicographic or shortlex order, in which shorter sequences precede
longer ones and sequences of the same length are ordered lexicographically. The minimum
dressing signature with respect to this order is [0], and – since dressing signatures can in
principle be arbitrarily long – there is no maximum.
However, for any finite graph G there is a maximum length to any simple cycle, and to the
simple cycles that may be nested into that cycle, and so forth. There is therefore a maximum
useful dressing signature for any finite graph, which we denote by K max = K max(G). This is
defined to be the smallest dressing signature K such that every cycle on G is K -structured.
It follows that CK maxG = CG . For example, the maximum dressing signature on the complete
graph with n vertices, denoted Gn, is
K max(Gn) =
{
[n, n− 1, . . . , 1, 0] if Gn contains at least one loop,
[n, n− 1, . . . , 2, 0] if not.
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Figure 6. A set of [3, 2, 0]-structured cycles can be constructed from a simple
cycle of length 3 (the triangle 1231, left) by nesting all possible configurations
of [2, 0]-structured cycles off each of its internal vertices (cf. Definition 4.7 in
§4.3). The resultant set of cycles is infinite.
Remark 3.7 (Inclusive and exclusive dressing signatures). Since the elements of a dressing
signature K define a maximum length for prime factors, the dressing signatures of Definition
3.1 would more precisely be called inclusive dressing signatures. In contrast we could imagine
exclusive dressing signatures – denoted (k0, k1, . . . , kD−1, 0) – with the corresponding definition
that a cycle c is (k0, k1, . . . , kD−1, 0)-structured if and only if the base cycle of c has length
exactly k0, and all its immediate children (if any) are (k1, . . . , kD−1, 0)-structured. However,
exclusive dressing signatures turn out to be less useful than their inclusive counterparts (in
particular because the set of (k0, k1, . . . , kD−1, 0)-structured cycles does not coincide with the
set of all cycles as the dressing signature is increased) so in this article we will restrict our
discussion to the inclusive case. Any mention of ‘dressing signature’ without further qualifica-
tion thus refers to an inclusive dressing signature, in the sense of Definition 3.1. However, it
is straightforward to extend the results we present to the case of exclusive dressing signatures.
3.2. A family of partitions of the walk set WG. In this section we state the fundamental
properties required of R K and ∆KG , and show that it follows from these properties that the
family of sets produced by applying ∆KG to every K -irreducible walk partition WG.
Definition 3.8. Given a digraph G and a dressing signature K , let R K : WG → WG and
∆KG : R
K
[
WG
]
→ 2WG be operators satisfying the following properties:
P1. R K is idempotent; i.e. R K
[
R K [w]
]
= R K [w] for any walk w ∈WG ,
P2. a walk w is an element of ∆KG [i] if and only if R
K [w] = i.
Since R K is idempotent, there exist walks that remain unchanged under its action. We term
these walks K -irreducible.
Definition 3.9 (K -irreducible walks). Let G be a digraph and w be a walk on G. Then, for
a given dressing signature K , w is said to be K -irreducible if and only if R K
[
w
]
= w. We
denote the set of all K -irreducible walks on G by IKG , and the set of all K -irreducible walks
from α to ω on G by IKG;αω. That is,
IKG =
{
w : w ∈WG and R
K
[
w
]
= w
}
,
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with an analogous expression for IKG;αω.
We give an explicit expression for the set of all K -irreducible walks in Section 4.6.
Proposition 3.1. The image of R K is precisely the set of K -irreducible walks.
Proof. The proof follows straightforwardly from the idempotence of R K and the definition of
IKG . The image of R
K is R K
[
WG
]
=
{
R K
[
w] : w ∈ WG
}
. Because R K is idempotent, every
element of this set satisfies R K [u] = u and so is K -irreducible. Conversely, every K -irreducible
walk i ∈ IKG satisfies i = R
K [w] for at least one walk w ∈ WG (for example, w = i) and so
appears in R K
[
WG
]
. 
The walk reduction operator can thus be interpreted as a projector from WG to I
K
G ⊆WG, the
subset of WG consisting of K -irreducible walks, and the walk dressing operator as a map from
IKG to the set of all subsets of walks on G.
Theorem 3.2. The family of sets
{
∆KG [i] : i ∈ I
K
G
}
partitions WG.
Proof. This claim consists of three statements: (i) that no element of this family is empty; (ii)
that the elements cover WG ; (iii) that the elements are pairwise disjoint. We prove each of
these statements in turn using the properties given in Definition 3.8.
(i) Consider the set ∆KG [i] for a given walk i ∈ I
K
G . By definition, i satisfies R
K [i] = i.
Then by P2, i is an element of ∆KG [i], so that ∆
K
G [i] is not empty. Since this holds for
every i ∈ IKG , no element of the family
{
∆KG [i] : i ∈ I
K
G
}
is empty.
(ii) We wish to show that ⋃
i∈IKG
∆KG [i] = WG . (9)
Let us assume the opposite. Then there exists some walk w ∈WG that does not appear
in any of the sets on the left-hand side. Let j = R K [w]. Then j is an element of IKG ,
and so ∆KG [j] appears as one of the terms on the left-hand side of Eq. (9). Further,
by P2, w is in ∆KG [j]. Thus w does appear in one of the sets on the left-hand side: a
contradiction. Thus no such walk w exists.
(iii) We wish to show that ∆KG [i] ∩ ∆
K
G [j] = ∅ for i, j ∈ I
K
G and i 6= j. We prove this by
contradiction. Assume the opposite: that there is a pair of sets ∆KG [i] and ∆
K
G [j] with
i 6= j that are not disjoint. Then there exists a walk w ∈ WG that satisfies w ∈ ∆
K
G [i]
and w ∈ ∆KG [j]. Then by P2, we have that R
K [w] = i and R K [w] = j: a contradiction.
Thus no such walk w exists.

We have thus shown that if explicit definitions can be found for R K and ∆KG that satisfy
properties P1 and P2 of Definition 3.8, then a family of partitions of the walk set WG fol-
lows straightforwardly. Presenting these explicit definitions and proving that they satisfy the
required properties is the main topic of Section 4.
3.3. The walk reduction operator as an equivalence relation. It is common knowledge
that every partition of a set is equivalent to an equivalence relation on that set, with equivalence
classes equal to the elements of the partition. In this section we define the equivalence relations
on WG that correspond to the partitions given in Theorem 3.2.
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Definition 3.10 (The equivalence relations
K
∼.). Given a dressing signature K , let
K
∼ be the
relation on WG defined by
w1
K
∼ w2 if and only if R
K [w1] = R
K [w2].
This relation is reflexive, symmetric, and transitive, and therefore defines an equivalence re-
lation on WG . We say that two walks w1, w2 ∈ WG such that w1
K
∼ w2 are K -equivalent to
each other.
Two walks w1 and w2 are K -equivalent if and only if they can be transformed into one
another by adding or removing some number (possibly zero) of resummable cycles.
Definition 3.11 (The K -equivalence class of a walk). Given a walk w ∈WG , its K -equivalence
class [w]K is the set of all walks that are K -equivalent to w:
[w]K =
{
u ∈WG : u
K
∼ w
}
.
Proposition 3.3. The K -equivalence class of any walk w ∈WG is the set ∆
K
G
[
R K [w]
]
.
Proof. The proof relies on property P2 of Definition 3.8. Let u be an element of [w]K . Then
by definition we have R K [u] = R K [w], and so u is in ∆KG
[
R K [w]
]
. Conversely, let v be an
element of ∆KG
[
R K [w]
]
. Then it follows that R K [v] = R K [w], so that v is in [w]K . 
Given an equivalence class [w]K , it is convenient to define a unique representative element
(the ‘canonical representative’) by which it can be referred to. Since every equivalence class
[w]K contains precisely one K -irreducible walk R
K [w], it is natural to adopt R K [w] as the
canonical representative of [w]K .
4. The walk reduction and walk dressing operators
In this section we give explicit definitions for the walk reduction operator R K and walk
dressing operator ∆KG , and show that these definitions satisfy the desired properties stated
in Definition 3.8. We further obtain an explicit recursive expression for IKG , the set of K -
irreducible walks on G. As shown in Theorem 3.2, knowledge of IKG and ∆
K
G allows a partition
of the set of all walks on an arbitrary digraph G to be constructed.
Since the actions of R K and ∆KG are defined in terms of resummable cycles, we first require a
more precise definition of which cycles are resummable within the resummation scheme indexed
by a given dressing signature K . We take up this subject in detail in Section 4.1. In Section 4.2
we show that both R K and ∆KG admit a natural recursive definition in terms of operators that
act on the individual cycles that make up w. Since their action on cycles parallels that of R K
and ∆KG on walks, we term these operators the cycle reduction operators (denoted r
K ;l) and
cycle dressing operators (denoted δK ;lG ) respectively. We define r
K ;l in Section 4.3, paving the
way for the explicit definition and proof of idempotence of R K in Section 4.4. In Section 4.5 we
define a set of cycles that are invariant under the action of the cycle reduction operators. We
term these cycles the (K , l)-irreducible cycles. Their definition paves the way for the explicit
definition of the set of K -irreducible walks in Section 4.6. In Section 4.7 we define the cycle
dressing operators and in Section 4.8 the walk dressing operator. In Section 4.9 we show that
the cycle reduction and cycle dressing operators are inverses of one another, in the sense that
δK ;lG [q] produces the pre-image under r
K ;l of a given (K , l)-irreducible cycle q. In Section 4.10
we exploit this result to prove that R K and ∆KG are inverses of one another, thus fulfilling the
aim of this section: to show that the explicit definitions for R K and ∆KG that we provide satisfy
properties P1 and P2 of Definition 3.8.
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4.1. Resummable cycles. The desired actions of the walk reduction and walk dressing op-
erators for a given dressing signature are simple to describe: R K maps a given walk w to
its K -irreducible core walk by removing all resummable cycles from it, while ∆KG maps a
K -irreducible walk i to the set of walks formed by dressing the vertices of i by all possible
configurations of resummable cycles. In order to convert this statement of intent into explicit
definitions for R K and ∆KG , we require a precise definition of when a cycle can be said to be
‘resummable’.
The general question we want to address can be stated as follows. Let w be a walk with
syntax tree T, c be a cycle contained in a proper subtree t of T, and K be a dressing signature.
Then we wish to decide between two possibilities: either c is part of the K -irreducible core
walk R K [w] (and so is not resummable), or c is produced by dressing R K [w] as prescribed
by ∆KG (and so is resummable). In the latter case, it follows that deleting c and all other
resummable cycles from w produces a walk that contains no resummable cycles.
The naïve solution to this question would be to assume that c is resummable if and only
if it is K -structured. Indeed, for the case of K = [1, 0] this is correct: deleting all the loops
from a walk produces a walk that does not contain any loops, and ∆
[1,0]
G can be defined so
as to add all possible configurations of loops off the vertices of a loopless walk i. Identifying
‘resummable’ with ‘[1,0]-structured’ is thus perfectly consistent. However, this approach fails
for all other dressing signatures: due to the possibility of nesting cycles inside other cycles
for dressing signatures with k0 ≥ 2, it is not generally true that deleting all K -structured
cycles from a walk produces a walk that contains no K -structured cycles. Alternatively, it
might be thought that recursively deleting K -structured cycles until the underlying walk no
longer changes (i.e. performing multiple passes over the walk, deleting K -structured cycles
each time) might be a valid approach. This is also not true, since it leads to the gradual
deletion of arbitrarily deeply-nested cycles that cannot be reconstructed by a dressing scheme
limited to adding cycles with a structure dictated by K . (Consider for example K = [2, 0] and
the cycle 121⊙ 232⊙ · · · ⊙ 898). To illustrate these complexities it is useful to consider two
simple examples.
Example 4.1. Consider the task of identifying which cycles in the walk w = 12321 = 1⊙ 121⊙ 232,
if any, are resummable with respect to the dressing signature K = [2, 0]. There are only two
possible candidates: 12321 and 232. We note firstly that 12321 is not [2, 0]-structured, and
so cannot possibly be the product of a dressing scheme that adds [2, 0]-structured cycles. On
the other hand, 232 is [2, 0]-structured, and so might be thought to be resummable. However,
removing it from w leaves the walk 1⊙ 121, which is not [2, 0]-irreducible on account of the
resummable cycle 121. Thus the cycle 232 is not the result of dressing a [2, 0]-irreducible walk
by [2, 0]-structured cycles, and we conclude that – despite being [2, 0]-structured – it is not
resummable.
Example 4.2. Next consider the task of identifying which cycles in the walk w = 1232421 =
1⊙ 121⊙ 232⊙ 242 are resummable with respect to the dressing signature K = [2, 0]. The only
two candidates are the backtracks 232 and 242. Since removing them both leaves the walk
1⊙ 121, which is not [2, 0]-irreducible, we conclude that they cannot both be resummable.
However, removing only one of them does leave a [2, 0]-irreducible walk: 1⊙ 12421 if 232 is re-
moved, and 1⊙ 12321 if 242 is removed. Therefore precisely one of 232 and 242 is resummable.
Which one is deemed resummable (and thus produced by dressing) and which is deemed to be
part of the ‘core’ irreducible walk is purely a matter of convention, which is equivalent to the
decision of whether the walk 1⊙ 121⊙ 232⊙ 242 should be generated by (a) adding 232 to the
first appearance of the vertex 2 in the [2, 0]-irreducible walk 12421, or (b) adding 242 to the
second appearance of 2 in the [2, 0]-irreducible walk 12321. We adopt the latter convention.
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Figure 7. The canonical syntax tree for the walk w =
1⊙(1231⊙ 343⊙ 22⊙ 242⊙ 22)⊙ 11⊙(121⊙ 22)⊙ 121⊙(131⊙ 33⊙ 343),
showing the local depth of each node with respect to the dressing sig-
natures K = [2, 0] (left) and K = [3, 1, 0] (right). The local depth is
evaluated according to Def. 4.1. Nodes that contain resummable cycles
(see Def. 4.3) are shaded grey. The K -irreducible walk thus consists of the
white nodes in each case: R [2,0][w] = 1⊙ 1231⊙(121⊙ 22)⊙(131⊙ 33) and
R [3,1,0][w] = 1⊙(1231⊙ 343⊙ 242)⊙(131⊙ 343).
The choice influences the exact forms taken by the cycle dressing and walk dressing operators,
which we provide in Sections 4.10 and 4.8.
These examples illustrate that whether or not a given cycle c in a walk w is resummable
within the resummation scheme identified by a given dressing signature K depends not only on
the structure of c, but also on its environment: specifically, on the ancestors and left siblings2
of c in the syntax tree of w. In order to take this into account, we assign a quantity that we
term local depth to each node in a syntax tree.
Definition 4.1 (Local depth). Let T be a canonical syntax tree, and K = [k0, . . . , kD−1, 0] a
dressing signature of depth D. Then the local depth of a node n of T with respect to K ,
denoted ℓK (n), is an integer between 0 and D inclusive, defined as follows. The root node
T.root and all its immediate children have a local depth of 0, while every other node n has a
local depth given by
ℓK (n) =


ℓK (p) + 1
if length(p.contents) ≤ kℓK (p) and
t(nj).contents is [kℓK (p)+1, . . . , 0]-structured for 1 ≤ j ≤ i− 1,
0 otherwise,
where p ≡ n.parent is the parent node of n in T, i is the position of node n within its hedge
(counting from left to right), nj is a left sibling node of n, and t(nj) is a proper subtree of T
rooted at nj. In a minor abuse of terminology, we will frequently refer to the local depth of a
simple cycle s, which is to be understood as being shorthand for the local depth of the node
containing s.
Remark 4.2. Note that the local depth of a simple cycle s does not depend on the length of
s itself, but only on the length of the parent and the structure of the cycles contained in the
subtrees rooted at each of the left siblings of s (if any) in the syntax tree.
The local depth of a node n can be understood as follows. Let K = [k0, k1, 0] be a dressing
signature of depth 2. Consider a node n in the syntax tree for a walk w whose parent node
is definitely a part of the core K -irreducible walk R K [w]. Then checking to see whether the
cycle t(n).contents could have been produced by adding K -structured cycles to R K [w] simply
amounts to checking whether t(n).contents is [k0, k1, 0]-structured. Such a node is assigned a
local depth of 0.
2The dependence on the left siblings, rather than the right siblings, is a direct consequence of the choice of
convention mentioned in Example 4.2.
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On the other hand, let n be a node whose parent p = n.parent has local depth 0. Then
the parent of p (i.e. the grandparent of n) is definitely a part of R K [w], but there are two
possibilities for p itself. The first is that by inspecting p and the left siblings of n, it can be
concluded that p is definitely a part of the core irreducible walk. This is the case if t(p).contents
is not [k0, k1, 0]-structured, which is the case if either (i) p.contents is longer than k0, or (ii) at
least one of its child cycles that have already been seen – i.e. the cycles in the subtrees rooted
at the left siblings of n – is not [k1, 0]-structured. Then the situation is identical to that in
the preceding paragraph: n is assigned local depth 0, indicating that t(n).contents should be
checked to see if it is [k0, k1, 0]-structured.
The second possibility is that cannot be concluded from this inspection that p is definitely
part of the core irreducible walk. This is the case if (i) p.contents is not longer than k0, and
(ii) all of the cycles in the subtrees rooted at the left siblings of n are [k1, 0]-structured. Then
it is possible that t(p).contents is the result of dressing its parent node by [k0, k1, 0]-structured
cycles. In this case, checking whether t(n).contents could have been produced by adding K -
structured cycles to R K [w] requires checking not whether t(n).contents is [k0, k1, 0]-structured,
but whether it is [k1, 0]-structured. We indicate this by assigning n a local depth of 1.
3
Extending this line of reasoning to deeper dressing signatures produces Definition 4.1. The
local depth of a node n indicates which trailing subsequence of the dressing signature K the
cycle t(n).contents should be compared against to check whether it is resummable or not.
The case of depth-1 dressing signatures, i.e. K = [k0, 0], is straightforward: a simple cycle
s has local depth 1 if and only if its parent is a simple cycle not longer than k0 and s is the
first child in its hedge. In this case the parent cycle and s, taken together, form part of the
underlying K -irreducible walk. Any right siblings that s may have are assigned local depth
0 and compared against the dressing signature [k0, 0], since they may arise from dressing the
parent of s by [k0, 0]-structured cycles. This is the case considered in Example 4.2.
Given a syntax tree T and a dressing signature K , the local depth can be assigned to each
node in a pre-order depth-first traversal of T, where the children within a hedge are visited
from left to right.
We then have the following concise definition of resummability.
Definition 4.3 (Resummable cycles). Let w be a walk with syntax tree T, c be a cycle corre-
sponding to a proper subtree t of T, and K = [k0, . . . , kD−1, 0] be a dressing signature of depth
D. Then c is resummable in w with respect to K if, and only if, c is [kℓ, . . . , kD−1, 0]-structured,
where 0 ≤ ℓ ≤ D is the local depth of t.root with respect to K .
It is straightforward to verify that this definition makes the correct predictions in the situ-
ations considered in Examples 4.1 and 4.2.
4.2. Constructing R K and ∆KG . We now turn to developing explicit definitions for the walk
reduction operator and walk dressing operator that satisfy the desired properties stated in
Definition 3.8. Since every walk can be decomposed into a simple path plus a collection of
cycles (Eq. (6)), it is natural to define R K and ∆KG in terms of a collection of operators that
act on cycles. These operators perform analogous roles on cycles to those of R K and ∆KG on
walks, and are termed the cycle reduction operators and cycle dressing operators respectively.
In this section we discuss the motivation for introducing these operators and give an overview
of their properties.
3Note that whether p is actually a part of RK [w] or not is irrelevant: it is only important whether or not
it can be concluded from p and the left siblings of n that p is in RK [w]. The distinction is important if, for
example, all of cycles in the subtrees rooted at the left siblings of n are [k1, 0]-structured, but one of the cycles
in a subtree rooted at a right sibling of n is not. Then t(p).contents is not [k0, k1, 0]-structured and p is a part
of RK [w]. However, since we only consider left siblings in assigning the local depth of a node, n is assigned a
local depth of 1 regardless, and t(n).contents may be resummable even though t(p).contents is not.
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Consider first the walk reduction operator R K , which deletes all resummable cycles from a
walk w by mapping each one to the corresponding trivial walk. This can be achieved through
the following two-step construction. Let K have depth D; then we introduce a family of cycle
reduction operators, which we denote by r K ;l for 0 ≤ l ≤ D. Specifically, r K ;l is a map on
CG ∪ TG (where TG is the set of trivial walks on G) defined such that applying r
K ;l to a cycle
c rooted at local depth l removes all resummable cycles (up to and including c itself) from c.
Since c itself must be deleted if it is resummable, it follows that r K ;l maps c to the trivial walk
(h(c)) if and only if c is [kl, . . . , kD−1, 0]-structured. Alternatively, if c is left unchanged under
the action of r K ;l, it is termed a (K , l)-irreducible cycle.
We then define R K such that every cycle c in w is mapped to r K ;ℓ[c] in R K [w], where ℓ is
the local depth of the base cycle of c. Since a cycle rooted at local depth ℓ is resummable if
and only if it is [kℓ, . . . , kD−1, 0]-structured, it follows that a cycle c in w is mapped to (h(c))
in R K [w] if and only if c is resummable with respect to K , as desired. A further consequence
of this construction is that a walk is K -irreducible if and only if every cycle c it contains is
(K , ℓ)-irreducible, where ℓ is the local depth of the root node of the subtree containing c.
Consequently, finding the set of (K , l)-irreducible cycles is a significant step towards finding
the set of K -irreducible walks.
Next consider the walk dressing operator∆KG , which maps a K -irreducible walk i to the set of
walks formed by adding all possible configurations of resummable cycles on G to i. The desired
behaviour for ∆KG can be achieved by a two-step construction similar to that for R
K . Let K
have depth D; then we introduce a family of cycle dressing operators, which we denote by δK ;lG
for 0 ≤ l ≤ D. These are defined such that δK ;lG : r
K ;l
[
CG
]
\TG → 2
CG maps a (K , l)-irreducible
cycle q rooted at local depth l to the set of cycles formed by adding all possible configurations
of resummable cycles to q. Consequently, every cycle c in δK ;lG [q] satisfies r
K ;l[c] = q, since any
resummable cycles added by δK ;lG are removed by r
K ;l.
Then we define ∆KG such that (i) all possible configurations of K -structured cycles are added
as immediate children of the base path of i, and (ii) every cycle q in i is mapped to δK ;ℓG′ [q] in
∆KG [i], where ℓ is the local depth of the root node of q and G
′ is the graph on which q exists
(specifically, G minus a subset of its vertices – see e.g. Eqs. (6) and (7)).
This is sufficient to produce the desired behaviour, since then every walk w ∈ ∆KG [i] differs
from i by (i) a collection of K -structured cycles having been added as immediate children of
the base path of i, and (ii) every cycle q having been replaced by a cycle c ∈ δK ;ℓG′ [q]. Thus
when R K is applied to w, r K ;0 is applied to each of the newly-added K -structured cycles,
mapping each back to the corresponding trivial walk, and r K ;ℓ is applied to every other cycle
c, mapping it back to q. Therefore applying R K to w recovers the K -irreducible walk i.
Having discussed the motivation for introducing the cycle reduction and cycle dressing opera-
tors, we now state the fundamental properties they must satisfy. We give explicit definitions
that satisfy these properties in Sections 4.3 and 4.7 respectively.
Definition 4.4. Given a digraph G, a dressing signature K of depth D, and a parameter
0 ≤ l ≤ D, let r K ;l : CG ∪ TG → CG ∪ TG and δ
K ;l
G : r
K ;l
[
CG
]
\ TG → 2
CG be maps such that
P1. r K ;l is idempotent; i.e. r K ;l
[
r K ;l[d]
]
= r K ;l[d] for every d ∈ CG ∪ TG ,
P2. r K ;l[d] ∈ TG if and only if (i) d ∈ TG or (ii) d is a [kl, . . . , kD−1, 0]-structured cycle,
P3. a cycle c is an element of δK ;lG [q] if and only if r
K ;l[c] = q.
Recall from §2.2 that TG =
{
(α) : α ∈ G
}
is the set of trivial walks on G.
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Figure 8. A schematic illustration of the action of the cycle reduction operator
r K ;l and cycle dressing operator δK ;lG for a particular dressing signature K and
parameter l. The cycle reduction operator maps a cycle c ∈ CG either to the
trivial walk (h(c)), if c is [kl, . . . , kD−1, 0]-structured, or to a (K , l)-irreducible
cycle q ∈ QK ;lG , otherwise. The cycle dressing operator maps a (K , l)-irreducible
cycle q to the set of all cycles that satisfy r K ;l[c] = q. The set of [kl, . . . , kD−1, 0]-
structured cycles together with the family of sets
{
δK ;lG [q] : q ∈ Q
K ;l
G
}
form a
decomposition of CG . A different value of K or l induces a different decompo-
sition.
The actions of r K ;l and δK ;lG are depicted in Figure 4.2.
Since r K ;l is idempotent, there is a subset of its domain CG ∪ TG that consists of elements
that remain unchanged under the action of r K ;l. Due to property P2, this subset contains the
set of trivial walks. The remaining elements are cycles that satisfy r K ;l[c] = c. We term such
a cycle a (K , l)-irreducible cycle.
Definition 4.5 ((K , l)-irreducible cycles). Let G be a digraph and K be a dressing signature
with depth D. Then a cycle c ∈ CG is said to be (K , l)-irreducible for 0 ≤ l ≤ D if and only if
r K ;l[c] = c. We denote the set of all (K , l)-irreducible cycles off a particular vertex α on G by
QK ;lG;α; that is
QK ;lG;α =
{
c : c ∈ CG;α and r
K ;l[c] = c
}
,
and the set of all (K , l)-irreducible cycles on G by QK ;lG = ∪αQ
K ;l
G;α.
We give an explicit expression for QK ;lG;α in Section 4.5. In the remainder of this section we
prove some fundamental properties of r K ;l and δK ;lG that follow from the properties laid down
in Definition 4.4.
Proposition 4.1. The image of r K ;l is the set QK ;lG ∪ TG.
Proof. By definition, the image of r K ;l is
r K ;l
[
CG ∪ TG
]
= r K ;l
[
CG
]
∪ r K ;l
[
TG
]
= r K ;l
[
CG
]
∪ TG ,
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where the second equality follows from the fact that r K ;l[(α)] = (α) for any trivial walk (α)
(see property P2 above). The proposition thus corresponds to the claim that
r K ;l
[
CG
]
∪ TG = Q
K ;l
G ∪ TG .
To prove this statement it suffices to show the inclusions (a) r K ;l
[
CG
]
⊆ QK ;lG ∪ TG and (b)
QK ;lG ⊆ r
K ;l
[
CG
]
∪ TG .
(a) Let a be an element of r K ;l
[
CG
]
, so that a = r K ;l
[
c
]
for some c ∈ CG . Since the
codomain of r K ;l is CG ∪ TG , there are two possibilities:
(i) a ∈ TG . Then it is clearly the case that a ∈ Q
K ;l
G ∪ TG .
(ii) a ∈ CG . Since a = r
K ;l[c] for some c ∈ CG and r
K ;l is idempotent (property
P1 above) it follows that r K ;l[a] = a. Then by the definition of QK ;lG we have
a ∈ QK ;lG , so that a ∈ Q
K ;l
G ∪ TG .
(b) Let b be an element of QK ;lG . Then by the definition of Q
K ;l
G we have that b = r
K ;l[b]
and b ∈ CG. Thus b is an element of {r
K ;l[c] : c ∈ CG} = r
K ;l[CG ].

The cycle reduction operator r K ;l is therefore a projector from CG ∪ TG to Q
K ;l
G ∪ TG .
Corollary 4.2. The set of (K , l)-irreducible cycles is given by QK ,lG = r
K ;l[CG ] \ TG.
Proof. By the definition of QK ,lG (Defn. 4.5) we have that Q
K ,l
G ⊆ CG , while from the convention
that trivial walks are not cycles it follows that CG ∩ TG = ∅. Hence Q
K ,l
G ∩ TG = ∅. From
Proposition 4.1 we further have that QK ,lG ∪ TG = r
K ;l[CG ]∪ TG ; thus Q
K ,l
G =
(
r K ;l[CG ]∪ TG
)
\
TG = r
K ;l[CG ] \ TG . 
It follows from Corollary 4.2 that the cycle dressing operator δK ;lG is a map from (K , l)-
irreducible cycles to sets of cycles: δK ;lG : Q
K ,l
G → 2
CG .
Lemma 4.3. For any dressing signature K and parameter 0 ≤ l ≤ D, where D is the depth
of K , the family of sets {
C
[kl,...,kD1 ,0]
G
}
∪
{
δK ;lG [q] : q ∈ Q
K ;l
G
}
forms a decomposition of CG. Thus, every cycle c ∈ CG is either [kl, . . . , kD−1, 0]-structured,
or can be produced by dressing a (K , l)-irreducible cycle as prescribed by the dressing operator
δK ;lG .
Note that this family cannot be said to form a partition of CG because of the possibility that
C
[kl,...,kD−1,0]
G might be empty. This is the case when G contains no [kl, . . . , kD−1, 0]-structured
cycles: for example, a loopless graph contains no [1, 0]-structured cycles.
Proof. This claim consists of two statements: (i) that the elements of this family cover CG ,
and (ii) that the elements are pairwise disjoint. We address each of these statements in turn.
(i) We claim that
C
[kl,...,kD−1,0]
G ∪
⋃
q∈QK ;lG
δK ;lG [q] = CG . (10)
Let us assume the opposite: there exists a cycle c in CG that does not appear in
any of the sets on the left-hand side. Consider the result of applying r K ;l to c. Two
possibilities exist:
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(a) r K ;l[c] ∈ TG . Then by property P2 above, c is a [kl, . . . , kD−1, 0]-structured cycle,
and so appears in C
[kl,...,kD−1,0]
G on the left-hand side of Eq. (10).
(b) r K ;l[c] ∈ QK ;lG . Then r
K ;l[c] appears in the union over QK ;lG in Eq. (10). Further,
by property P3 above, c is in δK ;lG [r
K ;l[c]], and so appears on the left-hand side of
Eq. (10).
(ii) To show that the members of the family are pairwise disjoint we require that (a)
C
[kl,...,kD−1,0]
G ∩ δ
K ;l
G [q] = ∅ for q ∈ Q
K ;l
G , and (b) δ
K ;l
G [q1] ∩ δ
K ;l
G [q2] = ∅ for q1, q2 ∈
QK ;lG and q1 6= q2. We prove each of these in turn. The proof in each case follows
straightforwardly from the properties given in Definition 4.4.
(a) Assume the opposite: that there exists a cycle c such that c ∈ C
[kl,...,kD−1,0]
G and
c ∈ δK ;lG [q] for some q ∈ Q
K ;l
G . Then by P2 we have that r
K ;l[c] ∈ TG , on one hand,
and r K ;l[c] = q, on the other. However, as noted in the proof to Corollary 4.2
above, QK ;lG and TG are disjoint: thus no such cycle c can exist.
(b) Assume the opposite: that there exists a cycle c such that c ∈ δK ;lG [q1] and c ∈
δK ;lG [q2] for some q1, q2 ∈ Q
K ;l
G with q1 6= q2. Then by P3 we have that r
K ;l[c] = q1
and r K ;l[c] = q2: a contradiction. Thus no such cycle exists.

4.3. The cycle reduction operators. We now give an explicit definition for the cycle re-
duction operators r K ;l that satisfies the key properties given in Definition 4.4: namely, that
r K ;l is idempotent, and that r K ;l[c] is equal to the trivial walk (h(c)) if and only if c = (h(c))
or c is a [kl, . . . , kD−1, 0]-structured cycle. We prove these claims later in this section.
Definition 4.6 (Cycle reduction operators). Let G be a digraph, K be a dressing signature of
depth D, and 0 ≤ l ≤ D be a parameter. Then the cycle reduction operator r K ;l is a map on
the set of all cycles and trivial walks on G:
r K ;l : CG ∪ TG → CG ∪ TG .
For any trivial walk (α), we define r K ;l
[
(α)
]
= (α) for every 0 ≤ l ≤ D. For any cycle c we
define r K ;l
[
c
]
as follows. Let c have decomposition (cf. Eq. 7)
c = αµ2 · · · µmα⊙

Nm⊙
j=1
cm,j

⊙ · · · ⊙

 N2⊙
j=1
c2,j

 ,
where αµ2 · · ·µmα is a simple cycle of length m ≥ 1 off α on G, Ni ≥ 0 is the number of child
cycles off µi, and ci,j ∈ CG\α···µi−1;µi for 2 ≤ i ≤ m and 1 ≤ j ≤ Ni. If and only if m ≤ kl, then
we introduce indices s2, . . . , sm, where si is the index of the first child off µi (counting from
the left of the hedge) such that r K ;l+1[ci,si ] 6= (µi). In other words, ci,si is the first child off µi
that is not [kl+1, . . . , kD−1, 0]-structured. If no such child exists (i.e. if there are no children
off µi, or if all children off µi satisfy r
K ;l+1[ci,si ] = (µi)) then we set si = Ni + 1. Then the
cycle reduction operator r K ; l maps c to
r K ; l
[
c
]
=


(α)
if m ≤ kl and every
si = Ni + 1
αµ2 · · ·µmα⊙

Nm⊙
j=1
r K ; lm,j
[
cm,j
]⊙ · · · ⊙

 N2⊙
j=1
r K ; l2,j
[
c2,j
] else.
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where
li,j =
{
l + 1 if m ≤ kl and j ≤ si,
0 else,
It is worth commenting here on the role of the indices si. They are included to produce
the desired behaviour for r K ;l: namely, that r K ;l should map any [kl, . . . , kD−1, 0]-structured
cycle c to (h(c)). Since c can be [kl, . . . , kD−1, 0]-structured only if every child cycle ci,j is
[kl+1, . . . , kD−1, 0]-structured, r
K ;l[c] must depend on r K ;l+1[ci,j ] for every child ci,j . This
dependence is achieved via the indices si.
The indices si are evaluated if and only if the base cycle s of c is not longer than kl. Then si
is the index of the first child cycle of µi that is not [kl+1, . . . , kD−1, 0]-structured, or Ni+1 if no
such child exists. Thus if and only if every si is equal to Ni+1, all of the children off all of the
vertices of αµ2 · · ·µmα are [kl+1, . . . , kD−1, 0]-structured. Then c is [kl, . . . , kD−1, 0]-structured,
and is consequently mapped by r K ;l to (h(c)).
Note that the value of the parameter li,j, which specifies which cycle reduction operator is
applied to the child ci,j , is precisely the local depth of the root node of ci,j. This ensures that
when r K ;l is applied to c, every child cycle ci,j is mapped to r
K ;l′ [ci,j ], where l
′ is the local
depth of the root node of ci,j .
The effect of applying r K ;l to a cycle c rooted at local depth l can be summarised as follows.
There are two possible cases. Firstly, if the base cycle s of c is longer than kl, every child of
s has local depth 0. In this case r K ;0 is applied to every child cycle of s. Secondly, if s is not
longer than kl, the first min(si, Ni) children of s have local depth l + 1, and any remaining
children in the same hedge have local depth 0. Consequently, r K ;l+1 is applied to the first
min(si, Ni) children off µi, and r
K ;0 to any remaining children off µi.
In the remainder of this section we prove the two claims we have made about r K ;l. Firstly,
we show that r K ;l is idempotent for every K and l. Secondly, we prove that r K ;l maps a cycle
c to (h(c)) if and only if c is [kl, . . . , kD−1, 0]-structured.
Proposition 4.4. The cycle reduction operators r K ;l are idempotent.
Proof. We first note that from the definition of r K ;l we have r K ;l
[
r K ;l[(α)]
]
= r K ;l
[
(α)
]
= (α)
for any trivial walk (α) and any 0 ≤ l ≤ D. It thus remains only to prove that r K ;l is
idempotent for any cycle c ∈ CG . To this end, let P(n, l) for n ≥ 1 and 0 ≤ l ≤ D be the
statement
r K ;l
[
r K ;l[c]
]
= r K ;l
[
c
]
, (12)
where n is the length of c. We prove this statement for all n and l by induction on n. For a given
n, the statements required to prove P(n, l) depend on l. Namely, P(n, l) for any 0 ≤ l ≤ D− 1
requires both P(m, 0) and P(m, l+1) for all m < n, while P(n,D) only requires P(m, 0) for all
m < n.
Inductive step. We wish to prove the statements
P(m, 0) for all m < n =⇒ P(n,D),
P(m, l + 1) and P(m, 0) for all m < n =⇒ P(n, l) for 0 ≤ l ≤ D − 1.
We proceed by explicitly evaluating r K ;l
[
c
]
and r K ;l
[
r K ;l[c]
]
and showing that they are equal.
Let c have decomposition
c = αµ2 · · ·µLα⊙

 NL⊙
j=1
cL,j

⊙ · · · ⊙

 N2⊙
j=1
c2,j

 ,
where 1 ≤ L ≤ n. Then two possibilities exist:
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1) L > kl. Note that is necessarily the case if l = D, since kD = 0. Then we see from
the definition of r K ;l that all of the parameters li,j are zero, so that r
K ;0 is applied to
every child cycle ci,j . We find
r K ;l
[
c
]
= αµ2 · · ·µLα⊙

 NL⊙
j=1
r K ;0
[
cL,j
]⊙ · · · ⊙

 N2⊙
j=1
r K ;0
[
c2,j
]
= αµ2 · · ·µLα⊙
[
ML⊙
k=1
r K ;0
[
cL,tL,k
]]
⊙ · · · ⊙
[
M2⊙
k=1
r K ;0
[
c2,t2,k
]]
where 0 ≤ Mi ≤ Ni is the number of cycles among ci,1, . . . , ci,Ni that are not reduced
to (µi) by r
K ;0, and ti,k are their indices, which we assume without loss of generality
satisfy 1 ≤ ti,1 < · · · < ti,Mi ≤ Ni. Now
r K ;l
[
r K ;l[c]
]
= αµ2 · · · µLα⊙
[
ML⊙
k=1
r K ;0
[
r K ;0[cL,tL,k ]
]]
⊙ · · · ⊙
[
M2⊙
k=1
r K ;0
[
r K ;0[c2,t2,k ]
]]
= αµ2 · · · µLα⊙
[
ML⊙
k=1
r K ;0
[
cL,tL,k
]]
⊙ · · · ⊙
[
M2⊙
k=1
r K ;0
[
c2,t2,k
]]
= r K ;l
[
c
]
,
where the second equality follows from the induction hypotheses P(mi,k, 0) for 2 ≤ i ≤
L and 1 ≤ k ≤Mi, where mi,k < n is the length of the cycle ci,ti,k .
2) L ≤ kl. Then the parameters li,j depend on the indices s2, . . . , sL. Specifically, r
K ;l+1
is applied to the first min(si, Ni) child cycles (counting from the left), and r
K ;0 is
applied to any remaining child cycles. Two possibilities exist:
a) si = Ni + 1 for every 2 ≤ i ≤ L; i.e. every ci,j satisfies r
K ;l+1[ci,j ] = (µi). Then
r K ;l
[
c
]
= (α), and r K ;l
[
r K ;l[c]
]
= r K ;l
[
(α)
]
= (α).
b) At least one of the indices s2, . . . , sL is not equal to Ni + 1. Let I = {i1, . . . , ip}
be the index set of those indices, so that si 6= Ni + 1 if and only if i ∈ I . Then
r K ;l
[
c
]
= αµ2 · · ·µLα⊙

 NL⊙
j=1
r K ;lL,j
[
cL,j
]⊙· · · ⊙

 N2⊙
j=1
r K ;l2,j
[
c2,j
]
= αµ2 · · ·µLα⊙ r
K ;l+1
[
cip,sip
]
⊙

 Nip⊙
j=sip+1
r K ;0
[
cip,j
]
⊙ · · ·
⊙ r K ;l+1
[
ci1,si1
]
⊙

 Ni1⊙
j=si1+1
r K ;0
[
ci1,j
]
where the second equality is obtained on noting that it follows from the definition
of si that the first si − 1 child cycles off each vertex µi are mapped to (µi) by
r K ;l+1. Since trivial walks do not contribute to the nesting product, they can
safely be deleted. Thus, all cycles off µi (for i /∈ I) and the first si−1 cycles off µi
(for i ∈ I) disappear. Next we follow an analogous procedure to that outlined in
case 1) above. LetM1 be the number of the Ni1−si1 cycles ci1,si1+1, . . . , ci1,Ni1 off
µi1 that are not mapped to (µi1) by r
K ;0, and let si1+1 ≤ t1,1 < · · · < t1,M1 ≤ Ni1
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be the indices of these cycles. Introducing analogous quantities for i2, . . . , ip, we
arrive at the final expression for r K ;l
[
c
]
:
r K ;l
[
c
]
= αµ2 · · ·µLα⊙ r
K ;l+1
[
cip,sip
]
⊙

Mp⊙
k=1
r K ;0
[
cip,tp,k
]
⊙ · · ·
⊙ r K ;l+1
[
ci1,si1
]
⊙
[
M1⊙
k=1
r K ;0
[
ci1,t1,k
]]
.
(13)
We now wish to apply r K ;l to this result. Since the base cycle of r K ;l[c] has length
L ≤ kl, we first need to evaluate the indices s
′
1, . . . , s
′
p, where s
′
1 is the index of
the first cycle among the children r K ;l+1
[
ci1,si1
]
, r K ;0
[
ci1,t1,1
]
, . . . , r K ;0
[
ci1,t1,M1
]
that is not mapped to (µi1) by r
K ;l+1. We claim that s′1 = 1. The proof of
this is straightforward: by the definition of si1 , we know that ci1,si1 satisfies
r K ;l+1[ci1,si1 ] 6= (µi1). Further, from the induction hypothesis P(m1, l + 1), where
m1 < n is the length of ci1,si1 , we have r
K ;l+1
[
r K ;l+1[ci1,si1 ]
]
= r K ;l+1[ci1,si1 ].
Thus r K ;l+1
[
r K ;l+1[ci1,si1 ]
]
6= (µi1), which proves our claim that s
′
1 = 1. An anal-
ogous argument shows that s′2 = · · · = s
′
p = 1. Thus, applying r
K ;l to Eq. (13)
yields
r K ;l
[
r K ;l[c]
]
= αµ2 · · ·µLα⊙ r
K ;l+1
[
r K ;l+1[cip,sip ]
]
⊙

Mp⊙
k=1
r K ;0
[
r K ;0[cip,tp,k ]
]
⊙ · · ·
⊙ r K ;l+1
[
r K ;l+1[ci1,si1 ]
]
⊙
[
M1⊙
k=1
r K ;0
[
r K ;0[ci1,t1,k ]
]]
= r K ;l
[
c
]
where the second equality follows on noting that the right-hand side of Eq. (13)
is recovered immediately upon using the induction hypotheses P(mk,j, 0) for 1 ≤
j ≤ Mk and 1 ≤ k ≤ p, where mk,j < n is the length of cik ,tk,j , and P(mk, l + 1)
for 1 ≤ k ≤ p, where mk < n is the length of cik ,sik .
Base case. We wish to prove that P(1, l) holds for all 0 ≤ l ≤ D. Since the only cycle of length
1 is the loop αα, this corresponds to the claim that
r K ;l
[
r K ;l[αα]
]
= r K ;l
[
αα
]
.
We identify two cases:
1) 0 ≤ l ≤ D − 1. Then kl ≥ 1, so r
K ;l[αα] = (α) and r K ;l[r K ;l[αα]] = r K ;l[(α)] = (α).
2) l = D. Since kD = 0, r
K ;D[αα] = αα, and r K ;D
[
r K ;D[αα]
]
= r K ;D[αα] = αα.

We now prove the claim that r K ;l maps a cycle c to the trivial walk (h(c)) if and only if c
is [kl, . . . , kD−1, 0]-structured. We begin by defining the set of all K -structured cycles on G.
Definition 4.7 (The set of K -structured cycles). Recall from Definition 3.3 that, given a dress-
ing signature K = [k0, k1, . . . , kD−1, 0], a cycle c is K -structured if and only if the base cycle
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of c has length no greater than k0 and any children of c are [k1, . . . , kD−1, 0]-structured. It
follows that the set of all K -structured cycles off α on G, denoted by CKG;α, is given by
CKG;α =


∅ if D = 0,
k0⋃
L=1
SG;α;L⊙C
[k1,...,kD−1,0] ∗
G\αµ2···µL−1;µL
⊙ · · · ⊙C
[k1,...,kD−1,0] ∗
G\α;µ2
otherwise,
where D is the depth of K , αµ2 · · ·µLα ∈ SG;α;L is a simple cycle of length L off α on G, and
[k1, . . . , kD−1, 0] is the dressing signature obtained by deleting the first element of K . Further,
the set of all K -structured cycles on G is given by
CKG =
⋃
α∈G
CKG;α.
Proposition 4.5. Let c be a cycle off α on a digraph G, and K = [k0, . . . , kD−1, 0] be a dressing
signature of depth D. Then r K ;l
[
c
]
= (α) if and only if c ∈ C
[kl,...,kD−1,0]
G;α , for 0 ≤ l ≤ D.
Proof. Note firstly that C
[0]
G;α is empty, and so the statement is vacuously true for l = D. It
remains to prove that
r K ;l
[
c
]
= (α) ⇐⇒ c ∈ C
[kl,...,kd−1,0]
G;α
for l = 0, 1, . . . ,D − 1. We prove the forward and backward directions separately. Before
beginning the proof proper we note that it follows from Definition 4.7 that a cycle is an
element of C
[kl,...,kD−1,0]
G;α for 0 ≤ l ≤ D − 1 if and only if its decomposition is of the form
αµ2 · · ·µLα⊙
[ NL⊙
j=1
cL,j
]
⊙ · · · ⊙
[ N2⊙
j=1
c2,j
]
(14a)
where αµ2 · · ·µLα is a simple cycle of length L ≤ kl off α, Ni ≥ 0 is the number of child cycles
off µi, and
ci,j ∈ C
[kl+1,...,kD−1,0]
G\αµ2···µi−1;µi
(14b)
for 2 ≤ i ≤ L and 1 ≤ j ≤ Ni.
Forward. For 0 ≤ l ≤ D − 1, let P(l) be the statement
r K ;l
[
c
]
= (α) =⇒ c ∈ C
[kl,...,kd−1,0]
G;α .
We will prove this by showing that the equality r K ;l
[
c
]
= (α) implies that c has the structure
described in Eq. (14), so that c is an element of C
[kl,...,kd−1,0]
G;α . The proof proceeds by induction
on the parameter l, starting at l = D−1 and working downwards to l = 0. Within the forward
part of the proof, we assume that c has decomposition
c = αβ2 · · · βPα⊙

MP⊙
j=1
bP,j

⊙ · · · ⊙

M2⊙
j=1
b2,j

 ,
where αβ2 · · · βPα is a simple cycle of length P ≥ 1 off α, Mi ≥ 0 is the number of children
off βi for 2 ≤ i ≤ P , and bi,j ∈ CG\α···βi−1;βi for 1 ≤ j ≤Mi.
Inductive step. The inductive step is the statement P(l + 1) =⇒ P(l) for 0 ≤ l ≤ D − 2.
Referring to Definition 4.6, we find that r K ;l[c] = (α) implies that P ≤ kl and si = Mi + 1 for
every i. Then from the definition of si, it follows that r
K ;l+1[bi,j] = (βi) for all 1 ≤ j ≤ Mi.
Then from the induction hypothesis P(l + 1) we have that bi,j ∈ C
[kl+1,...,kD−1,0]
G\α···βi−1;βi
. Thus the
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decomposition of c has the structure of Eq. (14), and c is in C
[kl,...,kD−1,0]
G;α .
Base case. We wish to prove the statement P(D − 1). In this case, r K ;D−1 [c] = (α) implies
that P ≤ kD−1 and all child cycles bi,j (if any) satisfy r
K ;D[bi,j] = (βi). Note that a necessary
condition for r K ;D[bi,j ] = (βi) is that Li,j ≤ kD, where Li,j is the length of the base cycle of
bi,j. However, by the definition of a dressing signature we have kD = 0. Since there are no
cycles with length 0, there are no cycles that satisfy r K ;D[bi,j] = (βi). Thus, c does not have
any children; i.e. Mi = 0 for all i. Then c is a simple cycle of length P ≤ kD−1, and is an
element of C
[kD−1,0]
G;α =
⋃kD−1
L=1 CG;α;L.
Backward. For 0 ≤ l ≤ D − 1, let P(l) be the statement
c ∈ C
[kl,...,kD−1,0]
G;α =⇒ r
K ;l
[
c
]
= (α).
Since c is an element of C
[kl,...,kD−1,0]
G;α , its decomposition is of the form given in Eq. (14). In
particular, the length of the base cycle of c is L ≤ kl. Thus to prove P(l) it is sufficient to
show that si = Ni + 1 for all 2 ≤ i ≤ L: that is, that all of the Ni children ci,j off µi satisfy
r K ;l+1[ci,j ] = (µi). The proof again proceeds by induction on the parameter l, from l = D − 1
down to l = 0.
Inductive step. The inductive step is the statement P(l + 1) =⇒ P(l) for 0 ≤ l ≤ D − 2.
From Eq. (14), we see that ci,j ∈ C
[kl+1,...,kD−1,0]
G\αµ2···µi−1;µi
for 2 ≤ i ≤ L and 1 ≤ j ≤ Ni. Then from the
induction hypothesis P(l+1) we have r K ;l+1
[
ci,j
]
= (µi), so that si = Ni+1 for all 2 ≤ i ≤ L.
It then follows from the definition of r K ;l that r K ;l[c] = (α).
Base case. The base case of the induction is the statement P(D − 1). Then c is a member of
C
[kD−1,0]
G;α ; that is, a simple cycle of length no greater than kD−1. Since c has no children, we
have si = Ni + 1 = 1 for all 2 ≤ i ≤ L, and so r
K ;D−1[c] = (α). 
4.4. The walk reduction operator. Having defined the cycle reduction operators r K ;l, we
are now in a position to give the explicit definition of the walk reduction operator R K . As
noted, the action of R K on a walk w is to remove all resummable cycles from w, thereby
projecting w to its K -irreducible core walk R K [w] ∈ IKG .
Definition 4.8. Let G be a digraph and K be a dressing signature. Then the walk reduction
operator R K : WG → WG is a map on WG defined as follows. Let w be a walk on G with
decomposition (cf. Eq. (6))
w = αµ2 · · ·µmω⊙

Nm+1⊙
j=1
cm+1,j

⊙· · · ⊙

 N2⊙
j=1
c2,j

⊙

 N1⊙
j=1
c1,j

 ,
where αµ2 · · ·µmω ∈ PG is a simple path of length m ≥ 0 on G, Ni ≥ 0 is the number of child
cycles off µi, and ci,j ∈ CG\α···µi−1;µi is a cycle off µi. Then R
K maps w to
R K
[
w
]
= αµ2 · · · µmω⊙

Nm+1⊙
j=1
r K ; 0
[
cm+1,j
]⊙ · · · ⊙

 N2⊙
j=1
r K ; 0
[
c2,j
]⊙

 N1⊙
j=1
r K ; 0
[
c1,j
]
where r K ;0 is the cycle reduction operator of Definition 4.6.
We now prove that R K is idempotent, thus showing that the explicit definition we give here
satisfies property P1 of Definition 3.8.
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Proposition 4.6. The walk reduction operator R K is idempotent.
The proof follows straightforwardly from the fact that r K ;0 is idempotent.
Proof. Let w ∈WG be a walk on G with decomposition
w = αµ2 · · · µLω⊙

NL+1⊙
j=1
cL+1,j

⊙ · · · ⊙

 N1⊙
j=1
c1,j


where αµ2 · · ·µLω is a simple path of length L ≥ 0 and ci,j ∈ CG\α···µi−1;µi for 1 ≤ i ≤ L + 1
and 1 ≤ j ≤ Ni. Then
R K
[
w
]
= αµ2 · · ·µLω⊙

NL+1⊙
j=1
r K ;0
[
cL+1,j
]⊙ · · · ⊙

 N1⊙
j=1
r K ;0
[
c1,j
]
= αµ2 · · ·µLω⊙

ML+1⊙
k=1
r K ;0
[
cL+1,tL+1,k
]⊙ · · · ⊙
[
M1⊙
k=1
r K ;0
[
c1,t1,k
]]
(15)
where 0 ≤Mi ≤ Ni for 1 ≤ i ≤ L+1 is the number of cycles among ci,1, . . . , ci,Ni that are not
mapped to (µi) by r
K ;0, and ti,k are their indices, which we assume without loss of generality
to satisfy 1 ≤ ti,1 < · · · < ti,Mi ≤ Ni. Applying R
K again to this result gives
R K
[
R K [w]
]
= αµ2 · · · µLω⊙

ML+1⊙
k=1
r K ;0
[
r K ;0[cL+1,tL+1,k ]
]⊙ · · · ⊙
[
M1⊙
k=1
r K ;0
[
r K ;0[c1,t1,k ]
]]
= R K
[
w
]
,
where the second equality is obtained on noting that r K ;0 is idempotent (see Proposition 4.4)
and comparing with Eq. (15). 
4.5. The set of (K , l)-irreducible cycles. Recall from Section 4.2 that the set of (K , l)-
irreducible cycles off α on G, denoted by QK ;lG;α, is the set of all cycles off α on G that satisfy
r K ;l[q] = q, where r K ;l is defined in Section 4.3. The (K , l)-irreducible cycles are of central
importance in defining the set of K -irreducible walks. In this section we use the definition of
r K ;l given in Defn. 4.6 to develop an explicit recursive formula for QK ;lG;α.
To understand the structure of the cycles that appear in QK ;lG;α, let us consider what structure
a cycle must have in order to be (K , l)-irreducible. We begin by addressing the question of
which simple cycles off α – if any – are (K , l)-irreducible.
Let s = αµ2 · · ·µLα be a simple cycle off α on G. Since s has no child cycles, the action
of r K ;l on s is straightforward: referring to Definition 4.6 we find r K ;l[s] = s if L > kl, and
r K ;l[s] = (α) if L ≤ kl. Thus every simple cycle that is longer than kl is (K , l)-irreducible,
while every simple cycle that is shorter than kl is not. However, in the latter case it is easy to
modify s so as to obtain a (K , l)-irreducible cycle. The simplest way is to add a single child
cycle off an internal vertex of s. Explicitly, consider adding a child c off an arbitrary internal
vertex of s. Then
r K ;l
[
αµ2 · · ·µLα⊙ c
]
=
{
(α) if r K ;l+1[c] = h(c),
αµ2 · · ·µLα⊙ r
K ;l+1[c] else.
It follows that if r K ;l+1
[
c
]
= c, then r K ;l
[
αµ2 · · ·µLα⊙ c
]
= αµ2 · · ·µLα⊙ c. In other words,
although a simple cycle of length less than or equal to kl is itself not (K , l)-irreducible, it can
be extended into a (K , l)-irreducible cycle by the simple step of nesting a (K , l+1)-irreducible
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child off one of its internal vertices. This reasoning also holds for the case where one (K , l+1)-
irreducible child is nested off each vertex of a non-empty subset {µi1 , . . . , µip} of the internal
vertices of s. For example, if kl = 3, s = αµ2µ3α, and q2, q3 are (K , l+1)-irreducible cycles off
µ2 and µ3 respectively, then αµ2µ3α⊙ q2, αµ2µ3α⊙ q3, and αµ2µ3α⊙ q3⊙ q2 are all (K , l)-
irreducible.
This line of reasoning shows that every element of the following set is (K , l)-irreducible:
(
SG;α \ ∪
kl
L=1SG;α;L
)︸ ︷︷ ︸
simple cycles longer than kl
∪
kl⋃
L=1
⋃
I∈P≥1({2,...,L})
SG;α;L⊙Q
K ;l+1
G\α···µip−1;µip
⊙ · · · ⊙QK ;l+1G\α···µi1−1;µi1︸ ︷︷ ︸
simple cycles not longer than kl with
one or more (K , l+ 1)-irreducible child cycles
(16)
where SG;α;L is the set of simple cycles of length L off α, αµ2 · · ·µLα is a simple cycle of
length L off α, and I = {i1, . . . , ip} is a non-empty subset of {2, . . . , L} that indexes p internal
vertices of αµ2 · · · µLα, where 1 ≤ p ≤ L− 1. [We denote the set of all non-empty subsets of
{2, . . . , L} by P≥1({2, . . . , L})].
Although every element of the set given in Eq. (16) is (K , l)-irreducible, not every (K , l)-
irreducible cycle appears in Eq. (16): other (K , l)-irreducible cycles can be constructed by
taking an element c of this set and adding one or more child cycles off its internal vertices.
These child cycles must be carefully chosen so that their presence does not spoil the (K , l)-
irreducibility of the entire cycle. The structure that the child cycles are permitted to have can
be determined from the action of r K ;l. There are two cases, corresponding to the two subsets
that are braced in Eq. (16).
Consider first the case where c comes from the first braced term: i.e. c is a simple cycle
longer than kl. Then r
K ;l[c] applies r K ;0 to every immediate child of c. It follows that so
long as every child cycle we add is (K , 0)-irreducible, the new cycle produced from c remains
(K , l)-irreducible. Alternatively, consider the case where c comes from the second braced term.
Then its base cycle is not longer than kl, and at least one internal vertex of the base cycle
has precisely one child, which is (K , l + 1)-irreducible. Consider adding further children to
c. Then r K ;l[c] applies r K ;l+1[c] to the first child off each vertex, and (since the first child is
(K , l+1)-irreducible and is thus not mapped to a trivial walk) r K ;0 to all subsequent children.
Thus as long as the child cycles we add are (i) attached to a vertex that already has a child,
(ii) positioned after the first child, and (iii) (K , 0)-irreducible, the resultant cycle remains
(K , l)-irreducible.
We therefore conclude that a cycle is (K , l)-irreducible if and only if (a) its base cycle is
longer than kl, and all of its immediate child cycles (if any) are (K , 0)-irreducible; or (b) its
base cycle is not longer than kl, it has at least one child cycle, and the first child cycle off
a given vertex is (K , l + 1)-irreducible and all subsequent children (if any) in that hedge are
(K , 0)-irreducible. We formalise this statement in the following theorem.
Theorem 4.7. Let G be a digraph and K be a dressing signature of depth D. Then for
0 ≤ l ≤ D the set of all (K , l)-irreducible cycles off α on G is
QK ;lG;α =
(
SG;α \ ∪
kl
k=1SG;α;k
)
⊙QK ;0 ∗G\α···βk−1;βk ⊙ · · · ⊙Q
K ;0 ∗
G\α;β2
(17)
∪
kl⋃
L=1
⋃
I ∈P≥1({2,...,L})
SG;α;L ⊙Q
K ;l+1
G\α···µip−1;µip
⊙QK ;0 ∗G\α···µip−1;µip
⊙ · · ·
⊙QK ;l+1G\α···µi1−1;µi1
⊙QK ;0 ∗G\α···µi1−1;µi1
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where αβ2 · · · βkα is a simple cycle of length k > kl off α, αµ2 · · ·µLα is a simple cycle of
length L ≤ kl off α, and I = {i1, . . . , ip} is a non-empty subset of {2, . . . , L} containing the
indices of at least one internal vertex of αµ2 · · ·µLα.
Proof. Theorem 4.7 corresponds to the statement that a cycle off α on G is (K , l)-irreducible
if and only if it is an element of QK ;lG;α; that is
c ∈ QK ;lG;α ⇐⇒ r
K ; l
[
c
]
= c.
We prove the forward and backward directions of this statement separately. The proof pro-
ceeds by induction on the number of vertices in G. We begin with a general remark that will
be required in both sections of the proof.
From Eq. (17) and the discussion preceding it, it follows that a cycle c is in QK ;lG;α if and only
if one of two conditions holds. In each case we denote the base cycle of c by s.
a) If s is longer than kl and all immediate children of s are (K , 0)-irreducible, then c
appears in the first line of Eq. (17), and has decomposition
αµ2 · · ·µLα⊙
[ NL⊙
j=1
cL,j
]
⊙ · · · ⊙
[ N2⊙
j=1
c2,j
]
(18)
where L > kl, Ni ≥ 0 for 2 ≤ i ≤ L, and ci,j ∈ Q
K ;0
G\α···µi−1;µi
for 1 ≤ j ≤ Ni.
b) If s is not longer than kl, has at least one child, and the first child off each internal vertex
of s is (K , l+ 1)-irreducible and any remaining children in the same hedge are (K , 0)-
irreducible, then c appears in the second part of Eq. (17). Then c has decomposition
αµ2 · · ·µLα⊙

Nip⊙
j=1
cip,j

⊙ · · · ⊙

Ni1⊙
j=1
ci1,j

 (19a)
where L ≤ kl, {i1, . . . , ip} is a non-empty subset of {2, . . . , L}, Nik ≥ 1 for 1 ≤ k ≤ p,
and
cik,j ∈


QK ;l+1G\α···µik−1;ik
if j = 1,
QK ;0G\α···µik−1;ik
else.
(19b)
In the forward direction of the proof, we show that any cycle c that has the structure of
Eq. (18) or Eq. (19) satisfies r K ;l[c] = c. In the backward direction, we show that any cycle
that satisfies r K ;l[c] = c must have the structure of either Eq. (18) or Eq. (19), and so is an
element of QK ;lG;α.
Forward. Let n ≥ 1 be the number of vertices in G, and L(n, l) for n ≥ 1 and 0 ≤ l ≤ D be
the statement
c ∈ QK ;lG;α =⇒ r
K ; l
[
c
]
= c.
We prove this statement for all n and l by induction on n. For a given n, the statements
required to prove L(n, l) depend on l. Specifically, L(n, l) for any 0 ≤ l ≤ D − 1 requires
L(m, l + 1) and L(m,D) for all m < n, while L(n,D) only requires L(m, 0) for m < n.
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Inductive step. The inductive step corresponds to the statements
L(m, 0) for all m < n =⇒ L(n,D),
L(m, l + 1) and L(m, 0) for all m < n =⇒ L(n, l) for 0 ≤ l ≤ D − 1.
As noted above, given an element c of QK ;lG;α, there are two possibilities:
a) The base cycle of c is longer than kl (note that this is necessarily the case if l = D,
since kD = 0). Then c has the form of Eq. (18), and since r
K ; l applies r K ;0 to every
child cycle, we have
r K ; l
[
c
]
= αµ2 · · ·µLα⊙

 NL⊙
j=1
r K ; 0
[
cL,j
]⊙ · · · ⊙

 N2⊙
j=1
r K ; 0
[
c2,j
]
= αµ2 · · ·µLα⊙

 NL⊙
j=1
cL,j

⊙ · · · ⊙

 N2⊙
j=1
c2,j


= c,
where the second equality follows from the induction hypotheses L(mi, 0) for 2 ≤ i ≤ L,
where mi < n is the number of vertices in G\α · · ·µi−1.
b) The base cycle of c is not longer than kl. Then c has the form of Eq. (19). In this case
applying r K ; l to c applies r K ; l+1 to the first min(Ni, si) children off a given internal
vertex µi, and r
K ;0 to any remaining children. Recall from §4.3 that si is the index of
the first child off µi that satisfies r
K ;l+1[ci,si ] 6= (µi). We claim that si = 1. This can
be proven as follows. From Eq. (19), we have that ci,1 is an element of Q
K ;l+1
G\α···µi−1;µi
.
Since (µi) is not in Q
K ;l+1
G\α···µi−1;µi
(see e.g. Defn. 4.5) it follows that ci,1 6= (µi). By
the induction hypothesis L(mi, l + 1), where mi < n is the number of vertices in
G\α · · ·µi−1, we have that r
K ;l+1[ci,1] = ci,1. Thus r
K ;l+1[ci,1] 6= (µi), and si = 1.
Since this argument holds for i = i1, i2, . . . , ip, we have si1 = si2 = · · · = sip = 1, so
that
r K ;l
[
c
]
= αµ2 · · ·µLα⊙

cip,1⊙
Nip⊙
j=2
r K ;0[cip,j]

⊙ · · · ⊙

ci1,1⊙
Ni1⊙
j=2
r K ;0[ci1,j ]


= αµ2 · · ·µLα⊙

Nip⊙
j=1
cip,j

⊙ · · · ⊙

Ni1⊙
j=1
ci1,j


= c,
where in obtaining the first equality we have already used the fact that r K ;l+1[ci,1] = ci,1
for i = i1, . . . , ip, and the second equality follows from applying the induction hy-
potheses L(m1, 0), . . . ,L(mp, 0), where mk < n is the number of vertices in the graph
G\α · · ·µik−1.
Base case. The base case of the induction is the statement L(1, l) for 0 ≤ l ≤ D. We prove
this statement by considering each of the two possible graphs on a single vertex.
a) G has no loop. Then there are no cycles on G, so QK ;lG;α is empty for every l, and L(1, l)
is vacuously true.
b) G has a loop. Then there are two possibilities:
i) 0 ≤ l ≤ D − 1. Then QK ;lG;α is empty, and L(1, l) is vacuously true.
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ii) l = D. Then QK ;DG;α = {αα}. Since r
K ;D[αα] = αα, then L(1,D) holds.
Backward. Let n ≥ 1 be the number of vertices in G, and L(n, l) for n ≥ 1 and 0 ≤ l ≤ d be
the statement
r K ; l
[
c
]
= c =⇒ c ∈ QK ;lG;α.
The proof again proceeds by induction on n, with the same dependency structure as in the
forward direction.
Inductive step. The inductive step corresponds to the statements
L(m, 0) for all m < n =⇒ L(n,D),
L(m, l + 1) and L(m, 0) for all m < n =⇒ L(n, l) for 0 ≤ l ≤ D − 1.
Let the decomposition of c into a simple cycle and a collection of cycles be
c = αµ2 · · ·µLα⊙

 NL⊙
j=1
cL,j

⊙ · · · ⊙

 N2⊙
j=1
c2,j

 (20)
where Ni ≥ 0 for 2 ≤ i ≤ L, and ci,j ∈ CG\α···µi−1;µi for 1 ≤ j ≤ Ni. We will show that it
follows from c = r K ;l[c] that the decomposition of c is of the form of either Eq. (18) or Eq. (19),
so that c is in QK ;lG;α. Indeed, consider r
K ;l[c]; then there are two possibilities:
a) L > kl. Then r
K ;l applies r K ;0 to every child of c, and the equality c = r K ;l
[
c
]
corresponds to
αµ2 · · ·µLα⊙

 NL⊙
j=1
cL,j

⊙ · · · ⊙

 N2⊙
j=1
c2,j


= αµ2 · · ·µLα⊙

 NL⊙
j=1
r K ;0
[
cL,j
]⊙ · · · ⊙

 N2⊙
j=1
r K ;0
[
c2,j
]
Since the decomposition of a cycle into a simple cycle plus a collection of cycles is
unique [10], this equality can only be satisfied if ci,j = r
K ;0
[
ci,j
]
for all ci,j . In other
words, in order for the entire cycle c to remain unmodified by r K ;l, each of the children
ci,j must remain unmodified by r
K ;0. It then follows from the induction hypotheses
L(mi, 0), where mi < n is the number of vertices in G\α · · · µi−1 (i.e. the graph on
which ci,j exists) that ci,j ∈ Q
K ;0
G\α···µi−1;µi
. Then c has the form of Eq. (18), and so
appears in QK ;lG;α.
b) L ≤ kl. In this case r
K ;l
[
c
]
depends on the indices s2, . . . , sL. Recall that si is the
index of the first child off µi that is not [kl, . . . , kD−1, 0]-structured, with si = Ni+1 if
no such child exists. Then r K ;l[c] = (α) if and only if si = Ni+1 for every i = 2, . . . , L.
It is convenient to explicitly divide the vertices µi into those which have no children,
and those which have at least one child. Let I = {i1, . . . , ip} ⊆ {2, . . . , L} be the index
set of the vertices that have at least one child, so that Ni 6= 0 if and only if i ∈ I .
Then the decomposition of c is
c = αµ2 · · · µLα⊙

Nip⊙
j=1
cip,j

⊙ · · · ⊙

Ni1⊙
j=1
ci1,j

 (21)
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Then i /∈ I =⇒ si = Ni + 1. Recall that if every si = Ni + 1, then r
K ;l[c] = (α).
Thus if (i) I is empty, or (ii) I is not empty but si = Ni + 1 for every i ∈ I , then
r K ;l[c] = (α). However, it follows from the fact that r K ;l
[
c
]
= c that r K ;l
[
c
]
6= (α).
Thus we have that I is not empty and at least one of the si : i ∈ I is smaller than
Ni + 1. From Definition 4.6 we find that r
K ;l[c] evaluates to
r K ;l
[
c
]
= αµ2 · · ·µLα ⊙ r
K ;l+1
[
cip,sip
]
⊙

 Nip⊙
j=sip+1
r K ;0[cip,j]


⊙ · · ·
⊙ r K ;l+1
[
ci1,si1
]
⊙

 Ni1⊙
j=si1+1
r K ;0[ci1,j]

 ,
where we have deleted the first si − 1 cycles off µi for i ∈ I , since these cycles are all
mapped to (µi) by r
K ;l+1 and do not contribute to the nesting product. Comparing
Eq. (21) to this expression, we find that the equality c = r K ;l[c] can only hold if
Ni⊙
j=1
ci,j = r
K ;l+1
[
ci,si
]
⊙
Ni⊙
j=si+1
r K ;0
[
ci,j
]
(22)
for every i ∈ I . We now note that each of the terms on each side of this expression
is a cycle, and the nesting operation on cycles is equivalent to concatenation. The
equality in Eq. (22) thus requires that the number of terms on each side is the same:
thus si = 1. Further, since concatenation is non-commutative, the cycles must match
term-wise: i.e. ci,1 = r
K ;l+1[ci,1] and ci,j = r
K ;0[ci,j] for 2 ≤ j ≤ Ni. In other words, c
can only remain unmodified by r K ;l if for each of its vertices that have children, the first
child remains unmodified by r K ;l+1 and any subsequent children remain unmodified by
r K ;0. Then by the induction hypotheses L(mi, l+1) and L(mi, 0), where mi < n is the
number of vertices in G\α · · ·µi−1, we have ci,1 ∈ Q
K ;l+1
G\α···µi−1,µi
and ci,j ∈ Q
K ;0
G\α···µi−1,µi
for 2 ≤ j ≤ Ni. Since this argument holds for every i ∈ I , c has the form given in
Eq. (19), and so is an element of QK ;lG;α.
Base case. The base case of the induction is L(1, l) for l = 0, 1, . . . ,D. We prove this statement
by considering each of the two possible graphs on a single vertex.
a) G has no loop. Then G contains no cycles, so there is no such cycle c such that
c = r K ;l[c], and L(1, l) holds vacuously.
b) G has a loop αα of length L = 1. Then we have one of two cases:
i) l = 0, 1, . . . ,D−1. Then L ≤ kl since kl ≥ 1, and r
K ;l[αα] = (α). Therefore there
is no cycle on G that satisfies c = r K ;l[c], and L(1, l) is vacuously true.
ii) l = D. Then L > kD since kD = 0, and αα satisfies r
K ;D[αα] = αα. Further, we
have that QK ;DG;α = {αα}. Thus αα ∈ Q
K ;D
G;α , and L(1,D) is true.

In this section we gave an explicit definition for QK ;lG;α, the set of all (K , l)-irreducible cycles
off α on G. This set plays a central role in the definition of the set of K -irreducible walks,
which we address in the following section.
4.6. The set of K -irreducible walks. Recall that the set of K -irreducible walks from α to
ω on G, denoted IKG;αω, is the set of all walks on G from α to ω that satisfy R
K [w] = w, where
R K is the walk reduction operator defined in Section 4.4. In this section we give an explicit
recursive form for IKG;αω.
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Since we have already developed an explicit expression for the set of (K , l)-irreducible cycles
in the previous section, the form of the K -irreducible walks is relatively straightforward. Recall
that by the definition of R K in Section 4.4, applying R K to a walk w leaves the base path p
of w untouched and maps every immediate child cycle c of p to r K ;0[c]. It follows that w is
left unmodified by R K if and only if every one of the child cycles c is unmodified by r K ;0 –
or in other words, if every child cycle is (K , 0)-irreducible. This observation is formalised and
proven in the following theorem.
Theorem 4.8. Let G be a digraph and K be a dressing signature. Then the set of K -irreducible
walks from α to ω on G is given by
IKG;αω = PG;αω⊙Q
K ;0 ∗
G\α···µL;ω
⊙ · · · ⊙QK ;0 ∗G\α;µ2 ⊙Q
K ;0 ∗
G;α , (23)
where αµ2 · · ·µLω ∈ PG;αω is a simple path of length L ≥ 0 from α to ω on G, and Q
K ;0
G;α is the
set of all (K , l)-irreducible cycles off α on G, as defined in Theorem 4.7.
Remark 4.9. This result is universally valid in that for any chosen dressing signature K , the
set of K -irreducible walks is given by Eq. (23). In view of this, it is worth investigating the
predictions of Eq. (23) in the limiting cases of K = [0] and K = Kmax.
In the case of K = [0], no cycles are resummable and all cycles are K -irreducible: thus
Q
[0];0
G;α = CG;α. Then the right-hand side of Eq. (23) becomes PG;αω ⊙C
∗
G\α···µℓ;ω
⊙ · · · ⊙C ∗G\α;µ2
⊙C ∗G;α, which we recognize from Eq. (6) as the prime decomposition of WG;αω. Thus Eq. (23)
reduces to I
[0]
G;αω = WG;αω, reproducing the expected result that all walks on G are [0]-
irreducible. Conversely, in the case of K = K max, all cycles are resummable and no cycles are
K -irreducible, so that QK max;0G;α = ∅. Then Eq. (23) gives I
K max
G;αω = PG;αω. This is perfectly
consistent with the observations that (i) the K max-irreducible walks are those that do not
contain any resummable cycles, and (ii) all cycles are resummable with respect to K max.
For dressing signatures between [0] and K max, the K -irreducible walks interpolate smoothly
between the set of all walks and the set of simple paths.
Proof. Recall that a walk is K -irreducible if and only if R K
[
w
]
= w. Thus Theorem 4.8
corresponds to the statement
w ∈ PG;αω⊙Q
K ;0 ∗
G\α···µL;ω
⊙ · · · ⊙QK ;0 ∗G\α;µ2 ⊙Q
K ;0 ∗
G;α ⇐⇒ R
K
[
w
]
= w.
We prove the forward and backward directions of this statement separately. In each direction
the result follows straightforwardly from Theorem 4.7. Before we begin, we note that a walk
is in PG;αω⊙Q
K ;0 ∗
G\α···µL;ω
⊙ · · · ⊙QK ;0 ∗G\α;µ2 ⊙Q
K ;0 ∗
G;α if and only if its decomposition into a simple
path plus a collection of cycles has the form
αµ2 · · · µLω⊙

NL+1⊙
j=1
qL+1,j

⊙ · · · ⊙

 N2⊙
j=1
q2,j

⊙

 N1⊙
j=1
q1,j

 (24)
where αµ2 · · ·µLω is a simple path, Ni ≥ 0, and qi,j ∈ Q
K ;0
G\α···µi−1;µi
for 1 ≤ i ≤ L + 1 and
1 ≤ j ≤ Ni.
Forward. We wish to show that
w ∈ PG;αω ⊙Q
K ;0 ∗
G\α···µL;ω
⊙ · · · ⊙QK ;0 ∗G\α;µ2 ⊙Q
K ;0 ∗
G;α =⇒ R
K [w] = w.
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Then w has the form given by Eq. (24), so that
R K
[
w
]
= αµ2 · · ·µLω⊙

NL+1⊙
j=1
r K ;0
[
qL+1,j
]⊙ · · · ⊙

 N2⊙
j=1
r K ;0
[
q2,j
]⊙

 N1⊙
j=1
r K ;0
[
q1,j
]
= αµ2 · · ·µLω⊙

NL+1⊙
j=1
qL+1,j

⊙· · · ⊙

 N2⊙
j=1
q2,j

⊙

 N1⊙
j=1
q1,j


= w,
where the second equality follows on noting that each qi,j is (K , 0)-irreducible and so satisfies
qi,j = r
K ;0[qi,j].
Backward. We wish to show that
R K [w] = w =⇒ w ∈ PG;αω⊙Q
K ;0 ∗
G\α···µL;ω
⊙ · · · ⊙QK ;0 ∗G\α;µ2 ⊙Q
K ;0 ∗
G;α .
We prove this by showing that any walk satisfying w = R K [w] must have the structure of
Eq. (24). Let w have decomposition
w = αµ2 · · · µLω⊙

NL+1⊙
j=1
cL+1,j

⊙

 N2⊙
j=1
c2,j

⊙ · · · ⊙

 N1⊙
j=1
c1,j

 , (25)
where Ni ≥ 0 is the number of child cycles off µi for 1 ≤ i ≤ L + 1, and ci,j ∈ CG\α···µi−1;µi
and 1 ≤ j ≤ Ni. Then
R K
[
w
]
= αµ2 · · · µLω⊙

NL+1⊙
j=1
r K ;0
[
cL+1,j
]⊙· · · ⊙

 N2⊙
j=1
r K ;0
[
c2,j
]⊙

 N1⊙
j=1
r K ;0
[
c1,j
] .
Comparing this expression with Eq. (25), it follows from the properties of the nesting oper-
ation between cycles that R K
[
w
]
= w only if r K ;0
[
ci,j
]
= ci,j for all 1 ≤ i ≤ L + 1 and
1 ≤ j ≤ Ni. Then from Theorem 4.7 with l = 0 we have that ci,j ∈ Q
K ;0
G\α···µi−1;µi
. The
decomposition of w thus matches the structure described in Eq. (24), so that w is an element
of PG;αω⊙Q
K ;0 ∗
G\α···µL;ω
⊙ · · · ⊙QK ;0 ∗G\α;µ2 ⊙Q
K ;0 ∗
G;α as required. 
4.7. The cycle dressing operators. We now turn to developing an explicit definition for
the walk dressing operator ∆K ;lG . We begin by defining the cycle dressing operators δ
K ;l
G . The
key characteristic of the cycle dressing operators is that δK ;lG maps a (K , l)-irreducible cycle
q to the set of cycles formed by adding zero or more resummable cycles to q. Consequently,
δK ;lG [q] is the set of all cycles that satisfy r
K ;l[c] = q. We prove this statement in Section 4.9.
Definition 4.10 (The cycle dressing operators). Let G be a digraph, K be a dressing signature
of depth D, and 0 ≤ l ≤ D be a parameter. Then the cycle dressing operator δK ;lG is a
map δK ;lG : Q
K ;l
G → 2
CG defined as follows. Let q be a (K , l)-irreducible cycle on G with
decomposition
q = αµ2 . . . µLα⊙

 NL⊙
j=1
cL,j

⊙ · · · ⊙

 N2⊙
j=1
c2,j

 ,
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Figure 9. The action of δK ;lG on a cycle q (see text for details). (Left) the cycle
q. The vertex µL has no child cycles, and serves as an example of the case where
Ni = 0. (Right) An example of the structure of an element of δ
K ;l
G [q] in the two
possible cases of L > kl and L ≤ kl. The nodes shaded grey (pink) represent
sequences of zero or more K -structured ([kl+1, . . . , kD−1, 0]-structured) cycles.
Here d2,1 and d2,2 are elements of the sets δ
K ;0
G\α[c2,1] and δ
K ;0
G\α[c2,2] respectively,
while e2,1 is an element of δ
K ;l+1
G\α [c2,1] and e2,2 is an element of δ
K ;0
G\α[c2,2].
where αµ2 · · ·µLα ∈ SG is a simple cycle of length L ≥ 1 and Ni ≥ 0 is the number of child
cycles off µi. Then δ
K ;l
G maps q to the set
δK ;lG
[
q
]
= {αµ2 · · ·µLα}⊙
NL⊙
j=1
(
C
[klL,j ,...,kD−1,0] ∗
G\α···µL−1;µL
⊙ δ
K ;lL,j
G\α···µL−1
[
cL,j
])
⊙D∗G\α···µL−1;µL
⊙ · · ·
⊙
N2⊙
j=1
(
C
[kl2,j ,...,kD−1,0] ∗
G\α;µ2
⊙ δ
K ;l2,j
G\α
[
c2,j
])
⊙D∗G\α;µ2
where
DG\α···µi−1;µi =
{
C
[kl+1,...,kD−1,0]
G\α···µi−1;µi
if L ≤ kl and Ni = 0,
CKG\α···µi−1;µi otherwise,
and the parameters li,j for 2 ≤ i ≤ L and 1 ≤ j ≤ Ni are given by
li,j =
{
l + 1 if L ≤ kl and j = 1,
0 otherwise.
The action of δK ;lG on a (K , l)-irreducible cycle q depends on the length of the base cycle
of q, and can be summarised as follows. If the base cycle of q is longer than kl, δ
K ;l
G maps q
to the set of cycles formed from q by (i) adding zero or more K -structured cycles off every
vertex µi before every child ci,j and after the final child ci,Ni , and (ii) replacing every child ci,j
by an element from the set δK ;0G′ [ci,j ], where G
′ is the graph on which ci,j exists. On the other
hand, if the base cycle of q is not longer than kl, δ
K ;l
G maps q to the set of cycles formed from
q by (i) adding zero or more [kl+1, . . . , kD−1, 0]-structured cycles to every internal vertex of q
that has no children, (ii) adding zero or more [kl+1, . . . , kD−1, 0]-structured cycles before the
first child, zero or more K -structured cycles before every subsequent child, and zero or more
K -structured cycles after the final child off every internal vertex of q that has at least one
child, (iii) replacing the first child ci,1 by an element of δ
K ;l+1
G′ [ci,1] and every subsequent child
ci,j by an element of δ
K ;0
G′ [ci,j ]. Figure 4.7 illustrates the action of δ
K ;l
G .
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Figure 10. The action of the walk dressing operator ∆KG on a K -irreducible
walk i (see text for details). (Left) the walk i. (Right) The general structure
of the walks in the set ∆KG [i]. The shaded nodes represent sequences of zero or
more K -structured cycles, while di,j is an element from the set δ
K ;0
G\α···µi−1
[ci,j ].
4.8. The walk dressing operator. We now give the explicit definition for the walk dressing
operator ∆KG . The defining characteristic of∆
K
G is that it maps a K -irreducible walk i to the set
of all walks that can be formed by adding zero or more resummable cycles to i. Correspondingly,
every walk w in the set ∆KG [i] satisfies R
K [w] = i. We prove this statement in Section 4.10.
Definition 4.11 (The walk dressing operator). Let G be a digraph and K a dressing signature.
Then the walk dressing operator ∆KG is a map ∆
K
G : I
K
G → 2
WG defined as follows. Let w be a
K -irreducible walk on G with decomposition
w = αµ2 · · · µLω⊙

NL+1⊙
j=1
cL+1,j

⊙ · · · ⊙

 N2⊙
j=1
c2,j

⊙

 N1⊙
j=1
c1,j

 ,
where αµ2 · · ·µLω ∈ PG is a simple path of length L ≥ 0 on G, Ni ≥ 0 is the number of child
cycles off µi, and ci,j ∈ CG\α···µi−1;µi for 1 ≤ i ≤ L+ 1 and 1 ≤ j ≤ Ni. Then ∆
K
G maps w to
the set
∆KG
[
w
]
= {αµ2 · · ·µLω}⊙

NL+1⊙
j=1
(
CK ∗G\α···µL;ω⊙ δ
K ;0
G\α···µL
[
cL+1,j
])⊙CK ∗G\α···µL;ω
⊙ · · ·
⊙

 N1⊙
j=1
(
CK ∗G;α ⊙ δ
K ;0
G
[
c1,j
])⊙CK ∗G;α ,
where δK ;0G is the cycle dressing operator of Definition 4.10.
The walk dressing operator ∆KG maps a K -irreducible walk i to the set of walks obtained
from i by (i) adding zero or more K -structured cycles before every child ci,j and after the final
child ci,Ni off every vertex µi, and (ii) replacing every child ci,j with an element from the set
δK ;0G′ [ci,j ], where G
′ is the graph on which ci,j exists. This action is illustrated in Figure 4.8.
4.9. The cycle reduction and cycle dressing operators are inverses. In this section we
prove that the cycle reduction and cycle dressing operators of Definitions 4.6 and 4.10 satisfy
property P2 of Definition 4.4: namely, that for a given (K , l)-irreducible cycle q, the set δK ;lG [q]
contains all cycles, and only those cycles, that satisfy r K ;l[c] = q.
Lemma 4.9. Let G be a digraph, K be a dressing signature with depth D, c ∈ CG;α be a cycle
off α on G, and q ∈ QK ;lG;α be a (K , l)-irreducible cycle off α on G for some 0 ≤ l ≤ D. Then c
is an element of δK ;lG [q] if and only if r
K ;l[c] = q.
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Proof. We wish to show that for a (K , l)-irreducible cycle q off α and an arbitrary cycle c off
α, then
c ∈ δK ;lG [q] ⇐⇒ r
K ;l[c] = q. (26)
We prove the forward and backward directions of this statement separately. Although the proof
in each direction is somewhat lengthy, the central idea is very simple. In the forward direction,
we wish to show that if c can be obtained from q by adding a collection of resummable cycles
off the internal vertices of q, then applying r K ;l to c removes those same cycles (by mapping
each to the corresponding trivial walk) so that q is recovered. In the backward direction, we
wish to show the opposite: if q can be obtained from c by deleting some child cycles from c,
then applying δK ;lG to q adds those cycles back, thereby recovering c.
The proof in each direction proceeds by induction on the number of vertices in G. We begin
with some general remarks that will be useful in both directions of the proof.
Preliminary remarks. As noted in the proof of Theorem 4.7, there are two possible cases
for an element q of QK ;lG;α, which are mutually exclusive.
1) q has decomposition given by Eq. (18): i.e. the base cycle of q is longer than kl, and
every child cycle is (K , 0)-irreducible. Then δK ;lG maps q to the set
δK ;lG
[
q
]
=
{
αµ2 · · · µLα
}
⊙

 NL⊙
j=1
(
CK ∗G\α···µL−1;µL ⊙ δ
K ;0
G\α···µL−1
[
qL,j
])⊙CK ∗G\α···µL−1;µL
⊙ · · ·
⊙

 N2⊙
j=1
(
CK ∗G\α;µ2 ⊙ δ
K ;0
G\α
[
q2,j
]
⊙
)⊙CK ∗G\α;µ2 .
This set consists of all the cycles formed from q by adding zero or more K -structured
cycles to the vertex µi in front of every child qi,j and after the final child qi,Ni, and
additionally applying δK ;0G\α···µi−1 to every child cycle qi,j. A cycle is a member of this
set if and only if its decomposition has the form
αµ2 · · · µLα⊙
[
NL⊙
j=1
( PL,j⊙
m=1
fL,j,m⊙ dL,j
)]
⊙

PL,NL+1⊙
m=1
fL,NL+1,m


⊙ · · ·
⊙
[
N2⊙
j=1
( P2,j⊙
m=1
f2,j,m︸ ︷︷ ︸
from C
K ∗
G\α;µ2
⊙ d2,j︸︷︷︸
from δ
K ;0
G\α
[q2,j ]
)]
⊙
[ P2,N2+1⊙
m=1
f2,N2+1,m︸ ︷︷ ︸
from C
K ∗
G\α;µ2
]
.
(27a)
for some P2,1, . . . , PL,NL+1 ≥ 0, with
fi,j,m ∈ C
K
G\α···µi−1;µi
and di,j ∈ δ
K ;0
G\α···µi−1
[
qi,j
]
(27b)
for indices in the relevant ranges. Here the cycles denoted fi,j,m are K -structured cycles
that have been added to the vertex µi in front of every child qi,j and after the final child
qi,Ni, and di,j is an element from the set of cycles produced by applying δ
K ;0
G\α···µi−1
to qi,j.
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2) q has a decomposition of the form given in Eq. (19). Then δK ;lG maps q to the set{
αµ2 · · ·µLα
}
⊙C
[kl+1,...,kd−1,0] ∗
G\α···µip−1;µip
⊙ δK ;l+1G\α···µip−1
[
qp,1
]
⊙

 Np⊙
j=2
(
CK ∗G\α···µip−1;µip
⊙ δK ;0G\α···µip−1
[
qp,j]
)⊙CK ∗G\α···µip−1
⊙ · · ·
⊙C
[kl+1,...,kd−1,0] ∗
G\α···µi1−1;µi1
⊙ δK ;l+1G\α···µi1−1
[
q1,1
]
⊙

 N1⊙
j=2
(
CK ∗G\α···µi1−1;µi1
⊙ δK ;0G\α···µi1−1
[
q1,j]
)⊙CK ∗G\α···µi1−1
⊙C
[kl+1,...,kd−1,0] ∗
G\α···µjq−1;µjq
⊙ · · · ⊙C
[kl+1,...,kd−1,0] ∗
G\α···µj1−1;µj1
,
(28)
where {j1, . . . , jq} = {2, . . . , L}\{i1, . . . , ip} index the internal vertices of αµ2 · · ·µLα
that have no child cycles.4 This set consists of all cycles formed from q by nesting
zero or more [kl+1, . . . , kD−1, 0]-structured cycles off every internal vertex of q that has
no children, and adding zero or more [kl+1, . . . , kD−1, 0]-structured cycles before the
first child, zero or more K -structured cycles before every subsequent child, and zero
or more K -structured cycles after the final child, off every internal vertex that has at
least one child. Additionally, δK ;l+1G is applied to the first child off each vertex, and
δK ;0G is applied to any subsequent children off the same vertex.
A cycle is an element of the set given in Eq. (28) if and only if its decomposition has
the form
αµ2 · · ·µLα⊙

Pp,1⊙
m=1
fp,1,m

⊙ dp,1⊙

 Np⊙
j=2

Pp,j⊙
m=1
fp,j,m⊙ dp,j



⊙

Pp,Np+1⊙
m=1
fp,Np+1,m


⊙ · · ·
⊙
[
P1,1⊙
m=1
f1,1,m
]
⊙ d1,1⊙
[
N1⊙
j=2
( P1,j⊙
m=1
f1,j,m⊙ d1,j
)]
⊙

P1,N1+1⊙
m=1
f1,N1+1,m


⊙

 Rq⊙
m=1
gq,m

⊙ · · · ⊙
[
R1⊙
m=1
g1,m
]
(29a)
for some P1,1, . . . , Pp,Np+1 ≥ 0 and R1, . . . , Rq ≥ 0, with
fk,1,m ∈ C
[kl+1,...,kD−1,0]
G\α···µik−1;µik
dk,1 ∈ δ
K ;l+1
G\α···µik−1;µik
[qk,1],
fk,j,m ∈ C
K
G\α···µik−1;µik
dk,j ∈ δ
K ;0
G\α···µik−1;µik
[qk,j],
gk,m ∈ C
[kl+1,...,kD−1,0]
G\α···µjk−1;µjk
(29b)
for indices in the relevant ranges. Here the cycles denoted fk,1,m are the [kl+1, . . . , kD−1, 0]-
structured cycles that have been added to the vertex µik before its first child, while
fk,j,m for j > 1 are the K -structured cycles that have been added to µik before
every subsequent child and after its final child. The cycles denoted gk,m are the
4Note that the indices j1, . . . , jq and i1, . . . , ip will generally be interleaved, and so the factors on the right-
hand side of Eq. (28) are not in the correct order as written: in order to respect the nesting conditions they
must be nested into the cycle αµ2 · · ·µLα in reverse order of root index, from µL down to µ2.
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[kl+1, . . . , kD−1, 0]-structured cycles that have been attached to the vertex µjk (which
had no children in the original cycle). Finally, dk,1 is an element of the cycle set pro-
duced by applying δK ;l+1
G\α···µik−1
to qk,1, and dk,j for j > 1 is an element of the cycle set
produced by applying δK ;0G\α···µik−1
to qk,j.
We now begin the body of the proof. The proof relies heavily on Proposition 4.5, which
states that r K ;l maps any [kl, . . . , kD−1, 0]-structured cycle to the corresponding trivial walk.
Forward. Let n ≥ 1 be the number of vertices in G, and L(n, l) for n ≥ 1 and 0 ≤ l ≤ D be
the statement that for q ∈ QK ;lG;α,
c ∈ δK ;lG
[
q
]
=⇒ r K ;l
[
c
]
= q.
We prove this statement for all n and l by induction on n. The The proof proceeds by induction
on n. The dependency structure of the induction is identical to that seen previously: that is,
L(n, l) for 0 ≤ l ≤ D − 1 requires L(m, l + 1) and L(m,D) for all m < n, while L(m,D) only
requires L(m, 0) for all m < n.
Inductive step. The inductive step corresponds to the statements
L(m, 0) for all m < n =⇒ L(n,D),
L(m, l + 1) and L(m, 0) for all m < n =⇒ L(n, l) for 0 ≤ l ≤ D − 1.
Given that c is an element of δK ;lG
[
q
]
, it must either have the structure given in Eq. (27) or
that given in Eq. (29). In each case we show that applying r K ;l to c recovers q, by explicitly
evaluating r K ;l[c].
a) The base cycle of c is longer than kl. Then c has the form of Eq. (27). Note that this
is necessarily the case if l = D. In this case when r K ;l is applied to c, r K ;0 is applied
to every child cycle ci,j. Thus we have (cf. Eq. (27)):
r K ;l
[
c
]
= αµ2 · · ·µLα⊙
NL⊙
j=1
( PL,j⊙
m=1
r K ;0
[
fL,j,m
]
⊙ r K ;0
[
dL,j
])
⊙

PL,NL+1⊙
m=1
r K ;0
[
fL,NL+1,m
]
⊙ · · ·
⊙
N2⊙
j=1
( P2,j⊙
m=1
r K ;0
[
f2,j,m
]
⊙ r K ;0
[
d2,j
])
⊙
[ P2,N2+1⊙
m=1
r K ;0
[
f2,N2+1,m
]]
.
Recall that all of the cycles denoted fi,j,m are K -structured, while di,j is an element of
the set δK ;0G\α···µi−1 [qi,j] (see Eq. (27b)). It follows from Proposition 4.5 that every cycle
fi,j,m is mapped by r
K ;0 to the corresponding trivial walk (µi). Since the trivial walks
do not contribute to the nesting product, each of these factors can be deleted. Thus
we find
r K ;l
[
c
]
= αµ2 · · ·µLα⊙

 NL⊙
j=1
r K ;0
[
dL,j
]⊙ · · · ⊙

 N2⊙
j=1
r K ;0
[
d2,j
]
= αµ2 · · ·µLα⊙

 NL⊙
j=1
qL,j

⊙ · · · ⊙

 N2⊙
j=1
q2,j


= q,
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where the second equality follows from the induction hypotheses L(mi, 0) for 2 ≤ i ≤ L,
where mi < n is the number of vertices in G\α · · ·µi−1 (i.e. the graph on which di,j
exists).
b) The base cycle of c is not longer than kl. Then c has the form of Eq. (29). In this case
the result of applying r K ;l to c depends on the values of the indices s2, . . . , sL, where si
is the index of the first child off µi that is not [kl+1, . . . , kD−1, 0]-structured. Then for
each vertex µi, r
K ;l+1 is applied to the first min(si, Ni) children, and r
K ;0 is applied
to any remaining children.
To proceed, we consider the two sets of vertices µj1 , . . . , µjq and µi1 , . . . , µip sep-
arately. Consider a representative vertex from the first set: say µj1 . All of the R1
children off µj1 (i.e. those denoted g1,m in Eq. (29a)) are [kl+1, . . . , kD−1, 0]-structured.
It follows that sj1 = R1 + 1, so that r
K ;l+1 is applied to all R1 children off µj1 . Since
all of these children are [kl+1, . . . , kD−1, 0]-structured, r
K ;l+1 maps each of them to the
corresponding trivial walk (µj1). Applying r
K ;l to c thus removes all of the children
g1,1, . . . , g1,R1 . An identical argument holds for the children off the vertices µj2 , . . . , µjq .
Next consider a representative vertex from the second set: say µi1 . Then the first
P1,1 children off µi1 (i.e. those denoted f1,1,m in Eq. (29a)) are all [kl+1, . . . , kD−1, 0]-
structured. Thus si1 cannot be smaller than P1,1 + 1. We now claim that si1 is
equal to P1,1 + 1: that is, d1,1 is not [kl+1, . . . , kD−1, 0]-structured. The proof of this
is straightforward: recall from Eq. (29b) that d1,1 is an element of δ
K ;l+1
G\α···µi1−1
[qk,1].
Thus it follows from the induction hypothesis L(m1, l + 1), where m1 < n is the
number of vertices in G\α · · ·µi1−1, that r
K ;l+1[d1,1] = qk,1. Because qk,1 is a cycle
and (µi1) is not a cycle, then qk,1 6= (µi1). Hence r
K ;l+1[d1,1] 6= (µi1), which proves
the claim that si1 = P1,1 + 1. Thus r
K ;l+1 is applied to the first P1,1 + 1 children
off µi1 : that is, those up to and including d1,1. Since the first P1,1 cycles (i.e. those
denoted f1,1,m) are [kl+1, . . . , kD−1, 0]-structured, r
K ;l+1 maps each of them to (µi1).
Further, r K ;0 is applied to all subsequent children. Since the child cycles that are a
result of dressing (i.e. those denoted f1,j,m for 2 ≤ j ≤ N1 + 1) are all K -structured,
r K ;0 maps each of them to (µi1). Applying r
K ;l to c thus removes all of the children
f1,1,1, . . . , f1,N1+1,P1,N1+1 . An identical argument holds for the vertices µi2 , . . . , µip .Thus
we have
r K ;l
[
c
]
= αµ2 · · ·µLα⊙ r
K ;l+1
[
dp,1
]
⊙

 Np⊙
j=2
r K ;0
[
dp,j
]⊙ · · · ⊙ r K ;l+1[d1,1]⊙

 N1⊙
j=2
r K ;0
[
d1,j
]
= αµ2 · · ·µLα⊙ qp,1⊙

 Np⊙
j=2
qp,j

⊙· · · ⊙ q1,1⊙

 N1⊙
j=2
q1,j


= q,
where in writing the first equality we have deleted all of the cycles that are mapped to
trivial walks, as discussed above, and the second equality follows from the induction
hypotheses L(mk, 0) for 1 ≤ k ≤ p, where mk is the number of vertices in G\α · · ·µik−1.
Base case. The base case of the induction is the statement L(1, l) for l = 0, 1, . . . ,D. We prove
this statement by considering the two possible graphs on a single vertex.
a) G has no loop. Then G contains no cycles, and QK ;lG;α is empty for all l = 0, 1, . . . ,D.
Thus L(1, l) is vacuously true.
b) G has a loop αα. Then two possibilities exist:
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i. 0 ≤ l ≤ D − 1. Then QK ;lG;α is empty, and L(1, l) is vacuously true.
ii. l = D. Then QK ;DG;α = {αα}. Setting q = αα we find that δ
K ;D
G [q] = δ
K ;D
G [αα] =
{αα}. Setting c = αα yields r K ;D[c] = r K ;D[αα] = αα = q, and L(1,D) holds.
Backward. Let n ≥ 1 be the number of vertices in G, and L(n, l) for n ≥ 1 and 0 ≤ l ≤ D be
the statement that for q ∈ QK ;lG;α and an arbitrary cycle c,
r K ;l
[
c
]
= q =⇒ c ∈ δK ;lG
[
q
]
.
The proof again proceeds by induction on n, with the same dependency structure as in the
forwards direction. Throughout this section we assume that c has decomposition
αβ2 · · · βPα⊙

MP⊙
j=1
cP,j

⊙ · · · ⊙

M2⊙
j=1
c2,j

 (30)
for some P ≥ 1 and M2, . . . ,MP ≥ 0, where cij ∈ CG\α···βi−1;βi for 2 ≤ i ≤ P and 1 ≤ j ≤Mi.
We then show that the equality r K ;l[c] = q implies that the decomposition of c matches the
form of the elements of δK ;lG [q] (i.e. either Eq. (27) or (29)) so that c is an element of δ
K ;l
G [q].
Inductive step. The inductive step corresponds to the statements
L(m, 0) for all m < n =⇒ L(n,D),
L(m, l + 1) and L(m, 0) for all m < n =⇒ L(n, l) for 0 ≤ l ≤ D − 1.
Since the base cycle of r K ;l[c] is the same as that of c, it follows from the equality r K ;l[c] = q
that the base cycle of c is the same as the base cycle of q. Thus we write αµ2 · · ·µLα instead
of αβ2 · · · βPα. As before, there are two possibilities:
1) The base cycle of c is longer than kl. Then when r
K ;l is applied to c, r K ;0 is applied
to every child ci,j , so that
r K ;l
[
c
]
= αµ2 · · · µLα⊙

ML⊙
j=1
r K ;0
[
cL,j
]⊙ · · · ⊙

M2⊙
j=1
r K ;0
[
c2,j
] .
Meanwhile, q has the structure given in Eq. (18). The equality r K ;l
[
c
]
= q thus requires
that
⊙Mi
j=1 r
K ;0
[
ci,j
]
=
⊙Ni
j=1 qi,j for 2 ≤ i ≤ L. Because some of the factors r
K ;0
[
cij
]
may be trivial, it does not directly follow that Mi = Ni, but only that Mi ≥ Ni.
Specifically, we conclude that among the children ci,1, . . . , ci,Mi there are Ni that are
mapped by r K ;0 to qi,1, . . . , qi,Ni . Let 1 ≤ Ii,1 < Ii,2 < · · · < Ii,Ni ≤Mi be the indices
of those cycles, so that r K ;0
[
ci,Ii,j
]
= qi,j, and define Ii,0 = 0. Then the sequence of
Mi cycles can be rewritten as
Mi⊙
j=1
r K ;0
[
ci,j
]
=
Ni⊙
j=1

 Ii,j−1⊙
m=Ii,j−1+1
r K ;0
[
ci,m
]
⊙ r K ;0
[
ci,Ii,j
]⊙ Mi⊙
m=Ii,Ni+1
r K ;0
[
ci,m
]
where
r K ;0
[
cij
]
=
{
qi,p if j = Ii,p for some 1 ≤ p ≤ Ni,
(µi) otherwise.
Now from the induction hypothesis L(mi, 0), where mi < n is the number of vertices in
G\α · · ·µi−1, it follows that ci,Ii,p ∈ δ
K ;0
G\α···µi−1
[
qi,p
]
for 1 ≤ p ≤ Ni, while from Propo-
sition 4.5 it follows that ci,j ∈ C
K
G\α···µi−1;µi
if j /∈ {Ii,1, . . . , Ii,Ni}. The decomposition
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of c thus has the form of Eq. (27), and so c ∈ δK ;lG
[
q
]
.
2) The base cycle of c is not longer than kl. In this case r
K ;l[c] depends on the values of
s2, . . . , sL, where si is the index of the first child off µi that is not [kl+1, . . . , kD−1, 0]-
structured. Meanwhile, q has the structure of Eq. (19). In order to proceed, we note
that the values that each si can take are constrained by the equality r
K ;l[c] = q.
Specifically, note that the cycle r K ;l[c] has a maximum of Ni − si + 1 children off
µi. (This follows from the observation that the first si − 1 child cycles are mapped
by r K ;l+1 to (µi) and disappear, by the definition of si.) Since q has no cycles off
(for example) µj1 , we conclude that sj1 = Sj1 + 1, or in other words, all of the child
cycles cj1,1, . . . , cj1,Sj1 off µj1 in c (see Eq. (30)) are [kl+1, . . . , kD−1, 0]-structured. An
identical argument holds for the vertices µj2 , . . . , µjq .
Conversely, we conclude that since q does have children off (for example) µi1 , then
si1 6= Ni1 + 1. Then r
K ;l+1 is applied to the first si1 children off µi1 (thereby mapping
the first si1 − 1 of them to (µi1)), and r
K ;0 is applied to any subsequent children.
It follows that the first si1 − 1 children off µi1 are [kl+1, . . . , kD−1, 0]-structured. An
identical argument holds for each of the vertices µi2 , . . . , µip . We now consider the
structure of the remaining children off µik , i.e. those with indices sik through to Mik .
Since all of the children off µj1 , . . . , µjq and the first sik − 1 children off µik for
1 ≤ k ≤ p are each mapped to the corresponding trivial walk, we have
r K ;l
[
c
]
= αµ2 · · ·µLα⊙ r
K ;l+1
[
cip,sip
]
⊙
Mip⊙
j=sip+1
r K ;0
[
cip,j
]
⊙ · · ·
⊙ r K ;l+1
[
ci1,si1
]
⊙
Mi1⊙
j=si1+1
r K ;0
[
ci1,j
]
,
where we have already deleted all of the cycles that reduce to trivial walks. We now
compare this expression with the decomposition of q given in Eq. (19). The equality
r K ;l+1[c] = q implies that the cycles off each vertex must match. Consider the vertex
µi1 as an example. Then
r K ;l+1
[
ci1,si1
]
⊙
Si1⊙
j=si1+1
r K ;0
[
ci1,j
]
=
N1⊙
j=1
q1,j.
For this to hold, it must be the case that r K ;l+1
[
ci1,si1
]
= q1,1. Then it follows from
the induction hypothesis L(m1, l + 1) (where m1 < n is the number of vertices in
G\α · · ·µi1) that ci1,si1 ∈ δ
K ;l+1
G\α···µi1−1
[
q1,1
]
. We further conclude that N1 − 1 of the
factors r K ;0[ci1,si1−1],. . .,r
K ;0[ci1,Mi1 ] are equal to q1,2, . . . , q1,N1 , and the remaining
factors are equal to the trivial walk (µi1). Let si1 + 1 ≤ I1,2 < I1,3 < · · · < I1,N1 ≤ Si1
be the indices of the cycles mapped to q1,2, . . . , q1,N1 , and define I1,1 = si1 . Then the
sequence of the last Mi1 − si1 child cycles off µi1 can be rewritten as
Si1⊙
j=si1+1
ci1,j =
N1⊙
j=2

 I1,j−1⊙
m=I1,j−1+1
ci1,m ⊙ ci1,I1,j

⊙ Si1⊙
m=I1,N1+1
ci1,m (31a)
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where
r K ;0
[
ci1,j
]
=
{
q1,k if j = I1,k for some 2 ≤ k ≤ N1,
(µi1) if j /∈ {I1,2, . . . , I1,N1}.
Then it follows from the induction hypothesis L(m1, 0), where m1 is the number of
vertices in G\α · · ·µi1−1, that ci1,I1,k ∈ δ
K ;0
G\α···µi1−1
[
q1,k
]
. Further, from Proposition 4.5
we have that ci1,j ∈ C
K
G\α···µi1−1;µi1
for j /∈ {I1,2, . . . , I1,N1}. An identical argument
holds for each of the vertices µi2 , . . . , µip .
Piecing all of the above conclusions together, we find that the decomposition of c
matches the form of Eq. (29), and so c is an element of the set δK ;lG
[
q
]
.
Base case. The base case of the induction is the statement L(1, l) for l = 0, 1, . . . ,D. We prove
this statement by considering each of the two possible graphs on a single vertex.
a. G has no loop. Then G contains no cycles, so CG;α is empty, and L(1, l) is vacuously
true.
b. G has a loop αα. Then two cases exist:
i) 0 ≤ l ≤ D − 1. Then QK ;lG;α is empty, and L(1, l) is vacuously true.
ii) l = D. Then QK ;DG;α = {αα}. The only cycle that satisfies r
K ;D[c] = αα is c = αα,
which is also a member of δK ;DG [αα], so L(1, l) is true.

This concludes the proof that the cycle dressing operator δK ;lG produces the pre-image of a
given (K , l)-irreducible cycle under r K ;l.
4.10. The walk reduction and walk dressing operators are inverses. In this section
we prove that the walk reduction and walk dressing operators of Definitions 4.8 and 4.11 are
inverses of one another, in the sense that for a given K -irreducible walk i the set ∆KG contains
all walks, and only those walks, that satisfy R K [w] = i.
Theorem 4.10. Let G be a digraph, K be a dressing signature, w ∈ WG;αω be a walk from α
to ω on G, and i ∈ IKG;αω be a K -irreducible walk from α to ω on G. Then w is an element of
∆KG [i] if and only if R
K [w] = i.
Proof. We wish to show that for a K -irreducible walk i and an arbitrary walk w,
w ∈ ∆KG [w] ⇐⇒ R
K [w] = i. (32)
We prove the forward and backward directions of this result separately. As for Lemma 4.9, the
central idea is very simple. In the forward direction, we wish to show that if w can be obtained
by adding a (possibly empty) collection of resummable cycles to i, then those same cycles are
removed (i.e. mapped to the corresponding trivial walk) when R K is applied to w. In the
backward direction, we wish to show that if deleting all resummable cycles from w produces
i, then applying ∆KG to i re-adds this configuration of resummable cycles, thereby reproducing
w.
The bulk of the proof in each direction follows directly from Lemma 4.9. We begin with
some preliminary remarks that will be required in both sections of the proof.
Preliminary remarks. Since i is K -irreducible, it follows from Theorem 4.8 that i is a
member of the set PG;αω⊙Q
K ,0 ∗
G\α···µL;ω
⊙ · · · ⊙QK ,0 ∗G\α;µ2 ⊙Q
K ,0 ∗
G;α and so has decomposition given
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by Eq. (24). Then applying ∆KG to i adds zero or more K -structured cycles to every vertex
µi before every child qi,j and after the final child qi,Ni , and additionally applies δ
K ;0
G\α···µi−1
to
every child cycle qi,j, thereby mapping i to the set
∆KG
[
i
]
= {αµ2 · · ·µLω}⊙

NL+1⊙
j=1
(
CK ∗
G\α···µL;ω
⊙ δK ;0
G\α···µL
[
qL+1,j
])⊙CK ∗
G\α···µL;ω
⊙ · · ·
⊙

 N1⊙
j=1
(
CK ∗G;α ⊙ δ
K ;0
G
[
q1,j
])⊙CK ∗G;α .
It follows that a walk w is an element of ∆KG [i] if and only if its decomposition into a simple
path plus a collection of cycles is of the form
w = αµ2 · · ·µLω⊙

NL+1⊙
j=1

PL+1,j⊙
m=1
fL+1,j,m⊙ dL+1,j



⊙

PL+1,NL+1+1⊙
m=1
fL+1,NL+1+1,m


⊙ · · ·
⊙

 N1⊙
j=1

 P1,j⊙
m=1
f1,j,m⊙ d1,j



⊙

P1,N1+1⊙
m=1
f1,N1+1,m


(33a)
for some P1,1, . . . , PL+1,NL+1+1 ≥ 0, where for indices in the relevant ranges
fi,j,m ∈ C
K
G\α···µi−1;µi
and di,j ∈ δ
K ;0
G\α···µi−1
[
qi,j
]
. (33b)
Here the cycles denoted fi,j,m are K -structured cycles that have been added off µi before every
child cycle qi,j and after the final child qi,Ni , and di,j is an element from the set of cycles formed
by applying δK ;0G\α···µi−1 to qi,j.
We now proceed to the body of the proof.
Forward. We wish to prove that for a K -irreducible walk i and an arbitrary walk w
R K [w] = i =⇒ w ∈ ∆KG
[
i
]
.
We will show that it follows from the equality R K [w] = i that w has the structure given in
Eq. (33), and is thus an element of ∆KG
[
i
]
.
Let w have decomposition
w = αβ2 · · · βPω⊙

MP+1⊙
j=1
cP+1,j

⊙ · · · ⊙

M1⊙
j=1
c1,j

 (34)
where αβ2 · · · βPω is a simple path of length P ≥ 0 and ci,j ∈ CG\α···µi−1 . Then when R
K is
applied to w, r K ;0 is applied to every child cycle; thus
R K
[
w
]
= αβ2 · · · βPω⊙

MP+1⊙
j=1
r K ;0
[
cP+1,j
]⊙· · · ⊙

M1⊙
j=1
r K ;0
[
c1,j
] .
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By comparing with Eq. (24), we see that R K
[
w
]
= i can only hold if w and i have the same
base path: thus αβ2 · · · βPω = αµ2 · · ·µLω, and P = L. Further, the equality requires that Ni
of the factors r K ;0
[
ci,1
]
, . . . , r K ;0
[
ci,Mi
]
be equal to qi,1, . . . , qi,Ni , and the remaining Mi −Ni
are equal to the trivial walk (µi). Let Ii,k for 1 ≤ k ≤ Ni index the cycles that are mapped by
r K ;0 to qi,k, and set Ii,0 = 0. Then we can rewrite the sequence of M1 cycles off α as
M1⊙
j=1
c1,j =
N1⊙
k=1

 I1,k−1⊙
m=I1,k−1+1
c1,m ⊙ c1,I1,k

⊙ M1⊙
m=I1,N1+1
c1,m, (35)
where
r K ;0
[
c1,j
]
=
{
q1,k if j = Ii,k for some 1 ≤ k ≤ Ni,
(µi) if j /∈ {Ii,1, . . . , Ii,Ni}.
Then it follows from Lemma 4.9 and Proposition 4.5 that
c1,j ∈
{
δK ;0G
[
q1,k
]
if j = Ii,k for some 1 ≤ k ≤ Ni,
CKG;α if j /∈ {Ii,1, . . . , Ii,Ni}.
An identical argument holds for the sequence of cycles off every other vertex µ2, . . . , ω. The
decomposition of w thus matches the structure of Eq. (33), and so w is an element of ∆KG
[
i
]
.
Backward. We wish to prove that for a K -irreducible walk i and an arbitrary walk w,
w ∈ ∆KG
[
i
]
=⇒ R K [w] = i. (36)
First note that if w is an element of ∆KG
[
i
]
then the decomposition of w has the structure
given in Eq. (33). Then when R K is applied to w, r K ;0 is applied to every child cycle. Since
all of the cycles denoted fi,j,m in Eq. (33) are K -structured, they are each mapped to the
corresponding trivial walk (µi). Since the trivial walk does not contribute to the nesting
product, this corresponds to deleting each of the cycles fi,j,m. We thus find
R K
[
w
]
= αµ2 · · ·µLω⊙

NL+1⊙
j=1
r K ;0
[
dL+1,j
]⊙ · · · ⊙

 N1⊙
j=1
r K ;0
[
d1,j
]
= αµ2 · · ·µLω⊙

NL+1⊙
j=1
qL+1,j

⊙ · · · ⊙

 N1⊙
j=1
q1,j


= i,
where the second equality follows from noting that di,j is an element of δ
K ;0
G\α···µi−1
[qi,j] and
applying Lemma 4.9. 
We have therefore proven that the explicit definitions of R K and ∆KG given in Sections 4.4
and 4.8 satisfy the properties that we assumed in Definition 3.8. It follows that the family of
sets {∆KG [i] : i ∈ I
K
G }, where I
K
G is given in Theorem 4.8, form a partition of the walk set WG .
5. The sum of all walks on a directed graph
In Section 3 we showed that for any digraph G and dressing signature K , which may be
freely chosen, the collection of walk sets formed by applying the walk dressing operator ∆KG
to every K -irreducible walk on G forms a partition of WG . An immediate consequence of this
result is that the sum of all walks in WG can be separated into a sum over K -irreducible walks
and a sum over the walks in the set ∆KG [i] for each K -irreducible walk i, with the guarantee
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that this restructuring does not lead to any walk in the sum being double-counted or missed
out. In other words, for any dressing signature K we have that∑
w∈WG
w =
∑
i∈ IKG
∑
w∈∆KG [i]
w,
where IKG is the set of K -irreducible walks, and ∆
K
G [i] is the walk dressing operator defined in
Section 4.8.
In this section we exploit this observation to develop a family of partially-resummed series
representations for the sum of all walks on G. The central point to note is that ∆KG [i] is a set
containing i plus all walks that can be obtained by nesting one or more resummable cycles
into i. It follows that summing over all elements of ∆KG [i] is equivalent to summing over all
possible configurations of resummable cycles that can be added to i. As we show later in this
section, this summation takes the form of an infinite geometric series of resummable cycles off
each vertex of i, which can be formally resummed to a closed-form expression. The end effect
of summing over all elements of ∆KG [i] is to replace each vertex µ of i by a dressed vertex (µ)
K
G
which represents the sum of all possible configurations of resummable cycles on G off µ. In
this way the sum over all walks on G is recast as a sum over K -irreducible walks with dressed
vertices.
This section is structured as follows. In Section 5.1 we introduce formal power series, which
provide the mathematical underpinning for the ensuing discussion of sums of walks. We define
the aforementioned dressed vertex (µ)KG as the sum of all resummable cycles off µ on G, and
show that this sum has the form of an infinite geometric series of cycles and can thus be
formally resummed. Finally, we present in Theorem 5.2 the main result of this section: the
reformulation of the sum of all walks on G as a sum of dressed K -irreducible walks.
In Section 5.2 we extend the resummation results of Section 5.1 to the case of weighted
digraphs. By following an analogous procedure to that outlined above, we show that the sum
over all walk weights on a weighted directed graph can be recast as a sum of the weights of
the K -irreducible walks, each of which is dressed so as to include the weights of all possible
configurations of resummable cycles off them. These results make it possible to develop new
partially-resummed series representations for any problem that can be formulated as a sum
over walk weights on a directed graph.
5.1. Resummed series for the sum of all walks on a digraph. In order to discuss the
sum of all walks on a digraph G, we must first introduce the concept of a formal power series.
We remain as brief as possible, referring to the literature for further details [2, 6, 13].
Definition 5.1 (Formal power series in WG). Let G be a digraph, WG be the set of all walks
on G, and Z be the set of integers. Then a formal power series in WG over Z is a mapping
f : WG → Z. The value of f at a particular w ∈ WG, also termed the coefficient of w in f , is
denoted by (f,w), and f itself is written as a formal sum
f =
∑
w∈WG
(f,w)w. (37)
The space of all formal power series in WG over Z is denoted by Z〈〈WG〉〉.
Sums of walks on a digraph G are elements of Z〈〈WG〉〉. Of particular interest is the sum of
walks that are found in a particular subset of WG .
Definition 5.2 (Characteristic series of a set of walks). Let A ⊆WG be a subset of the set of all
walks on G. Then the characteristic series of A is the formal power series fA with coefficients
(fA, w) =
{
1 if w ∈ A,
0 if w /∈ A,
(38)
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so that fA =
∑
w∈Aw.
Definition 5.3 (The characteristic series of WG;αω). Given a digraph G, the characteristic series
of all walks from α to ω on G, denoted by ΣG;αω, is the formal power series in WG over Z
defined by
ΣG;αω =
∑
w∈WG;αω
w. (39)
The coefficient
(
ΣG;αω, w
)
of a walk w in ΣG;αω is 1 if w is found in WG;αω, and 0 otherwise.
The goal of this section is to exploit the results of Sections 3 and 4 to identify and factorise
out various infinite geometric series of cycles that appear on the right-hand side of Eq. (39).
These infinite geometric series can then be resummed into a formal closed form, leading to a
new expression for the characteristic series ΣG;αω. In order to carry out this decomposition of
ΣG;αω into subseries, it is necessary to extend the nesting operation to formal power series.
Definition 5.4 (Nesting product of two walk series). Let f and g be formal power series in WG
over Z. Then f ⊙ g is the formal power series obtained by nesting every term of g into every
term of f , and multiplying the corresponding coefficients:
f ⊙ g =
∑
w1,w2 ∈WG
(f,w1)(g,w2)w1⊙w2. (40)
Remark 5.5. Definition 5.4 is consistent with defining the nesting operation to be distributive
over addition, so that two formal power series f = aw1 + bw2 and g = cw3 + dw4 multiply in
the expected way:
f ⊙ g =
(
aw1 + bw2
)
⊙
(
cw3 + dw4
)
= acw1⊙w3 + adw1⊙w4 + bcw2⊙w3 + bdw2⊙w4.
For a given dressing signature K , the effect of resumming the infinite geometric series of
cycles in the characteristic series ΣG;αω is to reduce ΣG;αω from a sum over all walks to a sum
over K -irreducible walks, each of which is modified so as to include the sums over all possible
configurations of resummable cycles off each of its vertices. We implement this modification
by replacing each vertex in the walk by a K -dressed vertex, which represents the sum of all
possible configurations of resummable cycles off that vertex.
Definition 5.6 (K -dressed vertex). Let G be a digraph, K be a dressing signature, and α
be a vertex on G. Then the vertex α dressed by K -structured cycles on G (also termed the
K -dressed vertex), denoted by (α)KG , is the formal power series defined by
(α)KG =
∑
w ∈CK ∗G;α
w (41a)
where CKG;α is the set of K -structured cycles of Definition 4.7. In other words, (α)
K
G is the
characteristic series of CK ∗G;α. Then by exploiting the definition of the Kleene star and formally
resumming the geometric series of K -structured cycles, we find
(α)KG =
∞∑
n=0
∑
w∈
(
C
K
G;α
)nw =
∞∑
n=0
[ ∑
c∈CKG;α
c
]n
≡
[
1−
∑
c∈CKG;α
c
]−1
, (41b)
where the first equality follows from the definition of the Kleene star (see Definition 2.6), the
second from the definition of the nesting power of a set of cycles (see Definition 2.5), and the
third is to be taken as a definition of the short-hand expression on the right-hand side. The
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Figure 11. Two examples of a set of K -structured cycles CKG;α (left) and the
corresponding K -dressed vertex (α)KG (right). The top example shows the case
of K = [1, 0], in which case (α)
[1,0]
G is simply the (formal) infinite geometric
series in the loop αα. The bottom example shows K = [2, 0] in the case where
only a single backtrack αβα exists. Then (α)
[2,0]
G is the infinite geometric series
in αα+αβα; that is, the sum of all walks that can be formed by concatenating
zero or more copies of αα and αβα.
dressed vertex (α)KG is the sum of all walks off α on G that consist of zero or more K -structured
cycles off α concatenated together: that is,
(α)KG = (α) +
∑
c∈CKG;α
c+
∑
c1∈C
K
G;α
c2∈C
K
G;α
c1⊙ c2 + · · · (41c)
If CKG;α is empty then all terms past the first vanish, and (α)
K
G is equal to the trival walk (α).
Two simple examples of dressed vertices are depicted in Figure 11.
Recall from Definitions 3.3 and 4.7 that a K -structured cycle is defined recursively as having a
base cycle not longer than k0 and zero or more [k1, . . . , kD−1, 0]-structured child cycles nested
off each internal vertex. This leads to the following recursive definition for (α)KG .
Proposition 5.1 (A closed-form expression for a K -dressed vertex). For a given dressing
signature K = [k0, . . . , kD−1, 0], the K -dressed vertex (α)
K
G can be written as
(α)KG =

1− k0∑
L=1
∑
SG;α;L
αµ2 . . . µLα⊙(µL)
[k1,...,kd−1,0]
G\α···µL−1
⊙ · · · ⊙(µ2)
[k1,...,kd−1,0]
G\α

−1 (42)
where αµ2 · · ·µLα ∈ SG;α;L is a simple cycle of length L ≤ k0 and [k1, . . . , kd−1, 0] is the
dressing signature obtained by deleting the first element of K .
Proof. The proof follows directly from combining the definitions of the K -dressed vertex (Def-
inition 5.6) and the K -structured cycles (Definition 4.7). 
We are now in a position to define an operator DKG that maps a given K -irreducible walk to
the sum of all walks in the set ∆KG [i]. As for the definition of ∆
K
G [i] in Section 4, it is convenient
to first introduce a family of auxiliary operators d K ;lG which act on (K , l)-irreducible cycles.
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These are defined so that d K ;lG maps a given (K , l)-irreducible cycle q to the sum of all walks
in the set δK ;lG [q].
Definition 5.7 (The operators d K ;lG ). Let G be a digraph, K be a dressing signature of depth
D, and 0 ≤ l ≤ D be a parameter. Then d K ;lG : Q
K ;l
G → Z〈〈WG〉〉 is a map from the set of
(K , l)-irreducible cycles on G to the space of formal power series in WG over Z. Its action is
to map a given (K , l)-irreducible walk q to the characteristic series of the set δK ;lG [q]; that is:
d
K ;l
G
[
q
]
=
∑
c∈ δK ;lG [q]
c. (43)
Explicitly, let q have decomposition
q = αµ2 · · ·µL⊙
[
NL⊙
j=1
cL,j
]
⊙ · · · ⊙
[
N2⊙
j=1
c2,j
]
, (44)
where αµ2 · · ·µLα is a simple cycle of length L ≥ 1, and Ni ≥ 0. Then d
K ;l
G maps q to the
formal power series given by (cf. Definition 4.10)
d
K ;l
G
[
q
]
= αµ2 · · ·µLα⊙
NL⊙
j=1
(
(µL)
[klL,j ,...,kD−1,0]
G\α···µL−1
⊙ d
K ;lL,j
G\α···µL−1
[
cL,j
])
⊙(µL)
KL
G\α···µL−1
⊙ · · ·
⊙
N2⊙
j=1
(
(µ2)
[kl2,j ,...,kD−1,0]
G\α ⊙ d
K ;l2,j
G\α
[
c2,j
])
⊙(µ2)
K 2
G\α
where
K i =
{
[kl+1, . . . , kD−1, 0] if L ≤ kl and Ni = 0,
[k0, . . . , kD−1, 0] otherwise,
and the parameters li,j for 2 ≤ i ≤ L and 1 ≤ j ≤ Ni are given by
li,j =
{
l + 1 if L ≤ kl and j = 1,
0 otherwise.
Note that the special treatment of the first child in each hedge when L ≤ kl is due to the fact
that this child has a local depth of l + 1.
We are now in a position to define DKG , which maps a given K -irreducible walk i to the sum
of all walks in the set ∆KG [i].
Definition 5.8 (The operator DKG ). Let G be a digraph and K be a dressing signature. Then
DKG : I
K
G → Z〈〈WG〉〉 is a map from the set of K -irreducible walks on G to the space of formal
power series inWG over Z. Its action is to map a given K -irreducible walk i to the characteristic
series of the set ∆KG [i]; that is:
DKG
[
i
]
=
∑
w∈∆KG [i]
w. (45)
Explicitly, let i be a K -irreducible walk on G with decomposition
i = αµ2 · · ·µLω⊙
[
NL+1⊙
j=1
cL+1,j
]
⊙ · · · ⊙
[
N2⊙
j=1
c2,j
]
⊙
[
N1⊙
j=1
c1,j
]
.
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Then DKG maps i to the formal power series (cf. Definition 4.11)
DKG
[
i
]
= αµ2 · · ·µLω⊙
NL+1⊙
j=1
(
(ω)KG\α···µL ⊙ d
K ;0
G\α···µL
[
cL+1,j
])
⊙ (ω)KG\α···µL
⊙ · · ·
⊙
N1⊙
j=1
(
(α)KG ⊙ d
K ;0
G
[
c1,j
])
⊙ (α)KG;,
where d K ;0G is given in Definition 5.7.
Theorem 5.2. For a digraph G and an arbitrary dressing signature K , the characteristic series
ΣG;αω can be written as
ΣG;αω =
∑
i∈ IKG;αω
DKG [i]
where IKG;αω is the set of K -irreducible walks from α to ω on G, as defined in Theorem 4.8, and
DKG is the dressing operator given in Definition 5.8.
Proof. Starting from the definition of ΣG;αω, we have
ΣG;αω =
∑
w∈WG;αω
w =
∑
i∈ IKG;αω
∑
w ∈∆KG [i]
w =
∑
i∈ IKG;αω
DKG [i], (46)
where the second equality follows from the fact that the family of sets
{
∆KG [i] : i ∈ I
K
G;αω
}
form
a partition of WG;αω (see Theorem 3.2), and the third uses the definition of D
K
G [i] (Definition
5.8). 
Theorem 5.2 represents the result discussed in the introduction to this article: a represen-
tation of the sum of all walks on an digraph G as a sum over K -irreducible walks, with each
K -irreducible walk being dressed by all possible configurations of resummable cycles.
5.2. The sum of all walk weights on a weighted digraph. In this section we extend the
results of §5.1 to the case of a weighted graph, with a view to providing a starting point for
applications of walk-sums to the computation of matrix functions.
Definition 5.9 (Weighted digraph). A weighted digraph (G,W) is a digraph G paired with a
weight function W that assigns a weight W[e] to each edge e of G. To make the discussion
concrete while retaining some generality, we consider here a weight function that assigns a
complex matrix of size dβ × dα to the edge (αβ). We denote the weight of the edge (αβ) by
wβα = W[(αβ)].
Definition 5.10 (Weight of a walk). Given a weighted digraph (G,W), we extend the domain
of the weight function W from edges to walks by defining the weight of a trivial walk (α) ∈ TG
to be the dα×dα identity matrix Iα, and the weight of a walk w = αµ2 · · ·µLω of length L ≥ 1
to be the right-to-left product of the weights of the edges traversed by w:
W
[
αµ2 · · ·µLω
]
= W[(µLω)] · · ·W
[
(µ2µ3)
]
W
[
(αµ2)
]
= wωµL · · ·wµ3µ2wµ2α.
Note that the ordering of the edge weights is suitable for the matrix multiplication to be carried
out, the end result being a matrix of size dω × dα.
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Definition 5.11 (Weight of a formal power series). Given a formal power series f , it is natural
to interpret the weight of f as the value obtained on replacing each walk w in f by its weight
W[w]; that is
W[f
]
= W
[ ∑
w∈WG;αω
(f,w)w
]
=
∑
w∈WG;αω
(f,w)W[w]. (47)
Note that this series does not necessarily converge: its behaviour depends on the details both
of both the weight function W and the formal power series f .
Remark 5.12 (Weight of a K -dressed vertex). Given a weighted digraph (G,W) and a dressing
signature K = [k0, . . . , kD−1, 0], it follows from Proposition 5.1 and Definition 5.11 that the
weight of the K -dressed vertex (α)KG – assuming it converges – is given by
W
[
(α)KG
]
=

1− k0∑
L=1
∑
SG;α;L
wαµLW
[
(µL)
[k1,...,kD−1,0]
G\α···µL−1
]
· · ·wµ3µ2W
[
(µ2)
[k1,...,kD−1,0]
G\α
]
wµ2α

−1 .
Note that since W
[
(µ)
[0]
G
]
= W
[
(µ)
]
= Iµ, the recursion terminates after D iterations. A
sufficient condition for W
[
(α)KG
]
to converge is that
∣∣∣∣ k0∑
L=1
∑
SG;α;L
wαµLW
[
(µL)
[k1,...,kD−1,0]
G\α···µL−1
]
· · ·wµ3µ2W
[
(µ2)
[k1,...,kD−1,0]
G\α
]
wµ2α
∣∣∣∣ < 1,
that is, that the sum of the weights of all K -structured cycles off α on G has norm (or modulus,
for scalar weights) less than 1.
As the final result of this section, we present an expression for the sum of the weights of all
walks from α to ω on G – assuming this sum converges – as a sum over K -irreducible walks.
Note that it follows from Definition 5.11 that the sum of the weight of all walks from α to
ω on a G is the weight of the characteristic series ΣG;αω of Definition 5.3:
W
[
ΣG;αω
]
=
∑
w∈WG;αω
W
[
w
]
. (48)
The results of Sections 3 and 4 can now be exploited to identify and resum infinite geometric
series appearing in the right-hand side of Eq. (48).
Corollary 5.3. Let (G,W) be a weighted directed graph, α and ω be two vertices in G, and
K be an arbitrary dressing signature, which has depth D. Then the sum of the weights of all
walks from α to ω – assuming it converges – is given by
W
[
ΣG;αω
]
=
∑
i∈ IKG;αω
W
[
DKG [i]
]
, (49)
where IKG;αω is the set of K -irreducible walks from α to ω on G, and W
[
DKG [i]
]
is defined as
follows. Let i have decomposition
i = αµ2 · · ·µLω⊙
[NL+1⊙
j=1
qL+1,j
]
⊙ · · · ⊙
[ N2⊙
j=1
q2,j
]
⊙
[ N1⊙
j=1
q1,j
]
,
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where qi,j is a (K , 0)-irreducible cycle. Then W
[
DKG [i]
]
is given by
W
[
DKG [i]
]
= W
[
(ω)KG\α···µL
]NL+1∏′
j=1
(
W
[
d
K ;0
G\α···µL
[qL+1,j]
]
W
[
(ω)KG\α···µL
])
wωµL
× · · ·
×W
[
(µ2)
K
G\α
] N2∏′
j=1
(
W
[
d
K ;0
G\α [q2,j]
]
W
[
(µ2)
K
G\α
])
wµ2α
×W
[
(α)KG
] N1∏′
j=1
(
W
[
d
K ;0
G [q1,j ]
]
W
[
(α)KG
])
where the primes on the products indicate that they are to be taken right-to-left, the weights of
the K -dressed vertices are evaluated according to Remark 5.12, and W
[
d
K ;0
G [qi,j]
]
is defined as
follows. Let q be a (K , l)-irreducible cycle with decomposition
q = αµ2 . . . µLα⊙
[ NL⊙
j=1
cL,j
]
⊙ · · · ⊙
[ N2⊙
j=1
c2,j
]
. (50)
Then W
[
d
K ;l
G [q]
]
for 0 ≤ l ≤ D is given by
W
[
d
K ;l
G [q]
]
= wαµLW
[
(µL)
KL
G\α···µL−1
] NL∏′
j=1
(
W
[
d
K ;lL,j
G\α···µL−1
[cL,j ]
]
W
[
(µL)
[klL,j ,...,kD−1,0]
G\α···µL−1
])
× · · ·
× wµ3µ2W
[
(µ2)
K2
G\α
] N2∏′
j=1
(
W
[
d
K ;l2,j
G\α [c2,j ]
]
W
[
(µ2)
[kl2,j ,...,kD−1,0]
G\α
])
× wµ2α
where
Ki =
{
[kl+1, . . . , kD−1, 0] if L ≤ kl and Ni = 0,
[k0, . . . , kD−1, 0] otherwise,
and
li,j =
{
l + 1 if L ≤ kl and j = 1,
0 otherwise.
Proof. This result is an immediate consequence of the resummed form of the characteristic
series σG;αω (see Theorem 5.2) and the convention that the weight of a formal power series is
the sum of the weights of the individual terms (Definition 5.11). The definitions of W
[
d
K ;l
G [q]
]
and W
[
DKG [i]
]
follow from applying the weight function W to the formal series d K ;lG [q] (see
Definition 5.7) and DKG [i] (see Definition 5.8). 
An important consequence of Corollary 5.3 is that any problem that can be written as a sum
of weights of all walks on a weighted directed graph can be recast as a sum of dressed weights
of K -irreducible walks, for any dressing signature K . Such an expression could be termed an
irreducible walk sum formulation of the original problem. Since the results of Sections 3 and 4
hold for arbitrary values of K , many different irreducible walk sum expressions for the same
series can be found. If the original series is absolutely convergent, then the irreducible walk
sum expression for any value of K is also absolutely convergent.
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Since the dressing signature can be freely chosen, the most appropriate irreducible walk
sum expression can be selected and applied to a given problem. This choice should be made
on a case-by-case basis subject to the following trade-off: as K is progressively increased
from [0] (corresponding to the original series) a wider and wider variety of terms (those that
correspond to K -structured cycles) are exactly resummed into closed form. Then on one hand,
there remain correspondingly fewer terms to be explicitly summed over (the K -irreducible
walks), and the irreducible walk sum expression might be expected to converge more quickly
than the original series due to the partial series resummation that has already been carried
out; but on the other, the weights of the K -dressed vertices become increasingly complex to
evaluate, taking the form of branched continued fractions of increasing depth and breadth.
Upon reaching the maximum possible dressing signature Kmax, there remain only a finite
number of terms to be explicitly summed (i.e. the simple paths), and the walk sum reduces
to a path sum. The applications of such path sum expressions to matrix functions [9, 11] and
statistical inference [8] have recently been investigated.
6. Conclusion and Outlook
In this article we defined a family of partitions of WG, the set of all walks on an arbitrary
directed graph G. Each partition in this family is indexed by a dressing signature K : an integer
sequence that identifies a set of cycles on G with a common well-defined structure. We term
these cycles resummable cycles, and a walk that does not traverse any such cycles for a given
value of K a K -irreducible walk. The cells in the corresponding partition of WG then each
contain a K -irreducible walk i plus all walks that can be formed from i by adding one or more
resummable cycles to i.
The central objects in constructing this family of partitions are the walk reduction operator
R K , which serves to map any walk w to its K -irreducible ‘core walk’ R K [w] by deleting all
resummable cycles from it, and the walk dressing operator ∆KG , which maps a K -irreducible
walk i to the set of all walks that can be formed by adding a (possibly empty) collection of
resummable cycles to i. We provided explicit definitions of these operators, and showed that
these definitions satisfy the properties required in order that the family of sets obtained by
applying ∆KG to every K -irreducible walk forms a partition of WG. We further gave an explicit
expression for IKG , the set of all K -irreducible walks on G. This expression is valid for an
arbitrary dressing signature K .
A direct consequence of these results is that the sum of all walks on an arbitrary digraph G
can be recast as a sum only over K -irreducible walks, where each K -irreducible walk has been
dressed by all possible configurations of resummable cycles. This reformulation corresponds
to the exact resummation of infinite geometric series of cycles appearing within the sum over
all walks. By choosing different dressing signatures, many different such ‘partially-resummed’
walk series can be obtained. The set of K -irreducible walks that appear in the sum, and the
details of how each walk is dressed, are determined by the value of K in each case.
The ability to carry out exact resummations of infinite geometric series appearing within the
sum over all walks on an arbitrary directed graph promises to have applications to problems
that are naturally formulated as a sum of such walks. Examples of such problems include
the computation of matrix functions by series summation [11], and the problem of statistical
inference in Gaussian graphical models [4, 18]. By applying the resummations outlined here,
a variety of resummed series – termed irreducible walk sum expressions – for the original
problem can be derived. For a given value of K , the corresponding irreducible walk sum
expression is the result of exactly resumming the contributions of all terms in the original series
that correspond to K -structured cycles on the underlying graph. The convergence behaviour,
numerical stability, and mathematical properties of the irreducible walk sum expressions remain
interesting open questions.
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