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1. INTRODUCTION 
The problem of finding minimum points for functionals of the form 
x,u,Du)dx+ f g(x, II) dH”-’ (u E W’~p(Q; R”)) (1.1) ix2 
has been widely investigated in the literature (see References). Here, Q is a 
bounded open subset of R” with a Lipschitz boundary, f(x, s, z) and g(x, s) 
are integrands defined on Q x R” x R”” and 8Q x R”, respectively, possibly 
taking the value + co, W’*p(Q; R”) denotes the usual Sobolev space, H”-’ 
is the (n - 1) dimensional Hausdorff measure, and PE 11, + co[. 
One of the most common situations is when the functional F is sequen- 
tially weakly lower semicontinuous on W1*p(Q; R”) and the following 
coerciveness condition holds: 
F(u)Ba s (IDulp+ Iulp)dx--B 
for every u E W’~p(Q; R”), (1.2) 
s2 
where a > 0 and j? 2 0 are suitable constants. For instance, by the Poincare 
inequality, condition (1.2) is fulfilled if the integrand f(x, s, z) in (1.1) 
satisfies 
f(x, s, z) 2 c IzIP + b(x) for every ~~52, SERB, ZER”“’ (1.3) 
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with c>O and beL’(Q), and a boundary condition u = u,, on %2 (or on 
a part r,, of 852) is imposed. In such a case, the existence of a solution for 
the minimum problem 
min{F(o) : UE W’,p(!S; Rm)} (1.4) 
follows trivially by the Direct Method of the Calculus of Variations. 
On the other hand, if condition (1.2) is weakened, the existence for 
problem (1.4) may fail. For instance, it is well known that the classical 
linear Neumann problem 
min (IDu1*--(x)~)dx:u~Hl(52) (1.5) 
has a solution (actually infinitely many) if and only if the compatibility 
condition 
s h(x)dx=O R (1.6) 
holds. Therefore, it is natural to expect that some supplementary com- 
patibility conditions have to be added in order to get existence results for 
general nonlinear Neumann problems. 
This subject has been studied by many authors in several particular 
situations: we recall, for instance, [BH, BN, BB, GT] for the monotone 
case, and [A, N, M, KLN] who are mainly interested in the existence and 
multiplicity of nontrivial solutions and essentially require a “strict com- 
patibility condition” (say (1.2) is assumed). 
Here we look for existence of solutions of problem (1.4) through explicit 
conditions on the integrands f and g, dropping the assumption (1.2) and 
the convexity of f(x, S, z) and g(x, s) with respect to s and z, but retaining 
(1.3) or, at least, a mild version of it. 
The necessary condition we give, requires the notion of (sequential) 
recession functional F, introduced in [BBGT] for the study of unilateral 
problems in continuum mechanics; we prove (Proposition 2.2) that the 
existence of a solution of problem (1.4) implies this recession functional is 
non-negative. The sufficient condition we prove, essentially requires that, in 
addition to necessary condition, the kernel of the recession functional has 
“bilateral directions” (Theorems 2.3 and Proposition 3.2). By a counter- 
example (Example 3.4 and Proposition 3.5) we show that, even in convex 
minimization, the necessary condition may be satisfied but, if the kernel of 
F, does not satisfy the “bilateral condition,” the existence for (1.4) may be 
jeopardized by non-regular data. 
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In terms of PDE the minimization problem (1.4) is related to nonlinear 
elliptic systems with natural boundary conditions 
div f,(x, U, Du) =fJx, U, Du) in Q 
v .f,(x, 24, Du) +g(x, u) = 0 on asz. (1.7) 
The plan consists in refining an abstract result proved in [BBGT] con- 
cerning the existence of minima for non-coercive functionals, and showing 
some examples of boundary value problems which the new conditions 
apply to. We do not make convexity assumptions, with the aim of solving 
problems with possibly nonmonotone operators. 
Finally, we show how our method applies to Hamiltonian systems with 
periodic potential and to elliptic problems with resonance. 
The results of this paper were announced in [Toll. 
2. ABSTRACT RESULTS 
We recall an abstract definition introduced in the general framework of 
the minimization of non-coercive functionals (see [ BBGT] ). 
DEFINITION 2.1. Let (V, a) be a topological vector space and let 
F: V + ] - co, + co] be any mapping. We call a-(sequential) recession 
functional the mapping 
F,(u) = inf lim inf 
i 
f’(tnun) -:t,+ +al,u,P,u ) 
n-+m t, I 
where (t,) and (u,) are sequences. 
Notice that when F is convex and a-lower semicontinuous, F, coincides 
with the usual recession functional (see, for instance, [R] ) 
F(tu+u,) 
F”(v)= lim t , 
r--r to2 
where u,, is any point in dom F. 
In the following we set ker F, = {u E I’: F,(u) = O}. Remark that in 
general ker F, is not a subspace, but is a (possibly nonconvex) set of 
half-lines starting from the origin. The following necessary condition for 
existence was proved in [BBGT]. 
PROPOSITION 2.2. Assume that the problem 
min{F(u) : UE V} (2.1) 
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has a solution or at least that inf{F(u) : v E V} > - 00. Then 
F,(v) 20 for every v E V. (2.2) 
Concerning the suflicient conditions for existence, we give the following 
statement which is a refinement of Theorem 3.9 of [BBGT]. 
THEOREM 2.3. Let V be a reflexive Banach space with norm 11 11, let o be 
the weak topology of V, and let F: V--t ] - co, + co] be a functional. Assume 
that 
(semicontinuity) F is sequentially o-lower semicontinuous on V; (2.3) 
(compactness) for all sequences t, --* + co and v, + v weakly in V 
with F(t,v,) < c, we have v, + v strongly in V; (2.4) 
(compatibility) (i) F,(o) b 0 for every v E V; 
(ii) for every z E ker F, - (0) there exist w E V 
and u > 0 such that I/z - w/J < llzll and 
F(v - ,uw) <F(v) for any u E V. (2.5) 
Then problem (2.1) admits at least one solution. 
Remark 2.4. The assumption (2S)(ii) may be substituted by the 
following one. 
For every z E ker I;, - (0) there exists w  E V such that 
(a) lb- wll < 11.41~ 
(b) there exists R > 0 such that for every v E V with ~~v~~ > R there 
exists ,U = ,u(v, z) with 
0 <AC 2) G llvll and F(u - uw) <F(v). 
This condition turns out to be useful for a functional F of the form (1.1) 
whenever one has a priori estimates in L”(O) for the oscillation of the 
elements in a fixed nonempty sublevel of F (see [BBGT, To2 1). 
Remark 2.5. If for a suitable z E V- (0) the functional F is z-periodic, 
say 
F(u + z) = F(o) for every v E V, (2.6) 
then z E ker F, and for such z condition (2S)(ii) is checked with w  = z and 
p= 1. 
Proof of Theorem 2.3. The proof is identical to the one of Theorem 3.4 
of [BBGT] up to the end of Step 4. Summarizing the previous steps, if no 
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bounded minimizing sequences exist we construct a family { uR} RrO such 
that 
F(UR) 6 F(u) for every u with 11011 6 R; (2.7) 
IIUR II 6 IId for every u such that [(VII < R and F(u) = F(uR); (2.8) 
zR= uR/II"RII tends to z strongly in V, 
and z E ker F, with llzlj = 1. (2.9) 
We apply now the compatibility assumption (2.5)(ii) and we get the exist- 
ence of w  E V and p> 0 such that 
lb - 41 < Ml and F(uR - ,uw) < F(uR) for every R > 0. (2.10) 
Therefore, 
li"RIi +p IizR-wII 
= llURII +~L(liZR-WiI -l)> (2.11) 
so that, for R large enough 
IbR-~wll < IbRII* (2.12) 
By (2.10) and (2.12), u,--,uw is a minimum point for F on 
B, = (u E V : ljull <R}, but in this case (2.12) is in contradiction with (2.8). 
Therefore there exists a bounded minimizing sequence, and the existence 
follows straightforward by the semicontinuity assumption (2.3). 1 
3. THE CONVEX CASE 
In this section we make some remarks on the relationships between the 
theory developed in Section 2, and some previous results for semilinear 
monotone problems (see, for instance, [BH, BN, BB, GT] ). The following 
abstract result holds. 
THEOREM 3.1. Let V be a reflexive Banach space, let IJ be its weak 
topology, and let F: V -+ ] - co, + a~] be a proper convex and sequentially 
weakly lower semicontinuous functional. Then condition (2.5)(ii) is implied by 
Ker F” is a subspace. (3.1) 
Proof See [BBGT, Theorem 3.121. 1 
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Consider for instance the minimization problem 
min 
u 1 
R ; IDul”f B(u)] dx- (H, u) : uEH’(Q:R”)}, (3.2) 
where H is in the dual space of H’(Q; R”) and B: R” + ] - co, + co] is a 
convex lower semicontinuous function. 
PROPOSITION 3.2. For the existence of a solution of problem (3.2) the 
assumption 
B”(s) 2% for every s E R” 
is necessary, while (3.3) in addition to 
B”(s) =--$ =E. B”(s) = - B”( -s) (3.4) 
is sufficient. 
ProoJ: It is immediate to see that the functional 
F(u)=jo[+l’+B(u)]dx-(H,u) 
is sequentially weakly lower semicontinuous on H’(Q; R”) and verifies the 
compactness property (2.4). Then, the proof is achieved by applying 
Theorem 2.3 and Theorem 3.1. i 
Remark 3.3. Consider the Euler-Lagrange equation 
-Au + p(u) 3 h in KG? 
aufav=g on a52, (3.5) 
where v is the outward normal versor to aa, /I: R” + @(R”) is the maxi- 
mal monotone graph /3 = VB with lfl(s)l < c(1 + (s[‘*- ‘), h E H-‘(Q; R”), 
gEH-1’2(%2; R”). It is well known that problems (3.2) and (3.5) are 
equivalent since any HE (H’(Q; R”))’ can be written as 
(K 0) = (h, u),+ (g, u>an 
with h E H-‘(Q; R”) and ge H-‘/2(~52; R”). We recall that the formal 
boundary condition in (3.5) holds in the distributional sense as soon as h 
is a bounded measure (see [T, Proposition 7.2, p. 2341). In the following, 
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for simplicity, we shall write integrals to denote the various kinds of 
dualities. Then condition (3.3) can be expressed by 
while condition (3.4) becomes 
E algebraic interior of range /I. 
The gap between the necessary condition (3.3) and the sufficient condi- 
tion (3.4) may contain some interesting examples like the following. 
EXAMPLE 3.4. Consider the problem (with m = 1) of finding u E H l(Q) 
such that 
-du+u+ =h 
aulav = g 
in Sz 
on af2, (3.6) 
where h E H-‘(Q) and g E H-1’2(aQ). The functional related to (3.6) is 
F(v)=SD~(IDv12+la+12)dx-(H,v) (H=h+g) (3.7) 
and, due to convexity of F, solving (3.6) is equivalent to minimizing (3.7). 
By Proposition 2.2 and Theorem 2.3 we get immediately 
(H, .l ) > 0 =z- no solution of (3.6) exists (3.8) 
(H, 1) < 0 * (3.6) has a solution. (3.9) 
Such results were proved by different techniques in [BH]. Consider now 
the case 
(H, l)=O. (3.10) 
If h is uniformly continuous and g = 0, in [BN] a proof of existence is 
given. Note that such regularity assumptions obviously entail that the 
solution w  of the associated linear problem 
-dw=h in Q 
aw/av=g on asz (3.11) 
is essentially bounded. More generally, the following proposition holds. 
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PROPOSITION 3.5. Let h E H-‘(Q) undg E H-‘/*(852) satisfy (3.10). Then 
the following properties are equivalent: 
(i) there exists a solution of problem (3.6); 
(ii) problem (3.11) admits a negative solution. 
Moreover, any solution u of (3.6) solves (3.11) and u+ = 0. 
Proof: (i) * (ii). If u solves (3.6) and u+ # 0, for every c > 0 we have 
F(u-c)<F(u), 
which contradicts the fact that u is a minimum point for F. Hence u+ = 0 
and u solves (3.11); that is, u is a negative solution of (3.11). 
(ii) +- (i). Let w  be a negative solution of (3.11); then, w  obviously 
solves (3.6). 1 
Remark 3.6. For instance, condition (ii) of Proposition 3.5 is satisfied 
if as2 is smooth, and h E Lp(Q), g E W’P-1)‘~*P(CU2) with p > n/2. 
Remark 3.7. With the same proof, Proposition 3.5 applies also to 
problems of the form 
min 
for any convex and strictly increasing B: R + + R +, and to obstacle 
problems (see also [GT]), where 
if t<O 
if t >O. 
4. THE NONCONVEX CASE 
In this section we apply the abstract results of Section 2 to the (possibly 
nonconvex) minimization problem (1.4), where F is given in (1.1). In terms 
of PDE we will not refer to solutions which are generic stationary points 
but only to minima of the related integral functionals. These last ones will 
be called variational solutions. In the following, the letter c will denote any 
positive constant, possibly varying from line to line. 
Assume p > 1 and let Q be a bounded open subset of R” with a Lipschitz 
boundary (we do not require 52 connected, so whenever it is needed, the 
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arguments in the proof have to be repeated for each connected component 
of Q). 
Let ~:QxR~xR”~+]-~ +co] and g:iYQxR”+]-co, +a] be 
two Bore1 functions. As soon as the functional F in (1.1) is defined (say 
F(u) > - co for every u E W1*p(Q; R”)) then Proposition 2.2 applies and we 
get immediately the following necessary condition for minima. 
PROPOSITION 4.1. Assume a solution of problem (1.4) exists, or at least 
that inf F> - co. Then for every s E R” we have 
lim inf i f(x, is, 0) dx + j g(x, As) dH”- 1 2 0. 
A++00 a2 1 
Remark 4.2. Since we deal here with nonconvex functionals, we may 
expect that in some cases stationary points of F exist, even if the condition 
of Proposition 4.1 is violated. This is shown in Example 4.5 and 
Remark 4.6. 
In order to study the sufficient conditions we have to strengthen the 
hypotheses on the integrandsfand g. From now on Q will denote the weak 
topology of W’~p(s2; R”). We assume that 
f(x, s, z) > lzlp - l(x) .s - b(x) for a.e. x E Q and for every 
SER”, ZER”“‘. Here bcL’(Q) and ZG Lq(O; R”) where 
q=(p*)‘=np/(np-n+p)ifp<n,q=l+cforsomec>O 
ifp=n, and q=l ifp>n. (4.1) 
g(x, s) > - t(x) .s - c(x) for a.e. XE 8Q and for every 
SER”‘. Here CE L’(cX~) and t EL’(X?; R”) where 
r=p(n-l)/n(p-1) if p<n, r=l+s for some s>O if 
p=n, and r= 1 ifp>n. (4.2) 
1 
R 
I(x) dx + j-, t(x) dH”- ’ = 0. (4.3) 
Due to (4.1) and (4.2) the functional F in (1.1) is well defined, in the 
sense that for every UE W1,p(Q; R”) the functions j-(x, u(x), Do(x)) and 
g(x, u(x)) are lower semi-integrable on 52 and ~%2, respectively. 
THEOREM 4.3. Let F be the functional defined in ( 1.1); assume (4.1), 
(4.2), (4.3), and 
F is sequentially o-lower semicontinuous; (4.4) 
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for every cteRm- (0) with F,(a)=0 there exist p>O, 
h E L’(0; R”), k E L’(LX2; R”), and y E R” such that 
(i) Iy --MI < 1~1 (the euclidean norm 1.1 may be sub- 
stituted by any equivalent norm); 
(ii) SnY.h(x)dx+~~I,y.k(x)dH”-‘=O; 
(iii) f (x, s - py, z) <f (x, s, z) + p?(x) . y for a.e. x E Q 
and for all s E R”, z E R”“; 
(iv) g(x,s-py)<g(x,s)+pk(x)=y for a.e. XE&~ and 
for all s E R”. (4.5) 
Then, there is at least one solution of problem 
min x,v,Dv)dx+ 
s 
g(x, v) dH” - ’ : u E W’3p(~; R”) . 
aa 
Proof: We check the assumptions of Theorem 2.3. The nontrivial ones 
are the compactness (2.4) and the compatibility (2.5). 
Proof of compactness. Assume I, + + co and v, -+ v weakly with 
F(I,u,)<c; from (4.1), (4.2) we get 
j 
sa 
[A; IDu,IP-b(x)-~,I(x)~u,] dx+lan [-C(X)-~nt(~)~u,] dH”-‘<c 
~~~‘~~~D~.Ipdx-~~l(x)~v,dx-i‘ t(x).o.dH”-I<$. 
an n 
Hence 
limsup1:-’ lDo,Ipdx<c, 
n- +cn I R 
that is, 
0 E constant and lim s IDv,Ipdx=O. n--r+m R 
This shows that o, -+ u strongly in W1~P(Q; R”). 
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Proof of compatibility (2.5)(i). Assume first Dv #O in Sz, and let 
1, + + co, v, + v weakly. Then, from (4.1) and (4.2) we get 
lim inf F’nnVn) > lim inf AP- ’ 
n- +a0 A,’ n n- +cn I 
(Dv,Ipdx-c= + co, (4.6) 
R 
so that F,(v) = + co. 
It remains to prove that 
DvsO in Q*F,(v)aO. (4.7) 
Assume v = fi E R” and let 1, -+ + co, v, + v weakly. Then (4.1), (4.2), and 
(4.3) imply 
0= -jQ[Bdx-j8Q t./?dH”-’ 
(l,Z.v,+b)dx+ j8Q(intq,+c)dH”-‘] 
and, since the sequences {A,} and (on} are arbitrary, we get (4.7). 
Proof of compatibility (2.5)(ii). Let v E ker F, - (0); then, by (4.6) 
we have that v is constant, that is, v = c1 E R” - (0). Choose ~1, y, h, and k 
as in (4.5). Then (4.5)(i)-(iv) give 
I/Y - 4 < ll~ll 
and for any VE W1~P(O; R”) 
Flu-PY)= j/t x, v-py, Dv)dx+ j8, g(x, v-,uy)dH”-’ 
G Qf( s x, v, Dv) dx+ s g(x, v) dH”-’ an 
k.ydH”-’ 
= nf( J x, v, Dv) dx + s g(x, v) dH”- ’ = F(v). 1 as2 
In order to give an application of the result above, we consider an 
example of periodic nonlinearity. Set 
F(v) = i, e lDvlp + M(x, v)) dx + ja, N(x, v) dH”- ‘, (4.8) 
607/89/2-3 
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where p > 1, u E W1qp(Q; R”), and M: 52 x R” --f R, N: 852 x R” + R are 
Bore1 functions satisfying the following assumptions: 
M(x, S) and N(x, s) are 1.s.c. in s, and M( ., O)EL’(Q), 
N(., o)d(aiq (4.9) 
M(x, s) > - Z(x) .s -b(x) and N(x, S) > - t(x) .s - c(x), 
where Z(x), b(x), t(x), c(x) satisfy the conditions listed in 
(4.1), (4.2), (4.3); (4.10) 
there exists an algebraic basis (not necessarily ortho- 
normal) {e,} of R” and two functions h E L’(s2; R”) and 
k E L1(&2; R”) such that 
and 
M(x, s + ei) = M(x, s) + h(x) -ej 
N(x, s + e,) = N(x, s) + k(x). e,. (4.11) 
PROPOSITION 4.4. Let F be given by (4.8), and assume (4.9). (4.10), 
(4.11). Then the minimum problem 
min{F(u) : DE W1~p(Q; R”)} 
has a solution if and only if 
j- h(x)dx+j k(x)dH”-‘=O. 
R ac2 
(4.12) 
Moreover, if (4.12) is not satisfied, we have 
inf{F(u) : u E W’Vp(Q; R”)} = - co. 
Proof. By Proposition 4.1, if inf F > - co we have (with t E N) 
O<liminfl 
1-m t 
M(x, te,) dx + J N(x, tei) dH”- ’ 
ac2 1 
= lim inf 1 
*-cc t 
(M(x, 0) + th(x)ei) dx + ja, (N(x, 0) + tk(x)e,) dH”‘] 
= j h(x)e,dx+J k(x)e,dH”-‘. 
n af2 
Changing ei with -ei and taking all iE ( 1, . . . . m} we get (4.12). Assume 
now (4.12) holds; to achieve the proof it is enough to show that all 
hypotheses of Theorem 4.3 are satisfied. Hypotheses (4.1), (4.2), (4.3) 
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follow from (4.10), and the lower semicontinuity assumption (4.4) is an 
easy consequence of (4.9). Therefore, it remains only to check (4.5). Take 
a E R” - (0) and let ai E R (with at least one aj # 0) such that 
ct = f ajei. 
i=l 
Set y = ajej and p = l/aj; then 
IY-@I = /  1 Wi < 14, 
i#j 
and the other conditions (ii), (iii), (iv) of (4.5) follow from (4.11) and 
(4.12). 1 
If M(x, S) and N(x, s) are sufficiently smooth in s and satisfy the usual 
summability assumptions, the Euler-Lagrange system of equations for the 
functional (4.8) is 
-div(lDulP-*DU)+m(x, u)=O in Q 
IDul’-*~+n(x,u)=O 
(4.13) 
on &2, 
where 
m,(x,s)=y+) and n,(x, s) = g (x, s). (4.14) 
I * 
In terms of the functions 1p7(x, S) and nfx, s), and referring only to system 
(4.13) the conditions for existence become 
m,(x, S) 2 -&(x) and n,(x, S) 2 - ti(x), where I(x) and 
t(x) are as in (4.1), (4.2), (4.3); (4.15) 
there exists an algebraic basis (not necessarily ortho- 
normal) {e,} of R” and two functions h E L’(Q; R”) and 
k E L’(cXJ; R”) such that 
m(x, s + ei) = m(x, s) and n(x, s + ei) = n(x, s) 
I 
1 
I 
1 
m(x, s + te,) . e, dt = h(x)e, and IZ(X, s + te,) -ei dt = k(x)e, 
0 0 
j- h(x)dx+j k(x)dH”-‘=O. 
R a2 
(4.16) 
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EXAMPLE 4.5. Consider the system (hid H-‘(O) and gie H-l’Z(~Q)) 
i 
-Au + (cos u)(cos nu) = h, on 52 
-Au - n(sin u)(sin rev) = h, on Sz (4.17) 
aulav = g, and avlav = g, on aa 
which is the Euler-Lagrange system of the functional 
sinu)(cos7cu)-h,u-h,o dx 1 
- s [g,u+g,u] dH”-‘. at2 (4.18) 
By Proposition 4.4 there exists a minimum point for functional (4.18) (or 
equivalently a variational solution for system (4.17)) if and only if 
jah,dx+jaag,dH”-‘=jQh2dx+jang2dH”-’=0. (4.19) 
Remark that in this case the two periods have a nonrational quotient, and 
the classical Landesman-Lazer condition is violated. 
Remark 4.6. In general, system (4.17) may have solutions (which are 
only stationary points of functional (4.18) and not variational solutions) 
even if condition (4.19) is violated. This arrives for instance if g, = g, = 0, 
h, = 1, h2 =O; in this case u = u =0 is a solution of (4.17) which is not a 
variational solution. 
5. FURTHER REMARKS 
In this section we show briefly how the theory developed in the previous 
sections may be applied to other kinds of problems in which a lack of 
coerciveness appears. Typical examples are the Hamiltonian systems with 
periodic boundary conditions 
-u”“+m(t,u)=O on (0, T) 
u(0) = u(T) and u’(0) = u’(T) (5.1) 
and the associated minimum problems 
min (5.2) 
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Here T> 0 is given, V,M( t, s) = m(t, s), and 
H',={uE'H'(O, T;R"):u(O)=u(T)}. 
When M(t, s) satisfies periodicity conditions like (4.9), (4.10), (4.11) (or 
m(t, s) like (4.15), (4.16), if we consider Eq. (5.1)), as in Proposition 4.4 we 
may prove that problem (5.2) has a solution (equivalently, system (5.1) has 
a variational solution) if and only if 
s 
T  
h(t) dt = 0. 
0 
Finally, we apply our method to a Dirichlet elliptic problem at 
resonance, and we obtain as a particular case the well-known Landesman- 
Lazer existence conditions (see, for instance, [LL]). Let a be a bounded 
open subset of R”, let A1 be the first eigenvalue of the operator -A on Q, 
and let G: s2 x R + ] - 00, + co] be a Bore1 function such that 
G(x, .) is 1.s.c. on R for a.e. x E 52; (5.3) 
G(x, s) a -a(x) - b(x) )sl4 for suitable q -z 2, a E L’(B), b E L(2’/9)‘(8). 
(5.4) 
Setting for u E HA(Q) 
F(u)=j~[+u12-~, lu12)+G(x,u)]dx 
consider the problem 
min{F(u) : u E Hi(Q)}. (5.5) 
It is easy to see that, denoting by rp, the first eigenfunction of -A, we have 
u # cp, (c constant) + F,(u) = + 00 
and SO, by using Proposition 2.2 we obtain that if problem (5.5) has a 
solution, then necessarily 
lim sup 
s 
G(x, w, 1 dx<O<hminf 
I 
(3, WI 1 dx 
t--cc 0 t t*+cc g-J t * 
For the sufficient conditions, properties (2.3) and (2.4) of Theorem 2.3 
follow from (5.3) and (5.4); moreover we have Ker F, = (0) provided the 
following condition is satisfied: 
I G-(x)cp, dx<Oc I G+(x)cp, dx, (5.6) cl R 
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where 
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G(x, t) G-(x)=limsupt and ‘3x, t) G+(x)=liminf- 
r-r --co I-t +a, t . 
Hence (5.6) is sufficient for the existence of a solution of (5.5). In terms of 
the Euler-Lagrange equation 
-Au=A,u--g(x, u) in Q 
u=o on %2 
with g(x, S) = g (x, S) 
> 
(5.7) 
if g(x, S) is measurable in x, continuous in S, and satisfies 
0) Id p Id If x s < x or a.e. x~0 and all SER, with /?EL(~*)‘(O); 
(ii) for a.e. x~&! there exist the limits 
g-(x)= lim g(x, t) and g+(x) = lim g(x, t), 
,-r--m 11 +oo 
then a necessary condition for existence of a variational solution of (5.7) is 
I g-(x)cpl dx<O,< s g+(x)49 dx, R R 
whereas a sufficient one is 
j g-(xh rix<O<j g+(x)cp, dx. R 52 
EXAMPLE 5.1. Consider the following Dirichlet problem at resonance: 
min 
I, [ 
R i(IDul’-l,lul’)+sin A ( )I dx-(h,u):u~H$2) , 1 I 
(5.8) 
where heH-‘(O) is given, and A,, 9, are respectively the first eigenvalue 
and the first eigenfunction of -A on a. The related Euler-Lagrange 
equation is 
-Au=i,u-cos~~~~))+h(x) in 52 
(5.9) 
u=o on an. 
and it is easy to see that the sufficient condition (5.6) is not satisfied. 
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Nevertheless, by repeating the argument of Proposition 4.4 we obtain that 
there exists a solution of (5.8) (or a variational solution of (5.9)) if and 
only if (h, ‘pI)=O. 
Finally, we point out that our argument applies also to general higher- 
order elliptic operators at resonance with the first eigenvalue, possibly mul- 
tiple and with changing sign eigenfunctions. 
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