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This thesis describes a variety of characterization measurements made on the Ad-
vanced LIGO (aLIGO) interferometers, which are important for understanding the
as-built interferometer and enhancing sensitivity. The aLIGO detectors began detect-
ing Gravitational Waves in 2015 after many decades of research and development, be-
ginning a new age of gravitational wave astronomy. Moving into the future, continued
improvements in detector sensitivity will increase the range and detecting capability
of the instruments. Improvements to detector sensitivity will be achieved through a
variety of efforts, including improving lock stability, improving mode matching, and
decreasing power losses in the interferometer.
Characterizing the aLIGO interferometers is particularly challenging because the
interferometers are enclosed within a large-scale vacuum system, which limits access
to the equipment. The techniques described in this thesis illustrate ways that the
properties of the cavities and optics may be probed when the components of the
cavities are not easily accessible for individual measurement.
Chapter 1 presents an introduction to gravitational wave detection. Chapter 2
introduces the theoretical background for cavity characterization measurements which
underpin many of the measurements presented in later chapters. Chapter 3 describes
measurements performed on the interferometer cavities using locked cavity techniques.
These measurements yielded accurate results for arm cavity g-factor, power recycling
cavity length and Gouy phase, Schnupp asymmetry length, and signal recycling cavity
length. The SRC Gouy phase was not accurately measured using this technique
due to the low Finesse of this cavity. Chapter 4 discusses a method for measuring
x Contents
the Gouy phase of an unlocked cavity, which may be used to measure the Gouy
phase of a low finesse cavity, and describes how this method was used in the signal
recycling cavity. Chapter 5 presents in-situ scattering and absorption measurements
of the input- and end-test masses and input mode cleaner optics, using cameras and
Hartmann wavefront sensors. Chapter 5 also discusses the impact of these properties
on power build-up and thermal lensing. Chapter 6 presents a technique which can
be used for faster modelling of thermal deformation in optics, which may be used to
improve time-dependent interferometer models.
The measured properties of the cavities and optics presented in this thesis allow
for improved understanding of mode matching and power build-up in the aLIGO
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1. INTRODUCTION
This thesis covers detector characterization work performed on the aLIGO interfer-
ometers. The chapter begins with an introduction to gravitational waves and grav-
itational wave detectors. This is followed by an overview of the aLIGO detectors,
including a discussion of noise sources and other factors which influence detector
sensitivity. A particular focus is given to mode matching and power build-up, and
how such issues will be addressed in future upgrades. The chapter concludes with
introduction to the work in this thesis, and the impact that detector characterization
efforts has upon future detector upgrades.
1.1 The Dawn of Gravitational Wave Astronomy
Over a billion years ago, two black holes orbiting each other in a binary system
spiraled together to coalesce into a single black hole. The event created a distortion
in space-time that rippled outwards at the speed of light, carrying three solar masses
worth of matter converted into energy. On 14 September 2015, these gravitational
waves passed through Earth. The two aLIGO gravitational wave detectors, which
had begun recording data only days beforehand, measured a strain in space-time[1].
Gravitational waves had been detected for the first time in history. The 2015 detection
marked the beginning of a new era in the field of gravitational wave (GW) science.
The event detected by the aLIGO detectors is illustrated in Figure 1.1. The
bottom illustration shows the gravitational wave signal that was detected and the
top illustration shows the corresponding phases of the binary system coalescence: the
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Fig. 1.1: Plot of the gravitational wave signal from the both of the LIGO observatories (The
LIGO Livingston signal is in blue while the LIGO Hanford signal, time-shifted (as
the signal arrived at Hanford 6.9ms later) and inverted, is in red) overlaid with
images from a simulation of the evolution of the black hole structure as the GW
signal develops.[1]
separation of the black holes decreases during the inspiral phase until the black holes
collide and merge, followed by a ring down phase. The signal increases in frequency
and amplitude during the inspiral phase (sometimes called a ”chirp” signal), reaching
a maximum in frequency and amplitude at the merger.
In the wake of this discovery, astrophysical observations are being made from the
detected signal[2]. This detection established the existence of intermediate mass black
holes and their occurrence in binary systems[1]. Analysis of the gravitational waves
showed that the initial black holes had masses of 36+5−4 and 29
+4
−4 solar masses, and
the final blackhole was 62+4−4 solar masses[1]. Three solar masses of matter had been
converted into gravitational wave energy, making this the most energetic event ever
to be observed.
Since the first detection, other binary black hole inspirals have been detected
[3, 4]. On August 17 2017, binary neutron star inspiral GW170817 was detected by
three detectors; the two LIGO detectors and the European Virgo detector, as well
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as by many other observatories across the electromagnetic spectrum[5]. GW170817
was significant because it was the first multi-messenger detection. These detections
herald a new era in gravitational-wave astronomy; the field has moved from bounding
astrophysics by setting upper limits for an astrophysical system to direct observations
of gravitational waves emitted from astronomical bodies. GW astronomy allows us
to learn about the universe in ways that were previously impossible, just as observing
the sky in electromagnetic frequencies beyond visible light revealed new insights into
the universe.
For the scientists building the detectors, the goal has shifted from building an
instrument that could detect gravitational waves to improving the observatory to
uncover as much as possible. This will be achieved by increasing detector sensitivity
to achieve the best signal to noise ratio (SNR) possible. Improvements to the LIGO
detectors that increase astrophysical reach are being continuously implemented. The
work in this thesis is part of the effort being made towards understanding current
detectors and planning for improvements for future generations of gravitational wave
detectors.
1.2 What are Gravitational Waves?
Gravitational waves are distortions in the fabric of spacetime caused by accelerating
masses. The effect was first suggested by Einstein as a consequence of his theory of
General Relativity, in which the linearized weak-field equations have wave solutions
[6]. Gravitational waves will be emitted by any source whose mass quadrupole mo-
ment changes with time[1], for example when two masses orbit each other or when a
single rotating mass has a non-axially symmetric mass distribution, as illustrated in
Figure 1.2. The amplitude of a gravitational wave drops as 1
R
as it travels a distance
R from its source.
A gravitational wave stretches and compresses local spacetime as it passes through
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Fig. 1.2: Two examples of rotating bodies that are not axially-symmetric.
a. Two objects in a binary system.
b. An approximately spherical object, with a deformed portion which breaks axial
symmetry around if it rotates about the y axis. Note that if it rotates around the
x axis, axial symmetry is conserved and no gravitational waves would be emitted.
Fig. 1.3: The effect of gravitational waves on a distant object, illustrated here by Einstein’s
head. The gravitational wave is moving into the page and is polarized in the hori-
zontal and vertical directions. As the local strain (h(t)) caused by the gravitational
wave varies over time (t), the unperturbed object a. is first stretched along one
axis b., and then along the other axis c.
at the speed of light, as illustrated in Figure 1.3 [7]. This stretching and compressing
effect is a quadrapole strain, which is characterized by two polarizations, + and x,
which are the same strain patterns rotated by 45◦. The local strain h(t) can be
described mathematically by Equation 1.1, where ∆L(t) is the length change over
distance L, characterized as a combination of + and x polarizations which change over
time as functions of F+(t) and Fx(t)[8], which are determined by the gravitational
wave source and the distance from its observer. The sensitivity of a detector to F+(t)
and Fx(t) depends on the orientation of the detector relative to the sources.
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h(t) ≡ ∆L(t)
L
= F+(t) + Fx(t) (1.1)
While the energy in the gravitational wave can be enormous, the strain amplitude
is very small. As an example, a binary inspiral merger of two 1 solar mass objects
at a distance 10 Mpc, ie about the distance of the Virgo cluster, would produce a
strain amplitude on earth of roughly 10−21[9, 10]. This would cause two objects on
Earth separated by 1km to change their separation by only 10−18m. A high sensitivity
detector is therefore required in order to observe a large volume of space. The rate
at which events are detected will allow us to better understand the populations of
binary black holes and neutron stars, and other novel astrophysical objects in the
universe.
Sources that might be detected by ground-based observatories include binary star
inspirals, pulsars with non-axially symmetric mass distributions and Big Bang back-
ground GW radiation[11]. Each event will create a unique GW signal in a specific
characteristic frequency regime, as illustrated in Figure 1.4. We can predict how many
GW events a detector of a particular sensitivity might see using astrophysical models
of the source to calculate expected GW signals, and estimating the event frequency by
estimating source populations. An understanding of GW sources and their expected
GW signals is necessary for setting sensitivity requirements for GW detectors, which
informs both detector design and the prioritization of detector upgrades.
Binary Black Hole Inspirals
The first gravitational wave signals detected were produced by the inspiral of binary
black holes (BBH)[1, 3]. This came somewhat as a surprise, as this population of
binary black holes was not accurately known, and many scientists believed the first
detection of GWs would come from binary neutron star (BNS) systems, because the
BNS population can be more easily estimated.
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Fig. 1.4: The gravitational wave spectrum, showing the expected frequencies at which var-
ious sources will create gravitational waves. The LIGO observatory is sensitive to
audio frequency GWs from binary system mergers and potentially to continuous
pulsar sources.[12]
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Fig. 1.5: A time-frequency plot of the gravitational strain detected at LHO (left) and LLO
(right) during the detection of GW150914[1]. The signal frequency and strength
increases over time.
Binary black hole systems have a large quadripole mass distribution and as a result
radiate gravitational waves. Their orbit decays as a result of the energy emitted as
gravitational waves, eventually causing them to inspiral and merge. This high-mass
high-acceleration event produces a strong gravitational wave signature, and hence
was the type of event that lead to the first detection of GWs on Earth, as illustrated
in Figure 1.1. The masses of the two objects can be determined from the GW signal
characteristics, with more massive objects having a lower frequency, shorter duration
signal. The “omega scans” of the event at the LIGO Hanford and LIGO Livingston
Observatories (LHO and LLO), which show the development on the signal strength
versus frequency and time are plotted in Figure 1.5. This event produced a strong
signal at frequencies of 100’s of Hz [13]. The inspiral, coalescence and merger phases
occurred over the order of seconds.
The BBH signals observed by the LIGO detectors have yielded new insights into
GW astronomy. By studying the precise shape of the GW signal, properties such as
the mass and spin of the black holes can be calculated[2]. The signals can also be
used to test general relativity[14].
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Binary Neutron Star Inspirals
Gravitational waves from a binary neutron star (BNS) merger were observed on 17 Au-
gust 2017[5]. This detection was significant for a number of reasons, aside from being
the first detection of a BNS merger. The detection occurred while both the LIGO and
Virgo detectors were in observing mode, which allowed for good sky localization. The
Fermi Gamma-ray Burst Monitor simultaneously measured a short-duration gamma
ray burst, and observations in other regions of the electro-magnetic (EM) spectrum
were made over the following days[15].
In general, neutron star chirp could be observed in the 10Hz to 7kHz frequency
range, however current detectors lack the sensitivity to detect high frequency BNS
signals. There is potential to determine the equations of state of neutron stars from
the signal of the merger and ring-down of a binary neutron star system[16].
Continuous sources
Continuous wave (CW) GWs are expected to come from sources such as pulsars with
a non axially-symmetric mass distribution[17]. Pulsars have rotational periods of mil-
liseconds to hundreds of milliseconds, and thus would produce GWs with frequencies
in the tens to thousands of hertz[18]. CW signals are expected to be weaker than
burst signals, and detection is anticipated to require long integration times. CW sig-
nals may be seen in the next few years as the sensitivity of the detectors is improved
and more data is recorded[17].
Other sources
It may one day be possible to detect residual GW background radiation from the Big
Bang. In contrast to microwave background radiation, which can tell us information
back to 105 years after the big bang (at which point the universe became transparent
to microwave radiation), GW background radiation could tell us about as little as
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10−22 seconds after the Big Bang[19].
There is also a project to detect very long timescale gravitational waves by looking
at changes in pulsar timing amongst an array of pulsars[20]. Potential sources could
be from super-massive blackhole mergers and primordial gravitational waves[21]. In






1.3 Gravitational Wave Detectors
This section describes the types of detectors that have been developed and may one
day be used to search for gravitational waves. Different detector configurations will
be sensitive to different frequency bands, so the different detector types described in
this section would search for GW from different sources.
1.3.1 Indirect Observations of Gravitational Waves
Prior to the 2015 detection of GWs, only indirect observations of gravitational waves
were made. Hulse and Taylor discovered the first binary pulsar system in 1975,
which provided the first evidence of gravitational wave emission[23]. The orbit of the
two neutron stars in the binary system was slowly decaying, and thus their orbital
frequency increased as the stars slowly spiraled inwards. The energy loss rate of
the stars orbits matched the expected energy emission of gravitational wave radiation
(Figure 1.6). The significance of this discovery was recognized when Hulse and Taylor
were awarded the 1993 Nobel Prize in Physics for this observation.
1.3.2 Bar Detectors
Bar detectors measure changes in the amplitude of a mechanical resonance of large
metal bars. Joseph Weber claimed to have detected gravitational waves using bar
detectors in the 1970s[25] (pictured in Figure 1.7), but this result was called into
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Fig. 1.6: Plot of the orbital decay of the binary pulsar system PSR 1913 + 16 used by
Hulse and Taylor to demonstrate evidence for the existence of gravitational waves,
including data up until 2012[24]. A system with a constant orbital period would
have points that lie on a horizontal line, instead, the system is loosing energy, as
indicated by the parabolic shape of the points. The energy lost from the system
fits that expected to lost due to gravitational wave radiation.
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Fig. 1.7: Photograph of Weber with his bar detector (c.1965).[29]
question when it was not reproduced by other scientists [26]. Although the bar
detectors achieved ground-breaking low strain sensitivities, they did not reach the
sensitivities needed to detect GWs at the rates claimed by Weber. Even so, he was
one of the founding figures in the search for gravitational waves, and he left a legacy
of a network of cryogenic bar detectors, some of which still operate today.
AURIGA, EXPLORER and NAUTILUS are bar detectors that currently operate
at cryogenic temperatures [27]. These detectors achieve strain sensitivities of around
10−21 Hz−1/2 in a narrow frequency band[28][26]. In more recent decades the focus of
GW detector science has mainly shifted from resonant bar detectors to interferometric
GW detectors, which operate over a much wider frequency band than the narrow
frequency band of resonant bar detectors.
1.3.3 Space-based detectors
A space-based interferometer called LISA (Laser Interferometer Space Antenna) is
predicted to launch in the 2030s[30]. LISA would search for lower frequency GW
sources than ground-based detectors, such as those produced by supermassive black
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hole binary coalescences[31].
1.3.4 Pulsar Timing Arrays
Pulsar timing arrays can be used to monitor very small glitches in the frequency of
pulsar signals, which could be caused by the passage of low frequency (nanohertz)
gravitational waves through the line of sight[22]. Candidate sources include super
massive blackhole mergers and primordial gravitational waves[21] [20].
1.3.5 Ground-Based Interferometers
Ground-based gravitational wave interferometers are essentially Michelson interfer-
ometers. (The detector layout is discussed in Section 1.4.) They are designed to
detect gravitational waves in the 10−104 Hz frequency range[9]. Ground-based inter-
ferometers include LIGO based in the USA [32],Virgo[33] in PISA, Italy, GEO near
Hannover, Germany [34], KAGRA in Japan[35].
The LIGO project has two detectors in the USA, the LIGO Hanford and the LIGO
Livingston Observatories (LHO and LLO). Multiple upgrades have been made to these
detectors since construction started in 1997. The incremental upgrades improved the
strain sensitivity from 10−21 in initial LIGO (iLIGO) to a current 10−23[8] in Advanced
LIGO (aLIGO).The aLIGO detectors made the first direct detection of gravitational
waves on September 14 2015 [1].
GW detection requires a network of ground based detectors. Multiple detectors
allow for verification of coincident signals between two sites, increasing the combined
signal-to-noise ratio. Having more detectors also increases the total duty cycle when
the network is in an observing state[37]. Finally, having spatially separated detectors
allows for better sky localization[37], achieved by comparing the signal arrival time
at each detector. Two detectors can localize a source location to an arc in the sky,
three detectors can locate it to a small region in the sky.
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1.4 The LIGO Interferometers
While there are some differences between the LIGO detectors and other ground-based
interferometers, they have similar designs and operate using the same fundamental
principles.
1.4.1 Interferometer layout
A schematic of aLIGO is shown in Figure 1.8. Briefly, it consists of a power and signal-
recycled Michelson interferometer that has Fabry-Perot cavities within each arm.
This configuration of compound cavities is chosen to maximize the signal created by
a differential strain in the arms and to minimize the effect of competing noise sources.
The laser shown in Figure 1.8 is a high power single frequency Nd:YAG laser
that is intensity and frequency stabilized and produces a close-to-diffraction-limited
output. The output mode shape and beam pointing is stabilized using the triangular
Input Mode Cleaner (IMC). The mirrors of the IMC are suspended by multi-stage
vibration isolation systems.
The output of the IMC is then incident on the Power Recycling Mirror (PRM)
and mode-matched to the arm-cavity eigenmode using the PR2/PR3 off-axis reflective
telescope. The Beam-Splitter (BS) divides the beam into two parts, one for each arm,
which are incident on the Input Test Masses (ITM) and resonate in the Fabry-Perot
arm cavities. The arm cavities begin at the ITMs and end at the End Test Masses
(ETMs). The length differences between the BS and the ITMs are adjusted to ensure
that the interference between the light fields reflected from each ITM results in the
recombined beam traveling back to the PRM. Equivalently, the antisymmetric (AS)
port of the BS is a “dark fringe”. The non-common-mode-field fields at the BS due to
the GW signal and non-common-mode aberrations are out-coupled into the AS port.
The PRM and the Michelson arms form a power-recycling cavity (PRC) that pro-
vides a build-up of the power stored in the arm cavities, thereby reducing shot noise.
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Fig. 1.8: Layout of the aLIGO interferometer.[38] The laser beam passes through the Input
Mode Cleaner (IMC), through a Faraday Isolator (FI) and through the Power
Recycling Mirror (PRM) into the power recycling cavity. The beam is split at the
Beam-Splitter (BS), and enters the two arm cavities through the Input Test Masses
(ITMs) which are backed by a Compensation Plate (CP). The End Test Masses
(ETM’s) mark the end of each arm. The beam exits the interferometer through the
signal recycling cavity, through the Signal Recycling Mirror and another Faraday
isolator. Finally, the beam passes through the Output Mode Cleaner to be read
out on a Photo-Diode (PD).
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The GW fields emerging from the BS are resonantly enhanced by the signal recycling
cavity (SRC)[39]. This cavity and the Output Mode cCeaner (OMC) also filter out
aberrated fields produced by wavefront distortion, thereby improving the detector
sensitivity. A mathematical description of the cavities is presented in Chapter 2.
The independent suspension of the mirrors in the interferometer necessitates the
use of mirror alignment and cavity length control systems. Pound-Drever-Hall RF-
reflection locking [40] is used to control the interferometer degrees of freedom. This is
achieved by phase modulating the carrier field at two frequencies: 9MHz and 45MHz,
as shown in Figure 1.9. The 9MHz sidebands resonate mostly in the PRC and thus
provide an error signal for control of this cavity. A Schnupp asymmetry between
the lengths of the Michelson arms results in the 45MHz sidebands resonating in the
low-finesse SRC.
A robust length and alignment system is necessary to lock the interferometer and
to keep it locked over long timescales, before drifts like changes in environmental
temperature can cause the instrument to move off its operating point. Bad alignment
results in a loss in power which reduces the shot-noise-limited sensitivity of the inter-
ferometer and introduces other noise couplings[41]. The cavity length and alignment
are controlled by the suspension actuators, which have low noise properties, but are
also weak actuators. The weakness of the suspension actuators adds to the challenge
of the locking process. Thermal drifts over long timescales introduce low-frequency
motion to the suspensions.
These optics must be isolated from ground vibrations to achieve the required
sensitivity. The ITMs and ETMs, for example, are suspended from a four-stage
suspension[43], as shown in Figure 1.10. The other optics are suspended from three-
stage suspension systems.
All of the optics shown in Figure 1.8, with the exception of the laser, are enclosed
within a high-vacuum (10−9 torr[32]) to minimize the effect of acoustic noise and
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Fig. 1.9: The resonant sidebands within the interferometer[42].
random fluctuations in the optical length of the cavities. The optics themselves must
have very low losses (which will be discussed further in Chapter 5.)
Unfortunately, residual optical absorption in the mirror coatings and substrates
causes heating of the mirrors, which causes differential distortion of the carrier and
the sidebands, and changes to the optical path traveled by the beam. This disrupts
mode matching between the cavities, reducing power in the 1064nm TEM00 mode.
The Thermal Compensation System (TCS) consists of components used to mea-
sure and compensate for the effects of absorption-induced heating in the optics[45]. It
includes the Hartmann wavefront sensors[45], which measure the wavefront distortion
at each test mass, and ring heaters and CO2-laser actuators, used to compensate for
various distortions.
The ring heater actuators encircle each of the four test masses, and compensate
for central heating due to absorption of the circulating 1064nm power. The CO2-
laser actuators image an annular CO2 beam onto compensation plates located beside
1.4. The LIGO Interferometers 17
Fig. 1.10: The four-stage suspensions used in aLIGO to suspend the test masses[44]. The
test mass sits on the fourth, lowest stage. A second suspension of reaction masses
sits behind the test mass. The bottom-most optic on the suspension of reaction
masses is called the compensation plate.
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Fig. 1.11: Strain sensitivities for eLIGO, aLIGO in 2016, and anticipated aLIGO detectors
[46].
the ITMs, to further improve the mode matching between the arms and the corner
cavities.
1.5 Detector Sensitivity and Detection Rate
The rate at which GWs can be detected is determined by the sensitivity of the detec-
tor. An example of the detector sensitivity curve for the various generations of LIGO
interferometers is shown in Figure 1.11. A higher sensitivity will enable the detection
of waves from further away and nearby souces that have a smaller amplitude. The
rate at which these events should occur can be estimated using astrophysical models.
There are two ways to increase the number of potential detections made during
science runs. Increase the sensitivity of the detector by reducing the noise floor, and
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increase the duty cycle so that the detectors are searching in coincidence for a greater
amount of time. Adding more detectors to the network would also increase network
sensitivity and improve sky localization.
The sensitivity of the detector can be improved by reducing noise sources that
couple into the interferometer output signal. There are many factors that influence
the detector noise sensitivity, and we will not cover them all here. At low frequencies
seismic noise is significant. Noise due to quantum mechanical effects is a significant
noise source across the entire aLIGO band. At lower frequencies, the main contributor
to this is quantum radiation pressure noise due to fluctuating radiation pressure
perturbing the positions of the test masses. Quantum noise in the form of photon shot
noise becomes significant above approximately 50Hz. Photon shot noise is related to
circulating power: any reduction in power increases the effect of shot noise and reduces
the high frequency sensitivity. (Shot noise reduces with factor of
√
N where N is the
number of circulating photons[7].) Factors which reduce interferometer circulating
power include losses due to scattering and poor mode matching due to both static or
as-built mismatch and absorption-induced mismatch.
1.6 Motivation for Characterizing the aLIGO Cavities and Optics
There are many ongoing projects aimed at improving the detector sensitivity. This
section lists some of the improvements that will be made in the near term, with a
particular focus on factors that influence power build-up and mode matching. Precise
knowledge of the as-built properties of the detector facilitates improvements to the
detectors, and examples of this will be given in this section.
1.6.1 Improving the duty cycle
The detector duty cycle can be increased by improving the stability of the control
systems and the speed of lock acquisition. An accurate model of the interferometer is
20 1. Introduction
essential to understanding the complicated coupled optical cavities and optimize the
length and alignment control loops. Precise cavity length and round trip Gouy phase
measurements are necessary to produce accurate models for control system design.
For example, mode-hopping in the SRC has been observed at the LIGO Hanford
detector, which causes loss of control and reduced duty cycle[47, 48]. It has been
suggested that this may be due to an SRC higher-order mode spacing that is different
to the design specification, which raises questions about the accuracy of the models.
It would be desirable to measure the Gouy phase of the SRC, which is one of the
subjects of this thesis.
1.6.2 Operating at Higher Power and Optimizing the TCS
The aLIGO design assumes an input power>100W. While the first detection (GW150914)
was made using only 20W of input power, higher powers are required to improve the
signal-to-noise and event rate for BBH and BNS coalescences. Increasing the laser
power, however, increases the heating of the test masses which increases the wavefront
distortion, further degrading the mode matching and the interference at the BS. It
would also change the shape of the mode in the SRC, exacerbating the mode-matching
in that cavity.
The TCS thus becomes even more important but currently that system runs open-
loop and is not optimized, as it must cope with optics that have varying optical
absorption. Potential improvements to TCS include designing active control loops
that keep the test mass lensing constant when the instrument loses lock, maintaining
effective mirror curvatures over thermal relaxation times of a few hours. One of the
potential challenges of this is avoiding cross talk with the alignment control loops,
which use higher order modes to control cavity alignment. Changing the alignment
changes the interferometer power, which may feed back into a TCS control system.
The long time constants make this harder to measure, and therefore it is an interesting
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candidate for modeling. TCS may also be used for adjustments to the contrast defect
of the arms and damping of parametric instabilities[49]. Parametric instabilities are
exponential increasess in the magnitude of the mechanical mode vibrations of the
optical test masses caused by runaway optical pressure effects.
It would also be useful to know the absorptive properties of the optics in order to
design appropriate set-points and control schemes for the TCS. This is particularly
true for the absorption of the test masses, which are subjected to the full power stored
in the Fabry-Perot arms. Structures which scatter light are also generally absorbers,
so measurements of both scatter and absorption are useful for TCS optimization.
1.6.3 Squeezing
The use of squeezed light is a key technique for aLIGO [50], as it can improve the
detector sensitivity without increasing the circulating power[51]. Squeezed light is in-
jected into the interferometer behind the SRC cavity, and allows the in-phase quadra-
ture signal at the antisymmetric port to be reduced below the shot-noise quantum
limit.
The full benefit of squeezing can only be achieved however, if the optical losses
between the squeezed light source and the arm cavities is sufficiently low. The goal
is to have no more than 10-15% power losses total in order to achieve 6dB or bet-
ter of squeezing in A+ LIGO[52]. Static and absorption-induced mode mismatch
leads to significant optical loss. Thus, once again, it is essential that these effects
are minimized through the used of improved TCS. Additionally, it is apparent that
wavefront actuators need to be introduced into the SRC to compensate for as-built
mismatch[53]. The design of these systems, however, rely on improved measurements
of the SRC Gouy phase and the mode structure.
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1.7 In This Thesis
In this thesis I present characterization measurements of the aLIGO detectors. The
aim of these measurements is to improve the understanding of the as-built detector
in preparation for further detector upgrades. The work in this thesis includes:
1. Characterizing aLIGO cavities by measurements of cavity length, Gouy phase,
and mode matching.
2. Measuring scattering and absorption properties of the test masses in situ.
3. Developing techniques for faster modeling of thermal deformations of optics.
Chapter 2 introduces the mathematical framework for describing resonant power
within the optical cavities in the aLIGO interferometers. The theory covered in
Chapter 2 is used for the cavity characterization measurements in Chapters 3 and
4. Chapter 3 details length and Gouy phase measurements of the “corner station”
cavities using locked-cavity techniques, while Chapter 4 discusses a method for mea-
suring the Gouy phase of an unlocked cavity, and a discussion of how this was used
in the signal recycling cavity.
In-situ measurement of scatter and absorption of the test masses, and the effects
this has on power build-up and thermal lensing are discussed in Chapter 5.
Chapter 6 discusses improvements made to predicting time-dependent interferom-
eter models, by developing a faster technique for modeling the thermal deformation
of optics.
2. CAVITY THEORY
This chapter describes the theory of optical cavities. It begins with a description of a
simple two-mirror Fabry-Perot cavity, and extends to a treatment of the fields in the
compound cavities of the aLIGO interferometers. Finally, we introduce a technique
for measuring the cavity length and its focusing properties through the measurement
of the resonant frequencies of light within the cavity. This forms the background for
the in-situ cavity characterization measurements of the aLIGO interferometer cavities
described in Chapters 3 and 4.
2.1 The Fabry-Perot Cavity
Optical cavities are a fundamental component of Gravitational Wave (GW) interfer-
ometers, around which the entire instrument is built. Cavities of various types are
used in GW detectors: linear cavities, ring cavities, and compound cavities; however
much of their behavior can be understood by considering a simple linear cavity. In
this section we consider the example of a simple two-mirror Fabry-Perot cavity. (A
more in-depth discussion can be found in numerous textbooks, including Siegman’s
“Lasers”[54].)
A Fabry-Perot cavity is illustrated in Figure 2.1. Two partially transmissive mir-
rors are perpendicular to the optical axis. The mirrors are separated by length L
and each mirror has a reflectivity R, transmissivity T and losses A. Small letters
represent the reflection coefficient r, transmission coefficient t and loss coefficient a.
R is defined as the fraction of the incident power reflected by the mirror and T is
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Fig. 2.1: A Fabry-Perot cavity. The circulating cavity field (Ẽcirc), the reflected field (Ẽrefl)
and the transmitted fields (Ẽtrans) are illustrated.
defined as the fraction of incident power transmitted through the mirror, r2 ≡ R,
t2 ≡ T , and a2 ≡ A and R + T + A = 1.
The incident beam Ẽinc is injected into the cavity along the optical axis. Con-
structive interference of the circulating field and the incident field within the cavity
allows the circulating field to build up. Some of the circulating cavity field Ẽcirc exits
the cavity as either part of the reflected field Ẽrefl or the transmitted field Ẽtrans.
2.1.1 The Cavity Fields
Consider a Fabry-Perot cavity with no losses (i.e. A = 0 and R+T = 1) in the plane
wave approximation. A monochromatic electric field Ẽ is expressed as a function of
position along the optical axis and time in Equation 2.1; where t is time, z is the
distance along the optical axis, k is the wavenumber as defined in Equation 2.2, ω is









We use the convention that when an electric field Ẽ interacts with a mirror, the fields
transmitted and reflected from that mirror become itẼ and rẼ respectively. Thus,
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Fig. 2.2: A Fabry-Perot cavity including a break-down the circulating cavity fields.
the cavity fields shown in Figure 2.2 must satisfy:











In the plane-wave approximation, the round-trip phase change φrt can be expressed
in terms of cavity length L as in Equation 2.9.
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Solving Equations 2.3 to 2.9 and using r2+t2 = 1, the reflected field Ẽrefl, transmitted
field Ẽtrans and circulating field Ẽcirc can expressed in terms of Ẽinc as in Equations
2.10, 2.11 and 2.12. These transfer functions describe the fraction of transmitted and
reflected power relative to input power as a function of phase gained during one round





















The transmission transfer function is plotted in Figure 2.3. The transmitted and cir-
culating powers are maximized when the cavity is operating on a resonant condition;
this occurs when φrt = l2π, where l is an integer.
2.1.2 Properties of the Fabry-Perot Cavity
Three important properties that describe the Fabry-Perot Cavity are the Free Spec-
tral Range, the Cavity Bandwidth and the finesse:
• The free spectral range νfsr is the frequency spacing between the resonance





• The cavity bandwidth νfwhm (sometimes called the line-width in some texts) is
defined as the full-width at half-maximum of the resonance peak.
• The finesse (F) is defined as the ratio of the peak separation (νfsr) to the band-
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Fig. 2.3: The transmission transfer function of a Fabry-Perot cavity, as a function of the
free spectral range. The cavity resonance frequencies occur at integer multiples of
the νfsr.
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width (νfwhm), as shown in Equation 2.14[7]. It can also be determined using
the amplitude reflection coefficients of the two cavity mirrors as shown in Equa-
tion 2.15. A cavity with high reflectivity mirrors will have a high finesse, narrow











So far we have discussed the fields inside a lossless cavity. Sources of loss include light
scattered due to imperfections on optics, aperture losses due to finite mirror apertures,
and mode mismatch between the incident beam and the cavity mode. Losses reduce
power build-up but do not change the resonant frequencies of the cavity[55, 56] .
2.1.4 Cavity Stability
LIGO cavities are designed to be stable[57]. A cavity is stable if it reproduces itself
every round trip[58]. The stability of a cavity is determined by its geometry; it will
be stable if its g factor is between -1 and 1:
− 1 ≤ g ≤ 1 (2.16)
where g is related to the end-mirror curvatures by:
g2 = g1g2 (2.17)









where Ri > 0 for concave mirrors.
2.1.5 Fabry-Perot Cavities and Gaussian Beams
So far we have considered a Fabry-Perot cavity in the plane wave approximation,
which implies flat wavefronts of infinite extent. Considering the more realistic gaus-
sian beam propagation allows a deeper analysis of the cavity, as it introduces reso-
nances from higher order eigenmodes (see section 2.1.6) and allows analysis of cavity
stability for more complicated geometries[59, 58].
Gaussian beams are paraxial solutions of the scalar wave equation[60]:
∇2E(~r) + k2E(~r) = 0 (2.20)
for which:
E(x, y, z) = U(x, y, z)e−ikz (2.21)
and assuming δ2U/δz2 = 0, giving:
∇2U − 2ik δU
δz
= 0 (2.22)
The lowest order solution, the TEM00 can be described by[61]

































• w(z) is the beam diameter at distance z along the optical axis





• z is the distance from the waist
• w0 is the waist




• R(z) is the radius of curvature of the wavefront








• k = 2π/λ is the wavenumber
• r2 = x2 + y2 is the distance from the optical axis in the transverse plane
The complex beam parameter q(z) describes the properties of a Gaussian beam at
a distance z along the propagation axis. The relationship between q(z), the radius of
curvature of the wavefront R(z) and the beam waist w(z) for a beam with a vacuum









Within a Fabry-Perot cavity, the radius of curvature R(z) of the Gaussian eigenmodes
match the curvature of the mirrors. An example of a Gaussian eigenmode in a FP
cavity is shown in Figure 2.4.
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Fig. 2.4: The Gaussian beam shape in a cavity which has curved mirrors with radii of
curvature R1 and R2. The beam size is largest at the mirrors and deceases to the
beam waist ω0 located at z = 0.
The round trip Gouy phase φgouy,rt is the Gouy phase accumulated by a beam
during one round trip of a cavity[54]:
φgouy,rt = 2 cos
−1√g1g2 (2.28)
where g1 and g2 are the cavity g-factors defined in Section 2.1.4.
2.1.6 Higher-Order modes
Higher order modes (HOMs) can be either Hermite-Gauss (HG) modes, which use a
Cartesian coordinate system, or Laguerre-Gauss (LG) modes, which use a cylindrical
polar coordinate system. HG modes can be described by[61]:
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Fig. 2.5: Cross-sectional beam shape of the lowest order Lauguerre-Gauss modes.[62]
where Hl is a Hermite function of order l, and φgouy is the accumulated Gouy
phase:
φgouy,accumulated = (m+ n+ 1) tan
−1(z/zR) (2.30)
The LG mode shapes are plotted in Figure 2.5 and the HG mode shapes are illustrated
in Figure 2.6.
2.1.7 Resonance of Gaussian Beams in FP Cavities and Gouy Phase
While all Gaussian beams with a given w0 have the same R(z) and thus can match
the mirror curvature, they will have different resonance frequencies. For resonance,
the single-pass phase shift φsingle−pass of the mn-th mode must satisfy[54]:
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Fig. 2.6: Cross-sectional beam shape of the lowest order Hermite-Gauss modes[61]. Sub-
scripts m,n in HGmn refer to the mode numbers. m+n is the order of the mode.
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where z1 and z2 are the locations of the mirrors, and L = z2−z1 is the physical length
of the cavity.
Equation 2.31 can be written in terms of the cavity g factors[54]:
φsingle−pass = kL− (m+ n+ 1) cos−1±
√
g1g2 (2.32)
Thus the resonant frequencies are given by:
ωqmn =
[







where p = 2L for a linear cavity.
The cavity transfer function including the 0th, 1st and 2nd order modes is plotted
in Figure 2.7. The heights in this plot are arbitrarily chosen, as they depend on the
cavity mode matching, which will be discussed in Section 2.1.8. Note that the mode
structure is not apparent in a low-finesse cavity.
2.1.8 Mode-matching
As described in Section 2.1.7, the curvature and spacing of the end mirrors defines
the “cavity mode” or the Gaussian beam that will be resonant in that cavity. If
the incoming beam shape does not match the cavity mode, some power will be lost
out of the (useful) TEM0,0 mode and may be coupled into higher order modes. The
overlap integral of incident mode with the cavity mode determines the amount of









As a general rule of thumb, the TEM00 is scattered into Laguerre-Gauss HOMs if the
curvature of the wavefront does not match the curvature of the mirrors. Light can be
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Fig. 2.7: Transmission transfer functions of three cavities with finesses of 150, 15, and 5.
The transmission peaks for the 0th, 1st and 2nd order modes are shown for cavity
with a 30◦ Gouy phase. Note that the lower the cavity’s finesse, the greater the
overlap between the transmission peaks.
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scattered into Hermite-Gauss HOMs if the mirrors are misaligned in angle or if there
is a non-radially symmetric distortion of the mirrors.
Loss of carrier power due to poor mode-matching is detrimental to interferometer
performance as it causes a drop in circulating power, increasing the impact of shot
noise. Mode mismatches also decrease the efficiency with which GW signals are
coupled from the arms to the output. If the mode mismatch is big enough, TEM0,1
mode will register on alignment sensors even though the mode is not resonant in the
cavity[63], which is another reason HOMs are undesirable.
A high finesse cavity which is locked to the TEM0,0 mode frequency will suppress
HOM resonances as they resonate at a different frequency as determined by their
Gouy phase shift. There are some cases where higher order modes may be excited
within the cavity, however:
1. HOMs with a round trip Gouy phase shift of 2π will also be resonant in the
cavity. The LIGO cavities are designed so that this does not occur for low mode
numbers, and the HOM components are generally very small, so this should not
be a consideration in practice.
2. If the linewidth of the resonance peaks is wide enough that neighboring modes
overlap, then a HOM can also resonate within the cavity. It is suspected that
this may be occurring in the signal recycling cavity (SRC) of the LIGO Hanford
Observatory, which is explored further in Chapter 4.
Higher-order modes (HOMs) have larger lateral extents, and so the size of the
mirrors limits the maximum order of the mode that can resonate in a cavity.
2.2 Paraxial Ray Tracing in Misaligned Optical Systems
The ABCD ray transfer matrix method is often used to describe the propagation of
light through an optical system. This is described in many well-known textbooks,
such as Siegman’s classic text “Lasers”[54]. In this section, we review paraxial ray-
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Fig. 2.8: An optical system described by ray transfer matrix M and the input and output
beams ỹin and ỹout. The transformation from the input beam to the output beam
is the ray transfer matrix of this optical system.
tracing in misaligned systems, which will provide background material for Chapter
4.
2.2.1 Ray Transfer Matrix Method for Well-Aligned Systems
In a well-aligned optical system, the propagation of light can be modeled using ray
transfer matrices[54], assuming that the beam deviation from the optical axis is small
enough that the paraxial approximation sin θ ≈ θ is valid. Figure 2.8 illustrates an
optical system which has input beam ỹin and output beam ỹout. The ray transfer



















 = M ỹin (2.35)
The ray transfer matrix of a systems which comprises multiple optical elements is
determined by multiplying the ray transfer matrices of the individual elements: M =
Mi...M2M1, where Mi is the ray transfer matrix for the i
th element, and element 1
is the first element in the optical system. For example the ray transfer matrix M of
a beam that propagates a distance L and is then a reflected by a flat mirror is:














The Gouy phase accumulated by a beam which travels through an optical system can







An optical system may contain misaligned elements. The beam path is then calculated
























where the values A, B, C and D describe the aligned element and E and F describe
the displacement and angular misalignment of the element axis with respect to the
optical axis.



































as it simplifies calculation of the total misalignment matrix.
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To visualize this, consider a system with three optical elements. The overall input





















































Thus, the trajectory of the output beam relative to the optical axis is given by:
ỹout = M3M2M1ỹin + M3M2E1 + M3E2 + E3 (2.44)
and thus the change in location and angle of the beam due to the misalignment is
given by:
δỹout = M3M2E1 + M3E2 + E3 (2.45)
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For a three element optical system in which element M2 is a misaligned mirror, and
all other elements remain aligned such that E1 = E2 = 0, then:
ỹout = M3M2M1ỹin + M3E2 (2.50)
and
δỹout = M3E2 (2.51)
The change in the output beam position and angle therefore depends only on the
misalignment angle of the mirror and the ray transfer matrix after the mirror. Thus,
if a controlled misalignment E2 could be produced then the change in the output
could be used to determine M3. This approach will be employed in Chapter 4 to
determine the round-trip Gouy phase of the SRC.
2.3 Compound Cavities in the aLIGO Interferometer
The aLIGO interferometer is a compound cavity comprised of the corner station
cavities and the arm cavities, as shown in 2.9. In this section, we will consider the
behavior of the corner station consisting of the Michelson interferometer (MICH),
the Power Recycled Michelson Interferometer (PRMI), the Signal Recycled Michelson
Interferometer (SRMI), and the Dual Recycled Michelson Interferometer (DRMI).
The Michelson interferometer (MICH) is made up of the two Input Test Masses
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(ITMx and ITMy) and the Beam-Splitter (BS). The reflective surface of the BS is
the input to MICH. There are two other optics within the MICH: the Compensation
Plates (CPx and CPy), which are located between the BS and the ITM. These CPs
are used to compensate for differential absorption-induced wavefront distortion in the
MICH.
The Power Recycling Cavity starts at the Power Recycling Mirror (PRM) and
ends at the Michelson output. The “PRC length” is generally defined as the distance
between the PRM and the BS (so not including the ITMs). Similarly, the “PRC”
Gouy phase is defined as the accumulated Gouy phase of a beam that travels from
PRM to BS, as there is negligible Gouy phase shift in the MICH. To lock the PRC,
the MICH may be locked and then the position of the PRM is controlled to bring
the PRC into resonance. This configuration is called the Power-Recycled Michelson
Interferometer (PRMI).
The Signal Recycling Cavity starts at the Michelson input and ends at the Signal
Recycling Mirror (SRM). As for the PRC, the “SRC length” is generally defined as
the distance between the BS and the SRM and the “SRC” Gouy phase is considered
the accumulated Gouy phase of a beam that travels from BS to SRM. To lock the
SRC, the Michelson may be locked and then the position of the SRM optics optic is
controlled to bring the SRC into resonance. This configuration is called the Signal-
Recycled Michelson Interferometer (SRMI).
Thus, the paths through the cavities illustrated in Figure 2.9 are defined as follows:
• The Michelson (MICH) path starts at the BS HR surface, and travels towards
the two ITMs. It passes through the compensation plates, through the AR-
coated back face of the ITMs, to be reflected by the HR-coated front face of the
ITM back to the BS 50:50 coating.
• The PRMI path starts at the HR surface of PRM, travels through the Power
Recyling Cavity (PRC) to the BS where it is split into two. The two beams
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travel through the MICH path to end up back at the BS 50:50 coating which
marks the end of this cavity.
• The SRMI path starts at the BS, travels through the MICH path, and then
through the BS substrate again, through the Signal Recycling Cavity (SRC) to
the Signal Recycling Mirror (SRM) HR surface.
• The Dual Recyled Michelson Interferometer (DRMI) starts at the PRM, travels
through the PRMI path, and then through the SRC to the SRM.
In the following sections we will derive expressions that describe the cavity fields
within some of the compound cavities in the LIGO interferometers. The transfer
function of a compound cavity can be determined by tracing the fields through each
cavity in the same way as for the simple Fabry-Perot cavity introduced in Section
2.1.1, although this method becomes increasingly mathematically laborious with each
additional cavity. An alternative approach is to treat a compound cavity as a single
cavity with mirrors that have a frequency-dependent amplitude transmission coeffi-
cient that is the transfer function of the neighboring cavity. We use this approach in
this Chapter. The field expressions derived in this section will be used for the cavity
characterization measurements in Chapter 3.
2.3.1 The Michelson Interferometer and the Schnupp Asymmetry
In the LIGO interferometer, the corner-station Michelson interferometer (often re-
ferred to as MICH) lies between the Beam-Splitter (BS) and the two Input Test
Masses (ITMs), as illustrated in the schematic in Figure 2.10. We will assume a
lossless 50:50 beam-splitter and that the reflectivity of each ITM is the same. We
use the convention for a beam-splitter with 50:50 coating on the input side, such that
a beam transmitted through the BS gains a real complex transmission coefficient of
t = 1√
2
, and a reflected beam gains a complex reflection coefficient r = ± 1√
2
which is
real and negative when reflected from the air side of the coating and real and positive
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Fig. 2.9: The interferometer corner station which includes the Michelson interferometer
MICH and cavities DRMI, PRMI, MICH, and SRMI. The Power Recycling Mirror
(PRM), Beam Splitter (BS), Signal Recycling Mirror (SRM) and the two Input
Test Mass (ITMx and ITMy) optics are marked.
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Fig. 2.10: The optical layout and cavity fields in the Michelson. When the Michelson is
locked, the length difference between the two arms is equal to the Schnupp asym-
metry.
when reflected from the substrate side of the coating. The choice of this convention is
somewhat arbitrary but it is commonly used for the LIGO BS, and it is conceptually
convenient because the light exiting the MICH will be anti-resonant when the two
arms of the Michelson have equal length. The transfer function can be derived from
the expressions for the cavity fields in Equations 2.52 to 2.56:
Ẽ1 = −rBSẼinc (2.52)
Ẽ2 = −rBSrITMe−2iklyẼinc (2.53)
Ẽ3 = tBSẼinc (2.54)
Ẽ4 = tBSrITMe
−2iklxẼinc (2.55)
Ẽrefl = −rBSẼ2 + tBSẼ4 (2.56)
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Ẽtrans = tBSẼ2 + rBSẼ4 (2.57)






























We define the common arm length LMICH =
lx+ly
2
, and the length difference between
the two arms ∆L = lx−ly
2
. Thus, the amplitude reflection and transmission coefficients

















The reflected and transmitted field amplitudes can also be used to write the transfer
















textangle(Ẽrefl) = −2kLMICH + 1 (2.65)
The transfer function and phase gain is plotted for transmission in Figure 2.11. The
power changes with a period of 1.6GHz, as determined by the ∆L term in Equation
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Fig. 2.11: The transmitted power transfer function and phase change for a swept sideband
when the LHO Michelson where the carrier is locked to the dark fringe. The
transmitted power changes with a cosine relationship over 1.6GHz due to the
Schnupp asymmetry.
2.64, and the phase changes by 2π over 28.9MHz as determined by the LMICH term
in Equation 2.65.
The length difference ∆L can be further divided into ∆L = Lschnupp + δL where
Lschnupp is the Schnupp asymmetry, which is a constant macroscopic length difference
of about 9cm in the LIGO interferometers and δL is a smaller differential length
change which may be caused by motions of swinging optics in an unlocked interfer-
ometer or a passing gravitational wave in a locked interferometer. If ∆L = nλc
2
where
λc is the wavelength of the carrier then no carrier power will be transmitted through
the Michelson into the antisymmetric (AS) output of the Beam-Splitter. When δl is
controlled such that this condition is met, MICH is said to be operating on the “dark”
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condition. When microscopic length of MICH is controlled to maximum carrier trans-
mission, the MICH is said to be locked to the “bright” condition. The presence of the
9cm Schupp asymmetry allows the 45MHz sidebands to leak through the Michelson
when it is locked to the carrier dark condition.
2.3.2 The Power Recycled Michelson Interferometer
The reflected and circulating fields for the PRMI can be determined using Equations
2.10 and 2.11, r2 = rMICH , t2 = tMICH and length lPRM is the distance between
the Power Recycling Mirror (PRM) and the Beam-Splitter. The transmitted field
can be determined by propagating the circulating field term from the PRM to the





















In aLIGO, R1 = RPRM = 97%, and RITM = 98.5% and the distance between the
PRM and the BS is 57.6m, which corresponds to a νFSR of the power recycling cavity
(PRC) of 2.6MHz[65]. For an interferometer in which the PRMI is locked to the
carrier at 1064nm, the transfer function of PRMI as a function of sideband frequency
fsb is plotted in Figure 2.12. As expected, the sideband is maximally transmitted






The reflectance as a function of fsb is plotted across a much larger frequency
48 2. Cavity Theory
Fig. 2.12: The reflected transfer function of the PRMI, at a frequency range where the
MICH reflectivity is equal to the PRM reflectivity and the transmission through
the PRC contrast is maximum.
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Fig. 2.13: The reflected transfer function of PRMI, over the 1.8Gz period over which MICH
reflectivity changes. Note over this range, the PRMI does not behave like a
simple cavity. The Reflectance moves up and down between a maximum and a
minimum value with a period of νfsr,PRMI . This maximum and minimum value
for reflectance is indicated for a given frequency by the edges of the solid blue
shape in this graph.
range in Figure 2.13. It is clear the frequency-varying behavior of the PRMI is more
complex than for a FP cavity. The transmission through the PRMI is maximum when
RPRM = RMICH . The PRMI finesse is maximum when RMICH is 100% reflective,
decreases to zero when RMICH is 100% transmissive, as illustrated in Figure 2.14.
The νFSR of the PRMI, νfsr,PRMI , is independent of RMICH and is constant.
2.3.3 The Signal Recycled Michelson Interferometer
The fields for the Signal Recycled Michelson Interferometer (SRMI) can also be cal-
culated using Equations 2.10 to 2.12, and r1 = rMICH . The LIGO SRC length is 56m
and the Signal Recycling Mirror (SRM) reflectivity is R = 37%, which means that the
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Fig. 2.14: The reflected transfer function of PRMI,at a frequency range where the MICH
has almost 100% transmission. On this plot, which has a finer resolution than the
previous plot in Figure 2.13, it is clear the Reflectance changes over νfsr,PRMI
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Fig. 2.15: The transmitted light transfer function of the SRC.
SRMI has a finesse of only 13.5. The transfer function of the SRMI in transmission is
plotted in Figure 2.15. As expected, the SRMI power build-up and thus the transmit-
tance is maximum when MICH is maximally transmissive of the sideband frequency,
when fsb = (2n + 1)8.3x10
8Hz. Just like the PRMI, the finesse of the SRMI does
not remain constant for all sideband frequencies, as the complex reflection coefficient
rMICH and hence the phase gained within the MICH section of the SRMI varies with
frequency. This is important to note because in later Chapters we will measure the
transfer function of the SRMI to measure the resonance condition and the length of
the SRC.
2.3.4 Higher-order Modes in the PRMI and SRMI
Higher order modes should be anti-resonant in the cavities in order to prevent mode
hopping[57]. To achieve this, the PRMI and SRMI are designed so that the accu-
mulated Gouy phase and thus the resonant frequency of the first order HOMs are at
least one cavity line-width away from the fundamental frequency.
The PRC and SRC are folded cavities, as shown in Figure 2.9 in which the fold
mirrors form telescopes (using mirrors PR2 and PR3 in the PRC and SR2 and SR3
in the SRC) that match the recycling cavity eigenmode to that of the arm cavities
and match the arm cavity mode to the eigenmode of the output mode cleaner[57].
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Fig. 2.16: The beam size and accumulated Gouy phase of the beam in the PRMI. The beam
travels from the PRM (labeled PRMHR), is reflected from the PR2, PR3 and
Beam-Splitter (labeled as BSHR) optics, and travels through the ITMy compen-
sation plate (not labeled) to the ITMY (labeled ITMYHR). z=0 is set at optic
SM1, 5m before the PRM.
Plots of the mode size within the PRMI and SRMI are shown in Figures 2.16 and
2.17 respectively. The distances between the mirrors and the radii of curvature of the
mirrors within each cavity are the critical parameters that determine the Gouy phase
shift of the cavities (and hence these parameters determine the mode matching into
these cavities).[57]
2.4 Conclusion
In this chapter I have described the fields in a simple Fabry-Perot cavity, considering
both longitudinal and transverse modes. I have described how the properties of the
cavity are related to the resonant frequencies in the cavity. (Section 2.1)
I have used the field analysis of a cavity to describe the compound cavities of the
aLIGO interferometer. This chapter is the background for the measurements of
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Fig. 2.17: The beam size and accumulated Gouy phase of the beam in the SRMI. The beam
travels from the ITMY (labeled ITYHR), through the compensation plate (not
labeled) through the Beam-Splitter (labeled BSAR), through the SRC optics to
the SRM. z=0 is set at optic SM1, 5m before the PRM.
aLIGO cavity properties described in Chapters 3 and 4.

3. CHARACTERIZATION OF THE CORNER CAVITIES:
SWEPT-FREQUENCY TECHNIQUES
Swept-frequency scanning techniques, described in Section 3.1, have been used to
characterize LIGO cavities, yielding accurate results for high-finesse cavities. For ex-
ample, they have been used to characterize the LHO arm cavities, the LLO IMC, and
the LHO power recycling cavity [66, 45, 67, 68, 69]. This chapter reports additional
measurements used to characterize other cavities of the aLIGO interferometers.
In Sections 3.2-3.4, I present the results of measurements in which I participated
but was not the lead investigator, including:
• Section 3.2: Characterization of a test mass ring heater, performed in order to
compare the in-situ performance of the ring heater with the predicted perfor-
mance.
• Section 3.3: Investigation of optical absorption in the Input Mode Cleaner
(IMC), performed to detect any changes to the optical absorption after com-
missioning work was performed inside the IMC vacuum chambers.
• Section 3.4: Measurement of the power recycling cavity (PRC) length and Gouy
phase, to determine how well the as-built parameters agree with the design
values.
Investigations I led are discussed in the measurement of the Schnupp asymmetry
at LHO in Section 3.5, and an investigation of the Signal Recycling Cavity at LHO
in Section 3.6.
Finally, there is a discussion of the impact of these results on future cavity design
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and commissioning. This includes a discussion of the limitations of these measure-
ments, highlighting a need for alternative cavity characterization techniques in the
case of low finesse cavities (which will be the subject of Chapter 4).
3.1 Swept-Frequency Techniques for Cavity Characterization
A schematic of the measurement system is shown in Figure 3.1. The cavity length
is locked to the main laser using RF-reflection or PDH locking[40]. Lock is achieved
by controlling the length of the cavity by adjusting the suspensions on which the
mirrors are mounted. A tunable measurement frequency is generated by frequency-
offset-locking an auxiliary NPRO laser using photodiode PDA and a phase-locked
loop[70]. The power incident on the reflection and transmission photodiodes, PDB
and PDC, then consists of components at the resonance frequency and the tunable
frequency, yielding a heterodyne beat at the offset frequency. The transfer functions
are determined by using a spectrum analyzer to measure the beat signal. The rate
at which the offset frequency is swept must be sufficiently slow that the transmission
and reflections are not affected by the storage time of the cavity. In practice however,
the cavity storage times of the corner cavities are so short that this is not difficult.
The frequency spacing of the TEM00 modes reveals the length of the cavity as
per Equation 2.13 while the spacing of the higher order modes is used to determine
the Gouy phase shift of the cavity. The measurement sensitivity is dependent on the
finesse of the cavity. It can be improved by measuring over multiple free spectral
ranges. If the finesse is higher, the peak width is smaller, and the uncertainty in
fitting the peak frequency will be lower. Thus, swept frequency measurements work
best in cavities with a high finesse where the resonance peaks are well resolved. If
the finesse is low, such as in the signal recycling cavity, other techniques can be used
to characterize the cavity, as discussed in Chapter 4.
The Gouy phase of the cavity can be determined using the frequency offset of
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Fig. 3.1: Equipment schematic for a measurement of the transfer function in transmission
in a LIGO-style suspended cavity. The light reflected from the input mirror is
shown spatially offset from the incident light for clarity.
the HOMs. The symmetry of the swept beam relative to the cavity mode is broken
to enable excitation of the HOMs, typically by obscuring part of the beam using a
toothpick. The spatial symmetry of the beam incident on the detector photodiodes
must also be broken to enable detection of the anti-symmetric HOMs. In practice
the power in the HOMs injected into the cavity is low, so it is important that the
symmetry breaking at the input is achieved without blocking a significant portion
of the beam, or the power HOMs will be so low that the output signal will not be
detected above the noise floor.
3.2 Characterization of an End-Test-Mass Ring Heater
The test-mass ring heaters are used in the Thermal Compensation System (TCS)[45]
to tune the interferometer and compensate for absorption-induced wavefront distor-
tion. In particular, they change the radius of curvature of the ITM and the ETM.
The effect of the ring heater on the change in the radius of curvature of the ETMy at
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Fig. 3.2: Equipment layout for the One Arm Test, Figure 1 from T1100080.[73]
LHO was investigated by measuring the change in the offset frequencies of the HG10,
LG10 and LG20 HOMs[67, 71] as part of the LHO One Arm Test (OAT)[72].
Schematics of the layout for the OAT are shown in Figures 3.2 and 3.3. During the
OAT, the length of the y-arm was locked using the end-station ALS laser which was
injected into the y-arm cavity through the ETMy. This laser was a 532nm TEM00
laser system, produced by SHG of a 1064nm NPRO that could be phase-locked to a
1064nm laser resonant in a reference cavity. The reference cavity was used to simulate
the LIGO pre-stabilized laser (PSL).
Acoustic frequency sidebands that could be swept 30-80kHz were added to the
laser beam incident on the arm cavity using the system shown in Figure 3.4 and the
phase of the reflection was analyzed to determine the offset frequencies of the HG10,
LG10 and LG20 HOMs[67, 71].
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Fig. 3.3: Servo block diagram for the LHO One Arm Test, Figure 2 from T1100080.[73]
Fig. 3.4: Equipment schematic for a swept-frequency measurement of the arm cavity, re-
produced from LHO alog entry 403.[71]






Tab. 3.1: Parameters of the LHO y-arm cavity.
νoffset =







where νFSR is the y-arm cavity free spectral range defined in Section 2.1.2, g-factors
g1 = 1 − LR1 , g2 = 1 −
L
R2
defined in Section 2.1.4, L is the cavity length, and R1
and R2 are the curvatures of the cavity mirrors. These values are specified for the
LHO y-arm in Table 3.1. Heating the ETM via the ring heater reduces its radius of
curvature and thus reduces νoffset.
The result of a single cavity scan is shown in Figure 3.5. The locations of the
HG10, LG10 and LG20 resonances are marked. These resonances were tracked as the
ETMy was heated by the ring heater, and were used to calculate the change in ETMy
curvature over time, as plotted in Figure 3.6. This measurement verified that the ring
heater changed the radius of curvature of the ETMy by 0.79 micro-diopters per watt.
It showed a slight disagreement with the COMSOL[74] model, assumed to be due to
invalid assumptions in the model. (This discrepancy is revisited in Chapter 6.)
3.3 Investigation of optical absorption in the IMC
The IMC is used in aLIGO to filter the TEM00 mode from the pre-stabilized laser
(PSL) prior to injection into the interferometer (IFO). The length of the IMC is phase-
locked to the frequency of the PSL. Changes in the optical absorption of the IMC
mirrors would change their curvature, thereby changing the mode matching, which
would degrade the throughput of the IMC and could affect the locking process. The
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Fig. 3.5: Plot of the phase response from a single cavity scan of the arm cavity[67]. The
HG10, LG10 and LG20 higher order modes are marked with dashed lines. The
peaks at 0 and 1 FSRs are the 0th and 1th carrier harmonics.
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(a) Plot of change of ETM ROC over time due to ring heater actuation, as measured by
LG01 cavity resonance, and as predicted by Comsol model.[67]. The ring heater was
turned on to output 13.3W at time t=0. The measured radius of curvature disagrees
with the prediction, which is unexpected.
(b) Plot of thermal lensing in the ETMy substrate over time as the ring heater is switched
on and run at constant current, as measured by the HWS.[75]
Fig. 3.6: The time-dependent behaviour of the arm cavity due to ring-heater actuation,
measured during the One Arm Test
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Fig. 3.7: Equipment schematic for the IMC HOM resonance measurement[68]. The IMC is
locked to the PSL and the probe beam is generated by adding swept sidebands
to the resonant carrier beam using the electro-optic modulator. The signal is
generated by demodulating in transmission.
optical absorption of the IMC mirrors could potentially change due to contamination
after maintenance work is performed inside the IMC vacuum chambers.
The optical absorption was investigated by measuring the power dependence of the
HOM offset frequencies. The measurement system is shown in Figure 3.7. Swept side-
band frequencies were added to the beam using an Electro-Optic Modulator (EOM).
HOMs are excited by clipping the beam before it entered the IMC. The resonant
frequency of the HG01 mode was measured with the IMC locked at different powers.
The change in the local sagitta δs of an optic over the beam radius ω due to





where κ is the thermal conductivity and Pa is the absorbed power, and α is the
coefficient of thermal expansion.
A typical scan of the IMC is plotted in Figure 3.8; The TEM00 modes are denoted
[0]; the HG01 are denoted [1].
64 3. Characterization of the Corner Cavities: Swept-Frequency Techniques
Changes in the offset frequency of the HG01 mode were analyzed by:
1. Calculating the change in curvature of each mirror in the IMC assuming they ab-
sorb the same power from the incident HG00 beam, using a COMSOL model[76].
2. Calculating the resulting change in the offset frequency of the HG01 mode by
modelling[77] the IMC resonant frequencies as they depend on mirror curvature.
3. Comparing the measured change in offset frequency with the result of step 2 to
determine the power absorbed by each mirror.
The results are shown in Figure 3.9. They indicate that the absorption of the optics
decreased slightly over time during which multiple vacuum incursions occurred. This
result was somewhat unexpected, as there was a concern that each time the vacuum
chambers were opened the optics might become more contaminated, yet the errors
calculated for these measurements due to uncertainties of the fit are small. Possibly
the decrease in absorption is due to an improvement in the cleanliness of the optics
as more is learned regarding the best cleaning and contamination control procedures
for these large in-vacuum optics. In any case, the result confirms that the current
contamination control procedures are effective at maintaining the cleanliness of the
optics during vacuum incursions.
These IMC absorption measurements were compared with complimentary mea-
surements made by tracking changes in scattered light from IMC optics, which were
taken over the same time period, as will be discussed in Chapter 5.
3.4 Measurement of the Power Recycling Cavity Length and Gouy
Phase
The Power Recycling Cavity (PRC) length and round-trip Gouy phase were deter-
mined by measuring the resonant frequencies of Hermite-Gauss modes in the PRC.
The mode spacing was used to calculate PRC length and Gouy phase as per Equations
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Fig. 3.8: An example HOM resonance measurement of the IMC, where the probe beam is
swept across a full free spectral range of the input mode cleaner (IMC), together
with a FINESSE model[68]. The peaks are labeled with their spatial mode orders
(n+m) with a minus sign indicating the split peaks of the odd orders (n). Since
the IMC eigenspectra are probed with phase modulation, each peak appears twice
from being excited independently by the upper and lower sideband.
Fig. 3.9: The inferred absorption from numerous repetitions of the Gouy Phase measure-
ments in the LLO IMC. The power and f1,0 and Abs. columns show the shift in
this peak between power levels and inferred absorption.[68]
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Schematics of the electronics and the optics used for the PRMI measurements are
shown in Figures 3.10 and 3.11 respectively. The auxiliary laser beam is injected
through IM4, which has 0.22% transmission. The prompt reflection of the auxiliary
beam and a small portion of the incident PSL beam transmitted through IM4 are
incident on photodiode NF1811, located on in-air table IOT2R. The resulting beat-
note is mixed with the LO output of the HP4395A Spectrum Analyzer, and used to
offset-lock the auxiliary laser to the PSL.
The beat-note due to the reflection of the auxiliary laser at the PRM and PRMI
transmission through the PRM is measured by the NF1611 photodiode, located on
the in-air table ISCT1 on the “REFL AIR B” photodiode path. This beat-note is
combined with the LO signal of the Spectrum Analyzer to measure the reflection
transfer function of the PRMI.
The measurement procedure is as follows:
1. Misalign SRM and ETMs to prevent flashes from unlocked cavities
2. Lock the PRMI
3. Lock the auxiliary laser frequency to the PSL frequency (with a variable offset)
4. Scan the auxiliary laser frequency
5. Read out the PRC transfer function in reflection using a Network Analyzer
6. Repeat measurement over multiple free spectral ranges
A typical PRMI transfer function is plotted in Figure 3.12. Fitting the frequency
of each peak and taking the slope of dip location vs frequency gives an νfsr =
2,600,073±9 Hz. A 400 Hz uncertainty on the residual for a measurement span-
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Fig. 3.10: Electronic layout for the measurement of the transfer functions of the PRMI,
SRMI and DRMI cavities. The HP4396B spectrum analyzer is used to watch
the beat-note location of the Auxiliary laser and the carrier. The LB1005 servo
controller is used to set up the Phase Locked Loop (PLL) to lock the auxiliary
laser to the PSL. The HP4395A is used to introduce a frequency offset to the
PLL, and is also used to measure the transfer function of the reflected beam.
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Fig. 3.11: Optical layout used for the measurement of the transfer functions of the PRMI,
SRMI and DRMI cavities. The auxiliary laser is injected from in-air table IOT2R
and the PRMI reflection is read out on a photo diode on in-air table ISCT1.
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ning the 12.5 νfsr’s gives an uncertainty of 32 Hz in νfsr. Thus, L=57.6508±0.0007
m [78].
Scans looking for higher order modes, performed by Paul Fulda and myself, are
plotted in Figure 3.13. The spacing between the HG00 and HG01 modes resonances
was 0.29MHz. Thus, the one way Gouy phase is 20.8 degrees. Based on the design
values of the PRC cavity, we expect a one-way Gouy phase of about 18 degrees if
there is no ITM thermal lensing.
3.5 Measurement of the Schnupp asymmetry
This section describes a measurement of the Schnupp asymmetry at the LIGO Han-
ford Observatory. Recall that the Schnupp asymmetry is the length difference between
the two Michelson arms, illustrated in Figure 3.14.
The design length of the Schnupp Asymmetry is 8cm[80]. If the Schnupp asym-
metry is off by a few cm, it can lead to difficulties in lock acquisition and length
control, as was observed in iLIGO. The Schnupp asymmetry was increased from 5cm
to 8cm to address those issues[81]. Accurate knowledge of the Schnupp asymmetry
is needed for precise modeling of the control design [82]. Thus, we wished to verify
the Schnupp asymmetry length to sub-millimeter accuracy.
The optical layout and electronics, shown in Figure 3.15, for this measurement
were similar to that used for the length measurement of the power recycling cavity
except
• A wide-band NF1611 photodiode was used to detect the heterodyne beat be-
tween the auxiliary and PSL beams from IM4.
• The transfer function signal was high-pass filtered and amplified to improve the
sensitivity.
The procedure to measure the Schnupp asymmetry is as follows:
1. Misalign the PRM, SRM, ETM optics to prevent added noise from flashes from
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(a) An example of the reflection dip measured and fitted transfer
function for the PRMI.
(b) Plot of transmission peak frequency vs frequency, with a
linear fit.
Fig. 3.12: PRC length measurements.[78]
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Fig. 3.13: Cavity scan of the PRC in reflection- looking for HOM resonances[79]. The HG00
and HG01 modes resonances are marked.
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Fig. 3.14: Layout of the corner Michelson with the Schnupp asymmetry marked. The
Schnupp asymmetry is the length difference between two Michelson arms:
LSchnupp = (Ly − Lx)/2.
other unlocked cavities.
2. Lock MICH to the bright fringe for the PSL.
3. Inject an auxiliary sideband which is locked at a frequency offset to the PSL
carrier frequency
4. Offset the auxiliary NPRO by -0.9MHz so it is on a dark fringe, and manually
scan around these frequencies to find offset frequency, f1 of the transmission
minimum
5. Offset the auxiliary NPRO by +0.9MHz so it is on the next fringe, and repeat
step to to locate the frequency,f2, of this transmission minimum.
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Fig. 3.15: The equipment setup for the Schupp asymmetry measurement. A beam from an
Auxiliary NPRO is locked at a frequency offset from the PSL carrier frequency
using an LB1005 servo controller. A HP339A Signal Analyzer provides the error
signal. The transmitted beat-note of the carrier and the NPRO sideband is
measured and demodulated against the error signal frequency using the Spectrum
Analyzer. The amplitude of this transmitted power at the sideband frequency is
recorded and used to calculate the Schnupp asymmetry.





The result of the two minima scans is shown in Figure 3.16. To find the location of
the two minima, the cosine squared function in Equation 3.6 was fitted for each scan
using least-squares fitting. Note that the frequency response of the 1611 photodiode
was removed from the measurement before fitting.
The upper- and lower- minima are at +901±10MHz and -782±10MHz. The
Schnupp asymmetry was then calculated using Equation 3.7, giving LSchnupp =8.9cm±0.1cm.
This is different to the nominal value of 8cm. Future models of the interferometer
frequency response and error signals can use this revised value for Schnupp asymme-
try.
3.6 Characterizing the Signal Recycling Cavity
We attempted to measure the SRC length and Gouy phase using the technique used
for the PRC, with the measurement systems shown in Figures 3.10 and 3.11. Both
the SRMI and DRMI were probed in separate measurements. We first tried using
the SRMI cavity but it has a low finesse and the results were unreliable. The DRMI
cavity was then used with a frequency at which the Michelson was 100% transmissive,
for which the cavity length is the sum of the PRC and SRC lengths.
The procedure to measure the SRC length with a locked DRMI went as follows:
1. Lock the corner cavity in a DRMI configuration
2. Engage Alignment Sensing and Control (ASC) System to improve long term
stability of the suspension systems
3. Lock the auxiliary laser to the PSL frequency offset using a Phase Locked Loop.
4. At a 842.7 MHz offset from the PSL frequency, the Mich transmissivity is 100%,
and the DRMI appears like a two mirror cavity with the length of the SRC and
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Fig. 3.16: Cavity scan results for the Schnupp asymmetry measurement. The plot shows
the peak transmitted light vs frequency in the Michelson for a sideband offset
to the carrier frequency. The Michelson is locked to the bright carrier fringe.
The spacing between the two frequency minima is used to calculate the Schnupp
asymmetry. Note that the first dark fringes for the sideband frequency on the
positive and negative side of the carrier fringe are plotted. For ease of graphing,
the absolute frequency values for the negative fringe are used as the x-variables.
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the PRC combined.
5. The reflected beatnote of the PSL and the Aux laser is read out by the NF1611
photodiode on the REFLAIR port. The frequencies of the transmission dips
closest to +/-842MHz were fitted using a Lorentzian function.
SRMI Cavity Measurement
The reflection transfer function for the SRMI, is plotted in Figure 3.17. The expected
transfer function, as calculated from theory, is also drawn. As shown in the detail
views, the frequency of the reflection peaks matches up but the absolute power mea-
sured doesn’t agree with the theory curve. It is unknown why this behavior occurs,
perhaps it is due to slow drifts in the mirror alignment. Fitting peaks around the re-
gion where the SRC becomes maximally transmissive, the SRC length was measured
to be 56.015+/-.005m.
DRMI Cavity Measurement
The measured reflection DRMI transfer function is shown in Figure 3.18, along with
fits for -842.14 ± 0.02MHz and +841.933 ± 0.02MHz. We estimate that the number
of νfsr between these peak frequencies is 1277, as if the number of νfsr were off by ±1,
the cavity length would differ by ±10cm and we have already established from the
SRMI measurement that the SRC length was not off by this much. This corresponds
to a combined PRC/SRC cavity νfsr of 1.319MHz, and a length of 113.664 ± 0.0027m.
The PRC length was already measured to 57.6508 ± 0.0007m[78], so the SRC length
is 56.013 ± 0.0035m. This is 4.8 ± 3.5mm longer than the design SRC length of
56.008m.
Graphs of the reflected beat-note power vs aux laser frequency offset are plotted
across a larger frequency range in Figure 3.19. There is an 11MHz oscillation in the
reflected power which is not yet explained. The phase has had a linear phase term




Fig. 3.17: The transmitted transfer function measured through the SRMI, in blue, and the
expected transfer function calculated from theory, in red. Subplot (a) shows the
full frequency range of the measurement, subplots (b) through (d) show zoomed-
in regions of (a).
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(a) Magnitude
(b) Phase
Fig. 3.18: A single transmission minimum for a locked DRMI, measured using cavity scan-
ning techniques.
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Fig. 3.19: A cavity scan of the locked DRMI. The different colored curves were measured
one after another in separate frequency scans. The slow-timescale wander of the
graphs is not well understood, but is believed to be due to slow drifts in the
mirror alignment.
removed, but is not continuous from sweep to sweep, perhaps due to small changes
in the alignment of the aux laser to the PSL over time.
The finesse of the SRC is low, which makes the sensitivity of theses measurements
lower. It was difficult to get a clear picture of what was happening, due to slow drifts
in the ASC, because so many mirrors are involved, as illustrated in Figure 3.19. While
the length of the SRC was measured, we were not able to make sense of the HOM
spacing to measure the Gouy phase. In chapter 4, we discuss a different method for
measuring the Gouy phase which does not need a high Finesse cavity as a condition
for a sensitive measurement.
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3.7 Conclusion
This Chapter has discussed measurements aLIGO cavities using locked cavity tech-
niques. This technique can be used to probe cavity length and mirror curvature.
Measuring the resonant frequencies of the cavity is a powerful method for probing
high-Finesse cavities with well-defined peaks.
Measurements of the LHO y-arm and the LLO IMC HOM shifts can be used to
track the change in mirror ROCs over time, which can be used to infer the absorption
characteristics of the optics. In these cases, this information was used to check the
performance of the ETMy ring-heater, and to confirm that the current contamination
control procedures are effective at protecting the optics during the opening of the
vacuum chambers.
In the PRC measurements, the cavity parameters measured were as expected by
the design. No further action was taken in these cases. For the Schnupp asymmetry
measurement, the measured result was slightly different to the design, although not
enough to impact the function of the interferometer.
The methods are limited by the sensitivity dependence on finesse, so they are more
difficult to implement in low finesse cavities such as the SRC. The SRC length was
measured to be 56.013 ± 0.0035m, which is 4.8 ± 3.5mm longer than the design SRC
length of 56.008m. The results of the SRC length measurement were complicated by
additional signal content that couldn’t be easily explained by cavity models, casting
the suspicion on the measurement that there may be systematic errors in the result.
HOM peaks were not successfully resolved. A different technique to measure SRC
Gouy phase is discussed in Chapter 4.
4. MEASURING THE RAY TRANSFER MATRIX OF THE SRC
This chapter explores an alternative method for measuring the round trip Gouy phase
of the Signal Recycling Cavity. We apply the theory of ray-transfer matrices with
the aim of directly measuring the round-trip ray transfer matrix of the cavity, which
can then be used to calculate the Gouy phase. This technique was explored because
the sensitivity of this measurement is not degraded by the low finesse of the SRC.
Significant effort was deployed in developing this technique, and noise sources were
suppressed. Unfortunately the measurement did not achieve the required sensitivity
due to drifts in the multiple suspended components that could not be removed.
In this chapter, we first discuss the motivation for performing the SRC Gouy phase
measurement at LHO (Section 4.1), which includes a simulation of possible values of
the SRC Gouy phase. We present the theory underpinning this measurement in
Section 4.2. Section 4.3 describes the experimental method. Section 4.4 presents the
results, which did not achieve the required sensitivity for this measurement, so it
is followed by Section 4.5, which covers sources of error, assumptions, and possible
future measurements.
4.1 Motivation
The round-trip Gouy phase of a cavity is determined by the distance between the
cavity optics and the radius of curvature of those optics. The round-trip Gouy phase
of a cavity can be measured using the cavity scan technique described in Chapter 3,
by measuring the frequency spacing of the HOM resonance peaks. This technique
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Fig. 4.1: Transmitted cavity transfer functions for three different cavities with Finesses of
150, 15, and 5. The transmission peaks for the 0th, 1st and 2nd order modes are
shown for cavity with a 30◦ Gouy phase. Note that the lower the cavity Finesse,
the broader the peaks.
is commonly used to characterize cavities in gravitational wave interferometry, and
yields a sensitive result for high-finesse cavities with sharp HOM peaks (see Figure
4.1). However, when the cavity finesse is low, the width of each resonance peak
is broad which reduces sensitivity of the cavity scan technique(Figure 4.1). This
technique ultimately fails when the width of each peak is broader than the spacing
between the peaks, as illustrated in Figure 4.1. The LIGO SRC has a finesse of
13.5, so locked-cavity measurements of the SRC suffer from this issue. This chapter
explores an alternative method for measuring the Gouy phase of a low-Finesse cavity.
The LHO SRC displays “mode-hopping” behavior, where it jumps from being
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locked on the carrier 0th order mode to the 1st order mode[83]. Whenever a cavity
does not behave as predicted, we consider the possibility that the as-built properties
of the cavity may differ from the design values. In this case, the mode hopping
problem that has been observed in the Hanford SRC has led to the question: Could
the SRC actually be unstable? Although this scenario was assumed to be unlikely, we
simulated what the cavity stability would be like at the extremes of the observed as-
built tolerances in SRC optic positions and curvatures, in order to determine whether
an unstable SRC was probable.
The stability criterion is expressed in terms of the half-trace of the SRC round trip





For a stable cavity: − 1 ≤ A+D
2
≤ 1 (4.2)
The round-trip Gouy phase can also be expressed in terms of the ray transfer matrix






Hence, if the measured the round-trip Gouy phase is different to the design value,
this will show that the cavity stability will not be as expected.
4.1.1 Possible values for the SRC Gouy Phase
We performed a Monte Carlo simulation[84] of possible SRC cavity Gouy phases
given the tolerances on the as-designed SRC optics. The Monte Carlo analysis was
performed by modeling the path of the beam through the SRC using ray transfer
matrices in the program aLaMode[85]. We started with a model of the as-designed
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cavity, and adjusted the longitudinal position and the radius of curvature (ROC) of
each mirror over the uncertainty in these parameters. We calculated the round-trip
ray transfer matrix and the Gouy phase for the range possible SRC geometries. We
used the round-trip ray transfer matrices to estimate the possible impact of variations
in the cavity configuration on cavity stability.
The critical mirror parameters for determining the Gouy phase are the curvatures
of the SR2 and SR3 mirrors, and the distance between these mirrors. For this sim-
ulation, the maximum ROC uncertainty was set to ±1.5cm and length uncertainty
between SR2 and SR3 was ±1cm. The uncertainty of ±1.5cm on mirror curvature
was chosen from correspondence with LIGO members Paul Fulda and Lisa Barsotti,
although there is some speculation that the uncertainty may be even larger. The 1
cm uncertainty is the uncertainty we determined in the SRC length, as measured in
Chapter 3.
The range of round-trip Gouy phase values calculated using this Monte-Carlo
simulation is shown as a histogram in Figure 4.2. The model showed a large range
of possible Gouy phase shifts; the mean Gouy phase was calculated to be 35.3◦, the
median 33.8◦, and the standard deviation 8.3◦.
This study showed it was possible, though somewhat unlikely, to have an unstable
cavity given the uncertainties on the design cavity, as illustrated in Figure 4.3.
Given the observed mode hopping of the LHO SRC and the Monte-Carlo simu-
lation of the SRC stability space, it seems plausible that the SRC is less stable that
was intended in the design. The rest of this Chapter looks at measurements of the
LHO SRC round-trip Gouy phase, which attempt to answer whether the Gouy phase
is different to the design value of 37◦.
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Fig. 4.2: Probability distribution of the SRC Gouy phase according to a Monte Carlo sim-
ulation of possible Gouy phases using the geometric uncertainties on the SRC
optics. From this set of possible Gouy phase parameters, the mean Gouy phase
was calculated to be 35.3◦, the median 33.8◦, and the standard deviation 8.3◦.
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Fig. 4.3: Plot of possible half-traces of the SRC ray transfer matrix, across the parameter
space of possible SRC length and SR2 and SR3 radii of curvature. A half-trace
of above 1 means the cavity is unstable, and in the top left-hand corner of this
map, the SRC could indeed potentially be in an unstable configuration. The star
highlights the as-designed SRC geometry.
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Fig. 4.4: The measurement layout for determining the round-trip ray transfer matrix of a
cavity. The input plane lies on the M1 mirror HR surface inside the cavity. The
M2 plane lies at the M2 HR surface, just inside the cavity. Vectors ỹin and ỹout
describe the beam geometry at the input and output planes, as defined in Section
2.2.1.
4.2 Theory: Measuring the Round-Trip Ray Transfer Matrix
Figure 4.4 shows the measurement layout. We define three optical planes, the “input”
plane, the “M2” plane, and the “output” plane, which form the boundaries of two
optical systems. The “cavity” system consists of a cavity defined by end mirrors M1
and M2. The input plane lies just inside this cavity at the surface of M1. The M2
plane lies inside the cavity just at the surface of M2. We define two optical paths a
beam may take through the cavity system: the straight path Mstraight which starts at
the input plane and travels once through the cavity system to the M2 plane, and the
round-trip path Mroundtrip which starts at M1 and travels through the cavity system
to the M2 plane, is reflected from M2, travels back through the cavity system, and is
reflected at M1 to finish back at the input plane. The “output” system begins at the
M2 plane and ends at the output plane, and has ray transfer matrix Mout.
In the case of the aLIGO SRC, there is no access to the beam coming directly
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out of the cavity before it travels through the output system, and Mout is not well
know. So only the transfer matrix of the combined system, Mcombined, can be directly
measured. To determine Mcombined, we apply a known change to ỹin and measure the














Ultimately we wish to determine Mroundtrip. But in order to calculate Mroundtrip from
Mcombined when Moutput is not well known, we must consider two paths a beam may
take through the combined system: the “single passed” and the “double passed”
paths: Mcombined,single and Mcombined,double, where:
Mcombined,single = MoutMstraight (4.5)
and
Mcombined,double = MoutMstraightMroundtrip (4.6)
It is possible to measure Mcombined,single and Mcombined,double independently, by sepa-
rating the single-passed and double-passed beams at the output plane and measuring
ỹout,single and ỹout,double. This is done by slightly misaligning one of the optics in the
cavity system, as illustrated in Figure 4.5. Then:
∆ỹout,single = Mcombined,single∆ỹin = MoutMstraight∆ỹin (4.7)
∆ỹout,double = Mcombined,double∆ỹin = MoutMstraightMroundtrip∆ỹin (4.8)
and:
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Fig. 4.5: An illustration of the splitting of the single trip and double-passed (or round-trip)
beams which occurs when M2 is misaligned. The split beams the pattern which
can be viewed on a camera (assuming a large enough camera and mirrors that no
clipping occurred.) The numbers refer to the number of round trips made by the







Finally, Mroundtrip is used to calculated the round-trip Gouy phase using Equation
4.3.
4.2.1 Applying this Method to the SRC
Figure 4.6 shows the layout of the experiment in the SRC. M1 is the Beam Splitter
(BS) and M2 is the Signal Recycling Mirror (SRM). The input plane sits at the HR
surface of the BS and the output plane sits at the HR surface of the SRM. The
PR2 optic, which we have named M0), may be misaligned to introduce an angular
misalignment of the beam at the BS. We introduce another ray transfer matrix, Min,
which describes the beam path from the PR2 (M0)) to the BS (M1))
While the SRC includes both ITMs, we will only consider the “SRy” cavity here,
which is formed when the ITMx is misaligned. The difference in accumulated Gouy
phase change from the BS to the HR surface of ITMy (0.33◦) is practically identical
to the accumulated Gouy phase change from the BS HR surface through to the HR
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Fig. 4.6: Layout for determining the Gouy phase of the SRC.
surface of ITMx to within 1x10−6 degrees. The ETMs were totally misaligned during
this experiment, to prevent any additional confusing back reflections.
A beam traveling the Mstraight path begins at the reflection from the BS HR sur-
face, travels through the compensation plate and the ITMy substrate to be reflected
from the ITMy HR surface, travels back through the ITMy and compensation plate,
through the BS, is reflected by the SR3 and SR2 optics, to the SRM HR surface. A
beam following the Mroundtrip path follows this same path and is reflected from the
SRM HR surface, is reflected by the SR2 and SR3 again, and travels through the
BS to the BS HR surface. Mout starts at the front surface of the SRM, includes the
transmission through the SRM, through the Output Mode cleaner optic OM1, and
the propagation of the beam to the output plane. The output plane is located on
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in-air table ISCT6.
The PSL was used as the probe beam. A probe beam might have been introduced
into the SRC from the output side, except that at the time this measurement was
performed, there was an output Faraday after the SRC which prevents light from
being injected in the opposite direction. (This path is now available as modifications
have been made to this path with the introduction of squeezing at LIGO Hanford.)
A change in the input beam position and angle ∆ỹin can be applied by changing
the angular alignment of an optic upstream of the cavity (recall Section 2.2.2). We
misaligned the BS and the PR2 optics in separate measurements to introduce a change








Alternatively, the BS may be misaligned to find elements B and D of Mcombined. This








The single-trip and round-trip beams were split within the SRC by misaligning a
mirror inside the SRC. As the M2 optic, the SRM, is only 68% reflective, the single-
passed beam will appear brighter than the double-passed beam on the cameras. Note
that other, even dimmer beams for the third-pass and higher passes would also be
present, although these beams will be extremely dim and are not considered here.
∆ỹout was measured using two cameras located at the output plane on the in-
air table ISCT6, as illustrated in 4.7. “Camera A” and “Camera B” were placed
at distances la and lb from a beam-splitter that separates the beam onto the two
cameras, so that the effective camera separation is L = la − lb. The change in beam
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Fig. 4.7: The two cameras which measure the beam motion, and their locations relative to
the output plane which defines the end of Mout. The distance from the beam
splitter to camera A is la and to camera B is lb. The difference in camera locations
is defined as L = lb − la.
position ∆yCAM B on camera B is related to the change in beam position on camera
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4.3 Experimental Method
The steps taken to perform this measurement were:
1. Separate the straight-shot and round-trip beams on the cameras by very slightly
mis-aligning ITMy.
2. Introduce an angular misalignment θPR2 or θBS at the input of the cavity. Both
DC and an AC angular misalignments were tried.
3. Measure the output beam motion ∆yA and ∆yB on Cameras A and B.
4. Calculate Mroundtrip and the SRC Gouy phase.
These steps will be described in detail in this section.
4.3.1 Separating the Straight-Shot and Round-Trip Beams within the SRC
The single-trip and round-trip beams paths were separated slightly so that they could
be resolved individually on the cameras at the SRC output by misaligning the ITMy
slightly. The straight shot beam is much brighter than the round-trip beam due to
the 68% reflective SRM. It was necessary to separate the beams on the cameras by
at least a few beam widths in order to prevent severe interference fringes appearing
between the two beams. Figures 4.8 and shows 4.9 examples of the fringes that appear
when the beams are not and are adequately separated.
4.3.2 Introducing an Angular Misalignment to the Input Beam
In the LIGO corner station, the PR2 optic was used as the M0 actuator to introduce
angular misalignment ∆θM0 and the BS optic was used as the M1 actuator to produce
∆θM1 . The PR3 cannot be used as M0 as it is not sufficiently separated in Gouy
phase to produce much beam motion on the BS when it is misaligned. The optics
were misaligned by tens of micro-radians for the measurements. The exact angles of
misalignment were chosen so that clipping did not occur on any of the optics within
the combined system. Both DC and AC misalignments of the input optics were
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Fig. 4.8: An example image of beam interference when the beams are improperly separated.
The beam-shapes are not round and there are large interference fringes between
the two beams.
(a) Camera image
(b) Difference between the original image
and two separately fitted gaussian beam
profiles
Fig. 4.9: Two beams, and the residuals once the gaussian beam fit is subtracted from the
original image which shows the interference between the two beams. In contrast
to Figure 4.8, the beams are round and interference fringes are minimal.
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Fig. 4.10: Diagram of the ETMx baffle, showing the locations of the two baffle photodiodes
which point look towards the ITM along the 4km arm.
explored.
4.3.3 Checking the Suspension Calibration
The PR2 and BS optics are suspended on pendulum suspensions and the angular
position is controlled by electronic actuators. The PR2 and the BS suspensions must
be calibrated to determine the angle the optic moves through for one voltage count
on the suspension actuator. We checked the suspension calibrations by measuring
the angular motion required to direct the PSL beam at the X-end station from it’s
usual location at the center of the ETMx to the baffle photodiodes. The two baffle
photo diodes are located on the ETMx baffle, as illustrated on the baffle schematic in
Figure 4.10. The baffle photodiode locations are separated by 0.288 m in the vertical
direction, and by 0.287 m in the horizontal direction[86].
For this measurement, the PRM, SRM, ITMs, ETMs and TMS optics were mis-
aligned to prevent flashes from other optics from corrupting the baffle PD signal. We
moved the BS and PR2 optics one at a time to direct the PSL beam onto a baffle PD,
then we moved the optic around and mapped out optic angle vs baffle PD intensity,
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BS slider location Pitch [counts] Yaw [counts]
PD1 -329.4 ± 0.1 186.3 ± 0.1
PD2 -294.4 ± 0.2 150.7 ± 0.2
Difference -35.00 ± 0.3 -35.6 ± 0.3
Tab. 4.1: The BS slider locations required to direct the PSL beam onto ETMy baffle PD1
and PD2, and the difference in slider locations.
PR2 slider location Pitch [counts] Yaw [counts]
PD1 4435 ± 1 1692 ± 1
PD2 4159 ± 2 1948 ± 2
Difference 294 ± 3 -256 ± 3
Tab. 4.2: The PR2 slider locations required to direct the PSL beam onto ETMy baffle PD1
and PD2, and the difference in slider locations.
as illustrated for the BS in Figures 4.11. A gaussian curve was fitted to this map to
determine the actuator voltage required to center the PSL beam onto each baffle PD.
Figure 4.12 illustrates an example of this fit for beam splitter angle vs intensity on
PD1.
The alignment sliders showed the following deviation moving from one baffle PD
to the other when fitted to the brightest position on the slider as listed in Tables 4.1
and 4.2. We assumed that the as-built curvatures of these optics and the lengths
of the PRC, Michelson and arm cavities match the design values- which was previ-
ously verified through the PRC Gouy phase, length and arm length measurements,
as summarized in Table 4.3.
The angular misalignment of the BS or PR2 required to direct the PSL beam
onto the ETMy baffle photodiodes can be calculated using ray transfer matrices
MBS−to−ETMy and MPR2−to−ETMy, which describe the beam, path from the BS
High-Reflectivity (HR) surface, through the ITMx compensation plate (CPx) and
ITMx, to the ETM, and the path from the PR2 to PRM and then through the BS,
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(a) Intensity (in arbitrary counts) vs BS angle (µrad) pitch and yaw on
ETMx PD1
(b) Intensity (in arbitrary counts) vs BS angle pitch and yaw (µrad) on
ETMx PD4
Fig. 4.11: Intensity of the beam scanned across baffle vs angular position of Beam-Splitter.
The beam is centered on each photo diode at the angle where the intensity is
maximized.
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Fig. 4.12: PD intensity vs BS location for ETMx baffle PD1, with a fitted gaussian dis-
tribution. The gaussian fit is used to determine the optic angle where the light
intensity is maximized on the baffle photodiode.
Optical Element Distance from previous element [m] Curvature [m]
PR2 0 -4.54
PR3 16.16 36.02
BS HR 19.54 inf
BS AR 68.5e-3 inf
CP side 1 4.83 inf
CP side 2 100e-3 inf
ITMy side 2 20e-3 inf
ITMy side 1 200e-3 1939.20
ETMy optic 3999.7 2238.90
Tab. 4.3: Parameters used to calculate the path from the PR2 and BS optics to the ETMy
baffle
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The BS must be misaligned in the horizontal by 35.921µradians and in the vertical






where dx = 0.28735m is the horizontal separation between the two baffles and dy =
0.28776m is the vertical separation between the two baffles. This required BS move-







the PR2 must be misaligned by δθPR2 =348.95 µrad in the horizontal and 349.45
µrad in the vertical to move the PSL beam at the ETMy from one baffle PD to the
other.
This required PR2 movements of 256 counts and 294 counts on the horizontal and
vertical PR2 alignment sliders. The correction factors is for BS and PR2 alignment
are summarised in Table 4.4.
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Optic Horizontal correction factor µrad
counts




Tab. 4.4: Correction factors measured for BS and PR2 sliders, used to convert from slider
counts to µrad
Fig. 4.13: The camera set-up on in-air Table “ISTC6”. The beam is picked off from trans-
mission through the Output mode Cleaner optic OM1 after leaving the SRC
through the SRM.
4.3.4 Measuring ỹout
The beam motion at the output plane was measured with two Basler Gige 100M
cameras placed on the in-air table named “ISCT6” (Figure 4.13). This beam is
picked off from the carrier beam after it leaves the SRC, as it is the transmitted beam
through the OM1 optic in the Output Mode Cleaner (OMC).
The size and location of the beam waist on ISCT6 was measured using a nano-scan
beam profiler to take images of the beam shape, and then then fitted to a gaussian
beam profile (Figure 4.14). The two cameras were placed 0.33 ± 0.05cm apart on
either side of the beam waist. The cameras needed to be positioned close enough to
the beam waist on the table so that the beams were small enough that their motion
4.3. Experimental Method 101
Fig. 4.14: Measurement of the beam size on in-air table ISCT6. The x axis shows the
distance from the beam-splitter on ISCT6.The locations of cameras A and B
were chosen to sit on either side of the beam waist.
is well captured on both cameras without clipping, while being separated as far apart
in Gouy phase as possible.
Once images of the beam motion were captured by the cameras, the centroid of
each beam was determined for each image by fitting a gaussian beam shape, including
terms for ellipticity and tilt of the beam, to both beams. Figure 4.9 shows the
appropriateness of the fit, illustrating the difference between the fit and the the fit
from the original image.
4.3.5 Gouy Phase Calculation
The centroid location vs optic misalignment was plotted, and this was used to cal-
culate the ray transfer matrices for the single-passed and double-passed beam paths.
Examples of this are shown in Figure 4.15. The plot of centroid location vs optic
misalignment showed a linear and a non-linear region. The non-linear region was
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Fig. 4.15: Slopes for various single-bounce measurements
where clipping of the beam or non-linear behavior of the suspension actuator was
occurring, these points were discounted.
The centroid location vs suspension alignment was plotted and a line was fit to
the curve. Each measurement was performed multiple times allowing us to calculate
the error in the slope. These values for beam motion vs optic location were used to
calculate the ray transfer matrix and Gouy phase of the SRC.
4.4 Results
Two measurements were performed of the round-trip ray transfer matrix and Gouy
phase of the SRC, one where DC motions of the BS and PR2 optics are used to produce
the misalignments to the input beam, and one where AC motions are used. In both
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measurements, the uncertainty on optic misalignment was too large to ultimately
give a useful result, due to slow drifts on the unlocked suspensions. Nevertheless, the
results and error analyses are summarized here.
4.4.1 DC measurement of the SRC ray transfer matrix
For this measurement, the BS was moved in increments of 0.5 to 5 µ radians and the
PR2 was moved in increments of 5 to 20 µ radians, in order to move each beam across
the face of each camera. We stepped the suspension alignment slider value using a
script to control the suspension motion, resting at each step for 60s. The distance
between the two cameras was L = 0.16m.
Images were taken on each camera and the centroid of both spot locations was
calculated for each frame by fitting a gaussian beam to each frame, as in Figure 4.9.
The camera centroids were calculated for each individual frame and then averaged
over the 60s time frame of each suspension position. The entire measurement was
performed multiple times in order to assess the repeatability of the measurement.
The average centroid location vs optic misalignment angle is plotted in Figure
4.16 for each beam actuated by each optic on each camera (a total of 8 plots). In the
region where no clipping occurred, these plots are linear. The non-linear regions of
the plots are due to beams clipping on the camera or SRC optics, and these regions
were disregarded during further analysis. We fit a line to the linear region of each
plot, to calculate the ratio of beam movement to optic misalignment in each of the
eight cases, as are summarized in Table 4.5.
The measurement was performed multiple times, and in some cases the slope had
changed, which we attribute to slow drifts in the suspension, as the cavities involved
were aligned but not locked. Some of the slopes have much bigger errors than others,
such as the double-passed beam motion when the BS is misaligned. This is a clipping
issue either on the cameras or within the SRC, which meant that the suspensions
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(a) Straight shot slopes and fits, for multiple measurements taken over different days
(b) Double-passed slopes and fits, for multiple measurements taken over different days
Fig. 4.16: Slopes for various measurements
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Optic Path Movement of centroid on
camera A [pixels] per µ rad
suspension motion
Movement of centroid on
camera B [pixels] per µ rad
suspension motion
BS single-pass 2.26 ± 9.2% 22.3 ±4.3%
PR2 single-pass 14.1 ± 3.4% 5 ± 0.31%
BS double-pass 17.4 ± 2.4% 94.3 ± 52 %
PR2 double pass 16.5 ± 0.54% 16.5 ± 11%
Tab. 4.5: Summary of slopes and errors
could not move through such a large angle before clipping occurred. The beam is
quite large in the SRC compared to the size of the optics, which limits the accuracy
of this method.
Min was calculated from the design values for the LHO PRC (which have agreed








Using the equations derived in Section 4.2.1, Mround−trip was calculated as:







and the Gouy phase was calculated as φgouy,round−trip = 0.0−520i◦. Clearly this result
is non-nonsensical. Looking at the error analysis, the errors on the beam locations
are far too large which is the reason for the imaginary result. It is believed long
term drifts in the suspensions hamper this method, especially because the cavity is
unlocked, so the mirror suspensions are not under active alignment control. The error
analysis in Section 4.4.2 shows that the uncertainty in the centroid locations, which
is impacted by optic alignment, limits the precision of the Gouy phase measurement.
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4.4.2 Error analysis
In order to reduce the uncertainty on the fitted slopes which reduces the uncertainty
in the Gouy phase, we retook the measurement with an AC dither. Our Monte
Carlo simulation indicates that if each slope had an uncertainty <0.2%, we would
reduce the uncertainty in the Gouy phase measurement to <6%, which is less than
the uncertainty on the SRC Gouy phase due to uncertainties in the optic locations
and ROC of about 8%.
After the Gouy phase was calculated, the errors on the slopes and the distance
between the two cameras were added using a Monte Carlo simulation to estimate the
error on the Gouy phase result. The errors used for this calculation were the errors in
the slopes summarized in Table 4.5 and 0.01m for the distance between the cameras.
The results of this analysis are shown in Figure 4.17. We constructed the ray transfer
matrix of the SRC system with a nominal Gouy phase and output path using the ray
tracing program A La Mode[85]. This model is used to calculate the spot motion on
the cameras as the mirrors in this system are misaligned. Errors on spot motion and
suspension calibration were added to the model.
This showed that with slope errors of 0.5-50% for the DC measurement, the error
on the measurement of the SRC gouy phase, shown in Figure 4.17, is significantly
higher than the error on a Monte Carlo estimation from the as built parameters of
the cavity, as shown in Figure 4.2. If all slope errors were reduced to 0.2%, the
measurement uncertainty would be low enough to be useful. This was the motivation
for applying an AC misalignment to the optics instead of a DC misalignment.
4.4.3 AC Measurements
To reduce the uncertainty on the suspension motions, the beam motion was re-
measured using an AC misalignment of the PR2 and BS optics. An 0.2Hz excitation
was applied to the BS and then in a second measurement, to the PR2. The motion
4.4. Results 107
Fig. 4.17: A Monte Carlo simulation of the expected Gouy phase parameter given the mea-
surement uncertainties- this indicates the uncertainty expected on this measure-
ment. Measurement Gouy phase uncertainties: mean=37.5◦ median=38.0◦ stan-
dard deviation=6.6◦
was captured by video on the two cameras. Figure 4.18 show example images of the
beams on the cameras. This time the cameras were spaced 323mm ± 3mm apart.
The beams were separated further so that only one beam was visible on the camera
at once, to reduce interference between the two beams which might shift the location
of each beam centroid.
The camera centroids were calculated frame by frame and the centroid location
was plotted vs time. A sine function was fitted to get the change in beam location
on each camera in x and in y. The total motion of the beam on the camera r was
calculated by r =
√
x2 + y2. Figures 4.19 and 4.20 show examples of the centroid
motion recorded on a camera, and the fitted sine function to the centroid motion. The
amplitude of this sine function shows the relationship between suspension motion and
centroid motion. The distance units used in this fit is pixels, which can be converted
into meters given that the size of each pixel is 5.4x10−6m2. Some of the plots of
suspension motion vs beam motion are quite clean, as in Figure 4.19, but some
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(a) Camera A example 1 for AC measurement for the straight shot beam
(b) Camera A example 2 for AC measurement for the straight shot beam
Fig. 4.18: Two example images from a video taken of camera A while the PR2 optic had a
20µrad 0.2Hz excitation applied.
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Fig. 4.19: Centroid motion with fitted sine curve on camera A due to a 3 µrad excitation
on the BS yaw at 0.2Hz after a round trip through the SRC.
Fig. 4.20: Centroid motion with fitted sine curve on camera A due to a 10 µrad excitation
on the PR2 yaw at 0.2Hz after a single-pass through the SRC.
are not, as in Figure 4.20. The uncertainty on this measurement was taken as the
uncertainty on the amplitude.
It is evident that even using an AC measurement, the uncertainties on the centroid
motion are too large (see for example Figure 4.20) to accurately calculate the Gouy
phase of the SRC. Again, this is likely due to additional movements of the suspensions
due to the unlocked cavity.
4.5 Discussion
There are further steps that could be taken to refine this technique.
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One consideration is that the suspension actuator function is not the same for
steady state vs a moving suspension, and the suspension position is calibrated in
steady state. In this version of the experiment, the movement was done at a much
lower frequency than the pendulum resonant frequency so that the actuator function
is not much different from the steady state. To include the suspension actuator
response, would be necessary to watch both slider value and optical lever value,
make sure optical lever is well calibrated and use this as the suspension position.
Fortunately the experiment is not overly sensitive to suspension calibration.
However, it appears that uncontrolled movement of the unlocked suspensions is a
limiting factor of measuring relationship between suspension position and the beam
locations on the cameras, as evidenced by the spread in the data points in Figure
4.20. Increasing the suspensions misalignment angle would reduce the effect of this
error, but in practice this can’t be done because baffles in the SRC cavity and the
small size of the SRC optics start clipping the beam when the beam is misaligned
through larger angles.
Since this measurement was performed, there have been other attempts to measure
the SRC Gouy phase at LHO. The output Faraday path has now been re-configured
so that a squeezing beam can be injected. This will allow a probe beam to be injected
through this port which may make cavity scans feasible.
4.6 Conclusion
In this chapter we have described an alternative technique for measuring the Gouy
phase of a cavity. We have presented the theory behind this technique, a practical
application of this technique to measure the LHO SRC round-trip Gouy phase shift,
and a discussion of errors and difficulties associated with this technique. It was dis-
covered that this technique comes with its own difficulties, including fitting centroids
with sufficient accuracy to the images of the beams captured by the cameras, and cop-
4.6. Conclusion 111
ing with slow drifts in the suspensions of the unlocked cavities, which make obtaining
a meaningful result challenging in its own right.
We wished to measure the Gouy phase to better than 37◦ ± 8◦ in order to make
a meaningful measurement. This measurement was ultimately not accurate enough
to reduce the uncertainty on the SRC Gouy phase, as it was limited by extraneous
movements of the uncontrolled optical suspensions in the unlocked cavities.

5. OPTIC CHARACTERIZATION: SCATTERING AND
ABSORPTION
This chapter describes absorption and scattering measurements performed on indi-
vidual optics within the LIGO interferometer vacuum system:
1. Scatter measurements performed on the LHO test masses using digital cameras
2. Scatter measurements performed on the LLO Input Mode Cleaner (IMC) optics
using digital cameras
3. Absorption measurements performed on the LHO test masses made using the
Hartmann Wavefront Sensors
These measurements were used to assess whether these optics had become contami-
nated during maintenance tasks, to inform the loss budgets, and to understand the
performance of the TCS system.
5.1 Motivation for performing In-Situ Scatter and Absorption
Measurements
Optical scatter and absorption can impact detector sensitivity in two ways; by intro-
ducing noise into the system, and by increasing shot noise due to direct optical losses
and absorption-induced mode-mismatch. Increased losses in circulating power also
reduces the sensitivity gain that can be achieved by injecting squeezed light states
into the interferometer, as discussed in Section 1.6.3.
Light scattered from the LIGO optics diverges from the main beam path in many
directions, and it may be reintroduced to the system if it is reflected back into the
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system. This light carries with it the spectral characteristics of the surface it scattered
off and may introduce significant noise back into the system[87].
Absorption in an optical system causes a direct loss in power as a fraction of
the light is converted into heat. However this effect is negligible in typical aLIGO
applications. The real impact of absorption occurs because the optics heat up, causing
a change in the light path due to changes in the optical path length and the refractive
index of the optic. Changes to the shape of the optics effect the mode matching of
a cavity. Poor mode matching between cavities in the LIGO interferometers leads
to loss of power from the TEM0,0 gaussian mode into higher order modes. There is
a risk that if contaminants are accidentally deposited onto an optic’s coating during
handling, they might absorb enough laser power to become hot enough to cause
coating damage
Thus, there are tight requirements on the allowable scatter and absorption on the
alIGO optics. The four test masses must have surface scatter below 35 pmm, bulk
scatter below 50ppm, and the coating absorption below 0.5ppm in order to achieve
the design sensitivity of 10−23 for the aLIGO interferometers[88, 89]. The other core
optics should have scatter below 20ppm and coating absorption below 0.5ppm[59].
There are strict contamination control procedures in place to minimize contami-
nant deposition onto the optics[90] and to maintain low-loss properties of the optics.
If the optics are found to have excessive contamination,they may be able to be be
cleaned. This requires air to be vented into the vacuum system, so that a technician
may clean the optic by hand. However, every vacuum incursion reduces the lifetime
of the vacuum equipment, so this is only performed if absolutely necessary.
When the vacuum chambers are opened, contamination control procedures are set
in place to reduce potential contamination of the exposed optics[91]. The chamber
is enclosed in a temporary positive-pressure clean tent. Personnel working inside the
clean-tents wear ultra-clean “bunny-suits” and all tools and parts are cleaned and
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baked before entering the clean-tent and the vacuum chamber. When the vacuum
chambers are opened for commissioning or maintenance work,the optics may be coated
in a removable polymer film called First Contact[92], which is designed to protect and
clean precision optics.
The optics are characterized before being installed inside the vacuum chambers
[93], but in-situ measurements are also useful because some properties of the optics
may change over time. Both scatter and absorption measurements can be used to
check for changes to the level of contaminants on the coating. The surface properties
of the optic can change after installation or after vents, if for example contaminants
such as dust are deposited onto the coating of the optic. It is important to monitor
coating depositions and contaminants as these may burn onto the optics, permanently
reducing the quality of the optic. It is particularly desirable to check for this type of
contamination before running the interferometer at higher power.
Values for optical scatter and absorption are also used in various models and simu-
lations of the interferometer, which are used to understand and predict interferometer
behavior such as power budgets, noise budgets and locking schemes. Accurate in-situ
measurements of the optical scatter and absorption are desirable as they improve the
accuracy of these models.
5.2 Measuring Scatter
Scattering refers to processes that elastically scatter interferometer photons. Scatter-
ing occurs when imperfections in or on an optical medium cause the light to deviate
from a single path, instead scattering the photons into many directions. Light can
be scattered from contaminants on the coating of the optic, or from defects in the
coating or within the bulk material of the optic itself. Features that cause scatter
include micro roughness, and larger-scale deviations from the nominally spherical
surface shape, including localized point scatterers[94]. Local point scatterers can be
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Fig. 5.1: The BRDF curve of various surfaces of various degrees of specular vs diffuse
reflection[96]. The higher the fitting parameter nas, the greater the proportion
of specularly reflected light.
defects in the coating, or contaminants deposited on the surface of the coating.
The spatial distribution of surface scatter as a function of angle [95] can be de-
scribed by the Bidirectional Reflectance Distribution Function (BRDF). Figure 5.1
shows a plot of the BRDF of various surfaces illuminated at normal incidence [96].
Optics with smaller surface features values have a higher proportion of light reflected
back in a specular reflection, and less light reflected diffusely. At large angles, the
BRDF can be approximated as a flat line. A general feature of scatter from a pre-
cision optic is that most of the light is reflected back in the specular reflection and
at small angles, and less light is scattered into wider angles. LIGO-grade optics only
scatter a small portion of the incident light diffusely, as they have very low scatter
properties.





where Pi is incident light power at normal incidence, Ps is scattered light over solid
angle Ω, at angle θs off of normal to the optic surface.
The solid angle Ω of the camera or photo diode can be calculated using where Apd
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is the surface area of the photo-diode or detector measuring Ps and L is the distance





When measuring the BRDF, the simplest approximation is to assume uniform scatter
in all directions, and one specular reflection. More comprehensive measurements of
BRDF involve measuring scattered light at multiple different angles to map out the
BRDF shape in more detail.
The shape of the BRDF can indicate the types of scatterers present. Uniform,
small-scale surface roughness scatters light diffusely (equally in all directions), and
produce a constant BRDF over all angles. Larger features scatter light preferentially
into smaller angles, resulting in a BRDF with a central peak. We expect the BRDF
to contain a tall central peak dropping to a constant level at large angles since the
surface features of the LIGO optics include both micro-roughness and some larger
scale features.
5.2.1 Methods for performing In-Situ Scatter Measurements
A simple and very effective way to measure the scattered light power at a given angle
Ps is to use a photo-diode. By performing the measurement at different angles, the
BRDF may be estimated using Equation 5.1. A digital camera may be used instead
of a photo-diode to measure scattered power, with the added advantage that a camera
gives spatial information about the amount of scatter across the surface of the optic.
If a digital camera is used, it must be calibrated first.
Camera calibration
A digital CCD (charge-coupled device) camera converts the light incident on each
pixel into a voltage signal, which is digitized into some number of pixel counts p. The
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Fig. 5.2: Layout for GigE camera calibration.





where t is the exposure time, and Fcal is some calibration factor dependent on the
conversion efficiency of light energy into an electrical voltage. Equation 5.3 describes
a linear relationship between p and Ppixel which holds true until the camera saturates
at a maximum p. In order to measure the power scattered from an optic using a
camera, Fcal must first be measured for that camera. Fcal has units µsW/counts and
is wavelength specific.
We used Basler Ace 640-100um GigE cameras for the scatter measurements on
the aLIGO interferometers. Figure 5.2 illustrates the setup used to determine Fcal for
these cameras. 1064nm light was passed through a half wave plate and a Polarizing
Beam Splitter (PBS), and then through a fast divergent lens. We placed the CCD
camera 0.5m downstream from the divergent lens, as illustrated in Figure 5.2. The
beam size at the CCD camera was 1 inch diameter and was uniform across the CCD
(the active area of the CCD is 3x4mm). The camera could be swapped for a power
meter to measure the absolute incident power at the location of the camera. The
position of the CCD camera and the photodiode was marked on the table with clamps
so that the camera and photodiode could be placed in the same position repeatably.
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Fig. 5.3: Calibration curve for Basler GigE camera at 1064nm. The y-axis shows the ratio
of the average pixel value p over the power measured by a power meter P, measured
at the same location. Exposure time is plotted on the x-axis.
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The measurement used to calculate Fcal is summarized in the plot in Figure 5.3.
Each point represents a single image taken by the CCD camera. Between each image,
we adjusted both the exposure time t and the incident power Pinc. It was necessary to
adjust exposure time as well as incident laser power in order to keep the camera from
becoming saturated. Each image also had the background image subtracted before
analysis.
The calibration factor (Fcal) is calculated from this fitted slope as in Equation 5.4,








The diameter of the power meter photo diode is 9.5mm, and the size of one pixel is
5.6µm2. This pixel size takes into account the dead area around the edge of that pixel.
There are 659x494 pixels in the CCD array. The calibration factor was measured to
be 8.6x10−12 µsW
counts
, with camera set to 12-bit format, and 100 gain.
An uncertainty of 10−14µsW/counts can be calculated from the residual error on
the line of best fit in Figure 5.3. I believe that this uncertainty is smaller than the
actual measurement uncertainty, as there are larger systematic errors that are not
captured in the residual error, which include reflective surfaces of lenses which may
be placed in front of the cameras, and a possible discrepancy in the place where the
CCD is placed versus the plane where the photo-diode is placed.
This measurement has been repeated on other occasions by other parties, who
produced similar calibration curves. There is a 20% difference in Fcal values measured
by different parties at LLO. This is likely due to systematic errors in the measurements
techniques, such as a difficulty in getting uniform light spread across the camera CCD.
The large magnitude for these differences illustrates that it is difficult to perform an
absolute calibration of power on a CCD camera which is free from systematic errors.
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As a result, it is useful to check measurements made with the cameras using a photo-
diode, which doesn’t have these uncertainties in the absolute calibration.
Image acquisition and processing
The GigE cameras are used to take images of both the illuminated and non-illuminated
optics and a background subtraction is performed. This removes the effect of back-
ground light sources. The noise floor of the camera can be measured by taking a
completely dark image. The best signal-to-noise ratio is achieved with the exposure
set as high as possible, however it is critical that no pixels are saturated. If the pix-
els are saturated, it represents a major systematic error, as the brightest points can
contain most of the total light power on the CCD. A noticeably higher signal-to-noise
ratio is achieved when a 12-bit camera is used rather than an 8-bit camera image.
Smaller portions of the image can be analyzed to see the proportion of power that
is being scattered from different parts of the optic, and whether the power is point
scattered from a few point absorbers or more uniformly. Using camera images, the
spatial distribution of scatterers can be tracked over time.
5.3 End Test Mass Scatter Measurements at LIGO Hanford
In early 2015, the LHO interferometer was configured to achieve full interferometer
resonance of carrier light in both the DRMI and the arm-cavities. The LHO interfer-
ometer achieved full lock, but the power circulating in the arms was 3-6 times lower
than expected[97]. It was determined that the lower power recycling gain was due to
a loss in one of the arms, and that there was a 750ppm source of loss somewhere in
the y-arm[98, 99] (compared to a 110ppm loss in the x-arm[98]). There were a number
of possible causes for a power loss of this magnitude. An object could be clipping the
beam, or something on the surface of an optic could be the source of the loss. The
y-arm was probed in a number of ways, through measurements of cavity visibility,
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cavity ring-down, imaging using various cameras, and scatter measurements, before it
was determined that ETMy appeared to be the cause of the losses, and a end-station
vent and clean was performed. This section describes the scatter measurements which
formed part of this investigation. These scatter measurements were able to demon-
strate that the source of the loss was on the ETMy optic, and that after cleaning, the
scatter on this optic returned to a similar level to the ETMx optic.
5.3.1 Method
The ETMs can be photographed from one view-port, which views the ETM at 4◦
incidence to the HR surface normal. Since there is only one narrow viewing angle, it
isn’t useful to estimate a BRDF or a value for absolute scatter for this measurement.
However, images of the ETMy and ETMx can be directly compared, and the relative
brightness of the images correlates to the relative amount of scatter between the two
mirrors.
While taking images of the ETMs, the ETMs were illuminated with the 1064nm
beam and the photograph captured a portion of the scattered light from this source
beam. The LHO ETMs were photographed in an illuminated state, and an un-
illuminated state, so that the background light present in the chamber due to sources
other than ETM scatter of laser light can be removed. This is illustrated in Figure
5.4. The optics were cropped and total scattered power from the optic was calculated.
Care was taken to ensure images were unsaturated, and the bit rate of the cameras
was set as high as possible (which was found to significantly increase the signal-to-
noise ratio). We found that when looking at the images, it could be helpful to plot
them on a log intensity scale, as allowed the viewer to see the dimmer points that
were otherwise poorly shown on the computer screen when plotted using a linear
scale, as illustrated in Figure 5.5. Individual features of the images can be isolated
and analyzed individually, to calculate the proportion of power scattered from these
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(a) Background image of ETMy, when no laser light is incident on the
optic. Note there is still significant light inside the chamber from
other light sources such as an unshuttered viewport.
(b) Image of ETMy, illuminated by the 1064nm PSL beam with the y-
arm locked. Note the image is somewhat out of focus, as this camera
is used during green lock acquisition and the lens is focused for green
light. Defocusing the image doesn’t change the total light captured by
the camera. The background light is also visible, but can be digitally
subtracted from the image.
Fig. 5.4: Illuminated and background images of ETMy used to determine optical scatter.
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OPTIC Date taken Pinc (W) PPD (W)
ETMy (before clean) 10 December 2014 18W 8.4e-7
ETMy (after clean) 5 January 2015 21W 1.16e-7
ETMx 11 December 2014 45W 8e-8
Tab. 5.1: Results of scattered light measurements of ETMy in December 2014, ETMy in
January 2015 (after a vent and clean), and ETMx. Pinc is the incident power and
PPD is the scattered light power incident on the camera. Before cleaning, the
power scattered from ETMy was 10x the ETMx scatter. After cleaning this was
reduced to 1.5x the scatter from ETMx.
individual features.
5.3.2 Results
ETMy was both photographed using GigE cameras and the power scattered onto the
camera was calculated in each case. Figure 5.6 shows the images of ETMy before and
after cleaning.
The calculated powers are summarized in Table 5.1. Comparing the images of
ETMx and ETMy, we saw 10x more scatter in ETMy. Before cleaning, the power
scattered from ETMy was 10x the ETMx scatter. After cleaning this was reduced to
1.5x the scatter from ETMx. The scattering measurements taken with the camera
were successfully able to detect the prescence of contaminants on the ETMy and
confirm that the cleaning process had been successful.
By windowing the image, we calculated that 65% of the total power is in the three
brightest points. When the optic was inspected, it was noticed that three pieces of
first contact had been left after the last vent. These pieces of first contact could then
be cleaned off the optic, reducing the ETMy scatter to a similar level to the ETMx
scatter. This demonstrates the power of the camera to map out the spatial profile of
scatterers on the optic’s surface.
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(a) Image plotted on a linear intensity scale. Only the brightest features
are visible.
(b) Image plotted on a logarithmic intensity scale. Dimmer features are
also visible, although it becomes harder to pick out the brightest
features.
Fig. 5.5: Images of ETMy after background subtraction. The optic was illuminated by the
resonant 1064nm PSL beam while the arm was locked.
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(a) ETMy front surface before cleaning.
(b) ETMy front surface after cleaning
Fig. 5.6: GigE images of ETMy before and after cleaning, on a logarithmic intensity scale.
Optics are illuminated with the PSL beam locked to the arm cavity, and back-
ground light has been digitally removed. In both images the optic is illuminated
by 1064nm light, and the arm is locked to 1064nm, and the exposure time is the
same.
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Fig. 5.7: Image of the ETMy with three brightest scatters highlighted.
Optic Visibility Cavity ringdown
Y-arm before Dec clean 750 ppm 1330±337 ppm
Y-arm after Dec clean 125±319ppm Not measured
X-arm 108±378ppm 120±3360
Tab. 5.2: A summary of results from various loss measurements in the y-arm.
5.3.3 Discussion
During this period of activity, other methods were used concurrently to determine
of loss in the arms. The results of these measurements are summarized in Table
5.2. The other loss measurements included cavity ring-down, arm-cavity visibility
measurements and P-Cal camera images. The first two measurements determined
that the additional loss was located in the y-arm cavity. Detailed measurements
using the cameras were necessary to determine which optic was contaminated and
guide the cleaning crew to its location.
Visibility measurements showed 108±19ppm for the X-arm and 750 ppm for Y-arm
before cleaning and 125 ppm post clean), which agrees with the camera comparisons.
Visibility is calculated using Equations 5.5, and 5.6. In Equation 5.5, A is the visibility
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of the arm cavity which the square root of the ratio of the power at the end of the
cavity between when the arm is locked (on resonance) and the the power when the
arm is unlocked (off resonance). The loss in the arm is related to the visibility and
the reflectivity of the input test mass to the arm rI by through Equation 5.6.
A =
√
P on resonanceAS AIR








The loss of the arm cavities were measured using cavity ring-down, method as
described by [100]. Measured y-arm scatter was 1330±370ppm, x-arm scatter was
120±360ppm.
PCal cameras are used for calibration of the interferometers, can also be used
to look at scattering from the optics. The PCal cameras are commercially bought
cameras which look at each test mass. The advantage of these cameras is that they
see multiple colors and produce higher resolution images than the GigE cameras.
Figure 5.8 shows images of the ETMs taken with the PCal cameras before cleaning,
as illuminated by the green 532nm ALS beam and the red 1064nm PSL beam. When
illuminated in green, the ETMy optic shows a circle of residue, and when illuminated
by the red beam, three very bright points are present. The three very bright points
were three pieces of first contact. Interestingly, even after the ETMy was cleaned,
a ring shape pattern can be seen scattered in green. This circle is the same region
where the first contact was applied, and shows that there is some kind of residue left
by the first contact on this optic.
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(a) Picture of ETMx and ETMy using the PCal camera, with the optic illuminated by the
532nm ALS beam.
(b) Picture of ETMx and ETMy using the PCal camera, with the optic illuminated by the
1064nm PSL beam.
Fig. 5.8: Images of ETMx and ETMy taken with the PCal camera. Note ETMy has three
very bright spots on it. These were pieces of first contact.
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Fig. 5.9: Locations of view-ports with a view of the IMC optics.[101]
5.4 Input Mode Cleaner Scatter Measurements at LIGO Livingston
In mid-2013 at LIGO Livingston, the Input Mode Cleaner (IMC) vacuum chambers
were opened in order to perform work on the IMC optics. Recall from Section 1.4.1
that the main IMC optics are the three optics that form the three-mirror IMC cavity:
MC1, MC2 and MC3. In this series of measurements, the scatter of the IMC optics
MC1 and MC2 was compared before and after vents. There was no good viewing angle
from which to measure MC3 scatter. The aim of these measurements was to monitor
whether venting air into the Input Mode cleaner (IMC) vacuum chambers during
vacuum incursions introduces new dirt onto the optics. This verifies the effectiveness
of the contamination control procedures for vents.
5.4.1 Method
There are multiple view-ports in the “HAM” vacuum chambers which hold the IMC
optics, as illustrated in Figure 5.9. These view-ports provide multiple views of the
MC1 and MC2 mirror front faces. There is no view-port which provides a clear view of
the MC3 front face, which is why this IMC optic was not included in the measurement.
Both GigE cameras and photo-diodes were used to measure the BRDF of these two
optics. Two of the IMC optics, MC1 and MC2, could be imaged at large angles; MC1
at 22◦ in HAM23, and MC2 at 61◦ in HAM3. Ideally, the BRDF would be measured
at more than one angle, however in the LIGO vacuum systems, the limited viewing
angles through view-ports is a limitation of this method.
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Fig. 5.10: A GigE camera installed into a HAM3 view-port, used to measure large-angle
scatter from MC2.
The cameras and photo-diodes were set up in view-ports in the HAM 1 and HAM
2 vacuum chambers, as pictured in Figure 5.10. Basler ACE “GigE” cameras were
used to measure scattered power to compare distributions of scatterers before and
after the vents. The measurements were compared to a photo-diode reading made
by a Thorlabs PMD100D photo-diode which was placed at the same location as the
camera.
The unedited images from the two GigE cameras are shown in Figure 5.11. The
measurement was performed with 1W input power incident on the IMC. The BRDF
at a given scattering angle can be estimated using Equation 5.1.
5.4.2 Results
The light scattered from the MC1 and MC2 optics at large angles of 22◦ and 61◦
respectively was measured using a power-meter (Thorlabs PM100D). Power was mea-
sured a) with the beam shuttered, b) with the IMC misaligned, and c) with the IMC
locked. The scatter results calculated using these images are summarized in Table
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(a) Image of MC1 taken with a GigE camera at an angle of 22◦, illuminated by
1W PSL beam.
(b) Image of MC2 taken with a GigE camera at an angle of 61◦, illuminated by
1W PSL beam. In this image, there is an additional light source switched
on in the vacuum chamber, which is why the edge of the optic is so brightly
illuminated. This light source was switched off when the actual measurement
was performed.
Fig. 5.11: Images of MC1 and MC2 taken from within the HAM1 and HAM2 viewports.
5.4. Input Mode Cleaner Scatter Measurements at LIGO Livingston 133
(a) MC1 (b) MC2
Fig. 5.12: Images of MC1 and MC2 taken with a digital GigE camera, with (top) and
without (bottom) illumination by the PSL. The images without illumination are
featureless, which means the background illumination is below the noise floor
of the camera. The units in the colorbar indicate the relative brightness of the
image in AU.
5.3. Examples of the images captured are shown in Figures 5.12 and 5.13.
This data was used to estimate BRDF using Equation 5.1, by assuming that the
BRDF is constant over all scattering angles, as shown in Table 5.4. The background
light was measured and subtracted from the image of the optic that was illuminated
by the PSL beam. The distance from the camera to the view-port was 1.1m for MC1
and 1.2m for MC2.
This measurement was compared to other measurements of total scattered power
performed at stages during the interferometer integration[102, 103]), summarized in
Table 5.5.
A comparison of the measurements taken on different dates show that the scatter
from MC1 dropped between October 2012 and January 2013. The scatter from MC2
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(a) MC1
(b) MC2
Fig. 5.13: Images of MC1 and MC2 taken with a GigE camera, plotted on a logarithmic
intensity scale to see more detail.
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Power on camera Dark image taken with Illuminated optic taken with Scattered power
the IMC misaligned (nW) the IMC locked (nW) Ps (nW)
MC1 large angle 10 23 13 ± 0.65
MC2 large angle 22 32 10 ± 0.5
Tab. 5.3: Scattered powers from the MC1 and MC2 optics, as measured with the GigE
cameras. An uncertainty of 5% on the total scattered power is attributed to the
uncertainty on the reflectivity of the commercial camera lens used to focus the
image on the camera.
Optic Distance from optic to view-port (m) θs BRDF Total scatter (ppm)
MC1 1.2 ± 0.05 22◦ 1.7x10−6 5 ± 0.5
MC2 1.1 ± 0.05 61◦ 2.1x10−6 7 ± 0.7
Tab. 5.4: Parameters used to calculate the scatter from MC1 and MC2.
Measurement date Total scattered power (ppm) MC1 Total scattered power (ppm) MC2
16 October 2012 32 24
09 January 2013 3 28
16 August 2013 5 7
Tab. 5.5: Scattered power from MC1 and MC2 over various dates, showing changes over
time.
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dropped between October 2012 and October 2013. There was a vent between each
of these measurements. The fact that the scatter hasn’t increased, and in fact has
decreased, indicates that current contamination control procedures are adequate to
maintain the cleanliness of the in-vacuum optics.
5.4.3 Discussion
The result indicates total scattered power has stayed the same or decreased. This
result agrees with the measurements taken of the IMC HOM resonances discussed
in Section 3.3, which also indicated the absorption of these optics decreased slightly
over this time period.
The technique for the scatter measurement described in this section and the indi-
rect absorption measurement inferred from the HOM resonances described in Section
3.3 have different advantages. Using cameras to measure scatter does not require
much equipment and the result only concerns a single optic. The spatial distribution
of contaminants over a single optic can be determined. The impact of the con-
taminants on the change of ROC and impact on mode matching cannot be directly
measured using this technique. The accuracy of this technique is not impacted by
the Finesse of the cavity or the reflectivity of the mirrors.
The frequency scanning technique looks at the impact of the contamination on
the cavity performance as a whole. As seen in Section 3.2 where the change in ROC
measured by the HWS was compared to change in HOM resonances, models of the
ROC change due to absorption have their own limitations and errors associated with
them.
The HWS sensor can directly measure the change in the ROC of the optic, which
can then be used to comment of cavity performance or on absorption in that optic.
This technique of optic characterization will be described in the next section.
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5.5 Measuring Absorption
Absorption occurs when a small fraction of the incident light is absorbed at the optical
coating or in the bulk of the optic and its energy is converted into heat. Absorption
can be uniform throughout a homogeneous material, or it may occur at locally absorb-
ing “hot-spots” where material inhomogeneities such as surface contaminants, coating
defects or bulk defects are present. Material defects that cause local absorption will
scatter light as well.
The total power absorbed by the LIGO optics is small, especially when compared
to the total power scattered. However, absorbed light becomes heat which results
in absorption-induced heating and wavefront distortion of the optics. For the test
masses in the arms, this effect distorts the optic and results in power losses due to
poor mode matching. This can be more detrimental than the larger scattering effects.
The absorption-induced heating will change the wavefront of the light in three
ways:
1. Through change in the refractive index of the substrate ( dn
dT
)
2. Through thermal deformation ( dL
dT
)
3. Through change in refractive index with local strain (dn
dε
)
The first effect is the biggest, although this only effects the wavefront of light on
transmission through the optic. The second effect changes the wavefront on reflection
as well as for transmission. The third effect is almost always negligible[104].
The absorption of a test mass a can be calculated using Equation 5.7, where
Pabsorbed is the absorbed power and Parm is the incident power, which when the inter-





Parm can be calculated using Equation 5.8, where Pin,IMC = 1.7W is the power
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input to the IMC, where eF = 0.88 is the IMC-Faraday throughput efficiency, GR is
the recycling gain, Garm is the arm cavity gain, and TBS is the transmission of the
Beam Splitter.
Parm = PinIMCeF eRGRTBSGarm (5.8)
Arm cavity gain is calculated using Equation 5.9 , where rETM =
√
1− TETM − L,







Pabsorbed can be calculated from the change in the radius of curvature of the optic
(assuming absorption is uniform), which can be measured using the HWS. This re-
lation can be approximated using Winkler’s relation[76] (Equation 3.3), or it can be
calculated using Finite Element Analysis.
The Hartmann Wavefront Sensor
The Hartmann Wavefront Sensor senses a relative wavefront change in the light
incident on the sensor, and can be used to monitor thermal deformations of the
optics[105]. Figure 5.14 shows a schematic of the HWS. The HWS consists of a
Charged-Coupled Device (CCD) camera array masked by a Hartmann plate, which
is a thin metal plate with a uniform array of holes drilled into it. This produces an
array of spots. The location of the spots is determined by the shape of the wave-
front incident on the HWS. As the optic heats up and changes shape, the wavefront
changes, and the locations on the spots on the CCD changes. This change in spot
centroid locations is used to reconstruct the wavefront deformation.
The Corner-station layout of the HWS is shown in Figures 5.15. The corner
station HWS use fiber coupled Super Luminescent Diodes.
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(a) Path of the beam through an optic with no thermal distortion.
(b) Path of the beam through an optic with a thermal distortion present.
Fig. 5.14: Light rays traveling through an optic (left) and a Hartman plate onto the sensor
before and after heating, and he change in the spot pattern seen on the HWS
due to spherical wavefront change. The Temperature distribution of the optic is
indicated by the colors (blue being cooler and red being hotter).[105]
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Fig. 5.15: The layout of the HWS system in the corner station. SLED probe beams are
injected from the in-air table TCSHT4 into the vacuum chamber HAM4, to
probe ITMx and ITMy[45].
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Fig. 5.16: The spot pattern captured by the ETMy HWS when it is illuminated by the
green beam. The size of the beam is small compared to the HWS CCD.
The ETM HWS cameras use the green 532nm ALS beams to measure the cur-
vature change of the ETMs. However the green beam is usually shuttered and not
present in the interferometer once the interferometer is in its full-power, detecting
state. To take a measurement with the HWS, we brought the interferometer to it’s
full-power, fully locked state, and then re-opened the ALS shutters and misalign the
input angle of the ALS beam enough to only get a single reflection off of the ETM,
with no return beam from the ITM. An example of the spot pattern on the ETM
HWS illuminated with the ALS beam is illustrated in Figure 5.16.
5.6 Test Mass Absorption Measurements at LIGO Hanford
This Section presents measurements of optical absorption performed on the LHO
Input and End Test Masses (ITMs and ETMs). These measurements were used to
check the in-situ optical absorption of the test-masses, and to examine the time-
dependent response of the optic’s wavefront profile in response to actuation from the
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TCS.
5.6.1 Absorption in the End Test Masses
Figures 5.17 and 5.18 show the change in ETMx and ETMy spherical power over
time, over a period when the interferometer was locked for 30minutes at 25W. These
measurements were taken using the ETM Hartmann Wavefront Sensors (HWS). The
change in the spherical power of the ETMs was used to estimate the absorption of the
ETMy. This measurement assumes the test masses have had enough time to reach
thermal equilibrium, which actually takes longer than 30 minutes. This means that
the absorption measurement is an underestimate. Ideally it would be desirable to
get a measurement of a lock stretch of > 1hr, however this was not possible due to
conflicts in the commissioning schedule at the time this measurement was made.
The absorption is calculated using Equations 5.8 and 5.9, Pin,IMC = 1.7W , eF =
0.88, GR = 45, Garm = 280, TBS = 0.5, and L = 120ppm. Values used in this
calculation are presented in Table 5.6. The arm power calculation was verified against
the four ASC TR QPDs, which agree with the calculation using IMC input power,
the variation between the four QPDs puts the uncertainty of the arm power at 15%.
The spherical power of the thermal lens in ETMY was 30µD and the thermal lens
in ETMX was 11µD, measured after a 35 minute lock stretch at 25.3W input power.
For a change in spherical power of 1µD, 1.06mW of power is absorbed, according to
an FEA COMSOL model of the test mass absorption[106]. The ETMx absorption
was measured at 130ppb and the ETMy absorption was measured at 230ppb.
5.6.2 Absorption in the Input Test Masses
The change in curvature in the ITM was measured before and after the interferometer
was locked (Figure 5.19). The change in curvature was 6µD. According to FEA
modeling of the test mass thermal response performed by Aidan Brooks[106], 1.06mW
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Fig. 5.17: Change in spherical power over time for the ETM. The top trace shows PSL
power in arbitrary units, and indicates when the interferometer was in a high-
power state. The bottom trace shows the spherical power in µD measured by
the ETMx HWS.
Property ETMX ETMY
Spherical power at start of lock stretch 2.3e-5 4e-5
Spherical power at end of lock stretch 3.5e-5 7e-5
Change in spherical power (diopters) 1.1e-5 3.0e-5
Absorbed power in test mass 18mW 32mW
Power in arm 140.3kW 140.3kW
Test-mass absorption (ppb) 130ppb 230ppb
Tab. 5.6: Values used to calculate the ETM absorption.
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Fig. 5.18: Change in spherical power over time for the ETMy. The top trace shows PSL
power in arbitrary units, and indicates when the interferometer was in a high-
power state. The middle trace shows the spherical power in µD measured by the
ETMy HWS. The bottom trace shows the spherical power in µD measured by
the ETMy HWS.
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Fig. 5.19: ITMx HWS output showing the development of the thermal lens in the ITM as
the optic heats up after the interferometer is locked. The top plot shows the
change in spherical power (in µD) over a 30 min lock stretch, starting from the
unlocked state. The bottom plot shows the power in the x-arm, in arbitrary units,
which shows the power increase up to full power in the interferometer during the
locking process.
of power is absorbed per 1mudiopter change in ITM curvature, which means that
6mW of power was absorbed during the measurement. The power in the arm can be
calculated using Equations 5.8, and was 11.5kW, given an IMC input power of 2.81W,
Recycling gain 36 W/W, X-arm cavity gain is 276 W/W.Thus, the ITMx absolution
is calculated to be 520± 150ppb.
The absorption of the ITMy could not be measured during this round of measure-
ments, as the ITMy HWS was not yet fully commissioned.
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5.6.3 Discussion
The HWS measures changes in wavefront and can be used to infer heating distribu-
tions and absorption in the test masses. Using the HWS, we are able to measure
absorption of individual optics, rather than average absorption of the cavity as with
locked cavity techniques.
ITMx absorption was measured to be 520± 150ppb. For comparison, Livingston
measured a somewhat lower absorption in the coating of 140-200 pppb in the ITMs[106].
This was re-measured and found to be consistent on multiple occasions over 2015. It
is not unexpected that the individual ITM optics have different coating absorptions,
and illustrates the value of in-situ measurements of optical properties, as variations
can occur in optical absorption and scatter due to variations in the manufacturing
and handling of individual optics.
These values were used to update various models[107].Areas for further work in-
clude improving models to agree with time-dependent absorption measurements, and
adding time-dependent absorption behavior to FINESSE models. This last point will
be further discussed in the next chapter.
5.7 Conclusion
Digital cameras can be used for in-situ, long-term monitoring of scattered light and
surface properties of optics in systems such as the aLIGO interferometers. This
method has advantages over other methods, that one can look at the spatial distribu-
tion of surface scatterers. This chapter has described a number of ways these cameras
are used for calculating BRDF and total scatter, for looking at differences between
optics, and looking at changes over time. In the case of IMC monitoring, we conclude
that vents are not negatively impacting optic cleanliness. In the case of ETMy, the
scatter measurements were part of the evidence that there was a major contaminant
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on ETMy. The contaminant could be seen in the images. The decision was made
to vent and clean the optic, and afterwards the scatter was reduced to an acceptable
level. This was confirmed with images before and after the clean.
The optical absorption was measured for the LHO Input and End Test Masses.
The absorptions measured were at or below the requirement of 0.5ppm. Knowledge of
the absorption properties of individual optics is useful for a number of applications.
It allows design of TCS actuation specific to individual optics, which is especially
nice for time-dependent control schemes which are currently being defined. Changes
in absorption properties can indicate changes after vents. Looking for larger local-
ized scattering particles can point to for large deviations from a spherical lensing
effect.Absorption measurements were used to track time-dependent heating behavior
of optics.

6. MODELING THERMAL EFFECTS IN OPTICS USING
ELASTO-DYNAMIC RECIPROCITY
In this chapter, I present a fast numerical method for modeling thermo-elastic dis-
tortions in optics. This method uses elasto-dynamic reciprocity relations as an al-
ternative computational pathway to the conventional stress strain relations. This
method may be used for modeling thermal effects on the interferometer control loops,
by incorporating it into interferometer modeling programs such as FINESSE[77].
Section 6.1 covers the motivation for undertaking this work. Sections 6.2 and
6.3 cover the background and theory underpinning this work[104][108]. Section 6.4
presents the paper which describes this method. Section 6.5 discusses the scope for
future work.
6.1 Motivation
Cavity optics in the aLIGO interferometers heat up due to absorption of the circu-
lating laser light and due to actuation by the TCS ring heaters and CO2 lasers. The
absorption-induced heating of the optics causes thermal lensing, which impacts the
path of the beam taken through the interferometer. This in turn impacts the response
of the length, alignment, and thermal control systems, as well as potentially reducing
detector sensitivity. Hence it is desirable to understand the impact of thermal changes
in the individual optics on the interferometer as a whole.
The Thermal Compensation System (TCS) acts over time scales of hours to alter
the temperature profile of the optics. TCS actuation interplays with the control
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signals to the alignment control systems, which act over time scales of 10’s of minutes
to hours. These long time-scales make measuring the time-dependent interaction
between these systems difficult, so detailed modeling of these effects is a useful tool
for detector commissioning.
The time-dependent behavior of an individual optic due to a heat input can be
modeled using Finite Element Analysis (FEA) techniques[109]. The circulating fields
in the interferometer and the time-variant build-up of these fields and the interaction
with the control loops can be modeled in a program such as FINESSE. FINESSE
uses a modal model of the interferometer to calculate the spatial and frequency dis-
tribution of light in the interferometer, as well as the effects of control signals, TCS,
scattering and surface defects. FINESSE calculates the resonant modes in each cav-
ity by propagating light through the interferometer using scattering coefficients in a
quasi-static condition. The effect on the wavefront at each mirror can be specified.
To model time-variant thermal effects in FINESSE, the absorption-induced wave-
front deformation must be re-calculated using FEA for each time step, which can take
a long time (order of tens of minutes to hours per iteration). So speeding up this
process in any way is desirable to make these models a practical pathway to under-
standing the time-dependent iteration between the TCS and the length and alignment
control systems. Reciprocity could be used as a faster alternative to traditional FEA
methods to calculate the change in shape of each mirror due to various TCS inputs.
6.2 Background Theory
Temperature changes can occur in LIGO optics when they absorb the circulating laser
light, and are heated by the TCS ring heaters and CO2 lasers. When optics change
temperature, wavefront distortion occurs. This occurs through three mechanisms,
listed here with the change they impose on a change in the optical path length Sfor
a beam traveling through an optic:[108]
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1. Thermo-optic change in refractive index nT due to change in temperature T :














3. Thermo-elastic deformation u, the direct change in path length due to thermal




where α is the coefficient of thermal expansion.
The phase distortion Φ(x, y) of a beam passing through the optic is related to the





All three effects alter the wavefront of a beam transmitted through the optic,
but only the thermo-elastic distortion also affects a reflected wavefront. The thermo-
optic effect is the largest effect, which impacts the wavefront 20x more than the
thermo-elastic effect and 100x more than the elasto-optic effect, for a given change in
temperature in a fused silica optic[104].
Light can be absorbed both at the surface of the optic or in the bulk with dif-
ferent absorption coefficients, and these effects must be considered separately. Point
absorbers may absorb more light than the surrounding material.
6.2.1 The Hello-Vinet method
The Hello-Vinet approach calculates the wavefront distortion due to uniform opti-
cal absorption in a cylindrically symmetric system[110]. This analytical method is
relatively quick and simple to implement and can be used to model both static and
transient[111] heating effects.
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6.2.2 Finite Element Analysis
For more complex heat inputs, such as the effect of the ring heater, Finite Element
Analysis (FEA) is commonly used. A wide variety of problems can be solved numer-
ically using FEA. The equations for calculating temperature T ) and internal stress





+ ∇̇q = g(T, t,x) (6.2)
σ = −Eα∆T
1− 2ν (6.3)
where ρ is the density, Cp is the heat capacity, t is time, q is the heat flux vector
and g is a function that describes the heat input, and E is Young’s modulus, α is the
coefficient of thermal expansion, and ν is Poisson’s ratio.
The internal strain ε can be calculated from the internal stress σ, where C is the
stiffness tensor:[113]
ε = Cσ + α∆T (6.4)
To model a three-dimensional problem without symmetry, calculating the rank 12
strain tensor ε is computationally expensive and takes considerably more computing
time than calculating the temperature distribution.
Reciprocity calculates the surface distortion from the temperature distribution in
a different way, resulting in a reduction in computation time.
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6.2.3 Elasto-dynamic Reciprocity
The theory of elasto-dynamic reciprocity is summarized in the book “Reciprocity in
Elastodynamics” by Achenbach [114]. It was used by Levin et al to determine creep
in fibers[115]. It has not been used to model optics before.
The general equation for elasto-dynamic reciprocity is expressed in Equation 6.5,
where t is the traction, u is the displacement and f is the internal body force, S is a
surface of the optic and V is the volume of the optic, superscripts 1 and 2 represent










i (~r)− f 1i (~r)u2i (~r))dV (6.5)
We demonstrate that these equations can be used to calculate the surface distor-
tion of an optic due to heating in a way which is more time efficient than conventional
FEA modeling, as will be further explained in Section 6.4 Part II.
6.3 Modeling Thermal Deformations using Reciprocity
This section covers some of the factors that needed to be considered in order to
successfully implement the method described in Section 6.4. The most important
considerations were the appropriate choice of boundary conditions on the optic and
mathematical basis set for describing the surface distortion.
6.3.1 Boundary Conditions
The LIGO optics are suspended on pendulum suspensions, and when modeling them
using FEA we assume they are unconstrained in all directions. All attempts to
constrain an edge, face or point of the optic (eg Figure 6.1 parts a and b), led to
nonphysical deformations along the edge of the constraint.
This posed a difficulty when applying the pseudo-forces required to calculate the
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Fig. 6.1: The various boundary conditions that were applied to the optic: (a) a fixed bound-
ary condition around one edge of one face and a constant force applied across the
other face; (b) a fixed boundary condition applied to the center point of one face
and a constant force applied across the other face; (c) no boundary constraints,
and a periodic force applied to one face which averages over time to zero.
basis set of strains using reciprocity, because applying a constant force to one face
of the optic will cause the optic to accelerate in one direction, and the solution will
never converge.
To overcome this issue, we moved away from a steady force to a time-varying,
periodic force (Equation 6.6). As long as the period of oscillation is less than the
mechanical harmonic modes of the material, the deformation of the optic at maximum
force will be approximately equal to the deformation of the unconstrained optic with
the same force applied.
ti(~r, t) = ti(~r)e
iωt (6.6)
6.3.2 Choice of Basis Set
The choice of an appropriate basis set to describe the surface displacement was key
to calculating the surface distortion to sufficient accuracy. We tried using Zernike
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functions, Seidel functions, Hermite-Gauss (HG) functions and Laguerre-Gauss (LG)
functions as potential basis sets[117]. Zernike functions have the desirable property
that they are orthonormal over a unit disc, so that they can be scaled to be orthonor-
mal over the front surface of an optic. Seidel functions express the deformation in
terms of 3rd order aberrations. However, HG and LG functions are desirable because
their shape is close to actual thermal profiles commonly seen in optics absorbing
laser power, but using them in reciprocity relations proved problematic because they
are not orthonormal over a circular disc. However, it is possible to normalize them
over this surface using the Gram-Schmidt procedure of symmetric orthogonalization.
(This method is explained in more detail in Section 6.4 Part IV.) Once normalized
over a circular disc, the LG modes look similar to HG modes, but are orthonormalized
(Figure 6.2). This orthonormalization step proved crucial for accurately generating
the correct surface shape using reciprocity.
6.4 Publication
The results of this investigation are summarized in the following paper; “Modelling
Thermal Distortion of Optics using Elastodynamic Reciprocity”. My contribution to
this paper was to take the equations for elasto-dynamic reciprocity and use them in
finite element analysis modeling to develop a proof of concept model of a mirror. I ap-
plied the theory to the optical system under investigation, created all of the models,
lead the investigations into boundary conditions and choice of basis sets, and per-
formed all calculations and computational analyses. David Ottaway and Yuri Levin
formulated the original approach. Yuri consulted on choice of basis set. David sug-
gested the application of the method to scattering coefficients. Peter Veitch assisted
with the choice of boundary conditions, suggested moving from static to periodic
time-dependent forces, and using symmetric othogonalization of the HG LG bases.
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Fig. 6.2: The 17 lowest order Laguerre Gauss modes, after they have been orthonormalized
to a unit disk using Gram-Schmidt orthonormalization.
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Modelling Thermoelastic Distortion of Optics Using Elastodynamic Reciprocity
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2School of Physics, Monash University, Clayton VIC 2800, Australia
Thermoelastic distortion resulting from optical absorption by transmissive and reflective optics
can cause unacceptable changes in optical systems that employ high power beams. In advanced-
generation laser-interferometric gravitational wave detectors, for example, optical absorption is ex-
pected to result in wavefront distortions that would compromise the sensitivity of the detector; thus
necessitating the use of adaptive thermal compensation. Unfortunately, these systems have long
thermal time constants and so predictive feed-forward control systems could be required - but the
finite-element analysis is computationally expensive. We describe here the use of the Betti-Maxwell
elastodynamic reciprocity theorem to calculate the response of linear elastic bodies (optics) to heat-
ing that has arbitrary spatial distribution. We demonstrate using a simple example, that it can




wave detectors, such as Advanced LIGO [1], Advanced
Virgo [2] and KAGRA [3] are currently being commis-
sioned. Their sensitivity is expected to surpass that
achieved by first generation instruments by almost an
order of magnitude in the high frequency region. To
achieve this, very high circulating power levels (0.5-1
MW) will be stored within the Fabry-Perot arm cavities.
At these power levels, even low levels of optical absorp-
tion can lead to significant thermoelastic distortion of
optical surfaces and unacceptable levels of wavefront dis-
tortion [4], resulting in reduced circulating power and a
reduction in the efficiency of the detector signal readout.
Thermally actuated compensation systems will be thus
used to ameliorate the wavefront distortion. However,
the thermal time constants for the absorption-induced
distortion and the compensation are long, typically 12
hours, and thus incorporating predictive modeling in the
control systems may prove essential.
The response of a linear elastic system to heating is
described by the theory of thermo-elasticity and its ap-
plications to highly symmetric, idealized systems are de-
scribed in many books (see [5] for example). It has
also been used to develop analytic expressions for less
idealized optical systems [4, 6]. The expressions devel-
oped by Hello and Vinet [6] are relevant to the work
described here, but apply only to cylindrical isotropic
mirrors heated by coaxial laser beams.
More complicated systems, which incorporate asym-
metric heating or anisotropic elasticity, can be investi-
gated using finite-element numerical models that apply
the equations of thermo-elasticity on a three-dimensional
spatial mesh. For dynamic systems, the thermoelastic
equations must be solved at each epoch, requiring compu-
tational times that can run to many days. This approach
∗ Corresponding author: eleanor.king@adelaide.edu.au
would be untenable for use in predictive feed-forward ac-
tuation to control systems. In such cases, the solution of
the scalar problem to determine the temperature profile
throughout the optic can be solved rapidly; the time con-
suming part is solving the tensor-based elasticity problem
to convert the thermal profile into an elastic distortion.
The Betti-Maxwell theorem of elastodynamic reci-
procity [7] provides an alternative approach to using
finite-element methods (FEM) to solve the tensor part
of the thermoelastic distortion. It has previously been
used to investigate the excitation of Rayleigh-Lamb elas-
tic waves in a metal plate due to heating produced by a
line-focused pulsed laser beam assuming that the heating
is confined to the surface of the plate and it has infinite
lateral extent [8, 9]. In the context of gravitational wave
detection, it has been used to compute the interferome-
ter’s response to creep events in the fibers that suspend
the optics [10]. We extend its use to predict thermoelas-
tic distortion of an optic of finite size with asymmetric
heating.
We describe here how elastodynamic reciprocity and
FEM can be combined to provide accurate predictions of
thermoelastic surface distortion more quickly than using
FEM alone. In summary, FEM is used to determine the
response of the optic to a set of orthonormal tractions, or
pressures —a computationally expensive calculation that
is performed once for an optic. Then, using reciprocity,
the distortion due to the instantaneous temperature pro-
file in the optic is calculated using a sum of scalar volume
integrals that incorporate these responses. The compu-
tational cost of this step is much less than that of a full
elastostatic FEM evaluation. Additionally, it is amenable
to parallelization, which would further reduce the com-
putational time.
The layout of the rest of the paper is as follows: in
Section II we introduce the Betti-Maxwell theorem of
elastodynamics and show how it can be used to deter-
mine the surface distortion by careful choice of a suitable
auxiliary elastic system. We demonstrate its application
by calculating the distortion of the end face of a cylin-



























is (a) coaxial with and (b) laterally displaced from the
axis. The approach and model are described in Sections
III and IV. Finally, the resulting surface distortions are
presented in Section V and compared with the results
of elastostatic FEM calculations. Computation times for
these two approaches are compared in Section VI
II. ELASTODYNAMIC RECIPROCITY AND
THERMAL DISTORTION
The Betti-Maxwell reciprocity theorem for elastody-
namics [7, 9] specifies the relationship between the dis-
placement ~u(~r, t) that results from an applied surface
traction ~t(~r, t) and internal body force ~f(~r, t) for two elas-










(f1i − ρü1i )u2i − (f2i − ρü2i )u1i
]
dV (1)
where ρ is the density, ü is acceleration, the super-
scripts 1 and 2 represent the two states, and the Einstein
summation convention is used. If ti(~r, t) = ti(~r)e
iωt and
fi(~r, t) = fi(~r)e
iωt then ui(~r, t) = ui(~r)e
















i (~r)− f2i (~r)u1i (~r)
)
dV (2)
We shall use this theorem to determine the surface
displacement (distortion) due to heating of an optic by,
for example, partial absorption of an incident laser beam.
For the first state, which we shall refer to as the thermal
state and label T , we assume that the optic is free and
thus tTi = 0, and there is a non-zero body force due to the
heating. Since we are interested in the distortion of the
end face of the optic, we choose the second state, which
is often referred to as the auxiliary state and we shall
label A , to have a traction tAz applied to the end face of

















where εAij(~r) is the internal strain produced by the trac-
tion tAz (~r) , and σ
T
ij(~r) is the internal stress associated




Consider now applying time-harmonic tractions with
amplitude tAz (~rs) = χn(~rs) n = 1, 2, .... It is con-
venient to choose χn(~rs) to be orthonormal, so that∫

























That is, if the amplitude of the elastic response of the
optic, εAij(~r) , to each of the tractions χn(~r) is known
then the amplitude of the distortion of the end face of
the optic, uTz (~r) , due to any thermal stress distribution
can be calculated using Eqs. (4) and (6).
We shall use this approach to calculate the surface dis-
tortion due to non-uniform heating of a homogeneous
isotropic body for which
σTij(~r) =
−Eα
1− 2ν∆T (~r)δij (7)
where E is Young’s modulus, α is the coefficient of
thermal expansion, ν is Poisson’s ratio, ∆T = T (~r)− T0












To determine the distortion of the end-face using reci-
procity, one must first characterize the response of the
elastic system, εAij(~r) , to a set of orthonormal basis trac-
tions tAz (~r, t) = χn(~r) exp [iωt] : n = 1, ...., N using an
elastostatic FEM [11].
Zernike functions would be a tempting choice given
our cylindrical geometry, particularly as they are orthog-
onal to a uniform traction and thus applying the auxil-
iary tractions should not apply net forces to the system.
However, as shown in Section IV, they are not well suited
to describing the surface distortion.
The orthonormal basis tractions we shall use apply a
non-zero (instantaneous) force to the optic, leading to ill-
conditioning of the FEM at very low frequencies. We thus
used a traction frequency of ω = 1 Hz as the response is
3
independent of frequency for frequencies well below the
first resonance - see [12] for example.
In all of our numerical tests, we assume a cylindrical
fused silica optic with height h = 200 mm , radius R =
170 mm , E = 731 MPa, ν = 0.17 and α = 0.55 × 10−6
K-1 . A radial cross section of the optic and the meshing
used for the FEM is shown in Fig. 1.
Figure 1. A radial cross-section of the cylindrical optic,
showing the mesh used for the FEM. The mesh consisted of
32000 nodes, and is finest on the heated top surface of the
test mass.
We assume heating of the top face by 1 W of power












where the beam radius w = 53 mm, and radiative cool-
ing of all surfaces of the optic to surroundings at 293 K.
A thermal FEM [11] is used to calculate the tempera-
ture distribution, T (~r) , resulting from the heating. The
displacement amplitude for each basis function, an , and
the total displacement, uTz (~r, t) , are then calculated us-
ing Eq. 4 and Eq. 8.
IV. CHOICE OF ORTHONORMAL BASIS
FUNCTIONS
Choosing a set of orthonormal functions χn(~r) that
can describe the surface distortion without requiring a
large number of functions, which would necessarily in-
clude high spatial frequencies, is crucial as it reduces both
the number of auxiliary tractions that must be evaluated
and the requirement for using a fine mesh in the FEM.
Thus, we describe the choice of basis functions for on-axis
and off-axis heating of the optic.
A. Orthonormal basis for on-axis heating
(x0 = 0, y0 = 0)
Zernike polynomials (see Appendix A) are often used
to describe cylindrically symmetric optical aberrations,
as they are orthogonal over a circular disc and can be
normalized. However, as shown in Figure 2, these poly-
nomials are not well suited to describing the distortion.
Figure 2. Comparison of the surface distortion calculated us-
ing the elastodynamic FEM, uFEM , the sum of the first six
Zernike components uZ, and the sum of the first six orthonor-
malized LG components uLG
On-axis surface distortion due to the heating can also









where Lp are Laguerre polynomials of order p :
{0, 1, 2...} (see Appendix A), r is the radial coordinate
and r0 is a free parameter. These functions are orthogo-
nal only over the infinite plane however.
Symmetric orthogonalization [12] is therefore used, as
outlined in Appendix B, to construct linear combina-
tions, χn , of LG functions that are orthonormal over
the end face for a given r0 . In this type of orthogo-
nalization, the difference between the new and original
functions is minimized in the least-squares sense [12].
The optimum value of r0 was chosen as described in
Appendix C, giving r0 = 1.5w . The six lowest-order
orthonomalized-LG functions are defined in Appendix D.
A comparison of uFEM and the sum of these components
in Fig. 2 shows that the LG basis is much superior to
the Zernike basis.
B. Orthonormal basis for off-axis heating
The distortion due to off-axis heating can be described
using the sets of functions listed below:
(a) Hermite-Gauss (HG) functions:

















where Hi are the (physicists) Hermite polynomials of
order i : {0, 1, 2, ...} (see Appendix A). These functions
are orthogonal over the interval x, y : (−∞,∞) . We
choose r0x = r0y ≡ r0 as the heat flux has a circular
cross section and we shall use x0, y0 << R , and thus



























where φ is the azimuthal angle, and l : {1, 2, 3, ...} for
p > 0 . We restricted the azimuthal dependence to l = 1
due to the symmetry of the expected distortion.
Orthonormalized HG and generalized-LG functions
were constructed, and an optimized value of r0 = 1.4w
was selected as discussed above.
HG functions up to m+n = 15 (136 functions in total)
were initially used to describe the distortion due to a
heating beam that was displaced from the center of the
optic according to (x0, y0) =(0,10 mm), (10 mm, 0) and
(8.7 mm, 5 mm).
In each case, the distortion was dominated by the same
17 components, the functions for which are plotted in
Appendix E. A comparison of uFEM and the sum of the
dominant 19 components is shown in Fig. 3 .
Figure 3. Comparison of uFEM and the sum of the 17 dominant
orthonormalized-HG components uT for a heat flux offset of
10 mm
Orthonormalized generalized-LG functions up to p = 5
(16 functions in total) were also generated and used to
describe the distortion due to a heat flux displaced from
the center of the optic by 10 mm, but they yielded slightly
poorer agreement with uFEM . In addition, since the lower
order orthonormalized-HG functions appear similar to
the TEM01 and TEM10 eigenmodes observed in optical
cavities, we chose to use that basis.





Table I. Zernike amplitudes calculated using reciprocity, an ,
and thermoelastostatic FEM, an,FEM , for the axisymmetric
Gaussian heat flux.
V. SURFACE DISTORTION CALCULATED
USING RECIPROCITY
We now show how to use the orthonormal bases de-
scribed above with reciprocity to determine the surface
distortion. In each case, the equilibrium εAij(~r) values
were calculated for the basis tractions and then combined
with the temperature distribution T (~r) from the thermal
FEM to yield the amplitudes an.
A. On-axis heating: Zernike basis
While Zernike polynomials are not appropriate for de-
scribing the surface distortion in the example presented
here, they can be used for a reciprocity-based calculation.
Table I shows a comparison of the reciprocity Zernike am-
plitudes with those calculated by decomposing the distor-
tion predicted by the thermoelastostatic FEM.
B. On-axis heating: orthonormalized-LG basis




anχn, and the difference be-
tween the two curves are plotted in Fig. 4. Since we are
not interested in the average displacement of the optics,
we have set uT = uFEM at r = 0. The asymmetry of the
difference is due to non-ideal cylindrical symmetry in the
FEM meshing.
C. Off-axis heating: orthonormalized-HG basis




anχn and the difference be-
tween the two curves are plotted in Fig. 5
Figures 4 and 5 show that even though < 20 auxil-
iary tractions were used to characterize the optic and
the FEM was restricted to only 30,000 nodes,
• Elastodynamic reciprocity predicts uT within <
1.5% of uFEM over the majority of the incident laser
beam
• Displacing the beam by 20% of its radius does not
degrade the agreement.
5
Figure 4. a) A plot of uFEM and u
T calculated for the on-axis
heating using the 6 lowest-order orthonormalized-LG func-
tions. b) A plot of uFEM − uT .
Additionally, increasing the number of auxiliary tractions
further improves the agreement, particularly at large ra-
dius.
VI. COMPARISON OF COMPUTATIONAL
TIMES
We compare here the times required to calculate the
surface distortion using our hybrid FEM-reciprocity ap-
proach and using a conventional thermo-elastic FEM
analysis. The times are specific to the example of partial
absorption of a Gaussian-intensity-profile light beam by
the surface of an isotropic cylindrical optic.
In both cases we use 32,000 nodes in the FEM calcu-
lations. We have not yet investigated how many nodes
or auxiliary tractions are required to achieve a particular
accuracy for each approach, or how this might affect the
computational times.
As discussed earlier, our hybrid FEM-reciprocity ap-
proach consists of two parts, the first of which is done
only once for an optic:
1. (a) Calculate the elastic response of the optic to
each of the orthonormal tractions, and store
these arrays in memory. Here, this consisted
Figure 5. a) A plot of uFEM and u
T calculated for the off-
axis heating using the 17 dominant orthonormalized-HG func-
tions. b) A plot of uFEM − uT .
of a 32,000 long 6-element array in which the
3D coordinates and strains at each node were
recorded for each traction. This part required
approximately 1 hour per traction.
(b) Upload 20 responses into memory in prepara-
tion for part 2 required 20 minutes.
2. At each epoch of interest
(a) Calculate the thermal induced stress at each
node using FEM: 90 seconds
(b) Evaluate the volume integral for each traction
component using Eq. (6): 3 seconds per trac-
tion. Thus for a serial calculation with 20 trac-
tions, this step required 60 seconds.
A conventional thermo-elastic FEM calculation for this
simple problem required about 13 minutes.
Thus, once the response of the optic has been deter-
mined and uploaded, the hybrid FEM-reciprocity calcu-
lation is at 5.2 times faster is using a serial calculation,
and 8.7 times faster if using a parallelized calculation of
the distortion using reciprocity.
6
VII. CONCLUSION
We have shown how Betti-Maxwell reciprocity can be
used in combination with thermal finite-element model-
ing to calculate the thermoelastic distortion of a linear
elastic system. As an example, we described in detail its
application to calculating the distortion of the end face of
an isotropic cylindrical glass optic heated by an off-axis
Gaussian laser beam. Despite using less than 20 auxil-
iary eigenfunction tractions to characterize the optic, the
distortion calculated using reciprocity agrees to < 1.5 %
with that calculated using a full thermoelastic FEM over
the majority of the incident beam.
The computational time required for the reciprocity
approach was a factor of 5-8 less than that for the full
FEM once the optic had been characterized. The ad-
vantage of this approach will thus be most evident in
cases where the elastic distortion must be calculated fre-
quently, such as in feed-forward control of systems with
long thermal time constants for example. Parallelization
of the reciprocity calculation would also allow further im-
provements to the accuracy by employing additional trac-
tions but with negligible additional computational cost.
Our reciprocity approach can be applied to systems
with arbitrarily distributed heat fluxes and asymmetric
anisotropic elastic bodies. Furthermore, while our ex-
ample assumed a free optic, other boundary conditions
could easily be incorporated into the analysis with an
appropriate set of auxiliary eigenfunctions.
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Appendix A: Polynomials used in this paper




















(70ρ8 − 140ρ6 + 90ρ4 − 20ρ2 + 1)
Table II. Zernike amplitudes calculated using reciprocity,an ,




1 −X + 1 2x
2 (x2 − 4x+ 2)/2 4x2 − 2
3 (−x3 + 9x2 − 18x+ 6)/6 8x3 − 12x
4 (x4 − 16x3 + 72x2 − 96x+ 24)/24 16x4 − 48x2 + 12
Table III. Laguerre and Hermite polynomials used.
Appendix B: Summary of symmetric
orthogonalization
The linearly independent LG and HG functions, de-
noted here by fk(~r) , were orthonormalized over the end
face of the mirror using the following process [12]:




fk(~r)fl(~r)dS where the inte-
gration was evaluated for the mesh used to export
the data from the FEM. In this work, the data was
exported on a 1mm-pitch mesh and cropped to fit
within the circular endface of the optic.
2. Determine the eigenvalues pk and eigenvectors ~uλ












Appendix C: Optimization of r0
The optimum r0 was chosen to minimize the mean
squared difference, weighted by the amplitude of the inci-





























and a new orthonormal set of functions χn was gener-
ated for each value of r0 . The integrations were evalu-
ated using a square array of pitch 1 mm within the end
face.
The variation of this mean-weighted-squared difference
with r0 for the axisymmetric heating (y0 = 0) is plotted
in Figure 6.
Figure 6. Plot of the mean-weighted-squared difference be-
tween uFEM and the sum of the first six orthonormalized-LG
components as a function of r0 .
The variation of this mean-weighted-squared difference
with r0 for orthonormalized-HG functions and off-axis
heating y0 = 10 mm is plotted in Fig. 7.
Appendix D: Orthonormalized-LG functions used in
this paper
χn = c0nLG0 + c1nLG1 + c2nLG2
+ c3nLG3 + c4nLG4 + c5nLG5
Figure 7. Plot of the mean-weighted-squared difference be-
tween uFEM and the sum of the first six orthonormalized-HG
components as a function of r0 .
n c0n c1n c2n c3n c4n c5n
0 -0.97 -0.25 -0.06 -0.01 -0.001 -0.0001
1 0.24 -0.86 -0.43 -0.13 -0.028 -0.003
2 0.062 -0.42 0.69 0.55 0.20 0.039
3 0.016 -0.15 0.52 -0.53 -0.62 -0.24
4 0.005 -0.055 0.26 -0.58 0.40 0.79
5 -0.005 0.07 -0.4 1.23 -2.24 2.17
Appendix E: The 17 dominant orthonormalized-HG
functions
The Hermite Gauss functions up to order n+m = 15
are orthogonalized using symmetric orthogonaliazation.
Of these 136 modes, the 17 modes that make the largest
contribution to describing the deformed surface were se-
lected. These modes are shown in Fig. 8
Figure 8. The 17 dominant orthonormalized-HG functions
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6.5 Future work
The next step in using this method for modeling of GW interferometers would be to
incorporate the reciprocity technique into interferometer modeling software such as
FINESSE[77] in order to investigate the interaction between the thermal compensa-
tion system, which acts over long timescales, and the length and alignment control
systems, which act over shorter time scales. This would involve calculating the change
in phase distortion at each mirror for different heat inputs; a process which could be
sped up using reciprocity.
Reciprocity can be used in FINESSE to calculate the change in shape of each mir-
ror due to various TCS inputs. This could be calculated using the current reciprocity
method, but would be faster to go directly from temperature profile to scattering
coefficients. Coupling coefficients calculate the proportion of light scattered from one
mode to another. FINESSE uses phase deformations to calculate scattering coeffi-







The proportion scattered light from the n,mth to the n′,m′th mode for a beam






′ − k2x′2 + ...)u∗n,m (6.8)
[118]
Note the second term can be calculated directly from reciprocity integrals (and
the calculation of the first term is trivial), but we also need to calculate the third
x2 term to reach a useful accuracy for k. Expanding the reciprocity technique to
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calculate the x2 term for k is would be an interesting area for future work.
6.6 Conclusion
The work in this chapter demonstrates that elasto-dynamic reciprocity can be used
to speed up calculations of thermal deformations of optics, compared to using finite
element analysis and the conventional stress-strain relations. A potential area for
further study is to apply this technique to calculating scattering coefficients. This




The aim of this thesis was to improve the understanding of the as-built alIGO de-
tectors by performing characterization measurements of the these detectors. I used
combination of measurements and modeling to improve the understanding of the
as-built parameters of the LIGO interferometers, in order to advance commission-
ing efforts. The results are used in models for control design and additional system
designs.
The measurements included:
1. Characterizing aLIGO cavities by measurements of cavity length, gouy phase,
and mode matching.
2. Measuring scattering and absorption properties of the test masses in situ.
3. Developing techniques for faster modeling of thermal deformations of optics.
Chapter two presented a mathematical description of a Fabry-Perot and compound
cavities, which is needed to perform the measurements in Chapters 3 and 4.
In chapter three, we used cavity scanning techniques to measure length gouy phase
of following cavities. This was done to check that the as-built parameters agreed with
the design values. Measurements were performed on the PRC length, the Michelson
Schnupp asymmetry, and the SRC length. All agree with the as-built parameters
except for the SRC length. For in-vacuum cavities, this is an accurate method for
probing high-Finesse cavities cavities. It falls down for lower Finesse cavities, such as
the SRC.
In chapter 4, looked at alternative way of probing the SRC gouy phase. I pre-
sented a mathematical description of the measurement technique and a model of the
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range of expected results. I performed the measurement, however I was unable to
obtain a meaningful result due to the too-large uncertainties on the spot positions
on the cameras. This uncertainty cannot be reduced as the suspensions movement
is uncontrolled in the unlocked cavity and because the SRC mirrors are too small to
move the beam over a larger distance.
In chapter 5 we looked at the ITM and ETM optics, characterizing scatter and
absorption. These measurements were performed using cameras and HWS cameras.
The Scatter in the IMC stayed at a relatively constant over time. In the ETM was
used to determine there was contamination on the ETM, and that it significantly
decreased after cleaning. The investigation of scatter in the interferometers shows
that the current contamination control procedures are working well. The absorption
measurements on the ETMs show that the absorption is within expected design lev-
els. The absorption measurements have been used to update models of the thermal
compensation system.
In chapter 6, I developed a faster method for calculating surface deformations.
This technique may be used to speed up modeling of thermal effects on cavity fields
in programs such as Finesse.
An instrument that is largely in-vacuum, requires a special range of techniques
probe and characterize the cavities. These measurements verify that the detector
components are behaving as expected, and improve the understanding of the as-built
detector, because as-built cavities and optics can vary from the design.
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laix, C Gräf, S Hild, J Hough, A Khalaidovski, N Lastzka, J Lough, H Lück,
D Macleod, L Nuttall, M Prijatelj, R Schnabel, E Schreiber, J Slutsky, B So-
razu, K A Strain, H Vahlbruch, M Ws, B Willke1, H Wittel, K Danzmann, and
Grote H. GEO 600 and the GEO-HF upgrade program: successes and
challenges. Classical and Quantum Gravity, 33(7):075009, 2016.
[35] Raffaele Flaminio, KAGRA collaboration, et al. The cryogenic challenge:
status of the KAGRA project. In Journal of Physics: Conference Series,
volume 716, page 012034. IOP Publishing, 2016.
178 BIBLIOGRAPHY
[36] Tarun Souradeep. LIGO-India. Resonance, 21(3):225–231, 2016.
[37] LIGO Scientific Collaboration, Virgo Collaboration, KAGRA Collaboration,
et al. Prospects for Observing and Localizing Gravitational-Wave
Transients with Advanced LIGO and Advanced Virgo and KAGRA.
Living Rev. Relativity, 19(1), 2016.
[38] Guido Mueller, Hiro Yamamoto, Bill Kells, David Ottaway, Muzammil Arain,
Yi Pan, and Peter Fritschel. Stable recycling cavities for Advanced
LIGO, 2007. LIGO DCC Document G050423-00. http://www.ligo.caltech.
edu/docs/G/G050423-00/G050423-00.pdf.
[39] Jun Mizuno, Kenneth A Strain, PG Nelson, JM Chen, Roland Schilling, Al-
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