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ABSTRACT
Removing the aberrations introduced by the Point Spread Function (PSF) is a fundamental aspect of astronomical image processing.
The presence of noise in observed images makes deconvolution a nontrivial task that necessitates the use of regularisation. This task is
particularly difficult when the PSF varies spatially as is the case for the Euclid telescope. New surveys will provide images containing
thousand of galaxies and the deconvolution regularisation problem can be considered from a completely new perspective. In fact, one
can assume that galaxies belong to a low-rank dimensional space. This work introduces the use of the low-rank matrix approximation
as a regularisation prior for galaxy image deconvolution and compares its performance with a standard sparse regularisation technique.
This new approach leads to a natural way to handle a space variant PSF. Deconvolution is performed using a Python code that
implements a primal-dual splitting algorithm. The data set considered is a sample of 10 000 space-based galaxy images convolved
with a known spatially varying Euclid-like PSF and including various levels of Gaussian additive noise. Performance is assessed
by examining the deconvolved galaxy image pixels and shapes. The results demonstrate that for small samples of galaxies sparsity
performs better in terms of pixel and shape recovery, while for larger samples of galaxies it is possible to obtain more accurate
estimates of the galaxy shapes using the low-rank approximation.
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1. Introduction
Deconvolution has been an indispensable mathematical tool in
signal and image processing for several decades. In diverse fields
such as medical imaging and astronomy accurate and unbiased
knowledge of true image properties is paramount. All optical
systems, however, are subject to imperfections that distort the
images. The sum of these aberrations is commonly referred to as
the Point Spread Function (PSF).
Many methods have been devised over the years to de-
convolve the effects of a known PSF from an observed im-
age. The most popular algorithm in astrophysics is certainly
the Richardson-Lucy algorithm (Richardson 1972; Lucy 1974),
which iteratively searches for the maximum likelihood solution
assuming Poisson noise. This algorithm has been applied to a va-
riety of different topics such as the dust trails of comets (Sykes &
Walker 1992), the inner properties of M31 (Kormendy & Bender
1999), the X-Ray remnants of supernovae (Burrows et al. 2000),
the mass distribution of exoplanets (Jorissen et al. 2001), the
shape estimation of galaxies for weak lensing analysis (Kitching
et al. 2008) and the primordial power spectrum (Hamann et al.
2010). The major drawback of the Richardson-Lucy algorithm is
that it is not regularised and it converges (slowly) to a noisy so-
lution. In practice, the user generally stops the algorithm before
convergence, after a arbitrary number of iterations. This can be
considered as a form of regularisation, but it is not very efficient
(Starck & Murtagh 2006). Another example is the CLEAN al-
gorithm (Högbom 1974), which assumes objects are comprised
of point sources and has been applied to the study of extragalac-
tic radio sources (Miley 1980). Early implementations of regu-
larisation in deconvolution problems are the Maximum Entropy
Method (MEM) of Gull & Daniell (1978) and the Pixon method
? email: samuel.farrens@cea.fr
(Dixon et al. 1996), which models objects as the sum of pseu-
doimages but has the tendency to overregularise fainter sources.
Sparsity has emerged as a extremely powerful approach to regu-
larise inverse problems in general, including deconvolution, es-
pecially when using wavelets for representing the data (Starck
et al. 2015b). For example, it has been shown with LOFAR data
that sparsity improves the resolution of restored images by a fac-
tor of two compared to the standard CLEAN algorithm (Garsden
et al. 2015). Similarly, introducing wavelets into the Richardson-
Lucy algorithm (Starck & Murtagh 1994; Murtagh et al. 1995)
or into the Maximum Entropy Method (Starck & Murtagh 1999)
has been shown to be extremely efficient. See Starck et al. (2002)
for an in-depth review of various deconvolution techniques and
their applications to astronomical data.
Very few efficient methods have been proposed so far for the
case in which the PSF is varying spatially. The simplest approach
consists in partitioning the image into overlapping patches and
then independently deconvolving each patch with the PSF cor-
responding to its centre. A more elegant approach would consist
in having an Object-Oriented Deconvolution (Starck et al. 2000).
In this case, the assumption is made that the objects of interest
can first be detected using software like SExtractor (Bertin &
Arnouts 1996) and then each object can be independently de-
convolved using the PSF associated to its centre. In this paper,
this concept is extended and, using the premise that galaxies be-
long to a low dimensional manifold, it is shown that an object-
oriented deconvolution also leads to a new way to regularise the
problem.
This work additionally investigates the novel idea of low-
rank galaxy penalisation and compares the results with the state-
of art deconvolution algorithm, namely sparsity, that employs
sparse wavelet prior knowledge to aide in the deconvolution
of galaxy survey images. The data used for these tests consist
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of a catalogue of space-based galaxy images convolved with a
Euclid-like spatially varying PSF.
This paper is organised as follows. Section 2 provides a brief
introduction to some of the mathematical techniques commonly
implemented in space variant deconvolution. Section 3 intro-
duces the concept of using the low-rank approximation to regu-
larise a deconvolution problem. Section 4 describes the optimisa-
tion algorithm used to implement the deconvolution techniques.
The data used to test these techniques is described in Sect. 5 and
Sect. 6 shows the results of the application to the data. Finally,
Sect. 7 presents the overall conclusions taken from this work.
Notation
The following notation conventions are adopted throughout this
paper:
– bold lower case letters are used to represent vectors;
– bold capital case letters are used to represent matrices;
– vectors are treated as column vectors unless explicitly men-
tioned otherwise.
L∗ denotes the adjoint operator of a linear operator L. ρ(·)
denotes the spectral norm (i.e. the largest singular value) of a
matrix or a linear operator.
The ith coefficient of a vector x is denoted by xi. The co-
efficient (i, j) of a matrix M is denoted by Mi, j. M:, j and Mi,:
represent the jth column and ith row of M, which are treated as
column and row vectors respectively.
The underlying images are written in lexicographic order
(i.e. lines after lines) as column vectors of pixels values and
the 2D convolution operations are represented by matrix-vector
products. Each image is comprised of p pixels.
2. Space variant deconvolution
2.1. Linear inverse problem
The process of deconvolving an observed image that contains
random noise and for which the PSF of the optical system is
known is equivalent to solving the linear inverse problem
y = Hx + n, (1)
where y is the observed noisy image, x is the signal (i.e. the
“true” image) to be recovered, n is the noise content and H rep-
resents the convolution with the PSF.
For the purposes of this work, galaxy images are assumed
to be those that can be detected in a typical galaxy survey using
source extraction software such as SExtractor (Bertin & Arnouts
1996). In other words, the intergalactic medium is neglected.
For a survey of galaxy images let (yi)0≤i≤n denote the set of
detected galaxies and (xi)0≤i≤n the corresponding true galaxy im-
ages. Eq. 1 can then be reformatted for the case in which the PSF
varies as a function of position on the sky (hereafter referred to
as a space variant PSF) as
Y = H(X) + N, (2)
where Y = [y0, y1, . . . , yn], X = [x0, x1, . . . , xn], N =
[n0,n1, . . . ,nn] is the noise corresponding to each image and
H(X) = [H0x0,H1x1, . . . ,Hnxn] is an operator that represents
the convolution of each galaxy image with the corresponding
PSF for its position.
In order to solve a problem of this type one typically attempts
to minimise some convex function such as the least squares min-
imisation problem
argmin
X
1
2
‖Y −H(X)‖22, (3)
which aims to find the solution Xˆ that gives the lowest possible
residual (Y −H(Xˆ)).
This problem is ill-posed as even the tiniest amount of noise
will have a large impact on the result of the operation. Therefore,
to obtain a stable and unique solution to Eq. 2, it is necessary to
regularise the problem by adding additional prior knowledge of
the true images.
2.2. Positivity prior
A very simple constraint that can be imposed upon Eq. 3 is that
all of the pixels in the reconstructed images have positive values
which gives
argmin
X
1
2
‖Y −H(X)‖22 s.t. X ≥ 0, (4)
where the inequality is entry-wise. This is a very sensible as-
sumption as it is known a priori that the true images cannot have
negative pixel values.
This prior is used for all the minimisation problems imple-
mented in this paper and is hereafter referred to as a positivity
constraint.
2.3. Sparsity prior
A powerful regularisation constraint that can be applied to a
large variety of inverse problems is the prior knowledge that a
given signal can be sparsely represented in a given domain. In
other words, if it is known that the signal that one aims to re-
cover is sparse (i.e. most of the coefficients are zero) when acted
on by a given transform (e.g. Fourier, wavelet, etc.), one can im-
pose that the recovered signal must also be sparse under the same
transformation. This significantly limits the possible solutions of
the minimisation problem.
The exact sparsity of a signal can be measured with the l0
pseudo-norm (‖ · ‖0), which simply counts the number of non-
zero elements in the signal. This, however, is computationally
hard to solve in practical applications (specifically NP-hard) and
thus sparse solutions are generally promoted via the l1 norm,
‖x‖1 =
p−1∑
i=0
|xi|. (5)
A clear link can be seen with the idea behind the MEM
method. Indeed, here the amount of information contained in a
solution is measured by the l1 norm. To solve the problem a solu-
tion must be found that is both compatible with the data and that
contains the smallest amount of information possible. A hugely
compelling argument for sparse regularisation is the compressive
sensing theorem. This theorem demonstrates that, under certain
conditions regarding the signal x and the operator H, a perfect
reconstruction can be achieved through l1 minimisation. Such a
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Fig. 1. The average nonlinear approximation error as function of per-
centage of largest coefficients for 10 000 galaxy images. The solid red
line denotes the decay in the starlet space and the blue dashed line de-
notes the decay in the direct space.
theorem does not exist for any other regularisation technique.
In most cases the required conditions are not satisfied, but one
can still see the compressed sensing theorem as an asymptotical
behaviour of the problem.
Galaxy images are not sparse in the pixel domain. It is there-
fore useful to introduce a matrix Φ that transforms the images
into a domain which is more sparse. So, for a galaxy image rep-
resented by a vector x, the vector Φx is approximately sparse.
Adding the corresponding l1 constraint to Eq. 4 gives the
minimisation problem
argmin
X
1
2
‖Y −H(X)‖22 + λ‖Φ(X)‖1 s.t. X ≥ 0 (6)
where Φ(X) = [Φx0,Φx1, . . . ,Φxn], ‖Φ(X)‖1 def= ∑ni=0 ‖Φxi‖1
and λ is a regularisation control parameter.
For complex signals, such as images, wavelets provide an ex-
cellent basis for sparse decomposition. This is because wavelets
provide simultaneous information about the scale and position
of features in a given image which in turn leads to better control
of the noise.
Sparse regularisation using wavelets has been very success-
ful when applied to topics such as weak lensing mass map-
ping (Leonard et al. 2014; Lanusse et al. 2016), the analysis
of the cosmic microwave background (Bobin et al. 2014) and
PSF reconstruction (Ngolè Mboula et al. 2014). See Starck et al.
(2015b) and references therein for a comprehensive review of
sparse regularisation.
2.4. Sparsity implementation
For this work, sparse representations of the galaxy images are
obtained using the starlet transform (i.e an isotropic undecimated
wavelet transform, Starck et al. 2015a). The efficiency of this
sparse decomposition is demonstrated in fig. 1, which shows the
average nonlinear approximation error for the galaxy images as
a function of the percentage of largest coefficients (see Starck
et al. 2015b, chap. 8). The solid red line denotes the decay in
the starlet space and the blue dashed line denotes the decay in
the direct space. The figure clearly shows a faster decay for the
starlet decomposition.
The starlet transform decomposes an image, x, into a coarse
scale, xJ , and wavelet scales, (w j)1≤ j≤J ,
x = xJ +
J∑
j=1
w j, (7)
where the first level ( j = 1) corresponds to the highest frequen-
cies (i.e. the finest scale). The starlet transform is well suited
to most astronomical images which are generally isotropic. The
starlet transformation implemented in this work is that provided
in the iSAP1 software package using J = 3 and neglecting the
coarse scale.
Minimisation with sparse regularisation is implemented by
solving a sequence of problems of the form
argmin
X
1
2
‖Y −H(X)‖22 + ‖W(k)  Φ(X)‖1 s.t. X ≥ 0 (8)
where Φ realises the starlet transform without the coarse scale,
W(k) is a weighting matrix, with 0 ≤ k ≤ kmax and  denotes the
Hadamard (entrywise) product. Thus, W(k) and Φ(X) are both
J ∗ p × n + 1 matrices. k is a reweighting index.
The l1 norm is generally implemented via soft-thresholding
(see Eq. 21). This means that the smallest coefficients will be set
to zero and the largest coefficients, which contain the most use-
ful information, will have reduced amplitudes. This can lead to
a biased reconstruction of the original signal. Therefore, to alle-
viate this imbalance and more closely approximate the l0 norm,
the reweighting scheme described in Candès et al. (2008) is im-
plemented. Let Xˆk denote the solution to Eq. 8 for a given k. The
weights are defined by the recurrence relation
W(k+1)i, j = W
(k)
i, j
1
1 + |Φ(Xˆ
(k))i, j |
W(0)i, j
(9)
where W(0) denotes the initial weighting matrix. W(0) is set ac-
cording to the uncertainty that propagates to the estimated galax-
ies wavelet coefficients in the deconvolution process. The idea
is to assign strong weights to the wavelet coefficients that are
severely affected by the observational noise and weaker weights
to the others. To do so, the wavelet matrix is written as
Φ = [Φ1T , · · · ,ΦJT ]T , (10)
where Φ jxi is the jth (undecimated) wavelet scale of the image
xi.
If the PSF convolution matrices, Hi, were invertible and
well-conditioned, a straightforward restoration procedure would
consist in denoising the vector Hi −1yi by thresholding its
wavelet coefficients at the scale j according to a threshold vector
ti j defined as
ti jm = κ jσi‖Φ jm,:Hi −1‖2 (11)
for j = 1 · · · J, where σi is the noise standard deviation in the ith
galaxy image and κ j is a scale dependent tuning parameter which
1 http://www.cosmostat.org/software/isap/
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can be set as 3 or 4 if the noise is Gaussian. If soft-thresholding
is used, this amounts to solving the optimisation problem
argmin
α1,··· ,αJ
1
2
‖ΦHi −1yi − [α1T , · · · ,αJT ]T ‖22 +
J∑
j=1
‖ti j  α j‖1.
(12)
Such a direct restoration is unsuitable since, as previously
mentioned, convolution operators are ill-conditioned, which pre-
vents an accurate inversion. Hi −1, however, can be replaced by
HiT , which gives
ti jm = κ jσi‖Φ jm,:HiT ‖2. (13)
The initial weighting can thus be defined as
W(0):,i = [t
i1T , · · · , tiJT ]T , (14)
for i = 0 · · · n.
This weighting allows one to penalise the wavelet coeffi-
cients according to the propagated uncertainty. On the other
hand, the reweighting scheme decreases the penalty on the
wavelet coefficients that are largely above their expected noise
level, which mitigates the bias induced by the l1 norm.
Assuming a white Gaussian noise distribution across the
whole field-of-view, the noise standard deviation can be esti-
mated as σest = 1.4826 ×MAD(Y) where MAD stands for me-
dian absolute deviation and
MAD((xi)1≤i≤l) = median((|xi −median((xi)1≤i≤l)|)1≤i≤l). (15)
In practice, the number of scales, J, was set to 3, the tuning
parameters in Eq. 13 were chosen as κ1 = 3, κ2 = 3, and κ3 = 4,
and the number of reweightings was set to 1.
3. Low-rank prior
3.1. Low-rank approximation as a regularisation prior
Solving Eq. 8 is equivalent to deconvolving the detected galax-
ies independently from one another. A novel way of approach-
ing astronomical image deconvolution is to take advantage of the
similarity between galaxy images in a joint restoration process.
Indeed, the similar nature of the various galaxy images increases
the degeneracy and thus reduces the rank of the matrix X. There-
fore, using the prior knowledge that the solution must be of re-
duced rank can also be used to regularise the inverse problem.
The rank of a matrix can be determined simply by count-
ing the number of non-zero singular values after decomposition
(X = UΣVH , H denoting the Hermitian transpose). One may
naively assume then that the optimisation problem can be regu-
larised by minimising the rank of the reconstruction but, as with
the l0 norm in sparse regularisation, this is a non-convex func-
tion and computationally hard to solve. Consequently, the nu-
clear norm,
‖X‖∗ =
min(n+1,p)∑
k=1
σk(X) (16)
where σk(X) denotes the kth largest singular value of X, is used
instead to promote low-rank solutions.
When combined with Eq. 4, this constraint gives the minimi-
sation problem
argmin
X
1
2
‖Y −H(X)‖22 + λ‖X‖∗ s.t. X ≥ 0 (17)
where λ is a regularisation control parameter.
Low-rank techniques have been applied to exoplanet detec-
tion by Gomez Gonzalez et al. (2016). See Candès & Recht
(2009) for a more complete introduction to low-rank approxi-
mations.
3.2. Low-rank implementation
For this work, the assumption is made that a catalogue of similar
galaxy images can be approximated by a low-rank representa-
tion. Minimisation is implemented via Eq. 17 and the threshold,
λ, is calculated as
λ = ασest
√
max(n + 1, p)ρ(H) (18)
where α is a threshold factor that was set to 1 for this work. The
noise estimate, σest, is calculated in the same way as for sparse
regularisation.
4. Optimisation
4.1. Convex minimisation
In order to tackle the minimisation problems discussed in the
previous sections, a Python code was developed that implements
the primal-dual splitting technique described in Condat (2013).
Specifically, algorithm 3.1 from Condat (2013) is implemented,
neglecting the error terms (as shown in algorithm 1), which aims
to solve problems of the form
argmin
x
[F(X) + G(X) + K(L(X))] (19)
where F is a convex function with gradient ∇F, G and H are
functions with proximity operators that can be solved efficiently,
and L is a linear operator.
Algorithm 1 Choose the proximal parameters τ > 0, ς > 0, the
positive relaxation parameter, ξ, and the initial estimate (X0,Y0).
Then iterate, for every k ≥ 0
1: X˜k+1 = proxτG(Xk − τ∇F(Xk) − τL∗(Yk))
2: Y˜k+1 = Yk +ςL(2X˜k+1−Xk)−ςproxK/ς
(
Yk
ς
+L(2X˜k+1−Xk)
)
3: (Xk+1,Yk+1) := ξ(X˜k+1, Y˜k+1) + (1 − ξ)(Yk,Yk)
In algorithm 1, X and Y are the primal and dual variables
respectively. Upon convergence of the algorithm the primal vari-
able will correspond to the final solution (i.e. the stack of decon-
volved galaxy images).
For all implementations of this algorithm the primal prox-
imity operator, proxτG, is the positivity constraint and ∇F(X) =
H∗(H(X) − Y).H∗(Z) = [HT0Z:,0,HT1Z:,1, . . . ,HTnZ:,n].
For sparse regularisation, the dual proximity operator,
proxK/ς, corresponds to a soft-thresholding with respect to the
weights, W(k) in Eq. 8, and the linear operator,L, corresponds to
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the starlet transform, Φ. Assuming that the matricesΦ j in Eq. 10
are circulant, the following inequality holds
ρ(Φ) ≤
J∑
j=1
‖Φ j0,:‖1. (20)
For low-rank regularisation, the dual proximity operator,
proxK/ς, corresponds to a hard-thresholding of the singular val-
ues by the threshold, λ. The linear operator, L, corresponds to
the identity operator, In, hence ρ(L) = 1.
The proximal parameters were set to ς = τ = 0.5 and the
relaxation parameter was set to ξ = 0.8 for all implementations.
Convergence was obtained when the change in the cost func-
tion was less than 0.0001 between iterations.
5. Data
5.1. Galaxy images
The 10 000 galaxy images used for the work presented in this
paper were obtained from data provided for the GREAT3 chal-
lenge (Mandelbaum et al. 2014)2. Specifically, the single epoch
real space-based galaxy images with a constant PSF. GREAT3
was a galaxy shape measurement challenge with the aim of im-
proving the quality of weak gravitational lensing analysis. The
challenge used COSMOS data (Koekemoer et al. 2007; Scoville
et al. 2007a,b) obtained using the Advanced Camera for Survey
(ACS) on the Hubble Space Telescope (HST) and processed with
the GalSim software package (Rowe et al. 2015).
Each galaxy image has a pixel scale of 0.05 arcsec, which
is twice the resolution of Euclid (0.1 arcsec pixel scale). This
resolution was used to avoid the aliasing issues that will have to
be taken into account for the real undersampled Euclid images
(Cropper et al. 2013). The treatment of these issues is left for
future work as the focus of this paper is testing the performance
of the deconvolution priors.
Each galaxy is centred within a 96× 96 pixel postage stamp,
but the images were cropped to 41 × 41 to facilitate the use of
this data. The pixel flux of the objects range between 0.37 and
814.8, with a median value of 3.7.
These images are well suited to studying Euclid-like obser-
vations as the effects of the ACS PSF can be neglected for the
purposes of this work, they contain a very small and manage-
able amount of intrinsic noise, and they are derived from high
resolution space-based data.
5.2. Noise removal
The intrinsic noise is “removed” from each galaxy image, x, by
applying soft-thresholding to each image pixel, xi,
S Tλ(xi) =
{
xi − λsign(xi) if |xi| ≥ λ
0 otherwise
, (21)
where λ = (1−wi)×κ×σest, wi are pixel weights calculated based
on local pixel value correlation, κ = 4 and σest is an estimate of
the noise.
The noise is estimated by taking the median absolute devia-
tion (MAD) of the starlet transformed image,
σest =
1.4826 × MAD(Φ1x)
‖Φ10,:‖2
. (22)
2 http://great3challenge.info/
Fig. 2. Examples of 4 space variant Euclid-like PSFs.
5.3. Euclid PSFs
The space variant PSFs used are those described in Kuntzer et al.
(2016). In total there are 600 unique PSFs corresponding to dif-
ferent positions across the 4 CCD chips of the Euclid VIS in-
strument (Cropper et al. 2012). The PSFs were simulated using
the VIS pipeline and each one has a resolution 12 times that of
Euclid.
The PSFs are down-sampled by a factor of 6 to match the
resolution of the galaxy images. Some examples of the down-
sampled Euclid-like PSFs are shown in Fig. 2. These images
demonstrate the anisotropy and diversity of the PSFs used.
5.4. PSF convolution and Gaussian noise
To produce a stack of Euclid-like observations, Y, each image in
the stack of cleaned images, X, is normalised such that the pixel
values sum to 1.0, it is then convolved with a random Euclid-
like PSF (from the sample of 600) and finally Gaussian noise is
added. Gaussian additive noise does not encompass all the pre-
dicted sources of noise for Euclid VIS images, however this is
a reasonable approximation given that the dominant source of
noise expected is readout noise (Cropper et al. 2013).
For this work 5 values of σ (the noise standard deviation)
were chosen such that the observed galaxies have fixed SNR val-
ues of 1.0, 2.0, 3.0, 5.0 and 10.0 (i.e. 5 samples of 10 000 galaxy
images each of which has a fixed SNR for every galaxy).
6. Application to data
6.1. Quality metrics
Two metrics are implemented to test the quality of the stack of
galaxy images after deconvolution, Xˆ. The first is the median
pixel error, which gives a measure of how similar the decon-
volved images are to the original images. The pixel error is given
by
Perr = median
 ‖xi − xˆi‖22‖xi‖22

1≤i≤n
(23)
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A weighted version of the metric is implemented in appenidx A.
The second metric is the median ellipticity error, which gives
a measure of how well the galaxy shapes can be estimated from
the deconvoled images with respect to the clean images. The el-
lipticity error is given by
εerr = median
(
‖ε(xi) − ε(xˆi)‖2
)
1≤i≤n (24)
where ε = [ε1, ε2] is a measure of the ellipticity (or shape) of the
galaxy image. Details on how the ellipticities were calculated are
provided in appendix B.
The regularisation technique that produces the stack of
galaxy images with lower values of Perr and εerr at a given SNR
is considered to have the better performance.
6.2. Results
The results of applying the deconvolution code to the data de-
scribed in Sect. 5 are shown in Fig. 3 and Fig. 4. In these fig-
ures solid blue lines indicate results obtained using sparse reg-
ularisation and dashed purple lines indicate results obtained us-
ing the low-rank approximation. In both figures, the top-left and
top-right panels show the mean results with standard deviation
error-bars as a function of SNR for 10 random samples of 100
and 1000 galaxy images respectively. The bottom panels show
the results as a function of SNR for the full sample of 10 000
galaxy images. Fig. 4 contains an additional curve in each panel
(green dotted lines) that shows the ellipticities obtained from a
pseudo-inverse deconvolution (see appendix C for details). Tech-
niques similar to this are commonly implemented in weak lens-
ing analysis to measure galaxy ellipticities.
With regards to the pixel error, sparsity appears to produce
better results than the low-rank approach, however the low-rank
results improve significantly (by ∼ 10%) as the number of galaxy
images increases from 100 to 10 000. When the full sample is
used the difference in the pixel error between the two techniques
is around 2%.
For the ellipticity error, sparsity performs better when only
100 galaxies are used. With 1000 galaxies the low-rank results
show an improvement of a few percent with respect to sparsity
and when all 10 000 are used low-rank regularisation can pro-
vide up to a 10% gain in the ellipticity measurements for low
SNR. In all cases the low-rank method performs better than the
pseudo-inverse in terms of ellipticity error.
Figures 5, 6 and 7 present some examples of individual
galaxy images. The top panel in each figure shows the true
galaxy images (i.e. the original GREAT3 image after intrinsic
noise removal). The first row of the lower panel shows the ob-
served galaxy images (i.e. convolved with Euclid-like PSF) with
various levels of Gaussian noise. The second row shows the im-
ages after deconvolution with a sparse prior and the third row
shows the corresponding residuals (xi − xˆi). The fourth and fifth
rows show the images after deconvolution with a low-rank prior
and corresponding residuals respectively. The absolute value of
the image pixels are displayed to include negative pixel values
and pixels with absolute values below 0.0005 are shown in black
for better contrast. In each of these examples both the low-rank
and sparsity methods appear to capture the details of the central
galaxy pixels, however there is less structure in the tails of the
low-rank residuals.
These results demonstrate the potential benefits of exploiting
the low-rank matrix approximation for a large sample of galaxy
images where many of the images are similar.
6.3. Convergence speed
The convergence speed is a factor that was not taken into con-
sideration when comparing the performance of the two regulari-
sation techniques. It should be noted, however, that the low-rank
method converged more quickly than the sparsity approach as no
re-weighting is required.
Reproducible research
In the spirit of reproducible research, the space variant decon-
volution code has been made freely available on the CosmoStat
website3. The noiseless galaxy images have also been provided
along with details on how to repeat the experiments performed
in this paper.
7. Conclusions
A sample of 10 000 PSF-free space-based galaxy images were
obtained from within the GREAT3 data sets and the intrinsic
noise in these images was removed. The images were then con-
volved with Euclid-like spatially varying PSFs and different lev-
els of Gaussian noise were added to create a series of galaxy
images that would be expected from a survey like Euclid.
It has been demonstrated that, using the object oriented de-
convolution approach, a new perspective is open for future sur-
vey image deconvolution, where images contain many galaxies,
which can be assumed to be lying on a given low dimensional
manifold. Therefore, a low-rank approximation can be seen as
an alternative approach to the most powerful regularising tech-
niques. A deconvolution code that implements both sparsity and
a low-rank approximation was developed. This code was applied
to various samples of the data and the two regularisation methods
were compared by examining the relative pixel and ellipticity er-
rors in the resulting images as a function of SNR.
The results show that for ten random samples of 100 im-
ages sparsity outperforms the low-rank approach in terms of the
galaxy images recovered and their corresponding shapes. For
ten random samples of 1000 images, the low-rank method per-
forms slightly better with regards to shape recovery. When the
full sample of 10 000 images is examined, the low-rank method
produces significantly lower ellipticity measurement errors par-
ticularly for low SNR where the improvement with respect to
sparsity is around 10%. Also, the degradation in terms of pixel
error compared to sparsity is at most 2%. This implies that for
a sufficiently large sample of images the rank of the matrix can
be significantly reduced and used as an effective regularisation
prior. This is particularly interesting for projects that require ac-
curate estimates of galaxy shapes.
For future work, it may be interesting to investigate the ef-
fects of applying both regularisation techniques simultaneously
to see if this can improve the current results. Another interesting
study would be to examine the performance when the PSF is not
fully known, often the case in real galaxy surveys.
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Fig. 3. Pixel error as a function of SNR. Mean results from 10 random samples of 100 galaxy images with standard deviation error bars (top-left
panel). Mean results from 10 random samples of 1000 galaxy images with standard deviation error bars (top-right panel). Results for all 10 000
galaxy images (bottom). Solid blue lines indicate results obtained using sparse regularisation and dashed purple lines indicate results obtained
using the low-rank approximation.
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Fig. 4. Ellipticity error as a function of SNR. Mean results from 10 random samples of 100 galaxy images with standard deviation error bars
(top-left panel). Mean results from 10 random samples of 1000 galaxy images with standard deviation error bars (top-right panel). Results for all
10 000 galaxy images (bottom). Solid blue lines indicate results obtained using sparse regularisation, dashed purple lines indicate results obtained
using the low-rank approximation and dotted green lines indicate results obtained using a pseudo-inverse deconvolution.
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Fig. 5. Galaxy 8 of 10 000 reference image (top pannel), the image convolved with a Euclid-like PSF and various levels of Gaussian noise
added (bottom panel first row), the image after deconvolution with sparse regularisation (bottom panel second row), the residual from sparse
deconvolution (bottom panel third row), the image after deconvolution with low-rank regularisation (bottom panel forth row) and the residual from
low-rank deconvolution (bottom panel fifth row). Images display the absolute value of the pixels with values less than 0.0005 shown in black.
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Fig. 6. Galaxy 2676 of 10 000 reference image (top pannel), the image convolved with a Euclid-like PSF and various levels of Gaussian noise
added (bottom panel first row), the image after deconvolution with sparse regularisation (bottom panel second row), the residual from sparse
deconvolution (bottom panel third row), the image after deconvolution with low-rank regularisation (bottom panel forth row) and the residual from
low-rank deconvolution (bottom panel fifth row). Images display the absolute value of the pixels with values less than 0.0005 shown in black.
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Fig. 7. Galaxy 9878 of 10 000 reference image (top pannel), the image convolved with a Euclid-like PSF and various levels of Gaussian noise
added (bottom panel first row), the image after deconvolution with sparse regularisation (bottom panel second row), the residual from sparse
deconvolution (bottom panel third row), the image after deconvolution with low-rank regularisation (bottom panel forth row) and the residual from
low-rank deconvolution (bottom panel fifth row). Images display the absolute value of the pixels with values less than 0.0005 shown in black.
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Appendix A: Weighted pixel error
The pixel errors were additionally calculated using the following
metric
WPerr = median
 ‖(xi − xˆi)  w‖22‖xi  w‖22

1≤i≤n
(A.1)
where w is an isotropic Gaussian kernel with σ = 5. This choice
ensures that the central galaxy pixels, which contain most of the
information, have higher weights than the tails of the distribu-
tion. The results are shown in Fig. A.1.
The relative performance of the two regularisation tech-
niques is consistent with that shown in Fig. 3 and indicates that
sparsity better recovers the central pixel values by a few percent.
Appendix B: Ellipticity measurement
Ellipticities were measured following the prescription described
in Ngolè Mboula & Starck (2016). The ellipticity components
are given by
ε1(xi) =
< xi,U4 >< xi,U2 > − < xi,U0 >2 + < xi,U1 >2
< xi,U3 >< xi,U2 > − < xi,U0 >2 − < xi,U1 >2
(B.1)
ε2(xi) =
2
(
< xi,U5 >< xi,U2 > − < xi,U0 >< xi,U1 >
)
< xi,U3 >< xi,U2 > − < xi,U0 >2 − < xi,U1 >2
(B.2)
where <, > denotes the inner product, Ui are shape projection
components
U1 = (k)1≤k≤Nl,1≤l≤Nc , U2 = (l)1≤k≤Nl,1≤l≤Nc ,
U3 = (1)1≤k≤Nl,1≤l≤Nc U4 = (k
2 + l2)1≤k≤Nl,1≤l≤Nc
U5 = (k2 − l2)1≤k≤Nl,1≤l≤Nc U6 = (kl)1≤k≤Nl,1≤l≤Nc (B.3)
Fig. A.1. Weighted pixel error as a function of SNR for all 10 000
galaxy images. Solid blue lines indicate results obtained using sparse
regularisation and dashed purple lines indicate results obtained using
the low-rank approximation.
and Nc and Nl correspond to the number of columns and lines in
the image xi respectively.
It should be noted that equations B.1 and B.2 give identi-
cal results to more common implementations (e.g. Cropper et al.
2013, eq. 12).
Appendix C: Pseudo-Inverse Deconvolution
The pseudo-inverse deconvolution was implemented as
˜ˆxi =
h˜∗iy˜i
hˆ∗ih˜i
g˜ (C.1)
where ˜ˆxi, y˜i and h˜i represent the Fourier transforms of the de-
convolved image, the observed image and the PSF respectively.
h˜∗i is the complex conjugate of h˜i and g˜ is an isotropic Gaussian
kernel. For this work a Gaussian kernel with σ = 2 was used.
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