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We present a general theory of classical metastability in open quantum systems. Metastability is
a consequence of a large separation in timescales in the dynamics, leading to the existence of a regime
when states of the system appear stationary, before eventual relaxation towards a true stationary
state at much larger times. In this work, we focus on the emergence of classical metastability, i.e.,
when metastable states of an open quantum system with separation of timescales can be approx-
imated as probabilistic mixtures of a finite number of states. We find that a number of classical
features follow from this approximation, for both the manifold of metastable states and long-time
dynamics between them. Namely, those states are approximately disjoint and thus play the role of
metastable phases, and the relaxation towards the stationary state is approximated by a classical
stochastic dynamics between them. Importantly, the classical dynamics is observed not only on
average, but also at the level of individual quantum trajectories: we show that time coarse-grained
continuous measurement records can be viewed as noisy classical trajectories, while their statistics
can be approximated by that of the classical dynamics. Among others, this explains how first-order
dynamical phase transitions arise from metastability. Finally, in order to verify the presence of
classical metastability in a given open quantum system, we develop an efficient numerical approach
that delivers the set of metastable phases together with the effective classical dynamics. Since the
proximity to a first-order dissipative phase transition manifests as metastability, the theory and
tools introduced in this work can be used to investigate such transitions - which occur in the large
size limit - through the metastable behavior of many-body systems of moderate sizes accessible to
numerics.
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I. INTRODUCTION
With continuing advances in the control of experimen-
tal platforms used as quantum simulators, such as ultra-
cold atomic gases, Rydberg atoms and circuit quantum-
electrodynamics [1–7], a broad range of nonequilibrium
phenomena of open many-body quantum systems has
been observed recently. Theoretical studies have pro-
gressed via the combination of methods from atomic
physics, quantum optics and condensed matter, giving
rise to a range of techniques including quantum jump
Monte Carlo (QJMC) [8], simulations via tensor net-
work [9], and field theoretical approaches [10–12].
Often the focus of studies on nonequilibrium open
many-body quantum systems is a phase diagram of the
stationary state, and the related question of the struc-
ture of dissipative phase transitions occurring in the ther-
modynamic limit of infinite system size. This includes
whether such systems can exhibit bistability (or multista-
bility) of the stationary state, a topic covered both the-
oretically [13–17] and experimentally [18, 19], and which
order parameters are relevant for distinguishing the coex-
isting phases. Mean-field results often suggest multiple
stationary states in the thermodynamic limit [12, 20],
however, more sophisticated (albeit still approximate)
techniques such as variational approaches [21–23], infi-
nite tensor network simulations [9] or a field-theoretical
analysis [12] can still indicate a unique stationary state.
While it is unusual to see phase transitions at finite
system sizes [24, 25], first-order phase transitions in sta-
tionary states manifest at large enough finite system
sizes [26] through the occurrence ofmetastability, i.e., dis-
tinct timescales in the evolution of the system statistics:
classically, in the probability distribution over configura-
tion space [27–31]; quantum mechanically, in the density
matrix [32, 33]. The statistics of such systems at long
times can be understood in terms of metastable phases
which generally correspond to the phases on either side of
the transition being distinct from the unique stationary
state for a given set of parameters. Therefore, already at
a finite system size the structure of a possible first-order
dissipative phase transition can be fully determined by
investigating metastable states of the system [33], which
is of particular importance for many-body open quan-
tum systems, where exact methods are often limited to
numerical simulations of finite systems of modest size.
Metastability can also emerge in complex relaxation
towards a unique stationary state, even without a phase
transition present in the thermodynamic limit. This is
the case in classical kinetically constrained models [34–
39] and recent open quantum generalizations of these
models [40–42]. Here, the study of metastability can un-
fold the long-time dynamics responsible for the complex
relaxation to the stationary state [32], with metastable
phases corresponding to dynamical rather than static
phases.
For classical systems with Markovian dynamics [27–
31] and open quantum systems [32, 43] described by the
Lindblad formalism [44, 45], metastability necessarily re-
quires a large separation in the spectrum of the master
operator governing the system evolution. This separa-
tion leads to metastable states residing in a space of a
reduced dimension given by the slow eigenmodes of the
master operator, and long time dynamics taking place
within that space.
As discussed above, it is vital to develop approaches to
efficiently uncover the structure of metastable manifolds
(MMs) and long-time dynamics. In this work, we achieve
this for classical metastability in open quantum systems,
as follows. We define classical metastability as the case,
where metastable states can be approximated as proba-
3Figure 1. Metastability in Markovian open quantum
systems: (a) Metastability corresponds to a separation in
the real part of master operator spectrum, between m− 1
slow (blue dashed) and fast modes (black solid), while the
stationary state corresponds to 0 eigenvalue (red solid); here
m = 4. (b) The manifold of metastable states is described
by coefficients ck [Eq. (4)], k = 2, ...,m, of decomposition be-
tween slow modes (dots for random initial pure states). The
long-time dynamics takes place within that manifold, with
the exponential decay of the coefficients towards the station-
ary state (red sphere) [Eqs. (3) and (5)]. Metastability can be
observed experimentally as a plateau in the dynamics of ob-
servable averages (c) or two-point correlations (d) appearing
during the metastable regime, τ ′′  t τ ′ [Eqs. (8) and (9)].
Black (solid) lines show observable dynamics, blue (dashed)
lines the approximation by slow modes holding after the ini-
tial relaxation, t  τ ′′, and red (solid) lines the stationary
value achieved after the final relaxation, t  τ . (e) Long
timescales can also be observed in continuous measurement
records, e.g., as intermittence in detection of quanta emitted
due to jumps occurring in the system (two types shown in
blue and red; gray - without associated quanta), with regimes
of jump activity having a length comparable to the long-time
relaxation. See Appendix A for details on the model.
bility distributions over a set of m states, where m− 1 is
the number of slow eigenmodes in the dynamics. We then
show that the corrections to that approximation, which
can be estimated using an approach based on the exact
diagonalization of the master operator, play the role of
a figure of merit in emergent classical properties of the
manifold of metastable states and its long-time dynam-
ics. Namely, we show that m states can be considered
as distinct metastable phases, as they are approximately
disjoint and orthogonal to one another, while their basins
of attraction form the set of m order parameters used to
distinguish them. Furthermore, we find that the long-
time dynamics of the system can be approximated as
a classical stochastic dynamics between the metastable
phases. This holds both in the average system dynam-
ics and in individual quantum trajectories, as obtained
via individual runs of an experimental system, or from
QJMC simulations [8, 46]. Classical trajectories arise via
coarse graining of these in time. The classical dynam-
ics between the metastable phases is then responsible for
the occurrence of intermittence [20, 33, 41] or dynamical
heterogeneity [40, 42] in quantum trajectories. There-
fore, classical metastability is a phenomenon occurring
not only on average, but in dynamics of individual quan-
tum trajectories. Ale these results are also discussed in
the presence of further hierarchy of relaxation timescales.
Finally, while our approach does not rely on the pres-
ence of any dynamical symmetries (cf. Ref. [47]), we also
show that the set of metastable phases is approximately
invariant under any present symmetries. Thus, dynami-
cal symmetries lead to approximate cycles of metastable
phases and permutation symmetries of the classical long-
time dynamics, and, as such, we find that any nontrivial
continuous symmetries of slow eigenmodes of the dynam-
ics preclude classical metastability.
In order to verify the classicality of metastability
present in a general open quantum system, we develop
an efficient numerical technique that directly identifies
the set of metastable phases and the effective structure of
long-time dynamics. If a dynamical symmetry is present,
the verification of classicality is further simplified. Our
approach relies on the ability to diagonalize the sys-
tem master operator, which is usually possible only for
moderate system sizes, while metastability may become
prominent only for large system sizes. To mitigate this
potential issue, we show that for classical metastability
accompanied by intermittence or dynamical heterogene-
ity in quantum trajectories, metastable phases can be
extracted from quantum trajectories through the use of
large-deviation methods, such as the “thermodynamics of
trajectories” [20, 41, 48–50]. Therefore, there is potential
to study classical metastability using QJMC simulations,
which are generally feasible at quadratically larger sys-
tem sizes than exact diagonalization of the generator.
This paper is organized as follows. In Sec. II, we review
the results of Ref. [32]. In Sec. III, we introduce the gen-
eral approach to classical metastability in open quantum
systems. We then discuss the resulting classical structure
of the MM in Sec. IV. The effectively classical system dy-
namics emerging at large times is discussed in Sec. V. We
refine these general results considering symmetries of the
system dynamics in Sec. VI. Finally, we introduce nu-
merical approaches to unfold the structure of classical
metastability in Sec. VII. A concrete example of the ap-
4plication to a many-body system of the general methods
introduced in this paper is given in the accompanying pa-
per [51] which studies in detail the metastability of the
open quantum East glass model [40].
Details and proofs of our results are presented in the
Appendix. The open quantum system which serves as
the illustration of our general results in Figs. 1-5 is dis-
cussed in Appendix A. The review of properties of classi-
cal stochastic dynamics can be found in Appendix B.
We give derivations of the general results on: classi-
cal metastability in Appendix C, classical metastable
phases in Appendix D, classical long-time dynamics in
Appendix E, classical hierarchy of metastabilities in Ap-
pendix F, and classical dynamical symmetries in Ap-
pendix G. Finally, the correctness of the new numerical
approach from Sec. VII is argued in Appendix H.
II. METASTABILITY IN OPEN QUANTUM
SYSTEMS
We begin by reviewing the spectral theory of metasta-
bility of Ref. [32]. We then introduce a quantitative de-
scription of those results by considering the corrections
to the stationarity during the metastable regime. In the
next section, we build on this to define when metastabil-
ity in open quantum systems becomes classical, which is
the main focus of this work.
A. Dynamics of open quantum systems
We consider an open quantum system with dynamics of
its average state described by a density matrix ρ evolving
according to a Lindblad master operator as dρ(t)/dt =
L[ρ(t)] (see Refs. [44–46]), where
L(ρ) = −i[H, ρ] +
∑
j
[
JjρJ
†
j −
1
2
{
J†j Jj , ρ
}]
. (1)
Here, H is the system Hamiltonian, while the jump oper-
ators Jj provide coupling of the system to the surround-
ing environment. If the interactions between the system
and the environment are associated to emissions of an en-
ergy quanta, the action of jump operators can be detected
through continuous measurements [46], e.g., counting of
photons emitted by atoms coupled to the vacuum electro-
magnetic field [20, 40–42]. Eq. (1) is a general dynamics
of a time-homogeneous Markovian open quantum sys-
tem, which arises for systems interacting weakly with an
effectively memoryless environment.
Since the master operator L acts linearly on ρ, the evo-
lution can be understood in terms of its eigenmatrices Rk
and their corresponding eigenvalues λk = λRk + i λ
I
k [52].
The real parts of these eigenvalues are not greater than 0,
λRk ≤ 0, as the dynamics in Eq. (1) is (completely) pos-
itive and trace preserving; we order the eigenvalues by
decreasing real part λRk . In particular, zero eigenvalues
correspond to stationary states [53, 54]. In this work,
we assume a generic case of a unique stationary state
R1 = ρss. The system state at time t can then be then
decomposed as
ρ(t) = etL[ρ(0)] = ρss +
∑
k≥2
cke
tλkRk, (2)
where the coefficients ck ≡ Tr[Lkρ(0)] are bounded by
the eigenvalues of Lk, with Lk being eigenmatrices of L†
normalized such that Tr(LkRl) = δkl (there is a freedom
of choice to normalize by scaling either Rk or Lk). The
values of these coefficients for a given physical state are
closely tied, such that the corresponding linear combi-
nation of Rk results in a positive matrix. We refer to
Lk and Rk as left and right eigenmatrices (eigenmodes),
respectively. Note that the trace-preservation of the dy-
namics implies that L1 = 1, and thus beyond ρss other
right eigenmatrices do not correspond to quantum states,
Tr(Rk) = Tr(L1Rk) = 0 for k ≥ 2. The time scale τ of
final relaxation to ρss from Eq. (2) can be seen to depend
on the gap in the spectrum, τ ≈ −1/λR2 .
B. Spectral theory of metastability
Metastability corresponds to a large separation in the
real part of the spectrum [32], −λRm  −λRm+1; see
Fig. 1(a). Times t after the initial relaxation τ ′′  t,
correspond to the terms beyond the m-th in the sum
in (2) being negligible (usually τ ′′ ≈ −1/λRm+1, so that
etλk ≈ 0 for k ≥ m+ 1) and the reduced expansion
ρ(t) = ρss +
m∑
k=2
cke
tλkRk + ..., (3)
where ... stands for negligible corrections [cf. Eq. (2)].
When the separation in the spectrum is big enough, it is
possible to consider times τ ′′  t  τ ′ when decay of
the remaining terms can further be neglected, etλ
R
k ≈ 1
for k ≤ m (usually τ ′ ≈ −1/λRm). This is the metastable
regime, during which the system state is approximately
stationary, i.e., metastable, as captured by
ρ(t) = ρss +
m∑
k=2
ckRk + ... ≡ P[ρ(0)] + ..., (4)
where we defined P as the projection onto the low-lying
eigenmodes of the master operator, which is trace and
Hermiticity preserving [55]. From Eq. (4) the manifold
of metastable states is fully characterized by the bounded
coefficients (c2, ..., cm) and thus it is (m−1)-dimensional.
The MM is also convex, as a linear transformation of the
convex set of initial states [see Fig. 1(b)].
At later times t & τ ′, only the slow modes contribute
to the evolution [cf. Eq. (3)]. Therefore, the dynamics
towards the stationary state takes place essentially inside
the MM [see Fig. 1(b)],
ρ(t) = etLMMP[ρ(0)] + ..., (5)
5and is generated by [cf. Figs. 1(c) and 1(d)]
LMM ≡ PLP. (6)
Metastability can be observed in the behavior of sta-
tistical quantities such as expectation values or autocor-
relations of system observables [32, 33, 56]. For a system
observable, e.g., spin magnetization, we have
〈O(t)〉 ≡ Tr [O ρ(t)] = Tr{O etL[ρ(0)]}
= 〈O〉ss +
∑
k
bk ck e
tλk , (7)
where we introduced decomposition of the observable into
the left eigenmodes with the coefficients bk ≡ Tr(ORk)
[cf. Eq. (2)], and b1 = 〈O〉ss = Tr(O ρss) is the static
average. After initial relaxation t τ ′′, the contribution
from fast modes can be neglected [cf. Eq. (3)],
〈O(t)〉 = 〈O〉ss +
m∑
k=2
bk ck e
tλk + ... (8)
= Tr
{
O etLMMP[ρ(0)]}+ ...,
and the observable dynamics in Eq. (7) is accurately cap-
tured by the effective long-time dynamics in Eq. (6).
Importantly, during the metastable regime τ ′′  t 
τ ′, the observable average is approximately station-
ary [cf. Eq. (3)], before the final relaxation to oss
[see Fig. 1(c)], allowing for a direct observation of the
metastability. This, however, requires preparation of an
initial system state different from the stationary state,
ρ(0) 6= ρss, something often difficult to achieve in experi-
mental settings. Nevertheless, for the system in the sta-
tionary state, metastability can be observed as double-
step decay in the time-autocorrelation of a system ob-
servable. This is a consequence of the first measurement
perturbing the stationary state, thus causing its subse-
quent evolution, which at time greater than τ ′′ follows
the effective dynamics [cf. Eq. (8)],
〈O(t)O(0)〉ss − 〈O〉2ss = Tr[OetLO(ρss)]− 〈O〉2ss (9)
= Tr[OetLMMPO(ρss)]− 〈O〉2ss + ...,
whereO denotes the superoperator representing the mea-
surement of the observable O on a system state [32, 33].
The autocorrelation initially decays from the observ-
able variance in the stationary state, 〈O2〉ss − 〈O〉2ss, to
the plateau at Tr[OPO(ρss)] − 〈O〉2ss in the metastable
regime, and afterwards to 0 during the final relaxation
[see Fig. 1(d)].
C. Quantitative theory of metastability
We now consider errors of approximations in Eqs. (3)-
(5) and in Eqs. (8) and (9). We argue that the central
figure of merit in the theory of metastability is given by
the corrections to the stationarity during the metastable
regime, i.e., the corrections in Eq. (4),
CMM ≡ sup
ρ(0)
sup
τ ′′tτ ′
‖ρ(t)− P[ρ(0)]‖ (10)
= sup
τ ′′tτ ′
‖etL − P‖.
Here, ‖X‖ = Tr(
√
X†X) denotes the trace norm for an
operatorX, while for a superoperator it denotes the norm
induced by the trace norm [57].
Indeed, the corrections to the positivity of metastable
states projected on the low-lying modes are defined by
the distance to the set of density matrices,
C+ ≡ sup
ρ(0)
inf
ρ
‖P[ρ(0)]− ρ‖ (11)
= sup
ρ(0)
‖P[ρ(0)]‖ − 1 ≡ ‖P‖ − 1,
with ρ and ρ(0) being density matrices [57] (the equal-
ity in the second line is proven in Appendix C), and
can be bounded by the corrections to the stationarity
in Eq. (10), by considering the distance to ρ ≡ ρ(t) with
time t within metastable regime,
C+ ≤ inf
τ ′′tτ ′
‖etL − P‖ ≡ C˜+ ≤ CMM, (12)
where the inequality is obtained by exchanging the supre-
mum and the infimum, which can only lead to a value
increase (actually the norm is convex and continuous so
the value is left unchanged). In the next section, we
present how these corrections translate into corrections
to the structure of metastable phases when the classical
metastability occurs.
Furthermore, beyond the metastable regime, the cor-
rections in Eq. (5) decay exponentially, as in the lead-
ing order they can be shown to be bounded by 2CnMM,
where n is an integer such that t/n belongs to metastable
regime [58]. Similarly, the corrections to observable av-
erages and correlations in Eqs. (8) and (9) are bounded
by 2CnMM‖O‖max and 2CnMM‖O‖2max, respectively, where
the max norm is the maximal singular eigenvalue of O.
Finally, we note that the corrections to the stationarity
in Eq. (10) depend on the length of the chosen metastable
regime, i.e., the choice of τ ′ and τ ′′ such that for times
τ ′  t  τ ′′ the truncation in Eq. (5) holds. Never-
theless, these corrections are always bounded from below
by the corrections to the positivity in Eq. (11), indepen-
dently from the choice of the length of the metastable
regime. We note, however, that a pronounced metastable
regime is a hallmark of metastability phenomenon, as
thus some of our results rely on it being much longer
than the initial relaxation time: the classical hierarchy
of metastable phases is discussed in Sec. IV, and the
correspondence of coarse-grained quantum trajectories to
classical stochastic trajectories is discussed in Sec. V.
6D. Dissipative phase transitions
When metastability is a consequence of approaching a
first-order dissipative phase transition, we have by def-
inition λRk → 0 (and thus −1/λRk → ∞) for k ≤ m.
In this case, the timescales describing the final relax-
ation diverge, τ ′, τ → ∞. Therefore, the smallest time
t  τ ′′ considered in Eq. (10) (i.e., the beginning of the
metastable regime) can be chosen arbitrarily large, so
that the corrections vanish, C+, CMM → 0.
III. CLASSICAL METASTABILITY IN OPEN
QUANTUM SYSTEMS
We now introduce the notion of classical metastability,
by the virtue of classical approximation of the degrees
of freedom present in the metastable regime. The cor-
responding corrections, together with the corrections to
the stationarity and the positivity, determine the quality
of classical approximations for the structure of the MM
and for the long time-dynamics in Secs. IV-VI.
A. Definition of classical metastability
We define classical metastability to take place when
any state of the system during the metastable regime
τ ′′  t  τ ′ can be approximated as a probabilistic
mixture of m states,
ρ(t) =
m∑
l=1
plρl + ..., (13)
where ρl ≥ 0 with Tr(ρl) = 1, l = 1, ...,m, represent
the states, while pl ≥ 0 with
∑m
l=1 pl = 1 represent the
probabilities that depend only on the initial system state
ρ(0). We refer to ρl as metastable phases (although their
metastability is not assumed, but it is proven to follow in
Sec. IV, together with their disjointness). The definition
in Eq. (13) is motivated by the structure of first-order
phase transitions in classical Markovian dynamics, where
m disjoint stationary probability distributions constitute
stable phases of the system, and the system is asymptot-
ically found in a probabilistic mixture of those phases,
with probabilities depending on the initial system config-
uration (we further discuss the assumption of the number
m of phases in Appendix C 1). In later Secs. IV-VB we
show that classical properties of metastable phases and
long-time dynamics akin to those in proximity to a first-
order transition in a classical system follow as well.
Remarkably, any metastable state in classical Marko-
vian dynamics can be approximated by a probabilistic
mixture of approximately disjoint metastable phases [27,
28, 30], whether metastability results from proximity to a
first-order phase transition, or from constrained dynam-
ics as in glassy systems. In open quantum dynamics, for
the bimodal case m = 2, any metastable state is a proba-
bilistic mixture of two approximately disjoint metastable
phases [32, 33]. For higher dimensional MMs, however,
the structure in general is no longer classical [32], as
not only disjoint phases, but also decoherence free sub-
spaces [59–61] and noiseless subsystems [62, 63] can be
metastable, e.g., when perturbed away from a dissipative
phase transition at a finite system size [53]. Therefore, it
is important to be able to verify whether a MM of an open
quantum system is classical as defined in Eq. (13). In this
section, we introduce such a systematic approach, which
we refer to as the test of classicality. For a given set of m
candidate system states, the test of classicality enables
one to verify the approximation of Eq. (13) and thus the
classical metastability. Furthermore, it also facilitates a
check of whether a given set ofm initial states evolve into
such metastable phases. Based on this last observation,
in Sec. VIIA we introduce an efficient numerical tech-
nique delivering sets of candidate states which, with the
help of the test of classicality, can be postselected into
metastable phases forming classical MMs.
B. Test of classicality
We first note that the definition of classicality in
Eq. (13) has an elegant geometric interpretation with the
MM in the space of coefficients being approximated by
a simplex (see Fig. 2). When the MM is classical, the
coefficients ck of a general state ρ can be approximated
from Eq. (4) as
∑m
l=1 plc
(l)
k , up to C + C˜+, where C is
the correction in trace norm in Eq. (13) and C˜+ is given
in Eq. (12) [64]. Here, c(l)k = Tr(Lkρl) represent the
metastable phases ρl in the coefficient space [cf. Eq. (4)],
ρ˜l ≡ P(ρl) = ρss +
m∑
k=2
c
(l)
k Rk, l = 1, ...,m. (14)
Therefore, the classicality implies that coefficients of any
metastable state can be approximated as a probabilis-
tic mixture of metastable phases coefficients. Thus, the
MM is approximated by a simplex in the coefficient space
with vertices given by the metastable phases. For low-
dimensional MMs (m ≤ 4), this can be verified visually
by projecting a randomly generated set of initial condi-
tions on their metastable states (in order to sample the
MM) and checking that they are found approximately
within the chosen simplex (cf. Fig. 2).
Motivated by the structure of classical MMs in the co-
efficient space, we now introduce the test of classicality
– a way of checking whether degrees of freedom describ-
ing metastable states during the metastable regime cor-
respond, approximately, to probability distributions.
Degrees of freedom in the MM are described by the
coefficients of decomposition into the eigenmodes Rk,
k = 1, ...,m, so that, with c1 = 1, their number is m− 1.
Motivated by Eq. (13), here we instead consider the de-
composition in the new basis given by the projections of
7Figure 2. Classical metastability: (left) In the space of coefficients (c2, c3, c4) [Eq. (4)], the MM features the stationary
state at (0, 0, 0) (red sphere) and is approximated by the simplex (blue lines) of m = 4 metastable phases (green spheres at the
vertices). The dots represent metastable states from randomly generated pure states found inside (blue) and outside (black)
the simplex. (right) Barycentric coordinates (p˜1, p˜2, p˜3) (with p˜4 = 1−∑3l=1 p˜l) obtained by the transformation C [Eq. (15)]
to the physical basis of metastable phases [Eq. (14)] yield probability distributions for states inside the simplex (green), while
for states outside the simplex (black) the maximal distance Ccl becomes the figure of merit for classical metastability [Eq. (19)].
metastable phases in Eq. (14), which is encoded by the
transformation
(C)kl ≡ c(l)k , k, l = 1, ...,m, (15)
so that ρ˜l =
∑m
k=1(C)klRk. In particular, the volume
of the corresponding simplex in the coefficient space is
|det C|/(m−1)! [65]. The decomposition of a metastable
state in this new basis [cf. Eq. (4)]
P[ρ(0)] =
m∑
l=1
p˜lρ˜l, (16)
is given by the barycentric coordinates p˜l =∑m
k=1(C
−1)lkck of the simplex in the coefficient space,
so that p˜l = Tr[P˜lρ(0)] with the new dual basis
P˜l ≡
m∑
k=1
(C−1)lk Lk, l = 1, ...,m. (17)
When ρ˜l are linearly independent for l = 1, ...,m,
|det C| > 0 and C is invertible so that Eq. (17) is well
defined. In this case, Tr(P˜kρ˜l) =
∑m
n=1 (C
−1)kn(C)nl =
(C−1C)kl = δkl and the normalization of the dual basis
in Eq. (17) is fixed by the traces of metastable states in
Eq. (14) being 1.
Although for the barycentric coordinates we have∑m
l=1 p˜l = 1, and thus
∑m
l=1 P˜l = 1, they do not in gen-
eral correspond to probability distributions. Indeed, they
are not all positive whenever a metastable state lies out-
side the simplex in the coefficient space corresponding to
ρ˜l, l = 1, ...,m (see Fig. 2). Nevertheless, when barycen-
tric coordinates are close to probability distributions, the
corrections in Eq. (13) are necessarily small, as∥∥∥∥∥ρ(t)−
m∑
l=1
plρl
∥∥∥∥∥ . (‖p˜‖1 − 1) + C+ + CMM, (18)
. Ccl + C+ + CMM,
where . stands for ≤ in the leading order of the correc-
tions (see Appendix C 2). Here, pl = (p)l with p being
the closest probability distribution in L1 norm to p˜ with
(p˜)l = p˜l, so that ‖p˜−p‖1 = ‖p˜‖1−1, and the maximum
distance to the simplex is (cf. Fig. 2)
Ccl ≡ max
ρ(0)
‖p˜‖1 − 1, (19)
while ρl is chosen as the closest state to ρ˜l, so that
‖ρ˜l−ρl‖ ≤ C+ [cf. Eq. (11)], and CMM bounds the approx-
imation of ρ(t) by the projection on the low-lying modes
[cf. Eqs. (10) and (16)]. Similarly, the average distance
can be considered (see Appendix C 2). The corrections
Ccl can be efficiently estimated using the dual basis,
Ccl ≤ 2
m∑
l=1
max(−p˜minl , 0) ≡ C˜cl ≤ m Ccl, (20)
where p˜minl is the minimum eigenvalue of P˜l in Eq. (17).
Apart from being easy to compute, C˜cl carries the oper-
ational meaning of an upper bound on the distance of
the operators P˜l to the set of POVMs (Pl = P
†
l , Pl ≥ 0,∑m
l=1 Pl = 1). Indeed, for Pl ≡ [P˜l+max(−p˜minl , 0)]/(1+
C˜cl/2), l = 1, ...,m, the distance of the probability distri-
bution pl ≡ Tr(Plρ) to p˜l, l = 1, ...,m, is bounded by C˜cl
(see Appendix D1).
8C. Figures of merit
From Eq. (19), we obtain a criterion for verification
of whether for a given set of states, the MM can be ap-
proximated as a probabilistic mixture of the correspond-
ing metastable states [Eq. (14)]. In particular, since the
norm in Eq. (18) is bounded by 2, whenever
Ccl  1, (21)
the MM is classical. Moreover, it can be shown that
Ccl . m(C+C˜+), where C is the approximation in Eq. (13)
(see Appendix C 2). Since for a classical MM we have,
by definition, C  1, Eq. (21) follows for a finite m.
We thus conclude that Eq. (21) is a necessary and suf-
ficient condition for classical metastability. In particu-
lar, approaching a first-order classical dissipative phase
transition with a finite m requires Ccl → 0. Interest-
ingly, the bimodal case, m = 2, is always classical with
Ccl = C˜cl = Ccl = 0 [32, 33], but for higher dimen-
sional MMs Eq. (20) can uncover the presence of clas-
sical metastability, see, e.g., Ref. [51]. Importantly, this
condition is independent from the presence of dynamical
symmetries.
In Sec. IV, we show that the metastable phases in
Eq. (14) are approximately disjoint, while the operators
in Eq. (17) take the role of basins of attractions. More-
over, in Sec. V, we show how the long-time dynamics
towards the stationary state corresponds approximately
to classical dynamics between metastable phases. Cor-
rections in those results depend only on CMM, C+, and
Ccl defined in Eqs. (10), (11), and (19). Thus, they can
be viewed as a complete set of figures of merit character-
izing classical metastability in open quantum systems.
IV. CLASSICAL METASTABLE PHASES
In Sec. III, we introduced the definition of classical
metastability of when MMs of open quantum systems
can be approximated as probabilistic mixtures of a set
of states. We now show that in this case, those states
are necessarily metastable and constitute distinct phases
of the system, in analogy to first-order phase transitions
and metastability in classical Markovian systems [30].
A. Physical representation of metastable manifold
For states ρl in Eq. (13), the distance to their projec-
tions ρ˜l in Eq. (14) is bounded by . (m + 1)(C + C˜+),
where C is the correction in Eq. (13) (see Appendix C 2).
Therefore, for m(C + C˜+)  1, these states are indeed
metastable. In the test of classicality, however, ρl in
Eq. (18) are chosen as closest states to the projections
ρ˜l in Eq. (14), and thus may be different to those ini-
tially considered in Eq. (13). Nevertheless, this change
may lead to the increase of the corrections in Eq. (13)
at most by . CMM + C˜+ + C+ (see Appendix C 2). Fur-
thermore, these states are also metastable, as their dis-
tance to their projections is bounded by . 2C+. Finally,
the distance to the initially considered states is bounded
by . (m + 1)(C + C˜+) + C+. Therefore, for a finite m,
metastable phases are uniquely defined up to the consid-
ered corrections.
In contrast to the eigenmodes of the master opera-
tor, the projections of metastable phases in Eq. (14)
feature normalized trace, Tr(ρ˜l) = 1, l = 1, ...,m, are
Hermitian and approximately positive [see Sec. IIA and
cf. Eq. (11)]. Moreover, when the condition in Eq. (21)
is fulfilled, any metastable state is approximated well by
their probabilistic mixture [cf. Eq. (18) and Fig. 2]. Thus,
the projections in Eq. (14) can be considered as physical
basis of the MM and approximate metastable phases.
Furthermore, the dual basis operators in Eq. (17) de-
termine the decomposition of a metastable state into
the basis in Eq. (14), and as such, when the condi-
tion in Eq. (21) is fulfilled, they represent approximate
basins of attraction for metastable phases (see also Ap-
pendix D1). Importantly, via barycentric coordinates
in Eq. (27), they define order parameters distinguishing
metastable phases, Tr(P˜kρ˜l) = δkl, with system observ-
able averages being their linear combinations [cf. Eq. (8)].
Finally, probability distributions approximating
barycentric coordinates are the physical representation
of m-1 degrees of freedom present in the metastable
regime. This follows from the fact that they approximate
linear combinations of m− 1 coefficients that determine
metastable states in Eq. (4).
B. Approximate disjointness of metastable phases
The metastable phases in Eqs. (13) and (18) can be
shown to be approximately disjoint, that is, they describe
states restricted to distinct regions of the system space.
First, in Appendix D2, we prove that for the states
closest to Eq. (14) we have
Tr (
√
ρk
√
ρl) .
√
2Ccl + 4C+, k 6= l, (22)
where k, l = 1, ...,m and ρl is the closest state to the pro-
jected ρ˜l. We have two types of corrections: C+, Eq. (11),
bounds the distance between ρ˜l and ρl, and Ccl bounds
the distance of any metastable state from the simplex of
metastable phases in the MM [cf. Eq. (19)]. Since √ρl is
positive and normalized in the scalar product, the bound
in Eq. (22) implies that themetastable phases are approx-
imately disjoint. For the states in Eq. (13), the bound
in Eq. (22) further reduces to .
√
2Ccl. Bounds on the
scalar product and trace distance of metastable states are
given in Appendixes D 2 and D3.
Second, we can consider dividing the system space to
capture supports of metastable phases. Indeed, for the
subspace Hl defined as the space spanned by eigenstates
of P˜l in Eq. (17) with eigenvalues equal or above 1/2, we
9have (see Appendix D2)
Tr (1Hk ρl) . Ccl + 2C+, k 6= l (23)
Tr (1Hl ρl) & 1− Ccl − 2C+, (24)
where ρl is the closest state to ρ˜l, k, l = 1, ...,m. Fur-
thermore, we also have [cf. Eq. (20)]∑
1≤k≤m:
k 6=l
Tr (1Hk ρl) . C˜cl + 2C+. (25)
The bounds in Eqs. (23)-(25) also hold well for ρ˜l in
Eq. (14) as |Tr(1Hk ρl) − Tr(1Hk ρ˜l)| ≤ C+, while for
the states in Eq. (13) that project on ρ˜l, they are further
reduced to . Ccl, & 1 − Ccl and . C˜cl, respectively. The
bounds in Eqs. (23)-(25) support the statement that the
metastable phases reside in approximately disjoint areas
of the state space. For the bimodal case of open quantum
dynamics, m = 2, approximate disjointness was already
argued in Refs. [32, 33].
Finally, we note that the subspace Hl in Eqs. (23)-
(25) captures not only majority of ρl support, but by its
definition also the corresponding basin of attraction, i.e.,
the initial states which evolve into metastable states close
to ρ˜l, i.e., with |1− p˜l|  1. Indeed, in Appendix D2, we
show that Tr(1Hl ρ) & 1−2|1−p˜l|−Ccl, while Tr(1Hk ρ) ≤
2|1 − p˜l| + Ccl for k 6= l, and
∑
1≤k≤m: k 6=l Tr(1Hk ρ) ≤
2|1− p˜l|+ C˜cl. We conclude that the basins of attractions
are approximately disjoint as well.
C. Classical hierarchy of metastable phases
A further separation in the low-lying spectrum of the
master operator in Eq. (1), i.e., −λRm2  −λRm2+1,
m2 < m leads to a second metastable regime at times
τ ′ ≤ τ ′′2  t  τ ′2 ≤ τ , where τ ′′2 ≈ −1/λRm2+1
and τ ′2 ≈ −1/λRm2 [cf. Eq. (4) and Ref. [66]]. In Ap-
pendix F, we show that for a large enough separa-
tion in the low-lying spectrum, metastable states dur-
ing the second metastable regime form a classical MM,
i.e., are mixtures of m2 metastable phases. These m2
metastable phases are approximately disjoint mixtures
of m metastable phases of the first MM, and their sup-
ports are approximately disjoint [cf. Eqs. (22)-(25)]. Fur-
thermore, each metastable phase of the first MM evolves
approximately into a single metastable phase in the sec-
ond MM, unless the second MM is not supported on that
phase (the phase belongs to the decay subspace). There-
fore, also the basins of attractions of metastable phases
in the second MM are approximately disjoint.
These results are a direct consequence of long-time dy-
namics in a classical MM being well approximated by
classical stochastic dynamics, which we discuss in next,
as metastable states of classical stochastic dynamics are
known to be mixtures of as many metastable phases as
the number of low-lying modes [28, 30].
V. CLASSICAL LONG-TIME DYNAMICS
The definition of classical metastability in Eq. (13) con-
cerns the structure of metastable states. Remarkably,
we now prove that the long-time dynamics is necessar-
ily approximately classical, with stochastic jumps occur-
ring between disjoint metastable phases. This is a conse-
quence of the long-time relaxation towards the stationary
state effectively taking place inside the MM.
A. Classical average dynamics of system and
observables
1. Long-time dynamics
From Eq. (5) the evolution for times t  τ ′′ ≡
−1/λRm+1 effectively takes place on the MM with the ef-
fective generator LMM defined in Eq. (6). This generator
can be expressed in the basis of the metastable phases
[Eqs. (14) and (17)] as
(W˜)kl ≡ Tr[P˜kLMM(ρ˜l)], (26)
where k, l = 1, ..,m, and thus W˜ = C−1ΛC with (Λ)kl ≡
λkδkl [cf. Eq. (15) and see Fig. 3(a)]. The dynamics of
the system state within the MM is then determined by
the dynamics of the barycentric coordinates
p˜(t) = etW˜p˜, (27)
where (p˜)l ≡ Tr[P˜lρ(0)], so that P[ρ(t)] =
∑m
l=1[p˜(t)]lρ˜l
[cf. Eq. (16) and see Fig. 3(b)].
By definition, the long-time evolution in Eq. (6) trans-
forms the MM onto itself, see, e.g., Fig. 1(b). This does
not guarantee, however, that the simplex ofmmetastable
phases is transformed onto itself, as the evolution may
cause states inside the simplex to evolve towards states
outside, and thus an initial probability distribution (posi-
tive barycentric coordinates) acquiring some negative val-
ues at later times [see the inset in Fig. 3(b)]. Therefore,
the dynamics generated by W˜ is in general not positive
[cf. Fig. 3(a)]. Nevertheless, as we discuss below, when
the simplex of metastable phases is a good approximation
for the MM in the sense of the condition in Eq. (21), W˜ is
well approximated by a generator of stochastic classical
dynamics between metastable phases.
2. Classical generator
Dynamics generated by W˜ conserves the probability,
as from
∑m
k=1 P˜k = 1 we have
∑m
k=1(W˜)kl = 0 (cf. Ap-
pendix B). Furthermore, it can be shown to be approx-
imately positive, with W˜ approximated by the closest
classical stochastic generator W [see Appendix E 1 and
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cf. Fig. 3(a)],
(W)kl ≡ max[(W˜)kl, 0], k 6= l, (28)
(W)ll ≡ (W˜)ll +
∑
k 6=l
min[(W˜)kl, 0],
k, l = 1, ...,m, as
‖W˜ −W‖1
‖W˜‖1
. 2
√
Ccl, (29)
where the norm ‖X‖1 ≡ max1≤l≤m
∑m
k=1 |(X)kl| [67].
From Eq. (29) the normalized distance between the gen-
erators is bounded as
∆+ ≡ ‖W˜ −W‖1‖W˜‖1 + ‖W‖1
.
√
Ccl. (30)
Note that columns of W sum to 0, and then negativ-
ity of its diagonal terms follows from the positivity of
the off-diagonal terms, so that dynamics generated by
W is indeed positive and probability-conserving (cf. Ap-
pendix B). For the bimodal case of m = 2, the MM is
always classical with Ccl = 0, and thus W˜ = W is exactly
a generator of stochastic classical dynamics [33].
3. Classical system dynamics
We now discuss how the dynamics generated by W˜ is
approximated by the classical dynamics generated by W.
In Appendix E 1, we show it follows from Eq. (29) that
‖etW˜ − etW‖1 . 2
√
Ccl t ‖W˜‖1. (31)
Therefore, for times t‖W˜‖1  1/
√Ccl the effective dy-
namics in the MM is well approximated by the classi-
cal dynamics, as ‖p˜(t) − p(t)‖1 ≤ ‖etW˜ − etW‖1‖p˜‖1 .
‖etW˜ − etW‖1 [where p(t) = etWp˜; cf. Eq. (27)]; see
Fig. 3(c). This also holds true for the corresponding den-
sity matrices (see Appendix D3).
When the approximation in Eq. (31) holds also for
times t beyond relaxation time τ˜ in the MM (τ ≤ τ˜ ;
see Appendix D3), i.e., there exist time t such that
τ˜‖W˜‖1  t‖W˜‖1  1√Ccl
, (32)
the stationary state ρss described within the MM by
(p˜ss)k = Tr(P˜kρss) is well approximated by the sta-
tionary probability pss of the classical dynamics W
[cf. Fig. 3(c)]. Indeed,
‖p˜ss − pss‖1 . ‖P˜ss − etW˜‖1 + 2
√
Ccl t ‖W˜‖1  1, (33)
where P˜ss denotes the projection on p˜ss, and the last in-
equality holds for t in Eq. (32), since, by definition of the
relaxation time, for t  τ˜ we have ‖P˜ss − etW˜‖1  1
(see Appendix E 1) [68]. In particular, when 1/(τ˜‖W˜‖1)
Figure 3. Classical long-time dynamics: (a) The long-
time dynamics [Eq. (5)] can be understood as dynamics be-
tween metastable phases [Eq. (27)], governed by the trace-
preserving generator W˜ [Eq. (26)], which can be approx-
imated by a classical stochastic generator W [Eqs. (28)
and (29)], which is both trace preserving and positive; here a
negative transition rate from ρ˜2 to ρ˜3 (marked by red cross)
is put to 0. (b) The long-time dynamics in the barycentric
coordinates (cf. Fig. 2): green simplex corresponds to t τ ′,
blue to t = τ ′, and red to t = τ , while the stationary state is
marked by red sphere. Positive dynamics corresponds to the
simplex of metastable phases mapped onto itself, which re-
quires all metastable phases to be mapped inside the simplex
at all times. Here, ρ˜2 initially acquires a negative probability
p˜3(t) at small t [red cross in the inset; cf. W˜ in panel (a)]. (c)
Approximating by W alters the dynamics, with corrections
increasing in time [Eq. (31)]; blue dashed simplex corresponds
to t = τ ′ and orange dashed to t = τ [cf. panel (b)]. This ul-
timately leads to a different stationary state (yellow sphere)
[cf. Eq. (33)], which is close to the true stationary state when
Eq. (32) is fulfilled.
is of a smaller order than
√Ccl, time t in Eq. (32) exists
for Ccl small enough. For example, this is the case in
proximity to a classical first-order phase transition with
degeneracy ofm phases lifted in the same order, as in this
case 1/(τ˜‖W˜‖1) is finite. Eq. (33) also holds true for dis-
tance in trace norm of the corresponding density matrices
(see Appendix D3). Finally, as a corollary of Eq. (33)
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the stationary probability distribution pss of classical dy-
namical generator W in Eq. (28) is unique. Thus, the
classical dynamics is ergodic with the average time spent
in lth metastable phase equal (pss)l, l = 1, ...,m.
Similarly, not only the stationary state but all eigen-
modes of the long-time dynamics in the MM can be ap-
proximated by those of the classical stochastic dynamics.
In particular, in Appendix E 1, we discuss approximation
of the pseudoinverse of W˜ in Eq. (26) by the pseudoin-
verse of W in Eq. (28), a result which plays an important
role in the approximation of quantum trajectory statis-
tics that we discuss in Sec. VB.
Finally, we note that quality of classical approxima-
tions for the structure of the long-time dynamics depends
not only on the corrections Ccl within the metastabil-
ity regime [Eq. (19)], but also on the final relaxation
timescale τ [cf. Eqs. (32) and (33) and Appendix E 1].
This is due to the fact that the approximation in Eq. (29)
captures the fastest among the low-lying modes, while the
final relaxation is governed by the slowest among them.
4. Classical observable dynamics
We now argue how the classical dynamics within the
MM at times t τ ′′ can be observed in the behaviour of
expectation values or autocorrelations of system observ-
ables.
After the initial relaxation, the dynamics of the aver-
age for an observable O depends on the evolution of the
distribution between the metastable phases as
〈O(t)〉 = o˜T etW˜ p˜ + ... = o˜T p˜(t) + ...
= o˜T etW p˜ + ... = o˜Tp(t) + ..., (34)
where (o˜)l = Tr(Oρ˜l), l = 1, ...,m, are the averages of the
observable O in the metastable phases. The first line cor-
responds to Eq. (8), while the second line follows from
Eq. (31) introducing additional corrections bounded in
the leading order by 2t‖W˜‖1
√Ccl max1≤l≤m |(o˜)l|. Sim-
ilarly, the autocorrelation
〈O(t)O(0)〉ss − 〈O〉2ss = o˜T etW˜ O˜ p˜ss − (o˜T p˜ss)2 + ...
= o˜T etW O˜pss − (o˜Tpss)2 + ...,(35)
where (O˜)kl = Tr[P˜kO(ρ˜l)] (cf. Ref. [33]). The the first
line corresponds to Eq. (9), while the second line follows
from Eq. (31) with the additional corrections bounded
by max1≤l≤m |(o˜)l[|‖O˜‖1(2t‖W˜‖1
√Ccl + ‖p˜ss − pss‖1) +
2|〈O〉ss| ‖p˜ss − pss‖1] in the leading order.
Therefore, when the condition Eq. (32) can be fulfilled,
the dynamics of averages and autocorrelations of observ-
ables is effectively classical [cf. Eq. (33)]. In particu-
lar, if the measurement of an observable O does not dis-
rupt supports of metastable phases, i.e., (O˜)kl ≈ δkl(o˜)l,
k, l = 1, ...,m, the long-time dynamics leads to the decay
of the autocorrelations exactly as the decay of the auto-
correlation of o˜ in the classical dynamics: from the ob-
servable o˜ variance in pss during the metastable regime,
towards 0 achieved at t τ˜ .
5. Hierarchy of classical long-time dynamics
In the case of a further separation in the spectrum of
the master operator in Eq. (1), which corresponds to an-
other metastable regime [66], the condition in Eq. (32)
may generally not be fulfilled. This takes place e.g., in
the proximity of a first-order dissipative phase transi-
tion when a perturbation away from the transition lifts
the degeneracy of m stable phases in several different or-
ders (so that Ccl is of a lower order in the perturbation
than 1/τ). Nevertheless, in Appendix F, we show that
when Eq. (32) is fulfilled for the time τ ′′2 of relaxation
towards the second MM, i.e., τ˜ ′′2  1/
√Ccl, metastable
states during the second metastable regime, ρ(t) with
τ ′′2  t τ ′2, are approximated by the projection on the
low-lying modes of the classical stochastic dynamics in
Eq. (28). After the second metastable regime, when sys-
tem states are restricted to the smaller second MM, the
system dynamics of relaxation to the stationary state is
approximated by classical dynamics taking place only be-
tween m2 metastable phases of that manifold [cf. Sec. IV
and Eq. (29)]. Furthermore, when Eq. (32) is fulfilled
for that classical dynamics with respect to corrections to
classicality in the second manifold, the system stationary
state ρss is well approximated by the stationary distribu-
tion of that dynamics [cf. Eq. (33)]. For the complete
discussion, see Appendix F.
B. Classical characteristics of quantum trajectories
In Sec. VA, we showed that the dynamics of the aver-
age system state can be approximated with the classical
dynamics generated by a classical stochastic generator.
Now we argue that this relation pertains to individual
experimental realizations of system evolution [46], or tra-
jectories of the system state sampled in QJMC simula-
tions [8] — so called quantum trajectories (see Fig. 4).
First, we show that statistics of quantum trajectories can
be directly related to the statistics of time spent in in-
dividual metastable phases during the effectively classi-
cal dynamics in Eq. (6). Second, we argue how coarse-
graining in time returns classical trajectories between
metastable phases, which for metastable phases differing
in activity is the mechanism behind the phenomena of in-
termittence [20, 48] and dynamical heterogeneity [40, 41].
Finally, we explain how system metastability can mani-
fest itself as proximity to a first-order dynamical phase
transition in the ensemble of quantum trajectories [48].
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1. Statistics of quantum trajectories
Quantum trajectories describe the system state condi-
tioned on a continuous measurement record, e.g., count-
ing or homodyne measurement of photons emitted by the
system due to action of jump operators in Eq. (1). In par-
ticular, the statistics of the total number of jumps in a
quantum trajectory (total number of detected photons) is
encoded by the biased or “tilted” master operator [20, 48]
Ls(ρ) = L(ρ) +
(
e−s − 1)∑
j
Jjρ J
†
j , (36)
with ln(Tr{etLs [ρ(0)]}) being the cumulant generating
function for the number K(t) of jumps that occurred un-
til time t for quantum trajectories initialized in ρ. The
rates of the asymptotic statistics are determined then
by θ(s) = limt→∞ ln(Tr{etLs [ρ(0)]})/t, which is simply
the eigenvalue of Ls with the largest real part. We de-
note the associated (positive) eigenmatrix as ρss(s) and
choose the normalization Tr[ρss(s)] = 1, in which case
ρss(s) is the average asymptotic state of the system in
trajectories with the probability biased by the factor
e−sK(t). Moreover, we have θ(s) = Tr{Ls[ρss(s)]} =
(e−s − 1)∑j Tr[J†j Jjρss(s)]. When s → 0 we thus ob-
tain θ(s) → 0 and −dθ(s)/ds → ∑j Tr[J†j Jjρss] ≡ µss
so that the average activity rate is determined by the
stationary state.
The nonanalyticities of θ(s) can be recognized as dy-
namical phase transitions [48], in analogy to nonanalyt-
icities of the free energy in equilibrium statistical me-
chanics. In particular, a first-order dynamical phase
transition occurs at sc for which the maximal eigen-
value of Lsc is not unique, so that the derivative k(s) =
−dθ(s)/ds is no longer continuous, but features a jump
at sc [20, 41, 48, 49].
Similarly, statistics for measurements of homodyne
current measurement and for time-integral of system
observables can be considered [69–74] (see also Ap-
pendixes E 2 b and E2 c).
2. Classical tilted generator
We now present our first result regarding classicality
of quantum trajectories. We argue that the tilted master
operator in Eq. (36) can be approximated by a tilted
classical generator encoding the statistics in stochastic
trajectories of the classical dynamics in Eq. (28).
The statistics of total activity [75–77] in classical dy-
namics is encoded by a biased or tilted classical generator
[for reviews see Refs.[78, 79]; cf. Eqs. (28) and (36)]
Ws = W + (e
−s − 1) (J + µ˜in), (37)
where (J)kl ≡ (1 − δkl)(W)kl, k, l = 1, ...,m encodes
the transition rates in the classical dynamics, while
(µ˜in)kl ≡ δkl[µ˜l + (W˜)ll] with µ˜l ≡
∑
j Tr(J
†
j Jj ρ˜l),
k, l = 1, ...,m encodes the average internal activity in
metastable phases (which here is assumed Poissonian dis-
tributed; cf. Appendix B).
The biased dynamics Ls in Eq. (36) can be considered
as the perturbation of the master operator L in Eq. (1)
with (e−s−1)J , where J (ρ) ≡∑j JjρJ†j . Therefore, for
bias |s|much smaller than λRm−λRm+1, that is, the separa-
tion to the fast eigenmodes, the m low-lying eigenmodes
of Ls in Eq. (36) are approximated by PLsP [80], which
we denote in the metastable phase basis as [cf. Eq. (26)]
(W˜s)kl ≡ Tr[P˜kLs(ρ˜l)], (38)
k, l = 1, ...,m, and we have
W˜s = W˜ + (e
−s − 1) J˜, (39)
where (J˜)kl ≡ Tr[P˜kJ (ρ˜l)], k, l = 1, ...,m. In Ap-
pendix E 2 d, we show that J˜ can be approximated by
W + µ˜, where (µ˜)kl ≡ δkl µ˜l is the metastable phase ac-
tivity, and thus, together with Eq. (29), we obtain the
approximation by the biased generator of classical dy-
namics [81]
‖W˜s −Ws‖ . 2e−s‖W˜‖1
√
Ccl (40)
+
∣∣e−s − 1∣∣m ∥∥∥H + i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+.
From Eq. (40), θ(s) is approximated by the maximal
eigenvalue of Ws [see Fig. 4(a)]. Furthermore, the corre-
sponding eigenmode ρss(s) of Ls is approximated by the
maximal eigenmode pss(s) of Ws [see Fig. 4(b)]
ρss(s) =
m∑
l=1
[pss(s)]l ρ˜l + ... (41)
so that
θ(s) = (e−s − 1)
m∑
l=1
[pss(s)]l µ˜
tot
l + ..., (42)
where µ˜tot ≡∑mk=1(J)kl + µ˜inl is the rate of the average
jump number in metastable phases (see Appendix E 2 f);
the right-hand-side equals the maximal eigenvalue of Ws.
For corrections to Eqs. (41) and (42), see Appendix E 2 a.
Similarly, one can consider approximating the first and
the second derivatives of θ(s) [cf. Figs. 4(c) and 4(d)].
Here, however, the dynamics features additional contri-
butions from non-Poissonian fluctuations in metastable
phases (see Appendix E 2 a and cf. the next section).
For dynamics of classical systems with metastability,
or, more generally, for the basis of metastable phases
in Eq. (14) commuting with the dual basis in Eq. (17),
m
√
2Ccl + 4C+ in Eq. (40) can be further reduced to
2C˜cl + 2m C+ (see Appendix E 2 d).
In Appendixes E 2 b and E2 c, we show that generators
of statistics of homodyne current measurement and time-
integral of system observables in the presence of classi-
cal metastability can be similarly linked to generators
of statistics in classical trajectories, but with respect to
time-integrals of the average value in metastable phases.
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Figure 4. Classical features of quantum trajectories: (a,b) Approximating the biased operator of jump activity Ls
[Eq. (36)] by the biased classical generator Ws [Eq. (37)] gives the approximations of: θ(s) (black solid) by the cumulant
generating function of total activity in classical trajectories (green short-dashed) [panel (a)], ρss(s) by the maximal eigenvector
of Ws [in panel (b), we plot Tr[P˜lρss(s)], l = 1, ...,m; cf. Eq. (17)], which are valid for s in the perturbative regime of the
statistics captured by m = 4 slow modes (blue dashed) [Eq. (38)], as given by Eqs. (41) and (42). (c,d) Similarly, −dθ(s)/ds =
e−sTr[J ρss(s)]− (e−s − 1)Tr[J ρss′(s)] (black solid), with the first term being the activity of ρss(s) (red solid), is captured by
the first derivative of the classical cumulant generating function (green short-dashed), up to non-Poissonian contribution to
fluctuations in metastable phases [cf. Eq. (46)]. This contribution can be neglected for internal activity dominating classical
dynamics, in which case the leading contribution to fluctuations is the result of long timescales of mixing between metastable
phases rather than fluctuations within, as demonstrated in panel (d). (e,f) Not only asymptotically, but already for times after
the initial relaxation, t τ ′′, the average rate and the fluctuation rate of jump number K(t) (black solid) can be approximated
by the constant contribution K˜ from before the metastable regime and the contribution from the dynamics within the MM
(blue dashed), with the latter approximated by the corresponding rate for classical total activity Kcl(t) (green short-dashed)
[cf. Eqs. (43) and (46)]. (g) Coarse-graining of jump records (top) in time gives values close to metastable phases activity
(upper center) [cf. panel (c)], up to fluctuations which decrease with grain size (here δt = 0.7τ ′; cf. Sec. VB4). In turn, they
capture the average activity of the conditional system state |ψ(t)〉 (lower center; we plot running average over δt), and the
metastable phase support where |ψ(t)〉 is found [bottom; we plot 〈ψ(t)|P˜l|ψ(t)〉, l = 1, 3].
3. Classical cumulants
We now discuss how the dynamics of the first and
the second cumulants of the jump number, directly
accessible in experiments, are governed by the classical
long-time dynamics for times longer than the initial
relaxation. In particular, we argue how the asymptotic
activity and fluctuation rate are approximated by the
total activity and total fluctuation rates in the classical
dynamics. These results establish a further corre-
spondence between statistics of quantum and classical
trajectories for times after the initial relaxation, i.e.,
during and after the metastable regime. We note that,
even asymptotically, these results do not directly follow
from Eq. (42) as cumulants are encoded by derivatives
of the rate function [cf. Figs. 4(c) and 4(d)].
Classical dynamics of first cumulant. For times af-
ter the initial relaxation, τ ′′  t, such that t‖W˜‖1 
1/
√Ccl, the rate of average jump number is approximated
as [cf. Eqs. (27) and (31) and see Appendix E 2 e]
〈K(t)〉
t
=
1
t
∫ t
0
dt1
m∑
l=1
(
µ˜totet1Wp˜
)
l
− Tr{J SQ[ρ(0)]}
t
+...
≡ 〈Kcl(t)〉
t
+
K˜
t
+ ..., (43)
where S is the pseudoinverse of the master operator L in
Eq. (1), Q ≡ I−P is the projection on the fast-modes of
the dynamics [cf. Eq. (4)], and (µ˜tot)kl ≡ δklµ˜totl . There-
fore, activity is approximated by the time-integral of
the total activity in classical trajectories, Kcl(t) , whose
statistics in encoded by Ws of Eq. (37) together with the
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constant contribution to the jump number accumulated
before the metastable regime K˜ [see Fig. 4(e)].
When Eq. (32) holds for time t longer than the final
relaxation [cf. Fig. 3(c)], the asymptotic rate
µss ≡ lim
t→∞
〈K(t)〉
t
= Tr[J (ρss)] =
m∑
l=1
(µ˜p˜ss)l (44)
is approximated as [cf. Fig. 4(e)]
µss = lim
t→∞
〈Kcl(t)〉
t
+ ... =
m∑
l=1
(
µ˜totpss
)
l
+ .... (45)
Here, pss is the stationary distribution of the classical
dynamics W, and thus (pss)l is the average fraction
of time spent in the metastable phase ρ˜l with the
total activity µ˜totl . The corrections are bounded by
. max1≤l≤m|µ˜l|‖p˜ss − pss‖1 + ‖W˜‖
√Ccl [cf. Eqs. (33)
and (29)].
Classical dynamics of second cumulant. For times after
the initial relaxation, τ ′′  t, such that ‖SQ‖‖W˜‖1 
t‖W˜‖1  min(1/
√Ccl,
√
‖R˜‖1‖W˜‖1/
√Ccl), where R˜
denotes the pseudoinverse of the long-time-dynamics gen-
erator W˜ in Eq. (26), the rate of fluctuations of jump
number is approximated by the rate of fluctuations of
total activity in classical trajectories, corrected by non-
Poissonian fluctuations in metastable phases and by the
contribution to the average from before the metastable
regime [see Fig. 4(f) and Appendix E 2 e]
〈K2(t)〉−〈K(t)〉2
t
=
〈K2cl(t)〉−〈Kcl(t)〉2
t
+
〈∆cl(t)〉
t
(46)
−
m∑
k,l=1
p˜kp˜l
〈K(k)cl (t)〉 − 〈K(l)cl (t)〉
t
(
K˜k − K˜l
)
+ ...,
where
〈K2cl(t)〉 =
∫ t
0
dt1
m∑
l=1
(
µ˜totet1Wp˜
)
l
(47)
+2
∫ t
0
dt1
∫ t−t1
0
dt2
m∑
l=1
[(J+µ˜in)et2W(J+µ˜in)et1Wp˜]l,
and we denoted
〈∆cl(t)〉 ≡
∫ t
0
dt1
m∑
l=1
(
δσ˜2e
t1Wp˜
)
l
, (48)
with (δσ˜2)kl ≡ −δkl 2Tr[JSQJ (ρ˜l)], k, l = 1, ...,m, so
that (σ˜tot)2 ≡ µ˜tot+δσ˜2 are rates of total fluctuations in
metastable phases (see Appendix E 2 f), 〈K(l)cl (t)〉 is the
average of Kcl(t) for lth metastable phase in Eq. (43),
i.e., (p˜)k = δkl, and K˜l ≡ Tr{P˜lJSQ[ρ(0)]}/Tr[P˜lρ(0)]
is the contribution to the jump number from before the
metastable regime conditioned on the metastable phase
that the system evolves into.
When the approximation in Eq. (46) is valid for times
after the final relaxation, the asymptotic fluctuation
rate [32, 82]
σ2ss ≡ lim
t→∞
〈K2(t)〉−〈K(t)〉2
t
(49)
= Tr[J (ρss)]− 2Tr[JSJ (ρss)]
=
m∑
l=1
[(
J˜− 2J˜R˜J˜ + δσ˜2
)
p˜ss
]
l
is approximated by the asymptotic rate of fluctuations
of total activity in classical trajectories [cf. Eq. (49) and
see Appendix B], corrected by non-Poissonian contribu-
tion to fluctuations in metastable phases [cf. Fig. 4(f) and
see Appendix E 2 g]
σ2ss = lim
t→∞
( 〈K2cl(t)〉−〈Kcl(t)〉2
t
+
〈∆cl(t)〉
t
)
+ ... (50)
=
m∑
l=1
{[
J+µ˜in−2(J+µ˜in)R(J+µ˜in)+δσ˜2]pss}l+...
=
m∑
l=1
[(
µ˜tot−2µ˜totRµ˜tot+δσ˜2
)
pss
]
l
+...,
where R denotes the pseudoinverse of the classical
generator W in Eq. (28) and the second equality
follows by noting that J + µ˜in = W + µ˜tot and thus
(J + µ˜in)pss = µ˜
totpss.
Other statistics. Similarly to Eqs. (43), (46), (45)
and (50), the first and the second cumulants for ho-
modyne measurements or for time-integrals of system
observables can be related to the statistics in classi-
cal dynamics with respect to observables given by the
corresponding averages for metastable phases (see Ap-
pendixes E 2 b and E2 c). Furthermore, the rates of inte-
grals of average and autocorrelations of system measure-
ments discussed in Eqs. (34) and (35) can be approxi-
mated analogously.
4. Classical dynamics of quantum trajectories
For systems exhibiting metastability in the system
dynamics, individual evolutions of the system over
time typically exhibit intermittence (distinct periods
of jump activity isolated in time) or dynamical het-
erogeneity (distinct periods of jump activity isolated
both in time and space) in the emission measurement
record or time-integral of observables [see Fig. 1(e)].
We now explain that these features of dynamics can
be understood in terms of classical dynamics between
metastable phases that differ in internal (global or local)
jump activity (see also Refs. [32, 33]). This estab-
lishes a direct relation between classical trajectories and
time-coarse-grained records of continuous measurements.
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Time-coarse-grained measurement records as classical
trajectories. Consider course-graining in time of a record
of jump counting measurement, where the activity in
time bins of length δt
k(n) ≡ K[(n+1)δt]−K(nδt)
δt
, (51)
for n = 0, 1, 2, .... We now argue that time-coarse-grained
measurement records can be interpreted as classical tra-
jectories between metastable phases when the internal ac-
tivity dominates the long time dynamics, ‖µ˜‖1  ‖W˜‖1,
and δt is chosen long enough within the metastable
regime, as in this case the activity typically attains only
values of the internal activities in metastable phases [see
Fig. 4(g)].
The distribution of the activity k(n) with respect to
the initial system state in the nth time bin, that is, with
respect to the conditional system state ρcond(t) at time
t = nδt, depends only on the corresponding metastable
state. Indeed, for ‖SQ‖  δt  τ ′, the average activ-
ity over all trajectories originating in ρcond(t) is approx-
imated by [cf. Eq. (43)]
〈k(n)〉ρcond(t) =
m∑
l=1
µ˜inl p˜l(n) + ..., (52)
where p˜l(n) ≡ Tr[P˜lρcond(t)] determines the metastable
state. Similarly, from Eq. (46), the variance is approx-
imated by (assuming additionally mCMM  1; see Ap-
pendix E 2 f)
〈k2(n)〉ρcond(t)−〈k(n)〉2ρcond(t) =
m∑
l=1
p˜l(n)
(σ˜totl )
2
δt
(53)
+
m∑
k,l=1
p˜k(n) p˜l(n)
(µ˜ink −µ˜inl )2
2
+
m∑
k,l=1
p˜k(n) p˜l(n)
(µ˜ink −µ˜inl )(K˜k−K˜l)
δt
+ ....
In particular, when the conditional state evolves into
a single metastable phase P[ρcond(t)] = ρ˜l, the av-
erage activity is approximated by the activity µ˜inl of
lth metastable phase [cf. Fig. 4(e)]. Furthermore, the
constant term is absent in Eq. (53), and the variance
of k(n) decays inversely with the increasing time-bin
length δt [cf. Fig. 4(f)]. Therefore, for long enough
metastable regime, δt can be chosen so that the fluctua-
tions (σ˜totl )
2/δt of k(n) between measurement records be-
come negligible, and thus in typical measurement records,
the activity takes values approximately equal the average
µ˜inl [cf. Fig. 4(g) (center)].
For a conditional state evolving into a mixture of
metastable phases, however, a constant term is present in
the variance. Nevertheless, it can be shown that it arises
because of a multimodal distribution of the jump number
in nth time bin. Namely, when C˜cl  1, the distribution
of the activity can be approximated, up to corrections
2mCMM + 2C˜cl +Ccl, as a mixture of m distributions with
averages equal internal activities of metastable phase and
variances inversely proportional to δt, where the distri-
bution corresponding to lth metastable phase, that is,
with the average µ˜inl , is observed with the probability
approximating p˜l(n). This is proved in Appendix E 2 h,
by postselecting trajectories in terms of probability of
the final state in the time bin, ρcond(t+ δt), evolving (on
average) into a metastable phase ρ˜l, which, formally, cor-
responds to performing a measurement at time t+δt with
a POVM that approximates P˜l in Eq. (17) [cf. Fig. 4(g)
(bottom)].
We conclude that in typical measurement records and
for long enough δt, activity k(n), n = 0, 1, 2, ..., takes
(approximately, up to fluctuations decaying inversely
in δt) only m values µ˜inl , l = 1, ...,m, corresponding to
the internal activities of m metastable phases. For the
bimodal case m = 2, see also Ref. [33].
Dynamics of time-coarse-grained measurement records
as classical long-time dynamics. We now argue that tran-
sitions in coarse-grained measurement records are cap-
tured by the generator of the effective long-time dynamics
[Eqs. (26) and (28)]. In particular, the effective lifetime
of the lth metastable phase in coarse-grained trajectories
is approximated by τl ≡ 1/µl = −1/(W)ll, l = 1, ...,m.
From the discussion above, for an initial state ρ, the
distribution of activity k(0) can be approximated, up
to small fluctuations, by a probability distribution over
metastable phase activities µ˜inl , with probabilities ap-
proximated by p˜l = Tr(P˜lρ), l = 1, ...,m. Analogously,
the distribution of the activity k(n) in a later nth time
bin is approximated by p˜k(n) = [(eδtW˜)np˜]k, where
t = nδt, which is further approximated by [(eδtW)np˜]k,
k = 1, ...,m [cf. Eq. (31); corrections can be further re-
duced to nCcl by considering discrete stochastic dynam-
ics; see Appendix E 1 f]. Therefore, the transition matrix,
i.e., the probability of observing k(n) ≈ µ˜ink conditioned
on the observation of the initial activity k(0) ≈ µ˜inl , is
approximated by the classical dynamics transition ma-
trix (eδtW)kl [or a discrete stochastic dynamics; see Ap-
pendix E 1 f]. This relation is further corroborated by
Eqs. (43) and (46), with the average and variance of
the integrated activity,
∑bt/δtc
n=0 k(n) = K(t
′)/δt, where
t′ = bt/δtcδt, approximately governed by the classical
long-time dynamics W [cf. Figs. 4(e) and 4(f)].
In summary, when the metastable phases differ in in-
ternal activity which dominates the classical rates of
long-time dynamics, coarse-grained quantum trajectories
inherit these macroscopic properties, leading to intermit-
tence characterized by the timescales of the effective dy-
namics. Similarly, if the metastable phases differ in lo-
cal activity (see Appendix E 2 a), metastability manifests
itself in quantum trajectories by dynamical heterogene-
ity. Therefore, metastability can be observed not only
on average [cf. Eqs. (34) and (35)], but also in individ-
ual realizations of jump counting experiments or individ-
ual samples of QJMC simulations. Analogous arguments
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hold for the measurement of homodyne current (cf. Ap-
pendix E 2 b).
5. Classical metastability and dynamical phase transitions
Finally, we explain how classical metastability can
manifest itself as proximity to a first-order dynamical
phase transition in the ensemble of quantum trajecto-
ries [48], i.e., to a first-order nonanalyticity of θ(s).
Metastable phases as eigenmodes of tilted generator.
For a unique stationary state ρss of L in Eq. (1) and the
bias |s| small enough with respect to the gap −Re(λ2),
the maximal eigenmode of Ls in Eq. (36) is simply ap-
proximated by the stationary state ρss(s) = ρss + ... by
means of non-Hermitian perturbation theory [80]. Fur-
thermore, in this regime we can approximate both the
maximal eigenvalue of Ls and its derivative by
θ(s) = (e−s − 1)µss + ..., (54)
k(s) ≡ − d
ds
θ(s) = e−s µss + .... (55)
To understand how nonanalyticities arise in θ(s), we
consider the dominant contributions to W˜s. As discussed
earlier, in the presence of classical metastability, for a
bias much smaller than λRm−λRm+1, them low-lying eigen-
modes of Ls are approximated by the eigenmodes of W˜s
in Eq. (39). Furthermore, when metastable phases fea-
ture nontrivial internal jump dynamics, i.e., differences
in their internal jump activities are significantly higher
than the transition rates of W between phases, as con-
sidered in Sec. VB4, we have
W˜s = W − hsµ˜in + ... ≡Whs + ..., (56)
where hs ≡ 1−e−s and Whs encodes the classical statis-
tics of time-integral of the classical observable defined by
the average internal activity µ˜in, rather than activity of
trajectories (cf. Appendix B). The additional corrections
in Eq. (56) in comparison to Eq. (40) are . hs‖W˜‖1/2
[alternatively, we can replace µ˜in in Eq. (56) by µ˜ or µ˜tot,
which increases the corrections at most by hs‖W˜‖1/2].
In particular, the function θ(s) is approximated by the
maximal eigenvalue of Whs in Eq. (56), while ρss(s) is
approximated by the corresponding eigenmode pss(hs),
as ρss(s) =
∑m
l=1[pss(hs)]l ρ˜l + ... [cf. Eq. (41)].
For the bias |s| large enough [but small with respect to
the gap to fast modes of the dynamics λRm − λRm+1], the
contribution from W in Whs of Eq. (56) can be further
neglected. In that case, m low-lying eigenmodes of Ls
are approximated as metastable phases ρ˜l in Eq. (14) and
the corresponding eigenvalues θl(s) = (e−s − 1) µ˜inl + ....
Furthermore, in this regime also their derivatives are ap-
proximated as kl(s) = e−sµ˜inl + ..., l = 1, ...,m. In partic-
ular, the maximal eigenmode corresponds to a metastable
phase of Ls with the maximum (for s < 0) or minimum
activity (for s > 0) [cf. Fig. 4(b)], and [cf. Eqs. (54)
and (55) and see Fig. 4(c)]
θ(s) = (e−s − 1) µ˜l(s) + ..., (57)
k(s) = e−s µ˜l(s) + ..., (58)
where
µ˜l(s) ≡
{
max1≤l≤m µ˜inl , s < 0,
min1≤l≤m µ˜inl , s > 0.
(59)
See Appendix E 2 a for corrections.
Proximity to first-order dynamical phase transitions.
For metastable phases differing in activity (or observ-
able averages or homodyne current), Eq. (58) implies a
sharp change in the derivative of θ(s), i.e., −k(s), close
to s = 0 [see Fig. 4(c)]. This sharp change can be inter-
preted as the proximity to a first-order dynamical phase
transition [20, 41, 48, 49]. An analogous argument was
made for the classical Markovian dynamics in Ref. [31].
A sharp change in k(s) around s = 0, implies in turn
a large second derivative of θ(s) [see Fig. 4(d)]. In par-
ticular, d2θ(s)/ds2 at s = 0 determines the rate of fluc-
tuations in jump number, which can be approximated as
[cf. Eqs. (50) and (56)]
σ2ss =
m∑
l=1
[
(σ˜in)2pss − 2µ˜inRµ˜inpss
]
l
+ ..., (60)
where (σ˜in)2 ≡ µ˜in + δσ˜2 and the additional corrections
are bounded by ‖W˜‖1(1 + 2 max1≤l≤m |µ˜l|‖R˜‖1). The
fluctuation rate is indeed large for the stationary state
being a mixture of metastable phases with different ac-
tivities [cf. Figs. 4(b) and 4(d)]. This is a consequence
of long-time scales of the effective classical dynamics be-
tween metastable phases which govern the intermittence
in emission records [20, 83], and are captured by the re-
solvent in the second term of Eq. (60). In contrast, when
the stationary state corresponds to a single metastable
phase (so that Rµ˜inpss ∝ Rpss = 0), the fluctuation rate
is finite as fluctuations originate inside that metastable
phase alone [up to corrections of Eq. (60)]. A large sec-
ond derivative of θ(s) occurs then away from s = 0 at
intermediate (negative or positive) s values.
In terms of phase-transition phenomenology, the
proximity of a first-order dynamical phase transition
manifests itself in a multimodal distribution of a dynam-
ical quantity (i.e., the jump number) in trajectories for
times within the metastability regime, while at longer
times in the coexistence, within individual trajectories,
of active and inactive regimes that can be considered as
dynamical phases [cf. Fig. 4(g)]. These dynamical phases
correspond directly to metastable phases (Sec. VB4).
Other statistics. Similar results to Eqs. (57) and (58),
and thus the relation of metastability to dynamical phase
transitions, also follow for: individual jump activity (see
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Appendix E 2 a), homodyne current measurements (see
Appendix E 2 b and cf. Ref. [73]) and time-integrals of
system observables (see Appendix E 2 c and cf. Ref. [74]).
VI. CLASSICAL DYNAMICAL SYMMETRIES
We now discuss how dynamical symmetries, i.e., sym-
metries of the Lindblad master operator in Eq. (1), are
reflected in classical MMs and in classical long-time dy-
namics. We find that dynamical symmetries correspond
to permutations of metastable phases, and corresponding
discrete symmetries of the long-time dynamics. The pres-
ence of a dynamical symmetry allows us to further sim-
plify the test of classicality introduced in Sec. III, and the
numerical approaches we introduce in Sec. VII. Finally,
our results pave a way for understanding the role of sym-
metry in dissipative phase transitions (see also Ref. [47]).
By a dynamical symmetry we refer to the generator
of the system dynamics L obeying a symmetry on the
master operator level,
[L,U ] = 0, (61)
where U(ρ) ≡ UρU† with a unitary operator U of a sym-
metry (see Refs. [53, 84, 85]). This is also known as
a weak symmetry. As we consider a unique stationary
state, we are interested in the case when the symmetry
operator U is not itself conserved by the dynamics, so
that in general L†(U) 6= 0 (as the number of distinct
stationary states is the same as the number of linearly
independent conserved quantities [85]). For example, U
can describe the translation symmetry in homogeneous
dissipative systems with periodic boundary conditions.
From Eq. (61) it follows that L is block diagonal in
the operator basis of eigenmatrices of U . Therefore,
the eigenmatrices of L, Rk (and Lk of L†) can be si-
multaneously chosen as eigenmatrices of U (and U†), in
which case U(Rk) = eiδφkRk [U†(Lk) = eiφkLk], where
φk equals a difference in arguments of U eigenvalues
(mod 2pi) (cf. Fig. 5 and see Appendix G1).
A. Symmetry and general metastability
We first discuss how dynamical symmetry in Eq. (61)
affects the structure of a general MM and the long-time
dynamics within it.
1. Symmetry of metastable manifolds
As the set of all density matrices is invariant under
any symmetry, its image under the dynamics featuring
a dynamical symmetry is also symmetric at any time t,
U [etL(ρ)] = etL[U(ρ)]. In particular, a unique station-
ary state achieved asymptotically is necessarily symmet-
ric U(ρss) = ρss (or, in the case of degeneracy, the mani-
fold of stationary states is invariant). Similarly, the set of
system states during the metastable regime, i.e., the set
of metastable states, is invariant under the symmetry U .
This can be seen from the MM being determined by the
projection P on the low-lying modes in Eq. (4), which in
the presence of a dynamical symmetry fulfills
[P,U ] = 0 (62)
[cf. Eq. (61)]. This is a direct consequence of the
modes of L being eigenmatrices of the symmetry, so
that the coefficients gain a phase under the symme-
try, Tr[Lk U(ρ)] = Tr[U†(Lk) ρ] = eiφkTr(Lk ρ) =
eiφkck, and thus P[U(ρ)] =
∑m
k=1 e
iφk Tr(Lk ρ)Rk =∑m
k=1 Tr(Lk ρ)U(Rk) = U [P(ρ)]; see Fig. 5(a).
2. Symmetry of long-time dynamics
The dynamical symmetry in Eq. (61) together with the
symmetry of the MM in Eq. (62) yields the symmetry of
the long-time dynamics in the MM in Eq. (6) as
[LMM,U ] = 0 = [LMM,UMM], (63)
where UMM ≡ PUP; see Fig. 5(b). This follows
since [PLP,U ] = P[L,U ]P = 0 and [PLP,PUP] =
P[L,U ]P = 0 from Eq. (62) and [L,P] = 0.
B. Symmetry and classical metastability
We now explain how dynamical symmetries for classi-
cal metastability necessarily correspond to discrete sym-
metries, i.e., permutations of metastable phases.
1. Approximate symmetry of metastable phases
The symmetry U in Eq. (61) transforms the projections
ρ˜1, ..., ρ˜m in Eq. (14) into U(ρ˜1), ..., U(ρ˜1), which are
also projections of system states [e.g., U(ρ1), ..., U(ρm)
for states in Eq. (13)]. In the space of coefficients, the
symmetry transformation is unitary, and does not change
distances. Therefore, as the simplex with vertices corre-
sponding to ρ˜1, ..., ρ˜m approximates well the MM in
the space of coefficients, so does the simplex of the trans-
formed new vertices, and thus we expect the new vertices
to be close to the those of metastable phases.
Indeed, it can be shown that the set of metastable
phases is approximately invariant under the symmetries
of the dynamics. In Appendix G2 a, we prove the action
of the symmetry on the metastable phases
(U)kl ≡ Tr[P˜k U(ρ˜l)] = Tr[P˜k UMM(ρ˜l)], (64)
k, l = 1, ...,m, can be understood as an approximate per-
mutation of metastable phases, that is,
‖Un −Πn‖1 . 7Ccl, (65)
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where Π is a permutation matrix and n = 1, 2, ...
are powers of the transformation [86]. Therefore, from
Eq. (65) we obtain that ρ˜l is approximately trans-
formed into pin(l) under symmetry applied n times,∥∥Un(ρ˜l)− ρ˜pin(l)∥∥ . 7Ccl, where pi is the permutation cor-
responding to Π. Similarly for ρl being the closest state
to ρ˜l we have
∥∥Un(ρl)− ρpin(l)∥∥ . 7Ccl+2C+ [cf. Eq. (11)].
2. No continuous symmetries
We now argue that any continuous dynamical symme-
try acts trivially on the low-lying modes of the master
operator when metastability is classical. A continuous
weak symmetry is a symmetry [Uφ,L] = 0 [cf. Eq. (61)]
for all φ, where Uφ ≡ eφG with G(ρ) ≡ i[G, ρ] for a Her-
mitian operator G. For a small enough φ, Uφ is approx-
imated by the identity transformation, and therefore for
such values of φ we have Π = I in Eq. (65) with n = 1.
On the other hand, Unφ = Unφ, and thus from Eq. (65)
for any φ the symmetry Uφ is approximated by I. But
this is only possible when Uφ = I, i.e., the symmetry
leaves each metastable phase invariant, otherwise the cor-
rections, as given by the Taylor series, could accumulate
beyond 7Ccl  1 (see Appendix G2b for a formal proof).
Therefore, all slow eigenmodes of the dynamics must be
invariant as well. As a corollary, we obtain that any non-
trivial continuous symmetry of slow eigenmodes precludes
classical metastability.
3. Symmetric set of metastable phases
We now show that the set of metastable phases can be
chosen invariant under the action of a dynamical sym-
metry. For a discrete symmetry, there exist a smallest
non-zero integer D such that UDP = P. We then have
UD = I, and thus from Eq. (65) also ΠD = I. Let be pi
be a permutation associated with Π. For each cycle in
the permutation, we choose an element l and define
ρ˜′l ≡
dl
D
D
dl
−1∑
n=0
Undl(ρ˜l), (66)
where dl is the length of the cycle pidl(l) = l (and thus
D is divisible by dl), while for the other elements of that
cycle we define
ρ˜′pin(l) ≡ Un(ρ˜′l), n = 1, ..., dl − 1, (67)
and denote the transformation from the eigenmodes to
this basis as C′ [cf. Eq. (15)]. This gives a symmetric set
of metastable states,
U(ρ˜′l) ≡ ρ˜′pi(l), l = 1, ...,m, (68)
for which the distance to system states is again bounded
by C+ in Eq. (11). Furthermore, from Eq. (65) it can
Figure 5. Dynamical symmetry and classical metasta-
bility: (a) A dynamical symmetry leads to the MM being
symmetric under the corresponding transformation of coeffi-
cients, here c3 7→ −c3 [cf. UMM in panel (b)], which is also
preserved by the long-time dynamics (blue simplex at t τ ′,
red simplex at t = τ ′). States invariant under the symmetry,
e.g., in this case ρ˜2 and ρ˜4, necessarily feature c3 = 0. (b)
The transformation C′ to the symmetric set of metastable
phases in Eqs. (66) and (67) yields the classical long-time
dynamics W′ symmetric with respect to the permutation
Π that corresponds to the action of the dynamical symme-
try on metastable phases, and in this case swaps ρ˜1 and ρ˜3
[cf. Eqs. (63) and (71)].
be shown that ‖ρ˜′l − ρ˜l‖ . 14Ccl, l = 1, ...,m, and the
corrections to classicality defined in Eq. (19) can in-
crease at most by . 14Ccl (see Appendix G2 c for the
proofs). Therefore, without loss of generality, the set of
metastable phases can be considered invariant under the
symmetry. In Sec. VIIA, we show how symmetric sets of
m candidate sets can be generated efficiently.
In the invariant basis of metastable phases, the action
of the symmetry is exactly the permutation [see Fig. 5(b)]
U′ ≡ Π, (69)
where (U′)kl ≡ Tr[P˜ ′k U(ρ˜′l)] = Tr[P˜ ′k UMM(ρ˜′l)], k, l =
1, ...,m, and P˜ ′l is the dual basis to ρ˜
′
l in Eqs. (66)
and (67), l = 1, ...,m; that is, Tr(P˜ ′k ρ˜
′
l) = δkl, from which
it follows U†[P˜ ′pi(l)] = P˜ ′l [cf. Eq. (68)].
4. Symmetry of classical long-time dynamics
The dynamical symmetry of the long-time dynamics in
Eq. (63) in the basis of the metastable phases reads
[W˜,U] = 0 (70)
[cf. Eqs. (26) and (64)]. For the set of m metastable
phases chosen invariant under the symmetry [Eqs. (66)
and (67)], the classical stochastic dynamics between
metastable phases W′ that approximates the long-time-
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dynamics W˜′ [Eq. (28)] also features the dynamical sym-
metry [cf. Eq. (69) and Fig. 5(b)]
[W˜′,Π] = 0 = [W′,Π] (71)
(see Appendix G3 for the proof). This reduces the num-
ber of free parameters in the effective dynamics (cf. Ap-
pendix B).
5. Symmetric test of classicality
Here, we show that the low-lying eigenmodes are linear
combinations of plane waves over cycles of metastable
phases as a consequence of the symmetry of the
long-time dynamics in Eq. (71). We then use this fact
to simplify the test of classicality introduced in Sec. III B.
Structure of low-lying eigenmodes. Eigenvectors of the
long-time dynamics generator W˜′ correspond directly to
the low-lying eigenmodes of the master operator L, as
they determine the coefficients in the basis of Eqs. (14)
and (17),
Rk =
m∑
l=1
(C−1)kl ρ˜l, Lk =
m∑
l=1
(C)kl P˜l, (72)
where k = 1, ...,m. In particular, the left eigenvector of
W˜′ corresponding to the eigenmode Lk is simply the vec-
tor of kth coefficient for metastable phases [cf. Eq. (15)].
In the presence of a dynamical symmetry [Eq. (71)],
W˜′ diagonalizes in the same basis as the corresponding
permutation Π, whose eigenvectors are plane waves over
the permutation cycles. Since those plane waves corre-
spond to the eigenmodes of UMM [cf. Eq. (72)],
R′pij(l) ≡
1
dl
dl−1∑
n=0
(
e
−i2pi jdl
)n
ρ˜′pin(l), (73a)
L′pij(l) ≡
dl−1∑
n=0
(
e
i2pi jdl
)n
P˜ ′pin(l), (73b)
with j = 0, 1, ..., dl − 1, dl being the length of the con-
sidered cycle, and ei2pij/dl the corresponding symmetry
eigenvalue [cf. Eqs. (66) and (67)], the low-lying modes
are their linear combinations,
Rk =
m∑
l=1
(C−1U )klR
′
l, Lk =
m∑
l=1
(CU)klL
′
l, (74)
where CU is the transformation from the basis of the
low-lying eigenmodes to the basis of Eq. (73),
(CU)kpij(l) = c
′(l)
k if e
iφk = e
i2pi jdl (75)
(CU)kpij(l) = 0 otherwise,
with k = 1, 2, ...,m, j = 0, ..., dl − 1, and c′(l)k = Tr(Lkρ′l)
[cf. Eq. (15) and Fig. 5(a)]. Importantly, CU is block
diagonal in the eigenspaces of Π, so that Rk and Lk
are only linear combinations of the eigenmatrices in
Eq. (73) that fulfill ei2pij/dl = eiφk . In particular, when
the symmetry eigenvalue eiφk is unique among low-lying
spectrum modes, Rk and Lk are necessarily proportional
to Eqs. (73a) and (73b). For a single cycle, all symmetry
eigenvalues are unique, so that CU is diagonal and
determined by the coefficients of the single candidate
phase, which is discussed in Ref. [47]. For more cycles,
this is not the case, e.g., for symmetric eigenmodes.
Symmetric test of classicality. Equation (73) forms a
valid basis for any symmetric set of m candidate states
that are linearly independent. Thus, in order to ver-
ify whether candidate states indeed correspond to m
metastable phases, the test of classicality is necessary,
even in the case of a single cycle (see Appendix G4).
Exploiting the structure of the eigenmodes, the test of
classicality can be simplified as follows. First, only coef-
ficients of cycle representatives are needed to construct
CU in Eq. (75). Second, as CU is block diagonal, in or-
der to find the dual basis to the plane waves [Eq. (73b)],
only matrices of the size of the permutation eigenspaces
need to be inverted [87]. The dual basis to metastable
phases in Eq. (17) can then be found by the inverse trans-
formation to Eq. (73b), that is, with the coefficients as in
Eq. (73a). Finally, to estimate the corrections to classi-
cality as in Eq. (20), it is enough to consider the elements
of the dual basis corresponding to the chosen cycle repre-
sentatives, P˜ ′l [Eq. (73b) averaged over j], and multiply
their contribution by dl [88].
VII. UNFOLDING CLASSICAL
METASTABILITY NUMERICALLY
Finally, we now introduce two numerical methods to
analyze the classical metastability in open quantum sys-
tems governed by Lindblad master equations. The first
approach in Sec. VIIA requires diagonalizing the master
operator and its low-lying eigenmodes. The second ap-
proach in Sec. VIIB instead utilizes quantum trajectories
with probabilities biased according to their activity.
A. Metastable phases from master operator
spectrum
Here, we introduce a general approach based on the
low-lying left eigenmodes of the master operator in
Eq. (1), which delivers the set metastable phases when
the considered metastability is classical. We also discuss
its effectiveness in the presence of a hierarchy of metasta-
bilities or a dynamical symmetry. Finally, we con-
sider how observable averages distinguishing metastable
phases (i.e., order parameters) can be utilized.
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1. Metastable phases construction
Our approach consists of the following steps (see also
Fig. 6):
1. Diagonalize L to find the left eigenmatrices Lk be-
low the gap in the spectrum, k = 2, ...,m.
2. Construct candidate metastable states:
- diagonalize the (rotated) eigenmatrices Lk,
- choose the eigenstates associated to their ex-
treme eigenvalues as initial states for candi-
date metastable states,
- discard repetitions in candidate metastable
states — cluster in the coefficients space.
3. Find best candidate metastable states:
i. If the number of candidate states ≥ m, choose
the set of m states providing the simplex with
the largest volume, i.e., the largest |detC|
[cf. Eq. (15)] and calculate the corresponding
corrections to the classicality in Eq. (19), as
can be easily bounded by Eq. (20).
ii. If the number of candidate states < m, or the
corrections to the classicality in Step 3.i. are
not negligible, enlarge the set of candidates
obtained from Step 3. by considering a ran-
dom rotation of the basis of the left eigenma-
trices in Step 2.
Step 1 in the above construction provides the low-
dimensional description of the MM, and, as explained in
Sec. III, allows for testing the approximation of the MM
as mixtures of m candidate states. We choose Hermitian
Lk replacing conjugate pairs of eigenmodes Lk, L
†
k [55]
by
LRk ≡
e−iϕkLk + eiϕkL
†
k√
2
, LIk ≡
e−iϕkLk − eiϕkL†k√
2i
, (76)
where e−iϕk is an arbitrary phase. Step 2 relies on the re-
sult in Appendix H1, that metastable states arising from
extreme eigenstates of the dynamics eigenmodes can be
used to approximate metastable phases in classical MMs,
as long as only a single metastable phase is close to the
extreme value of the corresponding coefficient ck (which
we refer to as the case without degeneracy). We then
discard any repetitions in the set of candidate states (in
order to treat all coefficients on equal footing, we set
the normalization cmaxk − cmink = 1, where cmaxk and cmink
are extreme eigenvalues of Lk). Indeed, for a given left
basis we obtain 2(m−1) candidate metastable states cor-
responding to 2(m−1) extreme eigenvalues of the basis
elements, which may provide up to m metastable phases.
In the case without degeneracy, each candidate corre-
sponds to one of m metastable phases. In the case with
degeneracy, some of extreme eigenstates may correspond
Figure 6. Metastable phases construction. We sketch
the approach to construct a candidate set of m metastable
phases within a given MM that provides the best classical
approximation in terms of corrections in Eq. (19). The con-
struction can be refined by considering dynamical symmetries.
to mixtures of metastable phases: provided that the set
of candidate states features all metastable phases, such
a candidate state should be discarded in Step 3 i (this
relies on the result from Appendix H 3, that the simplex
of metastable phase is approximately the largest simplex
inside the MM; cf. Fig. 2). However, such mixtures may
cause less than m candidates to remain after clustering,
or result in a set of phases which provides a poor approx-
imation to the true MM; even without degeneracy, it is
possible that some metastable phases may reside on the
interior of the hypercube defined by the extreme values
of the coefficients, and as such will not appear in the set
of candidate states taken from extreme eigenvalues of the
eigenmodes. Nevertheless, random rotations in Step 3 ii
ensure that each metastable phase is eventually exposed,
i.e., a basis in which that metastable phase achieves an
extreme coefficient value without degeneracy is eventu-
ally considered (with the probability 1 achieved exponen-
tially in the number of rotations; cf. Appendix H 2).
Naturally, instead of considering distances between
candidate states in the space of coefficients, as used in
Steps 2 and 3 i, candidate states can be clustered with
respect to the trace distance in the space of density ma-
trices, while the bestm candidate states can be chosen to
achieve minimal corrections to classicality instead of the
maximal simplex volume. These modifications, however,
require working with operators on the system Hilbert
space, rather than on the space of coefficients, and thus
are in general more expensive numerically [for classical
MMs, m ≤ dim(H)], while not necessary for MMs with
nonnegligible volumes (cf. Appendixes H 3 and H2).
Our approach will not deliver a set of metastable
phases with negligible corrections to classicality when-
ever the MM is not classical. In particular, quantum
MMs [32] featuring decoherence free subspaces [59–61]
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or noiseless subsystems [62, 63]: which, e.g., at m = 4
amount to Bloch-sphere in the coefficient space, rather
than a tetrahedron (see also Ref. [89]), cannot be approx-
imated as probabilistic mixtures of m metastable phases.
Even for classical metastability emerging in many-body
open quantum systems, the approach relies on the con-
dition in Eq. (21), which may be fulfilled only at larger
system sizes, when the low-lying part of the master oper-
ator spectrum to be sufficiently separated from the fast
modes. In this case, our approach may not succeed for
smaller system sizes with less pronounced metastability.
While degeneracies are unlikely to occur in a generic
model, they typically appear in the presence a hierar-
chy of metastabilities or dynamical symmetries. Before
discussing how to remedy these cases below, we note
that the method has been recently successfully applied
in Ref. [51] to the open quantum East model [40], featur-
ing both a hierarchy of two metastable regimes and the
translation symmetry.
2. Construction for hierarchy of metastable manifolds
In the presence of hierarchy of metastabilities with a
further separation at m2 < m in the spectrum of the
master operator, the simplex of m metastable phases
projected onto the coefficients (c2, ..., cm2) is approxi-
mated by a simplex with m2 vertices corresponding to
m2 metastable phases of the second classical MM. This
requires (at least) m2 metastable phases in the first MM
to evolve directly intom2 metastable phases of the second
MM. Each of other m−m2 metastable phases of the first
MM either evolves into a single phase of the second MM,
or it belongs to the decay subspace in which case it in gen-
eral evolves into a mixture ofm2 metastable phases of the
second MM. In the former case, the metastable phases in
the first MM that evolve into the same phase in the sec-
ond MM are degenerate in the coefficients (c2, ..., cm2).
In the latter case, they do cannot take extreme values
of those coefficients, even after a rotation of the first m2
modes (see Appendixes F and H4). Nevertheless, rota-
tions of all m modes allow both for the degeneracy to be
lifted and for every metastable phase to take an extreme
value in one of the coefficients.
3. Construction for metastable manifolds with symmetries
In the presence of a dynamical symmetry U [Eq. (61)],
the low-lying eigenmodes of the dynamics are linear com-
binations of the plane waves over the cycles induced by
the symmetry on m metastable phases [cf. Eq. (74)]. For
an eigenmode Lk, k = 2, ...,m with a symmetry eigen-
value eiφk , U†(Lk) = eiφkLk, and the minimal integer
nk > 0 leading to einkφk = 1, Lk is supported on cycles
with the length equal nk or larger but divisible by nk.
The latter case, of subcycles with length nk, leads to de-
generacy of the coefficient ck for the metastable phases
connected by Unk [cf. Eq. (73b) and Fig. 5(a), where
ρ˜1 and ρ˜3 are degenerate in c2 and c4 (n2 = n4 = 1)].
Nevertheless, coefficient degeneracy can be remedied and
the structure of the low-lying eigenmodes can be used to
actually enhance the introduced approach, as we now ex-
plain (see also Appendix H 5).
We note that when GCF(nk, nl) < nk for all nl 6= nk,
k, l = 2, ...,m, the eigenmode Lk is supported only on
cycles of length nk, as there are no longer cycles with
the length divisible by nk. The symmetry Unk then acts
trivially on the corresponding metastable phases and the
above discussed degeneracy is absent. Analogously to
the general case, any plane wave in Lk can then be ex-
posed by random rotations of the eigenmodes with the
same symmetry eigenvalue eiφk , while at least a single
metastable phase from each cycle can be obtained by
considering extreme eigenstates of both LRk and L
I
k [90].
Other metastable phases in the considered cycles can be
recovered by applying the symmetry nk − 1 times, so
there is no need to consider eigenmodes Ll with a differ-
ent symmetry eigenvalue supported on the same cycles
(i.e., Ll with eiφk 6= eiφk but nl = nk).
Furthermore, metastable phases in cycles with the
length corresponding to subcycles, e.g., invariant
metastable phases, can also be found. For Ll such that
nl is divides only nk > nl for the above considered eigen-
modes Lk, when the degeneracy of eiφl equals the num-
ber of already considered cycles with nk divisible by nl
(i.e., the sum of the corresponding symmetry eigenvalue
degeneracy for all such nk values), Ll is supported on
the already considered cycles. Otherwise, Ll features
new cycles with the length nl, which can be unfolded,
as before, by rotations of all eigenmodes with the same
symmetry eigenvalue as eiφl and considering both LRl
and LIl [90]. Here, equal mixtures of already consid-
ered phases connected by Unk/nl will also be found, but
such candidate states will not lead to the maximal vol-
ume simplex. Again, by applying symmetry U the full
(sub)cycles can be recovered, and other eigenmodes Lj
with nj = nl, but a different symmetry eigenvalue can
be discarded. Analogous results hold for the remaining
eigenmodes, but with respect to Ll and eiφl degeneracy.
In summary, the set of eigenmodes considered in Step 2
is significantly reduced, with its size equal to the num-
ber of cycles and the subcycles with other cycle’s length.
Furthermore, only rotations of eigenmodes with the same
symmetry eigenvalue are necessary in Step 3 ii. Impor-
tantly, as the eigenstates of LRk and L
I
k and the corre-
sponding metastable states are invariant under Unk , that
is, generate cycles of candidate states with the length di-
viding nk, following the prescription above, we arrive at
an invariant set of candidate states. This invariance can
be maintained by clustering whole cycles of candidate
states rather than individual states in Step 2. Then,
without loss of generality, in Step 3 i, instead of con-
sidering subsets of all candidate states, we can choose
candidate states as sets of cycles with their lengths sum-
ming tom. In that case, the volume of the simplex can be
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efficiently calculated as |det CU|/(m− 1)!
∏
l
√
dl, where
CU is the block-diagonal matrix in Eq. (75) and the prod-
uct, which runs over cycle representatives, is the same for
all sets of linearly independent candidates [87], while the
corrections to the classicality can be efficiently calculated
with the symmetric test of classicality of Sec. VIB 5.
4. Construction utilizing order parameters
We note that instead of considering the eigenmodes of
the dynamics, we can choose a left eigenbasis formed by
a set of m observables Ol, l = 1, ...,m projected onto the
low-lying eigenmodes, i.e., P†(Ol) =
∑m
k=1 b
(l)
k Lk, where
b
(l)
k ≡ Tr(OlRk) [cf. Eq. (4)], provided that those projec-
tions are linearly independent. In this case, the extreme
eigenstates of P†(Ok) will give metastable states attain-
ing extreme values in the average of the observable Ok.
Those metastable states will correspond to metastable
phases, up to degeneracy of metastable phase averages of
Ok (in particular, in the presence of nontrivial dynam-
ical symmetry of low-lying eigenmodes, it is necessary
to consider observables breaking the symmetry). Among
others, this can be helpful when the volume of MM in
the space of coefficients is negligible. In the next sec-
tion, we extend this approach by considering continuous
measurements instead of system observables.
B. Metastable phases from biased quantum
trajectories
In some systems, the metastability can be a collec-
tive effect emerging as the system size increases [33]. If
large system sizes are required for prominent metastabil-
ity, exact diagonalization may not be feasible. Therefore,
we now introduce an alternative numerical approach to
finding metastable phases in classical MMs using QJMC
simulations [8] and biased sampling in the framework of
large deviation theory (see Ref. [91] for a review). In
classical stochastic dynamics biased sampling can be ef-
ficiently incorporated into the generation of trajectories,
with techniques such as transition path sampling [92] and
cloning [93].
Trajectories of the biased master equation Ls in
Eq. (36) can be viewed as trajectories of L with their
probability multiplied by e−sK(t), where K(t) is the to-
tal number of jumps K(t) occurring in a quantum tra-
jectory of length t. The maximal eigenmode ρss(s) of
Ls corresponds then to the asymptotic system state in
quantum trajectories averaged with the biased probabil-
ity. In Sec. VB5, we argued that ρss(s) can approximate
metastable phases of extreme activity for appropriately
chosen s when the activity dominates the transition rates
of long-time dynamics [cf. Figs. 4(b) and 4(c)]. If the ef-
ficient biased sampling could be generalized to QJMC
sampling, metastable phases with extreme activity could
be accessed via time-average of a biased trajectory over
time-length within the metastable regime [94].
Similarly as in the case of degeneracy of coefficients,
when more than a single metastable phase corresponds
to the maximum or the minimum activity, ρss(s) corre-
sponds to a mixture of the metastable phases with the
extreme value (e.g., when both L and J obey a symme-
try that is broken in the MM, the mixture is symmetric).
Nevertheless, the discussion in Sec. VB5 is analogous for
the activity of individual jumps, and thus a further dis-
tinction between metastable phases can be enabled this
way, e.g., by breaking the translation symmetry of Ls in
the case of identical local jumps (see Appendix E 2 a).
VIII. CONCLUSIONS
In this paper, we formulated a comprehensive the-
ory for the emergence of classical metastability for open
quantum systems whose dynamics is governed by a Lind-
blad master operator. We showed that classical metasta-
bility is characterized by the approximation of metastable
states as probabilistic mixtures of m metastable phases,
where m is the number of low-lying modes of the master
operator. Namely, in terms of the corresponding cor-
rections, metastable phases are approximately disjoint,
while the long-time dynamics, both on average and in
individual quantum trajectories, is approximately gov-
erned by an effective classical stochastic generator. Fur-
thermore, any nontrivial dynamical symmetries present
at long times are necessarily discrete as they correspond
to approximate permutations of metastable phases, un-
der which the classical dynamics is invariant.
To investigate metastability for a given open quantum
system, we introduced the test of classicality - an ap-
proach to verify the approximation of the MM by a set
of candidate metastable phases. We also developed a
complementary numerical approach to deliver sets of can-
didate metastable phases. Since that approach requires
diagonalization of the master operator - a difficult task
in systems of larger size - we also discussed an alternative
based on the concept of biased trajectory sampling.
The introduced set of techniques allows us to achieve a
complete understanding of classical metastability emerg-
ing in an open quantum system. A concrete application
of the methods described here to a many-body system is
found in Ref. [51], where the long-times dynamics of the
glassy open quantum East model [40] is studied in detail.
An important question is how to investigate systems
exhibiting general quantum metastability, e.g., featuring
metastable coherences [32]. Extending the methods de-
scribed here to those systems would inform the study of
a general structure of first-order dissipative phase tran-
sitions in open quantum systems.
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APPENDIX: PROOFS
In the following appendixes, we provide detailed proofs
of the results throughout the paper.
Appendix A: Open quantum system in Figs. 1-5
1. Model
To illustrate our general theory of metastability in
Markovian open quantum systems, we choose a system
of 6 levels |j〉, j = 1, 2, ..., 6, connected in the Markovian
dynamics governed by the master operator in Eq. (1),
with the Hamiltonian
H = ω1(σ
x
13 + σ
x
14) + ω2(σ
x
25 + σ
x
26) + Ω (σ
x
35 + σ
x
46),(A1)
where σxjk ≡ |j〉〈k|+ |k〉〈j|, and the dissipative jumps
J1 =
√
γ σ11, J2 =
√
γ σ22, (A2)
J3 =
√
κσ†35, J4 =
√
κσ46, (A3)
where σjk = |j〉〈k|, as depicted in Fig. 7. We assume J3
and J4 correspond to emission of quanta [cf. Fig. 1(e)].
In the limit
|ω1|, |ω2|  |Ω|, κ, γ, (A4)
the dynamics is in the proximity of a dissipative phase
transition with four independent sectors corresponding to
two decoupled pure states |1〉 and |2〉 two effective two-
level atoms formed by |3〉 and |5〉, and by |4〉 and |6〉 (see
Fig. 7). The coherences between two decoupled states
are not stable because of dephasing caused by J1 and J2
in Eq. (A3). We note that due to a perturbation of this
finite-size classical phase transition by the Hamiltonian
δH = ω1(σ
x
13 + σ
x
14) + ω2(σ
x
25 + σ
x
26), the long-time dy-
namics arises in the second order in ω1 and ω2, while the
structure of the phases is perturbed already in the first
order [32]. Therefore, the condition in Eq. (A4) leads
to the classical metastability with m = 4 in Figs. 1-4
(for parameters see below), as the dynamics caused by
δH can be neglected before and during the metastable
regime, t τ ′.
Replacing J4 in Eq. (A3) by J
†
4 introduces a discrete
dynamical symmetry under the simultaneous swap |3〉 ↔
|4〉 and |5〉 ↔ |6〉 (cf. Fig. 7 and see Sec. VI). This is the
model depicted in Fig. 5, in the limit of Eq. (A4).
2. Plot parameters and numerical results
In Figs. 1-4, we choose ω1 = 2.5ω2 and ω2 = 0.2κ,
while Ω = 1.5κ and γ = 0.75κ (we choose 1/κ as a unit
of time). The low-lying eigenvalues are λ2 = −0.0785κ,
λ3 = −0.1564κ and λ4 = −0.2886κ with the next eigen-
value λ5 = −0.4297κ. Although the separation is not
Figure 7. Example of open quantum dynamics defined
in Eqs. (A1), (A2) and (A3). Four phases with distinct sup-
port arise in the perturbative limit of Eq. (A4) when dynamics
associated with ω1 and ω2 (green dashed arrows) can be ne-
glected for times t  τ ′. When the jump from |6〉 to |4〉
(red arrow) is reverted, the dynamics features a discrete swap
symmetry [cf. L4 in Eq. (A3)].
significant, the choice of such set of parameters is moti-
vated by clearly illustrating approximations in the the-
ory of classical metastability. The corrections to classi-
cality are bounded by C˜cl = 0.2369 in Eq. (20), which
we get for the metastable phases obtained from initial
states chosen as extreme eigenstates of L2, L3 and L4
(normalized so that 〈1|Lk|1〉 > 0 and cmaxk − cmink = 1,
k = 2, 3, 4) that give the maximal simplex (cf. Fig. 2).
In particular, in Figs. 2-4, ρ˜1 is supported mostly on
|3〉 and |5〉, ρ˜2 on |1〉, ρ˜3 on |4〉 and |6〉, while ρ˜4 on
|2〉 (cf. Fig. 7), and the stationary state decomposes as
p˜ss = (0.2763, 0.1689, 0.4021, 0.1528)
T . The initial state
considered in Figs. 1(c), 1(d), 1(e), 4(e), 4(f), and 4(g)
is |3〉. In Figs. 1(c) and 1(d), the chosen observable is
the activity of jumps in Eq. (A2), O = J†3J3 + J
†
4J4 =
κ(σ33 + σ44), which in trajectories in Figs. 1(e) and 4(g)
are represented by blue (J3) and red (J4). Therefore,
〈K(t)〉 in Fig. 4(e) corresponds to the time-integral of
〈O(t)〉. In terms of the asymptotic rates, we have µss =
0.3115κ and σ2ss = 1.057κ, while the metastable phase
rates are µ˜1 = 0.5129κ, µ˜2 = 0.01832κ, µ˜3 = 0.3971κ,
µ˜4 = 0.0458κ, and σ˜21 = 0.3868κ, σ˜22 = 0.01876κ,
σ˜23 = 0.4026κ, σ˜24 = 0.03852κ.
In Figs. 1(a), 1(c), 1(d), 4(e), and 4(f), we choose re-
duced ω2 = 0.025κ, in order to obtain a more pronounced
separation of the eigenvalues: λ2 = −0.0008522κ, λ3 =
−0.001114κ, λ4 = −0.004682κ and λ5 = −0.5000κ. In
this case, the activity of the stationary state is charac-
terized by µss = 0.3137κ and σ2ss = 69.03κ. Consider-
ing the extreme eigenstates of (L2 + L3)/2, (L2 − L3)/2
(rotation of coefficients by pi/4) and L4 as initial states
for candidate metastable phases and the maximal sim-
plex, we obtain C˜cl = 0.001703, while µ˜1 = 0.4739κ,
µ˜2 = 0.00004521κ, µ˜3 = 0.4732κ, µ˜4 = 0.0002876κ, and
σ˜21 = 0.4034κ, σ˜22 = 0.00003849κ, σ˜23 = 0.4027κ, σ˜24 =
0.0002447κ. Here, p˜ss = (0.1833, 0.4792, 0.1907, 0.1467)T
and, thus, a significant increase in σ2ss = 1.057κ is due
to longer timescales of the dynamics within the MM
27
(cf. Sec. VB5). Furthermore, in this case W˜ = W,
as a consequence of the long-time dynamics dominated
by the second order of perturbation theory in δH, which
necessarily gives positive dynamics [32]. Therefore, in or-
der to compare the classical approximation to the rate of
jump average and fluctuations in Figs. 4(e) and 4(f), we
rescale W˜ obtained for ω2 = 0.025κ by the square of the
frequency ω2 ratio (= 0.1252).
In Fig. 5, we replace J4 by J
†
4 and again choose
ω2 = 0.2κ leading to λ2 = −0.10099κ, λ3 = −0.14641κ,
λ4 = −0.22028κ and λ5 = −0.458922κ and C˜cl = 0.1597,
and the stationary state with µss = 0.2499κ and σ2ss =
1.1790κ. Considering again the extreme eigenstates of
L2, L3 and L4 and the maximal simplex, in Fig. 5(a), we
again have that ρ˜1 is supported mostly on |3〉 and |5〉, ρ˜2
on |1〉, ρ˜3 on |4〉 and |6〉, while ρ˜4 on |2〉 (cf. Fig. 7),
with µ˜1 = 0.4781κ, µ˜2 = 0.0297κ, µ˜3 = 0.4781κ,
µ˜4 = −0.01771κ, and σ˜21 = 0.4187κ, σ˜22 = 0.0284κ,
σ˜23 = 0.4802κ, σ˜24 = −0.0181κ. Here, the stationary state
decomposes as p˜ss = (0.2605, 0.1947, 0.2605, 0.2843)T .
We observe that the symmetry increases the separation
in the master operator spectrum and reduces the correc-
tions to classicality. We find it also leads to W˜ = W
[cf. Fig. 5(b)].
Appendix B: Classical stochastic dynamics
Here, we review properties of classical stochastic dy-
namics and statistics of its trajectories. We also discuss
dynamical symmetries.
1. Positivity and probability conservation
Let l = 1, ...,m label m configurations of a classical
system and p = (p1, ..., pm)T be a vector of the cor-
responding probabilities (0 ≤ pl ≤ 1, l = 1, ...,m and∑m
k=1 pk = 1). Time-homogeneous dynamics which pre-
serves the positivity of the probability vector is generated
by a matrix W [cf. Eq. (6)]
d
dt
p(t) = Wp(t) (B1)
such that
(W)ll ≤ 0, (W)kl ≥ 0 for k 6= l, (B2)
where k, l = 1, ...,m, while the preservation of probability
requires
m∑
k=1
(W)kl = 0. (B3)
for all l = 1, ...,m.
2. Stochastic trajectories
The matrix W can be considered as a Markovian gen-
erator of stochastic trajectories of system configurations.
The waiting time for a transition from the kth configu-
ration is distributed exponentially with the rate −(W )ll,
so that the average lifetime is
τl = − 1
(W)ll
, (B4)
while the probability that the transition takes place from
lth to kth configuration is proportional to (W)kl [equals
−(W)kl/(W)ll], k, l = 1, ...,m.
The cumulants of the statistics of number of transitions
in a stochastic trajectory [cf. Eq. (36)] is encoded by the
maximal eigenvalue of the biased operator
Ws = W + (e
−s − 1)J, (B5)
where J = W + µ with
(µ)kl = δklµl = −δkl(W)ll (B6)
being a diagonal matrix of activities. The (minus) first
derivative of the maximal eigenvalue determines the av-
erage activity
µss =
m∑
l=1
(Jpss)l =
m∑
l=1
(pss)lµl, (B7)
where pss is the stationary probability of W, i.e., Wpss =
0, and (pss)l corresponds to the average time spent in
the lth configuration, l = 1, ..,m. The second derivative
the rate of fluctuations of the number of transitions in
stochastic trajectories
σ2ss =
m∑
l=1
(Jpss)l − 2
m∑
l=1
(JRJpss)l (B8)
=
m∑
l=1
(µpss)l − 2
m∑
l=1
(µRµpss)l,
where R is the pseudoinverse of W. In the second line
in Eq. (B8), we used (J − µ)pss = Wpss = 0 as well as∑m
l=1(J)lk = (µ)k. Equations (B7) and (B8) follow from
the perturbation theory for Ws with respect to (e−s −
1)J.
Similarly, the cumulants of the statistics of a time-
integral of system observable which takes value mk in the
kth configurations is encoded by the maximal eigenvalue
of the biased operator [cf. Eq. (E60)]
Ws = W − hm, (B9)
where the diagonal matrix of the system observable
(m)kl = δklml. (B10)
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The rate of the average time-integral
mss =
m∑
l=1
(mpss)l =
m∑
l=1
(pss)lml, (B11)
while the rate of fluctuations of time-integral
δ2ss = −2
m∑
l=1
(mRm pss)l, (B12)
Eqs. (B11) and (B12) follow from the perturbation theory
for Wh with respect to hm.
3. Dynamical symmetries
Stochastic dynamics features dynamical symmetry Π
when
[W,Π] = 0, (B13)
where Π is a permutation matrix between m system con-
figurations. Therefore, the symmetry in Eq. (B13) is
equivalent to
(W)kl = (W)pi(k)pi(l), (B14)
where k, l = 1, ..m and pi denotes the permutation corre-
sponding to Π. From Eq. (B14), all configurations that
belong to the same cycle, feature the same decay rate,
(W)kk = (W)pin(k)pin(k), n = 1, 2, .... Furthermore, con-
sider two different cycles of length m1 and m2 and let
m1,2 be the greatest common factor of m1 and m2. Tran-
sitions from the first to the second cycle are the same for
all elements of a subcycle of length m1/m1,2 and all ele-
ments of a subcycle m2/m1,2 (and analogously for transi-
tions from the second to the first cycle). In particular, the
transition rates from (or to) an invariant configuration l
[pi(l) = l] are the same for all the elements of a cycle,
(W)kl = (W)pin(k)l [(W)lk = (W)lpin(l)], n = 1, 2, ....
Appendix C: Classical metastability in open
quantum systems
In this appendix, we first discuss the correctness of
the definition of classical metastability in Eq. (13) in
terms of the number of metastable phases. We then
consider the test of classicality and prove that Ccl in
Eq. (19) is the maximal distance of the barycentric co-
ordinates of a metastable state from a given simplex
of candidate metastable phases when measured by L1-
norm. We further prove the bound on the corrections
in Eq. (18). We also derive a similar bound on the av-
erage distance.Finally, we consider the optimality of the
metastable phase construction in Eq. (18) in the con-
text of corrections Eq. (13). As a corollary of derivations
presented in this appendix, the second line of Eq. (11)
follows.
1. Definition of classical metastability
In Eq. (13) we assumed the number of states to be
equal to the number m of low-lying modes in the spec-
trum of Lindblad master operator in Eq. (1). We now
justify this assumption.
A higher number of states than m Eq. (13) necessarily
leads to linearly dependent matrices after the projection
onto the low-lying modes as in Eq. (14). Therefore, the
decomposition of P[ρ(0)] into such states in the space
of coefficients in not unique [even with the additional
assumption of the (approximate) positivity of decompo-
sition]. Therefore, when the states in Eq. (13) are well
approximated by their projection on the low-lying modes
in Eq. (14), we conclude that there are no more than
m states for the decomposition to be uniquely defined
[uniqueness here is defined up to corrections in Eq. (13)].
Furthermore, when some of the states in Eq. (13) dif-
fer significantly from their projection on the low-lying
modes, i.e., are not metastable, not all probabilistic mix-
tures of the states in Eq. (13) are metastable, and thus
the probabilities, although possibly uniquely defined, do
not represent degrees of freedom of the MM. Moreover,
although in this case the candidate states can be replaced
by the states closest to their projections in Eq. (14)
[with an increase of corrections in Eq. (13) by at most
CMM + C˜+ + C+; see Eq. (C18) below], due to linear de-
pendency in the space of coefficients, this again will lead
to a non-unique decomposition.
A lower number of states than m in Eq. (13) indicates
degeneracy of the description of the MM in the space of
coefficients (see e.g., Ref. [30]), leading to the effective
lower dimension of the metastable state manifold than
m− 1. This case will be discussed elsewhere.
2. Test of classicality
a. Distance of barycentric coordinates to probability
distributions
We now show that the distance of barycentric coordi-
nates p˜ = (p˜1, ..., p˜m)T to the set of probability distribu-
tions is given by ‖p˜‖1 − 1.
For any probability distribution p = (p1, ..., pm)T , we
29
have in the L1-norm
‖p˜− p‖1 ≡
m∑
l=1
|p˜l − pl| (C1)
=
∑
l: p˜l<0
(−p˜l + pl) +
∑
l: p˜l≥0
|p˜l − pl|
≥
∑
l: p˜l<0
(−p˜l + pl) +
∣∣∣∣∣ ∑
l: p˜l≥0
(p˜l − pl)
∣∣∣∣∣
= 2
∑
l: p˜l<0
(−p˜l + pl)
≥ 2
m∑
l=1
max (−p˜l, 0) ≡ ‖p˜‖1 − 1,
where in the second and last line we used the positivity of
pl ≥ 0, l = 1, ...,m, the third line follows from the triangle
inequality, and the fourth line follows from
∑m
l=1 p˜l = 1 =∑m
l=1 pl (note that the final result corresponds to the
triangle inequality). We now construct the probability
distribution for which the lower bound is saturated. We
define ∆ =
∑m
k=1 max (−p˜k, 0) and
pl ≡ 0 if p˜l ≤ 0, (C2)
pl ≡ p˜l −min
[
p˜l,∆−
∑
k<l:
p˜k>0
(p˜k − pk)
]
if p˜l > 0,
l = 1, ...,m. In Eq. (C2) all the negative coordinates in
(p˜1, ..., p˜m) are replaced by 0 [which saturates the second
inequality in Eq. (C1)]. In order to obtain the sum of
probabilities equal 1, the remaining non-zero positive co-
ordinates of p˜, which sum up to 1 + ∆, are individually
reduced while keeping their positivity [which guarantees
saturation of the first inequality in Eq. (C1)], in Eq. (C2)
we chose to set the remaining p˜l > 0 either to 0 or re-
duced by the remaining difference of the probability sum
to 1. This gives
‖p˜− p‖1 = ‖p˜‖1 − 1. (C3)
Note that the choice of optimal p in Eq. (C2) is generally
not unique.
We conclude that the maximal distance of barycentric
coordinates to the simplex of probability distributions
over all initial states of the system is given by Eq. (19).
As a barycentric coordinate p˜l is bounded from below
by the minimal eigenvalue of P˜l in the dual basis, from
Eq. (C3) we arrive at Eq. (20).
The average distance Ccl for uniformly distributed pure
initial states of the system is bounded by
Ccl ≡ max
ρ(0)
‖p˜‖1 − 1 ≤ 2
m∑
l=1
−Tr(P˜−l )
dim(H) (C4)
with P˜−l being P˜l restricted to its negative eigenvalues
and dim(H) the dimension of the system Hilbert space.
By construction we have Ccl ≤ Ccl, and C˜cl ≤ dim(H)Ccl
also holds [cf. Eq. (20)]. Indeed, p˜l can be bounded from
below by overlap with P˜−l . As p˜l = Tr(P˜lρ), while P
−
l ≤
0, we have max (−p˜l, 0) ≤ −Tr(P−l ρ(0)), with the right-
hand side being linear in ρ(0). Averaging ρ(0) over initial
states (uniformly distributed pure states or mixed states
in Hilbert-Schmidt metric [95, 96]) gives ρ¯ = 1/dim(H),
and thus we arrive at Eq. (C4).
Furthermore, the average corrections in Eq. (13) are
bounded as∥∥∥∥ρ(t)− m∑
l=1
plρl
∥∥∥∥ . Ccl + C+ + CMM, (C5)
[see the derivation of Eq. (18) below].
b. Derivation of Eq. (18)
From the triangle inequality we can compare the classi-
cal approximation of metastable states in the trace norm
as ∥∥∥∥∥ρ(t)−
m∑
l=1
plρl
∥∥∥∥∥ ≤
∥∥∥∥∥ρ(t)−
m∑
l=1
p˜lρ˜l
∥∥∥∥∥ (C6)
+
∥∥∥∥∥
m∑
l=1
p˜lρ˜l −
m∑
l=1
plρ˜l
∥∥∥∥∥+
∥∥∥∥∥
m∑
l=1
plρ˜l −
m∑
l=1
plρl
∥∥∥∥∥
≤ CMM +
m∑
l=1
|p˜l − pl| ‖ρ˜l‖+
m∑
l=1
pl ‖ρ˜l − ρl‖
≤ CMM + (1 + C+) ‖p˜− p‖1 + C+,
where in the second inequality we used Eq. (10), while
the third inequality follows from ‖ρ˜l − ρl‖ ≤ C+ for ρl
being the closest state to ρ˜l [cf. Eq. (11)] and ‖ρ˜l‖ ≤
‖ρ˜l − ρl‖+ ‖ρl‖ ≤ 1 + C+. Therefore, using Eq. (19) we
arrive at Eq. (18).
c. Optimality of test of classicality
We now consider how the construction of classical
approximation in Eq. (18) compares to a given set of
states in Eq. (13).
Bound on Ccl in terms of corrections in Eq. (13). We
now bound the corrections Ccl in Eq. (19) by the correc-
tions in Eq. (13). We have
|p˜l − pl| =
∣∣∣Tr{P˜kP[ρ(0)]− P˜k m∑
l=1
plρl
}∣∣∣ (C7)
≤ ∥∥P˜k∥∥max∥∥∥P(ρ)− m∑
l=1
plρl
∥∥∥
≤ (1 + Ccl)
(
C˜+ + C
)
,
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where l = 1, ...,m. In the first inequality we
used Eq. (C21) below], and in the last inequality we used
the fact that
∥∥P˜l∥∥max ≤ 1 + Ccl [see Eq. (D5)] and∥∥∥P[ρ(0)]− m∑
l=1
plρl
∥∥∥ ≤ ‖P[ρ(0)]− ρ(t)‖
+
∥∥∥ρ(t)− m∑
l=1
plρl
∥∥∥
≤ C˜+ + C, (C8)
where C are the maximal corrections in Eq. (13) over the
set of metastable states. Therefore,
Ccl ≤ max
ρ(0)
‖p˜− p‖1 ≤ m (1 + Ccl)
(
C˜+ + C
)
(C9)
. m
(
C˜+ + C
)
(see also Appendix D3).
Bound on the stationarity of states in Eq. (13). We
now prove that for states in Eq. (13) we have
‖ρl − P(ρl)‖ ≤ (m+ 1)
(
C˜+ + C
)
, (C10)
and thus states in Eq. (13) are metastable for the correc-
tions in Eq. (13) fulfilling mC  1.
Consider ρl in Eq. (13) as an initial state of the system,
l = 1, ...,m. We denote ρl(t) the corresponding state at
time t. By definition, there exists a probability distribu-
tion p(l)k , k = 1, ...m such that for all times within the
metastability regime∥∥∥ρl(t)− m∑
k=1
p
(l)
k ρk
∥∥∥ ≤ C, (C11)
and therefore from Eq. (C8)∥∥∥P[ρl]− m∑
k=1
p
(l)
k ρk
∥∥∥ ≤ C˜+ + C. (C12)
On the other hand, we also have [cf. Eqs. (14) and (C7)]
|1− p(l)l | ≤ (1 + Ccl)(C˜+ + C), (C13)
|p(l)k | ≤ (1 + Ccl)(C˜+ + C), k 6= l. (C14)
Together with Eq. (C11), we then obtain∥∥∥ρl(t)− ρl∥∥∥ ≤ |1− p(l)l |‖ρl‖+∑
k 6=l
p
(l)
k ‖ρk‖ (C15)
≤ C +m(1 + Ccl)(C˜+ + C),
and, thus, again using Eq. (C8) arrive at∥∥∥ρl − P[ρl]∥∥∥ ≤ (m+ 1 +mCcl)(C˜+ + C). (C16)
Bound on corrections for metastable phases replaced by
their projections. We have∥∥∥P[ρ(0)]− m∑
l=1
plP[ρl]
∥∥∥ ≤ ‖P‖∥∥∥P[ρ(0)]− m∑
l=1
plρl
∥∥∥
≤ (1 + C+)(C˜+ + C), (C17)
where in the second inequality we used Eq. (C8). There-
fore, from the triangle inequality∥∥∥ρ(t)−∑
l
plP[ρl]
∥∥∥ ≤ ∥∥ρ(t)− P[ρ(0)]∥∥
+
∥∥∥P[ρ(0)]− m∑
l=1
plP[ρl]
∥∥∥
≤ CMM + (1 + C+)(C˜+ + C)
. CMM + C˜+ + C. (C18)
Bound on corrections for metastable phases replaced by
closest states to their projections. Let ρ′l be the closest
state to the projection P[ρl] of ρl in Eq. (13), so that
‖P[ρl] − ρ′l‖ ≤ C+ [cf. Eq. (11)]. From the triangle in-
equality we then have [cf. Eq. (C18)]∥∥∥ρ(t)−∑
l
plρ
′
l
∥∥∥ ≤ ∥∥∥P[ρ(0)]− m∑
l=1
plP[ρl]
∥∥∥ (C19)
+
m∑
l=1
pl ‖P[ρl]− ρ′l‖
. CMM + C˜+ + C + C+.
Equations (C18) and (C19) actually hold for any
number of states in Eq. (13) (see the discussion on the
correctness of classicality definition in Appendix C 1).
We conclude that corrections in Eq. (13) can increase in
the leading order by at most CMM + C˜+ + C+ when the
states in Eq. (13) are replaced by closest states to their
projections.
The Von Neumann trace inequality. In the proofs
above, we make use of the von Neumann trace inequality
for operators, which reads [97–99]
|Tr(XY )| ≤
dim(H)∑
n=1
λ(X)n λ
(Y )
n , (C20)
where λ(X)n are singular eigenvalues of X [i.e., the
eigenvalues of
√
X†X] ordered decreasing in value, and
dim(H) is the dimension of the system Hilbert space. In
particular, we have λ(X)n ≤ ‖X‖max and
∑
n λ
(X)
n = ‖X‖,
so that
|Tr(XY )| ≤ min (‖X‖max‖Y ‖, ‖X‖‖Y ‖max) (C21)
≤ ‖X‖‖Y ‖.
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3. Derivation of Eq. (11)
Using the results of this appendix, let us consider a
projection on the MM in Eq. (4). As P preserves the
trace, from Eqs. (C1)-(C3) it follows that the closest state
(density matrix) diagonal in the eigenbasis of P[ρ(0)] is
determined by Eq. (C2), leading to the distance in the
trace norm equal ‖P[ρ(0)]‖ − 1 [cf. Eq. (C3)]. On the
other hand, for any density matrix ρ from the triangle
inequality we have
‖P[ρ(0)]‖ − 1 ≤ ‖P[ρ(0)]− ρ‖+ ‖ρ‖ − 1 (C22)
= ‖P[ρ(0)]− ρ‖,
and thus the choice of ρ as diagonal in the eigenbasis
of P[ρ(0)] with the eigenvalues given as in Eq. (C2) is
optimal.
Appendix D: Classical metastable phases
Here, we prove the bounds in Eqs. (22), (23), and (24)
of the main text. We begin by discussing the proper-
ties of the dual basis, which we then use in derivations
of Eqs. (22), (23), and (24). We also prove the bound
on the scalar product of the metastable phases. We fin-
ish by discussing the relations between distances in the
barycentric coordinates for metastable phases and in the
space of density matrices.
1. Properties of dual basis in classical metastable
manifolds
Here, we discuss properties of minimum and maximum
eigenvalues of the dual basis in Eq. (17) and find corre-
sponding bounds on its norms in terms of Ccl in Eq. (19).
We also show that C˜cl in Eq. (20) can be understood a
distance to operators in a certain POVM.
a. Properties of dual basis
Let p˜maxl be the maximal eigenvalue of P˜l, ρ
max(l) be
the density matrix of the corresponding eigenstate. Let
[p˜max(l)]k = p˜
max(l)
k = Tr[P˜k ρ
max(l)], and pmax(l) be the
closest probability distribution to p˜max(l) [cf. Eq. (C3)].
We then have
p˜maxl = 1−
∑
k 6=l
p˜
max(l)
k
≤ 1−
∑
k 6=l
max(−p˜max(l)k , 0) ≤ 1 +
Ccl
2
. (D1)
Furthermore, for the state ρ from which ρ˜l is obtained
by the projection on the low-lying modes [cf. Eq. (14)]
we have, by the definition, p˜maxl ≥ Tr(P˜lρ) = 1, so that
from Eq. (D1)
|1− p˜maxl | ≤
Ccl
2
. (D2)
Let p˜minl be the minimal eigenvalue of P˜l. We obtain that
p˜minl is negative by considering k 6= l, p˜minl ≤ Tr(P˜kρ) = 0
and thus [cf. Eq. (19)]
|p˜minl | ≤
Ccl
2
(D3)
as well as [cf. Eq. (20)]
C˜cl =
m∑
l=1
|p˜minl |. (D4)
As the norm
∥∥P˜l∥∥max is by definition equal the maximal
or minus the minimal eigenvalue of P˜l, we conclude∥∥P˜l∥∥max ≤ 1 + Ccl2 . (D5)
b. Distance to POVM
Consider operators
Pl ≡ P˜l + max(−p˜
min
l , 0)
1 + C˜cl2
, l = 1, ...,m. (D6)
We have that Pl ≥ 0 and
∑m
l=1 Pl = 1, so that these
operators constitute a POVM, i.e., a set of operators for
which pl ≡ Tr(Plρ), l = 1, ...,m, corresponds to a proba-
bility distribution for any density matrix ρ.
We now estimate the distance of this probability dis-
tribution to the barycentric coordinates p˜l ≡ Tr(P˜lρ)
[cf. Eq. (17)]. We have
‖p˜− p‖1 = 1
1 + C˜cl2
m∑
l=1
∣∣∣∣∣−C˜cl2 p˜l + max(−p˜minl , 0)
∣∣∣∣∣ (D7)
≤
C˜cl
2
1 + C˜cl2
(
m∑
l=1
|p˜l|+ 1
)
≤
C˜cl
2
1 + C˜cl2
(2 + Ccl) . C˜cl,
where the first inequality corresponds to the triangle in-
equality.
2. Disjointness of phases in classical metastable
manifolds
a. Proof of Eq. (22)
Here, we find an upper bound on the scalar product be-
tween square roots of the closest states to ρ˜l in Eq. (14),
l = 1, ...,m.
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We have
(p˜maxk − p˜mink )Tr(
√
ρk
√
ρl) = Tr[
√
ρk (P˜k − p˜mink 1)
√
ρl] (D8)
+Tr[
√
ρk (p˜
max
k 1− P˜k)
√
ρl],
where p˜mink and p˜
max
k are minimal and maximal eigenval-
ues of P˜k, which are introduced to obtain products with
positive operators. If p˜mink ≥ 0 we instead replace it by 0
in Eq. (D8), while p˜maxk ≤ 1 we instead replace it by 1.
From the Cauchy-Schwarz inequality we further ob-
tain,
|Tr[√ρk (P˜k − p˜mink 1)
√
ρl]| (D9)
≤
√
Tr[(P˜k − p˜mink 1)2ρl ]
≤
√
p˜maxk − p˜mink
√
|p˜mink |+ ‖P˜k‖max‖ρl − ρ˜l‖.
In the third line we used (P˜k − p˜mink 1)2 ≤ (p˜maxk −
p˜mink )(P˜k − p˜mink 1) and |Tr[(P˜k − p˜mink 1) ρl]| = | − p˜mink +
Tr{P˜k[ρl − ρ˜l]}| ≤ |p˜mink |+ ‖P˜k‖max‖ρl − ρ˜l‖.
Analogously, we have
|Tr[√ρk (p˜maxk 1− P˜k)
√
ρl]| (D10)
≤
√
Tr[ρk (p˜maxk 1− P˜k)2]
≤
√
p˜maxk − p˜mink
√
|1− p˜maxk |+ ‖P˜k‖max‖ρl − ρ˜l‖.
Note that we have |p˜mink | ≤ Ccl/2 [cf. Eq. (D3)], |1 −
p˜maxk | ≤ Ccl/2 [cf. Eq. (D2)], |p˜maxk − p˜mink | ≥ |p˜maxk | −
|p˜mink | ≥ 1 − Ccl/2 [cf. Eq. (D2)] and ‖P˜k‖max ≤ 1 +Ccl/2 [cf. Eq. (D5)], where Ccl bounds the distance from
the metastable phases simplex of any metastable state
[cf. Eq. (19)]. Therefore, from Eq. (D8) we arrive at
Tr(
√
ρk
√
ρl) ≤ 2
√
Ccl
2 +
(
1 + Ccl2
) C+
1− Ccl2
, (D11)
where C+ is a bound from above on the distance ‖ρl −
ρ˜l‖ [cf. Eq. (11)]. In the leading order Eq. (D11) gives
Eq. (22).
Finally, note for the states ρl that project onto ρ˜l
[cf. Eqs. (13) and (14)], ρ˜l = P(ρl), in Eqs. (D9) |Tr[(P˜k−
p˜mink 1) ρl]| = |p˜mink |, while in Eq. (D10) |Tr[ρk (p˜maxk 1 −
P˜k)]| = |p˜maxk 1−1|. Therefore, we arrive at [cf. Eq. (D11)]
Tr(
√
ρk
√
ρl) ≤
√
2Ccl
1− Ccl2
. (D12)
b. Proof of Eqs. (23)-(25)
We now prove Eqs. (23)-(25). We also prove bounds
on the support of general system states that allow for
showing approximate disjointness of basins of attractions.
Proof of Eqs. (23) and (24). First, we note that
Tr(P˜lρl) ≥ 1−
(
1 +
Ccl
2
)
C+, (D13)
|Tr(P˜lρk)| ≤
(
1 +
Ccl
2
)
C+, k 6= l. (D14)
This follows from Tr(P˜lρk) = |Tr[P˜l(ρk − ρ˜k)] + Tr(P˜lρ˜k)
and Tr(P˜lρ˜k) = δkl and |Tr[P˜l(ρk− ρ˜k)]| ≤ ‖P˜l‖max‖ρk−
ρ˜k‖1 ≤ (1 + Ccl2 )C+ [cf. Eq. (D5)].
From the discussion in Appendix D1, there exist at
least one eigenvalue of P˜l greater or equal 1, and one less
of equal 0. Let Hl be the sum of the eigenspaces of P˜l
with eigenvalue above or equal ∆, where 0 ≤ ∆ ≤ 1.
From Eq. (D13) we obtain
[1− Tr(1Hl ρl)] ∆ + Tr(1Hl ρl) p˜maxl (D15)
≥ Tr(P˜lρl) ≥ 1−
(
1 +
Ccl
2
)
C+,
where p˜maxl is the maximal eigenvalue of P˜l, and thus
Tr(1Hl ρl) ≥
1−∆
p˜maxl −∆
−
(
1 + Ccl2
) C+
p˜maxl −∆
. (D16)
Similarly, from Eq. (D14) we have that
Tr(1Hl ρk)∆ + [1− Tr(1Hl ρk)] min(p˜minl , 0) (D17)
≤ Tr(P˜lρk) ≤
(
1 +
Ccl
2
)
C+,
where p˜minl is the minimal eigenvalue of P˜k, so that
Tr(1Hl ρk) ≤
(
1 + Ccl2
) C+ + max(−p˜minl , 0)
∆
. (D18)
By choosing finite ∆, and noting that max(−p˜minl , 0), |1−
p˜maxl | ≤ Ccl/2 [cf. Eqs. (D2) and (D3)], we obtain in the
leading order
Tr(1Hk ρl) .
C+ + Ccl2
∆
, (D19)
Tr(1Hl ρl) & 1−
C+ + Ccl2
1−∆ , k 6= l. (D20)
For the choice ∆ = 1/2, we obtain Eqs. (23) and (24).
Furthermore, for the truncated metastable phases we
simply have |Tr(1Hk ρl)−Tr(1Hk ρ˜l)| ≤ ‖ρl− ρ˜l‖1 ≤ C+,
which introduces corrections of the same order.
Finally, for the states ρl that project onto ρ˜l
[cf. Eqs. (13) and (14)], ρ˜l = P(ρl), we have
[cf. Eqs. (D13) and (D14)]
Tr(P˜lρl) = 1, (D21)
Tr(P˜lρk) = 0, k 6= l, (D22)
and therefore [cf. Eqs. (D19) and (D20)]
Tr(1Hk ρl) .
Ccl
2∆
, k 6= l, (D23)
Tr(1Hl ρl) & 1−
Ccl
2(1−∆) . (D24)
33
Proof of Eq. (25). We have∑
k 6=l
Tr(P˜kρl) = 1− Tr(P˜lρl) (D25)
≤
(
1 +
Ccl
2
)
C+
[cf. Eq. (D13)]. Thus, in analogy to Eq. (D17)∑
k 6=l
Tr(1Hk ρl)[∆−min(p˜mink , 0)] +
∑
k 6=l
min(p˜mink , 0)
≤
(
1 +
Ccl
2
)
C+ + Ccl, (D26)
and [cf. Eq. (D19)]∑
k 6=l
Tr(1Hk ρl) ≤
(
1 + Ccl2
) C+ +∑k 6=l max(−p˜mink , 0)
∆
.
C+ + C˜cl2
∆
, (D27)
[see Eq. (20)], which for ∆ = 1/2 gives Eq. (25).
Finally, for the states ρl that project onto ρ˜l
[cf. Eqs. (13) and (14)] ρ˜l = P(ρl) we have [cf. Eq. (D27)]∑
k 6=l
Tr(1Hk ρl) .
C˜cl
2∆
. (D28)
Bounds for support of general states. For a general
system state ρ, we have [cf. Eq. (D15)]
Tr(P˜l ρ) ≤ Tr(1Hl ρ) pmaxl + [1− Tr(1Hl ρ)] ∆
≤ g
(
1 +
Ccl
2
)
+ (1− g) ∆ (D29)
and [cf. Eq. (D17)]
Tr(P˜l ρ) ≥ Tr(1Hl ρ) ∆− [1− Tr(1Hl ρ)] max(−p˜minl , 0)
≥ Tr(1Hl ρ) ∆− [1− Tr(1Hl ρ)]
Ccl
2
. (D30)
Therefore, from Eq. (D29) we obtain
Tr(1Hl ρ) ≥
Tr(P˜l ρ)−∆
1−∆ + Ccl2
(D31)
and from Eq. (D30)
Tr(1Hl ρ) ≤
Tr(P˜l ρ) +
Ccl
2
∆ + Ccl2
≤ Tr(P˜l ρ) +
Ccl
2
∆
, (D32)
as well as∑
k 6=l
Tr(1Hk ρ) <
|1− Tr(P˜l ρ)|+ C˜cl2
∆
, (D33)
where we used
∑
k 6=l Tr(P˜l ρ) = 1− Tr(P˜l ρ).
c. Bound on the scalar product of metastable phases
We now prove the following bound on the scalar prod-
uct of the metastable phases
|Tr(ρkρl)| .
√
Ccl
2
+ C+ (‖ρk‖max + ‖ρl‖max) , (D34)
where k 6= l, k, l = 1, ...,m, ρl is the closest state to
ρ˜l in Eq. (14), and ‖ρl‖max ≤
√
Tr(ρ2l ). The same in-
equality holds for Tr[ρ˜kρ˜l], with ρl being the closest state
to ρ˜l in Eq. (14), while for the states in Eq. (13) we
have a reduced bound .
√Ccl/2(‖ρk‖max + ‖ρl‖max).
Note that the scalar product of metastable phases is
affected by mixedness of both phases, |Tr(ρkρl)| ≤√
Tr(ρ2k)
√
Tr(ρ2l ), which enhances their approximate or-
thogonality.
Proof. Note that [cf. Eq. (C21)]
|Tr[ρk ρl]− Tr(ρ˜kρ˜l)| = |Tr[(ρk − ρ˜k)ρl] +
+Tr[ρk(ρl − ρ˜l)] + Tr[(ρk − ρ˜k)(ρl − ρ˜l)]|
≤ ‖ρ˜k − ρk‖‖ρl‖max + ‖ρ˜l − ρl‖‖ρk‖max
+‖ρ˜k − ρk‖‖ρ˜l − ρl‖
≤ C+(‖ρk‖max + ‖ρl‖max + C+), (D35)
where ‖ρk‖max ≤
√
Tr(ρ2k). In analogy to Eq. (D8) we
have
(p˜maxk − p˜mink )Tr[ρk ρl] = Tr[ρk (P˜k − p˜mink 1) ρl] (D36)
+ Tr[ρk (p˜
max
k 1− P˜k) ρl]
and if p˜mink ≥ 0 we instead replace it by 0, while p˜maxk ≤ 1
we instead replace it by 1.
From the Cauchy-Schwarz inequality we obtain
[cf. Eqs. (D9) and (D10)]
|Tr[ρk (P˜k − p˜mink )1 ρl]| (D37)
≤
√
Tr[(P˜k − p˜mink 1)2ρl]
√
Tr(ρ2kρl)
≤
√
p˜maxk − p˜mink
×
√
|p˜mink |+ ‖P˜k‖max‖ρl − ρ˜l‖ ‖ρk‖max,
[cf. Eq. (C21)], and, similarly,
|Tr[ρk (p˜maxk 1− P˜k) ρl]| (D38)
≤
√
Tr[ρk (p˜maxk 1− P˜k)2]
√
Tr(ρk ρ2l )
≤
√
p˜maxk − p˜mink
×
√
|1− p˜maxk |+ ‖1− P˜k‖max‖ρl − ρ˜l‖ ‖ρl‖max.
Therefore, we obtain [cf. Eq. (D11)]
|Tr(ρkρl)| ≤
√
Ccl
2 +
(
1 + Ccl2
) C+
1− Ccl2
(‖ρk‖max + ‖ρl‖max)
.
√
Ccl
2
+ C+ (‖ρk‖max + ‖ρl‖max) , (D39)
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and similarly,
|Tr(ρ˜kρ˜l)| .
√
Ccl
2
+ C+ (‖ρk‖max + ‖ρl‖max) .
as |Tr[ρk ρl]−Tr(ρ˜kρ˜l)| contributes in the linear order of
corrections [cf. Eq. (D35)].
Finally, note for the states ρl that project onto ρ˜l
[cf. Eqs. (13) and (14)], ρ˜l = P(ρl), we have [cf. Eq. (D12)
and (D39)]
Tr[
√
ρk
√
ρl] ≤
√
Ccl
2
1− Ccl2
(‖ρk‖max + ‖ρl‖max)(D40)
.
√
Ccl
2
(‖ρk‖max + ‖ρl‖max) .
3. Trace-norm vs. L1-norm in classical metastable
manifolds
Here, we discuss how the distances measured in the
trace norm in the space of density matrices and by L1-
norm in the barycentric coordinates of the MM are re-
lated.
a. Distance between metastable states
We consider two states ρ1 and ρ2 projected on low-
lying eigenmodes as ρ˜(1) and ρ˜(2) [see Eq. (4)], respec-
tively, that are described by barycentric coordinates p˜(1)
and p˜(2). For L1-norm in the space of probability vectors,
we have∥∥∥p˜(1) − p˜(2)∥∥∥
1
=
m∑
l=1
|(p˜(1))l − (p˜(2))l| (D41)
=
m∑
l=1
∣∣∣Tr(P˜lρ˜(1))− Tr(P˜lρ˜(2))∣∣∣
≤
m∑
l=1
∥∥∥P˜l∥∥∥
max
min
(
‖ρ˜(1) − ρ˜(2)‖, ‖ρ(1) − ρ(2)‖
)
≤ m
(
1 +
Ccl
2
)
min
(
‖ρ˜(1) − ρ˜(2)‖, ‖ρ(1) − ρ(2)‖
)
,
where in the third line we used Tr(P˜lρ˜(j)) = Tr(P˜lρ(j))
for j = 1, 2 and l = 1, ...,m, while in the last line we used
Eq. (D5).
For the trace norm in the space of density matrices, we
have∥∥∥ρ˜(1) − ρ˜(2)∥∥∥ = ∥∥∥∥∥
m∑
l=1
ρ˜k
[
Tr(P˜lρ˜
(1))− Tr(P˜lρ˜(2))
]∥∥∥∥∥
≤ (1 + C+)
m∑
l=1
∣∣∣Tr(P˜lρ˜(1))− Tr(P˜lρ˜(2))∣∣∣
= (1 + C+) ‖p˜(1) − p˜(2)‖1, (D42)
where the inequality corresponds to the triangle inequal-
ity and ‖ρ˜k‖ ≤ 1 + C+ follows from Eq. (11). There-
fore, the distance of the states closest to ρ˜(1) and ρ˜(2) is
bounded by (1 + C+) ‖p˜(1) − p˜(2)‖1 + 2C+ [cf. Eq. (11)].
b. Distance between metastable phases
From Eqs. (D41) and (D42) we obtain that the dis-
tance between the projections of the metastable phases
in Eq. (14) is bounded as
4
m (2 + Ccl) ≤ ‖ρ˜k − ρ˜l‖ ≤ 2 (1 + C+) k 6= l, (D43)
since ‖p˜(l) − p˜(k)‖1 = 2 from (p˜(l))k ≡ Tr(P˜kρ˜l) = δkl,
k, l = 1, ...,m. Similarly for, the states closest to the
projections in Eq. (14) we have [cf. Eq. (11)]
4
m (2 + Ccl) ≤ ‖ρk − ρl‖ ≤ 2 (1 + 2C+) k 6= l, (D44)
and the lower bound also holds for any states that pro-
jected on the low-lying modes give matrices in Eq. (14)
[cf. Eq. (13)]. Therefore, for the case bimodal casem = 2,
we obtain that the metastable phases are disjoint with
respect to the trace norm (cf. Ref. [33]).
c. Relaxation time
We now connect the relaxation time towards the sta-
tionary state ρss in the trace norm to the relaxation of
metastable state within the classical MM. We have∥∥∥etW˜ − P˜ss∥∥∥
1
= max
1≤l≤m
m∑
k=1
∣∣∣(etW˜)kl − (p˜ss)l∣∣∣ (D45)
≤ m
(
1 +
Ccl
2
)
max
1≤l≤m
∥∥etLρl − ρss∥∥
≤ m
(
1 +
Ccl
2
)∥∥etL − Pss∥∥ .
In the second line we used Eq. (D41) by noting that, for
a given l, the vector [(etW˜)1l, ..., (etW˜)ml] corresponds
to the barycentric coordinates of etLMM ρ˜l, which is the
projection onto the low-lying modes of the state etLρl
[cf. Eq. (14)]. Similarly,∥∥(etL − Pss)∥∥ ≤ ∥∥(etL − Pss)P∥∥ (D46)
+
∥∥(etL − Pss)(I − P)∥∥ ,
with∥∥(etL − Pss)P∥∥ ≤ (1 + Ccl) max
1≤l≤m
‖etLMM ρ˜l − ρss‖ (D47)
≤ (1 + Ccl)(1 + C+) max
1≤l≤m
m∑
k=1
∣∣∣(etW˜)kl − (p˜ss)l∣∣∣
= (1 + Ccl)(1 + C+)
∥∥∥etW˜ − P˜ss∥∥∥
1
.
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In the first inequality we used Pρ = ∑ml=1 p˜lρ˜l, where∑m
l=1 |p˜l| ≤ (1 + Ccl) for any state ρ [cf. Eq. (19)], and in
the second inequality Eq. (D42).
From Eqs. (D46) and (D47) the decay to the stationary
state after the metastable regime [cf. Eqs. (2) and (4)] is
well captured by the decay of the probabilities between
metastable phases. However, from Eq. (D45), the relax-
ation time τ˜ with respect to L1-norm is generally longer
than that of the relaxation time τ with respect to the
trace norm
τ ≤ τ˜ . (D48)
In the case of a perturbation away from a classical first-
order phase transition, however, both relaxation times
are of the same order in the perturbation.
Appendix E: Classical long-time dynamics
Here, we prove that the long-time dynamics is ef-
fectively classical as discussed in Sec. V. First, in Ap-
pendix E 1, we consider the dynamics of the average sys-
tem state within a classical MM, and derive bounds on its
approximation by classical dynamics governed by a clas-
sical stochastic generator. Second, in Appendix E 2, we
prove that classical trajectories of that classical stochas-
tic generator capture statistics of quantum trajectories
on timescales longer than the initial relaxation.
1. Classical dynamics of average system state
We now show that the long-time dynamics of the av-
erage system state is effectively classical. We first derive
the best continuous approximation of the generator of
the long-time dynamics in Eq. (26) by classical stochas-
tic dynamics between metastable phases in Eq. (28). We
then prove an upper bound Eq. (29) on the distance be-
tween the two generators. We use this result to show the
closeness of the effective dynamics to that generated by a
classical stochastic generator in Eq. (31) and of the result-
ing stationary states in Eq. (33). Similarly, all timescales
of the dynamics in the MM can be approximated by the
classical stochastic dynamics. Here, we consider here an
approximation of the pseudoinverse of the long-time dy-
namics generator. Finally, we also discuss the approxima-
tion of the long-time dynamics by discrete, rather than
continuous, positive and trace-preserving dynamics, and
prove results analogous to Eqs. (29), (31) and (33).
a. Best classical stochastic approximation of long-time
dynamics generator
We now prove that W defined in Eq. (28) is the clos-
est classical stochastic generator to W˜ in Eq. (26) with
respect to the matrix norm induced by the L1 vector
norm. For any probability-conserving and positive gen-
erator W, we have
‖W˜ −W‖1 ≡ max
1≤l≤m
m∑
k=1
∣∣∣(W˜)kl − (W)kl∣∣∣ (E1)
while [cf. Eq. (C1)]
m∑
k=1
∣∣∣(W˜)kl − (W)kl∣∣∣ = ∑
k: (W˜)kl<0,
k 6=l
[
−(W˜)kl + (W)kl
]
+
∑
k: (W˜)kl≥0,
or k=l
∣∣∣(W˜)kl − (W)kl∣∣∣
≥
∑
k: (W˜)kl<0,
k 6=l
[
−(W˜)kl + (W)kl
]
+
∣∣∣∣∣ ∑
k: (W˜)kl≥0,
or k=l
[
(W˜)kl − (W)kl
] ∣∣∣∣∣
= 2
∑
k: (W˜)kl<0,
k 6=l
[
−(W˜)kl + (W)kl
]
≥ 2
∑
k 6=l
max[−(W˜)kl, 0], (E2)
where in the second and last line we used the positiv-
ity of (W)kl ≥ 0, for k 6= l, the third line follows
from the triangle inequality, and the fourth line fol-
lows from the probability conservation in both genera-
tors
∑m
k=1(W˜)kl = 0 =
∑m
k=1(W)kl. Finally, for W
defined in Eq. (28) the bound in Eq. (E2) is saturated
[cf. Eq. (C3)]
‖W˜ −W‖1 ≡ max
1≤l≤m
2
∑
k 6=l
max[−(W˜)kl, 0]. (E3)
b. Derivation of Eq. (29)
The vector p˜ of barycentric coordinates between
metastable phases evolves as
p˜(t) = etW˜p˜(0) = p˜(0) + tW˜ p˜(0) +
t2
2!
W˜2 p˜(0) + ...,
(E4)
[cf. Eqs. (3), (4) and (27)]. As the corresponding state be-
longs to the MM, at any time t its distance from the sim-
plex of metastable phases is bounded by Ccl in Eq. (19)
‖p˜(t)‖1 − 1 = 2
m∑
l=1
max[−p˜l(t), 0] ≤ Ccl. (E5)
Let us consider time t such that
t‖W˜‖ = c
√
Ccl, (E6)
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where c is a constant, so that c
√Ccl  1. In this case,
the dynamics in Eq. (E4) can be approximated to the
linear order with corrections∥∥∥p˜(t)− p˜(0)− tW˜ p˜(0)∥∥∥
1
. c
2
2
Ccl. (E7)
In particular, for the system initially in ρl that projects
onto ρ˜l in Eq. (14), i.e., p˜k(0) = δkl, from Eq. (E7) we
have∣∣∣p˜l(t)− 1− t(W˜)ll∣∣∣+∑
k 6=l
∣∣∣p˜k(t)− t(W˜)kl∣∣∣ . c2
2
Ccl.
(E8)
On the other hand, from the definition of the absolute
value
− t(W˜)kl ≤ −p˜k(t) +
∣∣∣p˜k(t)− t(W˜)kl∣∣∣ (E9)
and from the monotonicity of θ(x) ≡ max(x, 0) we have
tmax[−(W˜)kl, 0] ≤ max[−p˜k(t), 0] +
∣∣∣p˜k(t)− t(W˜)kl∣∣∣ .
(E10)
Therefore, from Eqs. (E5) and (E8)
t
∑
k 6=l
max[−(W˜)kl, 0] ≤
∑
k 6=l
max[−p˜k(t), 0] (E11)
+
∑
k 6=l
∣∣∣p˜k(t)− t(W˜)kl∣∣∣
. 1 + c
2
2
Ccl.
For the classical stochastic generator W defined in
Eq. (28), we have from Eq. (E6) that
t‖W˜−W‖1 ≡ t max
1≤l≤m
2
∑
k 6=l
max[−(W˜)kl, 0] . (1+c2) Ccl,
(E12)
so that W approximates well W˜
‖W˜ −W‖1
‖W˜‖1
=
t‖W˜ −W‖1
t‖W˜‖1
. 1 + c
2
c
√
Ccl,
and for the choice c = 1 we obtain Eq. (29).
c. Derivation of Eq. (31)
We have
etW˜ − etW =
∫ t
0
dt′
d
dt′
e(t−t
′)Wet
′W˜ (E13)
=
∫ t
0
dt′ e(t−t
′)W(W˜ −W)et′W˜,
which gives
‖etW˜ − etW‖1 ≤
∫ t
0
dt′ ‖e(t−t′)W‖1‖W˜ −W‖1‖et′W˜‖1
≤ t‖W˜ −W‖1(1 + Ccl)
. 2
√
Ccl t ‖W˜‖1. (E14)
In the second inequality we used the fact that W
generates positive trace preserving dynamics and thus
‖etW‖1 = 1, while W˜ transforms any probability vectors
not further away than Ccl from the simplex [cf. Eq. (19)],
and thus ‖etW˜‖1 ≤ 1 + Ccl. The last inequality follows
from Eq. (29).
d. Derivation of Eq. (33)
For the stationary states of the open quantum dynam-
ics described within the MM by p˜ss and the stationary
state pss of the classical stochastic dynamics W, we have
‖p˜ss − pss‖1 ≤ ‖p˜ss − etW˜pss‖1 + ‖etW˜pss − pss‖1
≤ ‖P˜ss − etW˜‖1 + ‖etW˜ − etW‖1
. ‖P˜ss − etW˜‖1 + 2
√
Ccl t ‖W˜‖1. (E15)
In the first line we used the triangle inequality. In the
second line we used that by definition of the projection P˜ss
on the stationary probability distribution P˜sspss = p˜ss,
and further exploited etWpss = pss and the definition
of the induced norm. The last inequality follows from
Eq. (31). Note that we did not assume uniqueness of pss.
We note that an related result can be obtained in
the non-Hermitian perturbation theory [80], where in the
first order
p˜ss − pss = R˜(W − W˜)p˜ss + ..., (E16)
where R˜ is the pseudoinverse of W˜, R˜W˜ = W˜R˜ =
I − P˜ss, with I being the identity matrix (see also Ap-
pendix B). Therefore, the first-order corrections can be
bounded as [cf. Eq. (29)]
‖p˜ss − pss‖1 ≤ ‖R˜‖1‖W − W˜‖1‖p˜ss‖1 + ... (E17)
. 4t‖W˜‖1
√
Ccl + ...,
for t τ . For the estimate on ‖R˜‖1 . 2t, where t 2τ˜ ,
see Eq. (E29) below. Therefore, the condition on the
relaxation time in Eq. (32) guarantees that the first-order
corrections are negligible.
e. Approximation of dynamics resolvent
Resolvent. We now consider the resolvent R˜ of the
dynamics W˜ at 0, i.e., the pseudoinverse of W˜, R˜W˜ =
W˜R˜ = I − P˜ss, where I is the identity matrix (see also
Appendix B). In Eqs. (E22) and (E23) below, we show it
can be approximated by the resolvent R of the classical
dynamics W in Eq. (28).
We have
R˜ =
∫ ∞
0
dt′
(
et
′W˜ − P˜ss
)
, (E18)
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and thus∥∥∥∥R˜− ∫ t
0
dt′
(
et
′W˜ − P˜ss
)∥∥∥∥
1
≤
∥∥∥∥∫ ∞
t
dt′
(
et
′W˜ − P˜ss
)∥∥∥∥
1
≤ ‖etW˜ − P˜ss‖1‖R˜‖1, (E19)
where in the second inequality we used the fact etW˜P˜ss =
P˜sse
tW˜ = P˜ss so that (etW˜ − P˜ss)
∫∞
0
dt′(et
′W˜ − P˜ss) =∫∞
t
dt′(et
′W˜ − P˜ss). Equation (E19) holds analogously
for the dynamics with W. Furthermore, from Eqs. (31)
and (33) we have∥∥∥∥∫ t
0
dt′
(
et
′W˜ − P˜ss
)
−
∫ t
0
dt′
(
et
′W −Pss
)∥∥∥∥
1
(E20)
≤
∫ t
0
dt′‖et′W − et′W‖1 + t‖P˜ss −Pss‖1,
. 3
√
Cclt2‖W˜‖1 + t‖P˜ss − etW˜‖1.
The first inequality follows from the triangle inequality.
In the last inequality we used the fact ‖P˜ss − Pss‖1 =
‖p˜ss − pss‖1 and Eq. (E15). Therefore, by applying the
triangle inequality we arrive at
‖R˜−R‖1 (E21)
≤
∥∥∥∥∫ t
0
dt′
(
et
′W˜− P˜ss
)
−
∫ t
0
dt′
(
et
′W−Pss
)∥∥∥∥
1
+
∥∥∥∥R˜−∫ t
0
dt′
(
et
′W˜− P˜ss
)∥∥∥∥
1
+
∥∥∥∥R−∫ t
0
dt′
(
et
′W−Pss
)∥∥∥∥
1
.
√
Ccl
(
10t2 + 4t‖R˜‖1
)
‖W˜‖1+ 3(t+ ‖R˜‖1)‖etW˜− P˜ss‖1
+
(
2‖etW˜− P˜ss‖1 + 4
√
Ccl t‖W˜‖1
)
‖R˜−R‖1.
In the last inequality we used Eqs. (E19) and (E20)
together with ‖etW − Pss‖1 ≤ ‖etW˜ − P˜ss‖1 + ‖etW˜ −
etW‖1 + ‖P˜ss − Pss‖1 . 2(‖etW˜ − P˜ss‖1 + 2
√Ccl t‖W˜‖1)
and ‖R‖1 ≤ ‖R˜‖1 + ‖R˜−R‖1. Therefore,
‖R˜−R‖1
‖R˜‖1
. (E22)
√Ccl(10t2/‖R˜‖1+4t)‖W˜‖1+ 3(t/‖R˜‖1+1)‖etW˜− P˜ss‖1
1− 2‖etW˜− P˜ss‖1 − 4
√Ccl t ‖W˜‖1
.
The above inequality holds for any time t. When time
t can be chosen as in Eq. (32), as in the case of the
discussion of Eq. (33), the leading corrections in the right-
hand side of Eq. (E22) are given by the numerator. In
this case, the closeness of resolvents additionally requires
that time t can be chosen as
τ˜‖W˜‖1  t‖W˜‖1  min
[
1√Ccl
,
√
‖W˜‖1‖R˜‖1√Ccl
]
,
(E23)
where the first inequality must ensure that both
‖etW˜ − P˜ss‖1  1 and t1‖etW˜ − P˜ss‖1/‖R˜‖1 [and thus
t is in general larger than in Eq. (32)]. We note that in
the second inequality the bound by 1/
√Ccl is relevant
for t ≤ ‖R˜‖1, while at longer times
√
‖W˜‖1‖R˜‖1/
√Ccl
is a stricter bound.
Discussion of the results in proximity to a first-order
phase transition. We note that both Eqs. (32) and (E23)
are fulfilled for all perturbations away from a first-order
phase transition that lift the degeneracy of stationary
states in the same order. Indeed, in this case Ccl and
‖W˜‖1, as well as 1/‖R˜‖1 and 1/τ˜ and 1/τ , are of the
same order in the perturbation. Thus, τ˜‖W˜‖1 and
‖R˜‖1‖W˜‖1 are of zero-order, that is, they remain finite
in the limit of the perturbation decreasing to 0, while
the upper limits in Eqs. (32) and (E23) diverge in this
limit.
Norm of the resolvent. In particular, when the relax-
ation time τ is defined as the rate of exponential bound
on the approach to the stationary state
‖etL − Pss‖ ≤ e− tτ , (E24)
where Pss is the projection on the stationary state, we
also have an exponential bound within the MM [see
Eq. (D45)]
‖etW˜ − P˜ss‖1 . me− tτ . (E25)
In this case, the norm of the resolvent can be bounded
as [cf. Eq. (E18) ]
‖R˜‖1 ≤
∫ ∞
0
dt′ ‖et′W˜ − P˜ss‖1 . mτ. (E26)
Therefore, if m does not scale with Ccl (e.g., is indepen-
dent of the system size), the condition in Eq. (32) is im-
plied by the condition in Eq. (E23).
When the relaxation time τ is defined as
‖eτL − Pss‖ = C, (E27)
we have for the resolvent S of L
‖S‖ ≤ 2τ
1− 2C . 2t, (E28)
where in the second inequality we consider t  τ (for
which ‖etL − Pss‖  1). This follows from S =∫∞
0
dt(etL − Pss) [cf. Eq. (E18)], and thus (I − etL)S =∫ t
0
dt′(et
′L−Pss). Indeed, from Eq. (E27) we have so that
(1 − 2C)‖S‖ = (1 − ‖etL − Pss‖)‖S‖ ≤ ‖S‖ − ‖etLS‖ ≤
‖(I − etL)S‖ = ‖∫ t
0
(etL − Pss)‖ ≤ 2τ . Analogously, we
have
‖R˜‖ ≤ 2t
1− 2‖eτW˜ − P˜ss‖1
. 2t, (E29)
where the second inequality holds for t  τ˜ (cf. Ap-
pendix D3).
38
f. Classical discrete approximation of long-time dynamics
Below we show how dynamics etW˜ at any time longer
than the initial relaxation, t τ ′′, can be approximated
by classical positive dynamics Tt as [cf. Eq. (29)]
‖etW˜ −Tt‖1 ≤ Ccl. (E30)
Furthermore, at later times nt, where n is an integer, we
have the approximation [cf. Eq. (31)]
‖entW˜ −Tnt ‖1 . nCcl. (E31)
In particular, for the relaxation time [cf. Eq. (32)]
τ˜
t
 n 1Ccl , (E32)
the stationary state ρss described within the MM by
(p˜ss)k = Tr(P˜kρss) is well approximated by the station-
ary probability pss of the classical discrete dynamics Tt
[cf. Eq. (33)]
‖p˜ss − pss‖1 . ‖P˜ss − etW˜‖1 + nCcl  1. (E33)
Derivation of Eq. (E30). This result follows from the
fact that for t  τ ′′, the long-time dynamics must map
any metastable state to another state within the MM.
The closest positive trace preserving dynamics to etW˜
is as follows. Let ∆l ≡
∑m
k=1 max[−(etW˜)kl, 0], l =
1, ...,m. We then define [cf. Eq. (C2)]
(Tt)kl ≡ 0 if (etW˜)kl ≤ 0, (E34)
and otherwise, when (etW˜)kl > 0,
(Tt)kl ≡ (etW˜)kl (E35)
−min
[
(etW˜)kl,∆l −
∑
n<k:
(etW˜)nl>0
[
(etW˜)nl − (Tt)nl
]]
,
k = 1, ...,m. We then have [cf. Eq. (C3)]
‖etW˜ −Tt‖1 = 2 max
1≤l≤m
∆l = ‖etW˜‖1 − 1 ≤ Ccl, (E36)
where in the last inequality we used ‖etW˜‖1 ≤ 1 +Ccl, as
the long-time dynamics transforms the MM onto itself.
This gives Eq. (E30).
Finally, Tt defined in Eqs. (E34) and (E35) is optimal,
as for any discrete trace preserving dynamics T we have
‖T‖1 = 1 and thus from triangle inequality
‖etW˜ −T‖1 ≥ ‖etW˜‖1 − ‖T‖1 = ‖etW˜‖1 − 1. (E37)
Derivation of Eq. (E31). We have
‖entW˜ −Tnt ‖1 =
∥∥∥∥∥
n∑
k=1
e(k−1)tW˜(etW˜ −Tt)Tn−kt
∥∥∥∥∥
1
≤ ‖etW˜ −Tt‖1
n∑
k=1
‖e(k−1)tW˜‖1‖Tt‖n−k1
≤ nCcl [1 + Ccl] . nCcl, (E38)
where in the second inequality we used Eq. (E30), the
fact that ‖Tt‖1 = 1 from the positivity and the trace-
preservation, and ‖ektW˜‖1 ≤ 1 + Ccl as ektL transforms
the MM onto itself.
Derivation of Eq. (E33). We have
‖p˜ss − pss‖1 ≤ ‖p˜ss − entW˜pss‖1 + ‖entW˜pss − pss‖1
≤ ‖P˜ss − etW˜‖1 + ‖entW˜ −Tnt ‖1
. ‖P˜ss − etW˜‖1 + nCcl. (E39)
In the second line we used that the projection P˜ss on
the stationary probability distribution P˜sspss = p˜ss, and
further exploited Ttpss = pss and the definition of the in-
duced norm. The last inequality follows from Eq. (E31).
We did not assume uniqueness of pss.
2. Classical statistics of quantum trajectories
Here, we first consider generalized statistics of jump
number, where individual jumps are considered (Ap-
pendix E 2 a). Second, we discuss classical approximation
of the statistics of a homodyne measurement [73] (Ap-
pendix E 2 b) and time-integral of system-observables [74]
(Appendix E 2 c) in the presence of classical metastabil-
ity. Third, we derive corrections to the approximation of
generators of statistics of jump number [Eq. (40)], time-
integral of homodyne current [Eq. (E48)] and system
observables [Eq. (E63)] (Appendix E 2 d). Finally, we
prove the relation of the statistics of jumps and system-
observables in quantum trajectories to statistics of clas-
sical dynamics for finite (Appendixes E 2 e and E 2 f) and
asymptotic time (Appendix E 2 g).
a. Activity in quantum trajectories
Total activity. In Sec. VB, we discussed the approxi-
mation in Eq. (40) of the operator Ls in Eq. (36) by the
classical operator Ws in Eq. (37). This led to the approx-
imation of the maximal eigenvalue θ(s) of Ls eigenmode
and the corresponding eigenmode ρss(s) by the maximal
eigenvalue and the corresponding eigenmode Ws. Here,
we discuss the corrections for those approximations.
We consider LP+(e−s−1)J as a perturbation of LQ,
by means of the degenerate non-Hermitian perturbation
theory [80], where Q ≡ I − P is the projection on the
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fast modes of L [cf. Eq. (4)], with a further (higher order)
approximation of LP + (e−s − 1)PJP = PLsP by Ws,
which is the superoperator corresponding to Ws. The
degeneracy of zero-eigenspace P of QL is lifted by Ws
with the maximal eigenvalue θ(1)(s) [cf. Eq. (42)] cor-
responding to the eigenmode ρ(0)ss (s) ≡ ∑ml=1[pss(s)]l ρ˜l
[cf. Eq. (41)]. The higher order corrections are given
by θ(2)(s) ≡ Tr{L(0)1 (s)[−(e−s − 1)2JSQJ + (Ls −
Ws)][ρ(0)ss (s)]} and ρ(1)ss (s) ≡ −(e−s − 1)SQJ [ρ(0)ss (s)] +
(e−s − 1)2[Ws − θ(1)(s)P]+JSQJ [ρ(0)ss (s)] − [Ws −
θ(1)(s)P]+(Ls − Ws)[ρ(0)ss (s)], where the first and the
second terms correspond to the corrections from the
fast modes [cf. Eq. (38)], while the third term orig-
inate from the approximation in Eq. (40). Here, +
denotes the pseudoinverse and S = L+, while L(0)1 (s)
is the dual eigenmatrix to ρ(0)ss (s). The normalization
Tr[ρss(s)] = 1 can be further achieved by additional cor-
rection −Tr[ρ(1)ss (s)]ρ(0)ss (s). Analogously, other m−1 low-
lying modes of Ls can be approximated by eigenmodes
of Ws. Finally, we note that the corrections can be ad-
justed to include non-perturbative change of fast modes,
by considering perturbation of LQ + (e−s − 1)QJQ =
QLsQ instead of LQ, which leads to replacing SQ by
[LQ+(e−s−1)QJQ]+ = SQ+(e−s−1)SJS+ ... in the
above corrections, but this change will only contribute in
a higher order than already considered.
Similarly, one can consider approximating the
first and the second derivatives of θ(s), using the
fact that θ(s) = (e−s − 1)Tr[J ρss(s)] and thus
θ′(s) = −e−sTr[J ρss(s)] + (e−s − 1)Tr[J ρss′(s)]
and θ′′(s) = e−sTr[J ρss(s)] − 2e−s(e−s −
1)Tr[J ρss′(s)] + (e−s − 1)Tr[J ρss′′(s)]. In particular,
θ′(s) = −e−sTr[J ρss(s)]+(e−s−1)e−sTr[JSsJ ρss(s)]−
(e−s − 1)e−sTr[SsJ ρss(s)]Tr[J ρss(s)], where Ss is the
resolvent of Ls at θ(s), while the last term follows
from the chosen normalization Tr[ρss(s)] = 1. We
can then approximate θ′(s) = −e−s∑ml=1[µ˜pss(s)]l +
(e−s − 1)e−s∑ml=1[(J + µ˜in)Rs(J + µ˜in)pss]l − (e−s −
1)e−s
∑m
k,l=1[Rs(J + µ˜
in)pss(s)]k[µ˜pss(s)]l − (e−s −
1)e−s
∑m
l=1[δσ˜2pss(s)]l/2 + ..., where Rs is the resolvent
of Ws at θ(1)(s). The last term corresponds to the
non-Poissonian contribution from fluctuations in the
metastable phases [cf. Eq. (46)], while the rest is the
first-derivative of the classical cumulant generating
function for the total activity, i.e., the first derivative of
the maximal eigenvalue θ(1)(s) of Ws.
Local activity. The joint statistics of the numbers of
individual jumps is encoded by [cf. Eq. (36)]
Ls(ρ) ≡ −i[H, ρ]+
∑
j
(
e−sjJjρJ
†
j −
1
2
{J†j Jj , ρ}
)
, (E40)
where (s)j = sj encodes bias values for individual jumps.
In the presence of classical metastability and with in-
ternal activity dominating the long-time dynamics, the
projection of Ls on the low-lying modes [cf. Eq. (38)]
(W˜s)kl ≡ Tr[P˜kLs(ρ˜l)], (E41)
k, l = 1, ...,m, can be approximated as [cf. Eq. (56)]
(W˜s)kl = W −
∑
j
hsj µ˜j + ... ≡Whs + ..., (E42)
where (hs)j ≡ 1− e−sj and the individual activities(
µ˜j
)
kl
= Tr
(
J†j Jj ρ˜l
)
, (E43)
k, l = 1, ...,m. The corrections in Eq. (E42) [and
thus also Eq. (56)] are bounded in the leading or-
der by 2‖W˜‖1
√Ccl + maxj |e−sj − 1|[‖W˜‖1 + m ‖H +
i
∑
j J
†
j Jj/2‖max
√
2Ccl + 4C+] [81]. For the derivation,
see Eq. (29) and Appendix E 2 d.
Therefore, θ(s) is approximated by the maximal eigen-
value of Whs in Eq. (E41), while the corresponding den-
sity matrix
ρss(s) =
m∑
l=1
[pss(hs)]l ρ˜l + ... ≡ ρ(0)ss (s) + ..., (E44)
where pss(hs) is the maximal eigenmode of Whs .
To obtain the relevant corrections, we consider
the degenerate non-Hermitian perturbation the-
ory with LP + ∑j(e−sj − 1)Jj as a perturbation
of LQ, and LP + ∑j(e−sj − 1)PJjP further ap-
proximated by Whs , where Jj(ρ) ≡ JjρJ†j , and
Whs denotes the superoperator corresponding to
Whs . Thus, the corrections in Eq. (E44) are
given by ρ(1)ss (s) ≡ SQ(∑j hsjJj)[ρ(0)ss (hs)] + [Whs −
θ(1)(hs)P]+(
∑
j hsjJj)SQ(
∑
j hsjJj)[ρ(0)ss (hs)] − [Whs −
θ(1)(hs)P]+(Ls − Whs)[ρ(0)ss (hs)] and the normaliza-
tion Tr[ρss(s)] = 1 can be achieved by additional
correction −Tr[ρ(1)ss (s)]ρ(0)ss (s). Here, θ(1)(hs) denotes
the maximal eigenvalue of Whs , which approxi-
mates θ(s), with the higher order correction given by
θ(2)(hs) ≡ Tr{L(0)1 (hs)[−(
∑
j hsjJj)SQ(
∑
j hsjJj) +
(Ls −Whs)][ρ(0)ss (hs)]}, where L(0)1 (hs) is the dual eigen-
matrix to ρ(0)ss (hs) in Eq. (E44). Analogously, other
m − 1 low-lying modes of Ls can be approximated by
eigenmodes of Whs .
Metastability and dynamical phase transitions in ac-
tivity. For the bias ‖s‖1 large enough [but small with
respect to the gap to fast modes of the dynamics λRm −
λRm+1], the contribution from W in Whs of Eq. (E42) can
be neglected. In that case, m low-lying eigenmodes and
eigenvalues of Ls are approximated as metastable phases
ρ˜l in Eq. (14).
In particular, for a homogeneous bias, sj = s,
and approximation in Eq. (56) we have the cor-
rection hsSQJ (ρ˜l) − hs(M˜in − µ˜inl P)+JSQJ (ρ˜l) +
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(M˜in − µ˜inl P)+(Ls + hsM˜in)(ρ˜l)/hs for the eigenmode
Rl(s) = ρ˜l + ..., the correction −h2sTr[P˜lJSQJ (ρ˜l)] +
(W˜)ll − hs(J˜ − µ˜in)ll to the corresponding eigen-
value θl(s) = (e−s − 1)µ˜l + ..., and the cor-
rection e−s{−2hsTr[P˜lJSQJ (ρ˜l)] − hs(J˜ − µ˜in)ll −∑
k(W˜)lk(W˜)kl/(µ˜
in
k − µ˜inl )/h2s} to its derivative,
−kl(s) = −e−sµ˜l + .... Here, M˜in is the superoperator
corresponding to µ˜in.
b. Homodyne current in quantum trajectories
We now discuss the relation of the homodyne mea-
surement statistics to the classical dynamics between
metastable phases.
Statistics of homodyne current. We consider emissions
of quanta associated with jump occurrence and denote
by dB†j (t) the creation operator for the quanta emit-
ted with the action of jump Jj at time t. The statis-
tics of the homodyne current measured with dX(t) ≡∑
j [e
iϕjdB†j (t) + e
−iϕjdBj(t)]/2 corresponds to the bi-
ased “tilted” master equation [73]
Lr(ρ) = L(ρ)− r
2
∑
j
(
e−iϕjJjρ+ eiϕjρJ
†
j
)
+
r2
8
, (E45)
where ln{Tr [etLr (ρ)]} is the cumulant generating func-
tion for the integrated value of the measured homodyne
current until time t. The asymptotic statistics is then
determined by the eigenvalue θ(r) of Lr with the largest
real part.
Classical tilted generator for homodyne current. in the
presence of classical metastability, for the bias parameter
r smaller than the separation to the fast eigenmodes of
L, the maximal eigenmode of Lr in Eq. (E45) can be ap-
proximated as a maximal eigenmode of PLrP, which in
the basis of metastable phase corresponds to [cf. Eq. (38)]
(W˜r)kl ≡ Tr[P˜kLr(ρ˜l)], (E46)
k, l = 1, ...,m. We have W˜r = W˜ − r X˜ + r28 , where
(X˜)kl ≡
∑
j Tr[P˜k(e
−iϕjJj ρ˜k + eiϕj ρ˜lJ
†
j )]/2. X˜ can be
approximated by the diagonal matrix of the observable
averages in the metastable phases
(x˜)kl ≡ δklx˜l, (E47)
where x˜l ≡
∑
j Tr[(e
−iϕjJj +eiϕjJ
†
j )ρ˜l]/2, k, l = 1, ...,m.
Therefore,
W˜r = W − r x˜ + r
2
8
+ ... ≡Wr + r
2
8
+ ... (E48)
The corrections in Eq. (E48) can be bounded
in the leading order by 2
√Ccl‖W˜‖1 +
|r|m ‖∑j e−iϕjJj‖max√Ccl/2 + C+ [cf. Eq. (40)].
Here, Wr encodes the statistics of time-integral of the
system observable x˜ of Eq. (E47) in classical trajec-
tories. From Eq. (E48), θ(r) is approximated by the
maximal eigenvalue of Wr in Eq. (E48) shifted by
r2/8. Furthermore, the maximal eigenmode ρss(r) of Lr
is approximated by the corresponding W˜r eigenmode
pss(r) [cf. Eq. (E64)] as
ρss(r) =
m∑
l=1
[pss(r)]l ρ˜l + ... ≡ ρ(0)ss (r) + .... (E49)
The corrections in Eq. (E49) are given by ρ(1)ss (r) ≡
rSQX [ρ(0)ss (r)] + r2[Wr − θ(0)(r)P]+XSQX [ρ(0)ss (r)] −
[Wr − θ(0)(r)P]+(L− rX −Wr)[ρ(0)ss (r)] in the second or-
der of the degenerate non-Hermitian perturbation theory
with respect to LP − rX as a perturbation of LQ+ r2/8
and with a further approximation of LP − rPXP
by Wr. Here, X (ρ) ≡
∑
j(e
−iϕjJjρ + eiϕjρJ
†
j )/2,
Wr denotes the superoperator corresponding to Wr,
Q ≡ I − P is the projection on the fast modes of L
[cf. Eq. (4)], + stands for a pseudoinverse and S = L+,
while θ(1)(r) denotes the maximal eigenvalue of Wr.
The normalization Tr[ρss(r)] = 1 can be achieved by
considering the additional correction −Tr[ρ(1)ss (r)]ρ(0)ss (r).
The correction θ(r) − θ(1)(r) − r2/8, is given by
θ(2)(r) ≡ Tr{L(0)1 (r)[−r2XSQX+(L−rX−Wr)][ρ(0)ss (r)]},
where L(0)1 (r) is the dual eigenmatrix to ρ
(0)
ss (r) in
Eq. (E49).
Classical cumulants of homodyne current. For times af-
ter the initial relaxation such that τ ′′‖W˜‖1  t′‖W˜‖1 √Ccl, the rate of the average integrated homodyne cur-
rent can be approximated as [cf. Eq. (43)]
〈X(t)〉
t
=
1
t
∫ t
0
dt1
m∑
l=1
(
x˜et1Wp˜
)
l
− Tr{XSQ[ρ(0)]}
t
+...
≡ 〈Xcl(t)〉
t
+
X˜
t
+ .... (E50)
The first term in Eq. (43) is the rate of the time-integral
Xcl(t) in classical trajectories of the average homodyne
current in metastable phases, whose statistics in encoded
by Wr in Eq. (E48) (see Appendix E 2 f). The sec-
ond term represents the constant contribution to the in-
tegrated homodyne current from before the metastable
regime. When time t in Eq. (43) can be chosen longer
than the final relaxation [Eq. (32)], the asymptotic rate
is approximated as [cf. Eq. (45)]
xss ≡ lim
t→∞
〈X(t)〉
t
= lim
t→∞
〈Xcl(t)〉
t
+ ... (E51)
=
m∑
l=1
(pss)l x˜l + ...,
with corrections bounded in the leading order by
max1≤l≤m|x˜l|‖p˜ss − pss‖1 [note that xss =
∑m
l=1(x˜p˜ss)l
and cf. Eqs. (33)].
41
For times after the initial relaxation
such that ‖SQ‖‖W˜‖1  t‖W˜‖1  t 
min[1/
√Ccl,
√
‖R˜‖1‖W˜‖1/
√Ccl], where R˜ denotes
the pseudoinverse of the long-time-dynamics generator
W˜ in Eq. (26), the rate of fluctuations of integrated
homodyne current is approximated as [cf. Eq. (50)]
〈X2(t)〉−〈X(t)〉2
t
=
〈X2cl(t)〉−〈Xcl(t)〉2
t
+ 〈χ2cl(t)〉
−
m∑
k,l=1
p˜kp˜l
〈X(k)cl (t)〉 − 〈X(l)cl (t)〉
t
(
X˜k − X˜l
)
+ ..., (E52)
where the fluctuations of the average homodyne current
in classical trajectories
〈X2cl(t)〉 = −2
∫ t
0
dt1
∫ t−t1
0
dt2
m∑
l=1
(x˜et2Wx˜et1Wp˜)l, (E53)
we denoted by
〈χ2cl(t)〉 ≡
∫ t
0
dt1
∑m
l=1
(
χ˜2et1Wp˜
)
l
t
(E54)
the rate of the time-integral of fluctuation rates in
metastable phases (χ˜2)kl ≡ δkl{1/2 − 2Tr[XSQX (ρ˜l)]}
(see Appendix E 2 f), 〈X(l)cl 〉 is the average of time-
integral of the homodyne current for lth metastable phase
in Eq. (E50), i.e., (p˜)k = δkl, k, l = 1, ...,m, and
X˜l ≡ Tr{P˜lXSQ[ρ(0)]}/Tr[P˜lρ(0)] is the average con-
tribution to the integrated homodyne current from be-
fore the metastable regime conditioned on the metastable
phase that the system evolves into. Therefore, fluc-
tuations of the homodyne current stem from classi-
cal transitions between metastable phases with differ-
ing average homodyne current and fluctuations inside the
metastable phases, corrected by the average from before
the metastable regime. When time t in Eq. (E52) can be
chosen longer than the final relaxation, the asymptotic
rate of homodyne current fluctuations
χ2ss ≡ lim
t→∞
〈X2(t)〉−〈X(t)〉2
t
=
1
2
− 2Tr[XSX (ρss)],
(E55)
is approximated as [cf. Eq. (E48)]
χ2ss = lim
t→∞
[ 〈X2cl(t)〉−〈Xcl(t)〉2
t
+ 〈χ2cl(t)〉
]
(E56)
= −2
m∑
l=1
[(
x˜Rx˜ + χ˜2
)
pss
]
l
+ ...
(cf. Appendix B). The corrections to Eqs. (E50)
and (E52) are given in Appendix E 2 e, and to Eq. (E55)
in Appendix E 2 g.
Classical metastability and dynamical phase transitions
in homodyne current. When metastable phases differ in
average homodyne current, for the bias |r| large enough
W can be neglected in Eq. (E48), and Eq. (E49) approx-
imated as [cf. Sec. VB5]
ρss(r) = ρ˜l + ..., (E57)
where l is such that x˜l is maximal (for negative r)
or minimal (for positive r) among metastable phases.
The corrections given in the lowest order of the non-
Hermitian perturbation theory are rQSX (ρ˜l) − r(X˜ −
x˜lP)+XSQX (ρ˜l)+(X˜−x˜lP)+[L−r(X−X˜ )](ρ˜l)/r, where
X˜ is the superoperator corresponding to x˜ in Eq. (E47).
Furthermore,
θ(r) = −rx˜l + r
2
8
+ ..., (E58)
k(r) = −x˜l + r
4
+ ..., (E59)
with the corrections given in the lowest order of the non-
Hermitian perturbation theory by−r2Tr[P˜lXSQX (ρ˜l)]+
(W˜)ll − r(X˜ − x˜)ll and by −2rTr[P˜lXQSX (ρ˜l)] −∑
k 6=l(W˜)lk(W˜)kl/(x˜k − x˜l)/r2− (X˜− x˜)ll, respectively.
Therefore, the derivative of θ(r) undergoes a sharp
change around r = 0 when metastable phases differ in
average homodyne current. This can be interpreted as
a proximity to a dynamical phase transition [73]. Fur-
thermore, if the stationary state ρss is different from
the metastable phase with the maximal or the mini-
mal homodyne current, i.e., features contributions from
metastable phases with a different average of the homo-
dyne current, the current fluctuations in Eq. (E55) are
large [cf. Eq. (E56)].
c. Time-integrals of system observables in quantum
trajectories
We now discuss the relation of the statistics of time-
integrated system observables to the classical dynamics
between metastable phases.
Statistics of time-integrated system observables. The
statistics of a system observable M time-integrated over
quantum trajectory corresponds to the biased “tilted”
master operator [69–72, 74]
Lh(ρ) = L − h
2
(Mρ+ ρM) . (E60)
Here, ln{Tr [etLh(ρ)]} is the generating function for
time-ordered cumulants of the integral of M until
time t. The asymptotic statistics is determined by the
eigenvalue θ(h) of Lh with the largest real part.
Classical tilted generator for time-integrated system ob-
servables. In the presence of classical metastability, for
the bias parameter h smaller than the separation of the
slow eigenmodes of L to the fast ones, the maximal eigen-
mode can be approximated as a maximal eigenmode of
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PLhP, which in the basis of metastable phase corre-
sponds to [cf. Eq. (38)]
(W˜h)kl = Tr[P˜kLh(ρ˜l)], (E61)
k, l = 1, ...,m. We have W˜h = W˜ − h M˜, where
(M˜)kl ≡ Tr(P˜k{M, ρ˜l})/2 and M˜ can be approximated
by the diagonal matrix of the observable averages in the
metastable phases
(m˜)kl = δklm˜l, (E62)
k, l = 1, ...,m, where m˜l ≡ Tr(Mρ˜l), and thus
W˜h = W − h m˜ + ... ≡Wh + .... (E63)
The corrections in Eq. (E63) can be bounded in the lead-
ing order by 2
√Ccl‖W˜‖1+|h|m ‖M‖max
√Ccl/2 + C+ [see
Eq. (29) and Appendix E 2 d]. For dynamics of classical
systems, m
√Ccl/2 + C+ can be replaced by C˜cl +m C+ in
the corrections to Eqs. (E63).
Wh in Eq. (E63) encodes the statistics of time-integral
of the system observable m˜ in Eq. (E62) in classi-
cal trajectories (cf. Appendix B). Therefore, for pro-
nounced enough classical metastability (Ccl, C+  1),
θ(h) is approximated by the maximal eigenvalue of Wh in
Eq. (E63). Furthermore, the maximal eigenmode ρss(h)
of Lh in Eq. (E60) is approximated by the maximal W˜h
eigenmode pss(h) [cf. Eq. (41)]
ρss(h) =
m∑
l=1
[pss(h)]l ρ˜l + ... ≡ ρ(0)ss (h) + .... (E64)
The corrections in Eq. (E64) are given by ρ(1)ss (h) ≡
hSQM[ρ(0)ss (h)] + h2[Wh − θ(1)(0)P]+MSQM[ρ(0)ss (h)] −
[Wh−θ(1)(h)P]+(Lh−Wh)[ρ(0)ss (h)] in the degenerate non-
Hermitian perturbation theory with respect to LP−hM
as a perturbation of LQ, with a further approximation
of LP − hPMP by Wh. Here, M(ρ) ≡ {M,ρ}/2,
Wh denotes the superoperator corresponding to Wh, +
stands for the pseudoinverse, S = L+ and Q ≡ I − P
is the projection on the fast modes of L [cf. Eq. (4)].
The maximal eigenvalues of Wh denoted as θ(1)(h)
approximates θ(h), with the higher order correction
θ(2)(h) ≡ Tr{L(0)1 (h)[−h2MSQM+ (Lh−Wh)][ρ(0)ss (h)]},
where L(0)1 (h) is the dual eigenmatrix to ρ
(0)
ss (h). Finally,
the normalization Tr[ρss(h)] = 1 can be achieved by
considering the additional correction −Tr[ρ(1)ss (h)]ρ(0)ss (h).
Classical cumulants of time-integrated system observ-
ables. For times after the initial relaxation such that
τ ′′‖W˜‖1  t′‖W˜‖1 
√Ccl, the rate of the average
integrated system observable can be approximated as
[cf. Eq. (43)]
〈M(t)〉
t
=
1
t
∫ t
0
dt1
m∑
l=1
(
m˜et1Wp˜
)
l
− Tr{MSQ[ρ(0)]}
t
+...
≡ 〈Mcl(t)〉
t
+
M˜
t
+ .... (E65)
The first term in Eq. (43) is the rate of the time-integral
Mcl(t) in classical trajectories of the average observ-
able in metastable phases, whose statistics in encoded
by Wh in Eq. (E63) (see Appendix E 2 f). The second
term represents the constant contribution to the time-
integral from before the metastable regime. When time
t in Eq. (43) can be chosen longer than the final relax-
ation [Eq. (32)], the asymptotic rate is approximated as
[cf. Eq. (45)]
mss ≡ lim
t→∞
〈M(t)〉
t
= lim
t→∞
〈Mcl(t)〉
t
+ ... (E66)
=
m∑
l=1
(pss)l m˜l + ...,
with corrections bounded in the leading order by
max1≤l≤m|m˜l|‖p˜ss−pss‖1 [note thatmss =
∑m
l=1(m˜p˜ss)l
and cf. Eqs. (33)].
For times after the initial relaxation
such that ‖SQ‖‖W˜‖1  t‖W˜‖1  t 
min[
√Ccl,
√
‖R˜‖1‖W˜‖1/
√Ccl], where R˜ denotes the
pseudoinverse of the long-time-dynamics generator W˜
in Eq. (26), the rate of time-ordered fluctuations of
the integrated system observable is approximated as
[cf. Eq. (50)]
〈M2(t)〉−〈M(t)〉2
t
=
〈M2cl(t)〉−〈Mcl(t)〉2
t
+ 〈δ2cl(t)〉
−
m∑
k,l=1
p˜kp˜l
〈M (k)cl (t)〉 − 〈M (l)cl (t)〉
t
(
M˜k − M˜l
)
+ ..., (E67)
where the fluctuations of the average system observable
in classical trajectories
〈M2cl(t)〉 = −2
∫ t
0
dt1
∫ t−t1
0
dt2
m∑
l=1
(m˜et2Wm˜et1Wp˜)l,
(E68)
we denoted by
〈δ2cl(t)〉 ≡
∫ t
0
dt1
∑m
l=1
(
δ˜2et1Wp˜
)
l
t
(E69)
the rate of the time-integral of time-ordered fluc-
tuation rates in metastable phases (δ˜2)kl ≡
−2δklTr[MSQM(ρ˜l)] (see Appendix E 2 f), 〈M (l)cl 〉
is the average of time-integral of system observable
in classical trajectories for lth metastable phase
in Eq. (E65), i.e., (p˜)k = δkl, k, l = 1, ...,m, and
M˜l ≡ Tr{P˜lMSQ[ρ(0)]}/Tr[P˜lρ(0)] is the average con-
tribution to the integrated system observable from before
the metastable regime conditioned on the metastable
phase that the system evolves into. When time t in
Eq. (E52) can be chosen longer than the final relaxation,
the asymptotic rate of time-ordered fluctuations
χ2ss ≡ lim
t→∞
〈M2(t)〉−〈M(t)〉2
t
= −2Tr[MSM(ρss)],
(E70)
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is approximated as [cf. Eq. (E48)]
χ2ss = lim
t→∞
[ 〈M2cl(t)〉−〈Mcl(t)〉2
t
+ 〈δ2cl(t)〉
]
(E71)
= −2
m∑
l=1
[(
m˜Rm˜ + δ˜2
)
pss
]
l
+ ...
(cf. Appendix B). The corrections to Eqs. (E65)
and (E67) are given in Appendix E 2 e, and to Eq. (E70)
in Appendix E 2 g.
Classical metastability and dynamical phase transitions
in time-integrated system observables. When metastable
phases differ in observable averages, for the bias |h| large
enough W can be neglected in Eq. (E63), and Eq. (E64)
approximated as [cf. Sec. VB5]
ρss(h) = ρ˜l + ..., (E72)
where l is such that m˜l is maximal (for negative h)
or minimal (for positive h) among metastable phases.
The corrections given in the lowest order of the non-
Hermitian perturbation theory are hSQM(ρ˜l)− h(M˜−
m˜lP)+MSQM(ρ˜l)+(M˜−m˜lP)+[L−h(M−M˜)](ρ˜l)/h,
where M˜ is the superoperator corresponding to m˜ in
Eq. (E47). Furthermore, the maximal eigenvalue of Lh
and its derivative can be approximated by
θ(h) = −hm˜l + ..., (E73)
k(h) = −m˜l + ..., (E74)
with the corrections given in the lowest order
of the non-Hermitian perturbation theory by
−h2Tr[P˜lMSQM(ρ˜l)] + (W˜)ll − h(M˜ − m˜)ll and
by −2hTr[P˜lMSQM(ρ˜l)] −
∑
k 6=l(W˜)lk(W˜)kl/(m˜k −
m˜l)/h
2 − (M˜− m˜)ll, respectively. Therefore, the deriva-
tive of θ(h) undergoes a sharp change around h = 0
when metastable phases differ in observable averages,
which can be interpreted as a proximity to a dynamical
phase transition [74]. When the stationary state features
contributions from metastable phases with different
observable averages, the fluctuations in Eq. (E70) are
large [cf. Eq. (E71)].
d. Corrections in approximations of W˜s, W˜h, and W˜r
In this appendix, we give and prove corrections in
approximations of W˜s, W˜h, and W˜r. We also discuss
how the order of approximation is changed for the
metastability in classical stochastic dynamics.
Corrections in classical approximation of W˜s. For W˜s
in Eq. (38), we show below that
(J˜)kl ≡
∑
j
Tr(P˜kJj ρ˜l J
†
j ). (E75)
can be related to the jump activity
(µ˜)kl ≡ δkl µ˜l, (E76)
as
|(J˜)kl − (W˜)kl − δkl µ˜k| (E77)
≤
∥∥∥H − c1+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+,
where c is a real constant chosen to minimize the operator
norm and k, l = 1, ...,m. Equation (E77) illustrates that
jump operators considered in the activity can lead to
transitions between metastable phases, but not at rates
higher than the rates in the effective dynamics W˜ (up
to corrections to the positivity of metastable phases and
their projections). Therefore, together with Eq. (29) [and
analogously ‖J−(W˜+µ˜−µ˜in)‖ . ‖W˜‖1
√Ccl], we obtain
in Eq. (40)
‖W˜s −Ws‖1 . (e−s + 1)
√
Ccl‖W˜‖1 (E78)
+|e−s − 1|m ‖H − c1+ i
2
∑
j
J†j Jj‖max
√
2Ccl + 4C+.
We also show for individual jumps that [cf. Eq. (E77)]∣∣∣∣∣∑
j
|Tr(P˜kJj ρ˜l J†j )− δklTr(J†j Jj ρ˜l)| − (W˜)kl
∣∣∣∣∣ (E79)
≤
∥∥∥H − c1+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+,
which bounds the corrections in Eq. (E42).
Corrections in classical approximation of W˜r. For W˜r
in Eq. (E48), we show that
(X˜)kl ≡
∑
j
Tr[P˜k(e
−iϕjJj ρ˜k + eiϕj ρ˜lJ
†
j )]/2 (E80)
is approximated by the diagonal matrix x˜ of the observ-
able averages in metastable phases in Eq. (E47) as
|(X˜)kl − (x˜)kl| ≤ ‖
∑
j
e−iϕjJj‖max
√
Ccl/2 + C+, (E81)
which together with Eq. (29) gives
‖W˜r −W + r x˜− r
2
8
‖1 . 2
√
Ccl‖W˜‖1 (E82)
+|r|m ‖
∑
j
e−iϕjJj‖max
√
Ccl/2 + C+.
Corrections in classical approximation of W˜h. Simi-
larly, for W˜h in Eq. (E61) we show below that
(M˜)kl ≡ Tr(P˜k{M, ρ˜l})/2 (E83)
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is approximated by the diagonal matrix m˜ of the observ-
able averages in metastable phases in Eq. (E62) as
|(M˜)kl − (m˜)kl| ≤ ‖M‖max
√
Ccl/2 + C+. (E84)
Therefore, together with Eq. (29),
‖W˜h −W + h m˜‖1 . 2
√
Ccl‖W˜‖1 (E85)
+|h|m ‖M‖max
√
Ccl/2 + C+,
which leads to Eq. (E63).
Derivation of Eq. (E77). We want to compare J˜
in Eq. (E75) with the effective dynamics in the MM
[cf. Eq. (26)]
(W˜)kl =
∑
j
Tr(P˜l Jj ρ˜lJ
†
j ) (E86)
−iTr
[
P˜l
(
H − c1− i
2
∑
j
J†j Jj
)
ρ˜l
]
+ h.c.,
where c is an arbitrary real constant. The difference of
Eqs. (E75) and (E86) corresponds to the second line of
Eq. (E86), which size we now estimate.
For a matrix X, we have
Tr(P˜kX ρ˜l) = Tr[(P˜k − p˜mink 1)X ρl] (E87)
+ p˜mink Tr(X ρl) + Tr[P˜kX (ρl − ρ˜l)],
where p˜mink is the most negative eigenvalue of P˜k, and ρl
is the closest state to ρ˜l [cf. Eq. (11)]. The terms in the
second line of (E87) can be bounded as [cf. Eq. (C20)]
|p˜mink Tr(X ρl)| ≤ |p˜minl |‖X‖max, (E88)
Tr[P˜kX (ρl − ρ˜l)] ≤ ‖P˜k‖max‖X‖max‖ρl − ρ˜l‖. (E89)
The first line in (E87) can be bounded as follows. From
the Cauchy-Schwarz inequality with respect to the oper-
ators √ρl(P˜k − p˜mink 1) and X
√
ρl we have
|Tr[(P˜k − p˜mink 1)X ρl]| (E90)
≤
√
Tr[(P˜k − p˜mink 1)2 ρl]
√
Tr(X†X ρl)
≤
√
p˜maxk − p˜mink
√
|p˜mink |+ Tr(P˜k ρl)‖X‖max,
where in the second line we used (P˜k− p˜mink 1)2 ≤ (p˜maxk −
p˜mink )(P˜k − p˜mink 1) and |Tr[(P˜k − p˜mink 1) ρl]| ≤ |p˜mink | +
|Tr(P˜kρl)|. For off-diagonal terms (l 6= k), we further
obtain
|Tr(P˜kρl)| = |Tr{P˜k(ρl− ρ˜l)| ≤ ‖P˜k‖max‖ρl− ρ˜l‖. (E91)
Therefore, from (E87) using Eqs. (E88)-(E90) we obtain
|(J˜)kl − (W˜)kl| ≤ 2
∥∥∥H − c1− i
2
∑
j
J†j Jj
∥∥∥
max
(E92)
×
√
|p˜mink |+ ‖P˜k‖max‖ρl − ρ˜l‖
×
(√
|p˜mink |+ ‖P˜k‖max‖ρl − ρ˜l‖+
√
p˜maxk − p˜mink
)
,
.
∥∥∥H − c1− i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+,
where in the last line we used |p˜mink | ≤ Ccl/2 [cf. Eq. (D3)],|p˜maxk − p˜mink | ≥ |p˜maxk | − |p˜mink | ≥ 1− Ccl/2 [cf. Eq. (D2)]
and ‖P˜k‖max ≤ 1 + Ccl/2 [cf. Eq. (D5)], [cf. Eq. (22)].
Similarly, for diagonal terms [cf. Eq. (E76)]
(J˜)ll − µ˜l = −
∑
j
Tr[(1− P˜l)Jj ρ˜lJ†j ], (E93)
while from
∑m
l=1 P˜l = 1 we also have
−(W˜)ll =
∑
k 6=l
(W˜)kl =
∑
j
Tr[(1− P˜l) Jj ρ˜lJ†j ] (E94)
−iTr
[
(1− P˜l)
(
H − c1− i
2
∑
j
J†j Jj
)
ρ˜l
]
+ h.c..
Therefore, by replacing P˜l by 1 − P˜l in Eq. (E90) and
noting that
|Tr[(1− P˜l)ρl]| = |Tr[(1− P˜l)(ρl − ρ˜l)| (E95)
≤ ‖1− P˜l‖max‖ρl − ρ˜l‖ ≤
(
1 +
Ccl
2
)
‖ρl − ρ˜l‖
from |p˜minl | ≤ Ccl/2 [cf. Eq. (D3)], we obtain
|(J˜)ll − µ˜l − (W˜)ll| (E96)
.
∥∥∥H − c1− i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C.
Eq. (E77) follows by the triangle inequality. Note that
‖X‖max in the bound in Eq. (E77) can be replaced by√
max1≤l≤m Tr(X†Xρ˜l) + ‖X‖2maxC+ [cf. Eq. (E90)].
Derivation of Eq. (E79). For activities related to indi-
vidual jumps, we note that
Tr[(P˜k − p˜mink )Jjρl J†j ] = |Tr[(P˜k − p˜mink )Jjρl J†j ]|, (E97)
Tr[(p˜maxl − P˜l)Jjρl J†j = |Tr[(p˜maxl − P˜l)Jjρl J†j |,
which follows from the positivity of P˜k− p˜mink and p˜maxl −
P˜l and ρl. Therefore,∣∣∣∑
j
|Tr(P˜k Jj ρ˜l J†j )− (µ˜)kl| − [(J˜)kl − (µ˜j)kl]
∣∣∣ (E98)
.
[|p˜mink |(1−δkl) + |p˜maxl −1|δkl + (p˜maxk − p˜mink )‖ρl − ρ˜l‖]
×
[∑
j
|µ˜(j)l |+ |µ˜l|
]
,
where (µ˜j)kl ≡ µ˜(j)l δkl ≡ Tr(J†j Jj ρ˜l)δkl. As |p˜mink | ≤
Ccl/2, |p˜maxk − 1| ≤ Ccl/2, (p˜maxk − p˜mink ) ≤ (1 + 2Ccl), and‖ρl− ρ˜l‖ ≤ C+, the corrections are of a higher order than
the corrections in Eq. (E77) and thus can be neglected,
giving rise to Eq. (E79).
Derivation of Eq. (E81). By considering Eqs. (E87)-
(E90) and Eq. (E93) for X =
∑
j e
−iϕjJj/2 and X†, and
noting that ‖X‖max = ‖X†‖max we arrive at the result.
Furthermore, ‖X‖max in the bound can be replaced by
45√
max1≤l≤m Tr(X†Xρ˜l) + ‖X‖2maxC+ [cf. Eq. (E90)].
Derivation of Eq. (E84). By considering Eqs. (E87)-
(E90) and Eq. (E93) for X = M/2 we arrive at the
result. Note that ‖M‖max in the bound in Eq. (E81) can
be replaced by
√
max1≤l≤m Tr(M†Mρ˜l) + ‖M‖2maxC+
[cf. Eq. (E90)].
Corrections for classical stochastic dynamics. We now
show that metastability in dynamics of probability dis-
tributions rather than density matrices (see Appendix B)
leads to linear order of corrections in Eqs. (E77), (E79)
and (E81).
In order to bound terms Tr[P˜kX ρ˜l] = Tr[X ρ˜l P˜k], we
can again make use of the von Neumann trace inequality
in Eq. (C20) with the choice Y = ρ˜lP˜k
|Tr[P˜kX ρ˜l]| ≤ ‖X‖max‖ρ˜lP˜k‖. (E99)
Below we show that for commuting ρ˜l and P˜k [e.g., clas-
sical stochastic dynamics] we have
‖ρ˜lP˜k‖ . 2 max(−p˜minl , 0) + C+, k 6= l. (E100)
Therefore, we arrive at [cf. Eq. (E96)]
‖J˜−W − µ˜‖1 (E101)
. 2 ‖H − c1+ i
2
∑
j
J†j Jj‖max(C˜cl +m C+)
and [cf. Eq. (E82)]
‖M˜− m˜‖1 . ‖M‖max(C˜cl +m C+). (E102)
Indeed, we have
‖ρ˜lP˜k‖ ≡
∑
n
|ρ˜l(n)||p˜k(n)| (E103)∑
n
|ρ˜l(n)|[|p˜k(n)| − p˜k(n)] +
∑
n
[|ρ˜l(n)| − ρ˜l(n)]p˜k(n)
≤ (1 + C+) 2 max(−p˜mink , 0) + C+(1 + Ccl/2)
. 2 max(−p˜mink , 0) + C+,
where ρ˜l(n) and p˜k(n) are the diagonal entries of ρ˜l and
P˜k, respectively, in their eigenbasis n = 1, ...,dim(H). In
the second line we used
∑
n ρ˜l(n)p˜k(n) = Tr(P˜kρ˜l) =
δkl. In the third line we used
∑
n |ρ˜l(n)| ≤ 1 + C+
together with |p˜k(n)| − p˜k(n) = 2 max(−p˜k(n), 0) ≤
2 max(−p˜mink , 0), and similarly |p˜k(n)| ≤ 1 + Ccl/2 (see
Appendix D1), and
∑
n |ρ˜l(n)|−ρ˜l(n) =
∑
n |ρ˜l(n)|−1 ≤C+ [cf. Eqs. (11) and (19)].
e. Rates of average and fluctuations in quantum
trajectories after initial relaxation
Here, we give corrections to the classical approxi-
mations of the average and fluctuations rates of jump
number after the metastable regime given in Eqs. (43)
and (46). We also discuss the cases of homodyne
measurement and time-integral of system observables
introduced in Appendixes E 2 b and E2 c. Derivations
can be found at the end of this appendix.
Corrections to average rate of jump number. For time
after the initial relaxation, τ ′′  t, the rate of average
jump number is approximated as in Eq. (43) with correc-
tions [cf. Eqs. (45) and (E174)]
∣∣∣ 〈K(t)〉
t
− 〈Kcl(t)〉+ 〈K˜〉
t
∣∣∣ (E104)
. 2CnMM
‖SQ‖
t
‖J ‖+ ‖µ˜− µ˜tot‖1
+
‖µ˜‖1
t
∫ t
0
dt1‖et1W˜ − et1W‖
. 2CnMM
‖SQ‖
t
‖J ‖+
√
Ccl‖W˜‖1
(
1 + t‖µ˜‖1),
where an integer n ≥ 1 is chosen so that t/n be-
longs to the metastable regime, ‖J ‖ = ‖∑j J†j Jj‖max,
‖µ˜‖1 = max1≤l≤m |µ˜l|, and Q ≡ I − P is the projec-
tion on the fast modes of L. The first correction arises
fro the approximation of the dynamics of fast modes by
their complete decay, while the second correction stems
from replacing the long-time dynamics in Eq. (26) by the
classical stochastic dynamics in Eq. (28) [in the second in-
equality we used Eq. (29) and (31)]. Since ‖W˜‖1 . ‖µ˜‖1,
for the second corrections to be negligible in comparison
to ‖µ˜‖1 (an upper bound on 〈Kcl(t)〉/t), we require
τ ′′‖W˜‖1  t‖W˜‖1  1/
√
Ccl. (E105)
Furthermore, when |K˜|/(‖SQ‖‖J ‖)  CnMM, the first
correction in Eq. (E104) can be neglected. Alternatively,
when
‖SQ‖ ‖J ‖‖µ˜‖1  t, (E106)
where ‖SQ‖/2 is shorter than any time within metastable
regime [see Eq. (E129) below], the contribution K˜/t
from before the metastable regime can be neglected
[provided that 〈Kcl(t)〉/t is of the order of ‖µ˜‖1],
and thus Eq. (E105) is a sufficient condition for the
approximation in Eq. (43). In particular, when time t
can be chosen longer than the final relaxation t  τ˜
[cf. Eq. (32)], we obtain the classical approximation of
the asymptotic average rate in Eq. (45).
Corrections to fluctuation rate of jump number. The
rate of fluctuations in jump number is approximated as
46
in Eq. (46) with corrections [cf. Eq. (E174)]∣∣∣∣ 〈K2(t)〉−〈K(t)〉2t − 〈K2cl(t)〉−〈Kcl(t)〉2 + 〈∆cl(t)〉t
−
m∑
k,l=1
p˜kp˜l
〈K(k)cl (t)〉 − 〈K(l)cl (t)〉
t
(
K˜k − K˜l
)∣∣∣∣
. ‖SQ‖
t
‖J ‖
[
1 + ‖SQ‖(4‖JP‖+ 3‖J ‖)]
+4CnMM
(
‖µ˜‖1 + ‖SQ‖
t
‖J ‖
)
‖J ‖‖SQ‖
+t‖µ˜− µ˜tot‖1 min(‖J˜‖1, ‖JP‖)
+t‖µ˜‖1
(‖J˜− W˜ − µ˜‖1 + 1
2
‖W − W˜‖1
)
+
4
t
∫ t
0
dt1
∫ t−t1
0
dt2‖et2W˜− et2W‖1 min(‖µ˜‖1‖J˜‖1, ‖JP‖2)
+
[
t‖µ˜− µ˜tot‖1 +
∫ t
0
dt1‖et1W˜− et1W‖1‖µ˜‖1
]
2‖µ˜‖1
+‖µ˜− µ˜tot‖1 + 1
t
∫ t
0
dt1‖et1W˜− et1W‖1‖σ˜2‖1
+
[
‖µ˜− µ˜tot‖1 + 1
t
∫ t
0
dt1‖et1W˜− et1W‖1‖µ˜‖1
]
×4 min(‖K˜p˜‖1, ‖J ‖‖SQ‖)
. ‖SQ‖
t
‖J ‖
[
1 + ‖SQ‖(4‖JP‖+ 3‖J ‖)]
+4CnMM
(
‖µ˜‖1 + ‖SQ‖
t
‖J ‖
)
‖J ‖‖SQ‖
+
√
Ccl‖W˜‖1t
[
min(‖J˜‖1, ‖JP‖) + ‖µ˜‖1
]
+
√
2Ccl+4C+m
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
t‖µ˜‖1
+
2
3
√
Ccl‖W˜‖1t2 min(‖µ˜‖1‖J˜‖1, ‖JP‖2)
+
√
Ccl‖W˜‖1
(
2 + t‖µ˜‖1
)
t‖µ˜‖1
+
√
Ccl‖W˜‖1(1 + t‖σ˜2‖1)
+2
√
Ccl‖W˜‖1
(
2 + t‖µ˜‖1
)
min(‖K˜p˜‖1, ‖J ‖‖SQ‖),(E107)
where (
σ˜2
)
kl
≡ δkl[µ˜l − 2Tr(JSQJ ρ˜l)], (E108)
k, l = 1, ...,m, which can be interpreted as fluctuation
rate of metastable phases (see Appendix E 2 f), and
(K˜)kl ≡ δklK˜l = δklTr(P˜lJSQρ)
Tr(P˜lρ)
(E109)
encodes the contribution from before the metastable
regime. In the second inequality we used Eqs. (31)
and (E77). The first and second lines of corrections in
the first inequality arise from the approximation of the
dynamics of fast modes by the full decay and neglect-
ing any constant contribution to the fluctuations, while
the rest of corrections originate from replacing the long-
time dynamics in Eq. (26) by the classical stochastic ap-
proximation in Eq. (28) (and considering the space of
metastable phases with L1 norm, or the space of density
matrices with trace norm; cf. Appendix D3). In particu-
lar, we can identify that the third to fifth lines correspond
to the corrections to the non-Poissonian classical fluctua-
tions of the activity, [〈K2cl(t)〉−〈Kcl(t)〉2−〈Kcl(t)〉]/t, the
sixth lines is the correction to the time-integral of fluctua-
tion rate inside metastable phases, [〈Kcl(t)〉+〈∆cl(t)〉]/t,
while the seventh and eighth line describe corrections to
the contribution from before the metastable regime.
When the corrections in Eq. (E107) are negligible in
comparison with the corresponding (positive) contribu-
tions to the fluctuation rate, we obtain sufficient condi-
tions on the classical approximation in Eq. (46). As we
discuss below, the contributions to the fluctuation rate
can be bounded in terms of operator norms leading to
generalized conditions, which are sufficient for the classi-
cal approximation to hold whenever the bounds saturate
(for the opposite case, see e.g., Appendix E 2 f). In partic-
ular, if those conditions are fulfilled at time tmuch longer
than the final relaxation, the asymptotic fluctuation rate
can be approximated in terms of the classical dynamics
[see Eq. (50) and cf. Appendix E 2 g]. Finally, if there
exists a leading contribution, e.g., non-Poissonian classi-
cal fluctuations characteristic of a first-order dynamical
phase transition (see Sec. VB5), the conditions can be
relaxed.
The contribution to the time-integral of fluctuation
rate inside metastable phases [〈Kcl(t)〉 + 〈∆cl(t)〉]/t
is bounded by ‖σ˜2‖1, while the contribution to the
fluctuation rate from before the metastable regime
[the second line of Eq. (E107)] is bounded by
4‖µ˜‖1 min(‖K˜p˜‖1, ‖J ‖‖SQ‖) (see derivation below).
Therefore, the first and the second lines of corrections
are negligible in comparison with those bounds, when
‖SQ‖ ‖J ‖
min(‖µ˜‖1, ‖σ˜2‖1)  t (E110)
[cf. Eq. (E106)]. Furthermore, the corrections to the
time-integral of fluctuation rate inside metastable phases
and contribution from before the metastable regime in
the last two lines are negligible in comparison with the
corresponding bounds when
t‖W˜‖1  1√Ccl
, (E111)
as well as
‖W˜‖1
‖σ˜2‖1 
1√Ccl
, (E112)
[which is the condition for replacing σ˜2 by (σ˜tot)2,
while µ˜ can be replaced by µ˜tot in the contribution
from before the metastable regime as ‖W˜‖1/‖µ˜‖1 .
2]. Note that Eq. (E112) can be viewed as condi-
tion on the maximal anti-bunching of fluctuations inside
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metastable phases. Finally, the corrections in the third
to fifth lines of Eq. (46) are the corrections to [〈K2cl(t)〉−
〈Kcl(t)〉2−〈Kcl(t)〉]/t ≤ t‖µ˜‖1[min(‖J˜‖1, ‖JP‖)+‖µ˜‖1].
They are negligible in comparison with this bound when
Eq. (E111) is fulfilled together with
m‖H + i2
∑
j J
†
j Jj‖max
min(‖J˜‖1, ‖JP‖)

√
2Ccl + 4C+. (E113)
It can also be shown that [〈K2cl(t)〉 − 〈Kcl(t)〉2 −
〈Kcl(t)〉]/t ≤ 2‖R˜‖1‖µ˜‖1[min(‖J˜‖1, ‖JP‖) + ‖µ˜‖1](1 +
4‖R˜‖1/t) [cf. derivation of Eq. (46) below], which re-
quires
t‖W˜‖1 
√
‖R˜‖1‖W˜‖1√Ccl
, (E114)
which is a stricter condition than Eq. (E111) for
t ≥ 4‖R˜‖1. For those times, no additional condition
beyond Eq. (E113) is implied, as the correspond-
ing corrections can be shown to be bounded by
2‖R˜‖1(1 + 4‖R˜‖1/t)‖µ˜‖1‖J˜− W˜ − µ˜‖1.
Corrections to average rate of time-integrated homo-
dyne current. Similarly to Eq. (E104), for the inte-
grated homodyne current we obtain that the corrections
in Eq. (E50) are bounded by
∣∣∣ 〈X(t)〉
t
− 〈Xcl(t)〉+ 〈X˜〉
t
∣∣∣ (E115)
. 2CnMM
‖SQ‖
t
‖X‖+ ‖x˜‖1
t
∫ t
0
dt1‖et1W˜ − et1W‖
. 2CnMM
‖SQ‖
t
‖X‖+ t
√
Ccl‖W˜‖1‖x˜‖1,
where an integer n ≥ 1 is chosen so that t/n belongs
to the metastable regime, ‖X‖ ≤ ‖∑j e−iϕjJj‖max and
‖x˜‖1 = max1≤l≤m |x˜l|.
Corrections to fluctuation rate of time-integrated ho-
modyne current. Similarly to Eq. (E107), for the inte-
grated homodyne current we obtain that the corrections
in Eq. (E52) are bounded by∣∣∣∣ 〈X2(t)〉−〈X(t)〉2t − 〈X2cl(t)〉−〈Xcl(t)〉2t (E116)
−〈χ2cl(t)〉
m∑
k,l=1
p˜kp˜l
〈X(k)cl (t)〉 − 〈X(l)cl (t)〉
t
(
X˜k − X˜l
)∣∣∣∣
. ‖SQ‖
2
t
‖X‖(4‖XP‖+ 3‖X‖)
+4CnMM
(
‖x˜‖1 + ‖SQ‖
t
‖X‖
)
‖X‖‖SQ‖
+t‖x˜‖1‖X˜− x˜‖1
+
4
t
∫ t
0
dt1
∫ t−t1
0
dt2‖et2W˜− et2W‖1
×min(‖x˜‖1‖X˜‖1, ‖XP‖2)
+2
∫ t
0
dt1‖et1W˜− et1W‖1‖x˜‖21
+
1
t
∫ t
0
dt1‖et1W˜− et1W‖1‖χ˜2‖1
+
4
t
∫ t
0
dt1‖et1W˜− et1W‖1‖x˜‖1‖X‖‖SQ‖
. ‖SQ‖
2
t
‖X‖(4‖XP‖+ 3‖X‖)
+4CnMM
(
‖x˜‖1 + ‖SQ‖
t
‖X‖
)
‖X‖‖SQ‖
+
√
Ccl
2
+ C+m
∥∥∥∑
j
e−iϕjJj
∥∥∥
max
t‖x˜‖1
+
2
3
√
Ccl‖W˜‖1t2 min(‖x˜‖1‖X˜‖1, ‖XP‖2)
+
√
Ccl‖W˜‖1t2‖x˜‖21
+
√
Ccl‖W˜‖1t‖χ˜2‖1 + 2
√
Ccl‖W˜‖1t‖x˜‖1‖X‖‖SQ‖,
where (
χ˜2
)
kl
≡ δkl
[1
2
− 2Tr(XSQX ρ˜l)
]
, (E117)
and ‖XP‖ . min(‖X‖, ‖X˜‖1). In the first inequality,
the first line of corrections in Eq. (E116) arises from
neglecting the dynamics of fast modes, while the rest
of corrections originate from replacing the long-time
dynamics by the classical stochastic dynamics. In the
second inequality we used Eqs. (31) and (E81).
Corrections to average rate of time-integrated sys-
tem observables. Analogously to Eq. (E115), for the
time-integral of the system observable the corrections in
Eq. (E65) are bounded by∣∣∣ 〈M(t)〉
t
− 〈Mcl(t)〉+ 〈M˜〉
t
∣∣∣ (E118)
. 2CnMM
‖SQ‖
t
‖M‖+ t
√
Ccl‖W˜‖1‖m˜‖1,
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where an integer n ≥ 1 is chosen so that t/n be-
longs to the metastable regime, ‖M‖ ≤ ‖M‖max and
‖m˜‖1 = max1≤l≤m |m˜l|.
Corrections to fluctuation rate of time-integrated sys-
tem observables. Analogously to Eq. (E116) for the time-
integral of a system observable we obtain that the cor-
rections to the classical approximation of time-ordered
correlations in Eq. (E67) are bounded by∣∣∣∣ 〈M2(t)〉−〈M(t)〉2t − 〈M2cl(t)〉−〈Mcl(t)〉2t (E119)
−〈δ2cl(t)〉 −
m∑
k,l=1
p˜kp˜l
〈M (k)cl (t)〉 − 〈M (l)cl (t)〉
t
(
M˜k − M˜l
)∣∣∣∣
. ‖SQ‖
2
t
‖M‖(4‖MP‖+ 3‖M‖)
+4CnMM
(
‖m˜‖1 + ‖SQ‖
t
‖M‖
)
‖M‖‖SQ‖
+
√
Ccl
2
+ C+m‖M‖max t‖m˜‖1
+
√
Ccl‖W˜‖1
{
t2
[2
3
min(‖x˜‖1‖X˜‖1, ‖XP‖2) + ‖m˜‖21
]
+t‖δ˜2‖1 + 2t‖m˜‖1‖M‖‖SQ‖
}
,
where (
δ˜2
)
kl
≡ −2δklTr(MSQMρ˜l). (E120)
and ‖MP‖ . min(‖M‖, ‖M˜‖1). In the second inequal-
ity we used Eqs. (31) and (E84).
Below we drive Eqs. (E104), (E107), (E115), (E116), (E118)
and (E119). We start by introducing several useful facts.
Exact formulas for cumulants of finite-time distribu-
tion. By noting that
Θ(s, t) ≡ Tr[etLs(ρ)] (E121)
is the moment generating function for the number of
jumps K(t) detected up to time t [cf. Eq. (36)], we have
〈K(t)〉 =
∫ t
0
dt1Tr(J et1Lρ) (E122)
= tTr(J ρss) + Tr[JS(etL − I)ρ],
〈K2(t)〉 =
∫ t
0
dt1Tr(J et1Lρ) (E123)
+ 2
∫ t
0
dt1
∫ t−t1
0
dt2Tr(J et2LJ et1Lρ)
= tTr(J ρss) + Tr[JS(etL − I)ρ]
+ 2Tr(J ρss)
∫ t
0
dt1(t− t1)Tr(J et1Lρ)
+ 2
∫ t
0
dt1Tr{J S[e(t−t1)L − I]J et1Lρ},
as ∂setLs =
∫ t
0
dt1e
(t−t1)Ls∂sLset1Ls =
−e−s ∫ t
0
dt1e
(t−t1)LsJ et1Ls [cf. Eq. (36)].
Similarly, for the integrated homodyne current X(t)
we have that
Θ(r, t) ≡ Tr[etLr (ρ)] (E124)
is a moment generating function [cf. Eq. (E45)] and thus
[cf. Eqs. (E122) and (E123)]
〈X(t)〉 = tTr(Xρss) + Tr[XS(etL− I)ρ], (E125)
〈X2(t)〉 = t
2
+ 2Tr(Xρss)
∫ t
0
dt1(t− t1)Tr(X et1Lρ) (E126)
+2
∫ t
0
dt1Tr{XS[e(t−t1)L− I]X et1Lρ}.
Analogous formulas hold for time-ordered moments of
time-integral of system observables with X replaced by
M and 1/2 removed in Eq. (E126) [cf. Eq. (E60)].
Useful facts about norms. We now prove bounds
on norms of operators appearing in Eq. (E122) and
Eq. (E123). For times before the long-time dynamics,
τ ′′  t τ ′, from the Taylor series we have [cf. Eq. (10)]
t‖LMM‖ ≈ ‖(etL − I)P‖ ≤ CMM. (E127)
Note that it follows that Eq. (E127) holds for times t
τ ′, that is, also before the stationary regime. For times
after the initial relaxation, τ ′′  t, let an integer n ≥ 1
be such that t/n τ ′ belongs to the metastable regime.
We have [58]
‖etLQ‖ = ‖(e tnL−P)nQ‖ ≤ ‖(e tnL−P)‖n‖Q‖ (E128)
≤ CnMM(2 + C+) . 2CnMM ≤ 2CMM.
Finally, we have that for any time within metastable
regime, τ ′′  t τ ′,
‖SQ‖ . 2t. (E129)
Eq. (E129) follows from S = ∫∞
0
dt(etL − Pss)
[cf. Eq. (E18)], and thus (I − etL)S = ∫ t
0
dt′(et
′L − Pss)
so that (1−2CMM)‖SQ‖ ≤ (1−‖etLQ‖)‖SQ‖ ≤ ‖SQ‖−
‖etLSQ‖ ≤ ‖(I − etL)SQ‖ = ‖∫ t
0
etLQ‖ ≤ ‖Q‖t ≤ 2t
[cf. Eq. (E28)].
Derivation of Eq. (E104). For times after the initial
relaxation, we have [cf. Eq. (E122)]∣∣〈K(t)〉 − tµss − Tr[JS(etL − I)Pρ] + Tr(JSQρ)∣∣
=
∣∣Tr(JSetLQρ)∣∣ . 2CnMM‖J ‖‖SQ‖‖Qρ‖, (E130)
where we used Eq. (E128) with n such that t/n belongs
to the metastable regime. Furthermore, we recognize
tµss + Tr[JS(etL − I)Pρ] (E131)
=
m∑
l=1
{
µ˜
[
tp˜ss + R˜(e
tW˜ − I)p˜]}
l
=
∫ t
0
dt1
m∑
l=1
(
µ˜et1W˜p˜
)
l
,
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which from Eqs. (31) leads to Eq. (E104) [note that in
Eq. (E130) ‖Qρ‖ can be simply replaced by 1].
Derivation of Eq. (E107). We have [cf. Eq. (E123)]∫ t
0
dt1
∫ t−t1
0
dt2Tr(J et2LPJ et1LQρ) (E132)
=
∫ t
0
dt2
∫ t−t2
0
dt1Tr(J et2LPJ et1LQρ)
=
∫ t
0
dt2Tr{J et2LPJS[e(t−t2)L − I])Qρ}
and ∣∣∣∣∣
∫ t
0
dt2Tr{J et2LPJS[e(t−t2)L − I])Qρ} (E133)
+tµssTr(JSQρ)− Tr[JS(etL − I)PJSQρ]
+Tr(J etLPJS2Qρ)
∣∣∣∣∣
≈ ∣∣Tr[J etLLPJS3Qρ]− Tr[JPJS2etLQρ]∣∣
. (2CnMM + CMM)‖SQ‖2‖JP‖‖J ‖‖Qρ‖,
where in the approximation we used∫ t
0
dt2 e
t2λke(t−t2)λl = (etλk − etλl)/(λk − λl) ≈
−etλk/λl − λketλk/λ2l + etλl/λl for −Re(λk) −Re(λl)
and Im(λk) not of higher order than Re(λk) [generally
true for classical dynamics]. In the inequality we used
‖etLP‖ ≤ 1 + C+ together with Eq. (E127) for time
‖SQ‖. Analogously to Eq. (E133) we have∣∣∣∣∣
∫ t
0
dt1Tr{J S[e(t−t1)L − I]QJ et1LPρ} (E134)
+tTr(JSQJ ρss) + Tr[JSQJS(etL − I)Pρ]
−Tr[JS2QJ etLPρ]
∣∣∣∣∣
.
∣∣Tr[JS2QJ etLLPρ]− Tr[JS3etLQJPρ]∣∣∣∣
. (2CnMM + CMM)‖J ‖‖JP‖‖SQ‖2.
Finally, from Eq. (E128), we have∣∣∣∣∣
∫ t
0
dt1Tr{J S[e(t−t1)L − I]QJ et1LQρ} (E135)
+Tr(JSQJSQρ)
∣∣∣∣∣
=
∣∣∣∫ t
0
Tr[JSe(t−t1)LQJ et1LQρ]+Tr(JSQJSetLQρ)
∣∣∣
.
(
6CnMM + 4
√CnMM)‖J ‖2‖SQ‖2‖Qρ‖,
where in the last inequality we
used
∫ t
0
dt1Tr[JSe(t−t1)LQJ et1LQρ] =
(
∫ t
2
0
+
∫ t
t
2
)dt1Tr[JSe(t−t1)LQJ et1LQρ], while
Tr[JSe(t−t1)LQJ et1LQρ] can be bounded by
‖J ‖2‖SQ‖‖e(t−t1)LQ‖‖Qρ‖ or ‖J ‖2‖SQ‖‖et1LQ‖‖Qρ‖
(used in the first and the second integrals, respec-
tively). We also assumed that n ≥ 2, so that t/2  τ ′′
[cf. Eq. (E128)].
From Eqs. (E130)-(E135) we arrive at [cf. Eqs. (E122)
and (E123)]
∣∣∣∣〈K2(t)〉−〈K(t)〉2 (E136)
−tµss − Tr[JS(etL − I)Pρ] + Tr(JSQρ)
−2
∫ t
0
dt1
∫ t−t1
0
dt2Tr(J et2LPJ et1LPρ)
+
{
tµss + Tr[JS(etL − I)Pρ]− Tr(JSQρ)
}2
+2tµssTr(JSQρ) + 2Tr[JS(etL − I)PJSQρ]
+2Tr(J etLPJS2Qρ)
+2tTr(JSQJ ρss) + 2Tr[JSQJS(etL − I)Pρ]
+2Tr[JS2QJ etLPρ] + 2Tr(JSQJSQρ)
∣∣∣∣
. (4CnMM + 2CMM)‖JP‖‖J ‖‖SQ‖2
(
1 + ‖Qρ‖)
+
(
12CnMM + 8
√CnMM)‖J ‖2‖SQ‖2‖Qρ‖
+2CnMM‖J ‖‖SQ‖‖Qρ‖
+4nCnMM‖J ‖
〈K(t)〉
t
t′‖SQ‖‖Qρ‖,
where t′ ≡ t/n belongs to the metastable regime. For
t  ‖SQ‖ [cf. Eq. (E110)], we can further neglect the
constant contribution, which gives
∣∣∣∣ 〈K2(t)〉−〈K(t)〉2t − µss − Tr[JS(etL − I)Pρ]t (E137)
−2
t
∫ t
0
dt1
∫ t−t1
0
dt2Tr(J et2LPJ et1LPρ)
+
{
tµss + Tr[JS(etL − I)Pρ]
}2
t
−2Tr[JS(etL − I)Pρ]Tr(JSQρ)
t
+2
Tr[JS(etL − I)PJSQρ]
t
+2Tr(JSQJ ρss) + 2Tr[JSQJS(e
tL − I)Pρ]
t
∣∣∣∣
. ‖SQ‖
t
‖J ‖‖Qρ‖+ 2‖SQ‖
2
t
‖J ‖‖JP‖(1 + ‖Qρ‖)
+
‖SQ‖2
t
‖J ‖2‖Qρ‖(2 + ‖Qρ‖)
+4CnMM
(
‖µ˜‖1 + ‖SQ‖
t
‖J ‖
)
‖J ‖‖SQ‖‖Qρ‖
We note that in Eqs. (E130)-(E135) ‖Qρ‖ can be simply
replaced by 1.
50
We recognize
tµss + Tr[JS(etL − I)Pρ] =
∫ t
0
dt1
m∑
l=1
(
J˜et1W˜p˜
)
l
=
∫ t
0
dt1
m∑
l=1
(
µ˜et1W˜p˜
)
l
= 〈K˜cl(t)〉, (E138)
where K˜cl(t) is the time-integral of the variable with the
cumulant generating function encoded by W˜s in Eq. (38),
and, similarly,
2
∫ t
0
dt1
∫ t−t1
0
dt2Tr(J et2LPJ et1LPρ) (E139)
= 2
∫ t
0
dt1
∫ t−t1
0
dt2
m∑
l=1
(
J˜et2W˜J˜et1W˜p˜
)
l
= 2
∫ t
0
dt1
∫ t−t1
0
dt2
m∑
l=1
(
µ˜et2W˜J˜et1W˜p˜
)
l
= 〈K˜2cl(t)〉 − 〈K˜cl(t)〉.
Furthermore,
tµss + Tr[JS(etL − I)Pρ] (E140)
−2tTr(JSQJ ρss)− 2Tr[JSQJS(etL − I)Pρ]
=
m∑
l=1
{
σ˜2
[
tp˜ss+R˜
(
etW˜− I)p˜]}
l
=
∫ t
0
dt1
m∑
l=1
(
σ˜2et1W˜p˜
)
l
= 〈K˜cl(t)〉+ 〈∆cl(t)〉
[cf. Eq. (E108)] and
2Tr[JS(etL − I)Pρ]Tr(JSQρ) (E141)
−2Tr[JS(etL − I)PJSQρ]
= −2
∫ t
0
dt1
m∑
l=1
(
µ˜et1W˜p˜
)
l
m∑
k=1
(
K˜p˜
)
k
+2
∫ t
0
dt1
m∑
l=1
(
µ˜et1W˜K˜p˜
)
l
=
m∑
k,l=1
p˜kp˜l
[〈K˜(k)cl (t)〉 − 〈K˜(l)cl (t)〉](K˜k − K˜l),
where K˜ is defined in Eq. (E109) and 〈K˜(l)cl (t)〉 is
〈K˜cl(t)〉 for the system in the lth metastable phase
during metastable regime, P(ρ) = ρl, k, l = 1, ...,m.
This, together with Eq. (E131), leads to Eq. (E107) by
replacing the long time-dynamics generator W˜ by the
stochastic dynamics generator W [cf. Eqs. (29), (31)
and (E77)].
Derivation of Eqs. (E115) and (E118). We replace
J by X and M, in Eq. (E130), and µ˜ by x˜ and m˜ in
Eq. (E131), respectively.
Derivation of Eqs. (E116) and (E119). From
Eqs. (E125) and (E126), using Eqs. (E130)-(E135), we
arrive at [cf. Eq. (E136)]∣∣∣∣〈X2(t)〉−〈X(t)〉2 − t2 (E142)
−2
∫ t
0
dt1
∫ t−t1
0
dt2Tr(X et2LPX et1LPρ)
+
{
txss + Tr[XS(etL − I)Pρ]− Tr(XSQρ)
}2
+2txssTr(XSQρ) + 2Tr[XS(etL − I)PXSQρ]
+2Tr(X etLPXS2Qρ)
+2tTr(XSQXρss) + 2Tr[XSQXS(etL − I)Pρ]
+2Tr[XS2QX etLPρ] + 2Tr(XSQXSQρ)
∣∣∣∣
. (4CnMM + 2CMM)‖XP‖‖X‖‖SQ‖2
(
1 + ‖Qρ‖)
+
(
12CnMM + 8
√CnMM)‖X‖2‖SQ‖2‖Qρ‖
+4nCnMM‖X‖
〈X(t)〉
t
t′‖SQ‖‖Qρ‖,
where the integer n is such that t′ ≡ t/n belongs to the
metastable regime. Thus, [cf. Eq. (E137)]∣∣∣∣ 〈X2(t)〉 − 〈X(t)〉2t (E143)
−2
t
∫ t
0
dt1
∫ t−t1
0
dt2Tr(X et2LPX et1LPρ)
+
{
txss + Tr[XS(etL − I)Pρ]
}2
t
−2Tr[XS(etL − I)Pρ]Tr(XSQρ)
t
+2
Tr[XS(etL − I)PXSQρ]
t
+2Tr(XSQXρss) + 2Tr[XSQXS(e
tL − I)Pρ]
t
∣∣∣∣
. ‖SQ‖
2
t
‖X‖[2‖XP‖(1 + ‖Qρ‖) + ‖X‖‖Qρ‖(2 + ‖Qρ‖)]
+4CnMM
(
‖x˜‖1 + ‖SQ‖
t
‖X‖
)
‖X‖‖SQ‖‖Qρ‖
Eq. (E119) follows analogously, by replacing X byM
an dropping t/2 and 1/2 in Eqs. (E142) and (E143), re-
spectively.
f. Rates of average and fluctuations in quantum trajectories
during metastable regime
We now discuss rates of average and fluctuations
within metastable regime for jump number [Eq. (36)],
integrated homodyne current [Eq. (E45)] and time-
integral of a system observable [Eq. (E60)]. We give
corrections to the classical approximation of the rate
of average and fluctuations as given in Eqs. (45), (50)
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for jump number, Eqs. (E51) and (E56) for integrated
homodyne current, and Eqs. (E66) and (E71) for time-
integral of system-observables (see also Ref. [83]).
Rates of average and fluctuations of jump number dur-
ing metastable regime. For a general initial state ρ, the
rate of average number of jumps within the metastable
regime, τ ′′  t τ ′, is approximated as [cf. Eq. (E104)]∣∣∣∣ 〈K(t)〉t −
m∑
l=1
p˜lµ˜l +
K˜
t
∣∣∣∣ (E144)
. CMM
[1
2
min
(‖JP‖,m‖µ˜‖1)+ ‖J ‖‖SQ‖
t
]
,
where p˜l = Tr(P˜lρ) [cf. Eq. (17)],
µ˜l ≡ Tr
(∑
j
J†j Jj ρ˜l
)
, (E145)
and K˜ ≡ −Tr(JSQρ) is the contribution to the num-
ber of jumps from before the metastable regime. We
have ‖µ˜‖1 = max1≤l≤m |µ˜l|, ‖J ‖ = ‖
∑
jJ
†
j Jj‖max,
and ‖JP‖ ≤ ‖J ‖ can be replaced by ‖µ˜‖1 + (Ccl +
2C+)‖J ‖ [100]. We can further replace µ˜l by µ˜totl in-
troducing additional corrections bounded by
√Ccl‖W˜‖1.
Note that for time
‖SQ‖ ‖J ‖‖µ˜‖1  t τ
′, (E146)
the contribution K˜/t from before the metastable regime
can be neglected [cf. Eq. (E106)].
For time t in Eq. (E146), the rate of fluctuations of
jump number is approximated as [cf. Eq. (E107)]∣∣∣∣ 〈K2(t)〉 − 〈K(t)〉2t (E147)
−t
m∑
k,l=1
[1
2
p˜kp˜l(µ˜k − µ˜l)2 − µ˜k(W˜)kl p˜l
]
−
m∑
l=1
p˜lσ˜
2
l −
m∑
k,l=1
p˜kp˜l(µ˜k − µ˜l)(K˜k − K˜l)
∣∣∣∣
. ‖SQ‖
t
‖J ‖
[
1 + ‖SQ‖(4‖JP‖+ 3‖J ‖)]
+4CMM
(
‖µ˜‖1 + ‖SQ‖
t
‖J ‖
)
‖J ‖‖SQ‖
+t2 min
(‖LMM‖‖JP‖2, ‖W˜‖1‖µ˜‖1‖J˜‖1)
+t2 min
(‖LMM‖‖JP‖, ‖W˜‖1‖µ˜‖1)‖µ˜‖1
+t‖µ˜‖1m
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+
+
1
2
CMM min
[‖JP‖(1 + 2‖J ‖‖SQ‖),m‖σ˜2‖1]
+2CMM min
(‖JP‖‖J ‖‖SQ‖,m‖µ˜‖1‖K˜p˜‖1),
where
σ˜2l ≡ µ˜l − 2Tr(JSQJ ρ˜l), (E148)
[cf. Eq. (E108)] and K˜l ≡ −Tr[P˜lJSQρ]/Tr(P˜lρ), l =
1, ...,m, is the contribution to the number of jumps
from before the metastable regime, conditioned on which
the metastable phase the state evolves into. We have
‖LMM‖ . ‖W˜‖1 . m‖LMM‖.
The corrections in Eq. (E147) to be negligible
require conditions (E110), (E111) and Eq. (E113),
together with a new condition mCMM  1. In-
deed, the first and the second lines of corrections
require Eqs. (E110) and (E111) [cf. Eq. (E107)]. The
quadratic-in-time corrections in Eq. (E147) origi-
nate from the linear term in the fluctuation rate
bounded by tmin(‖JP‖2, ‖µ˜‖1‖J˜‖1) + t‖µ˜‖21. As
t‖LMM‖ ≈ CMM [cf. Eq. (E127)] and ‖W˜‖1 . m‖LMM‖,
the third and fourth lines of corrections require
min(m, ‖JP‖/‖µ˜‖1) CMM  1 [cf. Eq. (E127)] to
be negligible in comparison. This condition also
guarantees that the seventh line (corrections to the
fluctuation rate from before the metastable regime),
bounded by 4 min(‖JP‖‖J ‖‖SQ‖, ‖µ˜‖1‖K˜p˜‖1),
is negligible. The fifth line of corrections re-
quires Eq. (E113) [cf. Eq. (E107)]. Finally, the
corrections in the sixth line are negligible when
min(m, ‖JP‖max(1, ‖SQ‖‖J ‖)/‖σ˜2‖1) CMM  1.
We can replace µ˜l by µ˜totl , W˜ by W, and σ˜
2
l by (σ˜
tot
l )
2
[cf. Eq. (29)] in Eqs. (E147), introducing additional cor-
rections bounded by
√Ccl‖W˜‖1[t(4‖µ˜‖1 + ‖W˜‖1) + 1 +
4 min(‖J ‖‖SQ‖, ‖K˜p˜‖1)], which to be negligible require
Eq. (E112). Furthermore, when the internal activity
dominates transition rates in the long-time dynamics,
‖W˜‖1  ‖µ˜‖1, (E149)
we can neglect the contribution from the long-time dy-
namics (non-Poissonian fluctuations contribution to the
classical fluctuation rate) (we then obtain Eq. (53)). Al-
ternatively, this contribution can be neglected when
min(‖JP‖,m‖µ˜‖1)
‖σ˜2‖1 
1
CMM , (E150)
which condition can be viewed as the lower bound on the
anti-bunching of fluctuations inside metastable phases.
Rates of average and fluctuations of jump number in
metastable phases. For the initial state ρ chosen as the
closest state to the projection ρ˜l of lth metastable phase
[Eq. (14)], we have∣∣∣∣〈K(t)〉t − µ˜l
∣∣∣∣ . (12CMM + 2C+)min (‖JP‖,m‖µ˜‖1)
+2C+‖J ‖‖SQ‖
t
(E151)
Therefore, if min(m, ‖µ˜‖1/‖JP‖)(CMM + C+)  1, and
there exist time t C+‖SQ‖‖J ‖/‖µ˜‖1 [cf. Eq. (E146)],
e.g., when ‖µ˜‖1 is of the order of ‖J ‖, the corrections
are negligible. We thus conclude that µ˜l in Eq. (E145)
is the activity of lth metastable phase (see also Ap-
pendix E 2 h).
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For the initial state chosen as the closest state to the
projection ρ˜l of lth metastable phase, we also have∣∣∣∣ 〈K2(t)〉−〈K(t)〉2t − σ˜2l − t
m∑
k=1
µ˜k(W˜)kl
∣∣∣∣ (E152)
. 2‖SQ‖
2
t
‖J ‖‖JP‖
+t2 min
(‖LMM‖‖JP‖2, ‖W˜‖1‖µ˜‖1‖J˜‖1)
+t2 min
(‖LMM‖‖JP‖, ‖W˜‖1‖µ˜‖1)‖µ˜‖1
+t‖µ˜‖1m
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+
+tC+ min
[
3‖JP‖2,m‖µ˜‖1
(‖J˜‖1 + 2‖µ˜‖1)]
+
(1
2
CMM + C+
)
min
[‖JP‖(1 + 2‖J ‖‖SQ‖),m‖σ˜2‖1]
+4C+‖JP‖‖J ‖‖SQ‖.
The contribution independent of long-time dynamics,
(δσ˜2)l ≡ σ˜2l − (µ˜)l [cf. Eq. (E148)], can thus be viewed
as the non-Poissonian contribution to fluctuations of lth
metastable phase (see also Appendix E 2 h). We note that
σ˜2l can be further replaced by (σ˜
tot
l )
2 introducing addi-
tional corrections bounded by
√Ccl‖W˜‖1 [cf. Eq. (29)],
which requires Eq. (E114).
The corrections in Eq. (E152) to be negligible in com-
parison with ‖σ˜2‖1, imply a lower and upper bounds on
time t, the condition mCMM  1, as well as the follow-
ing condition on the anti-bunching of fluctuations inside
metastable phases,
‖JP‖‖J ‖‖SQ‖
‖σ˜2‖1 
1
C+ , (E153)
A similar condition in Eq. (E150) guarantees that we can
neglect the linear-in-time contribution ( non-Poissonian
fluctuations in the classical dynamics).
We note that, alternatively, for the approximations in
Eqs. (E151) and (E152) we can consider an initial state
ρ such that P(ρ) = ρ˜l, in which case the corrections are
bounded as in Eqs. (E104) and (E107), respectively.
Rates of average and fluctuations of time-integrated ho-
modyne current during metastable regime. During the
metastable regime for the homodyne current we have
[cf. Eq. (E115)] [cf. Eq. (E115)]∣∣∣∣ 〈X(t)〉t −
m∑
l=1
p˜lx˜l +
X˜
t
∣∣∣∣ (E154)
. CMM
[
1
2
min
(‖XP‖,m‖x˜‖1)+ 2‖SQ‖
t
‖X‖
]
,
where
x˜l ≡ Tr
[∑
j
(e−iϕjJj + eiϕjJ
†
j )ρ˜l
]
, (E155)
with ‖x˜‖1 = max1≤l≤m |x˜l|, ‖XP‖ ≤ ‖X‖ and ‖X‖ ≤
‖∑j e−iϕjJj‖max, while [cf. Eq. (E116)]∣∣∣∣ 〈X2(t)〉 − 〈X(t)〉2t − t2
m∑
k,l=1
p˜kp˜l(x˜k − x˜l)2 (E156)
−
m∑
l=1
p˜lχ˜
2
l −
m∑
k,l=1
p˜kp˜l(x˜k − x˜l)(X˜k − X˜l)
∣∣∣∣
. ‖SQ‖
2
t
‖X‖(4‖XP‖+ 3‖X‖)
+4CMM‖x˜‖1‖X‖‖SQ‖
+t2 min
(‖LMM‖‖XP‖2, ‖W˜‖1‖x˜‖1‖X˜‖1)
+t2 min
(‖LMM‖‖XP‖, ‖W˜‖1‖x˜‖1)‖x˜‖1
+t‖x˜‖1m
∥∥∥∑
j
e−ϕjJj
∥∥∥
max
√
Ccl
2
+ C+
+2CMM‖XP‖‖X‖‖SQ‖
+
1
2
CMM min
(
2‖XP‖‖X‖‖SQ‖,m‖χ˜2‖1
)
,
where [cf. Eq. (E117)]
χ˜2l ≡
1
2
− 2Tr(XSQX ρ˜l) (E157)
and X˜l ≡ −Tr[P˜lXSQρ]/Tr(P˜lρ), l = 1, ...,m.
For the initial state chosen as the closest state to the
projection ρ˜l of lth metastable phase, we further have
[cf. Eq. (E151)]∣∣∣∣〈X(t)〉t − x˜l
∣∣∣∣ . (12CMM + 2C+)min (‖XP‖,m‖x˜‖1)
+2C+‖X‖‖SQ‖
t
(E158)
as well as [cf. Eq. (E152)]∣∣∣∣ 〈X2(t)〉−〈X(t)〉2t − σ˜2l
∣∣∣∣ (E159)
. 2‖SQ‖
2
t
‖X‖‖XP‖
+t2 min
(‖LMM‖‖XP‖2, ‖W˜‖1‖x˜‖1‖X˜‖1)
+t2 min
(‖LMM‖‖XP‖, ‖W˜‖1‖x˜‖1)‖x˜‖1
+t‖x˜‖1m
∥∥∥∑
j
e−ϕjJj
∥∥∥
max
√
Ccl
2
+ C+
+tC+ min
[
3‖XP‖2,m‖x˜‖1
(‖X˜‖1 + 2‖x˜‖1)]
+
(1
2
CMM + C+
)
min
(
2‖XP‖‖X‖‖SQ‖,m‖χ˜2‖1
)
+4C+‖XP‖‖X‖‖SQ‖.
Therefore, provided that corrections in Eq. (E158)
and (E159) are negligible, we can conclude that x˜l
in Eq. (E155) and σ˜2l in Eq. (E157) are the rates of
average and fluctuations, respectively, of an integrated
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homodyne current in lth metastable phase.
Rates of average and fluctuations of time-integrated
system observable during metastable regime. Analo-
gously, for the time-ordered integral of a system observ-
able M we have [cf. Eq. (E118)]
∣∣∣∣ 〈M(t)〉t −
m∑
l=1
p˜lm˜l +
M˜
t
∣∣∣∣ (E160)
. CMM
[
1
2
min
(‖MP‖,m‖m˜‖1)+ 2‖SQ‖
t
‖M‖
]
,
where
m˜l ≡ Tr[Mρ˜l], (E161)
‖m˜‖1 = max1≤l≤m |m˜l|, and ‖MP‖ ≤ ‖M‖ = ‖M‖max,
while [cf. Eq. (E119)]
∣∣∣∣ 〈M2(t)〉 − 〈M(t)〉2t − t2
m∑
k,l=1
p˜kp˜l(m˜k − m˜l)2 (E162)
−
m∑
l=1
p˜lδ˜
2
l −
m∑
k,l=1
p˜kp˜l(m˜k − m˜l)(M˜k − M˜l)
∣∣∣∣
. ‖SQ‖
2
t
‖M‖(4‖MP‖+ 3‖M‖)
+4CMM‖m˜‖1‖M‖‖SQ‖
+t2 min
(‖LMM‖‖MP‖2, ‖W˜‖1‖m˜‖1‖M˜‖1)
+t2 min
(‖LMM‖‖MP‖, ‖W˜‖1‖m˜‖1)‖m˜‖1
+t‖m˜‖1m ‖M‖max
√
Ccl
2
+ C+
+2CMM‖MP‖‖M‖‖SQ‖
+
1
2
CMM min
(
2‖MP‖‖M‖‖SQ‖,m‖δ˜2‖1
)
,
where [cf. Eq. (E120)]
δ˜2l ≡ −2Tr(MSQMρ˜l). (E163)
and M˜l ≡ −Tr[P˜lMSQρ]/Tr(P˜lρ), l = 1, ...,m.
For the initial state chosen as the closest state to the
projection ρ˜l of lth metastable phase, we further have
[cf. Eq. (E158)]
∣∣∣∣〈M(t)〉t − m˜l
∣∣∣∣ . (12CMM + 2C+)min (‖MP‖,m‖m˜‖1)
+2C+‖M‖‖SQ‖
t
(E164)
and [cf. Eq. (E159)]∣∣∣∣ 〈M2(t)〉−〈M(t)〉2t − δ˜2l
∣∣∣∣ (E165)
. 2‖SQ‖
2
t
‖M‖‖MP‖
+t2 min
(‖LMM‖‖MP‖2, ‖W˜‖1‖m˜‖1‖M˜‖1)
+t2 min
(‖LMM‖‖MP‖, ‖W˜‖1‖m˜‖1)‖m˜‖1
+t‖m˜‖1m ‖M‖max
√
Ccl
2
+ C+
+tC+ min
[
3‖MP‖2,m‖m˜‖1
(‖M˜‖1 + 2‖m˜‖1)]
+
(1
2
CMM + C+
)
min
(
2‖MP‖‖M‖‖SQ‖,m‖δ˜2‖1
)
+4C+‖MP‖‖M‖‖SQ‖.
Therefore, provided that corrections in Eq. (E164)
and (E165) are negligible, we can conclude that m˜l in
Eq. (E161) and δ˜2l in Eq. (E163) are the rates of average
and fluctuations, respectively, of a time-integrated
system-observable in lth metastable phase.
Derivation of Eqs. (E144) and (E147). We consider
time t within the metastable regime, that is, τ ′′  t 
τ ′, in order to investigate the cumulants in Eqs. (E130)
and (E137) with respect to the metastable state of the
system. Therefore, within the MM, we can expand the
long-time dynamics in the Taylor series, while the con-
tribution from the outside is bounded as in Eq. (E128).
We have∣∣∣∣ 〈K(t)〉t − Tr[JPρ] + Tr(JSQρ)t
∣∣∣∣ (E166)
. CMM
[1
2
min
(‖JP‖,m‖µ˜‖1)+ ‖J ‖‖SQ‖
t
‖Qρ‖
]
,
from Eq. (E137) and∣∣∣∣∣
∫ t
0
dt1Tr(J et1LPρ)− t
∫ t
0
Tr(JPρ)
∣∣∣∣∣ (E167)
.
∣∣∣∣∣
∫ t
0
dt1 t1Tr(JLPρ)
]∣∣∣∣∣
. t
2
2
min
(‖LMM‖‖JP‖, ‖W˜‖1, ‖µ˜‖1).
where we used the Taylor series etLP = P + tLP + ...
assuming t  τ ′ [note that ‖Qρ‖ can be replaced by 1
in derivation of Eq. (E130)]. We also used Eq. (E127)
so that t‖LMM‖‖JP‖ . CMM‖JP‖ or t‖µ˜‖1‖W˜‖1 ≤
mCMM‖µ˜‖1 from Appendix (D 3). For time in Eq. (E106)
[cf. Eq. (E129)], we can further neglect the contribution
from before the metastable regime∣∣∣∣ 〈K(t)〉t − Tr[JPρ]
∣∣∣∣ (E168)
. 1
2
CMM min
(‖JP‖,m‖µ˜‖1)+ ‖J ‖‖SQ‖
t
‖Qρ‖.
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Similarly, for time in Eq. (E110) we have∣∣∣∣ 〈K2(t)〉−〈K(t)〉2t − tTr(JPJPρ) + tTr(JPρ)2 (E169)
−Tr(JPρ) + 2Tr(JSQJPρ)
+2Tr(JPJSQρ)− 2Tr(JPρ)Tr(JSQρ)
∣∣∣∣
. ‖SQ‖
t
‖J ‖[‖Qρ‖+ ‖J ‖‖SQ‖(2 + 4‖Qρ‖+ ‖Qρ‖2)]
+4CMM‖µ˜‖1‖J ‖‖SQ‖‖Qρ‖
+t2 min
(‖LMM‖‖JP‖2, ‖W˜‖1‖µ˜‖1‖J˜‖1)
+t2 min
(‖LMM‖‖JP‖, ‖W˜‖1‖µ˜‖1)‖µ˜‖1
+
t
2
min
[‖LMM‖‖JP‖(1 + 2‖J ‖‖SQ‖), ‖W˜‖1‖σ˜2‖1]
+2t
(‖LMM‖‖JP‖, ‖W˜‖1‖µ˜‖1)‖J ‖‖SQ‖‖Qρ‖.
In Eq. (E169) the first two lines of corrections corre-
spond to neglecting the dynamics of the fast modes as in
Eq. (E137). The third line corresponds to [cf. Eq. (E139)]∣∣∣∣∣2
∫ t
0
dt1
∫ t−t1
0
dt2Tr(J et2LPJ et1LPρ)− t2Tr(JPJPρ)
∣∣∣∣∣
.
∣∣∣∣∣2
∫ t
0
dt1
∫ t−t1
0
dt2
[
t2Tr(JLPJPρ) + t1Tr(JPJLPρ)
]∣∣∣∣∣
. t3 min
(‖LMM‖‖JP‖2, ‖W˜‖1‖µ˜‖1‖J˜‖1). (E170)
The fourth line is the correction from the square of
the time-integral of the activity of metastable phases in
Eq. (E167) [cf. Eq. (E138)]. The fifth line are correc-
tions from the time-integral of the fluctuation rate of
metastable phases [cf. Eq. (E140)] and and the sixth line
corresponds to corrections to the contribution from be-
fore metastable regime [cf. Eq. (E141)]
2
∣∣∣∣∣
∫ t
0
dt1
[
Tr(J et1LPρ)Tr(JSQρ)− Tr(J et1LPJSQρ)]
−2t[Tr(JPρ)Tr(JSQρ)− Tr(JPJSQρ)]∣∣∣∣∣
. 2t2 min
(‖LMM‖‖JP‖‖J ‖‖SQ‖‖Qρ‖,
‖W˜‖1‖µ˜‖1‖K˜p˜‖1
)
. (E171)
We can further estimate the linear-in-time contribution
to the rate of fluctuations as
t
[
Tr(JPJPρ)−Tr(JPρ)2] (E172)
= t
m∑
k,l=1
[1
2
p˜kp˜l(µ˜k − µ˜l)2 − µ˜k(W˜)kl p˜l
]
+ ...,
where the corrections are given by
t
∣∣∣ m∑
l=1
[
µ˜(J˜− µ˜− W˜)p˜]
l
∣∣∣ (E173)
. t‖µ˜‖1m
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+,
and for the inequality we used Eq. (E77). Equa-
tion (E127) further leads to Eq. (E147).
Derivation of Eqs. (E154), (E156), (E160), and (E162).
To obtain Eqs. (E154) and (E156), we use Eqs. (E115)
and (E143) and follow the steps in derivation of
Eqs. (E144) and (E147). The derivations of Eqs. (E160)
and (E162) are analogous.
Derivation of Eqs. (E151) and (E152). In order to
consider the rate of average and fluctuations of the num-
ber of jumps inside a metastable state, we choose the
initial state ρ as the closest state to the projection of
the metastable phase ρ˜l in Eq. (14) and time t within
metastable regime. In this case, we have that ‖Qρ‖ =
‖Q(ρ − ρ˜l)‖ ≤ ‖Q‖C+ . 2C+ and ‖Pρ − ρ˜l‖ . C+,
and thus Eq. (E151) follows from Eq. (E166). Simi-
larly, from (E169) we obtain Eq. (E152). Derivations
of Eqs. (E158)-(E165) are analogous.
g. Asymptotic rates of fluctuations in quantum trajectories
Here, we give bounds on the corrections in the classical
approximations of the asymptotic fluctuation rates in
Eqs. (50), (60), (E71) and (E56).
Classical approximation of asymptotic rate of jump
number fluctuations. The corrections in Eq. (50) origi-
nate from replacing J˜ by J+ µ˜in and R˜ by R in Eq. (49).
Therefore, the corrections can be bounded as∣∣∣∣∣σ2ss −
m∑
l=1
(µ˜totpss − 2µ˜totRµ˜totpss + δσ˜2pss)l
∣∣∣∣∣ (E174)
=
∣∣∣∣∣
m∑
l=1
[
µ˜p˜ss − 2µ˜R˜J˜p˜ss −
(
µ˜totpss − 2µ˜totRµ˜totpss
)]
l
∣∣∣∣∣
. ‖µ˜‖1‖p˜ss − pss‖1+
√
Ccl‖W˜‖1
+2‖µ˜‖1‖R˜‖1
[
‖µ˜‖1‖p˜ss − pss‖1+
√
Ccl‖W˜‖1
+m
∥∥∥H + i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+
+‖µ˜‖1 ‖R˜−R‖1‖R˜‖1
]
,
where we replaced J˜ = p˜ss by µ˜p˜ss in the second
line introducing corrections ‖(J˜ − µ˜)p˜ss‖ = ‖(J˜ −
W˜ − µ˜)p˜ss‖ ≤ ‖J˜ − W˜ − µ˜‖(1 + Ccl) . m‖H +
i
∑
j J
†
j Jj/2‖max
√
2Ccl + 4C+ [cf. Eq. (E77)] and further
used ‖µ˜tot − µ˜‖1 ≤
√Ccl‖W˜‖1 [cf. Eqs. (28) and (29)].
The first line of corrections in Eq. (E174) is neg-
ligible in comparison with ‖σ˜2‖1, which bounds the
asymptotic rate of time-integral of fluctuations inside
the metastable phases, when Eq. (E112) is fulfilled to-
gether with ‖µ˜‖1/‖σ˜2‖1/‖p˜ss − pss‖1 [cf. Eq. (32)].
The rest of corrections are negligible in comparison with
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2‖R˜‖1‖µ˜‖1‖J˜‖1, which bounds the non-Poissonian clas-
sical fluctuations of activity between metastable phases,
when Eqs. (E113), (32) and (E23) hold true. Thus, if the
bounds are of the same order as the contributions to the
asymptotic fluctuations rate, Eqs. (32), (E23) (E112)
and (E113) are sufficient conditions for the classical ap-
proximation in Eq. (50).
When the internal activity dominates transition rate
of the-long time dynamics, as assumed in Secs. VB4
and VB5, from Eq. (50) we obtain Eq. (60). The ad-
ditional corrections beyond those in Eq. (E177) are∣∣∣∣∣
m∑
l=1
[(
µ˜tot−µ˜in)pss− 2(µ˜totRµ˜tot−µ˜inRµ˜in)pss]l
∣∣∣∣∣
. ‖W˜‖1
(
1 + 2‖µ˜‖1‖R˜‖1
)
, (E175)
where we used ‖µ˜tot − µ˜in‖1 ≤ ‖W‖1/2 . ‖W˜‖1/2
[cf. Eq. (29)] and ‖R‖1 . ‖R˜‖1 .
Classical approximation of asymptotic rate of inte-
grated homodyne current fluctuations. Similarly to
Eq. (E177), the corrections in Eq. (E56) originate from
replacing X˜ by x˜ [cf. Eq. (E48)] and R˜ by R in Eq. (E55),
so that∣∣∣∣∣χ2ss −
m∑
l=1
(pss)l χ˜
2
l − 2
m∑
l=1
(x˜Rx˜ pss)l
∣∣∣∣∣ (E176)
=
∣∣∣∣∣2
m∑
l=1
(
x˜R˜X˜ p˜ss − x˜Rx˜ pss
)
l
∣∣∣∣∣
. ‖x˜‖1‖R˜‖1
[
m
∥∥∥∑
j
e−ϕjJj
∥∥∥
max
√
2Ccl + 4C+
+2‖x˜‖1
(
‖p˜ss − pss‖1+ ‖R˜−R‖1‖R˜‖1
)]
,
where we used Eq. (E81).
Classical approximation of asymptotic rate of inte-
grated system observable fluctuations. Analogously to
Eq. (E174), the corrections in Eq. (E71) originate from
replacing M˜ by m˜ [cf. Eq. (E63)] and R˜ by R in
Eq. (E70), so that∣∣∣∣∣δ2ss −
m∑
l=1
(pss)l δ˜
2
l − 2
m∑
l=1
(m˜Rm˜ pss)l
∣∣∣∣∣ (E177)
=
∣∣∣∣∣2
m∑
l=1
(
m˜R˜M˜ p˜ss − m˜Rm˜ pss
)
l
∣∣∣∣∣
. ‖m˜‖1‖R˜‖1
[
m ‖M‖max
√
2Ccl + 4C+
+2‖m˜‖1
(
‖p˜ss − pss‖1+ ‖R˜−R‖1‖R˜‖1
)]
,
where we used Eq. (E84).
h. Multimodal distribution of quantum trajectories
Here, we show that the distribution of continuous
measurement results is generally multimodal during the
metastable regime. This is a consequence of distinct
continuous measurement statistics in metastable phases
of the system. The modes correspond to measurement
distributions for metastable phases and the probabilities
are determined by the decomposition of the metastable
state between metastable phases. See also Sec. VB4.
Conditional distribution of continuous measurement.
We consider the statistics of jump number conditioned
on the final system state at time t in a quantum tra-
jectory evolving into the metastable phase ρ˜l. This
condition can be described as obtaining outcome l the
POVM in Eq. (D6) performed on the system at time
t, which takes place with the probability approximated
by [p(t)]l ≡ (etWp˜)l up to corrections 2
√Cclt‖W˜‖1 +
C˜cl
∣∣[p(t)]l∣∣/2 + max(−p˜minl , 0). The conditional average
[see Eq. (E192)] is approximated by [cf. Eq. (43)]
〈K(t)〉l = 〈Kcl(t)〉l +
m∑
k=1
(etW)lkp˜k
[p(t)]l
K˜k + ..., (E178)
where
〈Kcl(t)〉l ≡
∫ t
0
dt1[e
(t−t1)W(J + µ˜in)et1Wp˜]l
[p(t)]l
(E179)
is the integral of the total activity in the classical trajec-
tories, conditioned on the system found at time t in lth
metastable phase, while the second term encodes the con-
tribution from before the metastable regime [cf. Eq. (46)]
reweighed with the probability of observing outcome
l at time t. Similarly, the conditional variance [see
Eq. (E193)] is approximated as [cf. Eq. (46)]
〈K2(t)〉l−〈K(t)〉2l
t
=
〈K2cl(t)〉l − 〈Kcl(t)〉2l
t
+
〈∆cl(t)〉l
t
+
1
t
m∑
k,n=1
(etW)lkp˜k
[p(t)]l
(etW)lnp˜n
[p(t)]l
×[〈K(k)cl (t)〉l − 〈K(n)cl (t)〉l](K˜k − K˜n) + ..., (E180)
where
〈K2cl(t)〉l ≡ 〈Kcl(t)〉l + (E181)
2
∫ t
0
dt1
∫ t−t1
0
dt2
[
e(t−t1−t2)W(J + µ˜in)et2W(J + µ˜in)et1Wp˜
]
l
[p(t)]l
is the square of integral of activity in the classical trajec-
tories, conditioned on the system found at time t in lth
metastable phase [cf. Eq. (E179)],
〈∆cl(t)〉l ≡
∫ t
0
dt1
[
e(t−t1)W∆˜σ˜2et1Wp˜
]
l
[p(t)]l
, (E182)
with
(∆˜σ˜2)kl ≡ −2Tr(P˜kJSQJ ρ˜l) (E183)
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describing the conditional integral of non-Poissonian fluc-
tuations in metastable phases [cf. Eq. (48)], and
〈K(k)cl (t)〉l ≡
∫ t
0
dt1
[
e(t−t1)W(J + µ˜in)et1W
]
lk
(etW)lk
(E184)
being the conditional classical average for the system
initially in kth metastable phase [cf. Eq. (E179)]. For
the corrections to Eqs. (E178) and (E180), see the
derivations below.
Multimodal distribution during metastable regime.
During the metastable regime, the outcome l is observed
with the probability approximated by p˜l up to correc-
tions CMM + C˜cl
∣∣p˜l∣∣/2 + max(−p˜minl , 0). The rate of the
conditional average in Eq. (E178) is approximated by
[cf. Eq. (E144)]
〈K(t)〉l
t
=
[(W˜ + µ˜)p˜]l
p˜l
+
K˜l
t
+ ... (E185)
=
[(J + µ˜in)p˜]l
p˜l
+
K˜l
t
+ ...,
while for (longer) time, when the contribution from be-
fore metastable regime can be further neglected, the fluc-
tuation rate is approximated by [cf. Eq. (E147)]
〈K2(t)〉l−〈K(t)〉2l
t
(E186)
= t
p˜l[(W˜ + µ˜)
2p˜]l − [(W˜ + µ˜)p˜]2l
p˜2l
+
[(W˜ + µ˜+∆˜σ˜2)p˜]l
p˜l
+ 2
n∑
k=1
p˜k
p˜l
(W˜)lk(K˜k − K˜l)+...
= t
p˜l[(J + µ˜
in)2p˜]l − [(J + µ˜in)p˜]2l
p˜2l
+
[(J + µ˜in+∆˜σ˜2)p˜]l
p˜l
+ 2
n∑
k=1
p˜k
p˜l
(J)lk(K˜k − K˜l)+...
For corrections, see the derivation below.
When internal activity dominates transition rates of
the long-time dynamics
‖W˜‖  ‖µ˜‖, (E187)
we obtain from Eqs. (E185) and (E186) constant rates
of the conditional average and fluctuation rate (see the
derivation below)
〈K(t)〉l
t
= µ˜inl + ..., (E188)
〈K(t)2〉l−〈K(t)〉2l
t
= µ˜inl +
(∆˜σ˜2 p˜)l
p˜l
+ .... (E189)
The result in Eqs. (E188) and (E189) shows that the
statistics of jump number K(t) with t in the metastable
regime, which was derived in Appendix E 2 f, can be un-
derstood as follows. When
p˜l  CMM + C˜cl
∣∣p˜l∣∣/2 + max(−p˜minl , 0), (E190)
the conditional distribution features the average approx-
imated by the average jump number from a metastable
phase µ˜lt, while the fluctuation rate is constant. There-
fore, with probability approximated by p˜l, and long
enough t τ ′, the activity k(t) ≡ K(t)/t typically takes
values close to µ˜l (with fluctuations decaying inversely in
t), and thus can be interpreted as a single mode in the
jump number distribution. When mCMM+ C˜cl  1, there
exists at least one such probability p˜l. Therefore, up to
corrections 2mCMM + 2C˜cl +Ccl from replacing by 0 all p˜l
that do not fulfill Eq. (E190) (cf. Eq. (C1)), we can un-
derstand the probability distribution of jump number as
multimodal, with the overall fluctuation rate, Eq. (E147),
featuring linear in time contribution due to the different
averages of the modes. Note that corrections to mul-
timodal distribution are always present, even for ideal
classical MMs (Ccl, C˜cl = 0), since the long-time dynam-
ics connects the metastable phases (CMM > 0).
In Secs. VB4 and VB5, we discuss how measure-
ment of activity of system can be used to identify the
metastable phases a stochastic system state corresponds
to, provided that metastable phases differ in their in-
ternal activity which dominates transition rates of the
long-time dynamics.
Finally, we note that analogous arguments hold for
homodyne current (cf. Appendixes E 2 b and E2 f).
Moreover, for the constant rates of the conditional
average and fluctuation rate, we do no longer require
the condition in Eq. (E187).
Cumulants of conditional finite-time
statistics. Before deriving corrections to
Eqs. (E178), (E180), (E185), (E186), (E188), and (E188),
we introduce the cumulant generating function for con-
ditional statistics.
Let {Pl}l denote a POVM, that is, Pl is Hermitian,
Pl ≥ 0 and
∑
l Pl = 1 so that pl = Tr(Plρ) is the prob-
ability of obtaining an outcome l in the corresponding
generalized measurement on the state ρ. The statistics
of jump number conditioned on outcome l at time t is
given by [cf. Eq. (E121)]
Θl(s, t) ≡ log Tr(PletLsρ), (E191)
so that the conditional average of the jump number and
its square [cf. Eqs. (E122) and (E122)]
〈K(t)〉l =
∫ t
0
dt1Tr[Ple
(t−t1)LJ et1Lρ]
Tr(PletLρ)
, (E192)
〈K2(t)〉l =
∫ t
0
dt1Tr[Ple
(t−t1)LJ et1Lρ]
Tr(PletLρ)
(E193)
+2
∫ t
0
dt1
∫ t−t1
0
dt2Tr[Ple
(t−t1−t2)LJ et2LJ et1Lρ]
Tr(PletLρ)
.
We are now ready to approximate the conditional
statistics in terms of classical dynamics.
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Derivation of Eq. (E178). For a POVM operator Pl
being a combination of low-lying modes, P†(Pl) = Pl, we
have that the probability of observing outcome l∣∣Tr(PletLρ)−vTl etWp˜∣∣ . 2√Cclt‖W˜‖1‖vl‖max, (E194)
where (vl)k = Tr(Plρ˜k), k, l = 1, ...,m, so that ‖vl‖max ≤
1 +C+. In particular, choosing Pl as POVM in Eq. (D6),
we have that it corresponds to a classical measurement,
vl ≥ 0, and further∣∣vTl etWp˜− [p(t)]l∣∣ . C˜cl2 ∣∣[p(t)]l∣∣+ max(−p˜minl , 0),(E195)
where [p(t)]l ≡ (etWp˜)l. Therefore, the corrections to∣∣Tr(PletLρ)− [p(t)]l∣∣ . 2√Cclt‖W˜‖1‖ (E196)
+
C˜cl
2
∣∣[p(t)]l∣∣+ max(−p˜minl , 0).
For the average jump number up to time t in
Eq. (E192) conditioned on obtaining lth outcome of a
POVM being a linear combination of low-lying modes,
at time t τ ′′, we have [cf. Eq. (E133)]∣∣∣∣ ∫ t
0
dt1Tr[Ple
(t−t1)LJ et1Lρ]
−
∫ t
0
dt1v
T
l e
(t−t1)W˜J˜et1W˜p˜ + Tr(PletLJSQρ)
∣∣∣∣
≈ ∣∣Tr(PletLLJS2Qρ)− Tr(PlJSetLQρ)∣∣
. 2(CMM + CnMM)‖J ‖‖SQ‖‖Pl‖max, , (E197)
where we used Eq. (E127) and Eq. (E128) together
with (E129) (n ≥ 1 is an integer such that t/n belongs
to the metastable regime). Furthermore, [cf. Eq. (E147)]∣∣∣∣ ∫ t
0
dt1v
T
l e
(t−t1)W˜J˜et1W˜p˜ (E198)
−
∫ t
0
dt1v
T
l e
(t−t1)W(J + µ˜in)et1Wp˜
∣∣∣∣
.
√
Ccl‖W˜‖1
(
2t2‖J˜‖1 + t
)‖vl‖max
+tm
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+‖vl‖max,
while Tr(PletLJSQρ) = vTl etW˜K˜p˜ [cf. Eq. (E109)] and∣∣vTl etW˜K˜p˜− vTl etWK˜p˜∣∣ .√Cclt‖W˜‖1‖K˜p˜‖‖vl‖max.
(E199)
Choosing Pl as POVM in Eq. (D6), we arrive at
[cf. Eq. (E195)]∣∣∣∣ ∫ t
0
dt1v
T
l e
(t−t1)W(J + µ˜in)et1Wp˜ − [p(t)]l〈Kcl(t)〉l
∣∣∣∣
. C˜cl
2
∣∣[p(t)]l〈Kcl(t)〉l∣∣+ max(−p˜minl , 0)∣∣〈Kcl(t)〉∣∣,(E200)
where 〈Kcl(t)〉l is given in Eq. (E179), while
∣∣vTl etWK˜ − (etWK˜p˜)l∣∣ (E201)
. C˜cl
2
∣∣(etWK˜p˜)l∣∣+ max(−p˜minl , 0)∣∣K˜∣∣.
The relative corrections to Eq. (E178), that is, the
corrections in the leading order are bounded by the
sum of corrections in Eqs. (E197)-(E201) divided by
Tr(Ple
tLρ)〈K(t)〉l =
∫ t
0
dt1Tr[Ple
(t−t1)LJ et1Lρ], plus
the correction to the probability given in Eq. (E196)
divided by Tr(PletLρ). Therefore, if the corrections in
Eqs. (E196-E201) are negligible we obtain the classical
approximation of Eq. (E178).
Derivation of Eq. (E180). For the square of jump num-
ber up to time t in Eq. (E193) conditioned on obtaining
lth outcome of a POVM being a linear combination of
low-lying modes, at time t τ ′′, we show below that
∣∣∣∣ ∫ t
0
dt1Tr[Ple
(t−t1)LJ et1Lρ]
+2
∫ t
0
dt1
∫ t−t1
0
dt2Tr[Ple
(t−t1−t2)LJ et2LJ et1Lρ]
−2
∫ t
0
dt1
∫ t−t1
0
dt2v
T
l e
(t−t1−t2)W˜J˜et2W˜J˜et1W˜p˜
−2
∫ t
0
dt1v
T
l e
(t−t1)W˜J˜et1W˜K˜p˜
−
∫ t
0
dt1v
T
l e
(t−t1)W˜Σ˜2et1W˜p˜
∣∣∣∣
. 2(tCMM + ‖SQ‖)(1 + ‖Qρ‖)‖SQ‖‖JP‖‖J ‖‖Pl‖max
(1 + 2‖SQ‖‖J ‖)‖SQ‖‖J ‖‖Qρ‖‖Pl‖max, (E202)
where Σ˜2 ≡ J˜ + ∆˜σ˜2 [cf. Eqs. (E108) and (E183)]. In-
deed, together with Eq. (E197), we have [cf. Eq. (E133)]
∣∣∣∣ ∫ t
0
dt1
∫ t1
0
dt2Tr[Ple
(t−t1)LJPe(t1−t2)LJQet1Lρ]
+
∫ t
0
dt1Tr[Ple
(t−t1)LJPet1LJSQρ]
∣∣∣∣
≈
∣∣∣∣ ∫ t
0
dt1Tr[Ple
(t−t1)LJPet1LLJS2Qρ]
−
∫ t
0
dt1Tr[Ple
(t−t1)LJPJSet1LQρ]
∣∣∣∣
. (tCMM + ‖SQ‖)‖SQ‖‖JP‖‖J ‖‖Qρ‖‖Pl‖max,
where we used Eq. (E127) with respect to time ‖SQ‖ and
−Tr[Ple(t−t1)LJPet1LJSQρ] = vTl e(t−t1)W˜J˜et1W˜K˜p˜
58
[see Eq. (E109)], and, similarly,∣∣∣∣ ∫ t
0
dt1
∫ t−t1
0
dt2Tr[Ple
(t−t1−t2)LPJQet2LJPet1Lρ]
+
∫ t
0
dt1Tr[Ple
(t−t1)LPJSQJPet1Lρ]
∣∣∣∣
≈
∣∣∣∣ ∫ t
0
dt1Tr[Ple
(t−t1)LLPJS2QJPet1Lρ]
−
∫ t
0
dt1Tr[PlJSe(t−t1)LQJPet1Lρ]
∣∣∣∣
. (tCMM + ‖SQ‖)‖SQ‖‖J ‖‖JP‖‖Pl‖max,
with −2Tr[Ple(t−t1)LPJSQJPet1Lρ] =
vTl e
(t−t1)W˜∆˜σ˜2et1W˜p˜ [see Eq. (E183)], while
[cf. Eqs. (E133) and (E135)]∣∣∣∣ ∫ t
0
dt1
∫ t−t1
0
dt2Tr[Ple
(t−t1−t2)LJQet2LJQet1Lρ]
∣∣∣∣
≈
∣∣∣∣ ∫ t
0
dt1Tr[Ple
(t−t1)LJSQJQet1Lρ]
∣∣∣∣
≈ ∣∣Tr(PletLJSQJSQρ)∣∣
. ‖SQ‖2‖J ‖2‖Qρ‖‖Pl‖max.
Furthermore, we observe that [cf. Eq. (E198)]∣∣∣∣2 ∫ t
0
dt1
∫ t−t1
0
dt2v
T
l e
(t−t1−t2)W˜J˜et2W˜J˜et1W˜p˜ (E203)
−2
∫ t
0
dt1
∫ t−t1
0
dt2v
T
l e
(t−t1−t2)W(J + µ˜in)et2W(J + µ˜in)et1Wp˜
∣∣∣∣
. 2
√
Ccl‖W˜‖1‖J˜‖1
(4
3
t3‖J˜‖1 + t2
)
‖vl‖max
+2t2m
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+
]
‖J˜‖1‖vl‖max.
Similarly,∣∣∣∣2 ∫ t
0
dt1v
T
l e
(t−t1)W˜J˜et1W˜K˜p˜ (E204)
−2
∫ t
0
dt1v
T
l e
(t−t1)W(J + µ˜in)et1WK˜p˜
∣∣∣∣
. 2
√
Ccl‖W˜‖1
(
2t2‖J˜‖1 + t
)‖K˜p˜‖1‖vl‖max
+2tm
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+
]
‖K˜p˜‖1‖vl‖max.
and ∣∣∣∣ ∫ t
0
dt1v
T
l e
(t−t1)W˜Σ˜2et1W˜p˜ (E205)
−
∫ t
0
dt1v
T
l e
(t−t1)W(J + µ˜in + ∆˜σ˜2)et1Wp˜∣∣∣∣
.
√
Ccl‖W˜‖1
(
2t2‖Σ˜2‖1 + t
)‖vl‖max
+tm
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+‖vl‖max.
Choosing Pl as POVM in Eq. (D6), we arrive at
[cf. Eq. (E200)]∣∣∣∣2∫ t
0
dt1
∫ t−t1
0
dt2v
T
l e
(t−t1−t2)W(J + µ˜in)et2W(J + µ˜in)et1Wp˜
−[p(t)]l
[〈K2cl(t)〉l − 〈Kcl(t)〉l]∣∣∣∣
. C˜cl
2
∣∣[p(t)]l[〈K2cl(t)〉l − 〈Kcl(t)〉l]∣∣
+ max(−p˜minl , 0)
∣∣〈K2cl(t)〉 − 〈Kcl(t)〉∣∣, (E206)
where 〈K2cl(t)〉l is given in Eq. (E181). Similarly,∣∣∣∣ ∫ t
0
dt1v
T
l e
(t−t1)W(J + µ˜in)et1WK˜p˜
−
m∑
k=1
〈K(k)cl (t)〉l(etW)lkK˜kp˜k
∣∣∣∣
. C˜cl
2
∣∣∣∣ m∑
k=1
〈K(k)cl (t)〉l(etW)lkK˜kp˜k
∣∣∣∣
+ max(−p˜minl , 0)
∣∣∣∣ m∑
k=1
〈K(k)cl (t)〉K˜kp˜k
∣∣∣∣, (E207)
where 〈K(k)cl (t)〉l is given in Eq. (E184), as well as∣∣∣∣ ∫ t
0
dt1v
T
l e
(t−t1)W(J + µ˜in + ∆˜σ˜2)et1Wp˜
−[p(t)]l
[〈Kcl(t)〉l + 〈∆cl(t)〉l]∣∣∣∣
. C˜cl
2
∣∣[p(t)]l[〈Kcl(t)〉l + 〈∆cl(t)〉l]∣∣
+ max(−p˜minl , 0)
∣∣〈Kcl(t)〉+ 〈∆cl(t)〉∣∣∣∣, (E208)
where 〈∆cl(t)〉l is defined in Eq. (E182). Eqs. (E202)-
(E208)
Eqs. (E202)-(E208) describe all corrections to
Tr(Ple
tLρ)〈K2(t)〉l. Therefore, we conclude that the
relative corrections to Eq. (E180) are given by the sum of
those corrections plus the corrections to the conditional
average in Eq. (E178) multiplied by 2Tr(PletLρ)〈K(t)〉l,
all divided by Tr(PletLρ)[〈K2(t)〉l − 〈K(t)〉2l ], plus the
correction to the probability in Eq. (E196) divided by
Tr(Ple
tLρ). When those corrections are negligible, we
arrive the classical approximation in Eq. (E180).
Derivation of Eqs. (E185) and (E186). We now ap-
proximate the conditional statistics in terms of classical
dynamics during the metastable regime.
From Eq. (E194) for time within metastable regime,
t  τ ′, we have by the Taylor series expansion
[cf. Eq. (E127)]∣∣Tr(PletLρ)− vTl p˜∣∣ . CMM‖Pl‖max, (E209)
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and, choosing Pl as POVM in Eq. (D6) [cf. Eq. (E195)],
∣∣vTl p˜− p˜l∣∣ . C˜cl2 ∣∣p˜l∣∣+ max(−p˜minl , 0). (E210)
Similarly, from Eq. (E197) for time within the
metastable regime, t  τ ′, we have [cf. Eq. (E166)
and (E167)]∣∣∣∣ ∫ t
0
dt1Tr[Ple
(t−t1)LJ et1Lρ]− tvTl J˜p˜ + Tr(PlJSQρ)
∣∣∣∣
. 5CMM‖J ‖‖SQ‖‖Pl‖max
+tCMM min(‖JP‖‖Pl‖max,m‖J˜‖1‖vl‖max), (E211)
where we introduced the max norm ‖vl‖max ≡
max1≤k≤m |(vl)k|. For Pl in Eq. (D6), we further have
[cf. Eqs. (E200) and (E201)]∣∣∣∣tvTl J˜p˜− Tr(PlJSQρ)− t(J˜p˜)l − K˜lp˜l∣∣∣∣ (E212)
. C˜cl
2
∣∣t(J˜p˜)l + K˜lp˜l∣∣+ max(−p˜minl , 0)∣∣tµ˜+ K˜∣∣,
where µ˜ =
∑m
l=1 µ˜lp˜l. Noting that [cf. Eq. (E77)]∣∣∣∣t(J˜p˜)l − t[(W˜ + µ˜)p˜]l∣∣∣∣ (E213)
. tm
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+
we arrive at the first line of Eq. (E185), and further that
‖W˜ + µ˜− (J + µ˜in)‖1 ≤
√Ccl‖W˜‖1 [cf. Eq. (29)], at the
second line of Eq. (E185). We also note that the contribu-
tion in Eq. (E185)from before the metastable regime can
be neglected for long enough time t  τ ′, as the result-
ing relative correction is bounded by Tr(P˜lJSQρ)/(µ˜lt+
mCMM).
Finally, from (E202) for time within the metastable
regime we have∣∣∣∣ ∫ t
0
dt1Tr[Ple
(t−t1)LJ et1Lρ] (E214)
+2
∫ t
0
dt1
∫ t−t1
0
dt2Tr[Ple
(t−t1−t2)LJ et2LJ et1Lρ]
−t2vTl J˜2p˜− 2tvTl J˜K˜p˜− tvTl Σ˜2p˜
∣∣∣∣
. 2(tCMM + ‖SQ‖)(1 + ‖Qρ‖)‖SQ‖‖JP‖‖J ‖‖Pl‖max
+2‖SQ‖2‖J ‖2‖Qρ‖‖Pl‖max
+t2CMM min(‖JP‖2‖Pl‖max,m‖J˜‖21‖vl‖max)
+2tCMM min(‖JP‖‖J ‖|SQ‖‖Qρ‖‖Pl‖max,
m‖J˜‖1‖K˜p˜‖1‖vl‖max)
+tCMM min(2‖JP‖‖J ‖|SQ‖‖Pl‖max,m‖Σ˜2‖1‖vl‖max).
For Pl in Eq. (D6), we further have∣∣∣∣t2vTl J˜2p˜ + 2tvTl J˜K˜p˜ + tvTl Σ˜2p˜ (E215)
−t2(J˜2p˜)l − 2t(J˜K˜p˜)l − t(Σ˜2p˜)l
∣∣∣∣
. C˜cl
2
t
∣∣t(J˜2p˜)l + 2(J˜K˜p˜)l + (Σ˜2p˜)l∣∣
+ max(−p˜minl , 0) t
∣∣∣∣ m∑
k=1
(
tµ˜l(J˜)lk + µ˜kK˜k + σ˜k
)
p˜k
∣∣∣∣.
Note that [cf. Eq. (E77)]
t
∣∣∣∣t(J˜2p˜)l + 2(J˜K˜p˜)l + (Σ˜2p˜)l − t[(W˜ + µ˜)2p˜]l(E216)
−2[(W˜ + µ˜)K˜p˜]l − [(W˜ + µ˜+ ∆˜σ˜2)p˜]l
∣∣∣∣
. tm
∥∥∥H+ i
2
∑
j
J†j Jj
∥∥∥
max
√
2Ccl + 4C+
×(2t‖J˜‖1 + ‖K˜p˜‖1 + 1).
Replacing W˜ + µ˜ by J + µ˜in further introduces cor-
rections bounded by
√Ccl‖W˜‖1(2t‖J˜‖1 + ‖K˜p˜‖1 + 1)
[cf. Eq. (29)] and we obtain the classical approximation
of the conditional square of jump number. Using then
already derived Eq. (E185) we arrive at the approxima-
tion of the variance, and thus also the fluctuation rate
as given in Eq. (E186).
Derivation of Eqs. (E188) and (E189). When the
contribution from before the metastable regime in
Eq. (E185) is negligible, the relative corrections from ne-
glecting the long-time dynamics are bounded by ‖W˜‖/µ˜l.
Similarly, in the first line of Eq. (E186) we have
p˜l[(W˜ + µ˜)
2p˜]l − t[(W˜ + µ˜)p˜]2l
= pl[(W˜µ˜− µ˜W˜)p˜]l + tp˜l(W˜2p˜)l − t(W˜p˜)2l ,
and thus neglecting the long-time dynamics removes
any time-dependence from the fluctuation rate, with
the neglected terms bounded in the leading order by
2mCMM‖µ˜‖1/p˜l [cf. Eq. (E127)]. Furthermore,
the constant fluctuation rate can be further simplified
by neglecting the long-time dynamics in the second
term, which leads to corrections bounded by ‖W˜‖1/p˜l,
and in the third term, with corrections bounded by
‖W˜‖1‖K˜p˜‖1/p˜l. Therefore, we obtain the approxima-
tion in Eq. (E189) whenever the relative corrections
[2mCMM‖µ˜‖1 + ‖W˜‖1(1 + ‖K˜p˜‖1)]/(Σ2p˜)l.
Appendix F: Classical hierarchy of metastabilities
Here, we consider a further separation in the real part
of the m low-lying eigenvalues of the master operator,
which corresponds to existence of the second metastable
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regime in the long-time dynamics of the system. We
prove that for the classical metastability of m low-lying
modes, the second metastability is classical as well.
1. Hierarchy of metastabilities
Apart from −λRm  −λRm+1 as considered in Sec. II,
here we assume also that −λRm2  −λRm2+1 withm2 < m.
Let τ ′2 ≥ τ ′ be the timescale of the second relaxation, so
that at time t  τ ′′2 the system state can be approxi-
mated as [cf. Eq. (3)]
ρ(t) =
m2∑
k=1
eλmtck Rk + ..., (F1)
(usually τ ′′2 ≈ −1/λRm2+1). If we can choose time so
that the decay of the slower modes is negligible τ ′′2 
t  τ ′2 (usually τ ′2 ≈ −1/λRm2), there exist another
metastable rgime during which system states appear sta-
tionary [cf. Eq. (4)]
ρ(t) =
m2∑
k=1
ck Rk + ... = P2[ρ(0)] + ..., (F2)
with P2 denoting the projection on the second MM. We
denote the corrections to the stationarity in Eq. (F2) as
C(2)MM [cf. Eq. (10)] and the corrections to the positivity
of projection P2 as C(2)+ [cf. Eq. (11)].
2. Hierarchy of classical metastable manifolds
Assuming the first MM to be classical (see Sec. III),
we now show that he structure of the second MM is
classical corresponding to m2 metastable phases. For a
related discussion, see Ref. [66].
As discussed in Appendix E 1, the dynamics etW˜ in
the first MM can be approximated at any time t, by the
discrete positive and trace-preserving dynamics Tt [see
Eqs. (E30) and (E31)]. Let t  τ ′′2 in Eq. (E30) be
the shortest time t within the second metastable regime.
Furthermore, let an integer n be such that nt τ ′2, i.e.,
nt also belongs to the second metastable regime. We then
have
‖P˜2 −Tnt ‖1 ≤ ‖P˜2 − entW˜‖1 + ‖entW˜ −Tnt ‖1 (F3)
. C˜(2)MM + nCcl,
where P˜2 denotes the projection P2 on the second MM
in the basis of the metastable phases of the first MM and
we introduced C˜(2)MM ≤ mC(2)MM to denote the corrections
to the stationarity in L1 norm (see Appendix D3). The
first inequality follows from the triangle inequality, the
second from Eqs. (D41) and (E31).
From Eq. (F3) we obtain that the discrete evolution
with the transfer matrix Tt can be approximated by the
same operator for all n  min(1/Ccl, τ ′2/t). Therefore,
for such n the corresponding probability distributions are
approximately stationary, that is, metastable (see below
the discussion of the figures of merit for the stationar-
ity). From Ref. [30] it is known that metastable proba-
bility distributions in classical discrete dynamics can be
approximated as mixtures of m2 approximately disjoint
probability distributions (classical metastable phases).
Let Pt be a projection on the MM of Tt and C′MM
be the corresponding corrections to the stationarity (in
the classical space of m configurations corresponding to
metastable phases) [cf. Eq. (10)]. From Eq. (F2) we then
have
‖P˜2 −Pt‖1 ≤ ‖P˜2 −Tt‖1 + ‖Tt −Pt‖1 (F4)
. C˜(2)MM + Ccl + C′MM.
We now consider m2 candidate metastable phases
for the second MM. Let p1, ... pm2 be the classical
metastable phases for Tt [cf. Eq. (13)], which under
the projection Pt on the slow modes of Tt we denote
p′l2 ≡ Ptpl2 , l2 = 1, ...,m2 [cf. Eq. (14)]. Let v′k2 be the
dual basis to p′l2 , i.e., v
′T
k2
p′l2 = δk2l2 , k2, l2 = 1, ...,m2,
and
C′cl ≡ 2 max
1≤l≤m
m2∑
k2=1
max
[−(v′k2)l, 0] (F5)
the corresponding corrections to the classicality
[cf. Eqs. (17) and (19)]. We consider m2 candidate
metastable phases for the second MM as the projec-
tions of metastable phases in classical dynamics Tt
[cf. Eq. (14) and see Appendix C 2]
ρ˜
(2)
l2
≡ P2
[ m∑
k=1
(pl2)k ρk
]
=
m∑
k=1
(
P˜2pl2
)
k
ρ˜k, (F6)
l1 = 1, ...m2. We now estimate the corresponding cor-
rections to classicality. Let p˜(2) denote the barycentric
coordinates of P2(ρ) in Eq. (F2) in the basis of Eq. (F6)
[cf. Eq. (17)]. We can relate p˜(2) to the barycentric co-
ordinates p˜′ in the basis of metastable phases p′l2 of Tt,
as p˜(2) = C′−1p˜′, where
(C′)kl ≡ v′Tk2P˜2pl2 , (F7)
k2, l2 = 1, ...,m2. This transformation is close to identity
‖C′ − I‖1 ≡ max
1≤l2≤m2
m2∑
k2=1
|v′Tk2(P˜2 −Pt)pl2 | (F8)
≤
m2∑
k2=1
‖v′k2‖max ‖P˜2 −Pt‖1
. m2
[C˜(2)MM + Ccl + C′MM],
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where in the second line we used ‖pl2‖1 = 1, while in the
last line ‖v′k2‖max ≤ 1+C′cl/2 [cf. Eq. (F5)] and Eq. (F4).
Therefore,∥∥∥p˜(2)∥∥∥
1
− 1 ≤ ∥∥C′−1∥∥
1
‖p˜′‖1 − 1 (F9)
. (1 + ‖C′ − I‖1) ‖p˜′‖1 − 1
. m2
[C˜(2)MM + 2Ccl + C′MM]+ C′cl,
where we used ‖p˜′‖1 . 1 + C′cl + m2Ccl [it is 1 + C′cl for
barycentric coordinates of projected probability distri-
butions over m metastable phases, cf. Eq. (F5), but we
project p˜ with ‖p˜‖1 ≤ 1+Ccl, cf. Appendix (D 3)]. Thus,
we arrive at
C(2)cl . C′cl +m2
[C˜(2)MM + 2Ccl + C′MM]. (F10)
We conclude that when the first MM of an open quantum
system is classical, the second metastable manifold is
classical as well.
Finally, we note that we can consider a different figure
of merit to describe metastability within a given time
regime τ ′′  t  τ ′, namely, the distance to the best
stationary approximation to metastable states
C ≡ sup
ρ(0)
inf
ρ
sup
τ ′′tτ ′
‖ρ(t)− ρ‖. (F11)
By considering ρ as the closest state to P[ρ(0)] and the
triangle inequality we obtain a bound in terms of the
already introduced figure of merits in Eqs. (10) and (11),
C ≤ CMM + C+. (F12)
We now discuss this figure of merit in the case of hierar-
chy of metastabilities. Let us denote by C′ the correction
Eq. (F11) in the L1 norm of probability vectors for Tnt ,
where τ ′′2  nt  τ ′2. From Eq. (E31) and Eq. (D41) in
Appendix D3, in analogy to Eq. (F3), we obtain that
C′ . C˜(2) + nCcl, (F13)
where C˜(2) are the corrections as in Eq. (F11), but in
L1-norm and for dynamics with W˜ during the second
metastable regime [we have and C˜(2) ≤ mC(2), where C(2)
are the corrections in Eq. (F11) for τ ′′2  t τ ′2]. There-
fore, the discrete dynamics Tnt exhibits metastability for
all n  min(1/Ccl, τ ′′2 /t). Furthermore, in analogy to
Eq. (F4), the distance of the closest probability distri-
bution to given metastable distribution under dynamics
with entW˜ and Tnt during the (second) metastable regime
is bounded as
‖p− p′‖1 . C˜(2) + Ccl + C′ . 2(C˜(2) + Ccl). (F14)
3. Hierarchy of classical metastable phases
Here, we discuss how m2 metastable phases of the sec-
ond MM originate from m metastable phases of the first
MM (cf. Ref. [66]). We show that for each metastable
phase in the second MM there exist a metastable phases
in the first MM that during the second metastable regime
evolves directly into it. Furthermore, any metastable
phase in the first MM that evolves into a mixture of
metastable phases in the second MM, belongs to the
decay subspace. Finally, we show that a metastable
phase in the second MM cannot be supported on phases
in the first MM that during the second metastable
regime evolve into a different phase.
Let us consider an initial system state that evolves into
l2th metastable phase ρ˜
(2)
l2
of the second MM, and let
p˜
(1,l2)
l , l = 1, ...,m, denote their barycentric coordinates
with respect to m metastable phases of the first MM.
Furthermore, let p˜(2,l)l2 , l2 = 1, ...,m, denote the barycen-
tric coordinates of m metastable phases of the first MM
in the basis of m2 metastable phases of the second MM.
We have
ρ˜
(2)
l2
=
m∑
l=1
p˜
(1,l2)
l
m2∑
k2=1
p˜
(2,l)
k2
ρ˜
(2)
k2
, (F15)
and thus
δl2,k2 =
m∑
l=1
p˜
(1,l2)
l p˜
(2,l)
k2
. (F16)
Therefore, we have
∑m
l=1 |p˜(1,l2)l ||p˜(2,l)k2 | = δl2,k2 −∑m
l=1[p˜
(1,l2)
l −|p˜(1,l2)l |]p˜(2,l)k2 −
∑m
l=1 |p˜(1,l2)l |[p˜(2,l)k2 −|p˜
(2,l)
k2
|].
Furthermore, we have −Ccl/2 ≤ p˜(1,l2)l ≤ 1 + Ccl/2 and
−C(2)cl /2 ≤ p˜(2,l)k2 ≤ 1 + C
(2)
cl /2, so that |
∑m
l=1[p˜
(1,l2)
l −
|p˜(1,l2)l |]p˜(2,l)k2 | ≤ Ccl(1 +C
(2)
cl /2) and |
∑m
l=1 |p˜(1,l2)l |[p˜(2,l)k2 −
|p˜(2,l)k2 |]| ≤ C
(2)
cl (1 + Ccl/2). Thus, we arrive at
m∑
l=1
|p˜(1,l2)l ||p˜(2,l)l2 | ≥ 1− Ccl − C
(2)
cl − CclC(2)cl , (F17)
and
m∑
l=1
|p˜(1,l2)l ||p˜(2,l)k2 | ≤ Ccl+C
(2)
cl +CclC(2)cl , l2 6= k2. (F18)
From the inequality in Eq. (F17), by noting that∑m
l=1 |p˜(1,l2)l | ≤ 1+Ccl and |p˜(2,l)l2 | ≤ 1+C
(2)
cl /2, we observe∣∣∣p˜(1,l2)l ∣∣∣ ∣∣∣p˜(2,l)l2 ∣∣∣+ (1 + Ccl − |p˜(1,l2)l |)(1 + C(2)cl2 ) (F19)
≥ 1− Ccl − C(2)cl − CclC(2)cl ,
and thus∣∣∣p˜(2,l)l2 ∣∣∣ ≥ 1 + C(2)cl2 − 4Ccl + 3C
(2)
cl + 3CclC(2)cl
2|p˜(1,l2)l |
. (F20)
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For |p˜(1,l2)l |  Ccl, C(2)cl , we have that p˜(2,l)l2 is approxi-
mated by 1, that is, lth phase in the first MM evolves
directly into l2th phase in the second MM∥∥∥P2(ρ˜l)− ρ˜(2)l2 ∥∥∥ ≤ ∣∣∣1− p˜(2,l)l2 ∣∣∣ ∥∥∥ρ˜(2)l2 ∥∥∥+ ∑
k2 6=l2
∣∣∣p˜(2,l)k2 ∣∣∣ ∥∥∥ρ˜(2)k2 ∥∥∥
≤ (1 + C(2)+ )
(
2
∣∣∣1− p˜(2,l)l2 ∣∣∣+ C(2)cl )
. 4Ccl + 3C
(2)
cl
2|p˜(1,l2)l |
. (F21)
For any l2, the existence of such l is guaranteed when
mCcl,mC(2)cl  1, as
∑m
l=1 |p˜(1,l2)l | ≥ 1, and thus
max1≤l≤m |p˜(1,l2)l | ≥ 1/m Ccl, C(2)cl . Therefore, for each
of the metastable phases of the second MM there exists at
least one metastable phases in the first MM that evolves
directly into it.
Eq. (F20) can be also interpreted as requirement for
the metastable phases of the first MM within the sup-
port of ρ˜(2)l2 to evolve into it during the second metastable
regime (cf. Sec. IV). Indeed, the initial state that evolves
into ρ˜(2)l2 can simply be considered as the l2th phase it-
self, in which case p˜(1,l2)l denotes its distribution over
metastable phases of the first MM. Alternatively, from
Eq. (F20) we have
|p˜(1,l2)l | ≤
4Ccl + 3C(2)cl + 3CclC(2)cl
2
[
1−
∣∣∣p˜(2,l)l2 ∣∣∣]+ C(2)cl (F22)
so that for 1 − |p˜(2,l)l2 |  Ccl, C
(2)
cl we have |p˜(1,l2)l |  1
and thus l2th phase is not supported there. Therefore,
if lth metastable phase in the first MM evolves into a
mixture of metastable phases in the second MM, that is,
minl2 1 − |p˜(2,l)l2 |  Ccl, C
(2)
cl , we obtain that |p˜(1,l2)l |  1
for all l2, i.e., no metastable phases of the second MM
are supported on lth phase, which thus belongs to the
decay subspace.
Finally, from the inequality in Eq. (F18), for k2 6= l2
we observe ∣∣∣p˜(1,k2)l ∣∣∣ ≤ Ccl + C(2)cl + CclC(2)cl∣∣∣p˜(2,l)l2 ∣∣∣ (F23)
. Ccl + C(2)cl .
Therefore, k2th phase in the second MM cannot be sup-
ported on phases in the first MM that evolve into a dif-
ferent l2 phase. This result can be also viewed as a
consequence of approximately disjoint supports of the
metastable phases in the second MM with respect to the
metastable phases of the first MM (cf. Sec. IV).
4. Hierarchy of classical long-time dynamics
Here, we discuss how the approximation of the long-
time dynamics by classical stochastic dynamics can be
refined taking into account the hierarchy of metastabili-
ties. We consider both continuous and discrete approxi-
mations of the long-time dynamics (cf. Appendix E 1).
a. Hierarchy of continuous approximations of classical
long-time dynamics
In general the norm ‖W˜‖1 is dominated by the fastest
transitions between metastable phases, while the final
relaxation time τ describes the slowest timescale of the
dynamics. As a consequence, in the presence of the
second metastable regime, the classical dynamics W
defined in Eq. (28) in general does not approximate the
long time-dynamics up to and beyond the relaxation
time. Furthermore, the conditions in Eqs. (32) and (E23)
are in general no longer fulfilled, and thus the stationary
state and the resolvent of W˜ in Eq. (26) are no longer
approximated well by the stationary state and the
resolvent of the classical stochastic dynamics W. We
now discuss the approximations can be modified to take
into account the hierarchy of metastable regimes in the
system dynamics.
Approximating the second MM. Instead of considering
the approximation of the long-time dynamics by the dis-
crete dynamics Tt we can consider a generally weaker
approximation by the classical stochastic generator W
in Eq. (28). This gives instead of Eq. (F3)
‖P˜2 − etW‖1 ≤ ‖P˜2 − etW˜‖1 + ‖etW − etW˜‖1
. C˜(2)MM + 2t‖W˜‖1
√
Ccl. (F24)
[cf. Eqs. (31) and (33)]. Therefore, if the relaxation time
τ˜ ′′2 ≥ τ ′′2 towards the second metastable regime (with
respect to ‖etW˜ − P˜2‖1 rather than ‖etL − P2‖) fulfills
[cf. Eq. (32)]
τ˜ ′′2 ‖W˜‖1  t‖W˜‖1 
1√Ccl
, (F25)
the long-time dynamics is well approximated after the
relaxation into the second metastable regime. Further-
more, for times the second metastability corresponds
then to the metastability in the classical dynamics gen-
erated by W, with P2 approximated by the projection P
on the low-lying eigenmodes of W as [Eq. (F4)]
‖P˜2 −P‖1 ≤ ‖P˜2 − etW‖1 + ‖etW −P‖1 (F26)
. C˜(2)MM + 2t‖W˜‖1
√
Ccl + C′MM  1,
where C′MM denotes the corrections to the stationarity of
etW, and we considered t τ˜ ′2.
Approximating long-time dynamics for t ≥ τ ′2. After
the second metastable regime t ≥ τ ′2, when system states
are restricted to the smaller second MM in Eq. (F2),
the system dynamics P2LP2 [cf. Eq. (6)] in the basis
of m2 metastable phases denoted by W˜(2) [cf. Eq. (26)]
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is approximated by classical stochastic dynamics W(2)
[cf. Eqs. (28), (29) and (31)],
‖etW˜(2) − etW(2)‖1 . 2
√
C(2)cl t‖W˜(2)‖1, (F27)
where C(2)cl is in the approximation of the second MM by
the simplex of m2 metastable phases and we consider the
L1-norm in the basis of m2 metastable phases. Instead,
in the basis of m metastable phases of the first MM, we
denote the action of W(2) by W˜2 and we have (cf. Ap-
pendix D3)
‖(etW˜ − etW˜2)P˜2‖1 . 2
√
C(2)cl t ‖W˜(2)‖1. (F28)
Note that W˜2 in Eq. (F28) is defined on the image of
P˜2 and in general is not a stochastic generator, as it is
probability conserving but only approximately positive.
Approximating the stationary state. When the final
relaxation time τ˜2 [with respect to ‖etW˜(2)−P˜(2)ss ‖1, where
P˜
(2)
ss denotes the projection Pss on the stationary state
ρss in the basis of m2 metastable phases; we have τ˜2 ≥ τ
(cf. Appendix D3)] fulfills
τ˜2‖W˜(2)‖1  t‖W˜(2)‖1  1√
C(2)cl
, (F29)
from Eq. (F27), the stationary state is captured by the
stationary distribution p(2)ss of W(2) as [cf. Eqs. (33)
and (E15)]
‖p˜(2)ss −p(2)ss ‖1 . ‖P˜(2)ss −etW˜
(2)‖1+2
√
C(2)cl t‖W˜(2)‖1  1.
(F30)
In the basis ofm metastable phases of the first MM (or in
the trace norm), the distance between the corresponding
vectors (or matrices) is in the leading order bounded by
‖p˜(2)ss −p(2)ss ‖1 and thus by Eq. (F30) (cf. Appendix D3).
Approximating the dynamics resolvent. We now show
that the resolvent of the dynamics can be approximated
in two steps: for the faster modes by the resolvent of W
and for the slower modes by the resolvent of W2, see
Eqs. (F38), (F39) and (F40) below (cf. Appendix (E 1)).
We have [cf. Eqs. (E18) and (E19)]∥∥∥∥R˜− ∫ t
0
dt′
(
et
′W˜ − P˜ss
)
P˜2 −
∫ t
0
dt′et
′W˜
(
I− P˜2
)∥∥∥∥
1
≤ ‖etW˜ − P˜ss‖1‖R˜‖1. (F31)
The second term in Eq. (F31) can be approximated by
the classical dynamics after the second metastable regime
as [cf. Eqs. (E20), (F27) and (F30)]∥∥∥∥∫ t
0
dt′
(
et
′W˜ − P˜ss
)
P˜2 −
∫ t
0
dt′
(
et
′W2 −Pss,2
)
P˜2
∥∥∥∥
1
.
∥∥∥∥∫ t
0
dt′
(
et
′W˜(2) − P˜(2)ss
)
−
∫ t
0
dt′
(
et
′W(2) −P(2)ss
)∥∥∥∥
1
. 3
√
C(2)cl t2‖W˜(2)‖1 + t‖P˜(2)ss − etW˜
(2)‖1, (F32)
where in the first line we introduced the projection Pss,2
on the stationary state of W2, and the second and third
line refer to operators in the basis of m2 metastable
phases of the second MM. For the resolvent R2 for the
dynamics W2, we have [cf. Eq. (F31) and Appendix D3]∥∥∥∥R2 − ∫ t
0
dt′
(
et
′W2 −Pss,2
)
P˜2
∥∥∥∥
1
(F33)
=
∥∥∥∥∫ ∞
t
dt′
(
et
′W2 −Pss,2
)
P˜2
∥∥∥∥
1
. ‖etW2 −Pss,2‖1‖R2‖1
. ‖etW(2) −P(2)ss ‖1‖R2‖1.
The third term in Eq. (F31) can be approximated by the
classical dynamics W as [cf. Eqs. (E20)]∥∥∥∥∫ t1
0
dt′et
′W˜(I− P˜2)−
∫ t1
0
dt′et
′W(I− P˜2)
∥∥∥∥
1
≤
∫ t1
0
dt′‖et′W˜ − et′W‖1‖I− P˜2‖1
. 2t21
√
Ccl‖W˜‖1, (F34)
where we used ‖I−P˜2‖1 ≤ ‖I‖1+‖P˜2−etW˜‖1+‖etW˜‖1 ≤
1 + C˜(2)MM + 1 + Ccl . 2 (for t chosen within the second
metastable regime), while [cf. Eq. (E19)]∥∥∥∥∫ t
t1
dt′et
′W˜(I− P˜2)
∥∥∥∥
1
(F35)
≤ ‖et1W˜(I− P˜2)‖1
∥∥∥∥∫ t−t1
0
dt′et
′W˜(I− P˜2)
∥∥∥∥
1
≤ ‖et1W˜(I− P˜2)‖1
[
1+‖e(t−t1)W˜(I− P˜2)‖1
]
‖R˜‖1.
For the resolvent R of the classical dynamics W, we fur-
ther have∥∥∥∥R(I−P)−∫ t1
0
dt′(et
′W −Pss)[(I−P)+(P− P˜2)]
∥∥∥∥
1
≤ ‖et1W(I−P)‖1‖R(I−P)‖1 + t1‖P− P˜2‖1. (F36)
From Eqs. (F31)-(F36) we can approximate
‖R˜−R(I−P)−R2‖1 (F37)
. ‖etW˜ − P˜ss‖1‖R˜‖1 + 3
√
C(2)cl t2‖W˜(2)‖1
+t‖P˜(2)ss − etW˜
(2)‖1+‖etW(2)−P(2)ss ‖1‖R2‖1+2t21
√
Ccl‖W˜‖1
+‖et1W˜(I− P˜2)‖1[1 + ‖e(t−t1)W˜(I− P˜2)‖1]‖R˜‖1
+‖et1W(I−P)‖1‖R(I−P)‖1 + t1‖P− P˜2‖1.
We have ‖etW(2)− P(2)ss ‖1 ≤ ‖etW˜(2)− P˜(2)ss ‖1 + ‖etW˜(2)−
etW
(2)‖1 + ‖P˜(2)ss − P(2)ss ‖1 . 2‖P˜(2)ss − etW˜(2)‖1 +
4
√
C(2)cl t‖W˜(2)‖1 and, similarly, ‖et1W(I − P)‖1 ≤
‖(et1W− et1W˜)(I−P)‖1 +‖et1W˜(I− P˜2)‖1 +‖et1W˜(P−
P˜2)‖1 . 4t1
√Ccl‖W˜‖1 + ‖et1W˜(I − P˜2)‖1 + ‖P − P˜2‖1
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[cf. Eq. (F24)]. Furthermore, R2 = R2P˜2 and thus
‖R2P˜2‖1 ≤ ‖(R˜−R2)P˜2‖1+‖R˜P˜2‖1 . 2‖R˜−R(I−P)−
R2‖1+‖R(I−P)‖1‖P˜2−P‖1+2‖R˜‖1 [as ‖P˜2‖1 . 2 and
R(I−P)P˜2 = R(I−P)(P˜2−P) from (I−P)2 = (I−P)].
Analogously, ‖R(I −P)‖1 . 2‖R˜ −R(I − P) −R2‖1 +
‖R2‖1‖P˜2 −P‖1 + 2‖R˜‖1 [as ‖I −P‖1 ≤ 1 + ‖P‖1 . 2
and ‖R2(I−P)‖1 = ‖R2(P˜2−P)‖1 ≤ ‖R2‖1‖P˜2−P‖1].
Combining these two results we have ‖R(I − P)‖1 .
2(1 + ‖P˜2 −P‖1)(‖R˜−R(I−P)−R2‖1 + ‖R˜‖1)/(1−
‖P˜2 − P‖1) . 2(‖R˜ − R(I − P) − R2‖1 + ‖R˜‖1) and,
analogously, ‖R2‖1 . 2(‖R˜−R(I−P)−R2‖1 + ‖R˜‖1)
[cf. Eq. (F26)]. Therefore, we arrive at [cf. Eq. (E22)]
‖R˜−R(I−P)−R2‖1
‖R˜‖1
(F38)
.
{
‖etW˜ − P˜ss‖1 + t
(
3
t
‖R˜‖1
+ 8
)√
C(2)cl ‖W˜(2)‖1
+
( t
‖R˜‖1
+ 4
)
‖P˜(2)ss − etW˜
(2)‖1
+2t1
( t1
‖R˜‖1
+ 4
)√
Ccl‖W˜‖1
+‖et1W˜(I− P˜2)‖1[3 + ‖e(t−t1)W˜(I− P˜2)‖1]
+
( t1
‖R˜‖1
+ 2
)
‖P− P˜2‖1
}
/[
1− 4‖P˜(2)ss − etW˜
(2)‖1 + 8
√
C(2)cl t‖W˜(2)‖1
−8t1
√
Ccl‖W˜‖1 − 2‖et1W˜(I− P˜2)‖1 − 2‖P− P˜2‖1
]
.
The above inequality holds for any choice of times t1 ≤ t.
When time t can be chosen as in Eq. (F29), and t1
as time in Eq. (F25), the leading corrections in the
right-hand side of Eq. (F38) are given by the numer-
ator as ‖et1W˜(I − P˜2)‖1 . 2C˜(2)MM [58]. In this case,
the small corrections to the approximation of the resol-
vent additionally require that time t is such that both
‖P˜(2)ss − etW˜(2)‖1  1 and t‖P˜(2)ss − etW˜(2)‖1/‖R˜‖1  1
[and thus t is in general larger than in Eq. (32)], as well
as t2
√
C(2)cl ‖W˜(2)‖1‖R˜‖1  1, which gives the condition
[cf. Eq. (E23)]
τ˜2‖W˜(2)‖1  t‖W˜(2)‖1 (F39)
 min
(
1√
C(2)cl
,
√√√√‖R˜‖1‖W˜(2)‖1√
C(2)cl
)
.
Finally, time t1 must be such that t21
√Ccl‖W˜‖1/‖R˜‖1 
1, which together with Eq. (F25), gives [cf. Eq. (E23)]
τ˜ ′′2 ‖W˜‖1  t1‖W˜‖1  min
[
1√Ccl
,
√
‖R˜‖1‖W˜‖1√Ccl
]
.
(F40)
Note that t1‖P − P˜2‖1/‖R˜‖1  1 in Eq. (F38) follows
from ‖P− P˜2‖1  1 in Eq. (F26), since in Eq. (F40) we
can choose t1 not larger than the final relaxation time
t1 ≤ τ˜ ≈ ‖R˜‖1 (cf. Appendix E 1).
b. Hierarchy of discrete approximations of classical
long-time dynamics
We now consider approximation of the long time-
dynamics by the classical discrete dynamics Tt defined
in Eqs. (E34) and (E35). The approximation corrections
‖etW˜−Tt‖1 for time t chosen before the final relaxation
are dominated by the fastest transitions between m
metastable phases. As a consequence, in the presence
of the second metastable regime, Tt with time before
the relaxation to the second MM, t  τ ′′2 , in general
does not approximate the long time-dynamics t ≥ τ ′2
[cf. Eqs. (E30) and (E31)]. We now discuss how the
approximations can be modified to include the hierarchy
of timescales.
Approximating the second MM. Let t  τ ′2, possibly
shorter than the second metastable regime. If the relax-
ation time τ˜ ′′2 ≥ τ ′′2 towards the second metastable regime
(with respect to ‖etW˜−P˜2‖1 rather than ‖etL−P2‖) ful-
fills [cf. Eq. (E32)]
τ˜ ′′2
t
 n min
[
τ˜ ′2
t
,
1
Ccl
]
, (F41)
the long-time dynamics is well approximated after the
relaxation into the second metastable regime. In partic-
ular, the projection of the second MM is approximated by
the projection Pt on the eigenmodes of Tt with absolute
value of eigenvalues close to 1 as [cf. Eq. (F4)]
‖P˜2 −Pt‖1 ≤ ‖P˜2 −Tnt ‖1 + ‖Tnt −Pt‖1 (F42)
. C˜(2)MM + nCcl + C′MM  1,
where C′MM denotes the corrections to the stationarity of
Tnt .
Approximating long-time dynamics for t ≥ τ ′2. Af-
ter the second metastable regime t ≥ τ ′2, when system
states are restricted to the smaller second MM, the sys-
tem dynamics etW˜
(2)
in the basis ofm2 metastable phases
[cf. Eq. (26)] is approximated by classical discrete dynam-
ics T(2)t [cf. Eqs. (E30) and (E31)],
‖entW˜(2) − [T(2)t ]n‖1 . nC(2)cl , (F43)
where C(2)cl is in the approximation of the second MM
by the simplex of m2 metastable phases and we consider
the L1-norm in the basis of m2 metastable phases. Sim-
ilarly, in the basis of m metastable phases of the first
MM, where we denote the action of T(2)t by T˜t,2 (cf. Ap-
pendix D3)
‖(entW˜ − T˜nt,2)P˜2‖1 . nC(2)cl . (F44)
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Note that T˜t,2 is defined on the image of P˜2 only.
Furthermore, although it is trace preserving, it is
not positive. We note, however, that since Tt can
approximate the long times dynamics at times nt, where
n  1/Ccl [cf. Eq. (E31)], for t chosen for long enough
(e.g., t  τ ′′2 ) the dynamics inside the second MM can
be captured by Tnt .
Approximating the stationary state. When the final
relaxation time τ˜2 [with respect to ‖etW˜(2)−P˜(2)ss ‖1, where
P˜
(2)
ss denotes the projection Pss on the stationary state
ρss in the basis of m2 metastable phases; we have τ˜2 ≥ τ
(cf. Appendix D3)] fulfills
τ˜2
t
 n 1
C(2)cl
, (F45)
from Eq. (F43), the stationary state is captured by the
stationary distribution p(2)ss of T
(2)
t as [cf. Eqs. (E33)
and (E39)]
‖p˜(2)ss − p(2)ss ‖1 . ‖P˜(2)ss − etW˜
(2)‖1 + nC(2)cl  1. (F46)
In the basis ofm metastable phases of the first MM (or in
the trace norm), the distance between the corresponding
vectors (or matrices) is in the leading order bounded by
‖p˜(2)ss −p(2)ss ‖1 and thus by Eq. (F46) (cf. Appendix D3).
Similarly, for long enough t (e.g., t  τ ′′2 ), if the
final relaxation time fulfills Eq. (E32), the stationary
state is captured by the stationary distribution of Tt [see
Eq. (E33)].
Appendix G: Classical dynamical symmetries
In this appendix, we discuss the role of dynamical sym-
metries in classical metastability. We prove the resulting
symmetry properties of classical MMs and the classical
long-time dynamics, which are discussed in Sec. VI. We
also provide an example of classicality test in the pres-
ence of a discrete dynamical symmetry.
1. Symmetries of low-lying eigenmodes
We begin by discussing the symmetry of eigenmodes
of the dynamics which follows from a symmetry of the
master operator [see Eq. (61)]. These results hold for
the case of general metastability.
Thanks to the weak symmetry in Eq. (61), the eigen-
matrices of L can be chosen as eigenmatrices of U . Let Vk
be the eigenspace corresponding to an eigenvalue eiϕk of
U , and let |ψ(k)jk 〉, jk = 1, ...,dim(Vk) be the orthonor-
mal basis of the eigenspace. The eigenmatrices of U
with the eigenvalue 1 correspond to matrices block di-
agonal in ⊕kVk. In contrast, coherences between Vk
and Vl, i.e., |ψ(k)jk 〉〈ψ
(l)
jl
| with jk = 1, ...,dim(Vk) and
jl = 1, ...,dim(Vl), correspond to eigenmatrices of U with
an eigenvalue eiφ = ei(ϕk−ϕl). Therefore, eigenmatrices
of U with an eigenvalue eiφ are in general composed of
coherences between all pairs of eigenspaces that differ in
the arguments of their eigenvalues mod 2pi by φ. Note
that for complex eigenvalues eiφ 6= (eiφ)∗, the eigenma-
trices are non-Hermitian.
2. Symmetries of classical metastable manifolds
Here, we discuss symmetry properties of metastable
phases in classical MMs in the presence of a dynamical
symmetry. We prove that under a dynamical symmetry
the set of metastable phase undergoes an approximate
permutation. In particular, we show that under a contin-
uous dynamical symmetry individual metastable phases
are necessarily invariant. We also discuss symmetrization
of the set of metastable phases and estimate the resulting
change in the corrections to classicality in Eq. (19).
a. Discrete symmetries of classical metastable manifolds
Here, we prove the approximate invariance of the set
of metastable phases under any dynamical symmetry. it
follows that the action of any dynamical symmetry cor-
responds to an approximate permutation of metastable
phases.
We first argue that the set of metastable phases pro-
jections ρ˜1, ..., ρ˜m in Eq. (14) is transformed under a
dynamical symmetry approximately onto itself. This is
shown by considering the distances of the metastable
phases projections ρ˜1, ..., ρ˜m in Eq. (14) to their image
under the symmetry in Eq. (61), i.e., U(ρ˜1), ..., U(ρ˜1), in
terms of the corrections in Eq. (19).
We have that U(ρ˜l) =
∑m
k=1 p˜
(l)
k ρ˜k, where p˜
(l)
k =
Tr[P˜kU(ρ˜l)] ≡ (U)kl [cf. Eq. (64)]. Similarly, U†(ρ˜k) =∑m
n=1 d˜
(k)
n ρ˜n, where d˜
(k)
n = (U−1)nk from U† = U−1.
Therefore
m∑
k=1
p˜
(l)
k d˜
(k)
n = (U
−1U)nl = δnl, (G1)
and
∑m
k=1 |p˜(l)k ||d˜(k)n | = δnl −
∑m
k=1(p
(l)
k − |p˜(l)k |)d˜(k)n −∑m
k=1 |p˜(l)k |(d˜(k)n − |d˜(k)n |). As U(ρ˜l) corresponds to the
projection on the low-lying modes of a state U(ρl) [and
U†(ρ˜l) to U†(ρl)], we have −Ccl/2 ≤ p˜mink ≤ p˜(l)k ≤ p˜maxk ≤
1 + Ccl/2 [and analogously for d˜(k)n ] (cf. Appendix D1).
Furthermore,
∑m
k=1 ||p˜(l)k | − p(l)k | =
∑m
k=1[|p˜(l)k | − p(l)k ] ≤
Ccl [cf. Eq. (19)]. Therefore |
∑m
k=1(p
(l)
k − |p˜(l)k |)d˜(k)n | ≤
Ccl(1 + Ccl/2) and, similarly, |
∑m
k=1 p˜
(l)
k |(d˜(k)n − |d˜(k)n |)| ≤Ccl(1 + Ccl/2). We thus arrive at
m∑
k=1
∣∣∣p˜(l)k ∣∣∣ ∣∣∣d˜(k)l ∣∣∣ ≥ 1− Ccl (2 + Ccl) , (G2)
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and
m∑
k=1
∣∣∣p˜(l)k ∣∣∣ ∣∣∣d˜(k)n ∣∣∣ ≤ Ccl (2 + Ccl) , l 6= n. (G3)
Similarly, we have [cf. Eq. (G1)]
m∑
l=1
p˜(l)n d˜
(k)
l = (UU
−1)nk = δnk, (G4)
and thus [cf. Eq. (G2)]
m∑
l=1
∣∣∣p˜(l)k ∣∣∣ ∣∣∣d˜(k)l ∣∣∣ ≥ 1− Ccl (2 + Ccl) , (G5)
and [cf. Eq. (G3)]
m∑
l=1
∣∣∣p˜(l)n ∣∣∣ ∣∣∣d˜(k)l ∣∣∣ ≤ Ccl (2 + Ccl) . k 6= n. (G6)
From the inequality in Eq. (G2), by noting that∑m
k=1 |p˜(l)k | ≤ 1 + Ccl and |d˜(k)l | ≤ 1 + Ccl/2, we observe∣∣∣p˜(l)k ∣∣∣ ∣∣∣d˜(k)l ∣∣∣+ (1 + Ccl − |p˜(l)k |)(1 + Ccl2
)
(G7)
≥ 1− Ccl (2 + Ccl) ,
and thus ∣∣∣d˜(k)l ∣∣∣ ≥ 1 + Ccl2 − Ccl 7 + 3Ccl2|p˜(l)k | . (G8)
Analogously, from Eq. (G5) we have
|p˜(l)k | ≥ 1 +
Ccl
2
− Ccl 7 + 3Ccl
2|d˜(k)l |
. (G9)
Assuming |d˜(k)l | ≥ Ccl(7 + 3Ccl)/(2 + Ccl), by combining
Eqs. (G8) and (G9) we obtain
(p˜
(l)
k )
2
|p˜(l)k | − Ccl 7+3Ccl2+Ccl
≥ 1 + Ccl
2
, (G10)
and, analogously, for |p˜(l)k | ≥ Ccl(7 + 3Ccl)/(2 + Ccl)
(d˜
(k)
l )
2
|d˜(k)l | − Ccl 7+3Ccl2+Ccl
≥ 1 + Ccl
2
. (G11)
We can understand the inequality in Eq. (G10) as fol-
lows. Consider |p˜(l)k | of a lower order than Ccl [e.g., fi-
nite]. For example, since maxk p˜
(l)
k ≥ 1/m, such k exists
for each l if mCcl  1, as Ccl  1/m ≤ maxk p˜(l)k . In that
case,
p˜
(l)
pi(l) & 1− 3Ccl, (G12)
where pi(l) = k and we used the fact that p˜(l)k must be
positive to remove the absolute value [cf. Eq. (D3)]. Fur-
thermore, using Eq. (G12) we obtain in Eq. (G8)∣∣∣d˜[pi(l)]l ∣∣∣ ≥ 1− 3Ccl, (G13)
consistently with the assumption for Eq. (G10). Note
that pi(l) is uniquely defined, i.e., pi is a function, since∑m
n=1 |p˜(l)n | ≤ 1 + Ccl from Eq. (19). Therefore, the sym-
metry transforms lth metastable phase into a metastable
phase∥∥U(ρ˜l)− ρ˜pi(l)∥∥ ≤ ∣∣∣1− p˜(l)pi(l)∣∣∣ ‖ρ˜k‖+ ∑
n 6=pi(l)
∣∣∣p˜(l)n ∣∣∣ ‖ρ˜n‖
≤ (1 + C+)
(
2
∣∣∣1− p˜(l)pi(l)∣∣∣+ Ccl)
. 7Ccl, (G14)
where we used the fact that
∑
n 6=k |p˜(l)n | ≤ 1+Ccl−|p˜(l)k | ≤
|1 − p˜(l)k | + Ccl from Eq. (19) and ‖ρ˜n‖ ≤ 1 + C+ from
Eq. (11) [see also Eq. (D42)], while for the metastable
phases chosen as the closest states to the projections ρ˜l,
the corrections are bounded in the leading order by 7Ccl+
2C+ [cf. Eq. (11)]. Therefore, the action of the symmetry
is approximated as [cf. Eq. (64)]
‖U−Π‖1 = max
1≤l≤m
∣∣∣1− p˜(l)pi(l)∣∣∣+ ∑
n 6=pi(l)
∣∣∣p˜(l)n ∣∣∣
≤ 2
∣∣∣1− p˜(l)pi(l)∣∣∣+ Ccl . 7Ccl, (G15)
where
(Π)kl ≡ δkpi(l). (G16)
From the inequality in Eq. (G3), we observe∣∣∣p˜(n)k ∣∣∣ ≤ Ccl (2 + Ccl)∣∣∣d˜(k)l ∣∣∣ (G17)
and thus for k = pi(l) from Eq. (G13) we have∣∣∣p˜(n)pi(l)∣∣∣ . 2Ccl. (G18)
Therefore, by comparing with Eq. (G12), we obtain that
pi(n) 6= pi(k), i.e., U(ρ˜n) is not approximated by ρ˜pi(l)
for n 6= l. Therefore, the function pi is injective, and
thus it is a permutation of the set l = 1, ...,m. We con-
clude that the symmetry transformation in Eq. (64) cor-
responds approximately to a permutation of the projec-
tions of metastable phases, up to the corrections of 7Ccl
[see Eq. (G15)].
Finally, let n be a non-zero integer. We have
‖Un −Πn‖1 =
∥∥∥∥∥∥
n∑
j=1
Uj−1(U−Π)Πn−j
∥∥∥∥∥∥
1
(G19)
≤
n∑
j=1
‖Uj‖1‖U−Π‖1‖Π‖n−j
≤ n‖U−Π‖1(1 + Ccl)
. 7nCcl,
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where we used ‖Uj‖1 ≤ 1 + Ccl (as Uj transforms the
MM onto itself), ‖Π‖1 = 1, and Eq. (G15). On the
other hand, we have that Un is also a dynamical symme-
try [cf. Eq. (61)] and thus from Eq. (G15) there exist a
permutation with the matrix Π(n) such that∥∥∥Un −Π(n)∥∥∥
1
. 7Ccl, (G20)
and thus from the triangle inequality∥∥∥Πn −Π(n)∥∥∥
1
≤ ‖Un −Πn‖1 +
∥∥∥Un −Π(n)∥∥∥
1
(G21)
. 7(n+ 1)Ccl
Therefore, for n Ccl  1 we can identify
Π(n) = Πn (G22)
so that [cf. Eq. (G20)]
‖Un −Πn‖1 . 7Ccl. (G23)
Furthermore, for N divisible by n using Eq. (G23) we can
retrace its proof with U replaced by Un and n replaced
by N/n, in order to arrive at∥∥UN −ΠN∥∥
1
. 7Ccl (G24)
[provided that (N/n)Ccl  1]. We conclude that in
Eq. (G22) we only require n′Ccl  1 for all prime fac-
tors n′ of n (and not necessarily n Ccl  1).
b. No nontrivial continuous symmetry of metastable phases
As any dynamical symmetry corresponds to an ap-
proximate permutation of metastable phases, we argue
that continuous dynamical symmetries restricted to
low-lying modes are necessarily trivial.
Let us now consider a continuous symmetry, i.e., Uφ =
eiφG , where
G(ρ) ≡ [G, ρ], (G25)
with G being a Hermitian operator on the system space.
In this case, a weak dynamical symmetry [cf. Eq. (61)
and see e.g., Ref. [85]] takes place when
[G,L] = 0. (G26)
In the basis of metastable phases [cf. Eq. (64)],
(G)kl ≡ Tr[P˜kG(ρ˜l)]. (G27)
Let us consider φ such that
φ ‖G‖1 =
√
Ccl. (G28)
From the Taylor expansion we then have
‖Uφ − I− iφG‖1 .
φ2
2
‖G‖21 =
Ccl
2
, (G29)
where (I)kl = δkl is the identity matrix. On the other
hand from Eq. (G15) we have
‖Uφ −Π‖1 . 7Ccl, (G30)
where Π is a permutation matrix. If Π 6= I, we from
Eq. (G29) and the triangle inequality we arrive at
2−
√
Ccl = ‖Π− I‖1 − φ ‖G‖1 (G31)
≤ ‖Π− I− iφG‖1
≤ ‖Uφ − I− iφG‖1 + ‖Uφ −Π‖1
. Ccl 15
2
(contradiction!)
for Ccl  1. The choice Π = I, however, similarly leads
to √
Ccl = φ ‖G‖1 (G32)
≤ ‖Uφ − I− iφG‖1 + ‖Uφ − I‖1 (G33)
. Ccl 15
2
(contradiction!).
This can only be remedied when Eq. (G28) is not possi-
ble, which implies ‖G‖1 = 0 and thus the trivial contin-
uous symmetry of the MM
G = 0, and Uφ = I. (G34)
so that all metastable states are invariant under the sym-
metry UφP = I.
c. Symmetric set of metastable phases
In the previous appendix, we showed that the set
of metastable phases is approximately invariant under
the dynamical symmetry [Eq. (61)]. We now assume a
nontrivial symmetry of the MM and consider replacing
ρ˜1, ..., ρ˜n in Eq. (14) by the invariant set of metastable
phases. We also provide corrections to classicality in
Eq. (19) for the invariant set of metastable phases.
Symmetric set of metastable phases. Let D be the
smallest non-zero integer such that UDP = P, and thus
UD = I. We assume d Ccl  1 for all the prime factors
d of D, in which case ‖ΠD − I‖1 ≤ ‖UD −ΠD‖1 . 7Ccl
[cf. Eq. (G23)], and thus ΠD = I.
Let ρ˜l belong to an approximate cycle of length dl ≤ m,
i.e.,
(Πdl)kl = δkl, (G35)
k = 1, ...,m, where Π is the permutation matrix that
approximates U in Eqs. (G15) and (G16). In this case,
D is divisible by dl (as ΠD = I) and we can define ρ˜′l as
in Eq. (66). As UDP = P, we have that ρ˜′l is invariant
under Udl , Udl(ρ˜′l) = ρ˜′l. We further have that
‖ρ˜′l − ρ˜l‖ ≤
dl
D
D
dl
−1∑
n=0
∥∥Undl(ρ˜l)− ρ˜l∥∥ , (G36)
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which we now estimate from above. From Eq. (G35) and
Eq. (G24) (for N = ndl) we have
m∑
k=1
|(Undl)kl − (I)kl| =
m∑
k=1
∣∣(Undl −Πndl)kl∣∣ (G37)
≤ ∥∥Undl −Πndl∥∥
1
. 7Ccl,
and thus [cf. Eq. (G14)]
∥∥Undl(ρ˜l)− ρ˜l∥∥ ≤ m∑
k=1
|(Undl)kl − (I)kl|‖ρ˜k‖ (G38)
≤ (1 + Ccl)
∥∥Undl −Πndl∥∥
1
leads to [cf. Eq. (G36)]
‖ρ˜′l − ρ˜l‖ . Ccl
7(D − dl)
D
< 7Ccl, (G39)
where in the last inequality we used dl ≥ 1.
From Eq. (G39) we can replace the approximate cycle
ρ˜pin(l), where pi is the permutation associated with Π
in Eqs. (G15) and (G16), by Un(ρ˜′l) n = 1, ..., dl − 1
[cf. Eq. (67)]. Indeed, the distance between the new and
old basis∥∥∥ρ˜′pin(l) − ρ˜pin(l)∥∥∥ ≤ ‖ρ˜′l − ρ˜l‖+ ∥∥Un(ρ˜l)− ρ˜pin(l)∥∥
. 14 Ccl, (G40)
where in the first line we used ‖Un(ρ˜l) − ρ˜′pin(l)‖ =
‖Un(ρ˜l) − Un(ρ˜′l)‖ = ‖ρ˜l − ρ˜′l‖ as U is a unitary trans-
formation, while the second line follows from Eq. (G23)
[cf. Eq. (G39)]. We can then repeat the construction in
Eqs. (66) and (67) for each of the approximate cycle be-
tween metastable phases under U .
The metastable phase in Eq. (66) corresponds to pro-
jection only on the low-lying eigenmodes invariant under
Ud, where d is the length of the approximate cycle ρ˜l
belongs to,
ρ˜′l =
∑
1≤k≤m:
(eiφk )dl=1
c
(l)
k Rk (G41)
[cf. Eq. (14)]. We note, however, that by construction in
Eq. (66), the closest state to ρ˜′l in Eq. (66) is not further
away than C+ [cf. Eq. (11)], since it is bounded by the
distance to the state
ρ′l ≡
dl
D
D
dl
−1∑
n=0
Undl(ρl), (G42)
where ρl is the closest state to ρ˜l, and
‖ρ˜′l − ρ′l‖ ≤
dl
D
D
dl
−1∑
n=0
∥∥Undl(ρ˜l)− Undl(ρl)∥∥ (G43)
= ‖ρ˜l − ρl‖ ≤ C+.
Note that the state ρ′l in Eq. (G42), in analogy to ρ˜
′
l
in Eq. (66), is invariant under Udl . Furthermore, the
elements of the cycle Un(ρ′l), n = 0, ..., d− 1 are approx-
imated by Udl(ρl) with the same distance ‖ρ˜l − ρl‖.
Similarly, if ρl is a state that projected on the low-
lying modes gives ρ˜l, that is, P(ρl) = ρ˜l [cf. Eq. (14)],
from Eq. (62) we have that P(ρ′l) = ρ′l, for ρ′l defined in
Eq. (G42). Furthermore, ρ′l is invariant under Udl andP[Un(ρ′l)] = Un(ρ′l) holds for all elements of the cycle
n = 0, 1, ..., dl − 1.
Classicality corrections for symmetric set of metastable
phases. We now consider how the choice of a symmetric
set of metastable phases in Eqs. (66) and (67) affects the
corrections to classicality in Eq. (19). We are interested
in bounding
C′cl ≡ max
ρ(0)
‖p˜′‖1 − 1, (G44)
where (p˜′)l = p˜′l ≡ Tr[P˜ ′l ρ(0)] with an operator P˜ ′l being
an element of the invariant dual basis, i.e., Tr(P˜ ′kρ˜
′
l) =
δkl, k, l = 1, ...,m. The transformation from the basis
in Eq. (14) to the invariant basis defined in Eqs. (66)
and (67) is given by [cf. Eq. (15)]
(C′′)kl ≡ Tr(P˜kρ˜′l) = (C′−1C)kl, (G45)
and the dual basis [cf. Eq. (17)]
P˜ ′l ≡
m∑
k=1
(
C′′−1
)
lk
P˜k. (G46)
Note that (C′′)kl = (dl/D)
∑D/dl
n=1 (U
ndl)kl for l as in
Eq. (66), while (C′′)kpin(l) = (UnC′′)kl, n = 1, ..., dl − 1
from Eq. (67). Therefore, from Eq. (G35) and Eq. (G24)
we obtain
∑m
k=1 |(C′′)kl−δkl| . 7Ccl [for N = ndl], while
from Eq. (G23) we have
∑m
k=1 |(C′′)kpin(l) − δkpin(l)| ≤∑m
k=1 |[Un(C′′ − I)]kl| +
∑m
k=1 |(Un)kl − (Πn)kl| .
7Ccl(‖Un‖1 + 1) ≤ 14Ccl, where we used ‖Un‖1 ≤
‖Un − Πn‖1 + ‖Π‖n1 . 1 + 7Ccl from Eq. (G23) and
‖Π‖1 = 1. We conclude
‖C′′ − I‖1 . 14 Ccl, (G47)
and thus we can approximate
C′′−1 = I− (C′′ − I) + ..., (G48)
with corrections of the order C2cl in the L1 norm. From
Eq. (G48),
‖p˜′‖1 =
∥∥C′′−1p˜∥∥
1
≤ ∥∥C′′−1∥∥
1
‖p˜‖1 (G49)
. (1 + ‖C′′ − I‖1) ‖p˜‖1
. (1 + 14 Ccl) (1 + Ccl)
and thus [cf. Eq. (G44)]
C′cl . 15 Ccl, (G50)
as well as [cf. Eq. (C4)]
C˜′cl ≡ ‖p˜′‖1 − 1 . C˜cl + 14 Ccl. (G51)
69
3. Symmetries of classical long-time dynamics
Here, we show that the approximation of long-
time dynamics by classical stochastic dynamics in
Eq. (28) features a permutation symmetry for the set of
metastable phases chosen invariant under a dynamical
symmetry. This corresponds to Eq. (71) in the main text.
For the set of metastable phases is chosen invariant
under a dynamical symmetry [cf. Eq. (61)], the corre-
sponding stochastic classical dynamics W′ in Eq. (28)
that approximates W˜′ [cf. Eq. (29)] fulfills [cf. Eq. (69)
and (70)]
[W˜′,Π] = 0, (G52)
which is equivalent to [cf. Eq. (B14)]
(W˜′)kl = (W˜′)pi(k)pi(l), (G53)
where pi is the permutation corresponding to Π and k, l =
1, ...,m. We now prove that this condition holds for W′
as well, as given by Eq. (71).
First, we have
(W′)kl ≡ max[(W˜′)kl, 0] (G54)
= max[(W˜′)pi(k)pi(l), 0] ≡ (W′)pi(k)pi(l).
Second,
(W′)ll ≡ (W˜′)ll +
∑
1≤k≤m:
k 6=l
min[(W˜′)kl, 0] (G55)
= (W˜′)pi(l)pi(l) +
∑
1≤k≤m:
k′ 6=l
min[(W˜′)pi(k)pi(l), 0]
= (W˜′)pi(l)pi(l) +
∑
1≤k′≤m:
k′ 6=pi(l)
min[(W˜′)k′pi(l), 0]
≡ (W′)pi(l)pi(l),
where we introduced k′ ≡ pi(k). This ends the proof
[cf. Eq. (B14)].
4. Example of classicality test with dynamical
symmetry
Here, we provide a simple example, why, even in the
case of the symmetry fully determining the eigenmodes of
the dynamics [cf. Eq. (73)], the classicality test is needed.
We consider a finite system with m disjoint station-
ary states ρ1, ...ρm and the corresponding projections
P1,...,Pm [Tr(Pkρl) = δkl,
∑m
l=1 Pl = 1]. We assume
that the stationary states are connected by a dynami-
cal symmetry as U(ρl) = ρl+1, l = 1, ...,m (with peri-
odic boundary conditions on the label, m + 1 ≡ 1). We
have that eigenmatrices of the symmetry fulfill eiϕkRk =
(1/m)
∑m
l=1(e
−i2pi jkm )lρl and e−iϕkLk =
∑m
l=1(e
i2pi
jk
m )lPl
[cf. Eq. (73) and the normalization ‖Lk‖max = 1], where
eiϕk is an arbitrary global phase, k = 1, ...,m, and
ei2pi
jk
m is the corresponding symmetry U eigenvalue, jk ∈
{0, ...,m − 1}. As the invariant set of candidate phases,
let us choose
ρ˜l = p ρl +
1− p
m
m∑
k=1
ρk, (G56)
l = 1, ...,m, where 0 ≤ p ≤ 1. We then have [cf. Eq. (75)]
P˜l =
1
p
Pl − 1
m
1− p
p
1 (G57)
so that [cf. Eq. (19)]
Ccl = 2m− 1
m
1− p
p
(G58)
(achieved for any of ρl, l = 1, ...,m), which diverges to∞
as p→ 0 and the basis in Eq. (G56) stops being linearly
independent. We note, however, that when expressed in
the basis of ρ˜l, Rk is still proportional (with the factor√
m/p for k ≥ 2) to Eq. (73a), as so is Lk to Eq. (73b)
when expressed in the basis of P˜l (with the factor p/
√
m
for k ≥ 2).
In this example, the proportionality factor between Rk
and Eq. (73a) [or Lk and Eq. (73b)] indicates that the
choice of the basis in Eq. (G56) is not optimal. In the
presence of classical metastability, however, rather than
for a classical phase transition as considered in this ex-
ample, the proportionality factor for correctly identified
phases does not equal 1, as ρ˜l in Eq. (14) are only ap-
proximately disjoint (see Sec. IV), as well as P˜l are not
bounded by 1 or orthogonal (see Appendix D1). We
would expect, however, that the proportionality factor
can be related to the corrections in Eq. (19), and should
be close to 1 for classical metastable phases.
Appendix H: Quantitative analysis of algorithm in
Sec. VIIA
Here, we give quantitative analysis of the effectiveness
of the numerical approach introduced in Sec. VIIA in
terms of corrections to the classicality Ccl in Eq. (19) and
the assumption of a nonnegligible volume of the MM in
the space of coefficients.
1. Extreme eigenstates of dynamics eigenmodes for
metastable phases
In the coefficient space, the MM is well approximated
by the simplex S with vertices given by metastable phases
coefficients (see Fig. 2)
min
p
∣∣∣ck− m∑
l=1
plc
(l)
k
∣∣∣ ≤ ‖Lk‖max min
p
‖p˜−p‖1 ≤ Ccl, (H1)
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where ck = Tr[Lkρ(0)] [cf. Eq. (4)] and c
(l)
k = Tr(Lkρ˜l),
while (p˜)l = Tr[P˜lρ(0)] [cf. Eq. (17)], k, l = 1, ..,m. Here,
we assume Hermitian Lk, by replacing non-Hermitian
conjugate pairs of eigenmatrices Lk, L
†
k by L
R
k and L
I
k in
Eq. (76), and choose the normalization cmaxk − cmink = 1,
where cmaxk and c
min
k are extreme eigenvalues of Lk (thus,‖Lk‖max ≤ 1).
From Eq. (H1), there exists at least one metastable
phase ρ˜l with l = lmaxk chosen so that the kth coefficient
is closer than Ccl, i.e., δ(l
max
k )
k ≤ Ccl, where δ(l)k ≡ cmaxk −
c
(l)
k . Furthermore, the metastable state P(ρmaxk ) for the
initial state ρmaxk chosen as the maximal Lk eigenstate,
approximates the closest metastable ρ˜lmaxk as∥∥ρ˜lmaxk − P(ρmaxk )∥∥ . 2Ccl
∆
(lmaxk )
k
+ Ccl, (H2)
where ∆maxk ≡ minl 6=lmaxk δ
(l)
k is the distance in kth coeffi-
cient to the next closest phase (see the derivation below).
For ∆maxk  Ccl, the corrections in Eq. (H2) are negligi-
ble. Otherwise P(ρmaxk ) is a mixture of metastable phases
with δ(l)k of the order of Ccl. The discussion is analogous
for the minimal Lk eigenvalue cmink with δ
(l)
k ≡ c(l)k −cmink .
The corrections in Eq. (H2) also hold for the L1
distance in the barycentric coordinates of the metastable
phases. Thus, the corrections to classicality in the
basis chosen from the extreme eigenstate of dynamics
modes are bounded by 2Ccl/(min1≤l≤m ∆l) + Ccl, where
∆l is the minimal distance to the next metastable
phase in the coefficients for which ρ˜l was extreme,
∆maxl = min(mink: lmaxk =l ∆
max
k ,mink: lmink =l ∆
min
k ) (also
including rotated left eigenbases) (cf. the corrections to
classicality for the symmetric set of metastable phases
in Appendix G2 c).
Derivation of Eq. (H2). The metastable phase ρ˜lmaxk
exists, as δ(l)k ≥ 0 and, thus, from Eq. (H1) we have∑m
l=1 plδ
(l)
k ≤ Ccl. Furthermore, the metastable stateP(ρmaxk ) is approximated as a mixture of metastable
phases with δ(l)k of the order of Ccl, since
∑
l:δ
(l)
k <∆
pl =
1 −∑
l:δ
(l)
k ≥∆
pl ≥ 1 −
∑
l plδ
(l)
k /∆ ≥ 1 − Ccl/∆ is close
to 1 for ∆  Ccl. Therefore, when there exists only a
single metastable phase ρ˜lmaxk with c
(lmaxk )
k in proximity to
cmaxk , we have p˜lmaxk ≥ 1−Ccl/∆ and P(ρmaxk ) can be re-
placed by that metastable state as given in Eq. (H2),
as ‖ρ˜l − P[ρ]‖ ≤ (|1 − p˜l| +
∑
l′ 6=l |p˜l′ |)(1 + C+) and∑
l′ 6=l |p˜l′ | ≤ 1 + Ccl − |p˜l| ≤ |1 − p˜l| + Ccl [cf. Eq. (19)],
where p˜l = Tr(P˜lρ).
2. Rotations of the basis of eigenmodes to expose
metastable phases
We now explain how rotations of the basis of eigen-
modes allow to solve problem of degeneracy in the coef-
ficients, as well as they ensure that a given metastable
phases corresponds to extreme value of one of the co-
efficients when the volume of the simplex of metastable
phases in the coefficient space is nonnegligible.
The required lack of degeneracy (up to order Ccl), be-
tween metastable phases with the maximal (minimal) kth
coefficient in Eq. (H1), corresponds to kth axis in the
space of coefficients being normal to the supporting hy-
perplane at lth vertex of the simplex in the coefficient
space where l = lmaxk (l = l
min
k ). In convex geometry it
is known that for any vertex in a simplex, there exists
a supporting hyperplane, that is, there exist a rotation
such that the rotated kth axis is perpendicular to a sup-
porting hyperplane. In our case, the lack of degeneracy
up to order Ccl, additionally requires the distance from
that hyperplane of other vertices δ(l)k  Ccl for l 6= lmaxk
(l 6= lmink ). As we argue below, this condition can be
translated into a nonnegligible volume of the metastable
phases simplex S in the space of coefficients, which is
guaranteed by
Vol(S) = |det(C)|/m! Ccl sm−1
m− 1 , (H3)
where sm−1 is the maximal volume of a simplex withm−
1 vertices inside the (m−1)-dimensional unit hypercube.
The condition in Eq. (H3) also guarantees that the
separation between any two metastable phases in the
space of coefficients equipped with L2 norm is  Ccl,
and thus the metastable phases are distinguishable in
the space of coefficients [cf. Eq. (H1)].
Derivation of Eq. (H3). Let δc¯l be the component of
the shifted coefficient vector (c¯l)k ≡ c(l)k − c(1)k (l 6= 1)
orthogonal to the (m−2) dimensional subspace spanned
by other vertices, c¯l′ with l′ 6= 1, l. The distance of other
vertices to the supporting hyperplane at c¯l normal to
δc¯l is equal to L2 norm ‖δc¯l‖2. On the other hand,
the simplex volume Vol(S) = ‖δc¯l‖2Vol(Sl)/(m − 1),
where Sl is the simplex of all vertices but lth one.
Indeed, we have that Vol(S) = det
√
CTC/(m − 1)!,
where (C¯)k−1,l−1 = (c¯l)k with k, l = 2, ...,m [65], and
Vol(Sl) = det
√
(C¯l)T C¯l/(m− 2)!, where C¯l is obtained
from C¯ by removing lth column (we assumed l 6= 1).
Therefore, up to rotations, in order for metastable phases
to correspond to extreme eigenstates of dynamics eigen-
modes, we require a nonnegligible volume of the MM in
the coefficient space. Finally, we note that due to the
chosen normalization of Lk, the MM is enclosed by a
(m− 1)-dimensional unit [cf. Eq. (H3)].
We also note that the distance between two vertices,
kth and lth, is bounded from below by δc¯l in the coor-
dinate system shifted to the kth vertex (earlier k = 1).
Therefore, it the distance between any two vertices with
respect to L2 norm in the space of coefficients is  Ccl
when Eq. (H3) is fulfilled.
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3. Maximal simplex in the space of coefficients as
simplex of metastable phases
We show below that the volume of a simplex S′ with
m vertices inside the MM is bounded by [cf. Eq. (H3)]
Vol(S′) . Vol(S) + Ccl
√
msm−1, (H4)
where S is the simplex of m metastable phases and Ccl
denotes the corresponding corrections to metastability
in Eq. (19). Therefore, when Vol(S) Ccl
√
m− 1sm−1,
the simplex of metastable phases is approximately the
maximal simplex within the MM. We note that this is a
stronger condition than in Eq. (H3).
Derivation of Eq. (H4). First, we note that the dis-
tance in the space of coefficients of any point within the
MM to the simplex S of metastable phases is bounded
by
√
m− 1Ccl in L2 norm. Second, consider lth vertex
in a simplex S′ with m vertices. From the derivation of
Eq. (H3), we have that Vol(S′) = ‖δc¯′l‖2Vol(S′l)/(m−1),
where S′l is the simplex obtained from S
′ after remov-
ing lthe vertex and‖δc¯′l‖2 is the length of the component
of lth vertex orthogonal to that simplex. Since by re-
placing lthe vertex by the closest point in the simplex S
of metastable phases with respect to L2 norm, the or-
thogonal component can decrease at most by
√
m− 1Ccl,
we obtain that the volume can decrease at most by
Cclsm−1/
√
m− 1. Repeating the procedure with respect
to remaining m − 1 vertices, we arrive at a simplex of
m vertices inside S at the cost of the volume decrease
at most by . Cclsm−1m/
√
m− 1 ≤ √mCclsm−1. Noting
that volume of any simplex inside S is less than Vol(S),
we arrive at Eq. (H4).
4. Hierarchy of metastable manifolds
Any metastable states during the second metastable
regime is approximated as a mixture of m2 phases up
to the corrections to the classicality C(2)cl in the second
MM (see Appendix F). In the space of the coefficients
(c2, ..., cm2), we have an analogous bound to Eq. (H1),
min
p(2)
∣∣∣ck − m2∑
l2=1
p
(2)
l c
(2,l2)
k
∣∣∣ ≤ ‖Lk‖max min
p(2)
‖p˜(2) − p(2)‖1
≤ C(2)cl , (H5)
where k ≤ m2, c(2,l2)k denotes the coefficients for m2
metastable phases of the second MM and p˜(2) is the
vector of barycentric coordinates in their basis.
5. Dynamical symmetries
Here, we discuss degeneracy of coefficients in classical
MMs in the presence of a dynamical symmetry U (see
Sec. VI) and argue how this degeneracy can be addressed
by the metastable construction in Sec. VIIA. Further-
more, we explain how the construction can be further
refined, to exploit the structure of the MM arising due
to the dynamical symmetry.
a. Symmetric eigenstates of dynamics eigenmodes
For a dynamical symmetry U in Eq. (61), let an eigen-
mode Lk be chosen such that U†(Lk) = eiφkLk. Let
nk > 0 then denote the minimal integer such that
einkφk = 1, i.e., U†nk(Lk) = Lk (we consider a discrete
symmetry, without loss of generality, as relevant for the
classical MM). We have that the Hermitian and anti-
Hermitian part of eiϕkLk in Eq. (76) commute with the
symmetry applied nk times, [LRk , U
nk ] = 0 = [LIk, U
nk ].
Therefore, eigenstates of LRk and L
I
k can be chosen as
eigenstates of Unk . Such states and their projections on
the MM, are symmetric under Unk , so that under U they
form cycles with length that divides nk.
b. Degeneracy of coefficients
We now discuss the degeneracy of coefficients in clas-
sical MMs for a dynamical symmetry U . Let an eigen-
mode Lk be chosen as a symmetry eigenmatrix, U†(Lk) =
eiφkLk and nk > 0 be the minimal integer such that
einkφk = 1. For a state ρ, the coefficient ck ≡ Tr(Lkρ) =
Tr[LkUnk(ρ)] is the same for all states generated from
ρ under Unk . In particular, as a dynamical symmetry
acts on an invariant set of metastable phases in a clas-
sical MM as their permutation pi all metastable phases
connected under pink have the same coefficient ck.
Let us now focus on the extreme values of coefficients.
From Eqs. (74) and (75), an eigenmode Lk is a linear
combination of plane waves over cycles with the length
divisible by nk,
Lk =
∑
l:nk|dl
c
′(l)
k L
′
pijkl (l), (H6)
where l indexes cycles, dl is their length, and jkl ≡
φkdl/(2pi) mod dl [cf. Eq. (73b)]. Since the maximal co-
efficient of LRk can be approximated up to correctionsCcl by considering states inside the simplex of metastable
phases [cf. Eqs. (H1)], its value corresponds to the max-
imum value among plane waves weighted by the coeffi-
cients c′(l)k ,
c
R(max)
k = (H7)
max
l
max
0≤n≤nk−1
√
2
∣∣c′(l)k ∣∣ cos [nφk + ϕk + arg c′(l)k ]+ ...,
where ϕk is the arbitrary phase chosen to obtain Hermi-
tian LRk in Eq. (76), and we used that e
inkφk = 1. Sim-
ilarly, the minimum coefficient cR(min)k can be approx-
imated by considering minimal values of the cosine in
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Eq. (H7), while the extreme values of the coefficient cIk
for LIk can be approximated by considering the sine in-
stead of the cosine. Therefore, degeneracy in the extreme
coefficients cRk or c
I
k can arise in two ways:
A. the coefficients c′(l)k together with choice of ϕk lead
to degeneracy of extreme values attained by differ-
ent plane waves,
B. some of the cycles contributing to Lk are of length
longer than nk, so that they have dl/nk-fold degen-
eracy in the amplitude of the corresponding plane
wave [cf. Eq. (73b)].
Case B degeneracy is a direct consequence of from the
presence of the dynamical symmetry, as discussed in the
first paragraph, and is always present, e.g., in symmetric
eigenmodes. Nevertheless, both degeneracy cases can be
remedied; see below.
c. Refined metastable phase construction
We now explain how to remedy degeneracy of coeffi-
cients arising in the presence of a dynamical symmetry
in the approach of Sec. VIIA. Although any degeneracy
can be generally resolved by random rotations as argued
in Appendix H2, here, we explain how the structure
of the MM imposed by the dynamical symmetry in
the coefficient space can be exploited to simplify the
approach; see also the discussion in Sec. VIIA.
Case A degeneracy. In general, cycles of various
lengths contribute to Lk in Eq. (H6). If we consider Lk
such that there does not exists Ll with nl divisible by nk,
however, Lk is supported on only cycles with the length
nk (as there are no longer cycles with the length divisible
by nk). In particular, the number of cycles of length nk
equals the degeneracy of the symmetry eigenvalue einφk
among low-lying eigenmodes. Therefore, the only coeffi-
cient degeneracy that can be present belongs to Case A
discussed in Appendix H 5b. We now explain how it can
be remedied by an appropriate choice of the phase ϕk in
LRk of Eq. (76).
First, let n = 1, 2, ..., nk−1 be such that it is the closest
to 1 among einφk and with the positive imaginary part.
For any ϕk in Eq. (76), the difference of the maximal and
the next in value coefficient for the metastable phases in
lth cycle is less than 2
√
2|c′(l)k | sin(δφk)2, where δφk =
(nφk mod 2pi)/2, but it also can be 0 in the worst case
scenario. By considering both ϕ(1)k = 0 and ϕ
(2)
k = δφk
in Eq. (76), however, the bigger among the differences
is no less than 2
√
2|c′(l)k | sin(δφk/2) sin(δφk); this choice
can be effectively facilitated by considering both LRk and
LIk, whenever dl is not divisible by 4.
Second, let |c′(l)k | = maxl′ |c′(l
′)
k | be the maximal weight
among the plane waves in Eq. (H6). The minimal differ-
ence between maximal coefficients for metastable phases
in different cycles is at least max[|c′(l)k | cos(δφk/2) −
maxl′ 6=l |c′(l
′)
k |, 0] either for ϕ(1)k or ϕ(2)k . If needed,
this bound can be improved by considering additionally
ϕ
(n)
k = δφk/2
n, n = 1, .., N in Eq. (76), in which case
cos(δφk/2) is replaced by cos(δφk/2N+1).
Therefore, there is only a single metastable phase
corresponding to the maximal coefficient of LRk when
the maximal weight |c′(l)k | is nondegenerate up toCcl [also when multiplied by cos(δφk/2)] and when
sin(δφk/2) sin(δφk)  Ccl. The former condition can
be achieved for any plane-wave [any l in Eq. (H6)] by
a rotation of all Lk with the same symmetry eigenvalue
provided that the simplex of the coefficients |c′(l)k | for
those eigenmodes has a nonnegligible volume (cf. Ap-
pendix H 2).
Finally, for each cycle, the metastable phase chosen
from an extreme eigenstate of (rotated) LRk can be
used to recover other elements of the cycle by applying
the symmetry U nk times. Therefore, there is no need
to consider LIk or other modes supported on those
cycles, i.e., Lk′ with a different symmetry eigenvalue
eiφk′ 6= eiφk but with nk′ = nk. Furthermore, this choice
corresponds to the symmetric set of metastable phases
in Eq. (66) (cf. Appendix H 5 a).
Case B degeneracy. After finding the extreme states
of Lk as described in the above paragraph, we still need
to consider Ll with the symmetry eigenvalue eiφl and nl
such that there exists Lk with nk divisible by nl. In
that case Ll features Case B degeneracy discussed in Ap-
pendix H 5 b with respect to metastable phases connected
by pink/nl in the already found cycles [cf. Eq. (H6)].
We are interested in whether the metastable states on
which Ll is supported via plane waves have been already
found by considering Lk. This is the case when the de-
generacy of eiφl among the low-lying eigenmodes equals
the number of already considered cycles with their length
divisible by nl (which is equal the sum of degeneracies of
eiφk for already considered Lk such that nk/nl is an in-
teger; without repetitions, i.e., without eiφk′ 6= eiφk with
nk′ = nk). Otherwise, Ll is supported on cycles that have
not been considered yet. In that case, by choosing Ll with
nl such that the only Lk with nk divisible by nl have al-
ready been considered, we obtain that all new cycles on
which Ll is also supported are exactly of the length nl
(and their number is the difference between the degener-
acy of eiφl and the sum of degeneracies of relevant eiφk).
By considering rotations of all eigenmodes with the sym-
metry eigenvalue eiφl , a metastable phase in each cycle
with the length nl can be found from extreme eigenstates
of rotated eigenmodes, as discussed in Case A above. We
note that equal mixtures of already found phases in cy-
cles of length nk connected by pink/nl will also be found
here (due to Case B degeneracy; cf. Appendix H 5 a),
but those candidate states will be discarded by choos-
ing the candidates yielding the maximal volume simplex.
Finally, other elements of the cycles with the length nl
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can be recovered by applying the symmetry nl times,
while other modes supported on those cycles, i.e., Ll′
with eiφl′ 6= eiφl but with nl′ = nl, do not need to be
considered.
If not all choices of the eigenmodes are exhausted
in the way discussed above, i.e., there exist Lj with
nj < nl, such that nj divides nl, we again repeat the
procedure described in the above paragraph, but with
respect to all Ll and with nl that are divisible by nj .
In particular, Lj may be discarded if is supported on
already considered cycles, i.e., degeneracy of eiφj is equal
to the sum of degeneracies of all relevant eiφl .
Example. In Fig. 5, we have one cycle of length 2 cor-
responding to the metastable phases ρ˜1 and ρ˜3 and two
cycles of length 1 corresponding to invariant metastable
phases ρ˜2 and ρ˜4. Here, we would first consider the eigen-
mode L3 corresponding to the symmetry eigenvalue −1
(nk = 2), which would give as candidates approximately
ρ˜1 and ρ˜3 (twice; due to cycles of the symmetry). We
would then be left with two symmetric eigenmodes L2
and L4 (we do not need to consider trivial L1 = 1),
which would give pairs of symmetric candidates approxi-
mately as ρ˜2, (ρ˜1 + ρ˜3)/2, and ρ˜2, ρ˜4. By clustering those
candidates would be reduced to: ρ˜1, ρ˜2, ρ˜3, (ρ˜1 + ρ˜3)/2,
and ρ˜4. Finally, by considering the maximal volume sim-
plex, we would obtain approximately the four metastable
phases ρ˜1, ρ˜2, ρ˜3 and ρ˜4.
