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ABSTRACT
Data Envelopment Analysis (DEA) is a nonparametric, data driven technique used to perform relative
performance analysis among a group of comparable decision making units (DMUs). Efficiency is
assessed by comparing input and output data for each DMU via linear programming. Traditionally
in DEA, the data are considered to be exact. However, in many real-world applications, it is likely
that the values for the input and output data used in the analysis are imprecise. To account for this,
we develop the uncertain DEA problem for the case of box uncertainty. We introduce the notion of
DEA distance to determine the minimum amount of uncertainty required for a DMU to be deemed
efficient. For small problems, the minimum amount of uncertainty can be found exactly, for larger
problems this becomes computationally intensive. Therefore, we propose an iterative method, where
the amount of uncertainty is gradually increased. This results in a robust DEA problem that can be
solved efficiently. This study of uncertainty is motivated by the inherently uncertain nature of the
radiotherapy treatment planning process in oncology. We apply the method to evaluate the quality of
a set of prostate cancer radiotherapy treatment plans relative to each other.
Keywords Data Envelopment Analysis · Uncertain Data · Robust Optimisation · Uncertain DEA Problem ·
Radiotherapy Treatment Planning
1 Introduction and Motivation
Standard Data Envelopment Analysis (DEA) models assume that the input and output data are exact and decision
making units (DMUs) are classified as inefficient or efficient based on these data. However, the data of many real-world
applications are inherently uncertain. Hence, it is possible that an inefficient DMU performs well in practice, i.e. it is
the uncertainty in the data that stops it being classified as efficient. The reliability of the conclusions from a DEA model
is intrinsically linked to the quality of the data used and hence methods to account for uncertainty are required. In this
paper, we study the uncertain nature of the data and the effect this has on an individual DMU’s efficiency score. We
follow the robust optimisation framework and assume the input and output data are in fact realisations from a range,
called an uncertainty set. An uncertainty set comprises of all the possible values that the uncertain input and output data
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can take. The nature of the uncertainty set is selected by the user to capture the uncertainty in the problem, Gorissen
et al. (2015). Robust optimisation has become popular because it provides modelling flexibility while considering the
implications of uncertain data.
Building upon Ehrgott et al. (2018), we refine the concept of uncertain DEA (uDEA) for the specific case of box
uncertainty. Solving a uDEA model determines the maximum efficiency score that a DMU can achieve over all
admissible uncertainties and the minimum amount of uncertainty required to achieve this efficiency score. This
refinement is motivated by the radiotherapy treatment planning application which we discuss in Section 4.
1.1 Contributions of this paper
Box uncertainty is one of the most widely used uncertainty sets and for uncertain linear optimisation problems results in
a tractable2 robust counterpart. This allows us to develop a good approximation to the uDEA problem as introduced in
Ehrgott et al. (2018). In Section 3.2, we define the notion of DEA distance. This allows us to investigate the relationship
between the amount of uncertainty required for an inefficient DMU to be deemed efficient. In Section 3.3, we propose
an iterative method to solve the uDEA problem for box uncertainty, where the amount of uncertainty is gradually
increased. This results in a robust DEA problem that can be solved efficiently. The developed method is then used to
compare radiotherapy treatment plans for prostate cancer. At the same time, this accounts for the numerous sources of
uncertainty arising in the planning and delivery of radiotherapy treatment plans.
2 Uncertain Data Envelopment Analysis
2.1 General Data Envelopment Analysis
Throughout, we assume the (standard) input oriented envelopment BCC (variable returns to scale) DEA model, but the
following theorems and concepts can easily be adapted to other DEA formulations. We will refer to this as the nominal
DEA problem. Consider I DMUs, each with M outputs and N inputs, I > M +N . The efficiency score Ei for DMU
i is defined by solving the linear program
Ei = min{θi : Y λ− yi ≥ 0, Xλ− θixi ≤ 0, eTλ = 1, λ ≥ 0}, (1)
where e ∈ RI is the vector of ones. The nominal data matrices Y and X are the non-negative, non-zero M × I output
and N × I input matrices, such that Ymi(Xni) is the m(n)th output(input) value for DMU i. We denote the m(n)th row
of Y (X) by Ym(Xn) and the i-th column by yi and xi. Throughout, we will use the notation m ∈ M, n ∈ N and
i ∈ I , whereM = {1, . . .M}, N = {1, . . . N} and I = {1, . . . I}, respectively. The solution (λ, θi) = (0, 0, . . . , 1,
. . . , 0, 1), where the first one is in the ith position is feasible for (1). The feasibility of this solution ensures the maximum
value that θi can take is 1, i.e. an optimal value Ei of model (1) is less than or equal to one. In this way, we denote an
optimal solution for DMU i by (Λ, Ei), Λ ∈ RI . We use the following definition of efficiency.
Definition 1. DMU i is efficient if and only if Ei = 1.
Therefore, if Ei < 1 DMU i is inefficient. To find the efficiency scores for the I DMUs (1) must be solved I times,
once for each of the I DMUs.
Definition 2. The production possibility set, PPS, is defined to be
T = {(x, y) ∈ RN × RM : x ≥ Xλ, y ≤ Y λ, eTλ = 1, λ ≥ 0}.
Definition 3. The efficient frontier is the subset of points of set T satisfying the efficiency condition from Definition 1.
In DEA, the efficient frontier represents the standard of performance that all DMUs should try to achieve. DMUs that
are inefficient, θi < 1, are projected to the efficient frontier such that the proportional reduction in inputs is maximised
while the outputs of DMU i remain fixed.
Definition 4. (x, y) ∈ T is an extreme point of T if and only if there are no points (x′, y′), (x′′, y′′) ∈ T and no
α ∈ (0, 1) such that
(x, y) = α(x′, y′) + (1− α)(x′′, y′′).
All extreme points of T are efficient DMUs. Throughout, we use i ∈ I to represent a generic DMU, efficient or
inefficient, and ıˆ to denote the (inefficient) DMU under consideration.
2Here we will use the notion of a tractable solution to describe a problem that can be reformulated into an equivalent problem
that can be solved in polynomial time.
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2.2 Uncertain DEA
In (1), the data X and Y are assumed to be exact. However, in many real-world applications this is not the case.
Therefore, we consider the effect that uncertainty has via uDEA, as introduced in Ehrgott et al. (2018). To establish a
framework for solving the uDEA problem for the specific case of box uncertainty, we introduce some key definitions
from Ehrgott et al. (2018). Following the robust optimisation methodology, we assume that the uncertainty can be
modelled constraint-wise. In this way, each constraint from (1) is replaced with a set of constraints and we define the
robust efficiency score for DMU i, E i(U), to be the optimal value of the robust DEA model,
E i(U) = min{θi : Y¯jλ− Y¯ji ≥ 0,∀ Y¯j ∈ Uj , j = 1, . . . ,M,
X¯j−Mλ− θiX¯(j−M)i ≤ 0, ∀ X¯j−M ∈ Uj , j = M + 1, . . . ,M +N,
eTλ = 1, λ ≥ 0},
(2)
where Y¯ (X¯) is the uncertain output(input) data and Uj is the uncertainty set for output(input) j. Throughout, uncertain
data are distinguished from the certain nominal data by bar notation. Note that we use the notation j ∈ J , where
J = {1, . . . ,M +N}.
Definition 5. The uncertain inputs and outputs are defined as follows:
1. Uj is an uncertainty set that models the possible values of the output(input) data Y¯j(X¯j−M ). Hence each
Y¯j ∈ Uj , j = 1, . . . ,M(X¯j−M ∈ Uj , j = M + 1, . . . ,M +N) is a possible row vector of output(input) data
for the j(j −M)th output(input).
2. U = {Uj : j ∈ J } is a collection of uncertainty. Hence U contains the totality of uncertainty across all inputs
and outputs.
To ensure consistency with DEA methodology we must place a restriction on the nature of the uncertainty sets which is
not required in a more general robust optimisation setting. We assume that the introduction of uncertainty does not
introduce negative data.
Definition 6. Consider the two collections of uncertainty,
U ′ = {U ′j : j ∈ J } and U ′′ = {U ′′j : j ∈ J }.
We say that U ′′ harbours at least the uncertainty of U ′, denoted by U ′ E U ′′, if U ′j ⊆ U ′′j for j ∈ J .
For the nominal data Y (X), we have a fixed data collection U0 where U0j ∈ U0, j ∈ J , is such that U0j = {Yj}, j =
{1, . . . ,M}, U0j = {Xj−M}, j = {M + 1, . . . , N +M}. We only consider U such that U0EU , i.e. we only consider
uncertainty sets which harbour at least the same amount of uncertainty as the nominal data, which is no uncertainty.
In order to model and analyse the effect of uncertainty, we allow the data to come from a variety of uncertainty sets.
Formally, we say Ω is the universe of possible collections of uncertainty. Ehrgott et al. (2018) define a numerical
association with U as in Definition 7.
Definition 7. An amount of uncertainty is a mapping
m : Ω→ R+ : U 7→ m(U)
such that
1. there is zero uncertainty if and only if there is no uncertainty i.e. m(U) = 0 if and only if |Uj | = 1 for j ∈ J ,
and
2. m(U) is monotonic, i.e. m(U ′) ≤ m(U ′′) if U ′ E U ′′.
The above definitions allow for a large amount of modelling flexibility as m(U) and Ω can be modelled differently for
each DMU and each output/input and there is no restriction on the uncertainty set. We let (Ω,m) be a configuration of
uncertainty, where Ω is a universe of possible collections of uncertainty satisfying U0 E U ∀ U ∈ Ω. As in Ehrgott et al.
(2018), we suggest an assessment of the amount of uncertainty such as
m(U) = ‖U‖p,q :=
∥∥∥〈‖R1‖p, . . . , ‖RM+N‖p〉∥∥∥
q
,
which aligns with the standard Lp,q notation associated with matrix norms. Note that in Ehrgott et al. (2018), the
matrices Rj as well as the values of p and q describe the shape and size of the uncertainty sets Uj . Here, we consider
the special case of box uncertainty and therefore, we use the following definition.
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Definition 8. Box uncertainty is the configuration of uncertainty (Ω,m(U)) with
Uj(σj) =
{{Yj + σjuT Iu : ||u||∞ ≤ 1} j = 1, . . . ,M
{Xj−M + σj−MuT Iu : ||u||∞ ≤ 1} j = M + 1, . . . ,M +N,
where Iu is the I × I identity matrix. The universe of possible uncertain collections is
Ω ={Uj(σj) : 0 ≤ σj ≤ νj , j ∈ J },
and νj is the maximum amount of uncertainty output j(input j −M ) can take and m(U) = ||U||∞,∞ = max{|σj | :
j ∈ J }, i.e. Rj = σjIu.
To ensure consistency with DEA methodology, we assume that the uncertain data is bounded below by zero, i.e. the
introduction of uncertainty does not introduce negative data into the model. In Definition 8, Ω is restricted by ν, the
maximum amount of acceptable uncertainty. If Ω is unrestricted, then ν = ∞. In most real world applications, we
assume that such an upper bound exists (otherwise we would essentially state that the value of a particular output(input)
is completely unknown and can take any value in R+0 ). For example, in Section 4, an upper bound on the amount
of uncertainty is used such that the dose of radiation delivered to the tumour and organs at risk is within clinically
acceptable guidelines.
In Definition 8, each data point can vary within ±σj from its nominal value. W.l.o.g. we assume that the possible
deviation from the nominal data value is the same for each output/input. This is because BCC DEA models are not
affected by scaling, (Charnes and Cooper 1984). Therefore, the outputs and inputs can be scaled so that the amount of
uncertainty is the same for each output and input. Throughout, we assume this scaling of the outputs and inputs has
already occurred. We use Y1i, . . . , YMi, X1i, . . . , XNi, i ∈ I to denote the scaled data and drop the subscript j on σ.
In this way, m(U) = σ.
For the specific case of box uncertainty (2) becomes
E i(U) = min{θi : (Y + ∆)λ− (yi + δiy) ≥ 0,
(X +∇)λ− θi(xi + δix) ≤ 0, eTλ = 1, λ ≥ 0},
(3)
where ∆mi,∇ni ∈ [−σ, σ] for all i,m, n. The matrix ∆(∇) is the uncertainty associated with the output(input) matrix
such that ∆mi(∇ni) is the uncertainty associated with them(n)th output(input) value for DMU i. We denote them(n)th
row of ∆(∇) by ∆m(∇n) and the i-th column by δiy(δix). An optimal solution to (3) is denoted
(
Λˆ, E ıˆ(U)
)
.
Ehrgott et al. (2018) define the uDEA problem for the ith DMU to be,
γ∗i = sup
0≤γi≤1
{γi : minU∈Ω {m(U) : E
i(U) ≥ γi}}. (4)
Here, (Λ∗, γ∗i ,∆
∗,∇∗), denotes the values the variables take at an optimal solution to the uDEA problem (4). In this
way, (2) is the special case of (4) when the amount of uncertainty is fixed. We now wish to distinguish between those
DMUs that remain inefficient in the presence of uncertainty and those that can achieve efficiency. To do this, we use the
definition from Ehrgott et al. (2018) of capable and incapable DMUs.
Definition 9. A DMU i under Ω is:
1. capable if γ∗i = E i(U) = 1 for some U ∈ Ω.
2. weakly incapable if γ∗i = 1 but E i(U) < 1 for all U ∈ Ω.
3. strongly incapable if γ∗i < 1.
4. incapable if it is either strongly or weakly incapable.
In this way, a DMU is incapable if it is inefficient for all uncertain data instances, i.e. even with the ability to select the
most favourable data from Ω, it has no claim on efficiency. Without changing the operation of the DMU, the only way
for an incapable DMU to become capable is if a change in Ω occurs.
2.3 Initial Results
We now introduce some initial results to be used in the following sections. To refer to points of the PPS that are defined
by uncertain data of existing DMUs, we use the notion from Thanassoulis and Allen (1998) of unobserved DMUs. Here
we call them virtual DMUs and define them in the following way.
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Definition 10. The virtual DMU iu, i ∈ I, is defined to be the DMU with inputs and outputs (xi + σ, yi − σ) , ∀ i 6=
ıˆ ∈ I and (xıˆ − σ, yıˆ + σ) for ıˆ.
This allows us to consider projections from the point (xi
u
, yi
u
) to the efficient frontier. We assume that the PPS
has dimension M +N and hence the facet of the efficient frontier DMU ıˆ is projected to can be defined by at most
Φ = N +M DMUs. A hyperplane in Φ dimensions can be defined by
Π = {r ∈ RΦ : rT η1 = d},
where η1 = (α1, . . . , αN , β1, . . . , βM )T is a normal vector to the plane and d is a constant. We let Ψ denote the set of
hyperplanes that define facets of the efficient frontier and let Πu be the hyperplane formed by the parallel translation
Π → Πu, where (x, y) ∈ Π → (x + σ, y − σ) ∈ Πu. Then Ψu is the set of hyperplanes that define facets of the
transformed efficient frontier when uncertainty is introduced (this follows from Theorem 3 below). When solving (1)
for inefficient DMU ıˆ, it is projected to a point on the efficient frontier along a trajectory of fixed outputs. This is the
unique point the achievement of which will render the DMU efficient on the nominal efficient frontier. However, the
introduction of uncertainty in (4) means there may be alternate hyperplanes Πu ∈ Ψu to which DMU ıˆu is projected,
establishing an increase in its efficiency score. We wish to determine to which facet of the efficient frontier DMU
ıˆu should be projected, such that the least amount of uncertainty is required for DMU ıˆu to be deemed efficient. To
describe these alternative projections, we define target points in Definition 11.
Definition 11. The target point T (iu,Πu) is defined to be the point on the plane Πu to which DMU iu is projected.
Here, we note that our use of projection in Definition 11 is not a standard DEA term. Definition 11 allows us to consider
the projection of DMU ıˆu to all Πu ∈ Ψu as opposed to the single projection in the nominal DEA problem (1).
Let s−m ≥ 0 (s+n ≥ 0) be the slack in the m(n)th output(input) constraint in (1) or (3). We denote the values that s−m, s+n
take at an optimal solution to (1) by S−m, S
+
n and at an optimal solution to (3) by (S
−
m)
∗
, (S+n )
∗. In this way, any
binding constraints in (1) or (3) will have slack variables equal to zero.
Proposition 1. For inefficient DMU ıˆ and for any optimal solution (Λ, E ıˆ) to (1) there exists at least one binding input
constraint.
Proof. Because (1) is a linear program, at an optimal solution there is always at least one binding constraint. Assume
that this is an output constraint p and that there are no binding input constraints. Then at an optimal solution, each input
constraint, n ∈ N , can be written as:
XnΛ
Xnıˆ
+
S+n
Xnıˆ
= E ıˆ.
Let input q have the largest value of XnΛXnıˆ . Given that Xni > 0 ∀ n, i,
XqΛ
Xqıˆ
≥ XnΛ
Xnıˆ
⇔ S
+
q
Xqıˆ
≤ S
+
n
Xnıˆ
∀ n 6= q.
Reducing S+q to 0 reduces E
ıˆ by
S+q
Xqıˆ
. Then all remaining S
+
n
Xnıˆ
must reduce by
S+q
Xqıˆ
. Because (1) is a minimisation
problem, S+q = 0 is feasible, which contradicts the assumption that there are no binding input constraints.
Similarly, Proposition 1 holds for any given uncertainty in (2). We show that for box uncertainty, Definition 8, there
always exists an optimal solution to (3).
Theorem 1. For box uncertainty, Definition 8, there exists an optimal solution,
(
Λˆ, E ıˆ(U)
)
, to (3) such that ∆∗mi ∈
{−σ, σ}, ∇∗ni ∈ {−σ, σ}, m ∈M, n ∈ N , i ∈ I.
Proof. Since the nominal problem (1), is the special case of (3) when we have no uncertainty, we inherit the feasibility
of (λ, θi) = (0, 0, . . . , 1, . . . , 0, 1) in (3). When uncertainty is introduced the nominal data X,Y can change and as a
result the PPS may change. The extreme points of the ‘new’ PPS will be extreme points from the nominal data PPS or
extreme points of the uncertainty sets. An optimal solution of a linear function over a convex polyhedron will exist at
an extreme point of the feasible region.
Furthermore, for box uncertainty, when Ω is unrestricted we show that all DMUs are capable.
Theorem 2. For box uncertainty, Definition 8, when ν =∞, there can never be an incapable DMU.
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Proof. If Ei = 1, DMU i is efficient and hence, capable. For any inefficient DMU ıˆ, E ıˆ < 1. Choose an input n′ ∈ N
and let∇n′ ıˆ = Xn′ ıˆ−, ∇ni = 0, ∆mi = 0 ∀ i ∈ I, m ∈M and n ∈ N . Here, we can choose any input, n′ ∈ N , as
all other data remain fixed to their nominal values. Thenm(U) = Xn′ ıˆ− and X¯n′ ıˆ = Xn′ ıˆ−∇n′ ıˆ =  < mini 6=iˆX¯n′i
is a possible realisation of the uncertain data and Then (Λˆi = 0, ∀ i ∈ I, i 6= ıˆ, Λˆıˆ = 1, E ıˆ(U) = 1) is an optimal
solution to (3) and DMU ıˆ is capable.
In practice, however, it is more likely that m(U) will be restricted and there will be an upper bound on the amount
of uncertainty. This value should be problem specific. For example, in Section 4, the upper bound on the amount of
uncertainty is selected to reflect international guidelines on the delivered dose of radiation.
Ehrgott et al. (2018) prove that as the amount of uncertainty increases the efficiency score will increase. Here, we
require more specific results for the coming sections. In Lemmas 1 and 2,we show that an increase(decrease) in the
weighted sum of the outputs can cause an increase(decrease) in the weighted sum of the inputs and hence affect γ∗ıˆ
despite θıˆ not appearing directly in the output constraints in (1). We define Q to be the set of binding input constraints
in (1). First, we consider an increase in the weighted sum of the uncertain outputs Y¯ compared to the nominal outputs
Y .
Lemma 1. If YmΛ < Y¯mΛ∗, then XqΛ ≤ X¯qΛ∗, q ∈ Q and hence γ∗ıˆ ≥ θıˆ.
Proof. Consider Ymk < Y¯mk, k ∈ I, k 6= ıˆ. Let an optimal solution to (4) be (Λ∗, γ∗ıˆ , ∆∗mi = 0, ∆∗mk = σ, i 6= k).
At an optimal solution to (4), the LHS of the mth constraint decreases by Λ∗kσ compared to the m
th constraint in (1). If
Λ∗kσ ≤ S−m, then the slack in the mth constraint at a uDEA optimal solution decreases by Λ∗kσ compared to the mth
constraint in (1). Then (S−m)
∗
= S−m − Λ∗kσ, and the decrease in output Ymk has no effect on the efficiency score.
If Λ∗kσ > S
−
m, then (S
−
m)
∗
= 0 and YmΛ increases such that Y¯mΛ∗ = YmΛ + Λ∗kσ − S−m, therefore Y¯mΛ∗ > YmΛ.
Constraint q is binding, therefore any change in Λ will cause the weighted sum of the inputs to increase (or stay the
same).
Similarly, a decrease in the weighted sum of the outputs results in the weighted sum of the inputs decreasing (or staying
the same).
Lemma 2. If YmΛ > Y¯mΛ∗ then XqΛ ≥ X¯qΛ∗, q ∈ Q and hence γ∗ıˆ ≤ θi.
Proof. Analogous to Lemma 1.
Similarly, an increase in the PPS results in the efficiency score of DMU ıˆ staying the same or reducing.
Proposition 2. Let T, T ′ be PPSs of (1) such that T ′ ⊂ T . Let θi(θi′) be the efficiency score for DMU i in T (T ′) then
θi ≤ θi′ .
Proof. Let θıˆ < 1(θıˆ
′
< 1) be the efficiency score for DMU ıˆ in the nominal DEA problem (1) with PPS T (T ′). DMU
ıˆ is inefficient and has nominal DEA projection points (θıˆxıˆ, yıˆ) ∈ T , (θıˆ′xıˆ, yıˆ) ∈ T ′. T ⊂ T ′ therefore, θıˆxıˆ ≥ θıˆ′xıˆ
and θıˆ ≥ θıˆ′ because xıˆ is fixed.
Consequently, an increase in the PPS results in the efficiency score of DMU ıˆ staying the same or reducing.
We now consider the possible optimal solutions for DMU ıˆ. We show that there exists an optimal solution to (4) for box
uncertainty, Definition 8, for DMU ıˆ such that DMUs that are inefficient in (1) will not become peers to DMU ıˆ. In this
way, when investigating the effect of uncertainty on DMU ıˆ we only consider DMUs that are efficient in the nominal
DEA problem (1).
Proposition 3. Let DMU l, l ∈ I, l 6= ıˆ, be an inefficient DMU, El < 1. For DMU ıˆ with E ıˆ ≤ 1 and box uncertainty,
Definition 8, there exists an optimal solution to (4), (Λ∗, γ∗ıˆ ,∆
∗,∇∗), such that Λ∗l = 0.
Proof. For any fixed amount of uncertainty, (4) becomes (3). The PPS of (3) is dependent on m(U), the amount of
uncertainty. From Theorem 1, an optimal solution to (3) will occur at an extreme point of the feasible region. Let T be
the PPS of the nominal DEA problem (1) and T ′ be the smallest possible PPS of (3) when we have m(U) such that
∆ = ∆∗ and∇ = ∇∗. Then, T ′ ⊂ T , and from Proposition 2, γ∗ıˆ = E ıˆ(U) ≥ E ıˆ. If Λ∗l > 0, E l(U) = 1 and DMU lu
must lie on the efficient frontier at the boundary of T ′. DMU lu cannot be an extreme point of T ′ as it is not an extreme
point of T . Therefore, if E l(U) = 1, DMU lu lies on the interior of an efficient facet of T ′ and can be written as a
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convex combination of DMUs that are efficient in (1). Hence, there is an optimal solution such that Λ∗l = 0 and since
∆ = ∆∗ and∇ = ∇∗, Λ∗l = 0 at an optimal solution to (4).
In this way, DMUs that are efficient in the nominal DEA problem (1) remain efficient in the uDEA model (4). Therefore,
we assume that from the I DMUs, we have I − 1 efficient DMUs and a single inefficient DMU, DMU ıˆ. Then E ıˆ < 1
and Ei = 1 ∀i ∈ I, i 6= ıˆ. DMUs that are efficient in (1) will remain efficient, at least until the amount of uncertainty
is equal to the minimum amount of uncertainty required for DMU ıˆ to become efficient.
3 The specific case of box uncertainty
We now focus on the specific case of box uncertainty. Therefore, when we refer to (4), we assume we have box
uncertainty as defined in Definition 8. In Section 3.1, we consider a fixed amount of uncertainty, i.e. the robust DEA
model (3), then in Section 3.2, we introduce the concept of DEA distance which allows us to explore the effect of
changing uncertainty in Section 3.3.
3.1 Fixed uncertainty
First, we consider fixed uncertainty, i.e. we omit minU∈Ω in (4) and so we consider (3). By considering single and
multiple changes in the data of the inefficient or efficient DMUs and then multiple changes to all DMUs, we show that
for a fixed amount of uncertainty σ, the following theorem holds.
Theorem 3. To maximise the possible increase in efficiency score for DMU ıˆ, solving (3) will result in the following
uncertainty being selected:
∆mi = ∇nıˆ = −σ, ∆mıˆ = ∇ni = σ, i ∈ I, i 6= ıˆ, m ∈M, n ∈ N .
Consider a single change in the data, i.e. a single Xni or Ymi changes by ±σ while the remaining data are fixed.
Binding input constraints result in the largest change in efficiency score. This can be seen in Lemma 1, where the role
of slack variables and the possible changes in the weighted sum of the inputs and outputs are demonstrated. Hence, we
consider only binding input constraints. By considering the possible single changes, we have the following lemmas.
Lemma 3. For a single input q ∈ N of a DMU changed by σ, the maximum increase in E ıˆ that can occur is σXqıˆ .
Proof. Consider an increase in an efficient DMU r’s input, q. The LHS of the qth constraint in (3) increases by Λ∗rσ
compared to the qth constraint in (1). Therefore, XqΛ must decrease or E ıˆXnq must increase. However, XqΛ cannot
decrease because the constraint for input q is binding so XqΛ is already as small as possible. This means XqΛ∗ = XqΛ.
DMU ıˆ’s data are fixed, therefore E ıˆ must increase by γ∗ıˆ −E ıˆ = σΛ
∗
r
Xqıˆ
. This is maximal when Λ∗r = 1 and E
ıˆ increases
by σXqıˆ . Similarly, if a single input of DMU r decreases by σ, E
ıˆ must stay the same or decrease by a maximum of σXqıˆ .
Likewise, for a single input q of DMU ıˆ changed by σ, the maximum increase in E ıˆ that can occur is σXqıˆ . This occurs
when the input of DMU ıˆ is reduced by σ. Therefore, the maximum increase in E ıˆ that can occur when a single input
of a DMU is changed by σ is σXqıˆ .
Lemma 4. For a single output of an efficient DMU changed by σ, the maximum increase in E ıˆ that can occur is
max
q∈Q
maxi 6=ıˆXqi −mini 6=ıˆXqi
Xqıˆ
.
Proof. This follows from Lemmas 1 and 2.
Lemma 5. For a single output of DMU ıˆ changed by σ, if ∆mıˆ = σ, γ∗ıˆ ≥ θıˆ, otherwise if ∆mıˆ = −σ, γ∗ıˆ ≤ θıˆ.
Proof. Analogous to Lemma 1.
Therefore, from Lemmas 3, 4 and 5, we conclude the following result.
Result 1. DMU ıˆ’s efficiency score will not decrease if any of the following occur: DMU ıˆ’s inputs decrease or outputs
increase or an efficient DMU r’s inputs increase or outputs decrease.
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The analysis of Lemmas 3-4 can be repeated for multiple changes in inputs and outputs for the efficient and inefficient
DMUs. Multiple changes in the data result in a maximum increase in DMU ıˆ’s efficiency score which is not smaller than
that caused by a single change in the data. Consequently, we consider the changes in efficiency score if all the data of all
DMUs change. From Result 1, we only want to consider scenarios that increase DMU ıˆ’s efficiency score. Therefore,
we only need to consider an increase(decrease) in efficient(inefficient) DMUs’ inputs and a decrease(increase) in
efficient(inefficient) DMUs’ outputs.
Proposition 4. The maximum increase in efficiency score for DMU ıˆ when changing the data of all DMUs is
max
q∈Q
maxi 6=ıˆXqi −mini 6=ıˆXqi + 2σ
Xqıˆ
.
Proof. From Result 1, changing the outputs by ∆mi = −σ, ∆mıˆ = σ, i 6= ıˆ, results in the efficiency score
increasing or remaining the same. When the inputs change, the largest increase in efficiency score occurs when
∇ni = σ, ∇nıˆ = −σ, i 6= ıˆ. Choose a binding input constraint, q. At an optimal solution to (3) for DMU ıˆ, the
introduction of uncertainty means the LHS of the qth input constraint increases by σ(1 + E ıˆ(U)) compared to the qth
input constraint in (1), i.e.
(Xq + σ)Λ¯− (Xqıˆ − σ)E i(U) = XqΛ−XqıˆE ıˆ
E ıˆ(U)− E ıˆ = XqΛ¯−XqΛ + σ(1 + E
ıˆ(U))
Xqıˆ
.
The maximum change in efficiency score occurs when XqΛ¯ and E ıˆ(U) are as large as possible and XqΛ is as small as
possible, and this gives our result.
This completes the proof of Theorem 3 and gives the following result.
Result 2. There is always an optimal solution to (3) such that E ıˆ(U) ≥ E ıˆ in which DMU ıˆ benefits from increased
outputs and decreased inputs and the efficient DMUs’ inputs increase and outputs decrease.
3.2 DEA distance
Solving (4) determines the smallest amount of uncertainty required for DMU ıˆ to be deemed efficient. To aid solving
(4), we define the DEA distance for DMU ıˆ to measure how far DMU ıˆ is from the efficient frontier.
We are considering an input oriented DEA model and hence, the inefficient DMUs are projected to the efficient frontier
while their outputs remain fixed.
Definition 12. The DEA distance from DMU ıˆ to its target point on the hyperplane, Π ∈ Ψ is
D(ˆı,Π) =
|α1X1ıˆ + · · ·+ αNXNıˆ + β1Y1ıˆ + · · ·+ βMYMıˆ − d|√
α21 + · · ·+ α2N
. (5)
Definition 12 can be derived in the following manner. DMU ıˆ is inefficient and hence, does not lie on the hyperplane
Π ∈ Ψ. Consider the N−dimensional hyperplane ΠN , where the outputs are fixed to be the value they take for DMU ıˆ.
ΠN = {r ∈ RN : rT η2 = d− β1Y1ıˆ − · · · − βMYMıˆ},
where η2 = (α1, . . . , αN )T . Then the DEA distance from DMU ıˆ to it’s projection on Π is found by calculating the
Euclidean distance from DMU ıˆ to the plane ΠN .
Proposition 5. D(i,Π), is the Euclidean distance from DMU i to T (i,Π) given by (5).
Definition 13.
D(i) := min
Π∈Ψ
D(i,Π).
D(i) is the minimum DEA distance from DMU i to all hyperplanes Π ∈ Ψ. It follows from Definition 13 that DMU i
is efficient if and only if D(i) = 0. In the nominal DEA problem (1), the hyperplane ψ that DMU i is projected to, will
always give the minimum DEA distance D(i).
Definition 14. υ∗ıˆ is the minimum amount of uncertainty required for DMU ıˆ to be deemed efficient.
From Definitions 10-13 we can compute υ∗ıˆ , the minimum amount of uncertainty such thatD(ˆı
u) = 0. We note that for
any DMU i that is efficient in the nominal DEA problem υ∗ıˆ = 0.
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3.3 Changing uncertainty
We now consider the case where we have a changing value of σ to determine the minimum amount of uncertainty, υ∗ıˆ ,
required such that DMU ıˆ becomes efficient. Ehrgott et al. (2018) prove that as the amount of uncertainty increases the
efficiency score will increase. In the case of box uncertainty this is intuitive, our collection of uncertainty are boxes, so
an increase in m(U) means the box size σ increases.
Corollary 1. For DMU ıˆ, with box uncertainty, increasing the value of σ increases the efficiency score.
Proof. Consider an increase in σ such that σ¯ = σ + . Let
(
Λˆ, E ıˆ(U)
)
be an optimal solution to (3) when m(U) = σ
and
(
Λ¯, E¯ ıˆ(U)) be an optimal solution when m(U) = σ¯. When m(U) = σ¯, select a binding input constraint q in
(3). At an optimal solution
(
Λ¯, E¯ ıˆ(U)) , the LHS of the qth input constraint increases by (1 + E¯ ıˆ(U)) compared to
the corresponding constraint in (3) with m(U) = σ. Consequently, (Xq + σ)Λˆ > (Xq + σ)Λ¯ or E ıˆ(U)(Xqıˆ − σ) <
E¯ ıˆ(U)(Xqıˆ − σ). However, (Xq + σ)Λˆ cannot decrease because the constraint for input q is binding. (Xq + σ)Λˆ is
already as small as possible and (Xq + σ)Λˆ = (Xq + σ)Λ¯. Then the introduction of σ¯ = σ +  results in
E¯ ıˆ(U)− E ıˆ(U) = (1 + E¯
ıˆ(U))
Xqıˆ − σ . (6)
The RHS of (6) is greater than zero therefore, E¯ ıˆ(U)− E ıˆ(U) > 0 and the efficiency score is increasing.
In this way, E ıˆ, the efficiency score when there is no uncertainty, provides a lower bound for DMU ıˆ’s efficiency score
when uncertainty is present.
Theorem 4. For DMU ıˆ, the minimum amount of uncertainty required such that uncertain DMU ıˆu is at the target
point T (ˆıu,Πu) on Πu is
σ =
|α1X1ıˆ + · · ·+ αNXNıˆ + β1Y1ıˆ + · · ·+ βMYMıˆ − d|
2| − α1 − · · · − αN + β1 + · · ·+ βM | . (7)
Proof. The DEA distance from the point ıˆ to the hyperplane Π is given by (5). When uncertainty is introduced, we
consider the DEA distance from the virtual DMU ıˆu to a plane Πu. Πu is parallel to Π and given by the equation
Πu =
{
r ∈ RΦ : rT η1 = d′
}
,
where d′ = d+ σ(α1 + α2 + · · ·+ αN − β1 − β2 − · · · − βM ). Consider the N−dimensional hyperplane ΠuN , where
the outputs are fixed to be the value they take for virtual DMU ıˆu,
ΠuN =
{
r ∈ RN : rT η2 = d′ − β1Y1ıˆ − · · · − βMYMıˆ
}
.
The DEA distance from DMU ıˆu to the hyperplane Πu is found by projecting DMU ıˆu to Πu along ΠuN ,
D(ˆıu,Πu) =
|α1(X1ıˆ − σ) + · · ·+ αN (XNıˆ − σ) + β1(Y1ıˆ + σ) + · · ·+ βM (YMıˆ + σ)− d|√
α21 + · · ·+ α2N
= D(ˆı,Π) +
|2σ(−α1 − · · · − αN + β1 + · · ·+ βM )|√
α21 + · · ·+ α2N
.
(8)
Therefore, by introducing an uncertainty of σ, the DEA distance reduces by at most |2σ(−α1−···−αN+β1+···+βM )|√
α21+···+α2N
. For
DMU ıˆu to be on the facet of the efficient frontier defined by Πu, we require uncertainty such that the DEA distance
from the point ıˆu to the hyperplane Πu is 0, i.e. D(ˆıu,Πu) = 0. SubstitutingD(ˆıu,Πu) = 0 into (8) and rearranging to
make σ the subject gives (7).
Theorem 4 allows us to calculate the amount of uncertainty required for virtual DMU ıˆu to be deemed efficient on
Πu ∈ Ψu. This is done by projecting virtual DMU ıˆu to a point T (ˆıu,Πu) on Πu ∈ Ψu. From Theorem 4, we can solve
(4) in the following way. First compute the minimum amount of uncertainty for DMU ıˆu to be projected to T (ˆıu,Πu)
for all Πu ∈ Ψu, (7), then select the minimum of these, D(ˆıu). This gives υ∗ıˆ , the minimum amount of uncertainty for
DMU ıˆ.
Finding all Π ∈ Ψ for large M, N and/or I can be computationally intensive. However, when N = M = 1, (7) from
Theorem 4 can be simplified and hence υ∗i can be calculated easily. Consider a DEA problem (1) with three DMUs A,
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DMU In Out Eıˆ Uncertain In Uncertain Out
A 1 1 1 1+σ 1-σ
B 3 4 1 3+σ 4-σ
C 7 7 1 7+σ 7-σ
D 10 8 1 10+σ 8-σ
E 8 5 0.542 8-σ 5+σ
F 6 2 0.278 6-σ 2+σ
Table 1: Nominal and uncertain data, Example 1.
Input
O
ut
pu
t
A
B
C
D
E
F
g h i
A
AB
BC
CD
D
Figure 1: The hyperplanes that define the PPS, Example 1.
B, C and M = N = 1. Let DMU C be inefficient with peers A and B and let g = y
B−yA
xB−xA . Then, from Theorem 4
with M = N = 1, the minimum amount of uncertainty required to be projected to the target point T (Cu,ΠuAB) on
ΠuAB defined by the inputs and outputs of DMU A and B is
σ =
g(xC − xA)− yC + yA
2(1 + g)
. (9)
Once the minimum amount of uncertainty required for DMU ıˆu to be projected to all Πu ∈ Ψu has been calculated, υ∗ıˆ
can be found by selecting the minimum of these. We demonstrate this for M = N = 1 in Example 1.
Example 1. DEA Distance. Consider the six DMUs pictured in Figure 1 whose nominal data are listed in Table 1. In
Figure 1, the efficient frontier is shown by the red line sections between the efficient DMUs A−D. By extending the
line sections going through pairs of efficient DMUs’ data (and the horizontal and vertical lines through the DMUs with
the largest(smallest) y(x) value), we can show the hyperplanes, (here lines) that define the PPS. The efficient frontier
has five lines that intersect with the PPS as shown in Figure 1. This means Ψ = {ΠA,ΠAB ,ΠBC ,ΠCD,ΠD}. Where
Πij is the line going through the points defined by DMU i, j ∈ {A,B,C,D}, ΠA is the vertical line x = xA and ΠD
is the horizontal line y = yD. Here we include ΠD ∈ Ψ even though it only intersects the efficient frontier at the point
D. This will be discussed further when we calculate the minimum DEA distances in Table 3. The DEA distances for
the inefficient DMUs to their target points on each line in Ψ are given in Table 2. The target points for DMU E for each
of the lines are shown in Figure 1 by the points g, h and i. We note here that in the nominal DEA DMUs E and F can
never be projected to the line ΠD. Here D(E) = 3.66 is obtained when DMU E is projected to ΠBC as DMU E has
peers DMU B and C in the nominal DEA. Similarly, D(F ) = 4.33 is obtained when DMU F is projected to ΠAB as
DMU F has peers DMU A and B in the nominal DEA.
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Π ∈ Ψ T(E,Π) T(F,Π) D(E,Π) D(F,Π)
ΠA g =(1,5) (1,2) 7 5
ΠAB h = (
11
3 , 5) (
5
3 , 2)
13
3
13
3
ΠBC i = (
1
3 , 5) (
1
3 , 2)
11
3
17
3
ΠCD g =(1,5) (-8,2) 7 14
ΠD - - ∞ ∞
Table 2: DEA Distance for DMUs E and F , Example 1.
Πu ∈ Ψu D(Eu,Πu) D(Fu,Πu) σE σF
ΠuA 7-2σ 5-2σ 3.50 2.50
ΠuAB | 133 − 103 σ| | 133 − 103 σ| 1.30 1.30
ΠuBC | 113 − 143 5σ| | 173 − 143 σ| 0.79 1.21
ΠuCD |7− 8σ| |14− 8σ| 0.88 1.75
ΠuD - - σ > 1.50 σ > 3
Table 3: DEA Distance and minimum amount of uncertainty for DMUs E and F , Example 1.
To calculateD(ˆıu,Πu), for inefficient DMUs Eu and Fu, we transform the nominal data according to Definition 10.
This gives the uncertain data in Table 1. The DEA distance of the transformed data can then be calculated, see Table
3. As a result, we calculate the amount of σ for each Πu ∈ Ψu. To find the minimum amount of uncertainty required
for DMUs E and F to become efficient we find σ∗ = minΠu∈Ψu{σ s.t. D(ˆı,Πu) = 0}. These are shown in Table
3. We note that we do not have DEA distances to ΠuD but we can still calculate a minimum amount of uncertainty.
This is because we consider an input oriented DEA model. To calculate the amount of uncertainty that corresponds
to this vertical projection for ΠuD, define a virtual DMU d
u such that xd
u
= xD
u
+ κ, yd
u
= yD
u
+ , where κ is a
positive constant such that xD
u
+ κ > max{(xiu : iu ∈ {Au, Bu, Cu, Du, Eu, Fu}}. Then the line segment Dudu,
has gradient, gDudu = y
Du+−yDu
xDu+κ−xDu =

κ . σE and σF for Π
u
D can then be calculated from (9), taking the limit as
→ 0 gives the result.
Therefore, the minimum amount of uncertainty required for DMUs E and F to become efficient are σE = 0.79 and
σF = 1.21. Both first become efficient on the translated version of the line segment BC.
The number of possible facets of the efficient frontier increases exponentially as the size of the problem, M +N and
I , increases, (Briec and Leleu 2003). Therefore, as the problem size increases, explicitly calculating the amount of σ
for each hyperplane and then selecting the minimum to find υ∗ıˆ , as done in Example 1, is not possible in polynomial
time. There are methods to calculate all the facets, see for example, Frei and Harker (1999), Briec and Leleu (2003),
Olesen and Petersen (2015) and Ehrgott et al. (2019). This leads to the important question of when is it beneficial for an
inefficient DMU to compare itself to different facets of the efficient frontier as uncertainty is introduced?
When N = M = 1, we can determine in advance to which hyperplane a DMU should be projected. This is because
the facets are line segments and can be defined by two extreme points of the efficient frontier (or a single extreme
point of T for which an output(input) can be decreased(increased) without entering the interior of the PPS). By solving
the nominal DEA problem (1) I times, all the efficient DMUs can be determined. There is a finite number, φ, of
efficient DMUs whose inputs and outputs represent extreme points of the PPS. These φ points can be ordered so that
x1 < x2 < · · · < xφ and y1 < y2 < · · · < yφ such that each consecutive pair defines a facet of the efficient frontier.
This can be used to determine the facet a DMU should be compared to under uncertainty. This obviates the need to
calculate the amount of uncertainty for each hyperplane. To do this, we first show in Proposition 6 that if two DMUs
the same DEA distance from the efficient frontier are projected to different facets, the amount of uncertainty required
for the facet with a bigger gradient will be greater.
Proposition 6. Let N = M = 1 and assume there are three or more efficient extreme points of the PPS. Let DMU ıˆ
and ıˆ′ be inefficient DMUs a DEA distance τ from the efficient frontier that are projected to a hyperplane that contains
the line segment defined by two extreme points of the PPS with gradients g and g′ respectively. If g > g′ then E ıˆ < E ıˆ
′
Proof. Choose three DMUs A, B and C that are consecutive extreme points of the PPS. Then the efficient frontier
contains the line segments AB and BC. We denote their gradients g and g′, respectively, where g > g′. Consider the
DMUs ıˆ and ıˆ′ and their nominal DEA projections to the efficient frontier, points D and E.
ıˆ = (xA + ρ+ τ, yA + gρ), ıˆ′ =(xB + ρ′ + τ, yB + g′ρ′),
D = (xA + ρ, yA + gρ), E =(xB + ρ′, yB + g′ρ′),
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where ρ, ρ′ and τ are positive constants. In this way DMUs ıˆ and ıˆ′ have peers A, B and B,C, respectively and
D(ˆı, AB) = D(ˆı′, BC) = τ . From (9),
σıˆ =
gτ
2(1 + g)
, σıˆ′ =
g′τ
2(1 + g′)
.
But, g > g′ so g can be rewritten as g = g′ +  ( > 0) and σıˆ becomes
σıˆ =
τ(g′ + )
2(1 + g′ + )
=
τ
2
(
g′ + 
1 + g′ + 
)
.
Therefore, σıˆ > σıˆ′ and hence the amount of uncertainty required for a DMU to become efficient on a facet is greater
when the gradient of the facet is bigger.
Therefore, for inefficient DMUs a DEA distance τ from the efficient frontier, as the gradients of the line segments of
the efficient frontier decrease, the required uncertainty for an inefficient DMU to become efficient when compared to
that line segment decreases. This means the efficiency score of inefficient DMUs will not increase if compared to line
segments of the efficient frontier with a larger gradient than the gradient of the line segment a DMU is projected to in
the nominal DEA problem (1). Using the result from Proposition 6, for N = M = 1, we can now identify which line
segment each point in the PPS is projected to and hence, calculate the minimum uncertainty required for a DMU to be
deemed efficient. This is done in Theorem 5.
Theorem 5. Assume N = M = 1 and there are φ > 2 extreme points of the PPS, ordered such that x1 < · · · < xφ
and y1 < · · · < yφ. The line segment of the efficient frontier which requires the minimum amount of uncertainty for
DMU ıˆ to be projected to its corresponding target point can be determined as follows.
If yıˆ + xıˆ ≤ y1 + x1 the line segment is EF1.
If y1 + x1 ≤ yıˆ + xıˆ ≤ y2 + x2 the line segment is EF1,2.
...
...
If yφ−1 + xφ−1 ≤ yıˆ + xıˆ ≤ yφ + xφ the line segment is EFφ−1,φ.
If yφ + xφ ≤ yıˆ + xıˆ the line segment is EFφ.
Here EFi,j is the straight line formed between (xi
u
, yi
u
) and (xj
u
, yj
u
), EF1 is the vertical line x = x1
u
and EFφ is
the horizontal line y = yφ
u
.
Proof. Let σ1 < σ2 < . . .. From Theorem 3 an optimal solution to (3) for DMU ıˆ exists such that the uncertain data
for DMU i are selected so that as σ increases (xi, yi) becomes (xi + σ1, yi − σ1), (xi + σ2, yi − σ2) etc.. These points
are on the line given by equation y = −x+ yi + xi. Hence, the introduction of box uncertainty results in the extreme
points of the efficient frontier moving towards (xi + yi, 0) until γ∗ıˆ = 1.
First, consider DMU ıˆ and ıˆ′ where DMU ıˆ lies to the left of the line y = −x+ yi + xi, DMU ıˆ′ lies to the right and
yφ−1 < yıˆ = yıˆ′ < yφ. In this way, yφ−1 + xφ−1 < yıˆ + xıˆ < yφ + xφ and yφ + xφ < yıˆ
′
+ xıˆ
′
and both have peers
DMU φ and φ− 1 in the nominal DEA problem (1). From Proposition 6 DMU ıˆu(ˆı′u) will be projected to either EFφ
or EFφ−1,φ. From (9), calculate the amount of uncertainty required for DMU ıˆu and ıˆ′u to be projected to both EFφ
and EFφ−1,φ. This gives σ
EFφ−1,φ
ıˆ ≤ σEFφıˆ and σEFφ−1,φıˆ′ ≥ σEFφıˆ′ , where σEFijıˆ is the amount of uncertainty required
for DMU ıˆ to be efficient on EFij . If DMU ıˆ lies on the line y = −x + yi + xi, then σEFφ−1,φıˆ = σEFφıˆ . Repeated
application to line segments defined by consecutive extreme points of the PPS of (1) gives the result.
Inefficient DMUs with yıˆ + xıˆ < y1 + x1 will be compared to the line x = x1
u
. If a DMU is on the line x = x1
u
and has output less than y1
u
, it would be possible for the DMU to increase its output further without increasing the
input. However, it is still deemed efficient as we are considering an input oriented DEA model. When DMU ıˆ satisfies
yφ + xφ < yıˆ + xıˆ, DMU ıˆu will be compared to the line y = yφ
u
. Any DMUs on the line y = yφ
u
will require any
infinitesimally small amount of uncertainty σ to become efficient, because this will result in yıˆ
u
> yφ
u
.
From Theorem 5, for N = M = 1 we can determine the line segment which requires the minimum amount of
uncertainty for DMU ıˆu to be projected to. Hence, we can determine the line segment of the efficient frontier on which
DMU ıˆu will be deemed efficient. We demonstrate this by deriving the minimum uncertainty for DMUs E and F from
Example 1.
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Example 1. DEA Distance Continued. From Theorem 5, the line segment of the efficient frontier the inefficient DMUs
should be compared to can be calculated. We have yA + xA = 2, yB + xB = 7, yC + xC = 14, yD + xD =
18, yE + xE = 13 and yF + xF = 8. Therefore, both DMUs E and F should be compared to BC and we only need
to calculate σE and σF when DMUs E and F are compared to BC.
From Theorem 4, the amount of uncertainty required for DMU ıˆu to be projected to each hyperplane, Πu ∈ Ψu can
be calculated. However, as N,M and I increase in the uDEA problem (4), explicitly calculating each facet and the
minimum amount of uncertainty for each DMU to each facet becomes computationally intensive. In Algorithm 1, we
propose a method to approximate the minimum amount of uncertainty, υ∗i , to deem DMU i efficient using the robust
DEA method (3).
Algorithm 1: General procedure to solve box uDEA (4)
Input :Ω, max(m(U)), step length t > 0
Output :υ∗i
for ıˆ = 1, . . . I do
Set σ = 0
while E ıˆ(U) < 1 and σ < max(m(U)) do
Transform the data to account for uncertainty
xıˆ
u
= xıˆ − σ, xiu = xi + σ, ∀i ∈ I, i 6= ıˆ
yıˆ
u
= yıˆ + σ, yi
u
= yi − σ, ∀i ∈ I, i 6= ıˆ
Calculate E ıˆ(U)
Set σ = σ + t
end
if E ıˆ(U)==1 then
DMU ıˆ is capable under Ω and υ∗ıˆ = σ.
else
The ıˆth DMU is incapable under Ω.
end
end
In Algorithm 1, the step length t is problem dependent. It should be chosen such that only minor gains in efficiency are
observed between iterations. The accuracy of Algorithm 1 at solving (4) is limited by the chosen step length t, i.e. if for
some t DMU ıˆ becomes efficient, the true minimal amount of uncertainty is within [σ, σ − t). Therefore, t should be
chosen to achieve the desired accuracy of υ∗ıˆ . In Section 4, we apply this algorithm to determine the minimum amount
of uncertainty required for radiotherapy treatment plans to be deemed efficient.
4 A case study in radiotherapy
Alongside surgery and chemotherapy, external beam radiotherapy is one of the major forms of cancer treatment and
about two thirds of all cancer patients undergo a course of radiotherapy (Berkey 2010). Radiotherapy exploits a
therapeutic advantage whereby cancer cells are unable to recover as well as healthy cells from radiation damage.
Radiotherapy treatment is planned with the aim of achieving conflicting goals; while a sufficiently high dose of radiation
is necessary for tumour control, a low dose of radiation is desirable to avoid complications in normal, healthy, tissue.
Once an initial treatment plan has been made, planners will try and improve it to ensure prescribed doses are met and
the Organ At Risk (OAR) tolerances are not exceeded. It is very difficult to design an optimal treatment plan due to the
large number of parameters involved. A plan can be evaluated both through visual inspection and quantitative measures
to check if it meets the required prescribed doses to the tumour and restrictions on doses to the OARs. For complex
cases, it is unlikely to be an acceptable plan the first time round. As a result, the planner must change parameters and
replan until a satisfactory plan is found. However, the trial and error aspect means the most desirable plan that could be
achieved may not be found. This is particularly difficult in the optimisation processes involved in treatment planning
due to the trade-offs between treatment of the tumour and sparing of the OARs. Treating the tumour can be achieved by
using very high radiation doses. However, this will also affect healthy cells and subject the patient to high doses of
radiation. Conversely, by not irradiating at all, the patient may die of cancer. Neither is desirable. Therefore, a suitable
balance must be found between treatment and sparing.
In radiotherapy treatment planning, DMUs are the treatment plans and DEA assesses how well the plans perform in
transforming inputs into outputs, i.e. delivering the prescribed dose to the tumour, the planning target volume (PTV),
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while limiting the dose delivered to OARs. The resulting efficiency score is relative to the set of plans considered in the
study. The doses to the OARs, limits which are set by the oncologists, can be thought of as inputs in the DEA model.
The dose to the PTV, which ultimately determines the medical outcome of the treatment, is the output in the DEA
model. A good treatment plan would minimise the dose to the OARs and maximise the dose to the PTVs.
Here, we consider 42 anonymised prostate IMRT treatments, 37 of which were used to treat patients at Auckland
Radiation Oncology, a private radiation therapy centre in Auckland, New Zealand. The remaining five were plans
produced as a result of replanning as described in Lin et al. (2013). These plans were also used in Ehrgott et al. (2018)
where ellipsoidal uncertainty is considered. After consulting with clinicians, Lin et al. (2013) decided that the important
variables to assess treatment plan quality were the generalised equivalent uniform dose, (gEUD), for the rectum and the
D95 for the prostate. The gEUD for the rectum is the only input in the DEA model. It is an averaging quantity that
measures the homogeneity of the dose delivered to the rectum. The D95 for the prostate is the dose (in Gy) received by
95% of the prostate. They also considered the percentage volume of rectum overlapping the prostate as an environmental
variable. This is because although the overlap cannot be changed it can influence the quality of the treatment plan and
so should be accounted for. For more details on the use of environmental variables in DEA see Cooper et al. (2000).
After replanning 5 of the plans that they believed could improve, they concluded that “the results confirm that DEA is
capable of identifying plan improvement potential and predicting the best attainable plan in terms of the inputs and
outputs". This study assumed the planning data to be exact and classified treatment plans as efficient or inefficient based
on these data. However, it is likely that the values for the data are uncertain. Hence, it is also possible that an inefficient
plan does actually perform well in practice. This outlook is motivated by the inherently uncertain nature of radiotherapy
treatment planning, see for example, Buzdar et al. (2013).
There are many uncertainties associated with the radiotherapy treatment process. It is well known in radiation oncology
that the outcomes of radiotherapy differ from the plans, i.e. the doses delivered to structures are usually slightly different
from those calculated during treatment planning. There are many sources of uncertainty in predicting the dose delivered,
from the mathematical modelling of the dose distribution and the physical interaction of radiation with the biological
tissues, to the variability in human contouring and treatment equipment alignment. In radiotherapy treatment planning
the standard assumption is that uncertainty is proportional to the dose. The international commission on radiation units
and measurements conclude that the available evidence for certain types of tumour suggests an accuracy of ±5% is
required (Andreo et al. 2004). Combining the standard uncertainty value for dose determination and the uncertainty
associated with the treatment planning system used, here Pinnacle (Philips 2009), Henríquez and Castrillón (2008)
suggest an uncertainty of 3.6% is used. Therefore, we use max(m(U)) = 3.6%, i.e. if a plan is not efficient with 3.6%
or less uncertainty it is deemed incapable.
We wish to consider the effect uncertainty has on the conclusions drawn in Lin et al. (2013). We first transform the data
to aid ease of computation. We divide the output D95 by the prescribed dose 74Gy×0.95. Then our output is a measure
of the proportion of the prescribed dose achieved by 95% of the PTV volume. Here we note that although proportion
variables generally cause problems in DEA models, this is not the case for our output variable as it is re-normalisation
with the same denominator for each output, (Olesen et al. 2015). Similarly, we divide the input gEUD to the rectum by
70 as clinically there is a higher risk of toxicity related to rectal doses over 70Gy (Tucker et al. 2012). Multiplying both
by 100 means we can model the uncertainty of up to 3.6% uncertainty in both the input and output by using σ = 3.6
directly.
Lin et al. (2013) include the percentage volume of the rectum overlapping the PTV to account for anatomical variations
between patients. This is incorporated in the DEA model via a non-discretionary output variable (Cooper et al. 2000).
Here we will consider the DEA model both with and without the overlap included. Note that we do not consider
uncertainty for the percentage volume of rectum overlapping the PTV. Instead, we consider that it has the same effect
on treatment plan quality for each realisation of the data.
From Theorem 3, we can solve the robust DEA model (3) for uncertainty in increasing values of σ. We consider an
increase in uncertainty up to the clinically relevant σ = 3.6%. Figure 2 shows the nominal efficiency score plotted
against the minimum amount of uncertainty required to deem a DMU efficient, where the value of uncertainty has been
increased in step sizes of t = 0.01. We use t = 0.01 as it is a sensible step size for the application and allows us to
report the minimum amount of uncertainty correctly to two decimal places.
In Figure 2a, the plans that are efficient when overlap is included are shown by a blue star symbol. These plans are all
at (1, 0) in Figure 2b where we include overlap as an environmental variable. The introduction of a non-discretionary
output variable means different plans will define the efficient frontier depending on the amount of overlap being
considered. Here, the plots are colour-coded to demonstrate the effect overlap has on our DEA results. Here, we note
that for plan 19, although the efficiency score increased with replanning, the amount of uncertainty required for it to be
evaluated efficient increased. This highlights the importance of considering the role uncertainty plays when choosing
plans to be improved.
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Figure 2: Results of the uDEA problem for IMRT data.
We argue that it may be more beneficial to replan plans that require a large amount of uncertainty to be deemed efficient,
even if they have a better nominal efficiency score. This is because these are the plans that cannot argue their inefficiency
is due to the uncertain data.
5 Conclusion
In this paper, we developed a method for solving the uDEA model (4) for box uncertainty. If the efficient facets of the
PPS are known the uDEA problem can be solved exactly. This can be done by considering the amount of uncertainty
required for the uncertain inputs and outputs of a DMU to be projected to each efficient facet. But, as M +N and I
increase this is not possible in polynomial time. Therefore, we have proposed an algorithm (Algorithm 1) that iteratively
increases the amount of uncertainty σ allowed, solving a robust DEA model by linear programming in each iteration.
Clearly, methods that do not rely on the full specification of all efficient facets would be beneficial to progress in this
field. This algorithm computes the amount of uncertainty defined by (4) up to a deviation equal to the iteration step
length.
This paper has built on work by Ehrgott et al. (2018) where a first order algorithm for solving the uDEA problem
with ellipsoidal uncertainty was provided. Because uDEA problems are non-convex, further research into heuristic
approaches may be beneficial. The uDEA model involves nonlinear terms so an alternative approach would be to
determine a suitable simplified model. A model that captures the properties of the uDEA model by introducing binary
variables to linearise the nonlinear constraints. This is an area we will explore further.
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