Abstract. -This paper is a continuation of [15] where we studied a randomisation method based on the Laplacian with harmonic potential. Here we extend our previous results to the case of any polynomial and confining potential V on R d . We construct measures, under concentration type assumptions, on the support of which we prove optimal weighted Sobolev estimates on R d . This construction relies on accurate estimates on the spectral function in a non-compact configuration space. Then we prove random quantum ergodicity results without specific assumption on the classical dynamics. Finally, we prove that almost all basis of Hermite functions is quantum uniquely ergodic.
1. Introduction and results 1.1. Introduction. -The aim of this paper is to prove stochastic properties of weighted Sobolev spaces associated to the Schrödinger operator
where V is a real confining polynomial potential. We will see that most of the results obtained in [15] for the harmonic oscillator (V (x) = |x| 2 ) have a natural extension in this context. In the case of the harmonic oscillator we can take profit of many explicit formulas and both the spectrum and the eigenfunctions are well understood. This is not true anymore for more general potentials even if many asymptotic properties are known (see [4, 9, 13, 16] ). The results obtained in this paper combine accurate spectral results for the operatorĤ V with probabilistic methods. Our work is inspired by similar properties proved before by Burq and Lebeau [2] (see also Shiffman and Zelditch [18] ) concerning the Laplace operator on compact Riemaniann manifolds. When the degree of V tends to infinity, we formally recover the estimates of [2] .
As a consequence of our probabilistic estimates, we obtain quantum ergodicity results forĤ under general probability laws satisfying the Gaussian concentration of measure property. These results extend previous ones [21, 2] obtained on compact manifolds for the Gaussian measure. Furthermore, our analysis allows to prove that almost all orthonormal bases of L 2 (R d ) of Hermite functions are unique quantum ergodic (see Theorem 1.6 below).
Spectral theory context : Let d ≥ 2 and k ≥ 1 an integer number and write x = (1 + |x| 2 ) 1/2 . In the sequel, we will consider a potential V satisfying
The potential V is an elliptic polynomial in R d , which means that we have: V = V 0 + V 1 where V 0 is an homogeneous polynomial of degree 2k with (V 0 (x) > 0 if x = 0) and V 1 (x) is a polynomial of degree ≤ 2k − 1.
In particular for |x| large we have V (x) ≈ x 2k . Under these assumptions, V is bounded from below; by adding a constant to V , we can assume that V is nonnegative. Examples are V (x) = |x| 2k for k ∈ N * or V (x) = |x| 4 + α|x| 2 , α ∈ R. Under these assumptions,Ĥ V has a compact resolvent and its spectrum consists in a non decreasing sequence {λ j } j≥1 where each eigenvalue λ j is repeated according to its multiplicity and satisfies lim j→+∞ λ j = +∞. Let {ϕ j } j≥1 be an orthonormal basis in L 2 (R d ) of eigenfunctions ofĤ V ,Ĥ V ϕ j = λ j ϕ j . Then one can show that ϕ j is in the Schwartz space S(R d ) thanks to Agmon estimates.
For any interval I of R we denote by Π H (I) the spectral projector ofĤ on I. The range E H (I) of Π H (I) is spanned by {ϕ j ; λ j ∈ I} and Π H (I) has an integral kernel given by (1.1) π H (I; x, y) =
[j:λ j ∈I] ϕ j (x)ϕ j (y).
If I = I λ :=]0, λ], we denote by Π(λ) = Π(I λ ), E H (λ) = E H (I λ ) and π H (λ; x, y) = π H (I; x, y). We have a "soft" Sobolev inequality (see e.g. [15, Lemma 3 .1] for a proof):
In R d the spectral function π H V (λ; x, x) is fast decreasing for |x| → +∞ so it is natural to replace the L ∞ norm u ∞ = sup The spectral theory forĤ has been studied in [4, 13, 9] . In particular a Weyl asymptotics was proven: ), λ → +∞, and using the assumptions (A1) on V we get N H (λ) ≈ λ
. We then consider the normalized Hamiltonian 
The Hilbert Sobolev spaces are denoted by H s k = W s,2 k . The H s k -norm is equivalent to the spectral norm
, when u(x) = j∈N c j ϕ j (x).
Remark 1.1. -We stress that with the definition (1.5),Ĥ nor is considered as an order 1 operator. This convention is different from the one used in [15] , where the definitions of the Sobolev spaces were based onĤ instead ofĤ nor .
Let d ≥ 2. For h > 0, we define the spectral interval I h = [ 
with any D > 0 if δ < 1 and D some large constant if δ = 1. We denote by N h the number with multiplicities of eigenvalues ofĤ nor in I h . By (1.3) we have
Then, under the previous assumptions, lim
In the sequel, we write
We will consider sequences of complex numbers γ = (γ n ) n∈N so that there exists K 0 > 0
This condition means that on each level of energy λ n , n ∈ Λ h , one coefficient |γ k | cannot be much larger than the others. Sometimes, in order to prove lower bound estimates, we will need the stronger condition (
This condition which was suggested to us by Nicolas Burq, means that on each level of energy λ n , n ∈ Λ h , the coefficients |γ k | have almost the same size. For instance (1.9) holds if there exists (d h ) h∈]0,1] so that γ n = d h for all n ∈ Λ h . These sequences will be used to built random wave packets u γ = γ j X j ϕ j for random variables {X j } j≥1 .
Stochastic context : Consider a probability space (Ω, F, P) and let {X n , n ≥ 1} an i.i.d sequence of real or complex random variables with joint distribution ν. In the sequel, we assume that the r.v. X n is centred (E(X n ) = 0) and normalised (E(|X n | 2 ) = 1). For our results we will assume that ν satisfies a Gaussian concentration condition in the sense of the following definition: Definition 1.2. -We say that a probability measure ν on K (K = R, C) satisfies the concentration of measure property if there exist constants c, C > 0 independent of N ∈ N such that for all Lipschitz and convex function F :
where F Lip is the best constant so that
For instance, ν can be the standard normal law, a Bernoulli law or any law with bounded support (see [15, Section 2] ). For details on this notion, see Ledoux [12] .
Observe that if (1.10) is satisfied, that for ε > 0 small enough, for j ≥ 1 (see [15, (2. 3)])
If (γ n ) n∈N satisfies (1.9) and ν satisfies (1.10), we define the random vector in E h
and we define a probability P γ,h on S h by: for all measurable and bounded function f :
In other words, P γ,h is the push forward probability measure obtained by projection on the unit sphere of E h of the law of the random vector v γ . In the isotropic case (γ j = 1 √ N for all j ∈ Λ h ), we denote this probability by P h . We can check (see e.g. [15, Appendix C] ) that in the isotropic case and in the particular case where ν = N C (0, 1) or ν = N R (0, 1), then P h (which we will denote by P (u) h ) is the uniform probability on S h .
Notice that if the probability law ν is rotation invariant on C then the probabilities P γ,h are invariant by the Schrödinger linear flow e −ith −1Ĥ .
1.2.
Main results of the paper. -Let us state now the main results proved in this paper.
1.2.1.
Estimates for frequency localised functions. -Our first result shows that for the elements in the support of P γ,h , the Sobolev estimates are better than usual. This phenomenon was studied in [2] on compact Riemannian manifolds and in [15] for the harmonic oscillator. Recall the definition (1.5) of the Sobolev spaces W (1.13)
Moreover the estimate from above holds true for any 0 ≤ δ ≤ 1 (D is large enough for δ = 1) and γ satifying (1.8) .
Recall that on the support of P γ,h there exist 0 < C 2 < C 3 , so that for all u ∈ S h , and s ≥ 0 (1.14)
which shows that there is no random smoothing in the L 2 Sobolev scale spaces (see also Theorem 3.11). But, ifĤ = −∆ + V is considered as an operator of order 2, then using (
comparing with the deterministic Sobolev embedding. We shall see that this is really a stochastic smoothing property which has nothing to do with the usual Sobolev embedding. For k = 1 we recover [15, Theorem 1.1] in the case of the harmonic oscillator. In this particular case, we moreover construct Hilbertian bases of L 2 (R d ) of eigenfunctions ofĤ which enjoy good decay properties (see [15, Theorem 1.3] ). For a general potential we can extend this result, with analogous bounds, but for quasimodes instead of exact eigenfunctions.
When k → +∞, the operatorĤ seems to behave like the Laplacian on a compact manifold. In this case we get estimates close to the estimates of [2, Théorème 5] .
The proof of Theorem 1.3 relies on a good understanding of the spectral function associated withĤ, in particular on two weighted estimates in L p : The first is a semi-classical uniform upper bound obtained by Koch-Tataru-Zworski [11] , while the second estimate is a lower bound which is proved in the Appendix. These results are combined with probabilistic techniques as in [2, 15] .
1.2.2.
Random quantum ergodicity. -Our second result concerns semi-classical measures associated with families of states
This development is inspired from [2] , and can be interpreted as a kind of random-quantum-ergodicity (see [21] ).
Assume that
Denote by L η the Liouville measure associated with the classical Hamiltonian
where Σ η is the Euclidean measure on the hyper surface Σ η := H −1 0 (η) and C η > 0 is a normalization constant such that L η is a probability measure on Σ η .
We denote by S(1, k) the class of symbols such that A ∈ C ∞ (R 2d ) and A is quasi-homogeneous of degree 0 outside a small neighborhood of (0, 0) in
For A ∈ S(1, k) let us denote byÂ the Weyl quantization of for all j ∈ Λ h ), and that ν satisfies the concentration of measure property (1.10). Then there exist c, C > 0 so that for all r ≥ 1 and A ∈ S(1, k),
We are inspired from Burq-Lebeau [2, Théorème 3] who obtained a similar result for the Laplacian on a compact manifold. A modification of their proof allows to consider more general random variables satisfying the Gaussian concentration assumption instead of the uniform law.
The result of Theorem 1.4 can be related to quantum ergodicity (see [20, 3, 7] ) which concerns the semi-classical behavior of ϕ j ,Âϕ j when the classical flow is ergodic on the energy hyper surface Σ η .
Then, for "almost all" eigenfunctions ϕ j , we have ϕ j ,Âϕ j j→+∞ −→ L η (A). The meaning of Theorem 1.4 is that we have u,Âu h→0 −→ L η (A) for almost all u ∈ S h such that all modes (ϕ j ) j∈Λ h are "almostequi-present" in u. For related results see Zelditch [22] .
As a consequence of Theorem 1.4 we easily get that almost all bases of Hermite functions are Quantum Uniquely Ergodic (see Theorem 1.6 for a precise statement).
From (1.15) we directly deduce that there exists C > 0 so that for all p ≥ 2 and
Therefore, if one denotes by 
Remark 1.5. -It is likely that our main results can be extended in the case where V is a smooth (instead of polynomial) confining potential, at the cost of some technicalities.
1.2.3.
Quantum unique ergodicity of bases of Hermite functions. -As another application of the ergodicity results (see Proposition 4.1) we prove that random orthonormal basis of eigenfunctions of the Harmonic oscillatorĤ = −∆ + |x| 2 is Quantum Uniquely Ergodic (QUE, according the terminology used in [22] and introduced in [19] ). Firstly, we assume that for all j ∈ Λ h , γ j = N −1/2 h and that X j ∼ N C (0, 1), so that P h := P γ,h is the uniform probability on S h . Set η = 2, then the Liouville measure L 2 is the uniform measure on (x, ξ) ∈ R 2d : |x| 2 + |ξ| 2 = 2 = √ 2 S 2d−1 . We set h j = 1/j with j ∈ N * , and
Then (1.6) is satisfied with δ = 1 and D = 2. In particular, each interval
only contains the eigenvalue 2j + d with multiplicity N h j ∼ cj d−1 , and E h j is the corresponding eigenspace of the harmonic oscillator H. We can identify the space of the orthonormal basis of E h j with the unitary group U (N h j ) and we endow U (N h j ) with its Haar probability measure ρ j . Then the space B of the Hilbertian bases of eigenfunctions of H in L 2 (R d ) can be identified with
which can be endowed with the measure dρ = ⊗ j∈N dρ j .
Theorem 1.6. -LetĤ be the harmonic oscillator. For B ∈ B and A ∈ S(1, 1) denote by
Then we have lim
j→+∞ D j (B) = 0, ρ − a.s on B.
In other words, a random orthonormal basis of Hermite functions is QUE.
In [21] the author proved that on the standard sphere a random orthonormal basis of eigenfunctions of the Laplace operator is ergodic.
Using estimates proved in [2] , an analogous result to Theorem 1.6 can be obtained for the Laplace operator on Riemannian compact manifolds with the same method. This holds true in particular for the sphere in any dimension d ≥ 2 and more generally for Zoll manifolds (in this last setting a random orthonormal basis of quasi-modes is obtained).
1.3.
Plan of the paper. -The rest of the paper is organised as follows. In Section 2 we state crucial estimates on the spectral function which are used in Section 3 for the proof of Theorem 1.3. Section 4 is devoted to the proof of Theorem 1.4. Finally, in the appendix, we prove some point-wise estimates for the spectral function.
Acknowledgements. -The authors benefited from discussions with Nicolas Burq and Aurélien Poiret.
Estimates for the spectral function
Our goal here is to obtain for the spectral function of operatorsĤ satisfying (A1), analogous estimates as those proved in [10] and in [11] for the harmonic oscillator. These estimates are more or less known, in particular some are contained in [10] , but they are crucial for proving our first main result, so we state them in a form suitable for us. The difficulties to prove them increase with the parameter δ ∈ [0, 1] measuring the width of the spectral window I h . Concerning upper bounds, the case δ = 0 is easy; δ < 2/3 can be reached using accurate properties of the semi-classical Weyl calculus; the case δ = 1 was solved in [11] using a semi-classical Strichartz estimate. However, for the lower bounds, we need to assume δ < 2/3.
2.
1. An upper bound of the spectral function. -Here we cannot use explicit formulas like the Mehler formula for the harmonic oscillator. But it is possible to use a global pseudo-differential calculus to construct a parametrix for (Ĥ − λ) −1 where λ ∈ C, λ / ∈ [0, ∞[ and to use some estimates proved in [16] . We give in Appendix A.2 the main steps to prove the following result. 
We get easily the following estimate for the spectral function ofĤ defined in (1.1).
Corollary 2.2. -With the notations of the previous Proposition we have
In particular for every θ ≥ 0 we have
and for every u ∈ E H (λ), thanks to (1.2) we have
2k . We shall see that θ = d k is specific because we get from (2.1)
Notice that we also have
Now using the definition of h = λ − k+1 2k we get that
2.2.
A uniform estimate for the spectral function. -Now we shall state more refined estimates. Let V be a potential satisfying (A1), then we have
The proof Proposition 2.4 is a consequence of the following more general semiclassical result, which is proved in Appendix A.3. See also Ivrii [9] for related work. For 0 < ε < 1, denote by V ε (x) = ε 2k V (x/ε), where V satisfies (A1) and consider the operatorĤ ε (h) = −h 2 ∆ + V ε . Then
Remark 2.6. -Actually, this result holds true for a larger class of potentials (
which satisfy the following conditions: Let ν 0 ∈ R, ε 0 > 0 and denote by I 0 = [ν 0 − ε 0 , ν 0 + ε 0 ]. We assume that there exists a compact K ⊂ R d so that, uniformly in ε ∈ (0, 1]
Remark 2.7. -As already said, for 0 ≤ δ < 2/3 the Proposition can be proved using semiclassical pseudo-differential Weyl calculus. The general case 0 ≤ δ ≤ 1 is more difficult (1) . We shall see in Appendix that it is a consequence of results proved in [11] extended to Hamiltonians depending smoothly on a parameter ε.
(1) We thank M. Zworski for having explained to us that the results of [11] give the L ∞ -estimate for the spectral function with δ = 1, in particular at the turning points.
Proof of Proposition 2.4. -We reduce the problem to a semi-classical estimate. Let us consider the eigenvalue problem
Consider the (ψ h j ) defined by
Performing the change of variable x = yh
, and where V ε is the potential
which is smooth in the parameter ε ∈ [0, 1] and is computed for ε = h
≤ λh + µh, therefore we can fix a large real parameter τ and work with the semiclassical parameter h = τ λ which is small for λ large. Denote byĤ ε (h) = −h 2 ∆ + V ε (x). Then the potential V ε satisfies the condition (A2) and we can apply Proposition 2.5. We deduce that for every c > 0 and for every δ ≤ 1 there exists C > 0 such that
Moreover we get that for every δ ∈ [0, 1] and C 0 > 0, there exists C > 0 such that for every θ ∈ [0,
It is enough to prove (2.5) for |x| ≤ Cλ 1 k+1 with C > 0 large enough, using that π H (λ; x, x) = π Hnor (λ 2k k+1 ; x, x) and that for x 2k λ, π H (λ; x, x) is fast decreasing in x and λ. For |x| ≤ Cλ 1 k+1 , the bound (2.5) is clear.
Finally, the inequality (2.2) is a consequence of an interpolation inequality and (2.5).
Probabilistic weighted Sobolev estimates
Our main goal here is to prove Theorem 1.3. We follow the strategy initiated in [2] and worked out in [15] for the harmonic weighted spaces. A key step for the extension to potentials satisfying (A1), is to obtain suitable spectral estimates. In particular the probabilistic tools (concentration of measures) can be applied in a general setting as we have explained in [15] and will be used freely here, so we shall not give all the details in the proofs.
Here we shall denote by h = λ −1 (λ is a typical energy of the rescaled HamiltonianĤ nor ). Using the Weyl asymptotic formula (1.3) we can infer that there exist h 0 > 0, c > 0, C > 0 such that
We are using the same notations as in the introduction for the HamiltonianĤ nor . In particular N h is the number of eigenvalues ofĤ nor in
Following the strategy of [2] , repeated in [15] , we need to estimate
Proof. -To avoïd some misunderstanding recall here the meaning of the parameters λ and h. If for H the typical energy is λ then for H nor the typical energy is λ nor where we have λ nor = λ k+1 2k . Finally we have h = λ −1 nor . So, we have
; x, x), and (3.2) is a consequence of (3.1) and (2.5).
As for the harmonic oscillator we get, using (1.2) and interpolation, for every
3.1. Upper bounds. -We can get now the following result. 
Moreover we can choose every c 2 < ℓ θ and h 0 small enough where
and inf
Proof.
then a partition of unity argument yields the result. The fact that ℓ θ > 0 follows from (3.2).
So we get probabilistic Sobolev estimates improving the deterministic one (3.3) with probability close to one as h → 0. The improvement is "almost" of order
and
Using the same argument that in [15, Section 3.1] we can deduce from the last corollary a global probabilistic Sobolev estimate. Let θ a C ∞ real function on R such that θ(t) = 0 for t ≤ a, θ(t) = 1 for t ≤ b/2 with 0 < a < b/2. Define ψ −1 (t) = 1 − θ(t), ψ j (t) = θ(h j t) − θ(h j+1 t) for j ∈ N. For every distribution u ∈ S ′ (R d ) we introduce the following dyadic Littlewood-Paley decomposition (h j = 2 −j ),
and we have u j ∈ E h j . The following scale of spaces contains the Besov spaces B s 2,∞ for every s > 0 and m ≥ 0.
We introduce probabilities µ m γ on G m (see [15] for details) as the law of v γ (ω) = j≥0 γ j X j (ω)ϕ j . In particular we can manage such that µ γ (B κ ) ≥ 1 − e −cκ 2 , such that for every u ∈ B κ we have
Here, when k → ∞, we formally recover the estimates proved by Burq-Lebeau [2, Corollaire 1.1] in case of a compact manifold.
3.2.
Lower bounds. -Here we suppose that the random variables follow the Gaussian law N C (0, 1) and that δ < 2/3. Now we are interested to get a lower bound for u L ∞,kθ/2 (R d ) and u W s,∞ k
. As we have seen in [15] , a first step is to get two sides weighted L r estimates for large r.
Our goal now is to prove the following probabilistic improvement of (3.3) when θ = d/k
Thus for θ = d/k we get a two sides weighted L ∞ estimate showing that Theorem 3.2 and its corollary are sharp.
Corollary 3.6. -After a slight modification of the constants in Theorem 3.5, if necessary, we get
The key ingredient of the proof is a two side estimate of a weighted norm of the spectral function. More precisely, we have the following result, which will be proven in Appendix A.4. Lemma 3.7. -There exist 0 < C 0 < C 1 and h 0 > 0 such that 
In particular, for θ =
so Theorem 3.5 and its corollary follow from concentration of measures properties. 
In particular, for every
and for r = +∞ we have for all h ∈]0, h 0 ] 
The first step in the proof is the following
Proof. -By a standard scaling argument, estimate (3.4) is equivalent to the semiclassical estimate
where (−h 2 ∆ + V )ψ h = λ h ψ h and lim
In (3.4) or (3.6) the upper bound is obvious and we only need to prove the lower bound.
Assume that the lower bound in (3.6) is not satisfied. Let µ sc be the semiclassical measure of the semiclassical state ψ h . It is well known that the support of µ sc is in the energy surface H −1 (1) and is invariant by the classical Hamiltonian flow Φ t H of H. Denote by A(x, ξ) = |ξ| 2s . Then for some sequence of h we have
By definition of the semiclassical measure µ sc , for some subsequence h n we have
therefore, from (3.7), using that A ≥ 0 we get that the support of µ sc is in A −1 (0)∩H −1 (1). So if X 0 is in supp(µ sc ) then for every t ∈ R, Φ t H X 0 ∈ supp(µ sc ). We get a contradiction because A −1 (0) cannot contain a global classical trajectory. The same argument applies to the observable A(x, ξ) = |x| s , giving (3.5). Now we prove Theorem 3.11 following [14] . 
The event [M = +∞] is a tail event for the sequence of independent random variables {X n } n≥0 . Thus, according to the (0-1) law, to prove that P[M = +∞] = 1 it is enough to prove that P[M = +∞] > 0. We will use the following Paley-Zygmund inequality: if X ≥ 0 is a random variable and λ ≥ 0,
Using (3.4) and properties of the sequence {X n } n≥0 we get easily, for some c > 0, C > 0,
Hence using the Paley-Zygmund inequality, we get
The result follows from the monotone convergence theorem.
Random quantum ergodicity
We adapt here in the context of semi-classical Schrödinger operators on R d results proved for the Laplace operator on compact manifolds [2, Theorem 3] .
The spectral results which are necessary in the proof come from [7] , and have already been used there to obtain quantum ergodicity results. For an introduction to quantum ergodicity, we refer to Zworski [23, Chapter 15] . 
For a smooth symbol A(x, ξ) in R 2d , we denote byÂ(h) its Weyl h-quantization defined bŷ
Assume that H(x, ξ) = |ξ| 2 + V (x), with (x, ξ) ∈ R 2d where V satisfies the assumptions (A1). Then from [7] (and its bibliography) it is known that:
(ii) The number M h of eigenvalues ofĤ(h) in J h satisfies the Weyl-Hörmander law:
Therefore, thanks to Assumption (A1) on V we can make the change of variables y = h 1/(k+1) x, η = h k/(k+1) ξ and get, thanks to (1.7) , that N h ∼ M h when h −→ 0. (iii) Let Π h be the spectral projector ofĤ(h) on J h and A ∈ S(1) where
Denote by dL η the Liouville probability measure on the energy surface H −1 (η), and recall that
where dΣ η is the Euclidean measure on Σ η := H −1 (η) and C η the normalization constant. Then we can prove that
so that with our assumptions we have
As above, E h is the range of Π h and S h is the (complex) unit sphere of E h , which is of dimension M h . In the particular case where Q (u) h is the uniform probability on S h , using that the canonical probability on the sphere is invariant under the unitary group, we can see easily that the corresponding expectation satisfies
We shall see later (in (4.5)) that this is still true, up to a small error, for more general probabilities. 
We define the random vector in
and we assume that the law of the r.v. X = (X j ) j≥1 satisfy (1.10). We then consider Q h the probability on S h defined by
for all measurable and bounded function f : S h −→ R. In the sequel we denote by F h the expectation associated to this probability. 
As a consequence, there exists C > 0 so that for all p ≥ 2, h ∈]0, 1] and A ∈ S(1)
Remark 4.2. -Actually, this result holds true under more general hypotheses on H. Namely, it is enough to assume that H is a real smooth symbol on R 2d so that
Proof. -To begin with, we can assume thatÂ(h) ≥ 0, since we can consider the operatorÂ(h) + C, where C > 0 is some large constant. Then observe that for all u, v ∈ S h ,
thus we can apply [15, Proposition 2.13], which gives K, κ > 0 so that for all r > 0 and h ∈]0, 1]
where M is a median for u −→ u,Â(h)u . Next, by (4.4)
In order to complete the proof, by (4.1) and the previous lines, it is enough to show that
when h −→ 0. Here the random vector τ which defines Q h reads
By definition
Denote by
h . We write
Firstly, by definition of Ω h we get
Secondly, by Cauchy-Schwarz
It remains to check that Ω τ 4 dP(ω) ≤ C. By (1.11), there exists ε > 0 so that Ω e 2εX 2 j (ω) dP(ω) = C ε < +∞. Thus, by the inequality ε 2 |τ | 4 ≤ e 2ε|τ | 2 and by Jensen
and thanks to (4.6), we get (4.5).
Now we can prove Theorem 1.4. To do that we apply Proposition 4.1 to the semiclassical HamiltonianĤ ε (h) = −h 2 ∆ + V ε depending smoothly on ε ∈ [0, 1]. This reduction is allowed using the following Lemma
ξ . Now using that A is quasi-homogeneous outside (0, 0), we have for every h ∈]0, 1] and |x| + |ξ| ≥ ε 0 , that A(h)(x, ξ) = A(x, ξ).
It is known that, for every j ∈ Λ h , the semi-classical wave front set (or the frequency set, see for example [17] ) of ψ h j is in a small neighborhood of H −1 0 (τ ) which do not contain a neighborhood of (0, 0) for τ large enough. Then the Lemma is proved. Now we easily get the following result, using the Borel-Cantelli Lemma. Assume that the hypothesis of Theorem 1.4 are satisfied. Let {h j } j≥0 be a sequence of positive real numbers converging to 0 as j → +∞. Define the compact metric space X = j∈N S h j equipped with the product probability
Let u ∈ X, u = {u j } j∈N where u j ∈ S h j . For any A ∈ S(1, k), u → u j ,Âu j defines a sequence of random variables on X. 
Proof. -Denote by f h (u) = Π h u,ÂΠ h u . Notice that the random variable f h j depends only on u j = Π h j u so we get
So applying (4.3) and the Borel-Cantelli Lemma to the independent random variables {f h j } j∈N we get the conclusion.
Proof of Theorem 1.6. -Every B ∈ B can be identified with B j j≥1 where B j ∈ U (N h j ). The random variables D j are independent and D j depends only on B j . So for every r > 0 we have
In the last line we have used Lemma 4.3 where C ≥ 0 and M arbitrary large, and that the probability P h is the push-forward of the Haar measure of U (M h ) by the maps: U (N h ) ∋ M → M v ∈ S h , for any v ∈ S h . So using Proposition 4.1 we get, with positive constants
In particular for any d ≥ 2 we get Some point-wise spectral estimates for confining potentials
The aim of this appendix is to prove Proposition 2.1, Proposition 2.5 and Lemma 3.7 for δ < 2/3. We shall restrict here our analysis to Schrödinger Hamiltonians with polynomial potentials, for simplicity. We shall use a global pseudo-differential calculus with a diagonal metric g = dx+dξ w(x,ξ) where w is a weight function on the phase space R d
x × R d ξ . The general theory was achieved by L. Hörmander with the Weyl-Wigner ordering calculus [8] after C. Fefferman and R. Beals for the "usual" ordering. The construction of parametrices for resolvent of elliptic operators is well known. But to cope with δ < 2/3 we need to take care of remainder estimates.
A.1. Parametrix for the resolvent. -We assume that the potential V is an elliptic polynomial of degree 2k, which means that
and H(x, ξ) = |ξ| 2 + V (x) its semi-classical symbol. We can get accurate approximations for the resolvent (Ĥ(h) − z) −1 for h > 0 small and z ∈ C. It is not difficult to get a formal asymptotics as a series in h but to get spectral estimates we need to control the remainder terms when |z| is large (see [17, 5] ). Recall that the h-Weyl quantization of a smooth symbol
In particular the Schwartz kernel K A,h (x, y) ofÂ(h) is given by
The basic formula for the symbolic computation is the Moyal product formula. Let A, B be two smooth observables (for example in the Schwartz space S(R d × R d ) and C the h-Weyl symbol of the operator productĈ(h) :=Â(h)B(h). Then the h-Weyl symbol ofĈ(h) is a smooth function C(h, x, ξ) given by
where σ is the standard symplectic form in
In semiclassical analysis, it is useful to expand the exponent in A.1, so we get the formal series in h:
The crucial point here is to have good estimates for the error term not only in h but also in some extra spectral parameters as we shall see later
Here one of the symbols A, B is a polynomial in (x, ξ) so the analysis is much simpler. Let us introduce the class of symbols Σ(r), r ∈ R. For our application here it is enough to consider the weight function
(a more general setting is considered in [16, 5] ). The condition A ∈ Σ(r) means that for every j ∈ N we have s j (A, r) := sup
The topology on Σ(r) is defined by the semi-norms s j (·, r). A basic result concerning Weyl quantization is that for every h > 0, (A, B) → A#B is continuous for Σ(r) × Σ(s) into Σ(r + s). In [5, Appendix B], we can find accurate estimates for R N (h; x, ξ) in a more general setting. Here, using thatĤ(h) is a polynomial in (x, ξ) we can perform more explicit computations to construct a parametrix for (Ĥ(h) − z) −1 . Following [17, p. 134] we construct a parametrix as follows. By induction on j ∈ N we define
and for our purpose we have to estimate the error term symbol
This Moyal product has a finite expansion in h because the symbol H is a polynomial in (x, ξ). Let us recall that the symbols b z,j have the following properties (see [5] )
Moreover, for all m ∈ N we have if j = 2m then d jℓ = 0 for every ℓ ≥ 3m and if j = 2m+1 then d jℓ = 0 for every ℓ ≥ 3m+1. Furthermore d jℓ is in the symbol class Σ(2kℓ−2j). Thanks to this vanishing property, we get with the Calderon-Vaillancourt theorem, that there exists N 0 ≥ 1 such that for N ≥ 1
Proof. -The estimate of (A.11) is a direct consequence of (A.10) by writing | sin ϕ| ≥ |Im z|/A. For (A.10), we use Lemma A.1 twice, using the estimates (A.4) and (A.7). We writeÊ z,
, with η > 0 small enough so that the hypothesis of Lemma A.1 is satisfied. For the second term, we write
A. and using degree considerations of the f j .
• For N ≥ 1 large enough, the kernel of the remainder term is estimated with (A.10).
• Choosing M large enough we can estimate the contribution ofR z,N (h) by using (A.11) and (A. 14) for the smallest integer M ≥ 3N + N 0 . In (A.14) the loss in h is h −δM but this is compensated by the factor h N +1 for N large if we choose δ < 2/3.
A. 
So we have to prove
for every f like in (A.12). We use again the almost-analytic functional calculus. From (A.10) we see that the contribution of the error term of the resolvent parametrix is of order O(h N +1 ). As previously, the principal term of K f,h is given by (A.15), hence we get (A.16) from a two side estimate of this integral.
A.5. On the case δ = 1. -Here we show how Proposition 2.5 for δ = 1 can be deduced directly from results established in [11] . We admit here that these results can be extended for V depending on a parameter ε.
• Estimates outside the turning points: Outside the turning points V (x) = ν the estimate can be proved using a standard WKB approximation for the propagator U (t) := e −ith −1Ĥ (h) . Let U (t, x, y) be the Schwartz kernel of U (t). Let us give here a sketch of the proof. Choosing ρ even such thatρ ≥ 0 andρ(0) = 1 it is enough to prove (A.17)
We consider now a WKB approximation for I x,ν (h) Using a localization energy argument it is enough to consider a bounded open set of the phase space V = H −1 ]ν 0 − ε 0 , ν 0 + ε 0 [. The term S(t, x, η) is the solution of the Hamilton-Jacobi equation in V and the a j are determined by transport equations (see [17] for details).
The stationary points of the phase Φ x,ν (t, η) := S(t, x, η) − y · η + tν satisfy the equations t = 0, |η| 2 = ν −V (x) if T 0 is chosen small enough. So if V (x) < ν the critical set is a smooth submanifold C x,ν of R × R d of codimension 2 and the Hessian of Φ x,ν is non degenerate in the normal directions to C x,ν . So the stationary phase theorem gives that I x,ν (h) = O(h 1−d ). If V (x) > ν the non-stationary phase theorem gives that I x,ν (h) = O(h ∞ ).
• Estimates at the turning points: Now we consider the case |V (x)−ν| < ε 1 for ε 1 > 0 arbitrary small. We give the argument used in [11] , which is completely different. Let Π h the spectral projector forĤ(h) on [ν, ν + µh]. We claim that it is enough to prove
Assume that (A.18) holds true. Denote by e h (x, y) the Schwartz kernel of the projector Π h and set u x : y → e h (x, y). Then we have Π h u x = u x , thus
Then using that Π 2 h = Π h we get Using that (Ĥ(h) − ν)Π h L 2 →L 2 = O(h), for d ≥ 3 estimate (A.19) is a direct consequence of [11, Theorem 6] . For d = 2 this theorem gives the estimate O(h −1/2 | log h| 1/2 ), but applying the more difficult [11, Theorem 6] , the log term can be eliminated.
