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*** SUMMARY *** 
This thesis concerns the micro-segregation resulting 
from the casting process. This involves the passage of 
interfaces which maintain local equilibrium through a volume 
which was initially already at equilibrium, but which results 
in a non-equilibrium distribution of alloy elements. The 
primary feature of this work is the mathematical modelling of 
this process, extending existing techniques of both analytical 
and numerical character. The resultant, numerical model can 
be summarised as follows: 
a) static-grid, Finite-Difference computer model 
b) Finite, temperature dependent diffusion employed 
in solid phases 
c) Interfaces allowed to progress smoothly across 
grid, i.e. not restricted to nodes 
d) Controlled by heat extraction or cooling rate. 
No initial assumptions made such as for growth 
rate or solidification time 
e) Operates either on a static, primary arm basis or 
coarsening secondary arm basis according to any 
imposed coarsening law of the form A - Btn 
f) The roodel can consider planar, cylindrical or 
spherical representative cells 
g) Any reaction path through a peritectic region of 
the phase diagram can be catered for 
h) A novel routine for the solid/solid interface 
movement allows local equilibrium for all solutes 
under diffusive control from both adjoining 
phases while maintaining a numerically agreed 
growth rate 
i) Optional "streamlining" of the program whereby 
carbon can be considered as being uniformly mixed 
within a given phase, requiring simultaneous 
solution of all the equations for both phase 
interfaces during the peritectic. 
j) The requi red equilibrium data can now be 
obtained from the National Physical Laboratory 
by free-energy minimisation calculation. 
The emphasis of the work has been on the development 
of this tool for tackling micro-segregation phenomena, but 
experimental validation of both the roodel output and the 
equilibrium data input has been performed with promising 
results. 
To my wife, Joanna, and children, Katie and Fiona, 
for their tolerance 
"How many poor scholars have lost their wits, or 
become dizards, neglecting all worldly affairs and 
their own health, wealth, being and well being, to 
gain knowledgel, for which, after all their pains, 
in the world's esteem they are accounted ridiculous 
and silly fools, idiots, asses and (as oft they are) 
rejected, contemned, derided, doting and mad!" 
.... Robert Burton, 'Anatomy of Melancholy', 
Part 1, section 2, member 3, sub-section 15. 
'!he following nomenclature is employed unless locally defined 
otherwise within the text. Similarly, the choice between any 
alternatives quoted below will be locally confirmed within the 
text. 
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Back-diffusion parameter (alternative local definitions) 
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Dendrite arm coarsening coefficient, ms- n 
Re-meshing parameter 
Carbon content, o/bulk, l/liquid, wt.% 
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Specific heat capacity, Jm-3~1 
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Fraction solid 
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Function 
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coefficient in solidus prediction 
volumetric latent heat, L/liquid to austenite, 
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Partition coefficient 
Partition coefficient of element i at x/y interface 
Half dendrite arm spacing, m 
Solvus slope, l/liquidus, (x/y)i/ of element i at 
x/y interface 
Exponent in growth and coarsening equations 
Atomic mass 
Number denoting dimensional baSis, l/planar, 
2/cylindrical, 3/spherical 
Exponent in arm coarsening equation 
Number of solutes, i 
program parameter for re-meshing operation 
program parameter for interface position between 
nodes 
Q Heat extraction rate, Jm- 3s- 1 
r radial distance solidified, m 
r6 radial distance through ferrite, m 
R Number of ultimate program node before an interface 
R Atomic mass ratio 
S Interfacial surface area, m2 I 
t Time, s 
T Temperature, K (unless stated locally to be Celsius) 
U Ann coarsening parameter 
V Ann coarsening parameter 
V Volume, o/representative cell, s/solid 
W Cooling rate (-T), Ks- 1 
xn Nodal spacing, m 
Y Solubility product for MnS (etc.), Wt.%2 
Y program parameter for diffusive flux under 
non-planar geometry 
Y Parameter in solute profile equation 
Z content of an element, other than carbon if the 
'streamlining' option is employed, o/bulk, 
l/liquid, olin ferrite at o/y interface 
Subscripts: 
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At start of time increment 
At end of time increment 
Phase 
Carbon 
Final 
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Interface 
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Already determined in previous iteration 
Already determined 2 iterations earlier 
Peritectic 
Solid 
A dot above a variable signifies its derivative with respect 
to time, and two dots the second derivative. 
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INTRODUCTION 
"To the mischievously idle reader" 
"Whoever you may be, I caution you against rashly 
defaming the Author of this work, or cavilling in 
jest against him. Nay, (to be brief), neither 
tacitly reproach him because of others' censure, nor 
employ your wit in foolish disapproval, or false 
accusation." 
.•.. Robert Burton, 'Anatomy of Melancholy' 
1.1) DEFINITI~, RELEVANCE, AND sroPE OF WORK 
The term, segregation, refers here to the inhomogeneous 
dispersion of elements present in an alloy. The aspect with 
which this thesis is concerned is the segregation which results 
from solidification. Apart from some curious and exotic 
techniques, all alloys Man produces are liquid at some point 
in their history, and although it is relatively easy to make 
a liquid homogeneous, i.e. free from segregation, segregation 
is liable to develop during the solidification process. 
Solidification is, indeed, the most important cause of 
compositional inhomogeneity. 
The majority of casting processes result in a dendritic 
(from the Greek for 'a tree') solidification morphology, i.e. 
the microscopic interface between the growing solid and 
diminishing liquid vaguely resembles a forest of branched 
trees, Figure 1.1. In this context, the term 'segregation' 
can be split into micro and macro categories; micro-
segregation describing the compositional inhomogenei ties on 
the scale of the dendrite branches, or arms, and macro-
segregation describing the larger scale compositional 
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inhomogeneities which may develop. Some authors employ the 
term meso-segregation for scales only a little larger than 
that of the dendrite arms. 
Although this thesis primarily concerns the micro-
segregation resulting from solidification, some consideration 
is given both to macro-segregation during solidification and 
to micro-segregation which does not result purely from the 
solidification process. The basic concepts are fairly general 
to metallic alloys but the details and examples will usually 
be specific to steel. 
The various forms of segregation resulting from 
solidification are of great commercial importance to industry 
in terms of both the liklihood of successfully casting and 
'working' (reduction by rolling or forging) the material 
wi thout cracks and the degree to which the material has to be 
worked before the required property specification (e.g. mean 
and scatter in strength and toughness measurements) can be 
met. The micro-segregation is, of itself, important in this 
respect, describing the scale and intensity of the 
compositional variations around the resultant, fully solidified 
dendritic structure. It is, however, so fundamental to the 
solidification process that it should not just be considered 
in these terms. 
The micro-segregation phenomenon is intimately related 
to the growth and morphology of the dendrites, the nature of 
the solidification phases and precipitation reactions, the 
ranges of temperature and position wi thin the casting over 
which solidification occurs (-the so-called 'mushy zone'-) 
and the fractional solidification wi thin that range. This 
provides a description of the chemical and physical environment 
which, in turn, controls the phenomena of macro-segregation 
and solidification cracking. (A complication for the modeller 
is that the relationships between all these factors are 
interactive rather than consecutive.) 
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At present, a considerable gulf exists between the 
fundamental, mathematical models of solidification and those 
employed to address industrial problems [1,21. Each employ 
assumptions untenable by the alternative approach. The 
various, fundamental models are limited to selections of most 
of the following factors: a) cellular rather than dendritic 
solidification, b) 'free dendrites' in an undercooled melt, 
c) application only to low solid fractions, d) single solute 
species, e) constant partition coefficient and liquidus slope, 
f) no solid state diffusion, g) single solidification phase, 
h) no compound precipitation, i) extreme solidification rates, 
and j) excessive computer usage (one example being 'many hours' 
on a Cray supercomputer per run [l]). None of these conditions 
are acceptable for a model, as in the present case, aiming at 
quantified predictions in industrially Significant alloys so 
some other assumption has to be made. The relevant starting 
point, at least in the forseeable future, is to assume a simple 
morphological basis which thereafter enables all the above 
restrictions to be lifted. This, therefore, is the approach 
adopted in the present work. (The acceptability of this is 
discussed in a later section, 'Model versus Reality, Section 
2.8.) 
The central feature of this thesis is the extension 
of a computer model of micro-segregation due to Kirkwood and 
Ogilvy [3-7]. The original basis and current extensions will 
obviously be described in detail within the main text but can 
be outlined as changing a ternary, single solidification phase 
model with an assumed, constant cooling rate and empirical 
secondary dendrite arm-coarsening laws specific to certain 
steels to a general, rnulticomponent, dual solidification phase 
(as in the peritectic reaction) model with any assumed rule 
for heat extraction and a single, generally applicable law 
describing the arm-coarsening behaviour. 
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The model is described in detail in Chapters 4 and 5 
but comprises finite difference of solid state diffusion 
coupled with up to two moving interfaces and their associated 
solute balances, i.e. solute lost from the moving interface 
must equal the sum of that dispersed into the adjoining phases, 
Fig.1.2 (Fig.1.2a, solid/liquid, A = B + C + 0, Fig.1.2b, 
solid/solid, A = B1 + B2 ). This much is not novel~tthe 
capability of the final program places it at the forefront of 
such work. 
certain extensions to analytical treatments are also 
proposed [8] but the emphasis must necessarily lie with the 
numerical model as the former are more restricted (see Section 
2.8) • 
The associated experimental work comprises 
verification of both the multicomponent equilibrium data for 
input to the model (by liquidus measurements at BST Swinden 
Laboratories and sub-liquidus equilibrium measurements at 
Sheffield University) and the computed model output of micro-
segregation (by CAMECA SXSO electron micro-probe measurements) 
in laboratory and commercial steel. 
The bulk of thi s work was conducted at eST Swinden 
Laboratories under an ECSC project [9] proposed and conducted 
by the author, extending his previous work for British Steel 
in this field [ 10-14 1. The extended capabilities for 
calculation of multicomponent equilibria obtained during this 
project are, of course, reported in this thesis but was 
performed under sub-contract by the NPL [15-171. Considerable 
use was also made from related projects at Sheffield University 
[18,191. 
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THEORY 
"How finely we argue upon mistaken facts!" 
.... Laurence Sterne, 'The Life and Opinions of 
Tristram Shandy', Vol. IV, Chapter 27 
2.1) FlHlAPIEN12\LS OF SOLIDIFlCATI~ 
2.1.1) First Things First 
The first question to be addressed is why does a liquid 
elect to solidify at all? Unfortunately, the answer entails 
Thermodynamics. According to Atkins [20]; "Life's rich pageant 
is summarized ... by the Laws of Thermodynamics, of which there 
are four. The first to be discovered was the Second, and the 
second was the First. The Third is possibly not a law of 
thermodynamics at all, and the Zeroth, discovered fourth, is 
an afterthought. That is all there is that is complicated 
about thermodynamics; the application of the laws is very much 
simpler." (His reassurance does not, however, reflect the 
majority opinion.) It is the first two which concern us. 
The First Law states that energy can neither be created 
nor destroyed, although it may be converted from one form to 
another. This is a very useful Law, although it is demonstrably 
wrong. The errors, however, only concern the physics of 
Relativity and Quantum Mechanics whereas Metallurgy largely 
resides in the Newtonian, common-sense Universe. 
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This law states a limit wi thin which change occurs but 
does not state why or how things change. A clue is provided 
here in the Second Law. To quote Atkins again; "Everyone knows 
why things change: things tend to get worse (though) Scientists 
express this differently". Many verbal formulations of the 
Second Law exist, often in terms of heat engines, but the basis 
is that isolated systems tend towards maximum entropy 
(dispersal-disorder). This gives us some idea of the direction 
of change (the word 'entropy' derived from the Greek for 'to 
give a direction') and is sometimes called "Time's Arrow". 
So, the essence of change is increasing entropy; a 
time-irreversible process even though all the component, 
indi vidual events or reactions are time-reversible (Loschmidt' s 
paradox). All very well but, as it stands at the moment, this 
would imply that solidification simply cannot occur, which 
would rather detract from the point of this thesis. 
solidification obviously results in a dramatic ordering, and 
consequent decrease in entropy. The pertinent fact, however, 
is that a solidifying liquid is not an isolated system: it 
must be losing heat and, hence, pouring disorder into the 
surrounding world. This is, of course, the latent heat of 
solidification. In terms of the First Law, this is heat energy 
being converted to or from 'ordering' energy. 
It is the combination of these two laws which lies 
behind the concepts of use to the case in question. A transfer 
of energy wi th the surroundings must be reflected by the change 
in total energy content of the system. Moreover, at a given 
temperature, it is much easier to lose energy by spreading 
chaos than the reverse. Therefore, if a choice of states with 
different energy contents is available, there will be the 
tendency for the system to adopt that which has the lowest 
energy content and is, therefore, the most stable. This may 
not be an easy process, but as more time elapses, descent down 
to the lowest energy level becomes more likely. 
The di rection of change for a ' closed' system of 
constant mass and composi tion but able to exchange energy wi th 
its surroundings, can therefore be described in terms of the 
minimisation of this 'energy content'. This is described by 
the Gibbs Free Energy (at constant pressure): 
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G-H-TS (2.1 
The term, H, is the enthalpy,('heat content' or 
, internal energy' with an addi tional pressure-volume term which 
is relatively small for condensed phases), T is the absolute 
temperature, and S is the entropy. The enthalpy tends to be 
small in well ordered, strongly bonded structures (the reason 
for the bonding being to lower the energy). The H term in the 
Gibbs free energy equation dominates at low temperatures, and 
strongly bonded structures are therefore favoured. At high 
temperatures, the TS term dominates, and the more random, high 
entropy, , looser' structures are favoured. A solid would 
therefore be expected to transform to a liquid on heating, and 
the liquid transform to a solid on cooling, just like egg 
doesn't. 
In practice, there nrust be a finite free energy in 
order to provide the driving force for solidification. This 
means that the actual temperature nrust be less than the 
equilibrium melting temperature, Tm. For steel and, indeed, 
most metallic systems, there is no great kinetic barrier to 
the high temperature, energetic, single atoms or small atom 
clusters in the liquid adapting to the relatively simple solid 
structures, and equilibrium is virtually achieved after very 
short periods. Once a solid phase starts to appear, however, 
departure from equilibrium is observed, and is progressive 
with decreasing temperature for given times. Interfaces, 
however, between solid and liquid, or one solid form and 
another, often maintain equilibrium locally (Section 2.6). 
The same treatment applies to alloys, but the presence 
of another atomic species introduces additional terms to both 
the bonding (and pressure-volume), hence enthalpy, and the 
entropy. The extra entropy term applies not so nruch to 
differences in the structure itself, but the arrangement of 
distinct species within that structure. 
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'!be result of this minimisation of free energy, 
formulated in terms of both temperature and composition, is 
outlined in the following section and is the basis of the 
multicomponent equilibrium calculations sub-contracted to the 
National Physical Laboratory [9] and described in more detail 
in Section 2.2.2. Suffice it to say for the present that the 
minimisation of Gibbs free energy now predicts equilibrium 
between phases of specific but distinct compositions, although 
each phase will, itself, be unifor.m in composition. Indeed, 
Gibbs defined a phase as being unifor.m in both physical state 
and composition, but the definition is more relaxed in use, 
allowing minor differences in structural parameters as the 
lattice is strained by varying amounts of solute, and the 
Significant differences in local solute content before 
equilibrium is achieved are also overlooked. (Diffusion is a 
process by which these differences are levelled out until 
equilibrium is achieved, but this will also be dealt with 
later. ) 
2.1.2) solidification Morphology 
'!be simplest way in which a liquid can undergo the 
transition to solid is7the advance of a plane front. This 
would be expected of a pure element solidifying away from an 
infinite, planar heat sink, into a semi-infinite body of liquid 
at or above the melting point. under these circumstances, 
there is no reason for the growing solid to be of a different 
thickness from one place to another. The removal of latent 
heat dominates at first, but the 'sensible' heat required to 
cool the solid becomes progressively more important as the 
solidified thickness increases. (A temperature gradient has 
to be maintained or there would be no reason for heat to flow 
away from the interface and solidification would stop.) This 
results in a progressive decrease in solidification rate as 
the solid shell thickens, assuming constant heat transfer 
condi tions at the boundary. Indeed, it can be shown to result 
in a square root of time dependence on this thickness sometimes 
called the Ruddle Equation [21]. 
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If by some chance there does happen to be a minor 
perturbation on the planar surface, the liquid interface is 
further removed from the heat sink than are the surroundings, 
and therefore has a relatively slow growth rate, such that the 
surroundings are encouraged to catch up and even out the 
interface again. Moreover, if the liquid is above the melting 
point, a temperature gradient must also exist in the liquid. 
under these circumstances, any perturbation is further 
discouraged by being in the vicinity of a steeper temperature 
gradient to the hotter liquid. The plane front is therefore 
stable. 
Many analyses of solidification have settled with these 
assumptions, as in the so-called Stefan Problems. To handle 
more practically relevant situations, we must first get back 
to basics. 
a) The Atomic Scale 
The morphology of the solid/liquid interface at the 
atomic scale largely depends on the ease with which the basic 
uni ts, whether atoms or molecules, can be added to the solid 
substrate. This, in turn, depends on the relative bonding in 
the liquid and solid, and the degree of ordering required to 
obtain a suitable match. 
Where this process is difficult, attachment of new 
uni ts is likely to be less so on the 'ragged', high index 
planes. Unfortunately, this localised, relatively rapid growth 
tends to wipe out the high index planes, leaving only regular, 
low index planes exposed to the liquid. The subsequent growth 
displays obvious crystallinity, and is known as 'faceted 
growth' • 
Because of the difficulty in gaining additional units, 
a large degree of undercooling is requi red to drive the process. 
Furthermore, crystal defects play a prominent role because 
they provide ' ragged', favourable sites as with the short-
lived, high index planes. Some defects are similarly short 
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lived but others are maintained despite the growth process and 
can result in markedly different morphologies on the larger 
scale. (For example, a eutecti c containing both rods and plates 
of one phase could simply reflect the presence of both line 
and planar defects in the original nuclei.) 
Faceted growth can be encountered in solidifying steels 
with compounds such as cementite or intermetallics, or from 
solid state reactions. Otherwise, however, there is no real 
difficulty in transferring metal atoms from the liquid to the 
solid, and they can pile on any-old-how, resul ting in an 
atomically , rough' surface. The uni ts are small wi th no problem 
of configuration, and the lattice is simple and relatively 
isotropic. This, more typical morphology is given the 
imaginative title of 'non-faceted', and will be the basis of 
most of the subsequent discussion. 
b) The Micro Scale 
On the micro scale, you can tell an atomically smooth 
(faceted) interface because it looks angular, and an atomically 
rough (higgledy-piggledy) one because it looks smooth. At the 
moment, however, both are growing in an essentially planar 
manner. The non-faceted mode, exhibited by the Simple 
solidification of metals, needs no great driving force for 
atom transfer as described above. 
Keeping to a pure material for the moment, if a non-
equilibrium initial condition of undercooled liquid applies, 
any perturbation is stabilised by the presence of colder liquid 
and a totally different morphology results on the micro-
scale. Indeed, were it not for surface energy considerations, 
any perturbation would experience accelerated growth into a 
cusp disappearing off to infinity [22]. 
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The surface energy is generally low and perturbations 
are markedly encouraged, but slight anisotropy of the albeit 
low surface energy with respect to the crystal structure is 
still sufficient to dominate the subsequent morphology. 
Therefore, under this supercooled condition where a planar 
front is unstable, the surface energy limits the extreme 
curvatures mentioned previously but encourages directions of 
growth which are on the principal lattice axes, in competition 
with the otherwise optinrum directions for heat flux. With 
increasing rates of heat extraction and undercooling, the 
crystallographic 'easy-growth' directions become increasingly 
prevalent, leading from cells to the classic 'dendritic' 
morphology (fig 1.1). At present, however, the argument has 
only explained dendritic growth into undercooled melts. 
In alloys, composition as well as temperature fields 
can stabilise perturbations, such that cellular and dendritic 
morphologies can be and, indeed, usually are, found under 
standard casting procedures whereby the bulk liquid is not 
undercooled. The basis for this is micro-segregation. The 
expected difference in solubility for the solute between solid 
and liquid means that (with k<l) solute has to be rejected 
into the liquid as the solid grows. A planar front would 
produce a diffusion layer of solute in the liquid like a 'bow-
wave' in front of a ship (albeit with a semi-permeable hull). 
This local variation in liquid composition necessarily leads 
to a corresponding variation in liquidus temperature through 
this layer. The planar interface must be at the liquidus 
temperature of the adjacent liquid, but the stability of any 
perturbations will depend on the relative liquidus and actual 
temperatures across the diffusion layer (fig.2.1). If the 
actual temperature profile falls below the liquidus temperature 
of liquid in the diffusion layer, then that region of liquid 
is obviously supercooled even though the temperature gradient 
is positive from the interface. This is known as 'constitutional 
supercooling' [21]. A reciprocal argument applies with k>l 
such that dendrite growth could similarly result. (Hillert 
comments that the big fuss over constitutional supercooling 
is surprising to one brought up wi th solid state transformations 
where the constitutional effects were considered before those 
of temperature changes [23].) 
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Consti tutional supercooling, therefore, is why the 
same morphology as encountered with undercooled melts is found 
wi th alloys even when the bulk liquid is superheated. The 
required, solute field is much more localised than the 
temperature field in an undercooled melt and, consequently, 
less extreme behaviour may be antiCipated, but of essentially 
the same character. 
Assuming steady 
established, the effect 
state planar growth has been 
can be quantified as follows 
(-according to the original treatment by Chalmers rather than 
more sophisticated versions like that of Mullins and Sekerka 
[24,25] ). The cd tical condition is for the actual temperature 
gradient, G, to equal the gradient in liquidus temperature, 
which will be the product of the liquidus slope and the 
concentration gradient in the liquid. The latter can be obtained 
through the solute balance, equating the loss of solute upon 
an increment of growth to that which has diffused down the 
solute gradient in the liquid. (Being steady state, there is 
no solute gradient in the solid. Compare solute balances in 
section 2.5.) 
Zl(l-k)V = Dl.dZl/dx (2.2 
dT/dx = ~ • dZl/dx (2.3 
The critical condition for a stable planar front is: 
G > dT/dx (2.4 
Combining Equations 2.2-4, and expressing in the 
standard form with zo rather than Zl, 
G/V > ~ .Zo(1-k)/(k.Dl) (2.5 
The anticipated morphology has been expressed in terms 
of this variable as reproduced in Figure 2.2. The greater the 
right hand side of equation 2.5 exceeds G/V then the more 'non-
planar' is the observed morphology. 
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It nrust be remembered, however, that this argument 
applies to the stabili ty of a planar front and does not describe 
the situation once a cellular or dendritic morphology has 
developed. Indeed, such morphologies essentially destroy the 
effect simply because the effect is why they occur: they are 
a response to it (fig 2.3 [26]). Residual effects in cells 
promote branching to dendrites, and so on to higher orders of 
branching until the effect is minimised. Minor solute fields 
still exist, however, within the dendritic mesh because of the 
local differences in equilibrium composition (and temperature) 
resulting from the differences in interfacial curvature. These 
are not sufficient, however, to promote additional branching: 
indeed, their nature is such as to discourage it, resulting 
in coarsening of the side-arms and a net reduction in their 
number (Section 2.4). 
There still appears to be disagreement as to the extent 
of the diffusion layer ahead of the dendrite tips. It is 
progressively lessened on changing from planar through cellular 
to proper, dendritic morphologies but is still considered to 
be of sufficient extent to promote the growth of equiaxed 
crystals [27]. studies with EPMA on interrupted-quench 
solidification experiments tend to show that such compositional 
variations are slight [28,29] unless fairly extreme casting 
conditions are considered. This is also evidenced by the fact 
that the solidification temperature is very close to the 
equilibrium liquidus under standard casting conditions. 
c) The Macro Scale 
The standard macrostructure obtained in either 
continuous or ingot casting comprises a chill, columnar and 
equiaxed zone, though all three need not be present in a 
particular case (fig 2.4). 
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The chill zone results from the very rapid cooling of 
the first liquid to hit the mould wall. The high heat extraction 
encourages the display of the random, crystalline 
directionallity of the nuclei, as described above, and can 
achieve a significant but brief undercooling of the liquid, 
both of which promote a macroscopically isotropic, equiaxed 
morphology. Competition between adjacent grains as they grow, 
however, is such that those favoured by orientations close to 
that of the heat extraction tend to survive and take over. 
The macrostructure therefore evolves into columnar crystals 
as a result of the growing dendrite array being essentially 
competitive: the heat extraction rate is such that crystalline 
directionality is observed rather than growth directly 
reflecting the optimum path for heat extraction, but the 
subsequent territorial disputes with neighbouring grains bring 
them back into line. 
Equiaxed solidification is normally said to require 
the presence of undercooled liquid; a heat sink is required 
for solidification and although local constitutional 
supercooling is sufficient to promote a dendritic morphology 
it obviously cannot support heat loss into the superheated or 
even liquidus temperature bulk melt. Moreover, very little 
additional solidification is required to remove likely degrees 
of undercooling. To maintain the situation, the heat loss 
from the liquid to the surrounding, columnar solid nrust be 
such as to keep the required undercooling in the bulk melt 
while the columnar zone, itself, despite the more direct heat 
sink, fails to grow significantly. 
d) The columnar-to-Equiaxed Transition (CET) 
There is an extensive literature on this subject 
[e.g.30] which is only indirectly related to the present thesis 
but the following is provided here, which mixes standard theory 
with opinion. 
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In the common casting modes for steel (continuous or 
ingot) all the potential nuclei for equiaxed crystals are 
produced at an early stage in the process, whether heterogeneous 
nuclei, or dendrite fragments broken or remelted from the 
solidification front or showering from the exposed surface. 
(Generation from the mould wall [31] cannot be important in 
continuous casting.) Many of these will remelt because the 
liquid will still be superheated at this stage, but, by doing 
so, they will reduce the melt down to the liquidus temperature 
whereupon any remaining nuclei are stable, neither remelting 
nor growing. Electromagnetic stirring in the continuous casting 
mould, for example, is therefore effective even though the 
equiaxed zone does not normally appear for several metres down 
the strand. (The optimum location for an EMS device will 
depend upon the operating superheat in the mould; the higher 
the superheat, the lower the ideal location such that sufficient 
superheat has already been removed prior to dendrite 
fragmentation to ensure a significant number of these nuclei 
survive. ) 
We now have the si tuation ot a columnar shell containing 
bulk liquid around the liquidus temperature and which contains 
stable nuclei. These may well be coarsening but, more 
importantly, settling through the melt. It seems difficult 
to accept that these nuclei grow as a result of constitutional 
supercooling in a melt otherwise at liquidus temperature. It 
is difficult even to accept that they grow faster than the 
columnar zone under a maintained, thermal (as opposed to 
consti tutional) supercooling of the bulk liquid under otherwise 
equivalent conditions. This effect is, however, encouraged 
because the equiaxed dendrites can grow at a supercooling less 
than the albeit small supercooling required by the columnar 
dendrites. Even so, an additional effect would appear to be 
called for. 
One such possibility is the increase in heat extraction 
rate of the central liquid within the cast section primarily 
due to the rapidly increasing surface area-to-volume ratio of 
the residual liquid [32,33]. The author found that a simple, 
corresponding modification of the rate law involved in the 
- 15 -
standard, root-time Ruddle equation for shell thickness 
generates an analytical shell thickness equation which is in 
remarkable agreement wi th computer-based numerical models (Fig. 
2.5) : 
d/ds = 1-/iVt7ts (2.6 
or d/ds = 1-.;1-( I{It')/ds (2.7 
where d is the actual shell thickness, ds is half the section 
thickness, t and ts are the corresponding times, and K is the 
, solidification factor', though twice that relevant to the 
simple, 'root-time growth' Ruddle Equation [21] where the 
described geometric factors do not apply. (A 'solidification 
factor' is applied directly to real, finite casts such that 
under equivalent cooling conditions, ds-K/ts as implied, for 
example, in the Chvorinov Rule. The presented equation does, 
indeed, still satisfy this rule for the end of solidification 
but it is incorrect to apply Chvorinov to intermediate stages, 
fig 2.6.) 
This increase in heat extraction rate will, however, 
encourage both the columnar and equiaxed crystals to grow. 
Indeed, some practical measurements on plant indicate that 
increased heat extraction favours the columnar at the expense 
of the equiaxed zone [34] although theoreticians usually claim 
the reverse. 
A major possibility is that an important growth mode 
for the equiaxed crystals is by contact with the colwnnar 
solidification front, thereby acquiring a direct heat sink and 
physically hindering continued columnar growth. In curved-
strand continuous casting, for example, the equiaxed zone is 
cODlllOnly centred below the strand axis. At a given stage 
during solidification, the thermal and constitutional 
condi tions will be the same on both the upper and lower growth 
fronts but the settling equiaxed nuclei prevent continued 
columnar growth on the lower front whereas the upper front 
continues unhindered (Fig 2.7). An in-between stage is the 
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branched or psuedo-columnar zone where equiaxed nuclei become 
attached to the growth front but are present in insufficient 
numbers to halt the overall, columnar morphology. 
The author came across some interesting structures in 
a Bessemer twin wheel cast strip, where it appears that the 
roll-mould pool contained a low solid fraction slurry which 
was subsequently frozen in by much finer, rapid columnar growth 
from the roll surfaces. There was some entrapment of coarse 
slurry dendrites within the columnar zone, but most of these 
"gross nuclei" were evidently pushed ahead of the advancing 
columnars until they were physically filling the middle. This 
mechanism is probably standard in normal columnar/equiaxed 
structures, but was made much more evident from the different 
scales, and hence origins, of the component structures in this 
case. This is supported by statements that solid nuclei are 
not inherently "sticky" unless of aligned crystallographic 
orientation, such that the majority of these gross equiaxed 
nuclei are pushed ahead of the columnar front rather than 
incorporated into it. 
The CET is therefore seen as a fairly haphazard event 
depending on the propensity of the population of existing 
nuclei to obstruct the growing columnars. This is seen as an 
essentially physical process with solute fields and curvature 
arguments being entirely secondary. 
The influence of columnar or equiaxed solidification 
on segregation will not be discussed in detail here. Suffice 
it to say that both are dendritic in standard steel casting 
processes. Although this is the morphology to be considered 
in this thesis, the model best applies to "long" dendrites as 
described in Section 2.8, and will therefore be less appropriate 
to poorly formed, typically stubby equiaxed dendrites (unless 
50 poorly formed that the spherical morphology option becomes 
tenable) . 
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Detailed calculations of morphological development are 
being attempted [35-40] but, as described in the Introduction, 
are inappropriate to the present work because of the required 
simplifying assumptions. The adopted alternative approach is 
to assume a simple morphology which then enables the other 
simplifications to be pruned or even removed. This aspect, 
being of obvious importance, is discussed in Section 2.8. 
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2.2) EXlUlLIBRIlJII PHASE DIl\GRAMS 
2.2.1) Solidification and the Equilibrium Phase 
Diagram 
It has already been described how a system will tend 
to the lowest available energy configuration of phases and 
respective compositions, i.e. equilibrium. In order to 
understand the basis of phase diagrams, it is therefore 
necessary to consider the energies which they reflect, as 
described in various textbooks. The Gibbs curves can also be 
used to treat meta-stable equilibria; there will be a driving 
force for change (i.e. an ability to lower the total energy) 
until true equilibrium is established, but that could take 
time. Non-equilibrium states such as this are very important 
in this project regarding delayed transformations, and indeed 
in the common use of the iron-cementite phase diagram instead 
of iron-graphite. 
There is a slight problem in describing solidification 
under equilibrium because, at equilibrium, there is no driving 
force for change and, hence, no solidification. In practical 
terms, one can consider solidification under a sufficiently 
slow cooling rate for ' effectively' complete diffusional mixing 
to have occurred and with local concentration differences 
stabilised by boundary structures absent or ignored. 
In many systems at low concentrations, the liquidus 
and solidus can be assumed linear, whereupon k-ko, remaining 
constant during solidification, but this is a convenient 
simplification much overused even when patently invalidated 
by the phase diagram. 
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The parti tion coefficient concept can be used even 
when variable, and merely provides information as to the 
respective compositions. Conservation of solute dictates a 
relationship between the quantities of each phase:-
Ms*Zs+Ml*ZlsMo*ZO (2.8 
where M is the corresponding mass of each phase. 
In terms of mass fractions, which must always sum to 
unity, and employing the partition coefficient: 
fs*k*Zl+(l-fs)*Zl-Zo, 
Zl-Zo/(l-(l-k)*fs) (2.9 
This is one representation of the 'Equilibrium Lever 
Rule', which will hereafter be addressed merely as 'lever 
rule'. The use of the word 'lever' stems from a different but 
totally compatible representation similar to the balancing of 
a lever: 
fs*(Zo-Zs)-fl*(zl-Zo) (2.10 
It should be noted that no residual segregation exists 
after solidification by such equilibrium treatment. The only 
segregation as such was the composition difference between the 
solid and liquid phases, but uniform solid of the same, initial 
composition zo results. 
For a three phase reaction the solute balance is as 
follows: 
fa*Zsa+fb*Zsb+fl*Zle=Zo' 
The equivalent for.mula to equation 2.9 is: 
Zl-Zo/(l-(l-ka)fa-(l-kb)fb) (2.11 
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but this is of little use because the balance of fa and fb 
will be such that zl is constant at Ze. A useful equation to 
be drawn from this solute balance would describe the fraction 
of one solid phase in terms of the total fraction solid, e.g.: 
fa-(1-Zo/Ze-(1-kb)fs)/(kb-ka) (2.12 
A minimum of two phases reacting is obviously required 
for solidification. The maximum for a binary system (Gibbs 
phase rule, constant pressure) is a three-phase reaction, 
whether eutectic, peritectic, monotectic or metatectic. All 
these are three-phase reactions where at least one is liquid, 
with either one phase changing to two (eutectic or metatectic) 
or two changing to one (peritectic or monotectic, see later). 
The Gibbs Phase Rule indicates that these reactions are 
invariant in a binary system; they occur at fixed compositions 
and temperature. 
The metatectic reaction is unusual but deserves mention 
because it occurs in the iron-sulphur system, which is included 
wi thin this project. The monotectic, whereby two liquid 
compositions produce a solid, is not relevant to this project 
where no miscibility gaps are expected of the liquid. 
For purposes of the subsequent argument for ternary 
systems, the transition from eutectic to peritectic is now 
described for a binary system. 
Consider the schematic peritectic in Figure 2. 8a. 
Depending on the relative distances AS and BL, different phase 
proportions are involved but it is still a peritectic, until 
the L point is coincident with the B point. Here, the L point 
is swapping places wi th the B point and the reaction is changing 
from a peri tectic to a eutectic. Looking just at an isotherm, 
or down from above, so to speak (Fig.2.8b), L is between the 
two solids for a eutectic, but beyond them for a peritectic, 
although this 'projected' view will lose some information; the 
peritectic could be a metatectic and, apart from its intrinsic 
- 21 -
unlikeliness, the eutectic could be the reverse A+B->L 
reaction. 'l11e isotherm (or, for a binary, the equivalent 
viewpoint of a projection from above) does not itself contain 
sufficient information to define the system uniquely, although 
there is, of course, no difficulty in identifying it from the 
full, 20 diagram. This is all rather hypothetical and trivial, 
but, once said, might help in the following, highly confusing 
discussion of ternary systems. 
'l11e phase diagram for a ternary system obviously 
involves an extra dimension, such that all the relevant 
information cannot be contained in a 20 sheet of paper. The 
standard diagram has an equilateral triangle as the composition 
grid, with temperature as ordinate, or vertical axis. Any 
point on this grid is of unique composition (hence its 
sui tabili ty and adoption for the purpose), with the amount of 
component 'a' being read off a line parallel to the side b-c. 
The proportion of 'a' will equal the ratio of the graphical 
distance beyond this line to the total length of any radial 
line from the 'a' corner; any line parallel to b-c is the locus 
of compositions with a given quantity of 'a'. Similar logic 
applies to the calculation of phase proportions corresponding 
to a particular point (i. e. bulk composi tion) wi thin the three-
phase field or "tie-triangle", Fig. 2.9, even though it is 
unlikely to be equilateral as in the full ternary grid. 
The three-phase reactions can be defined in pseudo-
binary terms of eutectic, peritectic, etc., but the respective 
compositions and temperatures are not uniquely defined. The 
compositions will only be unique for a specific temperature, 
or vice versa. As to which type of three phase reaction it 
is deserves careful consideration. The three-phase field in 
the ternary isotherm in Figure 2.l0a, for example, could be 
any such reaction; however closely it is examined, its shape 
gives no indisputable clue as to which phase(s) are growing 
at the expense of which other(s). In the binary case, the 
isotherm through the three-phase reaction could only define 
it as one of two possibilities. In a ternary, the same tie-
triangle can represent all reaction types, and more information 
is needed to find out which it is. 
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The projection from above of the three corners of the 
roving triangle is helpful (Fig.2.l0b). On one binary edge 
there is a eutectic, and there is a peritectic along another 
(c.f. Fig. 2.8). The traces of the respective solvi are 
projected onto the diagram, including the case in point of the 
tie triangle from Figure 2.10a, and two other example tie 
triangles thrown in for good measure. As with the binary, the 
peritectic (or metatectic) is usually identified by the liquid 
trace being beyond the two solids, and between for the eutectic, 
but 'beyond' is now harder to define with the extra dimension. 
We need to know both the shape of the tie-triangle and the 
direction it is travelling in (and, indeed, the change in shape 
of the tie-triangle as it travels). 
Consider Figure 2.11. This represents a tie-triangle 
at a particular temperature. The surrounding domains describe 
the nature of the reaction the triangle represents should it 
move in that direction upon a decrease in temperature. For a 
mean composition (point X) taken as the 'centre of gravity' 
of the triangle, if the triangle nudges towards the bottom 
right, the L point is getting further away from it (hence 
decreasing in quantity) while both the A and B point are nearing 
it (hence increasing in quantity). The reaction, therefore, 
is L->A+B, i.e. a eutectic. The same argument applied to the 
other directions produces the appropriately labelled domains. 
The borderlines are when the sense of movement is along one 
of the triangle's sides. under this circumstance, the 
proportion of the phase opposite to that side remains constant 
(the perpendicular from that point to the plane through the 
centre of gravity remaining constant), i.e. the phase is in 
equilibrium but dormant. 
Due to the general stability of liquid at higher 
temperature, one influence is that a eutectic is more probable 
than a peritectic which, in turn, is more probable than the 
metatectic, and the final case of the 'inverse eutectic' is 
highly improbable. A second influence is of the triangle 
shape; the narrower the angle at point L, the narrower and 
more unlikely is the domain for a eutectic reaction, and 
correspondingly more likely is a neighbouring, peritectic 
reaction. Thus the most likely reaction can be estimated from 
the shape, but need not be correct. 
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Even so, we have not tied things down completely. Hillert 
[23) pointed out that a further effect is that of the changing 
shape of the tie-triangle as the temperature decreases. He 
expresses this in terms of algebra, but the point is more 
readily seen using the old intersection rule for phase 
proportion. Consider Figure 2.12. For mean composition X, 
the proportion of A is decreasing, as expected, and a similar 
construction will show this to be so for B, as well. However, 
for mean composition Y, the proportion of A is -in-creasing, and 
Y is undergoing a peritectic reaction. It is, therefore, 
possible for the nature of the reaction of a given tie-
triangle travelling in a given direction across the ternary 
diagram with decreasing temperature to depend on exactly where 
your mean composition is within that tie-triangle. 
In one sense, the four-phase reactions allowed in 
ternaries are less problematic; they are composi tion and 
temperature invariant. There are, however, two types of 
peritectic; one direct extension to incorporate another phase, 
and another which has properties of both the peritectic and 
eutectic in that liquid and a solid are both being consumed, 
but two other solids are being deposited simultaneously. The 
'n:m' terminology should help here. 
Eutectic (Ternary eutectic,1:3): 
Peritectic (Ternary,2:2): 
(" 3:1): 
L -) A + B + C 
L + A -) B + C 
L + A + B -) C 
(2.13 
In higher order systems, there will be 'psuedo-
ternary' versions of the above which vary in composi tion/ 
temperature, and whose nature will depend on the movement and 
shape change with temperature, and higher order variants of 
the above invariants. The label, 'peritectic', is probably 
not worth keeping for these, and the shortest form of any use 
would be the 'n:m' terminology. 
Another feature which is not allowed in binaries 
concerns the behaviour of partition coefficients. The 'sense' 
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of the partition coefficient depends on whether it is less 
than or greater than one, whereupon solidification results in 
enrichment or denudation of the element in question in the 
residual liquid. No solute of cormnercial interest has a 
partition coefficient greater than one when in dilute 
quantities in iron but, this project is (i), not restricted 
to dilute compositions, (ii) not restricted to binaries, but 
(iii), includes solid:solid partitioning whereupon 
coefficients greater than one are encountered even in the 
dilute binaries. Moreover, even in the dilute binaries, the 
partition coefficient of iron is greater than one. 
In order that any point on a phase diagram must have 
a total of 100% or unit fraction composition, one point cannot 
have less or more of all elements than another. In a binary, 
if one partition coefficient, k, is less than one, then the 
other must be greater than one. In a ternary, however, there 
is more freedom. Two k's can be determined independently. 'IWo 
must be in the same sense, and the third in the other. 
Consider a point on the ternary grid in Figure 2.13. 
The lines drawn through the point represent those of the same 
concentration of one of the three elements in turn. This 
divides the triangle up into 'sextants' which have been labelled 
with triplets of 'h' and '1' indicating that the composition 
within that sextant is higher or lower than the arbitrary 
point, in order for elements a, b and c, as apparent from the 
lines. If a tie line is to be drawn from the chosen liquid 
point into any sextant, the respective k' s will be greater 
than one for h, and less than one for 1. 
Having established that, we can now consider two tie-
lines from the liquid point, i.e. a three-phase reaction. A 
triangle can be drawn with the second side in the same, 
adjacent, two-removed or opposite segments in either direction. 
In terms of the partition coefficients, this means that none, 
one, two or three of the k's can change sense (which could be 
termed a 'partition order' of 0,1,2 or 3). 
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To explain the implications of this, in the binary 
systems with which we are more fanrlliar, the k's of a solute 
element must maintain the same sense for both solid phases in 
a peritectic (partition order 0), but must be of reversed 
senses for those of a eutectic (partition order 2). The above 
point, in combination with the previous description of when 
is a eutectic not a eutectic, etc., means that this is not so 
for ternary (or higher order) systems. All things are possible 
provided that there are two of one sense and one of the other. 
The most important case of this in the present study 
is the Fe-Cr-Ni system, where we not only have the complications 
of the peritectic-eutectic transition but where, even for the 
avowed eutectic, it changes from the k's of Ni and Cr being 
of opposite to the same sense. 
A further point to investigate is what happens to the 
liquidus slopes, and how to spli t the total temperature change 
for a small displacement on the diagram into the components 
due to the individual elements. For a start, one must not 
consider all the elements, but elect one to be a nominal 
'solvent'. This might stike one as odd at first, but remember 
that one does the same in a binary. In a system A-B the change 
in temperature from a composition X(A,B) to Y(A+~,B+~B) is 
~.dT/dA OR oB.dT/dB, and NOT the sum of both effects. A and 
B are not independent variables. In a ternary, there is more 
choice as one might expect. In figure 2.l4a, to get from the 
one composition (X) to the other (Y), you can consider the 
change in any two of the three components, and the remaining 
one is a dependent variable, fully defined by those two moves. 
There are three ways of doing that: (~, oC; oB, ~C; OB, oC). 
Each 0 can be performed equally validly along two axes, but 
each pair has to be self consistent for validity insofar as 
they both consider the same component to be the dummy solvent. 
Also, each way is reversible; they are conunutative 
translations, although only one version of each is pictured 
for (relative!) simplicity. with that understood, the third 
dimension can be considered, i.e. temperature (out of the 
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page). Each S must be multiplied by the correct gradient to 
yield the relevant contribution to the overall temperature 
change. Two of three routes depicted in Figure 2.14a are 
represented in this way in Figure 2.l4b. In each, one element 
is the implicit 'solvent' which varies as it is forced to do 
by virtue of the others but which cannot be held responsible 
for an additional translation. This same logic applied to the 
binary case although it was trivial, but moreover, will also 
apply in higher order systems. The associated temperature 
changes can now be understood. Generalising these, and 
extending to multicomponents, the equation is as follows: 
ST = 1: SX.. [dT/dX.] j 
1 1 
(2.14 
i 
where ]j is defined to mean "for all i's constant apart from 
that specified and the adopted solvent". 
The ideal way out of all this confusion is to let a 
computer do all the thinking for you, which leads us into the 
next section. 
2.2.2) Methods of Calculation of Equilibrium Phase 
Diagrams 
The equilibrium phase diagram is one way of 
representing the result of the competition between the various 
phases as to which has the lowest energy under given conditions 
(composition, temperature and pressure), as described in the 
previous section. The diagrams should therefore be consistent 
with the thermodynamics of the phases and, indeed, calculable 
therefrom. The thermodynamics are not, however, immediately 
available as equations, but as specific, experimental values 
from which equations have to be constructed. The thermodynamics 
can give leads to the sort of forms such equations should 
contain but cannot as yet give the full equations from 
theoretical analysis. Therefore, a lot of 'curve-fitting' is 
called for; the stock-in trade of the CALPHAD group formed 
specifically to address these matters [17]. 
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The problem consists essentially of three parts: first, 
the derivation of basic data in terms of both equilibrium phase 
diagram measurements and the underlying energetics; second, 
the optimisation of data from both sources into a consistent 
whole, and third, derivation of suitable equations for the 
representation of such data. 
This is the regime of the sub-contract to this project 
given to the National Physical Laboratory, who are part of the 
SGTE [16] and CALPHAD [17] ventures for cooperative research 
in this field. As far as the NPL are concerned, the experimental 
data are gleaned from the literature, and the optimisation is 
performed by a regression analysis derived for this purpose 
by Lukas [41]. 
a) Basics and Terminology 
In the following description, equations in terms of 
temperature and composition will be presented; the effects of 
pressure are fairly easily included with appropriately placed 
, pV' terms in the enthalpies but are not very relevant to the 
thesis. 
Obviously, there are a variety of ways from which the 
problem could be approached, but the follOWing format has 
proved flexible and useful, and has been standardised upon for 
the bulk of such work [42-46]. 
Dealing with effectively constant pressure, we require 
representation of the Gibbs function, G; -really a free 
enthalpy, but cOllll\Only referred to as a free energy. The 
'energies' with respect to a suitable reference state of the 
pure components present as a particular phase are termed 
'lattice stabilities', and the expressions for these are 
temperature dependent. The energy of mixing or transforming 
these pure component phases into multi-component phases is 
expressed as the simple, proportional mixing of the lattice 
stabilities, the analytical, ideal mixing entropy term and a 
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catch-all 'excess free energy' which is the difference between 
this and the actual value. The bulk of the work has therefore 
been done before the fitted, catch-all term (a function of 
both composition and temperature) is introduced. 
This format is represented in the following equations. 
b) Lattice stabilities 
The lattice stabilities are purely temperature 
dependent as described above. It is easier to see why the 
adopted form is so structured if one first accepts that people 
have found the following equation for the specific heat to be 
successful [47]. 
(2.15 
The enthalpy and entropy are related to the specific 
heat in the following manner: 
l1H = 6H(To) + f Cp.dt (2.16 
6S = 6S( To) + f (Cp/T)dt (2.17 
Integration of these temperature dependences, combined 
with equation 2.15 and the the standard 6G relation (Section 
2.1.1) yields the following form of polynomial for the lattice 
stability: 
6G = a -a T +a T( 1-lnT) -a T2/2 -a rrJ -a 'r 1/2 
o 1 2 3 4 5 
(2.18 
where the extra constants, a
o 
and aI' are definable in terms 
of standard enthalpy and entropy, the temperature, and the 
constants, a, previously adopted. 
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c) Excess Free Energies 
Of the various ways of representing these, the most 
widely used is the Redlich-Kister polynomdal [48]: 
6Ge- x(1-x)(a + a (1-2x) + a (1-2x)2 .... o 1 2 
(2.19 
or the equivalent, alternative form: 
(2.20 
Same researchers use simple power series, Legendre or 
Chebyshev polynomials [45,49,50] but, provided integral powers 
are used, they are nrutually transformable. The above form 
does, however, stress that the excess term nrust be zero for 
the pure components, and successive terms have progressively 
smaller effects on the resultant 'bulge' curve. The diagram 
series in Figure 2.15 shows the form of the terms (even powers 
symmetric about x1-x2-.5, odd powers anti-synmetric) and simple 
combinations, after Hack [44]. It can be seen that the higher 
powers influence the shape of the curve progressively closer 
to the pure element axes, although collapsing to zero at the 
actual axes. 
The above equation is for binary systems, although 
Margules [51] extended it to nrulti-component systems over 50 
years before Redlich and Kister put their names to the binary 
form: 
m-l m n 
i-I j=i+1 k-O 
(2.21 
where n is the maximum exponent used in anyone of the binary 
systems (otherwise all zero), andm is the number of components. 
Partial excess free energies can be derived for this 
equation [44]. 
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The coefficients, aO _ k ' are temperature dependent, 
adopting the same form as the lattice stabilities in this 
respect. 
For a ternary system, the Margules equation is 
equivalent to weighting the corresponding values from the three 
binaries in accord with the geometric construction in Figure 
2.16. Indeed, Muggianu [521 proposed this procedure. Other 
geometric constructions for weighting the ternary results from 
the binaries have been proposed by Toop, Bonnier, Kohler, 
Colinet and Muggianu [52-561, but the Margules (Muggianu) is 
the most widely adopted and extendable to higher dimensions, 
and is the approach employed by the NFL. 
The Margules equation does not always adequately 
represent the excess free energies across a ternary or higher 
order diagram, and extra, ternary interaction terms, both 
syrmnetric (Xl .x2 .x3 ) and non-synunetric (e.g. Xl .X3 2) • Such 
terms tend to be minimised, however, the better is the 
description of the binary energies. Higher order interactions 
are inherently less likely and not simply because of the lack 
of good experimental data sufficient to justify extra terms. 
Physical coordinations reflecting such terms are progressively 
less likely the greater is the number of units (atoms/molecules) 
involved. Apart from its intuitive logic, this is reflected 
by the rapidly dwindling number of additional, chemical 
compounds obtained with additional solute species (over and 
above those which can be considered as a lower-order compound 
but with substitution of some elements from one or more sub-
lattice) . 
d) Problems of Computation of Phase Diagrams 
The computation procedure requires lattice stability 
information for all the lattice/phase types present in the 
whole sytem for each pure component, whether or not a pure 
component actually exhibits such a phase. Data on, for example, 
fcc nitrogen are, however, hard to come by, and a lot of 
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inspired guesswork is required. Such imaginary values can, 
of course, be checked 'backwards' from real, multi-component 
results but might not be obtainable directly. Other imaginary 
values can be obtained by extrapolation from the nearest 
compositions which do contain such a phase, or, indeed, from 
hypothetical, first-principle thermodynamics, but there is 
plenty of room for uncertainty. 
Let us presume we now have the optimised source data 
represented by lattice stabilities, analytical expressions and 
fitted, weighted, Margules equations. For a specified 
composi tion and temperature, we can calculate the Gibbs energy 
for each phase and see which is the lowest, but the computation 
is seldom this simple: there are quite likely to be more than 
one phase present, and the compositions within are likely to 
be different, provided the average corresponds to the 
specified, overall composition. Within these limits, 
therefore, composition is a variable, and it can be seen that 
the determination of the allowed combination of phases and 
respective compositions with the lowest energy, Le. the 
equilibrium result, is not a trivial exercise. 
This, then, is the field covered by the NPL sub-
contract to this project, providing nrulti-component equilibrium 
information which should optimise the existing, experimental 
data and fill in the gaps between the data points. The centre 
of most multi-component systems tends, however, to be a very 
large gap, and any curve fitting exercise, no matter how 
sophisticated, nrust be open for examination in such, uncharted 
regions (see Scope of Work 1.1). 
- 32 -
2.3) DIFFUSION 
2.3.1) Fundamentals 
The compositions of co-existing phases at equilibrium 
tend to vary with temperature. One phase will grow at the 
expense of another and, being of different compositions, solute 
has to be redistributed and homogeneously mixed in. It is the 
fact that the mixing process takes time which leads to departure 
from equilibrium behaviour: conversely, it is this departure 
which provides the driving force for the mixing process. 
Mixing-in will naturally tend to homogenise, maximising 
the entropy and achieving the minimum free energy equilibrium 
state. There are two main diffusion mechanisms: one involving 
missing atoms or vacancies wi thin the array, and the other 
involving smaller species which can occupy the gaps within 
even a full array. 
Both these mechanisms, Le. substitutional and 
interstitial diffusion, can be tackled in the first instance 
by the same mathematical treatment as in stagnant fluids, 
despite the absence of a lattice therein, and, moreoever, as 
thermal diffusion. (Indeed, Fick [57] adopted the equations 
from Fourier [58].) 
Consideration of numbers of atoms in adjacent planes, 
each with the same probability of jumping, readily reproduces 
Fick's First Law [57], whereby the diffusive flux across any 
plane is proportional to the concentration gradient across it, 
where the constant of proportionality, D, is the diffusion 
coefficient. (Returning to the case of gases, there is no fixed 
spacing, L, and a sensible solution requires the probability 
of a molecule jumping a particular distance in a given time 
to be proportional to 1/L 2 .) 
Now considering a particular plane on the concentration 
profile, it can readily be seen that the change in its 
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composition with time will correspond to the imbalance of the 
flux across the plane. From this argument, this change can be 
described as: 
dc/dt-d(D.dc/dx)/dx (2.22 
If the diffusion coefficient, 0, is a true constant 
rather than varying with distance or concentration (the 
temperature remaining constant for this argument), then this 
can be written in its more standard form, though both would 
count as Fick's Second Law: 
dc/dt-D.d 2 c/dx 2 (2.23 
(The more general form, with no implicit assumptions 
such as a planar interface, is dc/dt - div(D grad(c».) 
The process of diffusion has been defined in terms of 
the frequency wi th which atoms jump from one plane into another. 
That frequency will be temperature dependent. Indeed, so much 
so that billions of jumps may be expected every second in a 
mole of a typical metal near its melting temperature whereas 
you might have to wai t a week or so for a single jump at room 
temperature [59]. The temperature dependence is described by 
the Arrhenius equation:-
D _ Do.e- Qa / RT (2.24 
The study of diffusion might seem vaguely manageable 
with Fick's Laws solved according to whatever initial/ boundary 
conditions were appropriate to the case in point [e.g. 60] 
but, unfortunately, this is far from the case. 
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2.3.2) Unwanted Complications 
These are explored in a variety of turgid text books, 
e.g. [61], and no great detail will be attempted here. 
a) Which Diffusion Coefficient? 
The diffusion coefficent can be variously defined as 
tracer, for vanishingly small amounts as in radioactive tracer 
experiments, exhibiting ideal behaviour, intrinsic, allowing 
for non-ideality at practical concentrations, and 
chemical inter-diffusion, allowing for the solute/solvent 
effects. The latter is the one measured most directly in 
diffusion couple experiments and, by the same token, of most 
practical use. 
b) Diffusion with Respect to What? 
The Matano interface in a diffusion couple is that 
which has had equal numbers of atoms diffusing across it in 
both directions. Generally, it is the same as the 'laboratory-
fixed' original plane throughout (which will also be the Grube 
interface where the composition is the average of those in 
both halves of the couple). The Kirkendall interface is that 
of the lattice plane of the original interface, which moves 
in response to a net flux of vacancies unless the intrinsic 
diffusivities of the species happen to be equal. 
The simple D is difficult to apply (relating to the 
'Kirkendall interface') and the more sophisticated D is 
straight forward to apply (relating to the the , Matano 
interface' ) . 
The maximum inter-diffusion flux occurs at the Matano 
interface, whereas the maximum intrinsic flux occurs at the 
Kirkendall interface. 
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c) Interactions 
At the moment, these equations only relate to free 
atoms or molecules of a single species. If two species are 
present, but which interact with each other in just the same 
way as they do with themselves, it is readily seen that the 
same rule will apply. If they interact differently, it is 
necessary to state the argument in terms of their 'activities' 
or, better still, 'chemical potentials', rather than straight 
concentrations; one complicating factor which was addressed 
by Darken [62]. Darken also addressed the fact that in a solid 
lattice, diffusion can no longer be considered simply as the 
free movement of these atoms through boxes, but through an 
ordered array of themselves: the movement is no longer nearly 
so free, and the atoms form their own 'boxes', so complications 
can be expected. 
According to the recorded discussion after Darken's 
classic paper revising diffusion theory [62], he had a pretty 
rough reception -"It is obvious that the solution to this 
problem is to be found in the laboratory and not at the desk". 
Even the Kirkendall Effect [63] (movement of inert markers 
placed at the interface of a diffusion couple) which the revised 
theory explained (markers move in accord with unbalanced 
diffusive fluxes past them) was dismissed as an artefact of 
poor experimental procedure. (It appears that Kirkendall's 
co-author was unfortunate in that his name, Smigelskas, was 
far too forgetable to share in the 'Effect'.) 
At low enough concentrations it can be seen that Fick' s 
laws would be expected to apply again, but deviations are now 
more likely. Being a different species, the solute is likely 
to cause some local distortion to the lattice shape and bonding. 
The distortion will vary with the composition, and direct 
application of Fick's laws in terms of composition will not 
be accurate. As mentioned before, use of the laws with chemical 
potentials rather than concentrations greatly extends thei r 
applicability. 
- 36 -
d) Multicomponent Systems 
Diffusion in binary systems seems complicated enough 
but, unfortunately, multi-component systems are required by 
this project. The classic example of how this can complicate 
everything is Darken's 'up-hill' diffusion of carbon [64]. A 
diffusion couple constructed of steel with different silicon 
contents exhibited flow of carbon from the lower carbon half 
to the higher carbon half; the flux was still down the cheruical 
potential gradient, but this was so affected by silicon that 
this was in the reverse sense to the composition gradient. 
This flux would reverse once the silicon differential reduced. 
In a binary system, a diffusive flux up the concentration 
gradient is only possible with spinodal decomposition. 
The off-diagonal, or cross terms of an element' s 
diffusivity matrix [65) can be used as devices or fudge factors 
to compensate for using concentration gradients, but a more 
satisfactory approach is to redefine the flux matrix in terms 
of mobilities and chemical potential gradients. The diagonal 
elements are the major, pure component terms and, described 
by chemical potential gradients rather than concentration 
gradients, are sufficient to describe Darken's up-hill 
diffusion. (This is not true in an ideal solution, where cross-
terms are required for such an effect [66].) The remaining, 
generally small, cross-terms imply that the flux of one 
component is not just affected by the local changes in alloy 
composition, but also by the chemical potential gradients of 
other elements. It is readily seen that a flux of vacancies 
due to other components could affect the diffusion of a given 
solute but, if vacancies are included as a component, it is 
not immediately obvious why such an effect should persist. 
An intuitively attractive idea [67] is that if the chemical 
potential gradient is described with complete accuracy, then 
such cross terms should be redundant. 
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Unfortunately, such accuracy is not yet available, but 
neither are sufficient experimental data to warrant use of 
cross-terms in all but a few systems. Determination of the 
diffusivity matrix for a single composition from a ternary 
system involves a laborious procedure with two diffusion 
couples whose diffusion paths intersect at the composition 
point of interest [67]. Certainly, for the purposes of this 
thesis with high order alloys, these off-diagonal elements 
have to be ignored simply because they are unknown, which is 
a matter of no regret to the author. Therefore, plain 
concentration gradients are employed here. 
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A typical dendrite did not always have the same 
separation between adjacent secondary arms as is apparent in 
the fully solidified, etched structure. This was noted a long 
time ago by Papapetrou [68] in inorganic-salt systems, and 
leisurely followed up by a couple of Russians [69,70] but it 
took another Greek over 30 years later (Kattamis (7!]) to 
convince people that it also happened in metals at high 
temperatures. 
papapetrou referred to it as a process of 
'distillation', whereby material would melt off from regions 
of high curvature and redeposit on regions of low curvature. 
This involved dissolution of arms which were, themselves, finer 
than their neighbours or which had narrow roots such that 
dendrite lobes would 'neck off' (Fig.2.17). (This second 
mechanism was analysed by Klia [69].) His inorganic solutions 
had the twin advantages of being transparent and solidifying 
at ambient temperatures. 
Kattamis observed the phenomenon in the ubiquitous 
Al-4.5%CU system, both under isothermal holding and continuous 
cooling. He proposed two possible mechanisms: the necking off, 
as before, but his dissolution of the finer dendrites was by 
reducing radius at fixed length. Kahlweit [72] disagreed on 
the strength of his work with inorganic salt, whereby he 
observed the finer arms dissolving back from tip to root at 
fixed radius. He stated that the same should be expected in 
metallic systems; after all, the curvature at the tip was bound 
to be higher than that down the sides. This seems correct if 
his hemispherically-capped cylindrical arms are present, but 
lobe-like side arms would still be expected to neck off 
(Fig.2.!7). Kirkwood [73] adopted the mechanism of melt-back 
from the tip at constant radius [74] in his analYSis of the 
coarsening process, al though such a feature was not 
incorporated in his numerical model of micro-segregation, in 
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which the coarsening process was represented purely by an 
increasing distance between neighbouring arms ([5), Section 
4.2). 
Allen and Hunt [75) took another approach. They 
observed secondary arms marching up primary stem towards the 
primary arm tip. This apparently suicidal migration into 
hotter climes was explained by temperature gradient zone 
melting (TGZM). Consider figure 2.18. The temperature gradient 
leads to a reverse gradient in liquidus and solidus (assuming 
k<l) • The actual establishment of the corresponding liquid 
concentration gradient, essential for the continuation of the 
argument, requires a little thought. 
Thermal diffusivity is much faster than solute 
diffusivity, even that of carbon in the liquid. We are dealing 
with a steady state, rather than equilibrium condition. Heat 
is continually pouring down the temperature gradient but there 
is ample supply and removal of heat either side of the system 
under consideration to maintain this situation. If this is 
sufficiently stable and long lived (the ideal being a constant 
gradient), a similarly non-equilibrium, steady state solute 
gradient can be established in response. If local equilibrium 
is assumed at the interfaces, we produce the sort of profile 
as in Figure 2.19. 
The 'hot' side of a given secondary arm has solute 
gradients leading away from it in both the solid and the liquid. 
It must therefore be losing solute and, the only way it can 
do so while maintaining local equilibrium is solidify, thereby 
generating 'free' solute to keep the balance. On the 'cold' 
side, it will either remelt or solidify depending on the balance 
of the opposed fluxes in the solid and liquid. COl1U1lOnly, the 
higher diffusivity in the liquid will more than compensate for 
the reduced gradient such that will be a net flux in to the 
interface, which can only be accommodated by some remelting 
of that interface. 
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We must now superimpose continuous cooling; the whole 
system is gradually slipping backwards down the temperature 
gradient. On its own, this would result in an increment of 
solidification with a corresponding increase in residual liquid 
concentration. The superimposition gives the 'hot' edge even 
more reason to solidify, but this solidification tendency could 
still be outweighed by the flux balance at the 'cold' edge. 
The hot interface is therefore moving up towards the 
dendrite tip, whereas the cold interface mayor not be, 
depending on the particular circumstances. In any event, its 
progression towards the primary tip must be slower than that 
of the hot interface, even if not negative. So, if the 
condi tions are right for bodily migration of the secondary 
arms, this will also lead to coarsening of the arm spacings, 
although this is a relatively subtle and finely balanced 
mechanism. 
As is the case with the ripening mechanisms, this has 
the effect of reducing the extent of micro-segregation with 
respect to that with static arms; relatively pure solid is 
melting back into the residual liquid and diluting it, and the 
solid at the core of the arm need no longer be the first solid 
to have appeared. (However, other researchers have concluded 
that its effect is rather small [76].) In addition, it can 
result in a non-symmetric 'saw-tooth' composition profile in 
the solid [77,78]. 
Lalli [79] extended this analysis to a numerical 
treatment, confi rming Hunt's conclusions on migration di stance, 
showing that the micro-segregation decreases with increasing 
ratio of migration distance to final arm spacing, and that the 
coarsening increases with increasing ratio temperature gradient 
to isotherm velocity. 
Kurz [ 1 ] points out that these various coarsening 
mechanisms may be all very well at the later stages of 
solidification but that, early on, it is a simple case of 
competitive growth. The arms which get there first stub out 
the others with their solute bumpers in a purely statistical 
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manner, as pictured in Figure 1.1. To a large extent, however, 
this doesn' t matter, being restricted to the early stages 
whereupon the segregation is highly insensitive to what's gOing 
on. 
Mortensen [80) derived an analytical treatment of the 
influence of coarsening by ripening on mdcro-segregation. He 
employed an imposed coarsening law and a constant cooling rate, 
and ignored diffusion in the solid. In comparison with 
experiment he found that coarsening reduced the extent of mdcro-
segregation too much, and concluded that it is incorrect to 
assume that ripening persisted to the end of solidification. 
Rather, coalescence takes over towards the end, which would 
have much less an effect on solute redistribution/ 
homogenisation. This is discussed further in Sections 2.8.2(d) 
and 5.6.3(d) 
This popular alternative that the important coarsening 
mechanism at later stages is the zipping-up of particularly 
close pairs of dendrite arms, is again encouraged by the removal 
of sharp curvatures [80), Fig 2.19. In this case, the high 
curvature is now in the opposite sense to that pictured for 
the ripening mechanisms, with consequent growth, rather than 
dissolution, of these regions. 
Whatever mechanism is operative, it is agreed that the 
phenomenon significantly reduces the extent of mdcro-
segregation at the later stages of solidification, and is 
therefore of great importance to the current study. 
Following Brody and Flemings [81) the secondary arm 
spacing is commonly expressed in terms of the local 
solidification time, t f , defined as the time elapsing from the 
start to the end of solidification at a particular point in 
the alloy, the relationship being of the form:-
A - Kt n f f (2.25 
where K and n are constants. Other workers use the average 
cooling rate, W, (defined as positive) during solidification, 
instead of t f in an equation of equivalent form. 
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A C01llllOn equation for the coarsening during 
solidification is: 
A=K'.t1 / 3 (2.26 
Kirkwood [18] points out that this should not be 
confused with the equation for the final arm spacing, as this 
rule breaks down at high fractions solid. Kirkwood has also 
devised an analytical model of how a solute affects coarsening 
according to the mechanism of melt-back from the dendrite tip, 
and Beaverstock [82] has extended this from a binary to a 
multico11pJnent treatment. However, the improvement thus 
obtained was relatively small on the alloys investigated. 
The current program can use a variety of i11pJsed laws, 
and is described in Chapters 4 and 5. 
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2.5.1) Analytical Treatments of Micro-Segregation 
The equilibriwn lever rule (Section 2.2.1,Fig.2.20) 
describes the proportion and respective composition of phases 
in equilibriwn but provides no information regarding the 
residual composition differences within a phase. These 
differences result from the inability of the diffusion process 
(Section 2.3) to equalise the chemical potential within a given 
time, and the diffusivity is therefore central in determining 
the extent of residual segregation. 
The first attempts to quantify this micro-segregation 
[83,84) assumed that no diffusion occurred within the solid 
at all, but maintained complete mixing in the liquid. The 
resultant solute balance (Fig.2.20) is:-
• • ZI(I-k)fs z (l-fs)ZI (2.27 
Integration of this equation with a constant partition 
coefficient, k, yields the well-known Scheil equation: 
Zl - Zo(l-fs)(k-ll (2.28 
As it stands, micro-segregation will proceed to 
infinity with k less than unity unless artificially curtailed 
at the attainment of a composition corresponding to a minimum 
on the phase diagram solidus such as a eutectic, or at an 
arbitrary fraction solid. with k greater than unity, the liquid 
composition will fall to zero as solidification proceeds, but 
the only elements exhibiting such behaviour in steel are of 
limited commercial interest: e.g. Ir, Os, and Pd. 
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Despite such limitations, this equation has been of 
considerable use and, before the advent of electron micro-
probes, there was little incentive to advance the theory because 
of the lack of experimental data regarding actual micro-
. f' 1 Th 1 1...J h' 1 . lS show,! segregatlon pro 1 es. e zever ~1e aAu Sc el Equatlon ~ 
eemparea schematically in Fig.2.21. 
The next advance was not until 1966, when Brody and 
Flemings [81] introduced finite diffusivity into the source, 
solute balance equation, assuming planar growth of an 
interdendritic volume element:-
• • Zl(l-k)r = D(dZ/dr)I + (rf-r)Zl 
(2.29 
In order to solve this equation, k and D were assumed 
constant, a growth law was imposed, and the solute gradient 
in the solid at the interface (which will be modified by back-
diffusion in reality) was assumed equal to the change in 
interfacial composition of the solid as the interface advances, 
Le. 
(dZ/dr) I ~ dZI/dr = k (dZl/dr) 
(2.30 
This latter assumption is only true at the Scheil 
limit, and leads to progressive errors with increasing 
diffusivity. 
Defining a constant: 
(2.31 
equation 2.29 can be integrated with a linear growth law to:-
zl = Zo(l-(fs/(l+ak))k-l 
(2.32 
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and with a parabolic growth law to:-
zl - Zo(1-(1-2ak)fs)(k-l)/(1-2mk) 
(2.33 
The planar model could be interpreted either as sheets 
of primary dendri te arms (Fig. 2. 22a), or planar secondary arms 
(Fig. 2.23a), but the latter appeared to give better agreement 
with experiment. 
The break-down at high diffusivity leads to non-
conservation of solute, and attainment of the Lever rule with 
finite diffusivity (at alpha-.S in equation 2.33). 
Clyne and Kurz [85] addressed these difficulties in 
1981, employing an alternative treatment corresponding to 
adulteration of the form of equation 2.29 relevant to the case 
of equilibrium. At equilibrium, it is undefinable because the 
back-diffusion term involves the product of infinity and zero, 
but it must correspond to the following equation:-
.' . 
Zl(l-k)r = rkZl + (rf-r)Zl (2.34 
Algebraically, their treatment consisted of inserting 
a constant in front of the back-diffusion component of the 
equilibrium balance (2.34,Fig.2.20). Calling this constant 
'A', their solute balance is therefore:-
. . 
Zl(1-k)r - (rf -(l-Ak)r)Zl (2.35 
When A=1, this reduces to the lever balance, and with 
A-O, it collapses to the Scheil balance. More specifically, 
however, it should tend to the Brody and Flemings balance at 
low diffusivity, whereupon, by comparing 2.35 with 2.34, it 
can be seen that:-
A -) 0 / rr as 0 -) 0 (2.36 
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With parabolic growth (Le. r -.1M:) this is constant, 
and the equation is integrable: indeed, it produces the same 
equation as (2.33). The present definition of A, however, only 
applies at low diffusivity, and it rust be "rationalised" so 
as to tend to the correct limit at high diffusivity, i.e. A 
-) 1. An exponential diffusion field argument coupled with 
an appropriate spline function led Clyne and Kurz to propose 
the following definition of A: 
A _ 2 [ a(1-e ( -1/ ex) ) -e ( -1/2 ex ) /2] 
(2.37 
This, however, is rather awkward for use as a hand-
calculator, analytical estimate, and a suggested alternative 
[8,10) is the simplest spline between the Brody-Flemings and 
lever limits, i.e.: 
A - 2a,1( 1+2a) (2.38 
It can be seen from figure 2.24 that the agreement 
between these alternative fo~lations is very good over the 
complete range of alpha from zero to infinity. 
Ohnaka [86] obtained this same term via a different 
approach. Rather than finding an empirical simplification of 
the Clyne-Kurz back-diffusion parameter, it was derived as a 
consequence of assuming a second order polynomial form for the 
segregation profile across the solid. Moreover, he states 
that use of use of 4a instead of 2a enables the fo~la to be 
applied to a cylindrical morphology. 
Addi tional micro-segregation formulae have been 
presented, under various assumptions, which are so complicated 
as to defeat the object of a simple, readily calculable 
estimate. Fuj imura and Brimacombe [87] developed a highly 
contrived 1D analytical treatment with root-time growth and 
an assumed, linear relation between fraction solid and 
composition. One of Ohnaka's expressions involved umpteen 
algebraic terms [86). At this level of complexity, a computer 
is called for, whereupon the inclination would be to use a 
basic numerical treatment which at least allows for the 
variation of diffusivity with temperature. 
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Fredriksson applied analytical equations to the 
peri tectic reaction [88 J • Complete mixing was assumed in both 
the liquid and the ferrite, with the austenite developing 
according to two, back-to-back Scheil equations into these two 
phases. In Fe-C alloys, the respective growth rates were 
coupled so as to keep C in its binary equilibrium. In stainless 
alloys, the two equations were linked by temperature through 
Raoult's law for the equilibria. Obviously, this treatment 
suffers from the same limitations as the Scheil equation. 
Cornelissen [89J approached the peritectic reaction 
with a Clyne-Kurz treatment of finite diffusion. Once the 
peritectic was encountered, the system was assumed to switch 
from two-phase ferrite and liquid to two-phase austenite and 
liquid, thereby still amenable to the standard equation. A 
hypothetical "bulk" composi tion was assumed at the change-
over such that there was no step change in residual liquid 
composition. As with the standard Clyne-Kurz treatment, of 
course, the analysis follows only the change in residual liquid 
composition, with no regard to the composition profile within 
the solid, and indeed contains no implied ferrite-austenite 
interface. 
In section 4.1 it will be demonstrated that a simple 
extension of the coefficient, A, enables application of the 
standard equation to (convex) cylindrical and spherical growth, 
and estimation of the effects of alternative growth laws. 
Furthenmore, an extended micro-segregation equation will be 
derived which incorporates secondary dendrite ann coarsening. 
2.5.2) Numerical Treatments 
The first recognised numerical treatment of micro-
segregation was that due to Brody and Flemings [81], 
accompanying their previously described analytical study. A 
10 plate morphology was assumed, initially taken as primary 
arms although a secondary arm basis was later recommended 
(Fig.2.22,2.23). A standard (Carslaw and Jaeger) finite 
difference scheme for solid state diffusion was employed. 
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The interface compositions required as a boundary to 
the FD scheme were estimated in two ways. First, these were 
computed simply from the Scheil equation, and second, from the 
basic solute balance equation but where the same approximation 
of dC/drli=dCi/dri as in the analytical solution was assumed. 
(This was stated as being unsuitable for systems with 
significant solid state diffusion.) Linear or parabolic growth 
laws were also imposed as in the analytical case. The 
advantages over the analytical expression were therefore 
limited to inclusion of varying diffusivity and partition 
coefficient, and derivation of a composition profile across 
the solid. 
Ki rkwood and Evans [90] improved upon this in 1968, 
removing the imposed growth law and interface compositions, 
which are unnecessary in a numerical treatment. This led to 
the MISEG program inherited at the start of this PhD, which 
will be described later. 
Kobayashi [91,92] numerically extended the Brody-
Flemings analytical equation by allowing the back-diffusion 
parameter to vary, as solved siImJltaneously with the heat 
balance. This was further extended to include the peritectic 
and convex-hexagonal 'columnar' (20 primary arm basis) 
solidification. In the former case a variable C* was defined 
as C /k which is continuous at both phase boundaries. This was 
5 
solved by an undefined FD scheme and the interfacial solute 
balance, wi th the boundary movements fixed to nodal positions. 
The hexagonal treatment was not explained in detail but it 
yielded very similar (albeit lower) levels of segregation and, 
moreover, the planar model exhibited better agreement with 
experiment. 
Matsumiya et ale [93,94) have also adopted a 20 primary 
arm basis of hexagonal form, although, originally, their 
hexagons were not close-packed. Subsequent solidification of 
the remaining triangles after impingement of the hexagons led 
to a kite-shaped basic geometry, Fig. 2.25. The program 
operates with a set cooling curve; the liquidus of the residual 
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liquid is calculated, which sets the time and the corresponding 
growth rate wi th progressi ve, integral-node advance of the 
interface. The solidification phase was determined by an Fe-C-
p ternary diagram. The final segregation continued to increase 
with increasing number of nodal planes although this failure 
to find a consistent solidus was said to be unimportant because 
subsequent solid state difusion soon ironed out such 
differences. This apparently severe, final segregation which 
is artificially blunted by use of few nodes is consistent with 
my work on concave solidification morphologies which these 
final triangles represent. 
Liquid phase diffusion is included, and so is the 
peritectic transformation; by belated change of whole nodes 
which find themselves having a composition not allowed for 
that phase according to an analogue of the liquidus, binary-
sUIllllation equation for the delta/gamma solvus (Ar4). More 
recently, the same authors have adopted a close-packed hexagon 
morphology [95 J, presumably having recognised the drawbacks 
in concave cells mentioned earlier. 
Sub~ian [96J addressed the questions of 
solidification, solid state homogenisation and precipitation 
of TiN in a multi-component steel. A regular solution model 
was adopted for the central, Fe-Mn-C equilibria [97J with a 
largely unexplained FD treatment of diffusion in the solid. 
It appears that the model is 10 with fixed arm spacings and 
restricted to fully ferritic solidification, although sub-
solidus transformation to austenite is included. The 
interstitials, C and N, were predicted to show neglig&ble micro-
segregation, and the C content had a pronounced effect on the 
degree of homogenisation of the interstitials due to its 
influence on the persistance of ferrite, consistent with 
expectation. 
Battle [98 J is manfully struggling with a highly 
involved, invariant imbedding ("Method of Lines") technique 
for 10, static arm, binary micro-segregation. He admits to 
stability problems on anything he has tried other than Fe-Ni, 
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for which he generates very similar results after massive run-
times on a main-frame to those of MISEG (see later) which takes 
a few minutes on a BBC-B. Very recently, he has also provided 
a useful review of segregation modelling [76]. 
Meittinen [99] has developed a simplification of 
Agren's model (see later) which allows for the peritectic with 
complete mixing in both the ferrite and the liquid and finite 
diffusion only in the austenite. Similarly to myself, he uses 
the Jernkontoret work [100] as a prime source of experimental 
comparison. He finds the calculated liquidus (from free-
energy expressions) to be higher than in practice, which is 
put down to lack of undercooling in the model. On the same 
steels, my simple binary summation agrees very well with the 
measured liquidus values, implying no such problem. Also, the 
calculated solidus can be lower than experiment, which he puts 
down to limitations in the model whereas a major effect is the 
failure of the thermal analysis to detect the -true- solidus 
(Section 6.1) which does, indeed, lie well below apparent 
measurement (as evidenced by the presence of eutectics which 
would not exist at the quoted temperatures). 
In 1980, Lalli [101] presented a 10 secondary dendrite 
arm model which incorporated the phenomenon of dendrite arm 
migration, following on from the analytical work of Allen and 
Hunt ([75,76] Section 2.4). He modelled two arm spacings with 
a Murray-Landis [102] moving grid FD diffusion scheme coupled 
with the crank-Nicolson [103] technique for the time 
derivatives. An upwinding technique was employed for mass 
transport in order to avoid numerical instabilities. Migration 
was demonstrated to bring the extremes of core and final 
concentration closer together than with static arms, and to 
produce 'saw-tooth' concentration profiles. 
This work was originally presented as a term paper for 
prof. H. D. Brody at the University of Pittsburgh. prof. Brody 
informed me about some unpublished work on the effects of 
dendrite coarsening but this did probably not refer to Lalli's 
study (albeit published only in a conference proceedings). I 
understood Prof. Brody to mean that the mystery model considered 
coarsening by dissolution of the smaller arms (ripening) rather 
than as a consequence of migration. In any event, the work 
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to which he referred demonstrated that coarsening only 
influenced the micro-segregation of slowly diffusing species, 
consistent with my numerical and, indeed, analytical work. 
'!be source work of Or. Ki rkwood' s is detailed in Section 
4.2. Roosz and Exner [104,105] have also followed this lead 
of 100difying the solute balance so as to represent arm 
coarsening. Their program is set up for an Al-CU-Si ternary, 
with a large proportion of the project's effort on determdning 
the relevant equilibriwn information by experiment. A Crank-
Nicolson diffusion scheme is employed in the solid on a 10 
secondary arm basis. The three-phase eutectic reaction is 
included, with 'classical' behaviour whereby further 
solidification occurs by simultaneous precipitation of both 
solid phases, with the liquid composition precisely follOWing 
the equilibriwn eutectic valley, and no encroachment into hypo-
eutectic solid. '!bermal control over the solidification process 
is imposed from recorded cooling curves of specific experiments 
which the program is set to mimic and, indeed, for which 
agreement is found to be good. (After discussions with Or. 
Roosz during the solidification conference at Sheffield [104], 
he provided a copy of his program and data-set for information. ) 
Other than this, the 'rival' models appear to have 
adopted a static secondary arm basis, with either 10 or simple, 
convex 20 forms. The most important of these is that of John 
Agren [106-108), although it appears to be commonly overlooked. 
'!bis work will be considered in more detail. 
Agren's model has the traditional, static arm basis 
but is otherwise very sophisticated. It claims to handle 
planar, cylindrical or spherical morphologies, and 
solidification of a single phase or of twin phases as a 
classical eutectic, peritectic, or the essentially similar 
'divorced eutectic'. The required equilibria are calculated 
within the program from Gibbs energy equations as in Section 
2.2.2. Volume changes through phase transformation are allowed. 
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The Crank-Nicolson FD scheme is employed for solid 
diffusion. The solidification interface always lies on a node, 
with linear interpolation for compositional adjustment of the 
nodes when shifted to match the advance of the interface. 
Diffusion of a particular solute can be defined to a particular 
sub-lattice. 
The time derivatives required to advance the process 
are calculated by Gaussian elimination from the last 
established values, but the new composition: 
• 
zl' = zl + zl.dt (2.39 
acts only as a predictor. The equations are re-~ with the 
predictor to generate the new rate of composition increase, 
whereupon the accepted new compositions are derived as follows: 
Zl" = Zl' + 0.5*(ZI' - Zl) (2.40 
This corresponds to a second order Taylor series 
expansion for the new composition wi th a forward second-
difference. 
Various little manoeuvres were introduced to help 
things out. After each iteration, solute conservation was 
checked by the trapeze rule and, if out, an appropriate 
adjustment was arbitrarily made to the liquid composition. 
For cases where drastically different diffusivities were 
exhibited in a given phase, simplifying assumptions were 
employed, although some of these appear somewhat dubious. 
Agren has not included dendrite arm coarsening and, 
the present work also has a superior treatment for the solidi 
solid interface in a multicomponent system, particularly if 
species of vastly different diffusivity are present, and 
appears to run more happily judging from Agren's comment about 
arbitrarily injecting or removing solute from the system if a 
conservation check reveals a mismatch. 
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A further developoent of interest is the COSMOS 
project. COSMOS is a collaborative project with the Max Planck 
Institute in Dusseldorf, The Royal Institute of Technology in 
Stockholm, and volkswagen. These are involved in the CALPHAD 
work on phase diagram calculations, and the project is concerned 
with the extension of this from equilibrium to non-
equilibrium condi tions (building up from the established models 
of Hillertl' and Agren). Specifically, they are addressing 
diffusion controlled reactions in multicomponent steels, with 
particular reference to steel heat treatment. In principle, 
there is no reason why it should not be applied to a static-
arm solidification, including the peritectic reaction. 
The COSK)S model is usually employed isothermally, 
tackling the growth of an initial, finite (minimum 3 nodes-
worth) cuoount of one phase in another, with the associated 
changes in composition profile, upon insertion into an 
annealing furnace. They currently deal wi th austeni te, ferrite 
and cementite, with the latter two not yet coupled as for 
pearlite development. It can also run under a prescribed time-
temperature function (not by heat extraction, as yet), and 
they have used it for the direct calculation of ferrite noses 
in CCT diagrams. 
An array of different representative cells is possible 
on a given run, allowing, say, different microstructural scales 
across a sample, with solute flux between them if appropriate. 
Representative cells can be planar, cylindrical, spherical, 
or spheroid/ellipsoid, with the cell radius being interpreted 
as the average half spacing between nuclei or centres of islands 
of one phase in another. All three phases which they currently 
address can be included in the cell, but the interpretation 
of this arrangement is problematic; the program employs a 
peri tectic/peritectoid "coating" style arrangement which is 
not appropriate for the three phases in question. 
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Full local equilibrium for all solutes is assumed at 
the interfaces, with full diffusive control by simple, first-
order gradients in the FD scheme, albeit by activity rather 
than straight compositions. As with my program (second order 
but with straight compositions), a special procedure has to 
be adopted to ensure that all these conditions are satisfied. 
The solute balance scheme is in one program module which 
iterates with the Swedish equivalent of MTDATA (Le. 
Thermocalc) to find the one tie line out of the whole range 
allowed by temperature alone which also allows the solutes to 
agree on a single growth rate for the phase interface. 
They use this program at temperatures lower than for 
which many expect the full local equilibrium and diffusive 
control assumptions to be valid. They can get effectively no 
parti tioning between ferrite and austenite of the sluggish 
substitutional elements, but with evident adjustment of the 
intersti tial elements (i. e. "para-equilibrium" behaviour), but 
by the passage of a very sharp "bow-wave" of substitutional 
r 
solutes. There is still equilib}um partitioning at the 
interface, but no net change in composition in either phase 
away from this bow-wave spike. Computation at lowish 
temperatures can predict this spike to be thinner than an 
atomic spacing, but Professor Inden was not worried about this; 
its physical interpretation becomes suspect here, but he 
considers it still perfectly acceptable as a mathematical 
device. They had had a lot of discussion of this point in the 
past, and had concluded that it would be forced to give the 
same response as an alternative model with no such bow-wave 
and no partitioning of the sluggish elements, but he could not 
muster the arguments involved "off the cuff". Their approach 
had the advantage of yielding a continuum up to this limit, 
rather than a step change with need to resort to a different 
model. 
The program has a modular structure for flexibility, 
but which makes it all rather long-winded both to set up and 
to display the results. Their target is user-friendliness, but 
they have a long way to go yet before the average heat-
treatment shop could use the model themselves. 
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One aspect of interest in the COSMOS run they showed 
me was how you can get a hiccup in heat-treatment response 
upon changing heat-treatment temperature, delaying or even 
temporarily reversing the anticipated transformation. Such 
behaviour has been noted, for example, by Gordon Allan at SST 
with residual ferrite dissolution, and qualitatively explained 
by Colin Haworth (Sheffield University/BST). 
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2.6) INTERFACE 1U>ELLIr«; 
2.6.1) Theory 
The high temperature, solid/liquid interface of a 
typical alloy is relatively simple. The assumption of local 
equilibrium at the interface for all species is expected to 
be a good approximation and, indeed, has been demonstrated to 
be a successful one. It is the comroon assumption of alloy 
mdcro-segregation treatments, although what small departures 
from equilibrium do exist are essential and cannot be ignored 
by those concerned with calculating the solidification 
morphology from scratch. Similarly, a morphology is assumed 
in order to remove that enormous burden from the calculations 
(and indeed, from the progranuner), as described in the 
introduction and Section 2.8, and am not concerned with any 
small inaccuracies anticipated from holding this complete, 
local equilibrium assumption. 
The real problem comes in with solid/solid interfaces. 
Grain boundary interfaces between regions of the same phase 
are not the direct concern of this project, but rather the 
interphase interfaces moving around in the solid during 
solidification, and, indeed, after completion of 
solidification, as encountered in the peritectic reaction. 
Even if, as in the peritectic, a solid phase 
transformation occurs at a temperature equally as high as the 
solidification transformation, it is readily seen that 
equilibrium would be more difficult to achieve. In the liquid, 
there is little barrier to the arrancjnent of atoms and 
X 
modification of local composition required for the phase 
change, whereas both aspects are hindered when both phases are 
solid. 
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At low temperatures, solid state phase changes can 
occur by shear transformation, as for example, martensite from 
austenite. There is no change of composition, even locally, 
and the lattice merely slips from one arrangement to the other. 
This is a 'military' transformation with coordinated, 
cooperative, small movements of atoms. At the temperatures of 
interest to this project, however, we are concerned with changes 
between phases which would like to be of dissimilar composition 
as in equilibrium, even if they cannot quite get there. This 
is a 'civilian' transformation with independent, long range 
movement of atoms by diffusion through the lattice. This is, 
therefore, highly thermally activated as implied before. 
Hultgren [109] coined the terms, 'ortho-equilibrium' 
for transformations as of that from liquid to solid, where 
proper equilibrium can be achieved by all species, and 'para-
equilibrium' where only the relatively fast species are asstuned 
to obey equilibrium. This latter case, with possible support 
from experimental results, means that a transformation can 
take place even if only one of the solutes wants it to. If 
this can be assumed, it makes the computer modelling very 
simple again; e.g. equilibrium can be assumed at the interface 
for carbon whereas the slow, substitutional elements just find 
themselves forced into a new lattice type regardless of how 
they are arrayed at the interface. 
Hillert [110-112] gave local equilibrium a new lease 
of life by assuming that it was met without needing long-
range transport of the slow solutes. Instead, they would array 
themselves into a 'spike' (or the inverse) like a bow-wave at 
the interface. This behaviour, however, still implies that 
the transformation is being forced by the likes of carbon 
against the will of the others. Moreover, this spike was often 
predicted to be of similar or even smaller extent than the 
atomic spacing, whereupon it was maintained as a mathematical 
device of admittedly troublesome interpretation. The presented 
results, however, were very impressive. Inden has the same 
approach in the COSMOS project (Section 2.5), employing full 
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local equilibrium down to temperatures at which para-
equilibrium could be expected. A variant of this involved a 
hypothetical interface 'phase' as a mathematical device. 
An additional complication to consider is that 
interfaces necessarily have different structures to standard 
matrices, which will affect their thermodynamic properties. 
2.6.2) Mathematical Practice 
Complete equilibrium across a two phase binary system 
is simply represented by the Lever Rule if no special interface 
composition feature is considered, with straightforward 
extensions to three phases and so on. In a multicomponent 
system, it remains simple provided data are known to derive 
the chemical potentials which must be uniform for each element. 
If the effect of interface structure on chemical potential is 
known, then it is also possible to include the phenomenon of 
different compositions around the interface even at 
equilibrium. 
Equilibrium across one phase and finite diffusion in 
another is the standard case for building up a micro-
segregation model (Fig.l.2). The problem is relatively trivial 
in a binary, involving the solute balance with knowledge of 
the relevant equilibria (partition coefficient and liquidus 
slope) and the driving force for change (cooling rate or heat 
extraction rate): 
. 
Zl(l-k)r = D(dZ/dr)I + (r f -r)Zl 
(2.41 
Extension to multicomponents gets a little more 
complicated but is the natural extension to the above in terms 
of simultaneously solving a solute balance for each species 
along with the equilibria and driving force. Additional 
complications for multi-component systems are determination 
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of the relevant equilibria to feed into the equations and, 
indeed, the relevant diffusivities (Section 2.3), but for 
current purposes these aspects are ' source data problems' 
outside of the current argument. 
The natural extension to volume diffusion control in 
both phases is as follows: 
• Za(l-k./ b )r = D(dza/dr)r - D(dzb/dr)r 
(2.42 
Application of this equation for a binary system with 
local equilibrium and a constant temperature is wi thin the 
scope of text books. Its extension beyond these restrictions 
is not trivial, however. 
(An alternative, isothermal phase transformation 
problem is where one phase is a compound of fixed composition, 
as dealt with, for example, in ref. 113. This, again, avoids 
the main problems and, moreover, is not all that relevant to 
the current work where temperature is continually decreasing. ) 
The problems encountered when trying to extend this 
formalism beyond a binary concern the shortage of sui table 
time-derivative variables. There is no immediate provision 
for introducing either a varying temperature or a 
correspondingly varying interfacial composition. The solution, 
as addressed in Chapter 5, is to "float" the solute balance 
equations in time, rather than have time derivatives explicitly 
in the equations. 
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The primary target addressed by this thesis is, of 
course, micro-segregation, but it is only sensible to consider 
the likely implications from such work for the important problem 
of macro-segregation. It is therefore appropriate to describe 
its various forms at this stage. 
Macro-segregation arising from dendritic 
solidification is defined as compositional inhomogeneity on a 
scale larger than that of the dendrite arm spacings. (Some 
people employ the term "meso-segregation" for that on a scale 
only somewhat larger than of the dendrite arms, reserving 
"macro-segregation" for truly macroscopic phenomena.) 
Macro-segregation is not a fundamental feature of 
dendritic solidification, despite it being taught as such till 
relatively recently [21]. 'Normal' segregation in ingots was 
traditionally described as a natural consequence of enriched 
solute being pushed ahead of the solidification front, as in 
the Scheil equation. With a planar solidification front, this 
would, indeed, be a fair first-approximation, but less so with 
cellular growth and downright misleading wi th dendri tic growth. 
The more removed is the morphology of the solidification front 
from planar, the more the enriched liquid is held within that 
'nrush' . The morphology is a response to constitutional 
supercooling and, by its nature, virtually removes it. In so 
doing, it has also essentially removed the solute field ahead 
of the dendri te tips under the standard range of solidification 
conditions and, hence, has avoided 'normal' segregation. 
Indeed, various people have solidified test lumps of steels 
to study the phenomenon and not found it. So, assuming a well 
developed dendritic morphology, and apart from the left-over, 
residual effects of the above solute "bow-wave" argwnent, why 
do we get the various types of macro-segregation in dendritic 
solidification? 
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The "mushy" zone can be thought of as sponge full of 
dirty liquid. Unless you hold it very carefully, the liquid 
will ooze out and, under various ways of squeezing or bending 
it, the liquid will squirt or gather in certain places, which 
is one representation of macro-segregation. To take it further, 
the sponge must be thought of as fragile and, rooreover, readily 
corroded by cooperative flow of the liquid which thereby 
produces macro-scopic channels to aid further such flow. 
Another stage on, and our sponge is, itself, contracting as 
it cools and is thereby producing its own driving force for 
fluid flow. FUrther still, the density of the impure liquid 
tends to vary according to exactly how impure it is, producing 
buoyancy forces to drive ci rculation currents around the 
sponge. Thus armed, we can address all the significant forms 
of macro-segregation (Fig.2.26), bar two; (one of these is the 
reverse, i.e. settling of solid nuclei within the liquid, and 
the other is a local response to sudden changes in growth 
conditions at the solidification front, as with "white bands" 
under electro-magnetic stirring of the solidifying strand; 
indeed, continous and vigorous stirring along the whole strand 
length can reduce the solidification roorphology on the micro-
scale to planar, resulting in massive macro-segregation [114J, 
equivalent to the micro-segregation normally confined to the 
micro-scale by the dendrite arms). 
Micro-segregation, therefore, is a central precursor 
for macro-segregation, and any useful treatment of the latter 
requi res knowledge of the former. In the present work, 
qualitative implications can be drawn, or simplistic relative 
susceptibilities derived, but a further major project would 
be required (and is, indeed, under discussion) to link a 
sophisticated micro-segregation model wi th a sophisticated 
macroscopic treatment. 
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2.8) U>EL-versus-REALITY 
"Let him know his fairy tale accurately, and have 
perfect joy or awe in the conception of it as if it were 
real; thus he will always be exercising his power of grasping 
realities. " 
-John Ruskin, introduction to "German Popular Stories",1868 
2 • 8 .1) FUNDAMENTALS: a homi I y 
A model helps us to understand Reality. It can be a 
conceptual model to let us picture what is going on, or a 
mathematical one to help us make quantitative predictions 
rather than resort to experiments all the time. 'Theory' (from 
the Greek for 'to see') can be used in either respect but a 
model is normally a simplification of the full, theoretical 
understanding currently obtained but one which can be used 
more easily. A common error is to assume too much Reality in 
our theories, or that there must be a unique theory for a 
particular phenomenon. 
An obvious, general principle is that the more accurate 
the conceptual model, the potentially more accurate are the 
predictions it can yield. However, it is also a mistake to 
assume all relevant theory should be built in to every model: 
much is simply not worth the effort of its inclusion. The value 
of a model should be judged from whether it gives the required 
information in the relevant context. The purist may try to 
take models to the very limits of known science but the 
pragmatist settles on the simplest model which serves the 
purpose in question. I would class myself as the latter, 
applying techniques and concepts comfortably removed from the 
forefronts of knowledge and, therefore, within my capability. 
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An important limi tation to consider is the availabili ty 
of data; not data as in observations to test theories, but 
bread-and-butter data with which to feed our models. The 
theory behind such data is well established; it is simply a 
question as to whether anyone has actually bothered to perform 
the experiments required to get them or, if several people 
have but have obtained very different values. In either case, 
we do not really know what values to use. There is little 
point in constructing a highly sophisticated model if it 
requires data which are simply not available. This largely 
explains the belated development of micro-segregation theory: 
why bother to invent something more sophisticated than the 
Scheil equation until techniques of microanalysis arrived, 
able to measure what you were predicting? In the present case, 
there was a severe lack of multicomponent equilibrium data, 
in particular, hence the incorporation of the sub-contract for 
their derivation (Section 2.2.2). 
Three mathematical approaches are employed in this 
thesis: 'curve-fitting', analytical models, and numerical 
models. The 'curve-fitting' type is the "never mind the quality, 
feel the width" sort of approach where analytical style 
equations are invented to match known data or boundary 
conditions. This, obviously, is a poor relation and does 
arguably not deserve the lable, 'model' at all, but is sometimes 
all we have. Analytical models have the virtue of preciseness: 
provided the mathematics are correct, the model is as real as 
its starting assumptions. (I try to keep to words such as 
model and mathematics here rather than arithmetic, which is 
generally considered an obscure ancient art no longer practiced 
in developed countries.) Some examples of both these can be 
found in Section 2.5.1. With numerical models, some of that 
preciseness is lost but you are generally more able to use 
starting assumptions more akin to those Nature actually uses. 
In terms of the current work, the solidifying steel 
knows precisely what it is doing and how to go about it, and 
the resul ts of the process are measurable. I f the model gives 
the wrong answers, then the equations are an inadequate analogue 
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of the real process; whether over-simplified or plain wrong. 
Mathematics gives exact results in relation to the IOOdel (albeit 
with errors from numerical method) and has the power to give 
exact results in relation to theory. We can only hope that 
it can go close enough to Reality to be of use, and all the 
evidence is that it can go very close indeed. The important 
limitation then, is the model (including its required, bread-
and-butter data). 
2.8.2) conceptual Model 
A dendrite is as unique as a fingerprint, but the 
target of this model is the ' typical' level of micro-
segregation expected from the 'average' dendrite, but noting 
effects which would lead to variability. 
a) The Average Dendrite 
There are obvious local variations under ostensibly 
the same solidification conditions and these will affect the 
local micro-segregation. The differences in morphology between 
rather than wi thin solidifying grains can also lead to important 
differences in this segregation. Experimental measurements 
which adopt the 'scatter-gun' approach (Le. taking large 
numbers of measurements at different points of a ' large' 
specimen, blind to the actual micro-structure) as recommended 
in some quarters [115,116] mis-represent dendritic profiles 
which contain subsidiary composition peaks and sum the effects 
of varying fractions of different morphology and scale. It 
is therefore wrong to expect an 'average' dendrite to reflect 
the cumulative segregation plots thus determined. The 
statistical nature of this summing procedure is, perhaps, 
reflected by the success in fitting the statistical Weibull 
function to the 'scatter-gun' cumulative segregation plots 
[116] • 
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Such plots exhibi t ' tails' at both low and high 
concentrations; that at low concentration being more noticeable 
by its incompatibili ty even wi th the form of segregation profile 
predicted by models [Fig 2.27a -v- b). A likely origin lies 
in the weibull/scatter-gun approach representing the sum of a 
whole range of profiles; a few volume percent of material 
exhibiting the more extreme profile in Fig.2.27b, couples with 
the rest of the less extreme profile, could sum to something 
like the scatter-gun profile. Intuitively, this tail should 
tend to the bulk composition mul tiplied by the ini tial parti tion 
coefficient, i.e. the local scale and morphology for a very 
small fraction of the total sample are such that back-
diffusion is unable to adjust the original composition. 
Similarly, other regions will be much more heavily segregated 
than the model prediction, but although such results are' real' , 
they should not detract from the model. Rather, the model 
should be run with different scaling factors numerous times 
and the results summed with a weighting system reflecting the 
local scale distribution within the sample, whereupon similarly 
tailed plots would be generated. Determining the correct, 
scalar distribution to mirror the observed plots quantitatively 
would be a significant modelling problem in itself. 
Regarding the presence of troughs or subsidiary peaks 
in segregation profiles resulting from a peritectic reaction, 
a trough as exhibited by an austenite stabiliser could also 
give a low concentration tail as seen in scatter-gun profiles, 
Fig.2.27c. A subsidiary peak, however, as exhibited by ferrite 
stabilisers, would be re-shuffled into a kink or shoulder on 
the cumulative plot (Fig.2.27d), which by its definition rises 
continually in concentration from f aO to f =1. 
c c 
Butler [116] found some cases where two Weibull 
functions were required. Such a result could correspond to the 
loss of information regarding the actual profiles: i.e. such 
curves would be expected where there is a subsidiary c0111pOsi tion 
peak at the dendrite core as well as at the interdendritic 
position (Figs.2.27d). An alternative explanation is, however, 
required for the case in point because the element in question, 
Mn, should not exhibit twin peaks (such as Mn5 preCipitation 
producing the observed kink). 
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The 'average dendrite' approach must use the concept 
of a particular dendrite, therefore, rather than expect to 
represent the overall segregation as described above. 
b) Limiting Micro-Segregation Behaviour 
Historically, there's the lever rule for complete 
mixing/ diffusion in both liquid and solid (equilibrium), and 
the Scheil (Gulliver, Pfann) equation for complete mixing in 
the liquid and absolutely no diffusion in the solid, with the 
'real' answer assumed to lie somewhere between these bounds. 
There are, however, underlying assumptions to be questioned 
even here. 
The pertinent assumptions are 1), local equilibrium 
at the interface with the bulk liquid, with no curvature (Gibbs-
Thompson) modification to that equilibrium, 2), temperature 
gradient negligible wi thin the representative cell, 3), constant 
partition coefficients (for the Scheil bound), 4), complete 
mixing in the interdendritic liquid and 5), lack of interaction 
between adjacent 'slices' of dendrite of different fractions 
solid (i.e. the representative cell can be considered in 
isolation) . 
These were dealt with by Brody, Bower and Flemings 
[117] who found the dendrite tip temperature to be within 
experimental error (20 , and <10 C later quoted for steel 
[26,28,29]) such that any effects of (1) must be very small. 
The magnitude of the relative diffusivities implies that 
thermal fields should be very flat relative to solute fields, 
and likewise solute fields in the liquid should be very flat 
relati ve to those in the solid. A previous model [Howe, 12 ] 
which included liquid diffusivity [12) showed it to be 
essentially uniform, as often quoted elsewhere [81,87,981. 
(Indeed, even the much slower diffusivity of carbon in the 
solid can be closely approximated to equilibrium mixing 
[3,14,1181.) The problem arises from extending the Lever or 
Scheil bounds to actual dendrites. 
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There is no problem if we consider a sealed element 
or isothermal 'box' (Fig.2.28) but, in most modelling work, 
the treatment is applied to a 'slice' through a dendrite at a 
fraction solid which increases with time, ignoring the changes 
with distance other than to say that they are what the 
considered element will represent at a different time. How 
can you have complete mixing in the liquid transverse to the 
primary arm growth direction, yet zero mixing parallel to that 
growth direction? 
A large aspect ratio will help, limiting the influence 
of neighbouring slices. We usually have that, and some people 
have calculated that that alone will usually suffice for this 
assumption (87). If we do allow longitudinal solute transport 
in the liquid, what comes in must balance what goes out to 
enable us to keep to the helpful assumptions. How realistic 
is this? 
The pragmatist might say that were it not, the overall 
solute content would not remain- constant so, therefore, it 
must be right. A trifle circular an argument, perhaps, and it 
should be remembered that undisturbed steady-state 
solidification does not result in macro-segregation, implying 
there is indeed no net transport between 'slices'. 
c) Morphology 
We had already introduced questions of morphology into 
the lever and Scheil bounds, but only insofar as they supported 
the assumptions which they actually employ in their derivation. 
So, if we accept these limits (that is, infinite and zero solid 
diffusion), the first problem is to fit finite diffusion between 
them. This requires input of size and morphology or at least 
some dimensionless number comprised of such terms. Simple 
fractions liquid and solid won't do anymore. 
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My target, as described earlier, is a 'typical' 
dendrite, only as far as is needed to afford useful results. 
The simplest morphology is, of course, 10, and this has been 
the basis of most modelling work. This can be interpreted 
either as primary dendrite sheets rather than arms, or, if the 
bulk of the solidification is assumed to occur on the secondary 
arms, these are the sheets in questions, on spindley, 
inconsequential primary arms (Figs. 2.23,2.24,2.26). 
Several researchers have employed a 20, cellular 
(primary arm) morphology [91-95], either cylindrical or 
hexagonal (for 'packing'). More complicated and, indeed, 
realistic morphological models are currently very limited in 
terms of other factors which can be considered so it is a 
question of choosing one of a few, simple morphologies. 
As mentioned before, the morphology becomes more 
important the larger is the fraction solid. I have noted that 
a first order binomial expansion of the Scheil equation, valid 
for low fractions solid, generates the Lever rule, thereby 
demonstrating the tolerance of micro segregation models at the 
early stages of solidification. We are operating between 
bounds which are so close that secondary assumptions really 
make no significant difference to the result. So the question 
can be re-phrased as what shape does the final liquid usually 
adopt? In actual fact, it will consist of all sorts, but, 
typically, a film may be adopted, consistent with 10 or 'convex 
20' format (final liquid on external surface of 20 form). 
A previous numerical model [Howe, 12] was a rather crude 
fini te di fference arrangement based on the ' cellular 
dendrite'-- a grid of primary arms webbed by merged plates of 
secondary arms, forming square pyramidal pools of 
interdendritic liquid (Fig.2.29). This 'concave 20' format 
(final liquid at axis of 20 form) gave grossly overestimated 
micro-segregation. It was difficult even to find a credible 
solidus wi th a moderate carbon steel. (This was the model which 
also considered diffusion in the liquid and found it was 
sufficient for essentially complete mixing as has been 
assumed.) Comparisons elsewhere between 10 and convex 20 showed 
far less dramatic an effect [91,92]. 
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The rough effect of different morphologies can be 
assessed in the following manner. In Section 4.1, a 
modification is proposed to the Clyne and Kurz [85] equation 
now in standard use for analytical treatment of micro-
segregation, extending it beyond a planar growth morphology. 
For convex growth where a single distance, r, is sufficient 
to describe the situation, extension from 1 to 2 or 3D is found 
to be relatively straight-forward, with segregation moderating 
with increasing dimension. For concave growth, it appears 
that segregation should increase markedly with increasing 
dimension, but this was not directly amenable to an analytical 
approach (Fig.2.30). 
The main distinction appears to be whether the final 
liquid is present as films (convex growth) or pockets (concave 
growth). Obviously, the actual case will comprise varying 
proportions of various morphologies, but, in general, films 
seem to be the common form, and the 10 case represents the 
severest such case. 
So, a 10 model is not so gross an assumption as it 
might look. As before, this basis has a distinguished pedigree. 
It is, however, best applied when secondary dendrite arms are 
well developed, and the model cell should therefore be based 
on the secondary dendri te arm spacing, which introduces the 
problem of arm coarsening. 
d) Secondary Dendrite Arm Coarsening 
The phenomenon of secondary dendrite arm coarsening 
is described in Section 2.4, and was first incorporated into 
a quanti tati ve micro-segregation model by Ki rkwood [3). A 
full account of its effect on micro-segregation would require 
a model which follows the actual coarsening mechanism. At the 
initial stages of solidification the mechanism is one of 
competitive growth rather than coarsening as such: those which 
surge ahead and thicken and block out the slower ones [1 ) 
Fig.!.!. After this initial period of rapid and drastic pruning 
of large numbers of branches, traditional ripening processes 
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take over, but by four possible mechanisms: melting back of 
arms with greater curvature from the tip, melting back from 
the sides, necking off at the root, or migration along the 
primary stem. 
Inclusion of these alternative mechanisms would 
obviously be a very complex modelling problem, and hindered 
by lack of much of the relevant data. Kirkwood incorporated 
the phenomenon by simply considering a particular secondary 
arm whose axis lies a progressively greater distance from that 
of its nearest neighbour as solidification occurs (Figs. 
1.2,2.31). This was achieved by including the extra term in 
the solute balance, as has been described before. This term 
is not, however, the full amount of solute involved in the 
'new' volume resulting from the expansion of cell size, but 
the amount exceeding the bulk composition; the rest being 
provided automatically. This point has a tendency to puzzle 
people: it does not mean to say that bulk composition liquid 
from beyond the dendrite tips is magically transported in 
appropriate volumes to each solidifying increment, but is a 
necessary result of increasing the size of the volume element 
under study whilst conserving solute. (This is merely 
equivalent to the original cell being already populated with 
bulk composition; any increase in size must be similarly 
populated, as, perhaps, most readily understood from 
considering the simplest case of a uniform composition.) 
This might well approximate to the net effect on the 
composition of the residual liquid but does, however, beg the 
question as to how well it treats the solid. Just adding a 
term into the liquid to account for the increase in size of 
the volume element implies that the solid arms are merely 
moving further apart, intact, rather than undergoing a 
remelting-type mechanism which could lead to different solute 
profiles in the solid. A saw-tooth segregation profile can 
be observed, for example, moving across secondary arms parallel 
to the primary stem, which presumably results from the migration 
mechanism. This could well be modellable but does, however, 
raise the question of what we intend to get from the model. 
Perhaps we should not bother to target more than just an average 
profile, translated back into terms of fraction solid. 
Modelling particular instances like this does, however, have 
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more merit than a purely academic modelling exercise because 
its success or failure gives you same indication as to whether 
you have understood the mechanism correctly. 
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EXPERIMENTAL 
Einstein to a student, upon learning of the 
experimental verification of his prediction of the bending of 
light by the Sun: 
"I knew the theory was correct. Did you doubt it? 
(-Had the experiment proved otherwise-) Then I would have to 
be sorry for dear God. The theory is correct." 
3.1 ) LlQUIOOS EXPERD1EN1'S 
3.1.1) Background 
Accurate predictions of liquidus temperature are of 
obvious commercial importance to casting, and particularly so 
for continuous casting. In the present context, however, 
liquidus measurements have been performed to provide 
experimental equilibrium data, and check computed equilibrium 
data, for use in the micro-segregation model. with local 
equilibrium at the phase interfaces, the solid/liquid interface 
temperature will be at the liquidus temperature of the residual 
liquid with which it is in contact. 
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Previous work [Howe,119-121] (see below) had already 
addressed the determination of liquidus for the majority of 
standard steel types. Therefore, the compositions addressed 
by the current project were selected on two alternative counts: 
first, to represent the sort of compositions which the 
interdendritic liquid might obtain late in the solidification 
of a more normal alloy, and, second, purely for testing the 
accuracy of the equilibrium liquidus temperatures calculated 
by the NPL, Le. significant amounts of a few species. 
3.1.2) Theory 
Liquidus temperatures are the easiest, relevant, 
equilibrium value to measure. A steel is likely to commence 
solidification under normal casting conditions with only a 
minor supercooling below the equilibrium value (Chap. 2). One 
major, measurable change accompanying onset of solidification 
is the release of latent heat and, indeed, the standard method 
of liquidus determination is by thermal analysis; observation 
of the time/temperature cooling curves recorded from 
thermocouples immersed in the liquid sample. 
In the absence of solidification, the natural cooling 
curve would be a smooth, concave slope (i .e. lower cooling 
rates at lower temperatures) but the necessary dissipation of 
latent heat reduces the cooling rate at a given rate of heat 
extraction, producing a convex distortion of the cooling curve. 
Normally, a significant proportion of the sample solidifies 
close to the liquidus temperature and this is, therefore, 
clearly marked. The schematic cooling curves of four 
composi bons from a simple binary system are displayed in 
figure 3.1. Ternary and higher order alloy systems can exhibit 
addi tional ' kinks' as the deposi bon of successive phases 
alters the rate of evolution of latent heat. The schematic 
cooling curve types which can be encountered in the FeCrNi 
system in addition to those in Fig. 3.1 are displayed in figure 
3.2. 
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The form of the cooling curve can vary wi th sample 
size and thenoocouple location. At the edge of a large casting, 
the cooling curve will be similar to the theoretical examples 
in figures 3.1 and 3.2. Within a casting, the cooling rate 
can be less than that of natural cooling above the liquidus 
temperature when latent heat is being produced by 
solidification in the cooler, outer regions. Nevertheless, 
even in the centre of large castings, the superheat is 
dissipated fairly quickly and a plateau is observed on the 
cooling curves close to the equilibrium liquidus temperature 
until the growth front of solid has reached the thermocouple 
(Fig.3.3). Apart from any transient, nucleation-
undercooling, the expected growth-undercooling (at least in 
iron-rich alloys) is typically within a degree [26,28,29,117], 
and is therefore an acceptable systematic error for present 
purposes. 
In terms of thermal analysis experiments, the 350/400gm 
liquidus samples employed in the current study can be termed 
'large'. This facilitates accurate determination of liquidus 
temperature because it is manifested as a plateau of 
considerable duration rather than a brief kink. Furthermore, 
large samples largely avoid problems of nucleation undercooling 
(as opposed to the growth undercooling referred to previously) 
because even if solidification at the surface is delayed 
(unlikely in the present case with a rough container and air-
melting) the subsequent growth will quickly bring the 
temperature back up to a liquidus plateau as before. 
3.1.3) Experimental Procedure 
The majority of the experimental melts were produced 
in the 10Kg , 55' induction furnace at S5T 5winden Laboratories. 
Other furnaces were used on occasion depending on 
circumstances. No vacuum or inert gas procedures were adopted, 
knowing from experience that pick-up of gases (with employment 
of 5i and, occasionally, Al deoxidation) would not be at such 
a level as to have a significant effect on the recorded 
temperature. The melting and sampling was performed with 
assistance of SST technical staff. 
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The liquidus temperatures were measured by the Land 
Checkpoint system (122). Between 350 and 400gm of metal were 
tOIrpoured from the induction furnace into the disposable 
Checkpoint ceramic crucibles which were equipped with Pt/ 
pt-13%Rh thenmocouple heads in silica sheaths (Fig.3.4). 
The signal from the thenmocouple was originally 
displayed on Kent chart recorder, modified so as to convert 
the voltages into a linear temperature response, with an 
electronic ' cold junction', and backed-off so as to give 
1400-15S0°c full scale range. This was an ex-demonstration 
model of Land's with a claimed accuracy of +/- O.SOC for the 
thenmocouples and +/- loC for the thenmocouple-recorder 
combination. For the early casts (pre-PhD work, -see later), 
14000C was accepted as a minimum temperature. Later, however, 
the electronics were modified in order to alter the degree of 
backing-off and, hence, allow temperature measurements below 
1400oC. 
Calibration checks consisted of recorder response to 
a range of calibrated voltages, once at Land [ 122 ) and 
subsequently by the Instruments personnel at BST Swinden 
Laboratories, prior to major cast runs. Prior to the third 
set of casts under this PhD project (Nos. 120-133), calibration 
was performed via monitoring thermocouple readings within a 
calibrated furnace. OUring this exercise, major problems were 
revealed wi th the admittedly archaic recording equi(:l11ent. The 
nominal accuracy was wi thin a degree but one calibration check 
indicated that the first 19 liquidus results for this thesis 
might have been susceptible to a random error of up to 15K. 
The Kent recorder was, therefore, abandoned, and the subsequent 
casts were monitored with a Thurlby 1905a Intelligent Digital 
Multimeter with NFL-traceable calibration. 
Two determinations were made from each cast, and 
further measurements were performed if the first pair disagreed 
by more than lK. One of the solidified samples from each cast 
was sectioned and the composition was determined by a 
combination of X-ray fluorescence and wet chemistry on 
drillings. Compositions of some of the later casts (Nos. 
120-134) were determined from separate 'lollipop' or crucible 
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samples taken immediately prior to pouring the liquidus 
samples. Further samples were analysed to test repeatability 
or in cases where an unexpected variation in measured 
temperature was noted. 
The results of the author's previous work in this field 
[119,120] were available to this project (designated by one 
or two digit numbers in the ensuing tables) and, therefore, 
most of the alloys produced subsequently under this PhD 
submission bore very little similarity to practical steels, 
as described at the start of this chapter. 
The twin ini tial targets for experiment and computation 
into the general multicomponent case were the Fe-C-Si-Mn and 
Fe-C-Cr-Ni quaternary systems, as reflected in casts 101-108 
and 109-119, with variants and combinations thereafter, and 
addition of Mo, up to cast 162. Also included were some Fe-Cr-
Ni steels from another BST/ECSC project, deSignated as casts 
201-222. All the compositions are recorded in Table 3.1, and 
calculated and experimental liquidus temperatures in Table 
3.2. The calculation scheme is described in Table 3.3 for 
liquidus and solidus, and the results for the sub-set of casts 
from the previous work for which solidus was assessed are 
recorded in Table 3.4. 
3.1.4) Results of Previous Work 
Previous work [Howe, 119,120] was summarised in a recent 
paper in I ronmaking and steelmaking [121] where the temperature 
results were combined with those from a Jernkontoret study 
[100] and compared with those from simple methods of 
calculation. The total population of alloys were split into 
'low alloy and quasi-binary steels' and 'high alloy steels'. 
The term 'quasi-binary' was used for alloys which had only one 
solute element present in large amounts. The simple, purely 
empirical or binary summation techniques for liquidus 
calculation:-
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(3.1 
(To datum temperature of 15370C being 
the melting point of pure iron) 
are likely to be successful for the low alloy steels with 
minimal interaction effects, and also for quasi-binary alloys. 
Moreover, the initial solidification phase will either be delta 
ferri te, or a function of the quasi-binary solute already 
accounted for in its liquidus depression, i.e. the approach 
need no expicit consideration of the solidification phase, 
only the depression from the melting point of delta-iron. (This 
makes the calculation scheme much more amenable to operation 
v·tI\ 
on plant.) Reasonable accuracy should not be expected/high 
alloy steels, for which more than one element is non-dilute, 
with such an approach. The compositions are listed in Table 
3.1. 
The liquidus equations previously derived by Andrews 
and coworkers [123 J are of the binary s\.lIllllation type. Where 
inadequacies were apparent in their predictions, alternative 
binary liquidus depressions were taken by Howe [121 J from more 
recent references [124J than those available to Andrews and 
represented by Simple, algebraic expressions. These modified 
Andrews predictions are compared with experiment in Table 3.2 
and Figure 3.5 (designated BS) • Also included in the comparison 
were the predictions according to Wolf (empirically devised 
primarily for stainless steels) and Kagawa and Okamoto, who 
specifically addressed the differences expected with ferritic 
and austenitic solidification. In addition, some consideration 
was given to ejtimation of solidus values in the more dilute 
steels. 
In the case of the austenitic stainless steels (for 
which binary summations are expected to be inadequate) 
alternative estimates were obtained for comparison by defining 
the datum temperature, To' as the liquidus expected of the Cr 
- 78 -
and Ni contents according to the ternary Fe-Cr-Ni liquidus 
surface [127,128}, Figs.3.6 and 3.7. Cr and Ni would then, of 
course, be excluded from the ensuing summation. 
The correlations, and extremes, means, and standard 
deviations of the differences between calculated and measured 
temperatures are presented in Table 3.2. 
In the 50 quasi-binary steels the current modification 
to the original work of Andrews has proved superior to both 
that recommended by Wolf [125] and Kagawa and Okamoto [126}. 
The largest discrepancies in this work were for the highest 
carbon (7. 4K overestimation) and manganese (10 .1K 
underestimation) steels (Tables 3.2). The Wolf equations 
seriously underestimated the liquidus of the high manganese 
or nickel steels (by up to 87K). These are, however, adequate 
for most of the ferritic and lower alloy austenitic stainless 
steels for which they were primarily intended. The apparent 
inferiority of the Kagawa and Okamoto equations may be 
surprising as only these took explicit account of the change 
in liquidus slopes according to the nature of the solidifying 
phase. Two reasons for this could be, first, that their 
quadratic equations for the dominant carbon effect are not 
suitable for extrapolation much beyond the relevant ferrite 
and austenite phase ranges in the iron-carbon binary and, 
second, there is little difference within the population 
between the actual solidification phase and that automatically 
accounted for by the single non-dilute element in the quasi-
binary approach. This would not generally be the case when 
more than one element is non-dilute but, in such cases, the 
whole approach of summation of binary depressions would be 
expected to be inappropriate. 
Within the population of 37 high alloy (largely Cr-
Ni) steels, the predictions of Kagawa and Okamoto were superior 
to either those of Wolf or the present binary summations. The 
predictions were not, however, sufficiently reliable for 
practical purposes with up to 36. 5K error, or 79. 5K error 
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should the incorrect solidification phase be assumed. Better 
results were obtained with either the Rivlin and Raynor [127] 
or Chuang and Austin Chang [128] ternary based calculations 
(with subsequent binary depressions for the remaining elements 
as for the modified Andrews factors). The ternary base due 
to Chuang and Austin Chang proved marginally superior, with 
one particular discrepency for Alloy 800 (27K over-estimate, 
Table 3.2, Figure 3.8). 
The best predictions overall from this previous work 
were thus obtained from the modified Andrews binary depressions 
in combination wi th the Chuang and Austin Chang Fe-Cr-Ni ternary 
where appropriate. 
Solidus temperatures were not forthcoming from the 
present study but a similar exercise was performed on the 
solidus results as measured in the Jernkontoret study [100] 
by thermal analysis. Unlike liquidus, this is unlikely to 
approximate to equilibrium values and is bound to be more 
problematic. Some attempt to allow for this was made by 
performing a linear regression of the equilibrium solidus 
(according to binary summation as before) in conjunction with 
the cooling rate, To, leading to the following form: 
• T 1 = T + E f (Z 0 ) -g. To 
so 0 1 
(3.2 
where the functions f (based on diagrams in ref. 96) are as 
listed in Table 3.3, and the optimum multiplier, g, was found 
to be 30. The average sample cooling rate from liquidus to 
solidus was employed rather than the quoted furnace cooling 
rates in the Jernkontoret experiments. This exercise was 
restricted to the most dilute compositions (Nos. 27-42). 
A reasonable prediction of solidus is evident for these 
steels (Table 3.4, Fig.3.9) despite the simplicity of the 
approach. The equations representing the binary solidus 
depressions as recorded by Kubachewski [96] gave a slightly 
higher correlation and lower standard deviation of differences 
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with measurement than did those according to Andrews and only 
the former are reported here. An attempt was made to improve 
the solidus prediction by employing carbon equivalent 
coefficients for the peritectic such that the dominant effect 
of carbon would be influenced by the presence of the other 
elements. This, however, only gave a slight improvement which 
could not justify the loss of simplicity in calculation. 
It should also be pointed out that the solidus 
temperatures quoted in the Jernkontoret study according to 
thermal analysis cannot represent the 'effective' non-
equilibrium solidus (the temperature for final solidification 
of matrix material in a typical or average region). For 
example, eutectics were observed which would not have appeared 
until temperatures were far below the quoted value. The 
difficulty lies in the existence of persistent, highly 
segregated liquid films which are of too low a volume fraction 
to produce a significant distortion of the cooling curve. 
Indeed, the Jernkontoret work states that evidence of such 
liquid films was present on some samples despite the quench 
temperature being below their quoted solidus. The 'solidus' 
thus measured by thermal analysis may still be of some value, 
however, as a guide to the maximum safe temperature for certain 
operations, although very low ductility is to be expected from 
a casting down to the true solidus. 
3.1.5) Results of Present Work 
The experiments were performed in accord with the 
procedure described above, which unfortunately includes 
possible (though unlikely) errors of up to 15K in the first 
19 casts (i.e. employing the original recorder). These 
comprised high carbon and FeCrNi alloys. Results from an 
additional 10 FeCrNi compositions are, however, available from 
another BST-ECSC project [Allan,l29], indeed, using the same 
(corrected) apparatus. For the purposes of identification 
during the ensuing assessment of liquidus data, the original 
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work of mine maintains its original numbering sequence, the 
current work gains 100 (e.g. the first sample under this thesis 
is labeled '101', etcetera), and that of Allan, 200. 
The first assessment employed the rules for liquidus 
prediction as derived from the earlier work. Casts for which 
no satisfactory liquidus plateau was obtained were obviously 
excluded from the analysis. The remaining casts were then spli t 
as ' low alloy and quasi-binary steels' , and ' high alloy (FeCrNi) 
steels', as before, and are indicated as such in Table 3.2. 
This is, of course, a somewhat arbitrary split. 
a) Low Alloy and Quasi-Binary Steels 
Comparison of measurement with prediction according 
to the scheme established from the earlier work produced a 
correlation coefficient of 0.997, maxinrum disagreements of 
-17K to +15K, and a standard deviation of 5.44K (i.e. 95% 
confidence band of +/-llK). 
The largest errors were with the particularly high 
C,Si,Mn and Mo contents. Those with C and Si were not evidently 
systematic. The high carbon, i.e. 2.5 to 4%C, errors could 
have a variety of contributions: the possible random errors 
of up to 15K identified with the original recorder for casts 
101-119; the exotic compositions and lower temperatures 
encouraging sizeable (but only negative) departures of apparent 
liquidus from equilibrium liquidus values; and the fact that 
a given percentage error in prediction of the liquidus 
depression effect will naturally give larger absolute errors 
at these low temperatures (down to 11700C recorded in the 
present work). 
Use of an alternative prediction of the Si effect, 
which closely approximated to that apparent from MTDA~ for 
such compositions, i.e. 6T
si = SF +14Si, produced poorer 
agreement with results (corr. 0.995,-29.7 to +9.2K,a 6.55). 
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The errors in Mn appeared to reflect a lack of account 
of the change in solvus slope at its peritectic change from 0 
to y solidification. This was remedied in close accord with 
the binary by changing from 6TMn - 5Mn to (62.5 + lOMn)/3 at 
12.5% Mn. This only affected few results, but was sufficient 
to drop the overall standard deviation from 5.44 to 5.21. 
Similarly to Si, use of an alternative factor for Mo 
which was in better agreement with MTDATA, weakened the overall 
agreement with experiment. combined use of both the MTDATA-
compatible Si and Mo expressions was also counter-productive. 
It was evident that a relatively steep solvus slope was required 
at low Mo contents, which grew shallower with increasing Mo 
content, although this was not evident from either MTDATA or 
the Kubachewsky binary collation [96]. Adoption of such an 
empirical expression (6TMO = (19Mo - M02 )/3) improved the 
overall correlation, but two casts were in obvious 
disagreement. These two (161 a and b) were high in both Mo and 
C content. The composition was designed to be austenitically 
solidifying, whereas the Mo expression was still that for 
ferritic solidification, i.e. it is arguable that it should 
be excluded from the quasi-binary data set. There are other 
examples where there is a substantial quantity of an element 
present in an alloy where the other components are sufficient 
to cause the alloy to have the 'wrong' solidification phase 
for that element, e.g. No.46 where 5%Cr is present in a high 
C, austeqticallY solidifying alloy, but for which the 
consequences of such mis-assignment have not been so severe. 
Removal of the high C-Mo case improved the correlation 
coefficient to 0.998, scatter -11.7 to +15K, and standard 
deviation 4.35K (i.e. 95% confidence on prediction of +/-9K). 
Liquidus calculations according to MTDATA proved less 
accurate than by the British Steel (modified Andrews) approach, 
with a correlation coefficient of 0.985, scatter -43.5 to +21K, 
and 95% confidence of +/-24K. Differences were noted 
particularly with high Cr alloys (Types 409 and 430 stainless 
steels) . 
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The statistics are summarised in Table 3.2. The final 
predictions and measurements are compared graphically in Figs. 
3.10 and 3.11. The resultant expressions for the binary 
s\lIll'Dation approach for liquidus prediction are included in 
Table 3.3. 
b) High Alloy, FeCrNi Steels 
The 37 previous, 30 current, and 10 additional results 
were compared with predictions made from a ternary datum 
according to the Rivlin and Raynor [127],Fig.3.6, and Chuang 
and Austin Chang [128],Fig.3.7, FeCrNi representations, from 
which the relatively minor liquidus depressions of the 
remaining solutes were subtracted according to thei r respective 
binaries, and from MTDA~, Figs. 3.10 and 3.11. 
All the approaches yielded typically less accurate 
predictions than for the low alloy and quasi-binary steels, 
and MTDATA was particularly poor with Cr/Si combinations. The 
as approach wi th an FeCrNi ternary datum exhibi ted a correlation 
coefficient of 0.908, scatter -68 to +10.8oC, 95% confidence 
-/-26K, whereas the equivalent figures for MTDATA were 0.849, 
-70 to +45K, and +/-36K. 
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3.2) ~LIBRATI~ EXPERD1ENl'S 
"Tell me, ye learned, shall we for ever be adding so 
nruch to the bulk - so little to the stock?" 
..•. Laurence Sterne, "The Life and Opinions of 
Tristram Shandy", Vol. V, Chapter 1 
This aspect of the practical work utilised an 
equilibration furnace at Sheffield University. The object 
was, after suitable modification and checking of the equipment, 
to validate computed equilibrium data as above, the difference 
being that the experiments would be performed sub-liquidus. 
This technique had the potential to reduce the albeit small 
departures from equilibrium expected from the liquidus 
determinations and, moreover, to allow better measurement of 
partition coefficients; the composition of the first-formed 
solid was not measureable under the liquidus experiments 
because the results were affected by back-diffusion. 
3.2.1) Rationale 
The basic technique is to soak the specimen at the 
relevant high temperature until it is a coarse mixture of solid 
and liquid, with fairly uniform composition within each phase, 
i.e. until it is essentially equilibrated and coarse enough 
for ease of subsequent micro-analysis. Thereafter, the 
specimen nrust be quenched as quickly as possible in order to 
retain these compositions although, even so, analyses have to 
be taken away from the evident original solid-liquid 
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interfaces. Thus two requi rements need to be met: a good 
heating system with close temperature control and minimum 
specimen contamination, and a good quenchingmechaniSID,/mediwn. 
Induction heating systems tend to have some 
longitudinal variability (typically 10K/m [130]). Low 
induction frequencies are better for penetration (i.e. 
transverse homogeneity) but high (radio) frequencies are better 
for rapid heating to high temperatures: 
(3.3 
The problem of penetration with radio frequencies can, 
however, be avoided with use of a susceptor. This is a 
construction (e. g. a hollow cylinder) which surrounds the 
specimen, made from material of higher melting point than the 
specimen and reasonably high resistivity. A common material 
for this is graphite. The induction coil therefore heats the 
susceptor, which transmits heat to the specimen via radiation 
and conduction, thereby benefiting from the fast heating rate 
from radio frequencies whilst avoiding a problem of transverse 
temperature gradients due to limited penetration. 
water and oil are the most commonly employed quenching 
media. Aqueous solutions of salts are particularly good. It 
has been suggested that salt crystals break the vapour film 
which otherwise acts as a barrier to reduce the efficiency of 
heat extraction [131]. Molten metal quenchants, such as lead 
and tin, are excellent quenchants insofar as they have very 
high thermal conductivities and are not prone to vapour 
formation with initial specimen temperatures usually employed. 
They are, however, ImJch more cumbersome and expensive to employ, 
needing some heating to keep them molten, and comprising 
possible health hazzards. For a similar exercise at MIT [132], 
liquid galliwn was employed as quenchant. This requires minimal 
heating to keep it molten (melting point 29.772°C) but does 
not vapourise until 2070°C (both aiding quenching efficiency 
and reducing its health hazzard). It is however, very 
expensi ve, and aqueous salt solutions provide an adequate 
quench rate for most purposes. 
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It is by no means new to extend the anneal and quench 
technique into the mushy zone [130,138) for purposes of 
determining partition coefficients. For example, in the 
apparatus of Morita, heating was by resistance elements, under 
an argon atmosphere to prevent oxidation. His alloys were first 
completely melted and then lowered to the equilibration 
temperature with solid growing from the melt. The subsequent 
solid/liquid slurry is then ejected into the quenching medium 
but, particularly with a dendritic morphology, only very low 
solid fractions could be ejected. A less viscous slurry might 
be achieved for a given fraction solid and equilibration time, 
from heating up to the equilibration temperature rather than 
cooling from the liquid state. A simplified procedure, adopted 
in this work, is to eject the slurry still in its crucible, 
accepting the consequently reduced quench rate. 
3.2.2) The Apparatus as Acquired 
Its basic construction is represented in Figure 3.12. 
Heat is generated in a graphite susceptor of 38nm outside 
diameter and 50mm length by a radio frequency induction heating 
coil of 62mm internal diameter, 7 turns and 60mm long, supplied 
from a 450 kHz frequency Inductelec 1EH5 generator of maximum 
power 5kW. The graphite susceptor sat on a fireclay 
cylinder/"pedestal" (later replaced by recrystallised alumina) 
and fireclay brick with a hole drilled through the centre for 
a thermocouple is placed on top of it. 
samples of length up to 20mm and l2mm diameter can be 
contained in recrystallised alumina crucibles of l8mm outside 
diameter, 1.5mm wall thickness, and 26mm depth. The crucible 
is placed on a graphite seat on top of a recrystallised alumina 
pedestal, and this assembly was slid into the furnace from the 
bottom. The pedestal is clamped in position by a lever 
mechanism attached at the bottom of the furnace tube. 
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Atmosphere control was provided by passing purified 
("five nines") argon through the furnace, entering through the 
top and leaving through the bottom aluminium plates. The gas 
is passed through an oil bubbler for visual adjustment of the 
flow rate so that only a small positive pressure exists in the 
furnace. 
After the equilibration time is reached, the pedestal/ 
crucible assembly is allowed to fall from the furnace rapidly, 
by pushing down the lever. The quenching conditions are variable 
in that the crucible and sample may fall together or separately 
into the brine tank. The height through which the specimen 
falls before touching the quenching medium is 20Onm, and the 
time taken to cool the specimen is about 2 seconds as judged 
by cessation of significant bubble generation from the specimen 
in the brine quench tank. 
Temperature measurement is provided by inserting 
thermocouple wires of 0.2mm diameter Pt-pt/13%Rh into the 
specimen in the furnace accommodated in recrystallised alumina 
sheaths. The twin bore inner sheath serves merely to separate 
the two wires away from their fused junction. The outer 
protective sheath is 4mm diameter and about 300mm long, and 
this is placed into the furnace such that its tip (housing the 
junction) touches the crucible bottom. The wires are connected 
to a cold junction maintained at 0° C via copper/constantin 
compensating cables and from there to a recording instrument, 
which is a potentiometer/chart recorder in combination. For 
the narrow temperature range of interest an indication of a 
limited variation of the voltage with time was required and 
the potentiometer was used as a millivolt supply to back off 
the emf and consequently improve the chart recorder's 
sensitivity (i.e. the chart recorder was only responding to 
thermocouple voltages above the backed-off datum, rather than 
the full signal). 
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The crucible was placed on the assembly such that 10nm 
of susceptor length existed both above and below it, with a 
1.5 mm radial gap between it and the susceptor. Due to the 
nature of induction heating, the hot zone is not of uniform 
temperature, especially when the susceptor is of uneven 
thickness, as, for example, a result of burning by oxygen gas 
present as an impurity. The temperature attained and 
distribution would also be susceptible to the flow rate of the 
protective argon gas. 
Temperature gradients of up to 5K/mm were recorded in 
the specimens, somewhat defeating the objective of an 
equilibration furnace, particularly with he:' Fe-Cr-Ni alloys 
being of rather narrow freezing range. The gradients were 
first determined by moving the thermocouple sheath about 2mm 
at a time and holding for twenty minutes at each position, 
both early in the susceptor's life (20 hours) and when it was 
due for replacement (exceeds 1.2 Amp to maintain l4000C as 
opposed to 0.64 Amp as new). At later times, the gradients 
were monitored by moving the thermocouple wire within its 
sheath, and holding until an apparently stable temperature had 
been reached (e.g. 30-60 seconds). 
The equipment was acquired with the main containment 
tube broken, requiring a complete strip-down and rebuild. 
Minor dimensional differences necessarily resulted (e.g. the 
existing spare susceptor was Imm diameter too big for the new 
containment tube) but the apparatus was essentially the same 
as described. 
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3.2.3) Discussion 
The objectives for this practical phase were:-
1 Re-establish use of equipment 
2 StreanUine data acquisition 
3 Test operation of equipment with dummy specimen -
Test attainment and control of temperature 
Ascertain non-uniformdties of temperature 
Ascertain presence/effects of oxygen impurities 
4 Modify equipment in response to the above, and 
re-test 
5 Employ equipment on a selection of alloys for the 
determdnation of sub-liquidus equilibria 
Example thermal histories are presented in Fig. 3 .13 
and temperature gradients/variability during the soak period 
in Fig.3.l4 and Table 3.6. Specimen positioning within the 
furnace is detailed in Fig.3.1S. 
This aspect of the experimental work failed to meet 
expectations. The problems can be catalogued as follows: 
a) HT UNIT. Two major failures of the HT unit requiring 
repair by rnductelec. 
b) OXIDATION. Even with use of Hyplas Ar/S%H, significant 
oxidation was evident, from degradation of the sU5ceptors and 
scaling of the specimens themselves. 
Some of this could occur between quench-out and re-
sealing of the furnace, but the susceptor degradation was more 
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severe at the upper end, away from the opening. The 
thenoocouple insertion is through an O-ring which, with 
positive pressure of Ar/H (unless negated by the venturi effect 
of the gas flow), should prevent air ingress. 
c) LONGITUDINAL TEMPERATURE GRADIENT. (c.f. Fig. 3.14) 
This could have been expected from the inherited susceptor and 
specimen support arrangements (Fig. 3.15) which placed the 
specimen at the bottom end of the susceptor. Use of a taller 
specimen column was prohibited by the quench release mechanism, 
Le. unless this assembly were to be re-made as well, the 
column (which was attached to the hinged furnace bottom-
plate) would still not be clear of the furnace tube upon quench-
out. Reducing the susceptor support height was also undesi rable 
unless the induction coil height were also changed; indeed, 
in the original arrangement the susceptor was already towards 
the bottom end of the coil. A further question was over the 
contribution of the thermal conductivity of the support 
ceramics (re-crystallised alumina) to the observed gradients. 
The final arrangement (Fig.3.15) employed insulating 
(fibrous alumina) collars for seating the susceptor and raising 
it within the coil, and an insulating extension to the specimen 
support column to raise the specimen to the centre of the 
susceptor and coil. This extension had to be simply resting 
between column and graphite plinth to the crucible such that 
it could tumble out upon quench-out, in view of the restrictions 
mentioned previously. The end of the upper insulating column 
was re-shaped such that it rested on the crucible rather than 
the susceptor, providing a closer top to the specimen cavity 
for better insulation, and also some force to encourage the 
specimen downward upon quench-out, as it no longer had the 
weight of the quench-out mechanism to pull it free of the 
susceptor. 
d) SUSCEPTIBILITY TO DISTURBANCE. Once an equilibrium 
temperature appeared to have been established, for a given 
thermocouple insertion depth there could be one or two degrees 
susceptibility to joggling the thermocouple or the apparatus 
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in general, not necessarily reversibly. A simple, lateral 
temperature gradient would have resulted in reversible changes 
if the thennocouple was returned to the original position. 'IWo 
thennocouples were employed during the work, and they exhibi ted 
no such sensitivity at low temperatures, so it is presumed not 
to be a poor contact within the thermocouple. A contributory 
factor could be slight repositioning of the assembled 
components (particularly contact between crucible and 
susceptor); for ~ example, a major change was once noted when 
the whole apparatus was slightly til ted. '!be Ar/H gas flow 
could increase such sensitivity by adopting different flow 
paths around the slightly reposi tioned assembly. Turning the 
gas off led to temperature rises of several degrees, but even 
so, the temperature remained sensitive to disturbances. 
It was therefore quite difficult to ascribe a 
temperature to the specimen to wi thin a couple of degrees. 
e) CHOICE OF TEMPERA'IURES. As the liquidus of the samples 
was already known from previous experiments (Section 3.1), 
interest centred on a substantially lower temperatures such 
that both the parti tion coefficient and the liquidus of the 
enriched residual liquid were "new" information. The viable 
range for JOOst accurate measurements from within the liquidus/ 
solidus interval is severely limited, however, as this requires 
substantial distances both across the solid globules and 
intervening quenched liquid for proper micro-analysis; for 
solid globules within a prior-liquid network ma~x this 
corresponds to quite a low fraction solid and therefore, only 
minor enrichment and little difference from the liquidus 
temperature. Furthermore, the low fraction solid range is 
covered by a relatively narrow temperature interval. The 
preference in this work was therefore to err towards lower 
temperatures, where direct measurement of the liquid 
composition could be difficult, but would hopefully be 
determined by a mass balance as the composition and volume 
fraction of the prior solid should be evident. The volume 
fraction, however, was often not as evident as hoped, and much 
hampered by the temperature gradients within the specimens. 
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f) CONCLUSIONS. An equipment redesign is desirable 
such that the specimen is located within a much longer susceptor 
and coil. This should play a large part in removing the 
temperature gradients, coupled with an insulating seat and 
lid, as adopted during this work. Regarding oxidation, a 
containment sleeve capable of withstanding vacuum is desirable, 
combined with use of Ar/H flushing as already adopted. These 
measures should also reduce the temperature sensi ti vi ty to 
"joggling" as noted in this work, although this is not fully 
understood. The use of a digital multimeter for thenmocouple 
reading within an induction coil/ susceptor assembly did not 
appear to be problem. Closer tolerances and avoidance of leaks 
(and repeated breakdowns) within the existing design would 
solve a lot of the problems, but a longer equilibration zone 
is strongly preferred. 
From ease of metallographic examination and micro-
analysis, it may also be sensible to employ equilibration 
temperatures only marginally below liquidus. 
This part of the practical work was generally 
disappointing and it proved impossible to glean accurate data 
from it due to the difficulties described above. The results 
obtained are detailed in Section 3.4. 
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3.3) MICROSTROCTURE 
The liquidus temperature and primary solidification 
phase should reflect the equilibrium values for most of the 
compositions produced under this practical work. The cooling 
rate down to liquidus was, however, too rapid for the more 
exotic compositions and some substantial departures from 
equilibrium were observed. The information other than 
temperature can be obtained metallographically, and all casts 
were examined in this way apart from 149 (which was a wash-
heat, nominally iron for "cleaning" the furnace, with little 
segregate to etch and little doubt that the primary 
solidification phase must be ferrite) and 133 (which was so 
effervescent that only a skull of metal was left lining the 
ceramic cup). 
The results are included in Table 3.2 in numerical 
(chronological) order of the liquidus progranne, but are 
described here in more logical groupings of the Cast-Iron 
(Figs. 3 .16-3 .19, Nos. 101-8, 122-126) , Stainless 
(Figs.3.20-3.25, Nos.109-119,127-132), and Miscellaneous 
(Figs.3.26-3.27, Nos.120, 121,135-162) types. 
For reference, an Fe-C diagram is presented in Fig. 3 .16 
wi th carbon in the metastable phase, cementite (Fe3 C). The 
stable austenite-graphite eutectic occurs at a very similar 
position but with a notably steeper liquid/graphite solvus. 
Al ternati ve FeCrNi diagrams are presented in Figs. 3.6 and 3.7. 
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3.3.1) cast Iron Series 
A considerable proportion of the total experiments 
were of this type, in an attempt to represent the residual 
liquid at a late stage in the solidification of a more normal 
alloy. These did, however, show variable departures from 
equilibrium (evident from comparison with phase diagrams and 
implicit in the variability between repeat experiments), 
detracting from the prime object of their production, but still 
revealing features of interest and relevance. 
Samples 101 and 122 are simple Fe-C binaries displaying 
a typical white iron structure of prior austenite dendrites 
(essentially pearlitic following transformation upon cooling) 
within a ledeburite (i.e. prior austenite-cementite eutectic) 
matrix, Fig.3.17. Sample 122(3.3%C) exhibited a kink in its 
cooling curve at 12-13° above liquidus prediction by either 
BS or M'IDATA and a further such kink at 1140°, presumably 
corresponding to the eutectic. 
The presence of Si in sample 123 ( 3 .1 %C, 1. 5%Si) had 
stabilised graphite with respect to cementite, yielding prior 
austenite dendrites in an austenite/graphite eutectic matrix. 
In the previous sample, the austenite had decomposed to pearlite 
and cementite upon cooling (and some shear transformation was 
also evident) whereas in this case, the presence of graphite 
had denuded the metal to such an extent that it was ferrite. 
Moreover, ferri tic halos were evident around the pearli tel 
cementite cores of the prior austenite dendrites corresponding 
to the diffusive loss of carbon from the outer layer of the 
dendrite, into the graphite, during cooling (Fig.3.18). 
In sample 124 (3.15%C, 5.38%5i) the high 5i content 
had stabilised the graphite to such an extent that it was the 
primary solidification phase, in accord with MTDATA (or, e.g., 
Angus [ 1341) prediction. Eutectic cell rosettes were also 
observed, but the bulk of the material exhibited a non-
equilibrium structure whereby the austenite only appeared on 
the primary graphi te at substantial undercooling below the 
liquidus, whereupon it grew rapidly as spindley austenite 
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dendrites and subsequently filled out by a fine scale, 
undercooled eutectic of austeni te and secondary graphite 
( Fig. 3 .19) . All of the austenite had since transformed to 
ferrite with carbon transfer to the graphite. Indeed, this 
sample is a rather nice example of the overshooting of 
equilibrium as in divorced eutectics. 
Samples 125 and 126 were of similar C and Si content 
to Sample 123 but with 0.5 and 2.7%Mn, respectively. The Mn 
content partially stabilised the pearlite and cementite, with 
consequently less evidence of ferrite encroachment into the 
prior austenite dendrites, and areas of ledeburite instead of 
austenite/graphite eutectic. In some areas, the ledeburite, 
itself, exhibited a partially dendritic appearance of 
cementite, suggesting variable composition. Some shear 
(martensitic) transformation was also evident. 
Samples 102-8 were water quenched after the liquidus 
measurements had been attempted. This resulted in 
significantly less pearlite and a more acicular martensitic 
appearance for otherwise similar samples. Light etching laths 
were apparent across the prior austenite, pearlitic dendrites 
in Sample 102, and no pearlite was evident in Samples 103,4,7 
and 8. Nos. 105 and 106 showed mixed transformation of the 
dendrites. None exhibited a graphitic eutectic, although the 
ledeburitic eutectic was often distinctly different from that 
in an Fe-C binary. It was often highly aligned, but is unlikely 
to be very cellular in growth morphology because this should 
be reflected by a variation in temperature whereas the reaction 
appeared to be temperature invariant (at least on the final 
pot sample from No.108 where such a measurement was taken), 
as in the binary. Rather, this might just indicate that the 
sample was quenched before the eutectic reaction was complete. 
In Sample 108, the matrix had more the appearance of a second 
phase rather than a eutectic, but this might be due to the 
scale and proportion of the residual liquid at this stage 
hindering its development. 
MTDATA 
solidification 
successfully 
for Sample 
predicted primary graphite 
124, and primary austenitic 
solidification for the others in this series. 
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3.3.2) FeCrNi Series 
The Fe-Cr-Ni system is the most important base ternary 
in the industry for which large amounts of both solutes are 
involved, and is therefore attractive not only as a test for 
multicomponent theory but also as a commercially important 
target. 
This series comprised Samples 109-119 and 127-132, 
whose ternary compositions (i.e. ignoring the low impurity 
contents) are reproduced in Fig.3.20. The main object of the 
metallography was as an aid to the determination of the primary 
solidification phase which, with its corresponding liquidus 
temperature, should be a good guide to the equilibrium result. 
The judged primary phase for each cast is compared with 
equilibrium prediction by MTDATA, Rivlin and Chuang 
[15,127,128]. Apart from MTDATA, the primary phase was 
predicted both from the ternary composition and the full 
composition expressed as Cr and Ni equivalents [100,135], but 
no disagreements were noted. The MTDATA predictions proved 
the most accurate. 
The micrographs are discussed with respect to a 
progression along the peritectic fold -cum- eutectic trough 
from the FeNi binary to the CrNi binary, rather than in 
numerical cast order. The MTDATA prediction for Nos.127 and 
128 is for austenitic solidification in the region of a 
peritectic section, whereupon no secondary ferrite 
solidification is expected. The microstructures are consistent 
with this, No.l27 having subsequently undergone a martensitic 
transformation upon cooling to room temperature. However, it 
is still possible that an alternative, partly ferritic mode 
had occurred but with all the ferrite having transformed in 
the solid state. No.l29 is predicted to have undergone primary 
austenitic solidification in the vicinity of a eutectic 
section, with secondary, interdendritic ferrite deposition 
from the liquid. Vestigial traces of such a second phase were, 
indeed, apparent in an austenite matrix (Fig.3.21). 
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The sequence 119,118,116 and 111 lies in the vicinity 
of the eutectic trough but with substantial increases in alloy 
content (Fig. 3.22). Rivlin would predict these to be 
borderline (119,111) or primarily austenitic (118,116) whereas 
MTDATA successfully predicts that they are all primarily 
ferritic. No.110 appears to have undergone primary austenitic 
solidification with secondary, interdendritic ferrite, as 
expected (Fig. 3.23). The MTDATA prediction for No.109 is 
similar, but with a considerably lower proportion of primary 
austenite. However, both primary dendrites of ferrite and 
austenite were apparent, as were large areas of primary, 
eutectic solidification (Fig.3.24). This indicates that this 
composition lies very close to the eutectic trough and that a 
test cast of a much slower cooling rate would be required to 
verify the equilibrium mode in this case. 
The remaining casts (111-115,117,130-132) all had 
ferrite as the primary phase with the ferrite proportion in 
broad agreement with the distance from the eutectic trough. 
Nos .114 and 131 were essentially fully ferri tic on 
solidification. Such sub-liquidus detail is, of course, 
predictable from the phase diagram but cannot be verified 
quantitatively from these experiments with substantial cooling 
and solidification rates (typically 0.3romvs dendrite tip 
advance). Indeed, an examination at Sheffield University [136) 
of the effect of cooling rate on the borderline between fully 
ferritic and primary ferritic solidification with some 
secondary austenite, has shown that it can go either way. 
This might reflect a balance between increased cooling both 
supressing second phase nucleation, and increasing micro-
segregation such that the residual liquid could reach the 
eutectic trough composition which was unobtainable under 
equilibrium. 
Solid state ferrite/austenite transformation still on 
the dendrite morphology (e.g. yielding the common vermicular 
type of residual ferrite in stainless steels) should be suited 
to the micro-segregation computer model but the alternative, 
complicated, subdendri te-arm scale lacey transformation is 
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beyond the scope of the present work. Work of Beech [136] 
showed that this transformation grows into the primary ferrite 
dendri tic lobes in a mixed faceted/cellular manner. A further 
transformation morphology was observed to varying degrees in 
several of the high alloy compositions in the current work, 
which does not appear to have been reported before. The 
appearance is more "woolly" than "lacey", with linear trails 
and broken swirls with no ready explanation for their appearance 
(Fig. 3.25) • A mixed morphology was evident in several 
specimens, suggesting that there might be a progressive change 
from lacey to woolly appearance with increasing alloy content, 
possibly reflecting changes in transformation temperature or 
extent of the ferrite phase field. 
3.3.3) Miscellaneous Samples 
The initial solidification phase was seldom clearly 
apparent from most of the remaining steels (for comparison of 
primary phase with prediction) although there would be little 
doubt about the expected mode for most of these compositions. 
Where modes were suggested by the microstructures, they are 
included in Table 3.2. Otherwise, detailed reporting of the 
metallography is probably of little value here and, therefore, 
only certain items of interest are highlighted. 
Fig.3.26 presents a clear example (from Sample 121, 
4.9%Si) of the relationship between the as-cast dendritic and 
grain structures. In Sample 33 (Fig. 3.26b,C-Cr Ni) totally 
different scales and morphologies existed side by side, and 
the same body of a given phase could exhibit both dendritic 
and faceted aspects. 
In Sample 153 (O.3%C,O.3%Si,O.I%P), the final 
interdendritic regions have etched out as dark, linked trails 
of rounded pits, but there is also a population of an angular, 
dark-etching phase. This second structure appears to cross 
the interdendritic features, indicating that it occurred purely 
in the solid state, and unaffected by the residual, as-cast 
micro-segregation. This particular morphology was not observed 
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in any other sample despite various similarities with other 
compositions as evident from Table 3.1. In Sample 159, however, 
(l%C, 10%Cr) an acicular, solid-state transformation was 
evident which was controlled by the as-cast micro-
segregation, being present only on the original dendrite cores. 
A particularly interesting structure, and of 
considerable relevance to the behaviour of the computer model, 
was found in the final sample, No.162 (0.5%C, 10%MO, Fig.3.27). 
In addition to the usual interdendritic segregation, pockets 
or even films of similar segregation appeared to be present 
within the dendrite arms. A possible mechanism (as suggested 
in certain tool-steels[4]) is that the encroachment of 
austenite into the initial ferrite during the peritectic 
reaction, enriches the content of the ferrite stabilising 
elements (Mo in this case), and possibly to such an extent 
that the dendrite cores temporarily remelt. Such an enrichment 
is predicted by the micro-segregation model (although it 
contains no routine to allow the remelting to occur), provided 
that the effect is not lost through degeneration of the 
austenite-ferrite reaction to a finer scale, as with "lacey" 
ferrite in stainless steels. 
MTDATA successfully predicted the primary 
solidification phase of most of the alloys for which it was 
known. It is interesting to note that the use of a peritectic 
equivalent defined in Section 4.1.5 was equally successful. 
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3.4) EIJOC'l'R(E PIETALLOGRAPBY and MASS SPECTBOSa)pY 
Selected material from the practical work was submitted 
to electron probe microananlysis (EPMA) by Cameca SX50 and 
secondary ion mass spectroscopy (SIMS) by VG-Ionex Simslab, 
as detailed below. The SIMS is primarily employed for surface 
analysis, but it is used here as a high resolution, micro-
analytical tool. The standard data format thus produced was 
colour-coded segregation maps, of which certain examples are 
provided in Figures 3.28 to 3.35. 
The data presented in Table 3.7 quote partition coefficients 
judged by three criteria: a), core/bUlk composition (-k under 
the Scheil condiiton), b), dendrite/matrix composition (=k 
under lever rule condition), and c), as predicted by MTDATA 
[15]. 
3.4.1) Cast Iron Series 
An area of Sample 104 (2.88%C,1.45%Si,5.08%Mn) from 
the liquidus casts was subjected to EPMA, Figure 3.28. 
The carbon values by (a) are obviously inappropriate, 
as its result should closely approximate to the lever rule 
condition, (b). Excellent agreement was indeed observed with 
(b) and (c). It must be admitted, however, that the range of 
values which could be gleaned from the EPMA map was large, the 
quoted value of 0.37 being middle of the possible range of 
0.34 to 0.40. This is because of the limi tations of the colour 
coding of composition, i.e. the intervals being fairly large 
relative to the composition range encountered. Si suffered 
more severely from this, and even confirmation that the (b) 
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value was greater than unity, consistent with prediction, was 
somewhat subjective. The MIl value was the least affected by 
back-diffusion, and its results were in tolerable agreement. 
This was the first sample analysed for this study, and 
more sophisticated data handling was available for the 
subsequent EPMA maps. 
3.4.2) FeCrNi Series 
EPMA has been performed on areas from samples 109, 119 
and 129. 
Sample 109 was a 48%Cr 45%Ni alloy (Table 3.1), with 
different regions displaying primary ferritic solidification, 
primary austenitic solidification, and primary eutectic 
solidification (Figs. 3.24,3.29). EPMA revealed that there was 
no macrosegregation to account for these different modes, 
indicating that this composition was very delicately balanced, 
i.e. essentially on the eutectic trough in the ternary diagram 
(Figures 3.6 and 3.7). Fe,Si,Mn,Cr and Ni concentrations were 
mapped, but with little segregation detectable of MIl. Si 
segregation could be identified, but, like MIl, it was only 
present in small quanti ties and the emphasis of the work is 
on Fe, Cr and Ni, for which partition coefficients were 
estimated from the segregation maps (simplified versions 
presented in Figure 3.29) and are compared wi th M'I'DATA 
prediction in Table 3.7. Although each of the three 
solidification modes had a distinct microstructure, the mean 
compositions of ferrite and austenite were essentially the 
same. 
Reasonable agreement was found between measured and 
predicted partition coefficients, assuming back diffusion was 
sufficiently limi ted to approximate better to the (a) concH tion 
(Scheil) than to the (b) condition (Lever Rule). 
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Sample 119 was a 26. 4%Cr 15. 4%Ni alloy of primary 
ferritic solidification, consistent with MTDATA prediction, 
but which was quenched while there was still a significant 
proportion of liquid present. Parti tion coefficients were 
estimated for the initial ferritic solidification and the 
ferri te/austeni te solid state reaction for comparison with 
MTDATA as before, although the latter was hampered by the lack 
of knowledge of the relevant temperature for purposes of the 
comparison. Reasonable agreement was observed, with the 
ferrite/liquid result approximating to the (a) condition as 
before, but approximating to the (b) condition (Lever Rule) 
for the fine scale transformation wi thin the prior ferri te 
dendrite. 
The quenched, residual liquid solidified 
austeni tically, but on too fine a scale for useful 
quantification of the partition coefficients, although the 
sense could be determined, i.e. Cr and Ni both exhibited 
positive segregation indicative of partition coefficients less 
than unity, whereas MTDATA prediction suggests that Ni should 
have a partition coefficient greater than unity for the quenched 
liquid composition. 
Sample 129 was a 20.1%er 15%Ni alloy of primary 
austenitic solidification, consistent with MTDATA prediction. 
This sample exhibited a standard, single phase solidification 
microstructure, and Fe,Cr and Ni partition coefficients could 
only be estimated from the ratios of dendrite spine to bulk 
compositions, i.e. the (a) condition, for comparison with 
prediction in Table 3.7. The agreement for Cr was not very 
good but, moreoever, the actual sense of the partitioning of 
Ni was incorrect, as noted for the residual liquid within 
Sample 119 (Table 3.7). 
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3.4.3) Equilibration Furnace Samples 
There were many problems with the equilibration 
experiments, hindering the attainment of useful equilibrium 
data for comparison wi th MTDATA, or indeed the simplified data 
set used so far in the micro-segregation model. Temperature 
gradients present were significant compared to the alloy 
freezing ranges (even though the wider freezing range alloys 
of those available were selected for the experiments). The 
quench-out was unreliable such that indeterminate 
homogenisation often occurred below the soak temperature. This 
was in part due to reactions between the specimens and the 
alumdna sheathing of the thermocouple (as described later in 
this sub-section) which itself led to complications in 
selecting areas for analysis. Furthermore, the CAMECA probe 
failed to meet its criterion of being able to perform carbon 
analysis, due to rapid carbon contamination within the vacuum 
chamber. 
The best example of the three alloy types used was 
submdtted to EPMA analysis, and in one case, SIMS (a surface 
chemistry technique but used here in a microanalytical mode). 
a) EFI: 
The equilibration sample was far from ideal, exhibiting 
variable microstructures reflecting the presence of temperature 
gradients within the specimen, and a region (lower centre) of 
qui te different character which might reflect macro-
segregation. Values for Si and Mn partition coefficients are 
quoted in Table 3.7, on the basis of mean dendrite to mean 
matrix composition ratios. In both cases these were higher 
than the MTDATA result, but the possibility of some 
homogenisation in this sample precludes statements that MTDATA 
must be wrong. Indeed, slightly better agreement was found for 
Mn in the liquidus pot sample, No.4, supporti ve of some 
homogenisation having taken place. 
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SIMS qualitatively revealed the as-solidified, 
interglobular segregation of carbon (and a much finer scale 
segregation from low temperature, solid state transfor.mation) 
but the regions of residual liquid prior to quenching were too 
small in consideration of the rapid diffusion of carbon for 
any meaningful attempt at quantification. 
b) EF8: 
Of this series of experiments, this sample was the 
optimum for determination of equilibrium data. The calibrated 
composi tion maps are given in Fig. 3.30. Again, there was 
variability in the structure and the results have been based 
on the exclusion of the top-left region of the figures which 
was a large residual liquid pool, or "embryonic macro-
segregate", prior to the successful quench-out. The dendrite 
and matrix compositions listed in Table 3.7 indicate partition 
coefficients of 0.67 for manganese and 0.65 for silicon, for 
which the temperature was around 14860C and the fraction solid 
was 0.82 (result as provided by image analysis, excluding the 
top left region of the figures). 
These results can be tested to some extent for self-
consistency, as well as against MTDATA predictions. For the 
quoted mean compositions, the fractions solid which would 
conserve solute for the quoted dendri te and matrix compositions 
were 0.61 for Mn and 0.57 for Si, i.e. in good agreement with 
each other but not so with the evident fraction solid. However, 
the mean compositions were taken from the whole diagram, 
including the top left region; the mean composi tion of the 
region in question could well be lower, which would lead to 
higher fractions solid calculated for solute conservation. 
This point is therefore unclear but it is satisfying that the 
fractions solid for the two species are in good agreement. 
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According to MTDA~, the steel should be fully liquid 
at the specified temperature of 1485/6oC, whereas the binary 
sUlllDation approach yields a liquidus of 1488.5 (1486 from 
composition determined by chemical analysis). At the quoted 
fraction solid (around 1478oC) the calculated partition 
coeffients are 0.66 and 0.75 for 5i and MIl, L e. 5i is in 
excellent agreement (0.65) but the calculated value for MIl is 
high (c.f. 0.67). 
A further area of interest from this sample was the 
central pool of scale wi thin the thermocouple recess (Fig. 
3.31). Some of this was dendritic, indicating it was liquid 
at the soak temperature, and exhibiting solution. Apart from 
Fe,Si and MIl, Al was incorporated in these phases, indicating 
reaction had taken place with the alumina thermocouple sheath. 
Two areas are evident: on the Al image, yellow (high Al) 
dendrites in a moderate matrix, and angular red (very high Al, 
probably hercynite, Feo.Al2 0 3 ) particles in a moderate matrix. 
Mean compositions were taken from both areas and, albeit with 
no ZAF correction, were shown to be the same, suggesting that 
the homogeneous liquid scale solidified locally by two distinct 
paths, presumably dependent on subtleties of nucleation. 
Reaction with the thermocouple is addressed further in the 
next sub-section. 
c) EF9: 
This sample failed to exit the furnace and has thus 
been subject to indeterminate homogenisation. However, 
interesting results were still available. Taking core/bulk 
composi tion ratio as a fi rst approximation to the partition 
coefficient, i.e. assuming no diffusive homogenisation of the 
core, kMO is evident as 0.74 whereas the MTDA~ prediction is 
0.64. (No value for the more rapidly diffusing 5i was apparent.) 
So, all that can be salvaged here is that the experimental 
value is in line with the calculated one given that some 
homogenisation took place in the furnace below the soak 
temperature. The MTDA~ liquidus was around 1452oC, Le. below 
both the test temperature (1460oC) and the binary sWllllation 
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liquidus (Taken as 14620C at the time, although a later 
modification to the Mo depression equation put it to 1460oC). 
It is evident from the coarseness of the main structure, and 
moreover the physical appearance of the treated specimen, that 
this sample was semi-solid at temperature, inconsistent with 
the MTDATA liquidus. 
The microstructure also contained colonies of fine 
pearlite, and a grain boundary/interglobular phase. 
Partitioning is evident at the pearlite/matrix interface, with 
Mo and Si enriched at the pearlite side and depleted in the 
matrix side at this interface. Both appear to be slightly 
enriched in the body of the pearlite, although the major 
composi tion effect is restricted to the interface. It is 
suggested that this sort of profile, typified in Figure 3.32, 
indicates that the element in question is simply having to try 
and respond to interface movement driven by another factor. 
The peak/trough pair or "bow wave" maintains local equilibrium 
without altering the bulk phase compositions, so the alteration 
of phase composition with respect to that particular element 
cannot be the driving force: it hasn't happened and no energy 
has been released accordingly. Instead, it may be driven by 
a more rapidly diffusing element, or perhaps the latent heat 
associated with the lattice change. 
In Figure 3.33, the grain boundary phase is shown to 
be enriched in Mo, and slightly if at all depleted in Si. 
This is probably a carbide but carbon could not be mapped on 
the EPMA machine employed. 
This material failed to quench out because the specimen 
stuck to the thermocouple. EPMA showed the two to be bonded 
by a slightly iron rich hercynite, evidently a reaction product 
between the iron oxide and the alumina of the thermocouple. 
The phase was homogeneous, with no evidence of it having been 
liquid, unlike that examined in EF8. Any such reaction as 
alumina had not been anticipated as it is used as standard 
with molten steel without such problems. However, it is 
apparently known that such a reaction can occur under reducing 
conditions, i.e. the use of Hyplas gas in the equilibration 
furnace probably prompted this difficulty. 
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3.4.4) Miscellaneous Samples 
Further EPMA was performed on a uni-directionally 
solidified (UDS) slab of plate grade steel. SIMS was performed 
on Sample 162 (0.5%C 9.7%Mo) from the liquidus cast series. 
Segregation maps (5l2x512um) and normal and cumulative 
histograms of EPMA composition distribution were produced for 
Si and Mn contents wi thin the UDS sample (Fig. 3.34). Partition 
coefficient estimation was dubious in these samples because 
of the long times at high temperatures in their recorded thermal 
histories resulting from the solidification and subsequent 
cooling of the 2 tonne slab. Rather, the EPMA was performed 
for comparison with computation of micro-segregation, as 
described in Section 6.2. In the present context, however, it 
should be noted that there is not a universal correlation 
between the Si and Mn segregation maps. The standard coring 
pattern is discernible for Mn, but close inspection of Figs 
3.34 a and b indicate that the mininrum Mn content at the 
dendrite cores corresponds to a minor peak of Si content. 
Ratioing of the Mn and Si images, Fig.3.34c, makes this clear: 
to a first approximation the ratio would be the same across a 
dendrite spacing solidifying to a single phase, but the core 
peak of Si reduces this ratio markedly in such regions. This 
is predicted by the micro-segregation model for ferrite 
stabilising elements, provided that the austenite/ferrite 
transformation in the peritectic occurs on the same scale as 
the original ferrite/liquid transformation. 
SIMS investigation was performed on Sample 162 from 
the liquidus cast series (0.5%C, 9.7%Mo), which had displayed 
unusual etching behaviour, Figure 3.27. Optical metallography 
(Section 3.3) had suggested that severe, positive segregation 
was present within as well as between the dendrite arms. From 
the micro-segregation model, this would be expected of ferri te 
stabilisers, and to a much greater extent with Mo than for Si 
as observed in the UDS sample, above. If the enrichment of 
Mo at the dendrite cores were sufficient to temporarily remelt 
this region, then positive segregation of carbon could also 
be observed there. 
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It can be seen in Figure 3.35 that Mo is, indeed, 
highly enriched in pockets or films within the original dendrite 
arms, as well as between them. Furthermore, some of these 
regions correspond to posi ti ve carbon segregation as well 
(albeit less intense), indicating that temporary, local 
remelting had also occurred in some parts of the dendrite 
cores. 
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SECONDARY MODELS OF MICRO-SEGREGATION 
"I could have done it in a much more complicated 
way", said the Red Queen, immensely proud. • .•• Lewis Carroll 
4.1 ) EX'.l'I!NSIaiS TO ANALYTICAL 'l'RF.A'Dmf1'S 
4.1.1) Dimensional Basis 
The solute balance presented in Section 2.S, Equation 
2.29, can be generalised for convex (outward) growth forms 
which are adequately described by a single distance and 
'dimension' term, n, Le. n=1,2 or 3 for 1D(plane), 2D(cylinder) 
or 3D( sphere). The solute balance has to be expressed in terms 
of volumes, V, and surface area, S. In the original 10 case, 
the other dimensions were not required because they were 
constant and cancelled out of the equation, but the general 
case should be expressed as follows: 
• • Zl(1-k)Vs = SID(Sz/Sr)I + (Vo-Vs)Zl 
(4.1 
The 'processing' of this equation in order to obtain 
a solution is performed in analogous fashion to that described 
in Section 2.S. At equilibrium, the back-diffusion term 
involves the indeterminate product of infinity (D) and zero 
(Sc/Sr) and the alternative soluble form is as follows: 
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• • • Zl(1-k)Vs - Vs.kZl + (Vo-Vs)Zl 
(4.2 
At low diffusivities, the following approximation 
applies (exact at the Scheil limit of zero solid diffusivi ty) : 
(4.3 
Comparing the above three equations, it is evident 
that Equation 4.2 will be translated to the general solute 
balance, Equation 4.1, if the equilibrium back-diffusion tenm 
is multiplied by a constant 'A' where A is given by: 
(4.4 
The surface area to volume ratio, S;Vs, contained in 
the expression, is Wpqr for a plane (p-length q-width), 
p2nr/pnr 2 for a cylinder, and 4nr 2/(4/3)nrJ for a sphere, i.e. 
it simplifies to n/r in each case whereupon: 
• A = nD/rr (4.5 
Therefore in terms of the Brody-Flemings parameter:-
A - 2an (4.6 
Normalising this expression as before, now yields:-
A = 2an/( 1+2an) (4.7 
The required solute balance formula is therefore given 
by:-
• Zl(l-k)Vs - {Avs.k + (Vo-Vs)}Zl (4.8 
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This integrates to the standard micro-segregation 
equation (Equation 2.33) as the influence of dimension is 
wholly contained in the modification to the back-diffusion 
parameter, A, Le.:-
Zl = Zo{l_(l_Ak)fs}(k-l l!(l-Akl 
(4.9 
This results in a modest decrease in segregation with 
increasing dimension, n, for convex, root-time solidification 
(Fig.4.1 and c.f. Kobayashi [91,92],Fig.4.2). 
4 .1. 2 ) Growth Law 
A similar approach can be used to predict the effect 
of other growth laws. The term, ri, is only constant for root-
time growth as mentioned previously, but the results of 
alternative growth laws can be estimated with use of an 
additional approximation. 
Micro-segregation is very insensitive to morphology 
or growth law at low fractions solid, whereas at high fractions 
solid the variable, rr, tends to 2m times that of root-time 
growth where m is the power representing the alternative growth 
law. The desired estimate can be obtained by assuming the 
term was constant at this value throughout solidification. 
This will generate an under or overestimate of segregation 
depending on whether m is less or greater than 0.5 but appears 
to be reasonable in comparison with a simple numerical test 
program allowing for this variation of rt. Moreover, use of 
the resultant modification to A for linear growth produces 
values for the maximum micro-segregation from the otherwise 
standard ' root-time' equation which are good approximations 
to those obtained from the Brody-Flemings [81] linear growth 
equation (both, indeed, tending to (ak)k-l at low diffusivity). 
The relevant modification to A for use in Equation 4.9 as 
before is as follows:-
- 112 -
A - 2aa/( 1+2aa) where t3--n/2m 
(4.10 
The form of the variation of maximum segregation with 
the term, a, is demonstrated in Figure 4.1. The reduction in 
segregation with increasing dimension, n, is greater with a 
root-time growth law in terms of fraction solid than of 
distance. Moreover, the standard equation for root-time planar 
growth is seen to be directly applicable to linear cylindrical 
growth (~1). 
4.1.3 Concave Growth 
Concave (inward) growth forms would be expected to 
lead to very severe micro-segregation (c.f. Fig.2.31) as the 
effective varying coefficient, A, tends to zero at completion 
of solidification for all finite solidification times. This 
is consistent with a previous numerical model of mine which 
assumed a concave growth morphology (a solidifying grid of 
secondary dendrite arm sheets on the primary stems, producing 
inward growth of square cylinders). Dramatic micro-
segregation was encountered at the final stage of 
solidification even for binary Fe-C steels which should 
approximate closely to equilibrium. The adopted morphology 
may well be resaonable at intermediate stages of solidification 
[29] but practical levels of micro-segregation are more 
consistent with the all-important final liquid existing as 
sheets or films, i.e. planar or convex growth morphologies. 
It should be noted, however, that extreme segregation (not 
liable to terminate until reaching a eutectic such as iron/ 
carbide/phosphide) is predicted for any local region of a 
casting which does exhibit concave growth, such as small pockets 
between dendritic grains (Fig.4.3). 
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4.1.4) Secondary Dendrite Ann Coarsening 
In a similar manner to the numerical model (section 
4.2, Chapter 5) the generalised solute balance of Equation 4.8 
can be extended to incorporate the effect of an imposed 
coarsening behaviour on the residual liquid concentration: 
. . . . 
Zl(l-k)Vs - AVs.kZl + (Vo-Vs)Zl + (Zl-Zo)Vo 
(4.11 
The ' new' volume included in the solute balance by the 
expansion of the representative cell must inheri t the bulk 
composition and therefore only the difference between liquid 
and bulk composition in this volume should be included in the 
solute balance. An analytical solution can be obtained if the 
ann coarsening law is of the same power as the assumed growth 
law, Le.: 
(4.12 
Vo = V* + Ptm (4.13 
for the volumes of the solid and of the representative cell, 
respectively, where V* is the assumed volume of the initial 
liquid cell. 
Substituting for tm from (4.12) in (4.13) yields:-
Vo = V· + Ws (4.14 
where U=P/Q which is also dVo/dVs, and which under the above 
assumption is constant. Employing the chain rule on V from 
o 
(4.11) therefore produces the following equation: 
. , . . 
zl(l-k)Vs = AVs.kzl + (Vo-Vs)Zl + (Zl-Zo)Ws 
(4.15 
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Substi tuting for Vo from (4.14) and collecting like 
terms, there are now only two variables and their respective 
differentials, allowing integration of the expression. 
Subsequent manipulation, substituting fo v· from Equation 4.14 
and employing fs-Vs/Vo, eventually yields the following 
expression: 
Zl ,.. zo(~) (>I-(I-Ak)fS~( k+U-l)/ (l-U-Ak) 
l-U-k ~ I-Ufs r -U ) (i:k) 
(4.16 
It can be seen that this reduces to the standard 
Equation (4.9) for constant arm spacings, i.e. U"O. 
Furthermore, it reduces to the equilibrium lever rule for high 
diffusivity (A-I) regardless of any arm coarsening. 
If the standard assumptions are made of a one 
dimensional form with root-time growth, the suggested value 
for U is 2/3. The micro-segregation calculation is only 
sensitive to U at the later stages of solidification and this 
choice of U leads to the same coarsening rate at the end of 
solidification as apparent from the frequently quoted 1/3 power 
coarsening law: 
(4.17 
Equation 4.~ can be used to demonstrate that the arm 
coarsening phenomenon is only important with regard to micro-
segregation (in the residual liquid/final solid) for solutes 
of low diffusivity, such as Mn, Cr and Ni in iron (Fig.4.4). 
Moreover, the effect is only significant towards the end of 
solidification (Fig.4.5), which supports its use despite its 
poor implied dendrite morphology at the beginning of 
solidification (Figs.2.23,2.24), but its usefulness is 
diminished, however, by the expected change of coarsening 
mechanism towards the end of solidification (Section 2.4). 
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It is difficult to do a direct comparison with the 
work of Mortensen [80] (Section 2.4) owing to his assumption 
of a constant cooling rate rather than a standard growth law. 
one important difference, however, is that under the stated 
assumptions, Mortensen's equation is a true analytical 
solution, whereas the present formulation compounds the lack 
of rigour of the Clyne-Kurz solution with a further assumption 
of coarsening and growth and sharing the same power law. 
Mortensen's equation is examined further in Section 5.6.3d. 
4.1.5) Simplified Peri/EU-tectic Equilibrium Data 
It is possible to construct a simple analytical 
representation of a multicomponent equilibrium phase diagram 
with fully mutually consistent phase field boundaries. 
Moreover, such data have been employed in the numerical models 
for the bulk of this project. 
This approach employs constant solvus slopes, m. , and 
1 
partition coefficients, ki , (although the micro-segregation 
computer program is constructed so as to allow them to vary 
between iterations in response to changing composition and 
temperature). Apart from the aim that these should be reasonable 
approximations to the albeit variable real values for each 
solute, the data must be self-consistent for satisfactory 
construction of an analytical representation of a phase 
diagram, and operation of the computer program. 
The first criterion is that negative m's must be 
associated with k's less than unity, and vice versa. If the 
slope on the phase diagram is negative (e.g. Fig.3.1), the 
solid phase can only be of lower composition than the liquid. 
This is much more obvious from looking at a sketched diagram 
than from text, but is a geometric necessity. 
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Further requirements for consistency arise when 
considering a three-phase situation as for the peritectic. 
Firstly, there must be relationship between the k's for the 
three types of phase interface. On the actual peritectic, 
compositions within both solid phases are in equilibrium with 
the same composition within the liquid. It therefore follows 
that: 
(4.18 
and, if the partition coefficients are constant, this 
relationship is maintained away from the peritectic. 
Secondly, and this is where the real problem comes in, 
the three phases must agree on the composition and temperature 
of the peritectic. From the binary summation approach, -a nice 
"linear" approximation again,- the temperature of the 
peritectic is given by: 
or 
(4.19 
where the To values are the datum temperatures for the 
respective phase changes in the pure solvent. For a given set 
of Zl. on the peritectic, all three equations should generate 
1 
the same temperature, T. 
In effect, these cannot be independent equations. For 
a simple binary, algebraic manipulation (assisted, perhaps, 
with regard to figure 4.6) shows that: 
Il\,/L =(TOb / L -TOa / b )ma / L +(TOa / L -TOb / L )ka/Lma / b 
(TOa / L -TOa / b ) 
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(4.20 
Furthermore, the content of that element in the liquid 
at the peritectic, ZIp' is given by: 
(4.21 
It transpires that this linearised phase diagram is 
valid for any number of solutes in a multicomponent system. 
Provided one of the k's and m's is defined from the other two 
so as to be consistent for each individual solute, the net 
result is also self-consistent. A further satisfying by-
product from this approach is that one can readily find out 
where one is with regard to the peritectic wi th use of a 
peritectic equivalent: 
whereupon 
(4.22 
is equal to unity at the peritectic, and less than one for a 
hypo-, and greater for a hyper-, peritectic composition. If 
a carbon-equivalent is preferred, this is simply given by the 
carbon content of the liquid at the peritectic (0.53) multiplied 
by the respective Ep values. Thus, for example, the track of 
the peritectic in the Fe-Cr-Ni ternary calculated according 
to this scheme corresponds to a carbon-equivalent of 0.53 even 
though carbon is not one of its constituents. Example results 
including Fe-Cr-Ni are presented in Figure 4.7 employing: 
TOb / L = 1537° C 
TOy / L = 1526°C 
TOb / y = 1392°C 
and individual component data as in Table 4.1. The resultant, 
peritectic equivalents are also presented. 
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This scheme was adopted for the computer program, 
"EQUIL", which would compute the equilibrium solidification 
path of a multi component alloy, in terms of both composition 
and temperature, up until the onset of the peritectic. This 
program is listed in the Appendix. 
4.1.6) Further Thoughts 
a) Solid Phase Composition Profiles 
For the lever rule, the liquid composition is 
sufficient to define the solid phase composition, i.e. it 
uniformly equals that of the final solid to form. Similarly, 
the Scheil Equation also sets the solid profile because it 
does not change once it has been set at the solid/liquid 
interface even though that interface moves on. 
For a single solidification phase where back-
diffusion is occurring, it seems that it ought to be possible 
to construct an equation for the monotonically increasing 
concentration profile across the solid, and various attempts 
we re made to do so. 
i) Quadratic Equation. 
The three pieces of information required for its 
construction. First, was a definition of the core composition, 
by inspection, seeing that it must lie between k and 1, 
dependent on the back-diffusion term A: 
Z . /Z = k(l-A) 
(mln) 0 or k+(1-k)A 
(4.23 
Second, was a definition of the final interdendritic 
composition, equal to that from the last solid definable from 
the micro-segregation equation), 
z /Z = k(Ak) (k-l)/(l-Ak) 
(max) 0 
(4.24 
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Third, was the condition that the solute must be conserved 
(Le. as described, its integral between f-O and 1 must be 
unity). This was achieved quite readily but the profile was 
prone to plunge into negative values before shooting back up 
towards Zo (max). This was not a case of fine-tuning being 
required, so the approach was abandoned. 
ii) Exponential Equation 
Employing the minimum and maximum values as above, and 
rough solute conservation by trial and error on the computer, 
the most promising approach was of the form: 
Z = (min)*(max/min)fn (4.25 
employing (min) as shorthand for Z(minl' and so on, and fn 
being some function of fraction solid, f. However, it was 
evident that the curve was not of similar profile to the Scheil 
equation at low values of A, and it was decided that the Scheil 
equation ought to be imposedas a limiting condition upon the 
equation. 
iii) Adoption of Micro-Segregation Equation Form 
A half-way house between the forms described above and 
below was to reflect the basic form of the micro-segregation 
equation as follows: 
Z = (min)*{1-(l-(max/min)1/Y)f }Y 
(4.26 
This assumed (min) and (max) were predefined, as 
above, was flat for the Lever Rule but awkward at the Scheil 
limit, and necessarily equalled (max) at f=1. Solute was 
conserved if y was defined from iterative solution of the 
following: 
y = (1+y){(max/min)1/Y -1}/{(max/min)(1+YI!Y-1} 
(4.27 
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This was compared with profiles from an early, binary 
program which was also used to set (min) and (max), but the 
profiles were considerably different (even though credible, 
i.e. free from spurious troughs) which combined with the failure 
to tend to the Scheil equation (i.e. y not obliged to tend to 
k-1 as (max) increases) led to the abandonment of this initially 
promising appoach. 
iv) Adapting the Micro-Segregation equation 
Having decided that the formula must tend to the Scheil 
profile at low A, the approach then turned to alterations of 
the Ddcro-segregation equation such that: (min) lay between k 
and 1, (max) was as defined in Equation 4.24, the profile was 
flat for A-I and Scheil for ~O, and conserved solute. 
To this end, the standard equation (i.e. Equation 
2.33) : 
Zl = Zo{l-(l-Ak)fs}(k-l)/(l-Ak) 
(4.28 
was altered by: modification to the initial k term by A and 
f, adoption of an "effective kIt throughout, substitution of f 
by a function of f dependent on A, integration from a modified 
differential equation where the solute rejection at the 
interface is a function of A, and simple addition of a back-
diffusion term to the micro-segregation equation, being a 
function of A and that required to bring the Lever Rule profile 
to the flat profile required across the solid. 
A formula was constructed which satisfied all these 
conditions apart from giving credible profiles. As with the 
original quadratic attempt, the profiles were not obliged to 
rise from core to termination. Sometimes, if one satisfies 
all the boundary conditions, one automatically produce the 
right answer but, evidently, not necessarily so. From this, 
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one concludes that the problem is surprisingly tricky, with 
the micro-segregation equation displaying an unusual 
combination of characteristics for what looks initially to be 
a straight-forward piece of algebra. 
b) Contraction 
Agren [106-8] includes phase-change contraction in his 
micro-segregation model. A modified Scheil Equation was 
constructed which included solidification contraction in its 
source differential equation which displayed a finite cut-off 
at a fraction solid of unity for a finite contraction. The 
differences in profile for realistic contractions only affected 
the final dribble of liquid beyond the range of usefUl/ness 
of the equation. This obviously diminished the usefulness of 
such a treatment, but moreover, there were other ways (see 
below) in which one could consider the contraction to act. 
Not knowing which it did (or more probably, under which 
circumstances one was the most important effect), further 
reduced the drive to include this effect. 
If the material is free to contract, the dendrite mesh 
will simply do so, with a very minor change to the 
characteristic length for the diffusion calculation, such that 
one might as well continue to employ the treatment without any 
contraction term. If the mesh is constrained to some extent, 
the process will be affected, but the nature and effect of the 
constraint will depend on the macroscopic events and 
properties. Making one such assumption would not cover all 
eventualities. Furthermore, such an effect is likely to lead 
to macro-segregation, again needing a macroscopic model 
tailored to the case in hand. As purely micro-segregation is 
often observed, i.e. with retention of an average bulk 
composition over a considerable distance, one can infer that 
such contraction effects often do not happen. 
Therefore, it seemed prudent to exclude contraction 
from the micro-segregation model. 
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c) Surface Area Density 
A lot of importance is attached by some to the Surface 
Area Density, i.e. the amount of solid/liquid interfacial area 
per unit volwne of nrushy zone. This parameter has been examined 
in te~ of the solute balance employed here. 
For dummy distances of p (width) and q (thickness), 
solidified distance r and cell size R, the SAD for dimensions 
n of 1, 2 and 3 respectively are: 
pq!pqR, p2nr/pJtR2, 4nr 2/(4/3)JtR3 
Le. 
or (n/r).f 
s 
(4.29 
Therefore, for a planar morphology, it is constant for 
a given arm spacing, whereas it increases linearly or 
quadratically with r for cylinders or spheres, respectively. 
(In reality, there will be a precipitous fall as r converges 
on A., due to impingement.) Attempts to employ this as a 
variable for solution of the solute balance were not successful 
because it needed a definite characteristic distance, r. 
SAD may well dominate coarsening behaviour or 
permeability, but it does not appear to be a very useful 
variable for straight micro-segregation. 
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4.2) ORIGINAL NUMERICAL STUDY 
4.2.1) "PAR-SEG" 
My introduction to work on the theory and computer 
modelling of micro-segregation came with the brief ( from 
swinden LabS) to use the element interaction type of approach 
(as, for example, Morita and Tanaka, [130]) to allow the 
elements present in a multi-component steel to effect each 
other's solid/liquid partition coefficient. The segregation 
behaviour followed differential Lever and Scheil-type rules 
for the interstitial and substitutional elements (with simple, 
step change in appropriate coefficients upon attaining the 
carbon peritectic composition in the liquid), but the 
continually changing partition coefficients dictated that a 
numerical procedure was required. The simplified approach of 
Morita was adopted, from the requirement for equal chemical 
potential at the interface for local equilibrium, and from 
which the following form can be obtained: 
= Kx M .exp(Er· 1 .Nx1 + ExY. 1.Nt etc.) 
o 
*exp(ExX , S .Nxs + ExY. 5 .NT etc.) 
(4.30 
An equivalent expression can be obtained for weight 
percentages and the corresponding, "ex" , interaction 
coefficients. 
Major differences in results could be obtained 
depending on whose element interactions were employed 
[45,137,138]. Certain preferences were obvious, e.g. for the 
self-interaction coefficient of Cr the value of Sigworth and 
Elliott [137] originally adopted was ' small' and negative 
whereas that required for the observed increase in partition 
coefficient with increasing Cr is to be 'large' and positive, 
as indicated by Bodsworth and Bell [138]. 
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This approach was still restricted to essentially 
dilute steels, and more sophisticated treatments based on the 
same approach (such as the drastically revised interaction 
formalism of Pelton and Bale [139] did not seem warranted by 
the available data. Preliminary discussions with the NPL 
indicated that superior treatments were available, but these 
were not taken on immediately due both to the current lack of 
capability of handling important elements such as Mo, and, 
indeed, to the quoted costs. 
4.2.2) "SQUARE" 
The second stage of this work was to incorporate finite 
diffusion within the solid. 
Considering the apparent growth of secondary arms into 
'side-plates' well before the completion of solidification 
[29], Fig.2.30, a square lattice was the adopted morphology 
in an attempt to improve upon existing approaches with a 10 
treatment. The square section, transverse to the growth 
direction, was of a size set externally in accord with available 
data for primary arm spacing. Solidification within this frame 
was set by imposed local solidification times (for example, 
from results of macro-scopic solidification models) and imposed 
growth rate. Bearing in mind that root-time growth was c01lll1Only 
deemed appropriate for planar growth [21], the corresponding 
law for concave growth of a cylinder [31] (Fig.2.5) was: 
d/ds .. 1 - / I - /t)€s (4.31 
or, indeed, a linear simplification thereof. (d is the shell 
thickness, ds that for complete solidification, and t or ts 
are the corresponding times.) 
The extension of the diffusion calculations was by 
straight-forward extension of the logic of Fick's laws into 
20. The stability criterion, however, dictated that the 
calculations would not be stable for carbon for any number of 
solidification increments with growth occurring by integral 
nodes, and the adopted resort was to introduce a minimum 6 
time steps per distance step. 
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Apart from accruing considerable run times, the program 
failed to find a sensible solidus, which would not continue 
to decrease for successive refinement of the nodal grid, even 
for plain medium carbon. Eventually, it was realised that 
this was an artefact of imposing a solidification growth law, 
rather than granting the dendrites their "free will". 
connections with Sheffield University in this area 
came from engaging Dr. Kirkwood in discussion as to how best 
to go about this. 
4.2.3) Adoption of Ki rkwood=Ogil vy Models 
In addition to confirmation that one should not impose 
a growth law, Kirkwood stressed the importance of the phenomenon 
of dendrite arm coarsening, and the inaccuracies expected from 
integral node jumps. Furthermore, just such a model for planar 
growth of a single solidification-phase binary alloy, "MISEG", 
was made available (stemming from the work of Kirkwood and 
Evans [90]) assuming planar growth of secondary dendr i te arms. 
As this is the forerunner of my present models, it 
will be described in some detail. 
a) Diffusion 
The diffusion calculation within MISEG is of the 10 
finite difference type, with the Schmidt [140] simplification 
of the explicit, forward difference scheme. This is the device 
whereby the new composition at a given node point is the average 
of the previous, adjacent values if the program operates at 
the limi t of nume rical stabil i ty (i. e. if the time and di stance 
steps are chosen such that the program operates at the diffusion 
modulus) • 
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(4.32 
The diffusivity is temperature dependent, and the time 
step is altered for each iteration to maintain operation at 
the modulus with fixed nodal spacings. The nodal grid is 
static, but growth is not restricted to integral node jumps. 
The interface is treated by a method due to Crank [60], in 
terms of concentration gradients at the interface, update of 
composition of the penultimate node from previous values (P, 
below, lying between 1 and 2, avoiding division by a very small 
value if set from the final full node), and update of the node 
immediately behind the interface by interpolation from the 
updated, adjacent values. The procedure is the interpolation 
due to Lagrange [141] which corresponds to a second-order 
Taylor series expansion or, indeed, the fitting of quadratic 
equations. 
dZ/dx = (1/X
n
){ kZl.(1+2P)/(P(1+P» - ZR_l (l+P)/p + 
ZR_2 P/(1+P) } 
d 2Z/dx2 = (2jXn2){ kZl/(P(l+P» - ZR_l/P + 
ZR_2 P/(1+P) } 
(4.33 
(4.34 
b) Secondary Dendrite Arm Coarsening 
The effects of this phenomenon are restricted to the 
residual liquid, i.e. the solidified arm remains unadulterated 
but finds that its neighbours are gradually moving away, as 
if on a stretchy primary arm. In terms of the calculation, 
this involves expansion of the solidification cell at each 
iteration (in accord with an imposed arm coarsening equation) 
with appropriate adjustment of the solute balance. The 'new' 
volwne must inherit the bulk composition, so only the difference 
between the bulk and actual residual liquid composi tion in 
that volwne is included in the solute balance equation. (This 
should not be seen as bulk composition liquid magically being 
transported into place but a necessary result of expanding the 
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cell size. A more obvious case is of a fully liquid cell of 
unifonn composition which would only remain so on expansion 
of the representative cell if it inherits the bulk value.) 
In comparison with Equation 4.1, it can be seen that 
this revision leads to the following solute balance: 
. ~. 
ZI(1-k)Vs - SID(dZ/dr)I + (Vo-Vs)ZI + (ZI-Zo)Vo 
(4.35 
c) Solution Scheme 
Ki rkwood employed the assumption of a set constant 
cooling rate in the solidification cell for MISEG. Equation 
4.35 can therefore be solved for the growth rate with the 
solute gradient in the solid determined from the Crank scheme 
(a), diffusi vi ty, partition coefficient and ann coarsening 
rate set by their own, appropriate equations, and noting that: 
dZI/dt = m.T (4.36 
Time dependent variables were updated in the simple, 
, forward' or linear manner (first order Taylor expansion): 
• 
p' - P + P.dt (4.37 
No predictor/corrector type process was employed to 
ensure that the updated values still sui ted the gradients which 
got them there. Indeed, none seemed to be necessary as the 
computations exhibited pronounced consistency for repeat runs 
above a modest number of nodes. 
Wi th too few nodes, the calculated result can be 
patently improbable and, moreover, widely different from that 
with one more or one less node. This will be referred to as 
nodal sensitivity. Convergence will be used here to indicate 
the stage whereupon the same result is achieved within 
acceptable accuracy wi th any increase in number of nodes 
employed. The distinction is arbitrary but useful. 
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d) Investigation and Use of "HI-SEG" 
The MISEG program was originally set up for Al with a 
few percent cu. Data were substituted for Fe-C (partitioning, 
diffusivity, temperature/composition dependence) with 
Kirkwood's general analytical equation for ann spacing [73]. 
R = [ (-16DLYT;W(1-k)H).ln(1+Wt/Zo.m) ]1/3 
where DL =diffusion coefficient in the liquid 
(2x!O- 8 m2 /s) 
Y =interfacial energy 1 J/m2) 
T =liquidus temperature (K) 
(4.38 
H =volumetric heat of fusion (2X!09 J/m3) 
W =cooling rate (K/s) 
The resultant calculations showed no meaningful 
departure from equilibrium and needed lengthy run times, 
supporting the subsequent use of the Lever Rule for carbon. 
A further simplification was noted from inspection of 
Equation 4.38 in that the final arm spacing could be predicted 
in advance for an equilibrium solute. 
A major aspect of the assessment of this program 
[Howe,!3] was discussing its extension to multi-component 
systems. Obviously, a multi-component steel will only have 
the one arm spacing at any time whereas Equation 4.38 is likely 
to suggest different values for each solute. This problem was 
addressed in more detail by Beaverstock [82) but, in outline, 
the argument was as follows. 
The terms Y,T,W and H will apply to the overall 
composition and therefore Equation 4.38 can be re-written in 
terms of a constant, B (and transcribing the logarithmic term 
for reasons which will soon be apparent): 
R - (-B/(l-k)).ln(Zl/Zo) (4.39 
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Considering the slowly diffusing species, In(Zl/Zo) 
can be approximated by the Scheil equation to (k-1)ln(1-fs) 
and, therefore, the predicted arm spacing will be the same for 
all such species: 
A = [Bln(l-fs) ]1/3 (4.40 
For a different steel, B will be different and, during 
solidification, the only variable will be another which is 
common to all solutes, i.e. the fraction solid, giving arm 
coarsening behaviour of the form represented in Figure 4.8 
This neat trick fails with finite diffusivity. 
Moreover, for carbon, at least, the diffusivity in the liquid 
is likely to be higher than for the average solute. 
Comparative, graphical plots are presented in figure 4.8. The 
suggestion was made that the actual arm spacing might just be 
the finest out of those available through calculation, but a 
more rigorous treatment was desirable. 
It was noted that elements with lower partition 
coefficients favoured coarser spacings. The opposite is 
sometimes quoted (low k, increased segregation, easier 
instability, hence finer spacings). In practice, several of 
the low partition coefficient species would have a strong 
effect on Y which could dominate and lead to such a refinement. 
A further question raised in the [13] was that of the 
fini te difference diffusion scheme. The simplified Schmidt 
scheme cannot be extended to multi-components unless they all 
happen to share the same diffusivity. 
The ternary model due to Ogilvy [4,5] then became 
available. 
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e) Investigation and Use of "TERNARY" 
Extension to a ternary system was performed in the 
following manner. The simplified Schmidt scheme was exchanged 
for the standard forward difference procedure with a time step 
set such that the faster diffusing species operated at the 
modulus (which automatically means that the stability criterion 
for the other species will also be satisfied). The simplified 
solution at the core node was maintained, which was correct 
for the faster solute but introduced an error for the other 
solute. (This region is not, however, very sensitive to such 
an error.) 
4.2.4) "HI-SEG" 
Analysis of the solute balance equations revealed that 
these could be solved simultaneously for any number of solute 
species, though not within the framework of the inherited 
program. Therefore, a new program, "HI-SEG", was wri tten wi th 
this capability but otherwise based on the Kirkwood/Ogilvy 
formulation. Prompted by the results from MISEG and TERNARY 
for carbon, equilibrium was assumed for the fully interstitial 
elements, C and N, which drastically reduced the required run 
times on the computer. This was achieved by reassigning the 
back diffusion term for these elements in the manner of Section 
2.5, Le. 
D.dC/dx -> r.dC/dt (4.41 
(Kirkwood has subsequently produced a streamlined 
version of the TERNARY program with one interstitial element 
which operates in a similar manner.) 
Trial runs of HISEG were continued at this stage for 
a 13%Cr steel included in a Jernkontoret study [100] where 
liquidus, solidus, solidification time, final secondary arm 
spacing and the spacing wi thin a few degrees of liquidus, were 
measured by thermal analysis for recorded cooling rates and 
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metallography. Surprisingly, this was the only steel of the 
42 in the study which met the current restrictions on the 
program for single phase solidification with no compound or 
eutectic precipitation. The program ran to completion with the 
secondary arm coarsening equation used by Ogilvy [4] for 
Fe--1%C--1. 5%Cr but wi th too fine an arm spacing and consequently 
underestimated micro-segregation. It is interesting to note 
that his was a linear coarsening law, which would result in 
greater solidus depressions at slower cooling rates, as 
discussed in Section 5.6.3. Attempts to employ various, 
different coarsening laws which would give closer agreement 
with the Jernkontoret arm spacing data were unsuccessful as 
the calculations became unstable. 
A check for stability was through the equation: 
. . 
L.r > r.L (4.42 
.t). 
If this is not satisifed, then the fraction solid 
within the volume element is decreasing, Le. remelting is 
occurring. This check was, indeed, triggered at around 99% 
solid. Further test runs revealed that HISEG only attained 
full solidification for certain ranges of composition and 
cooling rate. These problems perSisted despite an extensive 
'de-bugging' operation and were even found, on occasion, to 
occur with a static arm spacing. The primary reason for the 
program misbehaving was, however, too much increase in arm 
spacing causing a decrease in solute content in the residual 
liquid. This was, presumably, a fault in the described 
conditions under which the program was operating rather than 
reflecting a physical phenomenon. It was prevented by reducing 
the proposed increment to the arm spacing (should the stability 
test of Equation 4.42 be triggered) such that the solute content 
in the liquid would not be forced to decrease. Although this 
was hardly satisfactory and could not be considered as a final 
solution to the problem, it produced encouraging results for 
the first test case of Fe-13%Cr in combination with a program 
development to operate with a constant rate of heat extraction 
rather than rate of cooling. 
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Assuming the specific heats of the solid and liquid 
to be the same, the governing equation was as follows: 
, . , 
Q = H f + C.T p 
,. . , 
where f = (r/L) = (l/L)r - (r/L 2 ).L 
therefore 
(4.43 
(4.44 
The central equation to the solution of the full set 
of equations becomes: 
(~.r-/~t)-rL-()(Q;C ) +L{ f(1-f)(H/C ) + 1: m(Zl-Zo) } + 
-c p p 
1: mD(dZ/dr~ / { (l-f) (H/Cp ) + 1: mZl(l-k) 
(4.45 
where D(dZ/dy) is replaced by~Z(dt for the interstitials. 
The HISEG program was run with a heat extraction rate 
3 -\ 
of 29MJm-~, equal to the average value for the Jernkontoret 
[100] test steel J306 (Type 410s stainless) at a furnace cooling 
rate of 2 K/s. (The average cooling rate of the sample, however, 
was 0.8125 K/S during solidification.) The steel composition, 
experimental data and equivalent data generated by the HISEG 
program are presented in Table 4.2 from which it can be seen 
that the computed results are remarkably accurate. Good 
agreement was also obtained with the results from the O.SK/s 
furnace cooling rate (actual, average sample cooling rate of 
0.286K/s and heat extraction rate of llMJm- 3 ) although a 
different arm coarsening rate had to be employed to match the 
experimental spacings. (The program was not run for the third 
experimental case because no final arm spacing was quoted.) 
It must be admitted that the high degree of accuracy 
is partly fortuitous in view of the simplified or somewhat 
arbitrary data employed. 
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Additional comparison could be made for the second 
case (11MJm- 3!'J as the Jernkontoret study reported the 
development of fraction solid and sample cooling rate with 
time. Agreement was still reasonable and this is probably as 
far as this comparison can be taken: the quoted fractions solid 
were back-calculated from the temperatures and the cooling 
rates will be affected by surrounding material away from the 
thermocouple. Also, a constant heat extraction rate as assumed 
by HISEG is still only an approximation. 
4.2.5 "PHASEG" 
As the program title implies, the next development was 
to accommodate more phases in the segregation calculation. 
The peritectic reaction is the most important, i.e. enabling 
extension of the calculations to most steels, and the first 
approach was to assume the steels were still effectively Fe-C 
binary type. The condition whereupon the peritectic reaction 
was deemed to start was when a suitable carbon-equivalent of 
the alloy reached the Fe-C binary value of 0.53% in the residual 
liquid. 
Having failed to find appropriate peritectic carbon 
equivalents (peE's) in the literature, attempts were made to 
derive some statistically [142] from the compositions and 
ferritic solidification proportions quoted for carbon and low 
alloy steels in the Jernkontoret guide [100], building up 
(where possible) from rough values taken from binary phase 
diagrams. Later, such coefficients were quoted by Kagawa and 
Okamoto [126] but our values still made much better sense of 
the Jernkontoret results (Table 4.3). (The author revi sed these 
subsequently, to be self-consistent at the peritectic as in 
section 4.1, Table 4.1.) 
The interstitial elements were assumed to maintain 
uniform compositions within all three phases during the 
peritectic. The back-diffusion term required for the solute 
balance of such an element is presented in Fig. 4.9. 
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The carbon content was controlled independently, either 
by assundng it to be constant as in the binary peritectic, or 
by assundng the carbon equivalent to be constant during the 
• reaction. In the first case, CI is zero, and (with the adopted 
peritectic invariant compositions of 0.09,0.17 and 0.53%) it 
. ~ " 
can be seen that f b = -4.5* f f • In the latter case, Cl 
cc cc 
depends purely on what the other elements are doing. 
Ni trogen ( the only other interstitial considered) 
sometimes objected to this formulation, evidenced by decreasing 
its concentration in the residual liquid. 
The substitutional elements disregarded the progress 
of the bcc/fcc boundary, exhibiting their austenite diffusivity 
across the solid as soon as the peritectic reaction began. 
Carbon equivalents for the eutectic were taken from 
the literature on cast-irons [134) (indicating whether an iron 
was hypo- or hyper- eutectic). Solidification was then deemed 
to terminate at the corresponding temperature, as in the binary 
case. This is not, however, thought to be a poor approximation 
for a multi-component carbon steel because, a) it only effects 
a very small liquid fraction in even the highest carbon steels 
of practical significance, and b) thermo-couple experiments 
indicate that the eutectic, even with appreciable amounts of 
Si and Mn, does occur at a fairly constant temperature. 
The most important 'compound' as such in terms of this 
work is manganese sulphide. Indeed, most of the carbon and low 
alloy steels in the Jernkontoret reference used for comparison 
contained such a precipitate from the liquid, albeit in small 
quantities towards the end of solidification. It is not, 
however, adequate to assume that solidification terminates at 
the temperature at which it first appears, because it does 
only involve the Mn and S. Consequently, a routine has been 
introduced to remove Mn and S from the residual liquid in 
appropriate ratio as it precipitates but which allows this 
liquid to continue its solidification with decreaSing 
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temperature. A maximum solubility product, Y, in the liquid 
was employed, and the resultant formulation is given in Section 
5.5.4. However, this has not been incorporated into the final 
version of the microsegregation model. 
TWo further steels from the Jernkontoret guide [100] 
were used to test the PHASEG program; one low carbon undergoing 
the peritectic reaction and one medium carbon, also undergoing 
the peritectic reaction but terminating with some MnS 
precipitation and austenite/cementite/phosphide eutectic 
(Table 4.4). The liquidus and peritectic-start temperatures 
were predicted with reasonable accuracy and so was the solidus 
of the low carbon steel, although the predicted value for the 
medium carbon steel was substantially below that experimentally 
recorded by thermal analysis. The thermal analYSis solidus 
was, however, inconsistent with the observed presence of 
eutectic which would only have precipitated at much lower 
temperatures. 
From the three resul ts so far, a reasonable 
generalisation was postulated. In steels of low overall content 
of highly segregating species, the calculated solidus (an 
indicator of the 'net' level of micro-segregation) appears to 
be in good agreement with that measured by thermal analysis 
experiments. Agreement is poor, however, if significant 
amounts of strongly partitioning species such as carbon 
(despite its high diffusivity) are present, in that the computed 
results fall substantially below such measurements. The 
calculated results, however, are believed to reflect a real 
effect of persistent, highly segregating films of too small a 
volume fraction to be detected by thermal analysis. Moreover, 
such an effect is of great importance because it appears to 
be largely responsible for the total lack of measurable 
ductility down to temperatures previously described as 
substantially sub-solidus [143,144]. 
This model formed the basis of my publication in Applied 
Scientific Research [6], representing the stage of development 
prior to the onset of the PhD project. It can be seen that, 
despite some encouraging results, there was still plenty of 
room for improvement and hence, scope for my current work. 
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4.3) IWm FOR USE WI'lH PRO'IDl'YPE PROGRMS 
4.3.1) Peritectic Equilibrium Data 
One complication worth avoiding during the development 
of the computer programs was the variation in liquidus or ~/y 
solvus slopes, m, and partition coefficients, k (according to 
composi tion or temperature). Such information was to be 
provided by the sub-contract (NFL) but, if only for the purposes 
of getting the micro-segregation model established, constant 
values are very useful approximations. 
These are as described in Section 4.1 and presented 
in Table 4.1 
4.3.2) Hyperperitectic Fe-C-Cr Data 
In the course of this work, the variation in equilibrium 
coefficients in the Fe-C-Cr system was wanted for 
hyperperitectic (austenitically solidifying) alloys, wherein 
there was no need to ensure consistency of data among the three 
phases (Section 6.1). A colleague (Tim Fox) was commissioned 
to glean composition and temperature data from the work of 
Rickinson [145J as corrected by Ogilvy [146J, Table 4.5, from 
which he derived the following partition coefficients by 
statistical analysis: 
Range: 0.77-2.33 wt%C, 1.55-6.05 wt%Cr 
Kc - 0.3 + 0.044[CJ + 0.011[Cr] (MTDATA) r2-0.623 
Kc = 0.306 + 0.028[CJ (OGILVY) 0.136 
K - 0.906 -Cr 0.076[C) - 0.004[CrJ (MTDATA) 0.992 
K - 0.867 Cr - 0.089[CJ (OGILVY) 0.912 
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The equations fitted to the values calculated according 
to ~~ had higher statistical correlation as measured by 
the r 2 value, but are of course one stage removed from actual 
data because MTDA~ is itself a calculation scheme. Moreover, 
the MTDA~ values gave surprisingly high Cr partition 
coefficients. Both sets were employed in Section 6.1 but those 
of Ogilvy gave better agreement with experiment. 
In addition to the partition coefficients, the author 
inspected the liquidus slope data inherent in the data from 
Table 4.5, again by statistical analysis. The two sources 
gave quite similar net temperatures but regression indicated 
that Ogilvy's data were consistent with a POSITIVE solvus slope 
for Cr, which is unexpected from such relatively lean alloys. 
The r 2 value was 0.973, with a maximum error of 8.4°. MTDA~, 
however, gave remarkably strong correlation (r2 of 0.992 and 
maximum error of 2.3°) with a logically acceptable and simple 
equation: 
T(K) = 1809 - 72[C] - 2.1[Cr] (4.47 
and it was decided to adopt this for the runs in question. 
4.3.3) Diffusion Data 
As discussed in Section 2.8, there are insufficient 
data to justify use of rigorous mathematical treatments of 
diffusivity. Simple concentration-driven fluxes are employed 
in this work: a further restriction on applicability to low 
alloy compositions. The data employed were those of Fridberg 
[147] who found that reasonable approximations to solute 
diffusivity could be obtained by simple employment of factors 
on the self-diffusivity of iron. (Beaverstock [82] has pointed 
out that some of these approximations are not as good as he 
infers, particularly for phosphorus, and he has experienced 
less problems at solidus with the program when using more 
accurate diffusivity data for this element.) The data employed 
in this work are provided in Table 4.6. 
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OIAPTER FIVE 
DEVELOPMENT OF MICRO-SEGREGATION MODEL 
Part of the liquid, rich in metalloids, becomes 
trapped between the growing branches of the 
crystallites, and finally solidifies where it has 
been imprisoned • 
...• F.Osmond and J.E.Stead, "Microscopic Analysis 
of Metals", Charles Griffen & Co, 2nd ed., 1913 
5.1) EXMINATICfi OF tOlAL SENSITIVITY AND CCtNERGENCE 
Repeating the useful but somewhat subjective 
distinction made in Section 4.2.3b, 'nodal sensitivity' is 
satisfactory when there are sufficient nodes, for a given case, 
to avoid wide variability and oscillation in computed results 
between parallel program runs with a slightly different number 
of nodes, and 'convergence' is achieved when any successive 
increase in the number of nodes on which the calculation is 
based leads to no significant difference in the computed result. 
The latter case is when the ideal result has been obtained 
according to the numerical scheme, essentially freed of errors 
due to the finite chopping-up of the modelled system. 
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The variables adopted as standard in this work to test 
the nodal sensitivity and convergence of results are the final 
composition of the interdendritic liquid disappearing at 
solidus, and the solidus temperature, which is a net function 
of the final liquid contents of all the solutes present. This 
is an extreme test-variable. Numerical schemes have enough 
problems at a boundary such as the solid/liquid interface with 
a step change in composition, -an example of a 'singularity'. 
Numerics are really struggling when such a singularity meets 
a boundary of the modelled system, such as at the solidus. 
with only a few nodes, convergence can be achieved for almost 
all of the solidification cell, but many times more nodes may 
be required even for moderate nodal sensitivity at solidus. 
Matsumiya [93-95], for example, acknowledged this 
problem but avoided it by saying that, during subsequent COOling 
below solidus, the more extreme the gradients around the final 
point of solidification, the more quickly they homogeni sed , 
such that little difference was apparent at the end of the 
day. This get-out can only be invoked, however, if there is 
no great interest in features such as possible compound 
precipitation from the final enriched liquid, or the 
temperatures upon which some ductility becomes apparent 
The MISEG (Kirkwood) program operating with a constant 
cooling rate displayed consistency at remarkably few nodes. 
Major problems first became apparent with the HI-SEG program 
for multi-component steels under heat extraction-rate control 
and coarsening arms. The follOWing description relies on a 
lot of back-tracking, program restructuring, and hindsight. 
Calculation of a binary (and single solidification 
phase) alloy under an assumed constant cooling rate is 
inherently rather stable. The cooling rate control is only 
concerned with the enrichment of the single solute as nrultiplied 
by its liquidus gradient. For any temperature, there is a 
simply defined and unique time taken to get there and, moreover, 
corresponding residual liquid concentration. For the purpose 
of comparative runs, a test case of a solute characterised in 
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Table s.la with a target of 90-second solidification, was 
adopted. In Table s.lb it can be seen that the initial, MISEG, 
formulation was not nodally sensitive even with only 10 nodes, 
and achieved convergence from about 40 nodes. (The increase 
in calculated final liquid composition from 10 to 40 nodes 
necessarily resulted in an increase in solidification time 
from the initial target.) 
These results were compared with those of binary test 
programs employing constant (MISEG1) and root-time (MISEG2) 
heat extraction control, and with PHASEG (with constant heat 
extraction control, Section 4.2.5) restricted to the binary 
case in question. MISEG1 was patently sensitive with around 
10-12 nodes, and requiring about 60 for convergence. MISEG2 
was less sensitive but still needed a similar number of nodes 
for convergence. PHASEG was successful (and reaching the 
necessarily same answer as MISEG1) wi th comparatively few nodes 
( 30) but finer time-steps had been introduced into this program 
as complete solidification was approached. 
Further runs were performed with MISEG2 but with 
artificial variation of specific heat capacity. It can be 
seen from Table s.2a that nodal sensitivity and convergence 
improve as the specific heat capacity is increased. Indeed, 
in conjunction with Table 5.2b where the solute diffusivity 
is varied for zero specific heat, it can be seen that no real 
stability is achieved under this condition. 
The picture becomes clearer in relation to the heat 
extraction equation:-
• • 
Q = H.fs + C .T p (5.1 
An assumed constant cooling rate equates to zero latent 
heat in this formulation, and nodal sensitivity or convergence 
become progressively more difficult as the ratio of latent to 
sensible heat increases, culminating in no stability with no 
sensible heat (i.e. zero heat capacity or zero liquidus 
gradient, - a physical instability). This reflects a 
- 141 -
progressive relaxation of control over the changes in solute 
content of the residual liquid; if the latent heat term 
dominates, a large error in solute content and, hence, 
temperature, makes limdted impact on the governing condition 
of heat extraction. Furthermore, this relaxation is increased 
wi th increasing number of solutes as each exhibits less 
influence over the already uninfluential temperature change 
which enters the governing condition. Chromdum is a good 
example of an element liable to mdsbehave under heat extraction 
controlled and/or multicomponent solidification on account of 
its shallow liquidus slope; even with a reasonable specific 
heat capacity, errors in Cr content will represent only mdnor 
errors on temperature and, therefore, very small errors on the 
governing condition. 
This is a recognised problem in FD or FEM modelling; 
the heat ratio in question is termed the Stefan Number, and 
it is unfortunate that most solidification problems involved 
materials, like steel, of low Stefan Number and consequently 
sensitive numerical behaviour. 
One intuitively obvious influence on stability is 
solidification rate, faster rates requiring more nodes to cope 
wi th the correspondingly faster variations, whether by cooling 
rate or heat extraction rate control. 
A further factor identified in the original study was 
the description of arm coarsening behaviour. If the arms 
coarsen at too large a rate, the inherited bulk solute in the 
addi tional volume can dilute the residual liquid from the 
previous iteration-cell size so as lead to a reduction in solute 
content. This usually became apparent towards the end of 
solidification where the residual liquid volume was small and, 
therefore, more susceptible to significant dilution. This 
reduction of one or more solute concentration wi thin the 
residual liquid upset the interface composition, hence the 
solute gradient in the solid and solute balance, and hence the 
solution for the overall growth rate and, thereafter, the 
behaviour of the other elements present. The response at the 
time was to get the program to check for any initial 
overdilution and, if present, arbitrarily restrict the 
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coarsening rate so as to remove the tendency. This was partially 
justified by considering that the imposed coarsening law must 
be wrong for this effect to occur and, therefore, in need of 
some fonn of correction. 
The primary observation is that any numerical scheme 
is inherently delicate around discontinuities and converging 
boundaries. Behaviour at an interface and, especially, upon 
the disappearance of a particular phase, is bound to be 
problematic. The primary resort is to throw more and more 
nodes at the system (the 'Brute Force' finite difference method 
as described by Fox (148)), although this leads to a lot of 
unnecessary computation before the system is in a delicate 
condition which requires the finer nodes. This led to the 
construction and incorporation of a routine for re-meshing the 
FD array, such that the bulk of the calculation could be 
performed with few nodes (e.g. 10) whereas a delicate stage 
such as solidus could be addressed with many more (e.g. 50). 
A further action was to use very fine time steps below that 
required by the diffusion modulus and, indeed, below the value 
for ostensibly minimised numerical errors in terms of the 
diffusion calculation, once the system has approached such a 
condition, e.g. for fractions solid above 0.99. 
This was examined further with a prototype version of 
the SOLVER program, comparing calculations on 6%Ni, static 
100pm, for 10,20 and 50 nodes variously re-gridded (Section 
5.5.3), with that from 100 nodes. As before, the sensitive 
test variable of liquid composition at solidus was employed, 
with the difference between the alternatives and the 11.4721%Ni 
recorded from using 100 nodes throughout, presented in Table 
5.3. It is evident that large improvements can be achieved 
through regridding to more nodes for the last 0.1 fraction 
solid, with little extra benefit from regridding at an earlier 
stage. For example, regridding the "wrong way" from 20 to 10 
was only marginally better than from using 10 nodes thoughout, 
and regridding from 10 to 20 was only marginally worse than 
from using 20 nodes throughout. 
Beaverstock, at Swinden Labs., has extended the 
stability criteria argument to solute balance equations, which 
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evidently can be the controlling feature rather then the 
diffusion modulus [149]. It is expected that such an expression 
will be incorporated into the SOLVER program. 
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5.2) EXNUNATIOO of ALTERNATIVE FINITE DIP'FERI!K:E 
FORMUIATI(H; 
5.2.1) Moving-Grid Scheme 
prompted by the problems of stability referred to 
above, an alternative finite difference scheme was tested to 
see if it was more robust in operation. The chosen scheme was 
that due to Crank and Gupta [150] where the nodal grid was 
still of fixed spacing but which moved at the velocity of the 
interface. 
proper node, 
node jumps. 
interpolated 
The interface, therefore, always resided on a 
without having to advance by coarse, inte!gral 
The compositions of the bulk shifted nodes are 
from those of the old nodal positions but with 
updated concentrations by a third order equation set up so as 
to give the same second derivative as employed in the diffusion 
calculation. 
The Crank-Gupta scheme was modified so as to have a 
growing number of nodes marching into nodeless liquid, and 
assigning a value to the concentration at the spine whether 
or not a nodal plane happens to reside there, enabling the 
first full node to be diffusively updated. The latter could 
not be achieved by standard finite difference diffusion because 
the extra mini-node at the spine would be vanishingly small 
when a new node had just been created and, therefore, would 
require vanishingly small time steps for numerical stability. 
In terms of the schematic in Figure 5.1, the spinal composition 
was updated in the following manner: 
co' = co + (C(NO)-CO)*(D~t/~X2)P 
(5.2 
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This formulation had the right properties so as to 
equal the standard numerical forrulation for P-l and to increase 
CO to no more than C(NO) when p tends to zero. A comensurate 
update has also to be employed for the first node: 
C(NO)' = C(NO) + (C(NO+l)-C(NO))*(DSt/Sx 2 ) 
- (C(NO)-CO)*P*(D~t/~x2)p 
(5.3 
The correct behaviour at the limits does not 
necessarily imply correct behaviour in between, but it should 
not be far out and, with the moving grid formulation, this 
interpolation technique is only applied at a relatively robust 
location. 
Comparative runs with the original MISEG program are 
recorded in Table 5.4. It can be seen that the moving grid 
formulation was closer to the high node-number result at low 
nodes but was relatively less close at intermediate node-
numbers. Moreover, for a given number of nodes, extra 
computation was required of the moving grid procedure; run-
time perhaps is a more pertinent factor for assessment of 
relative merits. 
Wi th the target in mind of a twin moving boundary 
program for the peritectic, the moving grid could not be 
expected to move so as to keep both interfaces on a nodal 
plane. Seeing that the non-nodal interface scheme would have 
to be addressed for at least one interface, and in view of the 
dubious benefit apparent from test comparison, this alternative 
scheme was not pursued. The comparison did serve, however, 
to restore some faith in numerical procedures in that a 
different technique would give essentially identical results 
provided that there were enough nodes in the calculation. 
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5.2.2) Crank-Nicolson Diffusion Treatment 
The finite difference scheme employed in these programs 
has been the standard explicit forward difference procedure. 
The send-implicit central difference scheme proposed by Crank 
and Nicolson [103] (with use of the "TOMA" or "Thomas" algorithm 
[151]) is generally considered to be superior while still 
avoiding time consuming predictor-corrector type iterations. 
unlike the forward difference scheme, Crank-Nicolson has no 
limiting diffusion modulus (or Fourier Number) for numerical 
stability which dictates a maximum time step, although accuracy 
is still impaired by large time steps. 
A crank-Nicolson scheme has therefore been written and 
incorporated into a single solidification phase binary test 
program for comparison with the original procedure. In order 
to make proper use of the scheme, it should be employed right 
up to the moving interface rather than curtailed at a full 
node, thereby requiring modification. The final spacing to 
the interface is not only different from that between the other 
concentration points, but it is also changing during the time 
step for which the Crank-Nicolson operation applies. The 
calculation for diffusive updating of the node nearest the 
interface is, therefore, not only lopsided, but gets more 
lopsided during the iteration (Fig.5.1b). 
This was tackled in the following manner. Crank-
Nicolson updates the nodal compositions with use of a second 
derivative for composition with respect to distance which 
equals the average of that in the initial, known condition and 
the target, unknown condition at the end of the current time 
step. using: 
az/at = a2 z/ax 2 = Z", 
then: 
Z"(Crank-nicolson) = [ Z"(@ t) + Z"(@ t+&t) 1/2 
(5.4 
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In te~ of the second-order Lagrangian interpolation 
procedure employed in my programs ( Sections 4.2.3-5), the 
second derivative in this region is defined as follows: 
Z" - 2( Z(R_l)/(1+P) -Z(R)/P + ZI/(P(1+P» )/cSX2 
(5.5 
This equation has then to be inserted into the two 
above with the nodal and interfacial compositions, and 
parameter, P, for the relevant time. All terms at time tare 
already known, and the terms cSt, ZI (@ t+cSt) and P(@ t+St) are 
knowable in advance wi th the standard, forward predictor scheme 
for the solute balance and interfacial update (at least, for 
a binary). Employing the Fourier Number, r-cSt/cSX2, appropriate 
manipulation of these equations leads to the following 
coefficients for the R node in the Crank-Nicolson solution 
matrix according to the Thomas algorithm: 
~ = 1 + r/p(@ t+cSt) 
c - 0 R 
bR m -r/(1+P(@ t+cSt) (5.6 
(using the notation whereby 'c' are the diagonal elements, 'a' 
to the left and 'b' to the right). 
The appropriate bunching of 'knowns' for the column 
matrix is as follows: 
vR - z(R_l)r/(1+p) + ZR(1-r/p) + ZI r/(P(1+P» 
+ZI(@ t+cSt)r/(P(@ t+St).(1+p(@ t+cSt» 
where values refer to the initial time, t, unless othe~ise 
stated. 
This procedure was written into a test binary, single 
solidification phase program for comparison with the previous 
fornrulation. As before, the highly sensitive variable of final 
disappearing liquid composition at 100% solid was used for the 
test comparisons, illustrative examples of which are presented 
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in Figure 5.2. It is apparent that the two schemes are in 
encouragingly close agreement. For the same number of nodes 
and with the same Fourier number of 0.5, the Crank-Nicolson 
scheme does appear to be more accurate. (There is a slight 
anomaly here in the 20-node case which appears to be due to 
the crank-Nicolson-based program terminating one iteration too 
soon; in the other examples, the same number of program loops 
were noted for equivalent conditions.) However, there did not 
appear to be any reduction in run time for similar accuracy 
with the more sophisticated scheme, and, therefore, no real 
incentive to incorporate such a scheme into the multicomponent 
or peritectic programs which would be a very tricky operation. 
5.2.3) Second-order Growth Predictor 
A further attempt to render the solidification 
calculation more robust was the use of a second order predictor 
for the interface position. The standard program construction 
is such that, for each iteration, a growth rate, r·, is 
determined so as to satisfy the solute balance equations which 
are, in turn, coupled with the solid diffusion scheme. The 
interface is then advanced by an increment equal to the product 
of the growth rate and the time step. This is a predicted 
updated· value equivalent to a first order Taylor series 
expansion of interface position, r. The corresponding second 
order predictor is: 
• •• 
r' = r + r5t + r.5t 2/2 (5.7 
A standard, central difference determination of the 
second time derivative of r (i.e. r) would require knowledge 
• 
of the subsequent growth rate, r', which has yet to be 
determined. A backward finite difference approximation was 
therefore employed which would still be an improvement on the 
usual, first order prediction: 
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. . , , 
r - (r - rO )/St (5.8 
• where rO was the growth rate at the previous iteration. 
Therefore, 
, . 
r' - r + (3r - rO )Stj2 (5.9 
A binary micro-segregation program was constructed to 
compare computed results wi th or wi thout the second order 
component. As before, the test variable was the maximum 
concentration of solute in the liquid, i.e. at solidus, because 
it is highly sensitive to the imposed conditions. Computations 
were repeated with different numbers of nodes and different 
Fourier numbers for diffusion (the Crank-Nicolson diffusion 
scheme being employed). For a given number of nodes and Fourier 
number, the second order predictor did appear to be an 
improvement (i.e. in closer agreement with the high node and 
low Fourier number result) but not markedly so. An example 
plot of maximum liquid concentration versus node number for a 
Fourier number of 1 is presented in Figure 5.3. 
Attempts to update liquid composi tion also by a second 
order predictor led to inconsistencies in the solute balance; 
whether the equation is right or wrong, it helps if it is self 
consistent. Further thought on how to incorporate this 
extension without wanting the solute balance to say two things 
at one time might have led to success, but this was not pursued 
because of the expectation of limited returns. 
Incorporation of the second order growth predictor 
into a multicomponent program ("PHASEG") gave slightly poorer 
results. This contrary effect defied explanation in terms of 
either logic or apparent programming bugs, but, as above, was 
not pursued as the venture did not appear to promise worthwhile 
rewards. 
After this brief and confusing skirmish, second order 
predictors were abandoned. 
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5.2.4) Discretisation 
Use of the differential formula, Equation 4.35, 
resulted in minor departures from the imposed thermal 
conditions which were particularly evident for operation with 
a small number of nodes and with rapid arm coarsening. It 
appeared that these inconsistencies resulted from treating the 
solute balance as a true differential formula rather than 
acknowledging that it progressed in finite time steps, with 
consequent changes in X and L during each iteration. Various 
methods of approach were tried, the eventual choice being to 
interpret Equation 4. 3S ( Figure 1.2) such that term (B) 
involved only established values, (C) mixed the increased 
solute into the resultant volume, (D) employed the established 
liquid concentration (being automatically corrected by the (C) 
term) and (A) involved the interfacial solute loss according 
to the established concentrations, between the resultant and 
established solid volumes. Division of the equation through 
by the resultant volume, and employing subscripts of 1 and 2 
for established and resultant values respectively, gave the 
following solute balance equation:-
Zli (1-k){fs2 - rIL2 } = (1IL2 ).Di (OZi/or).ot + 
(1-fs2 )oZli + (Zli-Zoi ) (1-L1 IL2 ) 
(5.10 
where fS2 and oZli are unknown. 
In conjunction with the heat balance, Equation 4.43, 
and the local equilibrium condition, fS 2 can be obtained from 
solution of the following quadratic equation:-
'l 
-(H/Cp).fs2 + {(QlCp)St+(H/Cp) (1+fs1 ) + ~. (l-k. )Zl.} 1 1 1 
-(QlCp)ot + (H/Cp)fs1 + E(miDiIL2 )(OZi/or)ot + 
(l-k. )Zl. IL2 + (Zl. -Zoo ) (1-L1 IL2 ) :. 0 1, ]. ].]. 
\ 
\ 
! (5.11 
solution for each oZli can now be obtained by back-
substitution of fS2 in each solute balance equation. 
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This treatment gave thermal behaviour fully consistent 
with the imposed cooling or heat extraction rate, and is used 
for the two phase solid/liquid subroutine in the final program. 
This mode of discretisation is also adopted in the three phase 
peritectic subroutine involving simultaneous solution of both 
interfaces (Section 5.4). 
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5.3) EK'l'mSI~ ro CYLINDRICAL AND SPHERICAL I«lRPII>LOGIES 
All the models to date have assumed a planar 
representative cell for the solidification process, i.e. 
platelike arrays of primary or secondary arms (Figs.2.23,2.24). 
Despi te the extremely complicated nature of actual dendri te 
morphologies, this appears to be reasonable first approximation 
(Section 2.8) but it is obviously desirable to make some 
assessment of the influence of morphology. My original "SQUARE" 
micro-segregation model was a genuine 20 finite difference 
scheme which assumed concave solidification of a square mesh 
of primary arms linked by plates of secondary arms (Fig.2.30 
Section 4.2.2). This, and analytical musings discussed in 
Section 4.1, indicated that such inward growth gave vastly 
overestimated segregation. OUtward growth of non-planar solid 
nuclei may well, however, be of value and, moreover, radially 
synmetric forms can be calculated by a modified 10 finite 
difference scheme. The extensions discussed here are so as 
to create a single routine for planar (10, n-1), or convex 
cylindrical (n-2) and spherical (n-3) growth. 
5.3.1) Oiffusion Scheme 
The diffusive adjustment of composition profile is 
bound to be affected by dimension, n. Considering finite 
annular rings and spheres, the diffusing atoms are jumping in 
and out of volumes of different sizes, with consequently 
different effects on the local concentrations. Inspection of 
the finite difference formulae presented by Crank [60) for the 
three morphologies in question, revealed that a single formula 
could be obtained which satisfied each case: 
Z(i) - (D/~~2)(Z(i_l) .(l-y(i») 
-2Z(i)+Z(i+l) .(l+Y(i») 
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(5.12 
where ~ is the node spacing and y( i) = (n-1)/2i. 
It can be seen that either for n-1 or wi th i approaching 
infinity, regardless of dimension, the formulation becomes 
that of the standard, planar finite difference equation (i.e. 
Yi -0). 
5.3.2) Solute Conservation 
It is always prudent to check that one's program has 
neither created nor destroyed matter. Averaging of the nodal 
compositions for this purpose must also take account of the 
dimension. By sunming a core of half a node's radius, annular 
shells of nodal thickness, and a final shell of half a node's 
thickness, the following average was obtained which satisfies 
all three morphologies: 
z' (Z /2 + n1: in - 1 Z +nN( n -1 ) Z /2) ...,.,n 
- (0) (i) (N) /n 
( 5.13 
where N is the total number of nodes. 
5.3.3) Interfacial Solute Balance 
The solid/solid interface with control by diffusion 
in both adjoining phases can be used directly in each 
morpholO9Y. Each term applies over the same interfacial area, 
which therefore cancels out of the equation. The solid/liquid 
(or solid/solid with complete mixing in one or both phases) 
interface, however, needs considerable attention, especially 
if the arm coarsening feature is to be included. 
The solute balance formula should be applied to the 
relevant volumes undergoing change (Figure 1.2); the standard 
equation for 10 has already cancelled out the width and breadth 
but the underlying equation should be considered for extension 
to higher dimensions, as in the analytical derivations in 
Section 4.1. 
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• 
) c 
Zl(l-k)*Vs = SID3Z/3x+(V -Vs)Zl +Vo(Zl-Z ) o 0 
(A) (B) (C) (D) 
(5.14 
where V is volume, SI is surface area, and subscripts '0' and 
's' denote the current size of the representative cell, and 
of the solid, respectively. Component (A) is the solute change 
required by the movement of a partitioning interface, (B) is 
the solute loss from the interface by diffusion into the bulk 
solid, (C> is the solute change in the residual liquid, and 
(D) is that associated with the expansion of the representative 
unit cell so as to mimic the arm coarsening process. This basic 
equation can be translated into distances and discretised for 
finite difference treatment in various ways, all of which 
should tend to give the same final result within a micro-
segregation model, but some of which are simpler to manage, 
less prone to instability, or achieve a given level of 
precision, or 'convergence', with a smaller number of nodes. 
In terms of the part-node parameter P used in this work to 
free the interface from the fixed grid, the interface and 
associated terms controlling the solute fluxes are represented 
in Fig.5.4. 
The rate of change of volume is equal to the product 
of current surface area and the movement of the characteristic 
distance, or radius, of the axisymmetric morphologies in 
question. Division of the equation by the surface area 
therefore changes Vs in (A) to r, and (B) merely becomes 
D3Z/3x, i.e. the (A) and (B) terms equate to those of the 
original, 10 formula. For the remaining terms, it should be 
noted that the surface area of a planar, cylindrical or 
spherical body relates to the differential with respect to 
distance of the volume and, in ratio, n or 4n terms cancel 
out. By inspection, it can be seen that (C) and (D), similarly 
divided through by S1' can be represented generally for 
dimension, n, by: 
• ~ (Ln - xn )/(nxn- 1 ) .Zl and L(L/X)n-l • (Zl-Zo) 
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The solute balance for each dimension is thus set up 
ready for manipulation in accord with the chosen cooling rate 
control or heat extraction control-based mathematical solution. 
5.3.4) Heat Balance 
Attention must be paid to dimension because it involves 
the rate of change of fraction solid: 
where 
of t, 
Q • 
Q - H.fs + Cp.T (5.15 
fs - d(X/L)n/dt and where both X and L are functions 
• • fs - n(X/L)n-l{X/L-X.L/L2} 
• • fs - ~-l{X/Ln - X. L/Ln+ 1 } 
(5.16 
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5.4) '!BE PERIT&:TIC RFN:TI~ 
5.4.1) The Problem 
Complete equilibrium across a two phase binary system 
is simply represented by the lever rule, with straightforward 
extensions to three phases and so on. In a multicomponent 
system, it remains simple provided data are known for the 
parti tion coefficients or to derive the chemical potentials 
which must be uniform for each element. 
Equilibrium across one phase and finite diffusion in 
another is the standard case for building up a micro-
segregation model. The problem is relatively trivial in a 
binary, invol ving the solute balance wi th knowledge of the 
relevant equilibria (partition coefficient and liquidus slope) 
and the dri ving force for change ( cooling rate or heat 
extraction rate). Extension to multicomponents gets a little 
more complicated but is the natural extension to the above in 
terms of simultaneously solving a solute balance for each 
species along with the equilibria and driving force. Additional 
complications for multicomponent systems are determination of 
the relevant phase equilibria to feed into the equations and, 
indeed, the relevant diffusivities, but for current purposes 
these aspects are 'source data problems' outside of the current 
argument. 
The peritectic obviously requires solution at two phase 
interfaces. Treatment of the solid-solid interface generally 
requires volume diffusion control in both phases as is described 
in Figure 1.2b. Application of this equation for a binary 
system with local equilibrium and a constant temperature is 
within the scope of text books. Its extension beyond these 
restrictions is not trivial, however. 
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(An alternative, isothermal phase transformation 
problem is where one phase is a compound of fixed composition, 
as has been addressed by several authors. This again avoids 
the main problems and, moreover, is not all that relevant to 
the current work where temperature and composition are 
continually varying.) 
The general form of the equation for the solid/solid 
interface solute balance, i.e. between two phases of finite 
diffusivity, is as follows: 
• Zr(k-1)r = Da(5Z5r). - Db(5Z/5r)b 
( 5.17 
This equates the change in composi tion from interfacial 
advance with the net diffusive fluxes in the two phases. 
The problems encountered when trying to extend this 
formalism concern the shortage of suitable time derivative 
variables. There is no immediate provision for introducing 
either a varying temperature or a correspondingly varying 
interfacial composition. Therefore, there are no means of 
updating these variables in a predictive manner for the next 
iteration. The equation naturally suits an isothermal binary 
system, but can be applied to non-isothermal cases by imposing 
the temperature/ composi tion adjustments upon the equation 
which are uniquely defined with binaries. For ternary and 
higher order systems, even if isothermal, this cannot be done 
as a range of compositions is available which would satisfy 
the temperature change, but there is no facility in this 
formulation whereby any particular set of compositions should 
be chosen in preference to the others. 
Agren [106-108] allowed for this by floating Zr with 
the equations describing the equilibria, i.e. defining Zr in 
the finite difference expression, Equation 5.17, as the 'new' 
unknown value. The term, Zr' however, is also implicit in the 
gradients, cSZ/5X, and the proper requirement must be to define 
the complete solute balance in terms of new values. This, 
therefore, was the target of this work. (Simpler models were 
also generated en-route, with complete diffusion assumed in 
both liquid and ferrite [7].) 
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5.4.2) Interfacial Advance with Finite Diffusion in 
Both phases 
The finite difference formulation central to this work 
uses the Lagrangian equations to allow the interface to reside 
at any poSition, i.e. it is not obliged to reside only in nodal 
planes with growth only by coarse nodal increments, and uses 
a second order interpolation for composi tion gradients and 
second derivatives. The interface position with respect to 
the nodal grid is described by a parameter, P, as pictured in 
Fig. 5.5, whereupon certain terms in Equation 5.17 can be 
expanded as follows: 
r - X (P-Po)/St 
n 
(5.18 
where X -nodal spacing and po-previous value of P. 
n 
(Sz/Sr). =- (1/Xn){[P/(1+P)].ZR_2 - [(l+P)/P].ZR_l 
+ [(1+2P)/P(1+P)].ZI 
(5.19 
(Sz/Sr)b - (1/Xn){-[(3-P)/(4-P)].ZR+3 + [(4-P)/(3-P)].ZR+2 
- [(7-2P)/(3-P)(4-P)].k.ZI 
(5.20 
where Z-solute content at the node indicated by the subscript, 
and R-node number just before the interface. 
In addition to P, all the Z terms, as described in the 
previous section, should be considered as the new, unknown 
values, i.e. solving Equation 5.17 for the new time whereas 
previous formulations employed the previous known values in 
the solute balance equations so as to determine the derivatives 
from which the relevant variables could be updated. The nodal 
Z values away from the actual interface can be predicted 
explicitly with knowledge of the surrounding nodal compositions 
and the time step. (If an implicit scheme is employed, such 
as Crank-Nicolson [103]), these nodal compositions are not 
determinable in advance.) Moreover, a net function of the 
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interfacial compositions, ZI' of each solute can be calculated 
according to the local equilibrium conditions, but not the 
individual ZI values. We therefore have for N solutes, N 
unknown values of ZI' and an unknown value of P (which must 
be the same for all solute balances), to be solved according 
to N solute balance equations and one equilibrium equation; 
an inherently soluble set although the solution is not trivial. 
Equation 5.17 has to be written in terms of ZI which appears 
three times in the equation, as a function of P. All these 
functions from each solute have then to be inserted into the 
equilibrium condition. The resultant equation is, not 
surprisingly, somewhat complicated. Its solution employed the 
Newton-Raphson procedure, for which the derivative of the 
resultant equation was determined analytically. 
The formulation is not described here because it is 
contained within the extended peritectic formulation to allow 
for the option of an interstitial element being of uniform 
composition within each phase, Section 5.4.5. It is, however, 
worth describing the behaviour of a two-phase model according 
to this treatment, in the absence of further such complications. 
A computer program has been written which operates by 
these means for a dual phase situation. A binary test case 
assumed 0.. ,. 10- 5 exp( -15000jRT), D.. = 2D .. , k-O. 6 (i. e. 'Vex) 
and rn--20 (for ex) with an initial equilibrium profile at 1400°C 
as pictured in Fig. 5.6. The ex phase has the higher equilibrium 
composition, whereas the a phase has 0.6 of this, but within 
which the diffusivity is twice as fast. Initially a cooling 
rate of 1 K/S was imposed. The equilibrium "step profile" for 
1400°C was disturbed by the temperature change requiring a 
change in interfacial composi tion so as to maintain local 
equilibrium. With a falling temperature and negative solvus 
slope, the interfacial composition wishes to rise, pulling a 
solute profile up with it and causing interface movement so 
as to maintain the solute balance. The interface movement 
accelerates as the solute profiles become steeper. After 10 
seconds, the imposed cooling rate was reversed and the interface 
composition was therefore obliged to decrease. The interface 
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movement, however, continues in the same direction as before, 
driven by the inherited solute gradients. These gradients are 
eroded by the falling interface compositions with a consequent 
deceleration of interface movement. Eventually, the solute 
gradients and interface movement are reversed. Upon returning 
to 1400°C, the solute profile is markedly different from the 
original despi te the symmetry of the thermal cycle. Maintaining 
that temperature, the interface compositions remain constant 
but the inherited solute gradients still lead to interface 
movement. This movement decelerates as the gradients diminish, 
approaching ever more slowly to the original equlibrium 
condition across the cell (attained to 3 significant figures 
after holding for 70 seconds). 
This behaviour of the program appears rational. 
Furthermore, this test case was successfully repeated for 
ternary and quaternary situations. Original profiles of half 
the amount each of two identical solutes, and a thi rd the 
amount each of three identical solutes were employed 
respectively. Logically, the same net result should be observed 
and, indeed, was observed, which provides confidence that 
extension to higher order systems did not of itself introduce 
errors. 
Use of an intelligent first guess for P (linear rate 
of change) enabled the Newton-Raphson iteration scheme to 
achieve a value correct to 5 significant figures in the first 
iteration, such that computer run times remained modest. 
very low diffusivites led to pronounced spikes or 
troughs of composition at the interface in order to maintain 
local equilibrium (requiring very fine nodal spacings to avoid 
instabilities). Eventually, of course, local equilibrium at 
the interface will break down in practice with such low 
diffusivities, but this is beyond the scope of the formulation. 
Moreover, local equilibrium should be a fair approximation at 
the temperatures associated with solidification, as primarily 
addressed by this project. 
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5.4.3) COmparison of Fonnulations 
The new formulation described above served to update 
the interface compositions and position over a given time step 
such that the result automatically was the unique solution, 
out of all the unlimited alternatives allowed" in a 
multicomponent system which satisfied the local equilibrium 
condition, which also satisfied the solute balances. The 
standard fonnulation employing previously established 
composi tions and gradients is adequate for a binary system 
with finite diffusion in both phases; there is a unique 
equilibrium interfacial composition at a given temperature. 
Therefore, an obvious validating test for the new procedure 
was direct comparison of computed results for binary cases. 
On the thermal cycle described in the previous section, the 
results were, indeed, essentially identical (as was the case 
with further, simpler test cases employed). 
Extension to multicomponent systems, although beyond 
the scope of the standard approach for testing, involves no 
different procedures in the new fonnulation and it is therefore 
presumed that its application to such systems is equally valid. 
Mathematical cross-validation of its behaviour is not possible, 
however. Kirkaldy [113] quotes a solution for isothermal phase 
reaction in multicomponent systems, but this is not an 
acceptable test case because he assumes maintenance of constant 
interfacial composi tions: even in an isothermal case, the 
concentrations of distinct solutes must change in accordance 
with the changing solute gradients and interface movement, as 
wi th the example in Fig. 5.7. 
5.4.4) Incorporation into Peritectic Model 
The new routine described above can move a phase 
interface around with suitable choice of the unique set of 
composi tions which satisfies both the temperature and the 
interface movement. The target, however, is a model which can 
cope with and, indeed, automatically assign all the various 
routes allowed by a peritectic section, Fig.5.S. Further 
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procedures are needed to cope with the onset of a new phase 
and the disappearance of an old one, particularly in respect 
of the formulation as there will be too few nodes on one side 
of the interface for the treatment described above to operate. 
The disappearance of one phase can be handled initially 
by assigning values to the virtual nodes beyond the boundary 
of the representative cell. This can be accomplished because 
the boundary is reflective and the values will be those of the 
corresponding nodes within the cell. For when there is less 
than a nodal spacing of one phase left, an additional routine 
was constructed which assumed that the disappearing phase was 
of a uniform composition, i.e. equivalent to the solid/liquid 
routine at solidus. For the peritectic case as follows, this 
would have involved the construction of a routine of similar 
complexity to the main solution where both ferrite/austenite 
and austenite/liquid interfaces have to be solved 
simultaneously. Instead, it was decided simply to lose the 
old phase once there was less than a nodal spacing of it left. 
5.4.5) Interstitial Streamlining 
In the previous section the state of development of 
the micro-segregation model was already satisfactory insofar 
as it met the targets of a flexible computer program able to 
invoke and handle ferritic, austenitic or three phase 
peritectic solidification as appropriate, for multicomponent 
alloys with local equilibrium at each phase interface and 
diffusive control of interface motion. Furthermore, it could 
consider a planar, cylindrical or spherical morphological cell 
on a primary (static) or secondary (coarsening) dendrite arm 
basis, and could go on to consider the subsequent sub-solidus 
motion of a remaining o/y interface, and the continuing 
adjustments to the micro-segregation profile. Addi tional 
targets were identified, however, i.e. incorporation of a o/y 
heat of transformation (previously ignored in comparison with 
the solid/liquid latent heat) and assumption of complete mixing 
for the rapid interstitial diffusion of carbon (already found 
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to be a good approximation in this and other work [5,29,118], 
and avoiding the orders of magnitude increase in run times 
required from the previous program with time increments 
dictated by carbon). 
Both these targets required a new central formulation 
for the peritectic reaction whereby both interfaces were solved 
sillllltaneously, Le. N y/L and N 6/y interfacial solute balances 
for N solutes other than carbon, local equilibrium equations 
for both interfaces, a single (three-phase Lever Rule) solute 
balance equation for carbon for the whole cell, and a single 
heat balance equation incorporating both y/L and 6/y heats of 
transformation. With discretisation performed as before:-
Solute balance, y/L, i = 1 to N, 
Zll,; (1 - k(ylLli)(fs2 - (XS l /L2)") = 5t( n/XSI)( Xs IlL 2)" Dyi' aZ:Lli 
("5.21 
where 
az(VILli ( (1 + 2Ps) (1 + Ps) Z Ps) -~ = Zl . k.. -Z. + . IXn ax 1,1 (vILli Pa(1 + P.) (R,-lh Ps (R,-211 (1 + Ps) 
Solute balance, Sly, i = 1 to N, 
ZS", ('(&'rh - 1 )(/62 - (XS,lL2)") = &( nlXS,)( XS,IL 2)" 1m,. az;:" _ Dy,. az;,..!! I 
where Cs. 22. 
azl/llv)i _ (Z5 (1 + 2P) _ Z (1 + P) + Z . P "Xn 
ax - 2';' P(1 + P) IR-lh P (R-2h (1 + P)! 
and 
azlVt1ili ( (7 - 2P) (4 - P) (3 - Pl) 
ax = -k(8Iyli Z82•, · (3 _ PM _ P) + Z(R+2h (3 _ P) - Z(R+3li (4 _ P) IXn 
Local equilibrium, y/L, 
8T = m(vILle ' ( Cl2 - ClI ) + I m(vlLli (Zl2,i - Zll,i) 
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Local equilibrium, Sly, 
ST.= 1c(61L)C 0 m(6Iy)C 0 ( Cl2 - ClI ) + L m(&'y)i ( ZS2,i - ZSI.;) 
Carbon, whole cell, 
Cl2 = co{ 1 - (1 -1c(y!L)c)fi2 - ("(.,L)C -1c(&LlC)152) 
(Note: Cy = ~ylL>C 0 CI, Cs = ~6IL>C 0 CI, uniform within a phase) 
Heat balance, whole cell, 
Q.St= HL(li2 - iii) + Hs(!li2 - !lil) + 8T( CPL( 1 - fs l ) + CPy(fSI - /81) + CPSft)I) 
Required, subsidiary equation, Fct,·ol'\ fur-,ote.) ( r;; , '2..6 
Thus described, the unknown values at the start of a 
time increment are fs2, Zl21 ,f~2,Z~2i (noting its direct 
appearance within the governing equation and also within the 
~Z/&x formulation), P, ~T and C12. There are evidently 2N+5 
independent equations and 2N+5 unknown variables, whereupon a 
unique solution should be obtainable. Library routines for 
the solution of such a complicated set of non-linear non-
synmetrical simultaneous equations were not available. 
Therefore, manual algrebraic manipulation and cross-
substi tution was performed in order to render down the set to 
a single equation in terms of a single unknown, to be solved 
by Newton-Raphson iteration. (Subsequent back substitution 
could then be peformed in order to generate the other unknown 
values.) FUrthenmore, the solution scheme should be devised 
in such a way that iterative procedures (which obviously extend 
run times significantly) were not required for the generation 
of component terms within the final equation. Moreover, 
multiplication or division throughout by solute specific terms 
would be avoided, enabling the computer model to operate with 
or without carbon or other solutes, i.e. with zero-percent of 
any solute. 
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where 
The chosen primary variable was P, denoting the 
posi tion of the 6/y interface between the nearest nodes of the 
finite difference scheme. The final equation was Equation 
5.26 but wi th fs2 , £62 and 6T expressed as functions of P. 
The relevant function for f62 is relatively trivial 
and has already been provided by Equation 5.27. The function 
for fS2 is given by a root of the following quadratic equation:-
An additional component, az, is here defined separately as it will also be required later:-
(s- ·30 
where 
n5t {DS (z _P- -z . (l+P»)_Dy.(_Z . (3-P) +z ~-P»)l 
XB
1 
Xn i (R-2)i (1 +P) (R-lh P I (R+3), (4-P) (R+2h (3_p) 
ZB2,i = ( )( ( )") nSt { (1 +2P) (7 -2P) } - ' 
R(8Iy)i -1 /82- XfJlL 2 - XBtXn DBi P(1+P) + Dy i k(8Iyli (3-P)(4-P) 
- 166 -
The remaining function of P (both directly and through 
other functions of P already defined) for insertion in Equation 
5.26 is as follows: 
5T = k(5Iy)C m(5Iy)C {CoI( 1 - ( 1 - k(yfL)C) fS2 - ( k(Y/LIC - k(IiILIC) ~2) - Cl I } + a z 
{5.31 
The Newton-Raphson iterative scheme for the solution 
of the overall equation provides successive improvements to 
previous guesses for the required value of P:-
(5.32 
where F{P) is Equation 5.26 suitably substituted with Equations 
5.27-5.31 and rearranged such that it equals zero with the 
correct P, and F'{P) is the derivative of that function with 
respect to P. The equation for this derivative was obtained 
analytically, but will not be reproduced here. (It is, however, 
obviously contained within the progam listing, Appendix.) The 
first guess was originally obtained by assuming a linear rate 
of change of P from the previous two iterations, for which the 
function F{P) generally converges within 10- 15 of zero in only 
4-6 iterations for each time increment. However, for little 
effort a second-order first guess can be used which should 
circumvent one or two iterations, namely: 
P - 3*p -p -P 
new old older 
{5.33 
As one might expect, it is not a simple matter to check 
whether or not this formulation (and its subsequent 
programadng) is right. There are, however, numerous hopeful 
pointers: the evident convergence of the Newton-Raphson scheme, 
close agreement between temperatures at the different 
boundaries, close maintenance of the set heat extraction or 
cooling rates, conservation of solute, etcetera. Certain more 
specific tests are also possible. A pure hypo-peritectic Fe-
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C binary composition under a prescribed heat extraction rate 
will automatically exhibit a temperature plateau during the 
entire peritectic reaction as treated by the current 
formulation, in accord with theory, with adjustment of phase 
proportions but not of phase compositions. (The alternative 
prescribed cooling rate control is not tenable in this case 
as it would require an instant step change in solid phase 
proportions at the peritectic temperature, i.e. an impossible 
case for which the program should be excused failure. Such a 
scheme could not occur in situations represented by the current 
unit cell whereby the temperature across the finite cell is 
assumed to be uni form. ) 
Alternatively, carbon-free compositions can also be 
considered and compared with the previous, non-interstitial 
program, (or indeed steel with carbon present but treated as 
a finite diffusivity species). Very similar answers are 
obtained, and tend to exact equivalence with increasing numbers 
of nodes. In the absence of carbon, there is no direct link 
between the Sly and y/L interfaces apart from temperature, but 
the combined formulation presented here is still valid. Also, 
this absence of a link means that the Sly interface should be 
unaffected by the attainment of solidus, al though the program 
will hand on the solution to a different sub-routine at this 
stage. Indeed, despite this change to a different solution 
scheme, the program does show a continuous, smooth variation 
in Sly interface parameters. 
The target, of course, is comparison with experiment 
although this is not a simple matter either. In terms of the 
computer model this requires proper nrulticomponent equilibrium 
data and diffusion data to be supplied. In terms of the 
experimental comparison this requires appropriately averaged 
data as each dendrite is unique with a wide variation in solute 
profiles. 
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5.5) AOOITICH\L FACILITIES 
5.5.1) Start-up Procedure 
At the onset of solidification, the numerical procedure 
can only be invoked once sufficient nodes exist in the solid, 
i.e. a minimum of three composition points for determination 
of solute gradients. Either Scheil or lever rule equations 
are employed for this purpose. As to which is a better 
aproximation for a given solute depends on its diffusivity and 
the time and distance in question, as described by the Brody-
Flemings back-diffusion parameter (Section 4.1) . The 
diffusivity is calculated for the liquidus temperature, and 
the distance is defined by the cell size and the fraction of 
it in question determined by the numbers of nodes requested. 
The time has to be estimated. For cooling rate control, 
the time is calculated from the distances, hence fraction 
solid, as a fraction of the total solidification time which 
would accrue for lever rule solidification. For heat extraction 
control, the time is estimated from the fraction solid and 
heat extraction rate, assuming no corresponding temperature 
change. The back-diffusion parameter, a, is then generated 
for each solute and the lever rule or ScheU equations are 
employed for the initial nodes depending on whether a is greater 
or less than 0.1. (The Brody-Flemings or Clyne-Kurz equations 
only give the residual liquid compositions, whereas the solute 
profile is required here.) 
This procedure is performed automatically by the 
program. 
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A simdlar problem is encountered at the start of the 
peritectic reaction when there is too little austenite for the 
finite difference scheme to operate properly. The solution 
here, however, must operate simultaneously with the finite 
difference scheme continuing within the ferrite. Most 
substitutional solutes would be in closer agreement with the 
Scheil equation than the lever rule for austenite and this is 
achieved by operating the full peritectic solution scheme but 
with an artificial, zero diffusivity for all solutes in the 
austeni te until sufficient nodes have been established for 
proper operation. 
The absence of any flux into the austenite at the &/y 
interface can result in incorrect movement of the interface 
into the austenite, whereas the fact that the peri tectic 
reaction has been invoked means that the austeni te should 
encroach into both liquid and ferritic solid. Generally, 
carbon is present for which there is the option to consider 
it as unifo~ within each phase (three-phase Lever Rule) and 
such is its domdnance that it tends to drive the interface 
into the prior ferrite even if the substitutional elements 
alone are baulked by their artificially curtailed diffusion. 
In the absence of carbon, the incorrect interface movement can 
persist for some time, sometimes right until sufficient nodes 
have developed for the full finite difference scheme to operate. 
Only seldom does the &/y interface outpace the y/L interface 
such that the austenite is reduced, so this tends to be only 
a temporary problem for the overall program operation. 
Resultant, locally false composition profiles will tend to 
have a smaller effect the greater the elapsed time modelled 
thereafter and, of course, the greater the number of nodes 
employed. 
A more common problem with the scheme appears when the 
peritectic is only reached at very high fractions solid. The 
temporarily curtailed austenitic diffusivites means that one 
is attempting to reach solidus while employing the equivalent 
of the Scheil equation. In response to the program prompt at 
arrival at the peritectic, it is advised that the array is 
regridded to create sufficient nodes such that this problem 
with the austenite start-up is passed safely prior to solidus. 
- 170 -
Despite the logical preference to maintain the 
diffusivity in austenite less than that in ferrite, it is 
arguably preferable to adopt a lever rule type of austenite 
start-up to avoid such problems. 
5.5.2 ) Secondary Dendri te Arm Coarsening Law 
The computer model includes the effect of secondary 
dendrite arm coarsening in the manner discussed in Sections 
2.4 and 4.2.3b. In SUIl'lllary, the curvatures which cause 
coarsening are not considered in the formulation, but 
coarsening is imposed upon the system, and this should therefore 
be done in a manner which approximates to practice. Any 
coarsening law could be imposed. One commonly observed 
relationship for the bulk of solidification is a third power 
law on time (Section 2.4). The direct application of this law 
still leaves a finite coarsening rate at solidus, which is 
unrealistic and, moreover, may encourage instability in 
operation of the computer progam. In practice, the arm 
coarsening during the initial stages of solidification is 
largely irrelevant to the residual liquid composition firstly 
because the resultant segregation is quite insensitive to size 
until later on, and secondly because the bulk of early 
solidification will be on the primary arms. At the end of 
solidification, the change in coarsening mechanism to one of 
coalescence is less likely to affect micro-segregation between 
secondary dendrite arms than are the earlier coarsening 
mechanisms, and also, the coarsening would be naturally 
curtailed. 
The core composition of the secondary arms will be 
strongly dependent on the spacing in relatively early stages 
of solidification, once secondary arms have established a 
significant presence on the primary stem. It is not thought 
appropriate to start the conceptual model/ representative unit 
cell with spindley arms of zero spacing. (Furthermore, a 
mathematical problem with this start-up is that the zero unit 
cell begins with a fraction solid of unity!) 
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currently, versions of the program exist with three 
anD coarsening treatments. 
(i) The imposed coarsening law adopted in the computer model 
has an initial anD spacing and a subsequent coarsening rate 
proportional to the residual fraction liquid. This 
automatically reduces to zero towards the end of solidification 
as desired and, at intermediate stages, is found to be a 
reasonable approximation to a third power law, Fig.5.9 . The 
departure from this law noted in the very early stages coincides 
with where it does not matter as far as the residual liquid 
is concerned, and before the system has attained the form of 
the representative cell anyway. Although this could affect 
the core compoSition, it will be minimised by appropriate 
choice of initial spacing, >"'0' and subsequently elapsed 
modelled time. 
The anD spacing can therefore be described as:-
A - A + t ex( 1-f ) St o s (5.34 
( ii ) Arm coarsening may also proceed by any specified 
constants B and n in the equation A_Btn • This is considered 
in detail in Section 5.6.3. 
(iii) Very recently, a composition dependent arm coarsening 
equation due to Beaverstock (82) has been incorporated which 
is a multicomponent version of Kirkwood's theoretical treatment 
for binaries (73). The assessment of this alternative, however, 
lies beyond this thesis. 
5.5.3) ReMeshing Procedure 
Previous programs have employed the same node spacing, 
as established at the beginning of the computation, throughout 
the entire run. A fine node spacing with consequently small 
time steps and increased run time is often only required for 
very sensitive regions as when a phase disappears. Economies 
should therefore be obtained by a routine to regrid the 
representative cell with different node numbers as and when 
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desired. Moreover, the arm coarsening feature results in a 
non-integral node at solidus, and remeshing at this stage would 
facilitate continued calculation. 
Crank and Gupta [150] suggested remeshing should be 
achieved by a third order equation (i.e. higher than the second 
order to which finite difference schemes operate) derived from 
the four points on the 'old' grid surrounding a target point 
on the 'new' grid, Fig.lOa. This polynomial would be 
constructed so as to reproduce the four old values and the 
second-difference values on the old grid, as used in the 
diffusion calculation for lD, either side of the new point. 
The origin is defined as the point on the old grid (ith node) 
inmediately before the target point (jth node), which is a 
distance 'p' away in units of the old node spacing (not to be 
confused with the 'big P' used for locating the interface 
between nodes), whereupon:-
Zj s Zi + Ap + Bp2 + ep3 (5.35 
Derivation of the constants, A, B and C can be made 
in accordance with the desired polynomial stated above, 
whe reupon:-
B - {Z(i+l) - 2Zi + Z(i_l) }/2 
C - {Z(i+2) - 3Z(i+ll + 3Zi - Z(i-ll }/6 
(5.36 
In the present programs, the interfaces can exist 
between nodes, as indicated by a parameter, P, again in units 
of the old node spacing (Fig.10b). A remeshing interpolation 
procedure was derived in a similar manner for this situation 
near an interface, with the following resultant constants:-
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A - Z( '+1) [(1+2P)/3P] - Zi.[(2+P)/3(1+P)] - z, 13 ~ (~-1) 
- ZI/[ 3P( l+P) ] 
B - {Z(i+1) - 2Zi + Z(i_l)}/2 
C - {ZI.2 - Z(i+l) (1+P)(2+P) + Zi.2P(2+p) 
- Z(i_1)P(1+P)}/[6P(1+P)] 
(5.37 
It can be seen that these reduce to the previous values 
(Equation 5.36) with P-1. 
Resultant interpolation by this technique appears to 
give satisfactory results, e.g. Fig.5.ll. Some idea of the 
flexibility available from such a procedure is given in Figure 
5.12 which, for a specified test case, plots the difference 
in residual liquid concentration at solidus from the datum 
calculated with 100 nodes throughout solidification, for repeat 
runs regridded from 10 to 100 nodes at specified fractions 
solid. It can be seen that there is negligible loss of accuracy 
even if the remeshing is performed as late as 0.95 fraction 
solid. Similar results have been presented in Table 5.3. 
5.5.4) Line COmpound precipitation 
The main precipitate considered here is manganese 
sulphide which is deposited from the melt at the end of 
solidification of the majority of steels. ('!his is not strictly 
a "line compound" as some element substitution can occur, such 
as Fe if the Mn level in the steel is fairly low, Cr in stainless 
steels, and Ca in calci~treated steels even with only a small 
fraction of a percent Ca present in the steel. Moreover, oxygen 
can substitute to a considerable extent for sulphur. ) A routine 
was introduced into the original computer model [6] which 
removes Mn and S from the residual liquid in stoichiometric 
ratio, and such that a maximum solubility product, Y, is not 
exceeded. The contents, %Mn and %5, apparent from a program 
iteration are adjusted as follows:-
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%MIl -) %MIl-RZ, %S -) %S-z 
where R is the atomic mass ratio of manganese to sulphur and: 
Z-(1j2R).[(%MIl-R.%S)-((%MIl+%S)2-4R(%Mn.%S-Y))O.s] 
(5.38 
Similar routines could be introduced for other 
precipitates although it could be problematic if they would 
represent a substantial fraction of the residual liquid volume. 
It is a not a rigorous approach, but should be superior to 
either tenminating solidification as soon as the precipitate 
is stable, or ignoring the desire for precipitation and letting 
the sulphur, etcetera, plunge the solidus down to 
unrealistically cold values. 
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5.6) canurED aJARACTERISTIC BEBAVIOOR 
A major problem with this examination is the presence 
of "side-effects" whenever one wants to assess the influence 
of a given variable. If one changes the content of an element 
for example, to see what effect it has on peritectic reaction 
rates, how much is due to the increased content per se, as 
opposed to the associated decreased temperature of reaction 
and altered fraction solid range over which the reaction occurs? 
All too often, the net result of a single variable change is 
a balance of various knock-on effects and these have to be 
borne in mind. 
5.6.1) Solute Profiles and Geometry 
The normal profile encountered is a continuous increase 
from core to 10 position. In practice, the 10 peak should be 
eventually rounded from sub-solidus homogenisation, but at 
solidus the profile is expected to be continually steepening 
towards 10 as predicted. Expanding from 10 to 2 and 30 
(outward/convex growth) reduces the height of this peak as 
discussed previously (Section 4.1). Indeed, the whole profile 
can lie below the corresponding result from a lower dimension. 
Solute conservation is satisfied in both cases: the higher 
dimension has a greater proportion at larger radius, albeit 
of somewhat lower concentration. In Fig.5.13, example plots 
are presented from SOLVER 6 for l%Mn, 50MJ/m3 S, SOpm static 
cell radius, for 1,2 and 3 dimensional cells. The peak Mn 
reduces dramatically from 10 to 20, and less so for 20 to 3D. 
The core compositions are all very similar. The 10 plot lies 
above the other two for all distances r across the cell. The 
2 and 30 plots, however, cross over. 
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Regarding the dendrite core, a given profile with 
respect to radius will lead to more rapid homogenisation with 
a higher dimensional basis. However, considering the 
concentrations originally laid down by the advancing 
solidification front, for a similar fraction-solidi 
concentration relationship the higher dimension will have a 
much shallower profile with respect to distance. Therefore, 
the core can be less homogenous with increasing dimension, as 
observed in Fig.S.l3 between the 1 and 2D plots. The balance 
of these factors can only really be assessed by a numerical 
roodel. 
Inclusion of the peritectic reaction can produce much 
more varied profiles. Austenite stabilisers will dip towards 
the core, whereas ferrite stabilisers will enrich, both being 
subject to subsequent diffusive homogenisation obscuring this 
effect. 'lhese peaks or troughs can be very steep upon the 
disappearance of ferrite (Fig.5.14), whereupon one wonders if 
practice obeys prediction. In particular, this could encourage 
a break-down of the austenite/ferrite interface from the 
dendritic scale to a much smaller scale, like the vermicular 
to lacey ferrite morphology change in stainless steels. 
(Consti tutional supercooling could be applying on a smaller 
length-scale.) 'lhis same effect may well occur in other steels 
where the peritectic carries on, by hook or by crook, to 
completion, again obscuring evidence of such behaviour. In 
particular, this could be why these peaks are not generally 
noted for silicon, although it has been seen in this work, 
section 3.4.4. 
5.6.2) Diffusivity, Length and Time Scales 
This and the following section [152] grew out of the 
experimental validation exercise on Turkeli's steels, Section 
6.2. The sensitivity analysis was essentially restricted to 
one steel (0.4%C, 1.S8%Mo) under two cooling rates (0.3 and 
3.7oC/s). 
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a) Procedure 
The partition coefficients and diffusivities were as 
listed in Tables 4.1 and 4.6. In Turkeli's work, secondary 
dendrite arm spacing measurements were plotted against time 
for each alloy and cooling rate. He derived different values 
for B and n in the generalised arm coarsening equation, >"_Btn, 
(where A is dendrite arm spacing) for each case but as no 
systematic differences were evident, the simplest coarsening 
law which reasonably represented the entire data was employed 
as the basis here, namely 10tO. 5 • It was also evident that the 
final spacings within program runs, calculated with either 
TUrkeli's values or the above general approximation, were 
inconsistent with the final spacings quoted from experiment. 
Moreover, the experimental results seemed mutually inconsistent 
in detail, with a trend but no full observance of slower cooling 
rates being associated wi th coarser spacings for a given alloy. 
TUrkeli states how he had difficulty measuring the final arm 
spacings because they were associated with little segregation 
in his experiments (the majority being associated with the 
primary arms) so it was decided to use the coarsening laws 
unrestricted by such quoted final values, but free to reach 
whatever value resulted from the numerical calculation. 
Control was transferred from cooling rate to heat 
extraction rate (at the current value of heat extraction still 
under cooling rate control apparent from the calculations at 
the start of the peritectic reaction, 17 and 200 MJm- 3 
respectively) for the duration of the peritectic reaction, as 
discussed previously (Section 5.4). A minimum of 40 nodes was 
employed for the numerical grid. This number would increase 
as coarsening progressed, but regridding (back to 40) was 
perfonned once the array had coarsened up to a maximum of 100 
nodes. Numerical convergence (nodal sensitivity) thereupon 
seemed to be about ±O.OOl%Mn for the inherently 'delicate' 
value of the final concentration of manganese in the liquid 
at solidus, which was considered quite acceptable. This value, 
termed Peak Mn, was employed as a test variable along with the 
value in the solid at the origin of the unit cell, i.e. on the 
dendrite spine, which was termed Core Mn. The streamlining 
option was employed for the calculations whereby carbon was 
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considered to be of uniform composition within a given phase. 
The one dimensional morphology option was employed 
(apart from a couple of comparative test runs), as is considered 
reasonable for well developed secondary dendrite arms (2,5). 
b) Background 
It had been assumed that a back-diffusion term as 
employed in analytical treatments was only a first 
approximation for gauging whether or not more or less micro-
segregation would be expected between two cases, as none of 
the associated assumptions are maintained in practice; viz 
single solutes, single phase solidification, fixed arm spacing, 
constant diffusivity, and a prescribed growth law. The computer 
model considers multicomponent alloys which can undergo the 
three-phase peritectic reaction, with dendrite arm coarsening, 
temperature-dependent diffusivity, and no prescribed growth 
law. It is advisable to consider first the much simpler case 
of single phase solid state diffusion. 
It is evident from the finite difference formulation 
of diffusion by Fick's second law that if the (microscopic) 
diffusion modulus (D&t/&X2) is constant, then the diffusion 
calculation will be the same. Macroscopically, if a given 
solute profile is scaled up, or "magnified", by a factor F, 
the subsequent diffusive adjustment of that profile will be 
identical if the time scale is increased by a factor F2, or, 
if the diffusivity is increased by F2, i.e. it will actually 
be the same calculation. If the temperature varies, thereby 
varying the diffusivity, this similarity will still be 
maintained if that variation is the same between each program 
iteration. This can be defined as a "macroscopic" version of 
the diffusion modulus, as mentioned above, viz: 
M - D(T). tjX2 (5.39 
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which will still describe similarity between cases when D is 
a function of temperature, D(T), although no actual numerical 
value for M could then be defined. There is thus a substantial 
basis to a term akin to the back-diffusion parameter, a, without 
invoking solidification and prescribed growth laws. 
c) NUmerical Investigation of the Influence 
of the Diffusion Modulus 
For the example taken from the work of Turkeli (l), 
micro-segregation measurements were taken at the two cooling 
rates, W. Presupposing that a situation is sought whereby both 
yield the same micro-segregation, they will have the same 
temperature interval, 6T, between liquidus and solidus, 
whereupon the local solidification time will be given by 6T/W. 
The macroscopic version of the diffusion modulus, Equation 
5.39, can now be derived for each program run: 
M - D(T). 6T / W. A2 (5.40 
Dendri te arm spacings of about 40 and 140pm should 
compensate for the cooling rate difference from 3.7 to O.3K/s. 
Examples of this are presented in Table 5.5 (static dendrite 
arms as considered thus far corresponding to the coarsening 
exponent n-O). Surprisingly, it can be seen that, like simple 
solid state diffusion, the same degree of micro-segregation 
is encountered if this modulus is the same. Unlike the Brody-
Flemings or associated analytical treatments, however, this 
term M is not quantifiable in advance of the computer run and 
cannot be used to predict the level of microsegregation other 
than by comparison with results from a previous computer run. 
Therefore, this investigation has found that M still 
applies with multicomponent systems, going through the three-
phase peritectic reaction. There must be some mathematical 
reason for this equivalence as identified for simple solid 
state diffusion, within the "solute balance" fornrulation, Le. 
the apportioning of solute around the interface as the interface 
advances. 
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The solute balance formulation employed wi thin the 
SOLVER 6 micro-segregation program is very complicated (Section 
5.4) but for a given species Z is based upon the following for 
the solid/liquid interface (Fig .1. 2a, expanded in Section 5.4) : 
A-B+C+D (5.41 
component A is the solute change required by movement 
of the interface, B is the solute loss from the interface by 
diffusion into the bulk solid, C is the solute change in the 
residual liquid, and D is that associated with the expansion 
of the representative cell so as to mimic the arm coarsening 
process, in the manner proposed by Ki rkwood [3,5]. For the one-
dimensional unit cell, three out of these four groups of terms 
involve dimensionless fractions and would therefore yield the 
same results regardless of length and time scales, or 
diffusivity. Without diffusion, the micro-segregation 
behaviour is independent of length and timescales (as in the 
standard Scheil equation). Therefore it is the remaining term, 
B, which requires attention. (The schematic solute balance 
for the solid/solid interface is given in Fig.lo2a, where 
finite diffusion terms apply both sides of the interface, and 
for which A-B1 +B2 , the component formulations A and B being 
similar to those above.) 
Diffusion within the solid varies according to the 
modulus as described. Therefore, there is some logic in the 
micro-segregation behaviour varying as a function of this 
modulus. However, the diffusive term, B, is not written 
expressly as a function purely of this modulus, and it has not 
proved possible to demonstrate its equivalence to such a 
function. The fact remains, however, that the numerical model 
demonstrates this result. Evidently it is an inherent result 
from the diffusion modulus employed in Fick' s Law for diffusion 
within the instantaneous solute balance at the phase 
interfaces; it continually changes during solidification, and 
indeed sub-solidus, but these changes are occurring in 
parallel, yielding the same result at any stage. 
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5.6.3) Seconda£V Dendrite Arm Coarsening Parameters 
a) Procedure 
This was performed in the same investigation as for 
the previous section. 
Coarsening laws determined from experiment are 
generally of the form: 
(5.42 
where B and n are constants whose values vary widely (n-O to 
1) between references. In particular, n-O corresponds to a 
static, fixed arm spacing of B, reasonably valid for primary 
arms but admi tted as an approximation in the absence of a more 
detailed treatment for secondary arms. The highest power 
reported from experiment is n-1, whereby the dendrite arm 
spacing increases with time linearly [4]. The most popular 
value, with some approximate theoretical backing, is around 
n-l/3, but reducing upon approach to solidus [3]. 
In the present exercise, the variation in the 
prediction of Core Mn and Peak Mn contents, as described before, 
has been studied as a function of B and n, pivoting around the 
values which yield the 40 and 140pm arm spacings for the 
experimental 3.7 and 0.3K/S cooling rates. Additionally, 
multiplying factors have been applied to the base temperature---
dependent diffusivity employed. 
b) Modulus Equivalence 
For given 'n' values, values of B were determined which 
yielded 40pm at 3.7K/s or 140pm and 0.3K/s. It can be seen 
from the peak and core manganese contents, Table 5.5, resulting 
from the respective runs of the m.nnerical model that these 
were the same for a given 'n' value, and the segregation 
decreased (both core and peak closer to the bulk value of 
1. 58%Mn) as 'n' increased. 
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This equivalence is specific to the arm-spacing/cooling 
rate combination, i. e. the level of segregation is not the 
same for a given 'n' regardless of the final ann spacing or 
the associated 'B' value in the coarsening law. 
c) Peak Manganese Concentrations 
The results for the peak manganese contents for various 
values of B are plotted in Figure 5.15 against the adopted 
value of n, the points representing Peak Mn taken from 
individual computer runs. Several issues can be raised from 
this figure, providing insights into the segregation response. 
Considering first the results for the single cooling 
rate of 3.7K/S, for a given 'n', segregation increases as 'B' 
increases, i.e. as the length-scale increases. Results with 
static spacings (n-O, fixed ann spacing-B) show how the peak 
segregation increases dramatically with increasing B. This 
dramatic effect is soon lost, however, with the introduction 
of ann coarsening. 
At low values of B, the peak value initially rises as 
n increases from zero. This simply reflects that the length-
scale is increasing, accordingly. However, at high B values, 
the peak segregation decreases as n rises, and does so 
continuously. Furthenoore, the results from low B values peak 
and then down-turn as n continues to increase, falling into 
line with the results from high B values. Indeed, at high n 
values, the sensitivity of the results to B effectively 
disappears. 
Further understanding of this can be gained by 
considering Figure 5.16, where for 8-10, the temperature-
dependent diffusivity has been multiplied by various factors: 
0.05,0.2,1.0 and 5.0. It can be seen that this behaves in 
identical fashion to Figure 5.15. There is evidently a limit, 
dependent on n, where the peak segregation becomes insensitive 
to length scale or diffusivity. In the static case (n-O) this 
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is infinite, as in the standard Scheil Equation (with no 
physical cut-off employed like a eutectic). This limit 
plummets, reciprocal fashion, as n increases. It can still be 
interpreted as a Scheil Equation (zero solid diffusivity) 
limit, but the process of solute redistribution accompanying 
dendrite arm coarsening means that, even with zero diffusivity, 
the peak segregation at solidus is actually finite. This is 
qualitatively consistent with analytical studies of mine 
(Section 4.1) and of Mortensen [80] and is examined further 
in the next sub-section. 
The influence of coarsening will be critically 
dependent on n as, for low powers, the coarsening rate towards 
solidus will be small, but for high powers it will still be 
significant. This coarsening rate at solidus will be of much 
greater importance than any relative rates at earlier stages 
of solidification. 
The family of curves therefore represents the balance 
between two "forces" influencing the extent of segregation: 
that whereby increasing n increases the length-scale and 
thereby reduces the effectiveness of diffusion, increasing 
segregation, and that whereby increasing n reduces segregation 
through the solute redistribution process accompanying arm 
coarsening. At high B ( large length scales), where the 
influence of diffusivity is already small, the results soon 
approach this Scheil-style limit, whereas at low B, a much 
higher coarsening power is required before the effect of 
diffusivity and length-scale is overcome. 
Similar behaviour is encountered wi th variation of the 
cooling rate. In Figure 5.15, the resultant curve for 0.3K/s 
has been added to those of the previous curves at 3.7K/s. At 
high B/high n, it has very little effect, but it has a marked 
effect at low B/low n where diffusivity is important. Here, a 
slower cooling rate results in less micro-segregation, as 
intuitively expected, i.e. closer to the equilibrium result. 
The drop-off of the slower cooled curve at low n is sufficient 
for it to cross over curves at the higher cooling rate but of 
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lower B value. Such cross-over points are those referred to 
earlier (Section 5.6.3b) where the arm-spacing/cooling rate 
combinations for a given n value yield the same "modulus" 
value, and as listed in Table 5.5. 
Included in Table 5.5 are the Peak and Core Mn results 
from a comparative run with A-10to. s but for a two-
dimensional (cylindrical) representative unit cell rather than 
the standard planar form. Again it can be seen that the results 
from both cooling rates are identical, wi thin the accuracy of 
the numerical calculations, although different from the planar 
results. The Peak Mn is reduced relative to the planar case 
as expected from simple geometrical arguments, but the reduced 
Core Mn (i.e. more segregated) is a more subtle balance of 
opposing effects: a given solute gradient away from the core 
will lead to more rapid homogenistion in the cylindrical case, 
but for a similar fraction-solid/concentration relationship, 
the gradient in the cylindrical case is actually nruch shallower, 
Section 5.6.1. 
d) Examination of Scheil Limit as Modified 
by Dendrite Coarsening 
Reference was made above to the evident limi ting 
segregation dependent only upon n, i.e. it appeared that even 
with zero diffusivity and regardless of length and time scales, 
a finite amount of segregation is encountered in the presence 
of dendrite arm coarsening, whereas this (mathematical) limit 
is infinite with a fixed arm spacing, as in the standard Scheil 
Equation. 
Mortensen derived the following equation for this case 
assUDdng planar geometry and a constant cooling rate: 
fs =((l+n)\ Zl l/(k-ll JZl Zk/(l-k) .(Z-Zo)n.dZ 
(l-k») (Zl-Zo)n Zo 
(5.43 
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A value of zl (liquid solute content) has to be found 
for which the equation integrates to the required fraction 
solid, Le. unity in this case. This has to be done iteratively, 
and the results are plotted as a function of n against results 
from the numerical model in Figure 5.17. For this purpose, 
manganese as a sole solute was considered, in order to be 
directly comparable with Mortensen's binary, ~ingle 
solidification phase treatment, employing the partition 
coefficient for austenite/liquid (0.78). A low diffusivity of 
a twentieth of that otherwise adopted for manganese has been 
employed which, from comparison with Figure 5.16, should be 
reasonably close to the implied Scheil limdt for n much above 
0.25; the computer program cannot run with zero diffusivity. 
The coarsening law A-10tO. 5 was employed, with a constant 
cooling rate of 1K/s. 
It can be seen in Figure 5.17 that the numerical results 
are in excellent agreement. This should be the case, because 
Mortensen's treatment is a true analytical equation in that 
no approximations have been made. Therefore, if the computer 
model is restricted to mimic Mortensen's Scheil-style 
assumptions and constant cooling rate, one hopes it would 
agree, despite the totally different formulation and 
calculation procedure, because there can only be the one "right" 
answer. 
The computer model allows for interactions between 
solutes on each others' partition coefficients and solws 
slopes. However, no such effects were included in these program 
runs, and it was expected that the same Mortensen limit should 
apply in the target ternary Fe-C-Mn case (once the carbon 
content was increased such that a single solidification phase 
ensued, the peritectic reaction being beyond the scope of the 
analytical equation). In Figure 5.18 it can be seen that the 
results are broadly simdlar, although Mortensen's predictions 
fall below the numerical results at low n, i . e. for which 
greater diffusivity would be required according to the 
numerical results. It therefore appears that, even without 
interactions on partition coefficients and solws slopes, 
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additional solutes can have significant effects on each others' 
behaviour, requiring a multicomponent model rather than 
considering the separate segregation behaviour of the component 
binaries. 
This was also apparent in the enrichment of solutes 
during solidification: in a binary, the solute must enrich 
linearly wi th time under a constant cooling rate if the solvus 
slope is constant; in a multicomponent system only the net 
temperature depression must vary linearly, but the individual 
solutes need not do so (indeed it is unlikely that the 
respective solute balances would be satisfied simultaneously 
if each variation were linear). 
The present computer program automatically handles 
such complications although quantitative theoretical/ 
mathematical validation is difficult beyond restrictive 
conditions where true analytical solutions are available, as 
with Mortensen's equation (Fig.5.l7). The comparison with 
Mortensen's equation has, however, lent considerable confidence 
to formulation of the computer program. 
e) Core Manganese Concentrations 
Unlike the peak concentrations, the core manganese 
concentrations decrease continuously (i.e. segregate more 
strongly) as n increases for a given B, Figure 5.19: the 
accompanying increase in length scale reduces the diffusive 
homogenisation, but the actual coarsening rate towards solidus 
is largely irrelevant as the solid/liquid interface is 
sufficiently removed to have little influence on the dendrite 
core. (The Core Mn result from ~=37.5*tl suggests a possible 
drop-off in the curve, but it is thought more likely that this 
was an artefact of increased grid sensitivity with such a high 
coarsening rate at solidus.) As with the peak concentrations, 
the influence of diffusivity is equivalent to that of the B 
term in accord with the diffusion modulus, Figure 5.20. 
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The influence of cooling rate is critically dependent 
on n, Figure 5.19. At low n values, slower cooling results in 
less segregation (i.e. less depression of the core composition 
below the bulk value), but the effect crosses over at n-0.5 
such that slower cooling would increase the level of segregation 
for high n values. ( Indeed, the same is true of the Peak 
concentrations, but the cross-over at n-0.5 is hardly apparent 
in Figure 5.16 because all the values are tending to the 
coarsening-Scheil limit regardless of length or time-scale at 
high n.) This cross-over can again be understood in terms of 
the diffusion modulus. At n-0.5, the length and time scales 
are obliged to be in the square relationship employed in the 
modulus. At lower n values (the commonly quoted value being 
around 0.3 although 0 to 1 have been employed in the literature) 
the increase in time with slower cooling more than compensates 
for the increase in cell size from arm coarsening, and 
segregation is reduced. At higher n values, the opposite is 
true, and although the increase in time per se would tend to 
reduce segregation, the accompanying increase in cell size 
dominates and segregation consequently increases. 
Therefore, if the coarsening law is truly of power 
n-0.5 as suggested as an average value from the work of Turkeli, 
the level of segregation will be the same regardless of cooling 
rate. (This is somewhat different from the constant back-
diffusion parameter approach of Brody and Flemings, which 
scales the distance solidified with root time -and employing 
a constant dendrite arm spacing-, whereas here the dendrite 
arm spacing is scaled with root time.) This has been employed 
in the validation exercise reported in Section 6.2. 
5.6.4) Diffusivity and Rates of the Peritectic 
Reaction 
The main part of this exercise was conducted to try 
and separate out the influence of diffusivity alone. To avoid 
side-effects, the diffusivity was held temperature invariant, 
and the nominal solutes had the same partition coefficient and 
solvus slope (based around the simplified data set for 
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manganese). Furthermore, where more than one such solute was 
employed, the total amount of solute was kept the same (10%). 
Thereafter, a matrix of iron, carbon, silicon and manganese 
was analysed but again with temperature invariant diffusivity 
(set to the value for that solute at 1450°C from the simplified 
data set). TWo additional runs were performed with nickel. 
The scheme is summarised in Table 5.6. The program was deployed 
wi th a static 50JJlll half-arm spacing and heat extraction of 
10MJ/ffi3 s . The data set included silicon even when silicon was 
not present, and set accordingly to zero i.e. to equate the 
time steps which would be set by the relatively rapid diffusion 
of silicon. The only exceptions to this were the binary iron-
carbon runs where, with carbon assumed to be uniform in a given 
phase, such fine steps were irrelevant. 60 nodes were employed. 
a) Binary Fe-10%"Mn" with Various 
Diffusivities 
The liquidus temperature will obviously be the same 
regardless of diffusivity, as solidification is deemed to start 
at the equilibrium value. Similarly, the temperature at the 
start of the peritectic reaction will be unaffected (as will 
the residual liquid concentration, necessarily) but the 
associated fraction solid will vary between the ScheU and 
lever rule limits. These, respectively, are for the adopted 
k of 0.74, f -0.585 (c.f. slowest diffusivity numerical result, 
s 
o /20, f .0.594) and 0.776 (infinite diffusivity numerical 
Mn 8 
"streamlined" result, f -0.776). The same limits are also true 
8 
for the following section. 
Firstly, it was encouraging to see that the program 
satisfied these limits, and did tend to the infinite diffusivity 
result (from employment of the streamlining option normally 
reserved for an interstitial like carbon) with increasing 
diffusivity. The fraction solid at the start of the peritectic 
and the temperature of the solidus varied with diffusivity in 
a simple and expected sense (Fig.5.21). (Fraction solid and 
temperature are plotted against the reciprocal of the 
multiplication factor, F, applied to the base diffusivity of 
Mh.) Similarly, other parameters like homogeneity and 
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solidification time varied progressively in the expected sense. 
However, the variation was not simple for several variables, 
like temperature or fraction solid, at the end of the peritectic 
reaction. 
It appears that the end of the peritectic reaction is 
still susceptible to "side-effects" even in the current 
exercise where most have been accounted for. As diffusivity 
is reduced, the peritectic begins at smaller fractions solid. 
Precisely where the reaction ends depends on the balance of 
having less ferrite to remove, versus having a slower reaction 
rate to remove it. Even so, the average rate of ferrite removal 
does not vary in a particularly simple fashion, although it 
does at least always reduce with reducing diffusivity 
(Fig.S.22). It is not just a question of diffusivity, but the 
associated solute gradients, which will depend also on the 
fractions solid, etcetera. (If the reader is worried about 
the apparently precipitous fall from the infinite diffusivity 
result, i.e. zero on the reciprocal axis employed, the slope 
will be amazingly shallow on a non-reciprocal axis!) 
For a solute of zero diffusivity, the Scheil equation 
solution is mimicked towards the core, tending to infinity or 
zero depending on whether k is less or greater than unity 
between ferrite and austenite. In the former case, this means 
the peritectic reaction is never completed. In the latter case, 
ferrite is lost at the critical temperature for pure iron 
(1392°C). Either way, there is no Scheil-style case where delta 
ferrite persists with austenite sub solidus unless the 
corresponding Scheil solution for the austenite/liquid 
interface is arbitrarily curtailed. 
It is thought that the program is doing what it should, 
but is demonstrating how prone results are to interference 
from variables other than the one in question. The values 
which are not prone to such side-effects all show simple, 
logical variation consistent with known analytical limits or 
intuitive trends. 
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b) Ternary Fe-X%Mn-(lO-X)%"Mn" 
Ternary mixes with X-0,1,3,5, 7 ,9,and 10% were computed, 
with "Mn" distinguished purely by diffusivity, for twice that 
of the base Mn and also infinite diffusivity, using the 
"streamlining" option of the SOLVER 6F program. Critical 
temperatures and associated fractions solid are presented in 
Fig.5.23. The end points of 0 and 10%"Mn" are as included in 
the previous sulr-section. Although these end points 
(superimposed for reference in Figure 5.23) did not vary in a 
simple manner for variables pertaining to the end of the 
peritectic reaction (loss of ferrite), the variation between 
the base MIl origin and these end points was simple. Indeed, 
it appeared virtually linear, indicating that sufficient side-
effects had been removed such that the behaviour essentially 
obeyed the simple law of mixtures. 
In Figure 5.24 the rate of peritectic reaction is 
addressed by two variables, fR and 6f/6t where: 
f - total gamma encroachment into delta R 
total gamma encroachment into liquid 
(5.44 
and 6f/6t = total gamma encroachment into delta 
associated time taken 
(5.45 
both calculated for the total period when all three phases are 
present. (Example rate comparisons at instantaneous points 
were more prone to side effects.) It can be seen that the 
equilibrium case has the highest gamma/delta reaction rate by 
both these measures (as might be expected, i.e. with no kinetic 
hindrances). The slower the diffusivity of a solute and the 
greater its content, the slower is the gamma/delta reaction 
rate both absolute and relative to the gamma/liquid reaction 
rate. 
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c) Fe-C/SijMn Matrix 
The scheme, involving 0,0.1 and 0.3%C, ° and l%Si (a 
ferrite stabiliser) and 0 and 1%Mn (an austenite stabiliser) 
is depicted in Table 5.6. With no carbon present, no case 
reaches the peritectic, whereas with 0.3% carbon present, all 
cases attain this reaction and complete it prior to solidus. 
At 0.1%C, the straight binary reaches the peritectic shortly 
before solidus, continuing ferrite dissolution sub-solidus, 
as does the corresponding case with 1%Mn, whereas the cases 
with 1%Si, with or without Mn, do not, Table 5.7. 
The addition of the austenite stabiliser increases the 
parameter fa (as defined in the previous sub-section), whereas 
the ferrite stabiliser decreases it. However, both decrease 
the average rate of ferrite dissolution during the three-
phase reaction, l1f/l1t, though Si much lOOre so than Mn. These 
parameters are included in the table. (Remember that 
diffusivity is held constant, at the value for 1450oC, to avoid 
side effects on these rates due to different associated 
temperatures.) 
d) Comparison with FeCNi 
Two additional runs were performed, namely 
Fe-O.1%C,O.5%Ni and Fe-O.3%C,0.5%Ni, nickel being an 
alternative austenite stabiliser, for comparison, Table 5.7. 
The value of 0. 5%Ni yielded peri tectic reactions at very similar 
fractions solid to the corresponding ones with 1%Mn. Nickel, 
however, slows the delta/gamma reaction rate much more than 
manganese does and, unlike Mn, reduces rather than increases 
f • Therefore, it is not a simple case of austenite stabilisers R 
increasing the relative rate of gamma/delta advance compared 
to ganma/liquid, but a balance of the "characters" of the 
elements, i.e. diffusivity, partition coefficients and solvus 
slopes. It is no doubt possible to find a ferrite stabiliser 
which reduces fa less than does a certain austenite stabiliser. 
However, all finite-diffusivity solutes slow the overall rate 
of reaction, and ferrite stabilisers are more inclined to do 
so than are austenite stabilisers, as one would expect. 
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CBAPTER SIX 
VALIDATION OF COMPUTED MICRO-SEGREGATION 
"In fact in Irrj own calculations, when I first 
pursued this line of thought, I was out by a factor of 
10 to the power 10, to the power 123" 
Roger Penrose, in "The Nature of Time" (ref.20) 
6.1 ) CCJI1PARI~ WITH JERNKCNroRET DM'A 
The swedish Jernkontoret institute has produced a 
compilation of solidification data: "A Guide to the 
Solidification of Steels" [100], including liquidus, 
peritectic, and solidus temperatures, dendrite arm spacings 
and segregation ratios, with provision of cooling curves. It 
therefore represents an ideal source for comparison with the 
computer model. 
6.1.1) Experimental Procedure 
The Jernkontoret experiments were carried out on small 
ingots (35g) solidified in alumina crucibles within a furnace 
operating according to a preset cooling rate, and in an argon 
atmosphere (5ppm 02). The furnace functioned by resistance 
heating of molybdenum wire within the alumina sleeve 
surrounding the crucible. A Pt/Pt-lO% Rh thermocouple was 
centrally located within the specimen to record the actual 
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cooling curve as opposed to the furnace cooling rate, employing 
a digital microvolt meter. Calibration was performed on pure 
nickel melts, and the apparent precision was found to be +/-
2K. 
The tubular furnace shell was double walled and water 
cooled, with the inside chromium plated to give good heat 
reflection. No insulation was used so that the furnace had a 
low thermal inertia, enabling cooling rates of up to 2K/s to 
be achieved down to 1000°C. The samples were quenched in brine 
within about three seconds from removal at the bottom of the 
furnace. 
The plateaux on the cooling curves were taken as the 
liquidus temperatures, acknowledging the error due to growth 
undercooling but noting it to be of little practical 
significance. Some nucleation undercooling was usually 
observed before the plateaux were established. The degree of 
undercooling was generally larger and more varied at the start 
of the secondary (peritectic) reaction, when present. These 
temperatures are therefore less accurate. The solidus was 
defined as the temperature at which the temperature-time curve 
had its point of inflexion, i.e. with no further evidence of 
latent heat evolution. Comparative tests were made with 
determination of solidus upon heating, and (surprisingly) were 
found to be in reasonable agreement. 
It was noted on some experiments that a small fraction 
of liquid was still present below the reported solidus, but 
this was not considered to be of practical significance. 
All quoted temperatures were mean values of 2 to 5 
measurements and are thus not necessarily those which could 
be evaluated from the reported cooling curves. 
Fractions solid during solidification were back-
calculated from the cooling curves by a heat balance on the 
differences between furnace and sample cooling rates. However, 
it was acknowledged that the liquidus plateaux include the 
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period of dendrite growth from the side walls before reaching 
the thenoocouple, and the quoted low fractions solid, in 
particular, will not be strictly related to that of a local 
volume element. 
Metallographic examination was performed wi th a variety 
of etches, as appropriate to the steel in question. For the 
carbon and low alloy steels used for the present comparisons, 
a saturated solution of picric acid, either in water or in a 
mixture of water and alcohol, was employed. 
The secondary dendrite arm spacings were measured at 
low magnification, close to and parallel with the primary 
dendrite stems. At least four secondary arms were counted on 
each traverse, and at least ten such traverses were performed 
on each specimen. 
Micro-segregation was studied by electron microprobe 
analysis of samples from the O.SK/s furnace cooling rate, on 
two line scans from different areas of the specimens, mainly 
on secondary dendrite arm traverses. Mean solute analyses from 
dendri tic ("0", arm core) and interdendri tic (" 10" , final region 
to solidify between the arms) regions were obtained for the 
quoted segregation ratios, "III: 
I. = Z. (10) I Z. (0) 
1. 1. 1. (6.1 
6.1.2) Computational Procedure 
The computer program requires the steel composition, 
heat extraction or cooling rate, and dendrite arm spacingl 
coarsening data specific to each test, and equilibrium and 
diffusion data relevant to the range of alloys in question. 
- 19S -
In the absence of a usable MTDA~ database for 
multicomponent steels until the very end of this project, 
validation of the computer program had to be perfonned with 
the simplified equilibrium data as described in Section 4.1, 
Table 4.1. The validation is therefore restricted to the 
carbon and low alloy series of 16 steels, for which departures 
from such non-interactive data should be minimised~ The 
compositions are reproduced in Table 6.1. 
For each steel, the elements considered were 
C,Si,Mn,p,Cr,Mo and Ni. The program version was chosen wherein 
interstitial, rapidly diffusing carbon was assumed to be of 
uniform concentration within a phase. This "streamlinin9" 
should introduce ne9li9ible error, whilst enablin9 run times 
to be reduced by orders of magnitude, Section 5.4.5. (Typical 
run times were around 20 minutes cpu on a VAX 8350.) The low 
concentrations present of other impurities were ignored. In 
particular, sulphur was not included, as man9anese was always 
present in sufficient quantity to effectively remove it from 
the system as MnS at hi9h fractions solid, and without 
noticeable effect on the Mn content. 
The diffusion data were taken from Fridber9 et al., 
wherein the diffusivities of the substitutional elements were 
related by constant factors to temperature dependent self 
diffusivities of iron in ferrite and austenite, Table 4.6. 
The Jernkontoret results were quoted accordin9 to the 
set furnace coolin9 rate, but this bore little relationship 
to the COOlin9 curves from within the sample and would therefore 
be inappropriate to use in the computer model. Instead, the 
apparent average heat extraction rate was employed. This was 
calculated from the quoted liquidus-solidus temperature 
interval and solidification time, employing 2000 MJ/m3 for the 
latent heat and 5MJ/m3 /K for the specific heat (no differences 
assumed for different phases). Little difference in the rate 
was apparent for all 16 steels, and an average value of 10.25 
MJ;nr/1l was employed in the computer program, throu9hout. '!'he 
comparisons were restricted to the intermediate furnace coolin9 
rate samples, as coolin9 curves and se9re9ation data were only 
provided for these, e.9. Fi9.6.1. 
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Dendrite arm spacings at a specified temperature close 
to liquidus, and at the end of solidification, were quoted for 
each steel. The arm coarsening routine employed in the program 
used an initial spacing, and a constant coefficient for 
subsequent coarsening (Section 5.5.2) proportional to (l-fs), 
so could not be tied in advance to match the quoted near-
liquidus and final values. By inspection, with use of a hand-
calculator, an initial half-arm spacing of 15pm and coarsening 
coefficient of 0.4 were derived for input to the program. 
considerable scatter was noted in the experimental values with 
no apparent explanation, but it was decided to use the same 
conditions for each steel, rather than to tailor them for each 
sample; indeed, the random scatter could be due to errors of 
experimental measurement rather than reality and, furthermore, 
it is desirable to see if the model is usable without such 
tailored data which cannot be known in advance of the 
experiment. The agreement with the Jernkontoret values could 
only be determined retrospectively. The mean, experimental 
near-liquidus value was 64pm, a 8.5, whereas that evident from 
the computer runs (for the same temperature interval below 
liquidus as in the experiments) was 71pm, a 11.5. The 
equivalent comparison for the final spacings is 114pm, a 35 
versus 117pm, a 4.5. These differences are not significant, 
and there was no need to repeat the calculations with amended 
coarsening data. There was no correlation apparent within the 
scatter of the data. 
The computer runs commenced with 10 nodes, and were 
regridded to 40 nodes either at a fraction solid of 0.9 or at 
the peritectic if it occurred late in solidification. All 
runs were regridded again to 40 nodes (some coarsening having 
occurred) at solidus, for subsequent sub-solidus computation 
down to the quoted quench temperature. If the computed solidus 
fell below the quench temperature, it was allowed to do so, 
and the computer run would then terminate at solidus. The 
steel of code J214 was computed to commence the peritectic 
reaction at a very early stage of solidification, for which a 
10-node start was inadequate. This run commenced with 40 
nodes. All runs employed a one-dimensional (secondary dendri te 
arm plate morphology) volume element. 
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The "0" and "ID" concentrations for the I ratios were 
averaged with adjacent nodes, taking some rough account of the 
electron micro-probe spot size as would be employed in their 
measurement. 
6.1.3 Results and Discussion 
a) Critical Temperatures 
The calculated and experimental liquidus, solidus and 
peritectic temperatures are compared in Table 6.2. For the 
experimental liquidus and peritectic temperatures, the results 
from the intermediate furnace cooling rate in question are 
supplemented wi th those from the slowest cooling rate. As 
described earlier, the liquidus should be in close agreement 
with the equilibrium result, but any undercooling or 
inaccuracies in measurement will be least under the slowest 
cooling rate. For this reason, the graphical comparison in 
figure 6.2 is with the higher of two liquidus values (i.e. the 
slower cooling rate result apart from a 1 degree discrepency 
the other way for steel J202). Good agreement is observed, 
even though the liquidus calculation routine employs constant 
solvus gradients for each solute for a given phase interface. 
Similarly, the graphical comparison for the maximum 
peritectic temperature is with the higher of the two results, 
and good agreement is again observed. Unlike liquidus, the 
peritectic does not equate to the equilibrium value of the 
bulk liquid. In the calculations, it corresponds to the 
equilibrium value of the residual liquid, and therefore it is 
affected by whatever segregation has occurred thus far during 
solidification. The main discrepency, however, will be the 
undercooling, being more marked for one solid phase on another 
than for liquid from solid; the free energy difference between 
ferrite and auatenite is very much smaller than that between 
the liquid and either solid phase. Therefore, if the non-
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equilibrium solid phase is already present, there is relatively 
li ttle driving force to encourage nucleation of the true 
equilibrium phase. Significant undercoolings are noted on the 
cooling curves, with no subsequent plateaux established to be 
sure that sufficiently fast and developed recalescence has 
occurred to indicate the equilibrium value for the residual 
liquid at that stage. The computer model assumes no such 
nucleation undercooling and, indeed, it is probably correct 
to do so for most applications where a pseudo steady state has 
occurred (at least in columnar structures) where there is no 
nucleation problem because austenite is already there from the 
adjacent, cooler volume element. The better estimate for the 
"real" temperature is therefore probably that from the slower 
cooling rate, even though the model considers the intermediate 
cooling rate. As before, the higher (non-undercooled) value 
was evident from the slower cooling rate in all but one case. 
The corresponding results for values quoted 
specifically for the intermediate furnace cooling rate are 
plotted in figure 6.3. Similar trends are observed although 
the scatter and systematic shift is greater, presumably because 
of the difficulties with undercooling described above. 
From the Table, and more clearly from the graphical 
comparison in figure 6.2, a systematic drift of computed solidus 
below the experimental result is observed with lower 
temperatures. However, the thermal solidus (i.e. determined 
by thermal analysis) is bound to be in error in the observed 
sense (i.e. overestimating the temperature at which all 
residual liquid disappears), so the model is at least 
qualitatively correct in this indication. The thermal solidus 
is where no further latent heat release is noted due to 
distortion of the cooling curve, but the richer alloys will 
have more persistent, highly segregated liquid films which are 
of too low a volume fraction to affect the cooling curves. 
Indeed, the Jernkontoret guide states that quenched liquid was 
sometimes observed in samples even though they were quenched 
from below their apparent, thermal solidus temperature. 
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Statistical correlation of computation against 
experiment was at 0.1% significance for liquidus (16 data 
pairs, correlation coefficient 0.990) and, despite the noted 
drift, for solidus also (16 data pairs, correlation coefficient 
0.969 but with a noticeably skewed fit). Despite the low 
absolute errors in peritectic temperatures, the relatively low 
number and total temperature range of results led -to 5% 
significance in this case (9 data pairs, correlation 
coefficient 0.745). 
b) Extent of Peritectic Reaction 
The computed extent of the peritectic reaction is not 
just a function of the micro-segregation model, but also of 
the adequacy of the simplified equilibrium data which it 
employs. Two obvious measures are the temperature interval 
between liquidus and the start of the peritectic, and the 
fraction solidified as ferrite prior to the peritectic. 
Excellent agreement on the fo~r is displayed in Figure 6.4. 
In terms of the fraction ferrite, a partially systematic drift 
is observed, Figure 6.5. Qualitatively, this drift should be 
expected: the inclusion in the Jernkontoret study of 
encroachment of dendrites from the sample side-walls in the 
back-calculation of ferrite fraction (Section 6.1.1) will 
artificially increase the apparent ferrite fraction; moreover, 
nucleation undercooling will allow extra ferritic 
solidification to occur. Both these effects will increase the 
apparent, measured fraction solid, particularly of low values 
where there is still a marked temperature sensitivity. 
Therefore, as with solidus temperatures, departures are noted 
between experiment and prediction, but there are limitations 
in the experiment such that these departures are expected. 
The temperature intervals and ferrite fractions are 
plotted against each other in Figure 6.6. These show good 
correlation, in a simple linear sense for the calculated ferrite 
fraction and stepped for the experimental ferrite fraction, 
in accordance with the preceding argument. Although the scatter 
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was small, even the calculated temperature interval versus 
calculated ferrite fraction relationship was not monotonic. 
This is not thought to indicate a lack of self consistency 
wi thin the calculations, however, because of the nrul ticomponent 
nature of the alloys. For a binary alloy, under the same heat 
extraction conditions, there should be a precise (though not 
necessarily straight) line between these variables, but where 
both are the net effect of varying proportions of varying 
species, disproportionate effects on these variables are 
likely, creating such apparent scatter. 
one useful function of the simplified equilibrium data 
employed is that a peritectic equivalent can be defined, such 
that hypo-peritectic alloys have values less than unity, and 
hyper-peri tectic alloys greater than unity, for the bulk 
composi tion (Section 4.1). The temperature intervals and 
ferri te fractions are compared with the bulk alloy 
composition's peritectic equivalent in Figure 6.7. It can be 
seen that this equivalent is a very satisfactory measure. The 
largest error is for steel J212, with 9K interval and 0.6 
ferrite fraction with a peritectic equivalent value of 1.02. 
This is, of course, only marginally above the division at unity 
and, moreover, at the fastest of the three experimental furnace 
cooling rates, this composition did solidify directly to 
austeni te. Therefore, despi te the apparently large temperature 
interval and ferrite 
borderline between 
solidification. 
fraction, this steel was obviously 
peritectic and fully austenitic 
There was one converse case of a predicted, hypo-
peritectic alloy exhibiting no temperature interval or 
corresponding ferrite fraction (J214). Again, the equivalent 
was close to the division at unity (0.91). Furthermore, the 
computer model predicts that this case would have passed right 
through the peritectic reaction into fully austenitic 
solidification before the first test temperature was reached 
(1470°C, Le. 13K below liquidus) from which the solidification 
mode could be confirmed. 
It therefore appears that the simplified equilibrium 
data and their derived equivalents are remarkably successful 
for these carbon and low alloy steels. 
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One slightly unsatisfactory feature of the computer 
runs was apparent for steels J201 and J202 where, once the 
peritectic had been invoked, the peritectic equivalent of the 
residual liquid decreased, whereas for the other 14 
composi tions it continued to increase (albei t wi th a step ~~1Y change in rate). Therefore, one can . from the computer 
model results that the first two steels should have reached a 
eutectic, rather than peritectic, reaction, i.e. with the 
solidification phase oscillating between ferrite and austenite 
rather than merely changing once only. This is not believed 
to be the case in practice, although divorced eutectic behaviour 
as with stainless alloys would be impossible to distinguish 
from a peritectic at the very late stages of solidification 
in question ("'90-95% solid). Rather, this is thought to reflect 
incorrect equilibrium and/or diffusion data, with the most 
likely offending element being phosphorus; at low fractions 
solid, its content is too low to upset the net result, but at 
such late stages with marked enrichment of this element, such 
an effect is possible. Moreover, errors are more likely with 
enriched solute as the simplified data are based on dilute 
compositions, with no regard for changing partition or solvus 
slope coefficients (other than from ferrite -v-austenite). 
Phosphorus is a very potent ferrite stabiliser, and as such, 
an overestimation of its extent of segregation with the onset 
of austenite at these late stages of solidification may well 
be sufficient to convert the overall, residual liquid 
composition from a peritectic to a eutectic nature. 
Regardless of such difficulties in appropriate data, 
it is interesting to note that the model is inherently capable 
of predicting whether a rnulticomponent alloy ought to be 
peritectic or eutectic under the applied conditions. Despite 
the availability of such a prediction, however, the model 
proceeds in both cases on the basis that a peritectic reaction 
has ensued. 
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c) Segregation Ratios 
As with solidus, the segregation ratio is a difficult 
parameter to quantify. There will be some variability due to 
electron probe beam size and accuracy of its location in terms 
of measurement but, moreover, there will be tremendous 
variability in the sample. In relation to its computation, 
again like the apparent non-equilibrium solidus, it is a highly 
sensitive parameter and a very demanding test of the model. 
The experimental and computed segregation ratios are 
included in Table 6.3, and are plotted in Figure 6.S. For the 
peritectic alloys, the minimum content of Cr and Mo does not 
occur along the dendrite spine. It is very likely that the 
quoted segregation ratios were maximum! minimum rather than 
Zi(ID) / Zi (D) as stated, and it is the ratios calculated on 
this basis (with Ni taken from the same places) which are 
plotted in Figure 6.8 for such alloys. 
Correlation is observed, although three results for 
chromium and, particularly, molybdenum, are substantially 
removed from the ideal line of equality. The remaining 21 
results are sufficiently close to this line such that it is 
expected that they fall within the experimental error. 
The three unsatisfactory ratios for chromium occur 
exclusively with the high (>0.5%) carbon steels. It is well 
known that increasing carbon reduces the partition coefficient 
for chromium which, in turn, would increase its segregation 
ratio. The simplified equilibrium data, however, do not include 
this effect. (Modification of these data is, however, addressed 
in the following sub-section.) The observed discrapency is in 
this sense and, therefore, at least qualitatively correct. 
The three unsatisfactory results for molybdenum are not, 
however, explicable from such an effect. They all occur under 
purely austenitic solidification, but the other three Mo 
results which are in good agreement with experiment would still 
have involved austenite at solidus. The experimental data 
were not available to see whether it is the "10" or "0" 
composition in the ratio which is at fault. 
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In spite of these six unsatisfactory cases, the 
correlation coefficient between experiment and computation on 
all 27 data pairs was 0.727, which is significant at the 0.1% 
level (albeit with a somewhat skewed fit on account of the 
large Mo errors). Therefore, the overall agreement is found 
to be satisfactory. 
d) Carbon/Chromium Interaction 
The results so far are as reported to ECSC (9) and in 
the MCWASP-V conference [2]. Since then, the issue of the 
three rogue chromium segregation ratios referred to above has 
been addressed. The three steels in question are J214,215 and 
216. All three were said to be hyperperitectic, although J214 
was predicted to go through the peritectic reaction very early 
in the solidification sequence. Assuming all three were 
hyperperitectic, there is no need to employ self consistent 
data as described above (and detailed in Section 4.3) for the 
three phases. The program was therefore modified so as to 
employ the al ternati ve austeni te/liquid data described in 
Section 4.3, which do allow for the variation in partition 
coefficient. (The program was also modified to allow variable 
solvus slopes, but this was not actually required for these 
data. ) 
The modified program was run on a test case of 
0.7S%C,l%Cr with 1D static arms, and 10MJm3 s- 1 heat extraction. 
Solute conservation was found to be very poor, and the chromium 
content at solidus tended to be very high, despite extensive 
debugging. The peak Cr was greater than would be encountered 
with the final, mininn.un partition coefficient active throughout 
solidification. There was no such problem evident with the 
program until the very final stages of solidification. This 
was became evident as a program property rather than a 
programadng fault. 
Increasing the number of nodes did not reduce the high 
final Cr content, but did improve solute conservation, i.e. 
the peak became sharper (Table 6.4). Coarsening the time step 
systematically reduced the peak Cr to levels more in line with 
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expectation, viz the result with the minimum Kcr employed 
throughout solidification, and also improved solute 
conservation. The time step was increased up to half the 
diffusion modulus, i.e. half the limit for stable FD solution. 
The occasional convergence problem was encountered with the 
interface solution at this level with few nodes employed, so 
no coarser time step was attempted. 
Basically, allowing solutes to affect each others' 
behaviour introduces another degree of freedom for the numerics 
to take liberties with. Normally, one would expect a numerical 
problem to be reduced by use of more nodes; the only virtue 
of coarser time steps is that there are fewer iterations for 
things to go wrong in, which is not particularly satisfactory. 
Noting that the program behaviour was perfectly 
satisfactory until the final stages of solidification, the 
only question mark is over the sharpness of the peak, provided 
solute conservation is satisfactory. Given that the test data 
were segregation ratios substantially sub-solidus, differences 
in peak sharpness become less relevant because they are self 
compensating; the sharper the peak, the sooner it blunts with 
sub-solidus homogenisation. It was therefore decided to proceed 
to use the program for the rogue Cr Jernkontoret runs, checking 
that solute conservation was satisfactory rather than worrying 
particularly about the transient peak at solidus. 
The Cr segregation ratios at the respecti ve quench 
temperatures were, indeed, higher than before as expected from 
the modified equilibrium data based on MTDATA for the partition 
coefficients. (The partition coefficients based on Rickinson 
[145] gave less segregation than with the original data-set.) 
Also, one Ni ratio was reduced, more in line with experiment, 
and one rogue Mo result was rendered a little more out of line 
with experiment. Overall, the correlation with experiment was 
increased from 0.727 to 0.801 for the full 27 data pairs. The 
revised graph is presented in Figure 6.9. 
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6.2) CDlPARI5af WI'lH EXPERIMENTAL PERITECTIC Fe-C-Mn 
STEELS 
6.2.1) Experimental Data 
Experimental data were made available by Sheffield 
University from the phD thesis of Altan TUrkeli (78) on measured 
micro-segregation and the required information for its 
prediction (dendrite arm spacings and morphology, and thermal 
history), involving unidirectional solidification experiments 
on Fe-C-Mn compositions. The three compositions were chosen 
which effectively spanned the peritectic reaction, viz: 
O.10%C, 1.57%Mn ("10C") 
O.21%C, 1.60%Mn ("21C") 
O. 40%C, 1. 58%Mn (" 40C" ) 
each with low residual contents (0.003%S, O.005%P, 
<O.02%other). The 10C steel reaches the peritectic reaction 
close to solidus with subsequent sub-solidus ferrite 
dissolution. The 21e steel undergoes and completes the 
peritectic reaction in the second half of solidification, and 
the 40C steel does so in the first half of solidification. 
Samples of each steel were melted and resolidified in 
unidirectional solidification apparatus at a variety of furnace 
power settings and specimen wi thdrawal rates. under each 
condition, cooling rates were quoted for both during 
solidification and between solidus and the final quench 
temperature. Pairs of primary and secondary dendrite arm 
spacings were quoted (of which the former were averaged for 
use in the model), as were EPMA manganese (minimum and maximum) 
contents, at various temperatures down to the "quench 
temperature": the coldest temperature reached by the specimen 
length under investigation, with positions higher up the 
temperature gradient assumed to represent this final position 
at earlier stages in its history. Single minimuml maximum 
pairs were quoted from longitudinal sections along the 
temperature gradient, apart from at the quench temperature 
where a transverse section was analysed (i.e. all the same 
temperature) and up to five values were quoted. In view of 
the inherent variability in micro-segregation (up to 20% 
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relative noted amongst these alternative measurements at the 
quench temperature), only those values measured at the quench 
temperature were employed, where the repeat measurements were 
averaged. 
Less variabili ty was noted between these average values 
from different runs than present amongst repeat measurements 
in a given run, but useful comparison with prediction should 
still be possible in view of the amount of data available, 
i.e. there should be sufficient data to make the trends evident 
despite the inherent variability of the source values. 
6.2.2 Modelling Procedure 
Previous experience with the Jernkontoret data [100], 
and from the work of Kirkwood [3,5], indicated that a 1D 
coarsening basis was optimum for micro-segregation among 
secondary dendrite arms (Section 6.1). Turkeli, however, did 
not quote results for the secondary arms because, in his 
experiments, they were quite insubstantial and had all but 
homogenised come the quench temperature. In cross section, 
his dendrites resembled a "four-leaf clover", and it was felt 
that a 2D (cylindrical) static basis would be more appropriate 
for the peak micro-segregation, of half the primary arm spacing 
(Fig.6.10). The minimum Mn concentrations quoted by Turkeli 
corresponded to the primary arm cores for which, unfortunately, 
there was no fully appropriate length scale quoted for purposes 
of its calculation. Predicted core and peak concentrations 
were calculated according to three idealised geometries for 
compari son: 
a) Cylindrical representative unit cell, diameter of 
primary arm spacing (Fig.2.23b) 
b) planar representative unit cell of coarsening 
secondary arm spacing (Fig.2.24a) 
c) Cylindrical representative unit cell, diameter of 
half primary arm spacing ("clover-leaf", Fig.6.10) 
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As discussed in Section 5.6, a root-time coarsening 
law was employed (case b), consistent with the average 
coarsening behaviour as measured by Turkeli in his experiments. 
Moreover, this coarsening law renders the results wholly 
insensi ti ve to cooling rate, whereupon a single run 
(distinguished only by quench temperature) could be employed 
per steel type. 
The program option was employed as before whereby 
carbon is assumed to be of unifonn composition within a given 
phase at any given time. 
An issue previously identified (Section 5.4.5) was the 
inherent unsui tabili ty of the computer model/representative 
cell for progressing through the peritectic reaction at a set 
cooling rate. with a typical dendrite morphology such that 
an implicit assumption of the representative unit cell is 
reasonable (Section 2.8) whereby the solute field is extremely 
flat in relation to the thermal field, a set cooling rate 
through the peritectic corresponds to gross step changes in 
heat extraction rate, causing program instabilities. Given the 
reasonably dendritic morphology evident in the experiments, 
it is suspected that the solute field was indeed fairly flat 
in relation to the thermal field, and that there therefore 
would have been transient deviations from the quoted cooling 
rates. Program control was switched from cooling rate to heat 
extraction rate during the reaction for the purposes of these 
calculations. 
A minimum of 30 (50 at solidus) and maximum of 100 
nodes were employed for the FD scheme, depending on the evident 
sensitivity of a given stage of the program operation; employing 
the regridding option -Section 5.5.3. The peak composition at 
solidus is generally still sensitive to the number of nodes 
within this range, but with the validation restricted to 
significantly lower quench temperatures very little residual 
effect would be expected in this exercise. Similarly, the 
core composition upon final dissolution of ferrite is nodally 
sensitive, particularly with the cylindrical basis. Runs were 
repeated wi th more nodes if evidently suspect core compositions 
coincided with the disappearance of ferrite, but there was 
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little incentive to examine the details of nodal sensitivity 
here because of the lack of a proper data for the alternative 
representative bases, as discussed above. 
Run times varied considerably with cooling rate, 
liquidus/quench temperature interval, arm spacing, planar/ 
cylindrical basis, and number of nodes but were typically of 
the order of 10-15 seconds cpu on the VAX 8350/6000. (If only 
the same could have been said about terminal connect time on 
our grossly time-shared computer facility.) 
The equilibrium data and manganese diffusion 
coefficients employed were the same as for the Jernkontoret 
runs, c.f. Section 4.3. 
6.2.3 Results and Discussion 
The source data and results are provided in Table 6.5. 
From the three model bases described above, condition 
(a) gave lower core and higher peak concentrations than from 
experiment. Condition (b) happened to give the closest 
agreement (slightly overestimated, Figure 6.11) wi th the quoted 
primary stem cores, but there is no good reason to presume 
that this was the relevant length scale. Condition (c) also 
gave a strong correlation (Table 6.5) with core compositions, 
but generally underestimating the concentration ( i. e. 
overestimating the core segregation). Moreover, condition (c) 
gave the best agreement with the peak concentrations (which 
is generally the most important practically), as expected from 
the observed dendrite morphology. 
The results from condition (c) are plotted against 
experiment in Figure 6.11, all values being ratioed with the 
albeit similar bulk manganese contents. Reasonable agreement 
is evident with the peak concentration noting the experimental 
scatter. The core compositions are noticeably skewed off the 
ideal 1:1 line in the direction of underestimating the 
concentration and, moreover, are highly stratified, such that 
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in practice a given steel tended to have the same core 
composi tion regardless of experimental conditions, whereas the 
calculated values remained sensitive to experimental 
condi tions. 
The model successfully predicts the higher peak and 
lower core manganese concentrations observed wi th higher carbon 
contents across the peritectic reaction. The higher peak 
concentrations would be expected because of the greater 
proportion of solidification as austenite with consequently 
much reduced solute diffusivity. A secondary compounded effect 
would be the marked lowering in solidus temperature from the 
higher carbon content, lowering the solute diffusivity within 
a given phase. The lower core concentrations with increasing 
carbon content are not so obviously expected, because the 
minimum manganese concentration is liable to occur upon ferrite 
dissolution which, to a first approximation, should be around 
the same temperature for all three carbon levels. 
A further point demanding consideration is the evident 
lack of variability with experimental conditions for a given 
carbon content, apparent in experiment but not in the 
calculations. The approximate average coarsening law apparent 
from Turkeli's measurements exhibited an n value of 0.5 for 
the classic coarsening equation, >.._btn whereupon the 
predicted results would be wholly insensitive to cooling rate 
(Section 5.6.3). Differences would only result in the solid 
state from quenching out the experiments at different 
temperatures, Le. with different extents of sub-solidus 
homogenisation prior to measurement. It is satisfactory that, 
considering the mixed morphology wi th neither primary nor 
secondary morphology obviously dominant, the experimental 
resul ts lie wi thin the bounds of the primary and secondary 
dendrite arm bases. It is not immediately obvious, however, 
that the secondary arm bases should represent the primary core 
compositions so well. Perhaps, the secondary dendrite 
coasening process on four sides of the primary stem of this 
four-leaf clover morphology, is still dominant on the primary 
stem, but a non radially symmetric model would be required to 
confirm this. 
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previously, an alternative suggestion [10] was that 
the ferrite/austenite phase interface could break down during 
the peritectic reaction, as often apparent in stainless steels. 
This could still be occurring but is not required to explain 
the observed stratification. 
In view of the above, a single computer run for each 
steel is sufficient for the secondary arm basis, simply noting 
the different quench temperatures employed in individual cases: 
otherwise the results will be the same when the diffusion 
modulus is the same. A nominal cooling rate of lK/s was 
employed, and the results are presented on a time base in 
Fig.6.13 (for which linear scaling would translate the results 
to other cooling rates) and on a temperature base in Fig.6.14. 
The developnent of manganese concentration on the dendrite 
cores is presented against temperature in Fig.6.15, where in 
particular its sharp but very temporary reduction upon the 
disappearance of ferrite at the core can be noted. (It has 
been argued [9] that in practice this extreme behaviour may 
sometimes cause and be limited by a break-down in the 
transformation morphology around the dendrite cores.) The 
predictions for each experiment can be read off purely according 
to the steel type and the quench temperature at which the 
experiment was terminated. Results thus obtained have been 
plotted against the experimental measurements, in ratio with 
the bulk compositions, in Fig.6.12. In comparison with the 
results previously calculated on the primary arm basis (Fig. 
6.11) it can be seen that the agreement is improved (correlation 
coefficient 0.912 v 0.809). Furthermore, the results are now 
much less stratified, i.e. the calculated results are no longer 
more sensitive to the experimental conditions than were the 
experimental results. In general, these predictions on the 
secondary arm basis are a little higher than experiment (less 
segregated) whereas the opposite was true when calculated on 
the primary arm basis. Again, as stressed before, proper 
quantification would require a mixed primary/secondary arm 
basis, rather than one or the other as amenable to calculation 
at present. 
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It is interesting to note that the Peak Mn value is 
highest for the intermediate carbon content (Figs.6.13 and 
6.14). No effect of carbon on the partition coefficient or 
solvus slope for manganese is included in these calculations, 
but the variation reflects the balance of "side-effects" which 
typically complicate examination of influences of specific 
variables on the extent of micro-segregation. As the .carbon 
content is increased, the temperatures are depressed and 
diffusivities therefore reduced. Moreover, increasing carbon 
increases the extent of austenitic solidification prior to the 
peri tectic. These effects will promote higher manganese 
segregation at solidus. Conversely, the solidification time 
will increase (at a given cooling rate) as carbon content 
increases, allowing more time for manganese diffusion to take 
place, and therefore promoting reduced manganese segregation. 
The balance of such opposing factors is impossible to predict 
other than by such a computer model. 
This point was explored with further runs, one at each 
carbon level, but wi th all other factors being equal (constant 
di ffusi vi ty, 1. 6%Mn) • Cri tical resul ts are presented in Table 
6.6. The peritectic reaction starts at about the same 
temperature for each, but with a marked difference in fraction 
solid and, hence, "inherited" solute content. For the 0.21 
and O.4%C steels, it also ends at about the same temperature. 
The O.1%C steel behaves differently in this respect because 
it reaches solidus prior to the loss of ferrite. So far, things 
are approximately in line with the Fe-C equilibrium response, 
as expected. The core Mn is relatively more depressed (90-v-93%) 
following the consumption of the greater amount of prior ferrite 
at the start of the peritectic, but the absolute Mn is still 
lower in the o. 4%C steel. These two then have the same 
temperature interval to solidus, in which the O.4%C steel has 
the greater Mn recovery at core (19-v-16. 6%) but is still 
lower. Therefore, the lower core Mn content in the O.4%C steel 
is an effect of the lower inherited solute content at the start 
of the peritectic, due to its occurring at a lower fraction 
solid, despite relative recoveries thereafter. 
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Finally, it is worth noting that the increase of 
manganese content in the liquid with time is not linear 
( Fig. 6.13 ) ; with the constant sol vus slopes employed, linearity 
would be a necessary result in the component Fe-C or Fe-Mn 
binaries. The extra degree of freedom in a ternary case allows 
non-linear responses of both solutes, although these responses 
nrust be related such that the net sum of thei r temperature 
depressions nrust still vary linearly. Evidently, it is 
incorrect simply to sum individual binary results even when 
the solutes do not interact regarding partition coefficients 
or solvus slopes; a nrulticomponent model should be employed 
as in the present case. 
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CHAP1'ER SEYm 
DISCUSSION 
"Well, that's two things I've learnt today ... 
Oh, I've forgotten them." 
.••• Nigel Allcock, graduate trainee, British Steel 
7.1) ~ FEA'lURES 
The target computer model has been reached in all 
respects and, indeed, surpassed in several respects. The JOOdel 
can employ equilibrium data as supplied by the subcontract via 
separately constructed data files, i.e. MTDA~ and the micro-
segregation model are not linked computer codes at present. 
Moreover, due to time constraints, the quoted model results 
have been obtained from computer runs using much simplified 
data, with a consequent restriction for quantitative validation 
on carbon and low alloy steels. The micro-segregation model 
is already capable of application to high alloy and stainless 
steels, but the simplified equilibrium data would not be 
adequate for any meaningful predictions. 
peripheral to the model itself, important advances 
have also been provided regarding analytical treatments of 
micro-segregation and secondary dendrite arm coarsening. 
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Additional aspects for consideration were 
solidification contraction and undercooling prior to the 
developnent of secondary phases. If it is considered that the 
missing volume, following contraction of a solidification 
increment in the representative cell, will be automatically 
fed with liquid of the residual composition, then the net 
effect is the same as with zero contraction. Alternatively, 
if there is no compensatory liquid feeding but the material 
is relatively unconstrained, the dendritic mesh will naturally 
contract such that the effect need not be considered; minor 
reductions in scale are unlikely to affect calculation of the 
extent of diffusion to a significant extent. Othe~ise, one 
has to consider interdendritic fluid flow which is beyond the 
range of quantification by a purely micro-segregation model, 
and cannot be considered separate from the macroscopic thermal 
conditions and physical properties of the mushy zone 
environment. 
An attempt can be made at predicting the propensity 
for micro-porosity by assuming all the missing volume from 
solidification, or from beyond an artificially designated 
critical fraction solid, occurs as voidage at the dendrite 
root. It is, however, somewhat inconsistent to use a 
sophisticated micro-segregation model in conjunction wi th such 
arbitrary approximations. 
Regarding undercooling, it has already been stated in 
Section 6.1 that even the undercooling of austenite nucleation 
on ferrite for the peritectic can be reasonably disregarded 
for steady state, columnar growth. The nucleation problem 
will occur at the extremi ties of the cast sections but, between 
these, there will generally be a seed available from previously 
deposited austenite in adjacent (cooler) regions. This is not 
likely to be the case, however, for the precipi tation of primary 
carbides or manganese sulphide, which are not present as 
continuous phases during solidification. Moreover, this could 
also be problematiC even for austenite in equiaxed growth. 
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The finite basis of the computer model is such that 
some very minor undercooling will occur before the onset of 
austenite. The formulation quickly removes these 
undercoolings. Tests with artificial, larger undercoolings 
indicate that the peritectic model code can generally cope 
with them and, when the difference is too large for it to 
accommodate, numerical errors are more likely than the 
numerical pseudo-equilibrium one is trying to represent in 
this case. For steels wherein the peritectic is reasonably 
well developed, the system would soon recover to a near 
equilibrium result (n.b. locally at the interface) and this 
should not be an important drawback for the computer model. 
7.2 IQJILIBRIUM IWrA 
The ambitious target for the multicomponent equilibrium 
data to be provided by the NPL (MTDATA) has been met, even to 
the incorporation of 0 and N. This only became available as a 
working database system after the official end of the BST/ECSC 
project, and moreover, there were grave doubts as to its 
accuracy with high Si contents and high Cr and Ni contents (in 
the region of the 300-series austenitic stainless steels). 
This has not been linked in wi th the micro-segregation program. 
The simplified equilibrium data which nevertheless 
exhibit a consistent peritectic, have proved remarkably 
successful for the carbon and low alloy steels (Section 6.1) 
and, therefore, useful results from the micro-segregation 
computer model could still be obtained. 
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7.3 VALIDM'I~ OF INPUT Dl\TA 
As intended, comparison of calculated equilibrium 
liquidus data has been performed against an extensive series 
of experimental melts. Further comparisons with prediction 
were possible regarding the initial solidification phase. It 
was apparent that electron micro-probe evaluation of partition 
coefficients from dendrite core / bulk composition ratios were 
inadequate on these samples even for the slower diffusing 
elements. The data provided in this respect are therefore more 
limited than originally hoped, although some useful indications 
were apparent. Similarly, severe problems with the 
equilibration furnace have limited the usefulness of this 
aspect of the project. Considerable success has been obtained, 
however, with the available data. 
The MTDA~ system was shown to be of generally great practical 
value, although some points of disagreement were apparent. 
7.4 VALIDM'I~ OF IO>EL 
The acquisition of good experimental data sui table for 
the validation of the predicted micro-segregation is very hard 
to come by, and most of the validation peformed in this project 
has been against experimental data performed elsewhere (Section 
6.1). The results have, however, been very encouraging, 
provided the solidification conditions were adequately known 
and the basis and statistical significance of the temperatures 
and profiles similarly sufficient. Certain departures from 
quoted experimental results were observed which were logically 
necessary, i.e. limitations of the experiment or source data 
were identified, for which the observed discropency of the 
computed result was in the right sense. 
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7.5 aJIIPOSITI~ GUIDELINES 
The micro-segregation model is sufficiently developed 
for use against various criteria, albeit with some limitation 
noted on account of the simplified input data currently 
employed. The question must be raised about the validity of 
the guidelines (e. g. on maximum tolerable segregation of a 
certain element_, minimum tolerable solidus, desired residual 
ferrite in stainless, etc.,) with which the model predictions 
are compared, unless on a purely qualitative basis. 
7.6 AUD'l DESI~ 
Investigation of the possibility of use of the 
equilibrium database for design of alloys with inherently low 
segregation has indicated that this can only proceed on a 
"trial and error" basis. As mentioned previously, the number 
of alloy combinations to investigate is phenomenal. It is 
also evident, however, that such a composition would have to 
be very highly alloyed for element interactions to be 
sufficiently evident, as with the minimum in Cr segregation 
around 15-20% Cr in the binary. 
The various processes of macrosegregation were 
s~rised in Section 2.6. Micro-segregation was identified 
as a required feature in the majority of cases, but is not a 
sufficient analysis. The local and macroscopic thermo-
physical condition has to be addressed unless a purely 
qualitative measure for macrosegregation propensity is 
acceptable. Indeed, with current technology, this is all that 
is available unless gross, simplifying assumptions are made 
regarding the mushy zone environment. 
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One relative indicator readily available from the 
micro-segregation model is the extent of the mushy zone in 
terms of temperature, overlaid on results from a macroscopic 
model of solidification which thereby can translate the extent 
into terms of distance. There is an obvious inconsistency 
here in that any available macroscopic model uses trivial micro-
segregation formulations. 
Indeed, there can be inconsistencies in the macroscopic 
model itself. If, for example, the Clyne-Kurz micro-
segregation equation is employed as in the more sophisticated 
macroscopic models, this assumes advance knowledge of the 
solidification time and a parabolic growth law. Therefore, the 
fraction solid, residual liquid composition, and corresponding 
liquidus temperature profiles of the volume element, are 
determined by this equation. With fraction solid and 
temperature profiles thus defined, the heat extraction profile 
from the volume element is also, necessarily defined by a 
simple heat balance, whereas the macroscopic model is impoSing 
a different (apart from any chance coincidence) heat extraction 
profile. Iteration on the set solidification time would be 
the easiest way to obtain consistency with such an approach. 
Another ready application for a micro-segregation model 
to yield a relative measure of susceptibility to macro-
segregation would be calculation of the residual liquid densi ty 
(using, for example, the densi ty coefficients as quoted by 
Poirier [153], noting the factor of 100 error in the quoted 
numbers). This would be applicable to volume segregation and 
A-segregation channeling within the dendritic mesh. 
The calculation of subsequent micro-segregation within 
a macrosegregated liquid pool or channel would very much depend 
on the solidification morphology; particularly whether it 
adopted a dendritic form as often noted in A-segregate channels, 
or a microscopically smooth solidification front. The latter 
morphology would lead to extremely high segregation with a 
macroscopically concave morphology, as lines or, particularly, 
spots with inward 20 or 30 solidification, respectively 
(Section 3.2.3). 
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Attempts have been made to quantify other forms of 
macro-segregation using the criterion of a critical fraction 
solid beyond which the interdendri tic liquid is too constrained 
to flow through the mesh. This assumption must be recognised 
to be somewhat arbitrary but it does at least allow progress 
to be made. 
7.8 ID>EL PROPERTIES 
The flexibility of the computer model and its 
application to multicomponent systems presents a tremendous 
range of possibilties and effects which could be examined. 
Some of the properties apparent from its use so far, and some 
of which are mentioned elsewhere in the report, are summarised 
as follows:-
The model is inherently capable of predicting whether 
the system (compositional and physical) as described would 
undergo a three phase reaction and, if so, whether it would 
tend to be peritectic or eutectic. The model will, however, 
only continue calculation according to a peritectic reaction 
because no eutectic option has been programmed into it. 
For a given system, the interdendritic micro-
segregation decreases as the morphological basis is increased 
from 1 to 2 and 3D (convex growth). 
The core composition need not exhibit a corresponding 
effect with increasing dimension even wi th a single 
solidification phase. A higher dimension will homogenise more 
quickly for a given composition profile, but the actual profile 
is liable to be fairly flat for a considerable distance from 
the core (a given fraction solid being a greater linear distance 
from the core as the dimensional basis increases from 1 to 2 
to 3); the core segregation (i. e. extent -below- the bulk 
composition) can actually be greater. 
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under the peritectic reaction, the core composition 
can exhibit marked segregation of either positive or negative 
character, depending on the ferrite/austenite partition 
coefficient. (A higher dimensional basis can increase this 
variability.) Twin-peak profiles can be generated; one where 
all elements segregate together (Le. the region of final 
solidification), and the other (i.e. at the core) where peak 
composi tions of some elements correspond to troughs of others. 
with subsequent sub-solidus homogenisation and 
ferrite/ austenite phase boundary movement, it is possible for 
two elements in the same sample to exhibit directly opposed 
segregation profiles, Le. one peaked at the final, 
interdendritic region and the other peaked at the core. 
The apparently unlikely segregation features predicted 
by the model of twin peak profiles, and enrichment of certain 
elements within dendrite arms sufficient to promote localised, 
temporary remelting, have been borne out experimentally. It 
is probable, however, that such effects are less common in 
practice on account of degeneration of the austenite/ferrite 
encroachment to a finer scale morphology than that of the 
dendrite arms as during solidification. 
Isothermal reaction in dual or three phase systems is 
readily computed, wi th variable interface compositions evident 
in mul ti component steels, whereas certain other models 
incorrectly assume all interface compositions to be constant 
under these conditions. 
Program operation with carbon alone automatically 
produces the temperature plateau during the peritectic 
reaction, under heat extraction control. This case is not 
tenable under cooling rate control, which presumes 
instantaneous progress through a finite fraction solid, for 
the 'thermally flat' representative cell used here. (Such an 
assumption is fairly standard for micro-segregation 
calculations.) 
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Small additions of substitutional elements to a carbon 
steel do not markedly affect the progress of the peritectic 
reaction, whereas small additions of carbon have a 
disproportionate effect on that of an Fe-X system, where X is 
a substitutional element which exhibits a binary peritectic 
with iron. However, this is not a simple function of the 
different diffusivities, which alone produce a fairly linear 
response/ law-of-mixtures, but of the overall "character" of 
the element with carbon having a fairly low partition 
coefficient and steep solvus slope in iron. 
Secondary dendrite arm coarsening according to a given 
imposed law can produce spurious results, such as a slower 
cooled sample having a lower solidus temperature than one which 
has been cooled at a faster rate (not accounting for any 
departures from local equilibrium at interfaces under rapid 
solidification) . The slower cooling could lead to 
disproportionately coarser structure which requires excessive 
time for a comparable extent of back diffusion, highlighting 
the importance of accurate knowledge of arm spacing 
characteristics and interface morphology in general. 
The influence of parameters wi thin the coarsening 
equation, x.-Btn, has been examined in some detail. Of particular 
note, it was discovered that results with n-0.5 were insensitive 
to cooling rate, for both core and peak compositions. Peak 
compositions with high n were generally insensitive to cooling 
rate, because the results were dominated by the coarsening 
process, approaching the finite Scheil-style (zero back-
diffusion result) limit experienced with such coarsening. 
The absence of an effect of cooling rate with n=0.5 
reflects the structure of the diffusion modulus. It is not 
explicit in the fonnulation that the equations collapse to the 
same values with n=0.5 but, arguably, the modulus is the 
relevant dimensionless number. As adjusted for coarsening, 
such a parameter arguably contains all the controlling 
variables for the effect (although others such as D and k will 
be needed to express its degree) and therefore, whether or not 
the problem is formulated in such a manner, the same answer 
should be yielded when this dimensionless number is constant, 
as with n-0.5. 
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An enonoous range of further work could be done with 
useful results, on: 
a) Further validation-cum-use of the existinq micro-
segregation model. 
b) Generation of improved input data (multicomponent 
equilibria, precipitation conditions, diffusion, secondary 
dendrite arm coarsening). 
c) Developuents of the model for consideration of other 
conditions (change of morphology in the solid state, as with 
the eutectoid reaction in carbon steels, or lacey ferrite 
transfonmation in stainless steels; and breakdown of the local 
equilibrium assumption at interfaces). 
d) Incorporation into a macroscopic solidification model. 
At present, Roger Beaverstock at BST has taken the 
program on (and translated it into FORTRAN) for use with British 
Steel's scunthorpe plant, examining relative susceptibilities 
to segregation and solidification cracking in proposed grades 
new to their continuuous caster machines. He also intends to 
address the issue of linking the program with MTDA~ once a 
satisfactory program/database are available, although the major 
effort in this respect is the translation to FORTRAN which has 
been achieved. 
Prospects for incorporation into a macroscopic model 
are under discussion. 
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OIAPTER EIGm' 
SUMMARY AND CONCLUSIONS 
This segregation of the elements referred to gives a 
brittle, impure, and weak steel, which in the 
finished article may prove not merely objectionable 
but dangerous. Possibly this phenomenon is more 
marked in its harmful characteristics in iron and its 
combinations known as steel than in any other 
metallurgical product. This difficulty is 
intensified because of the peculiar behaviour of the 
elements present. 
The author thought that if it were possible to find 
means of ascertaining how this segregation arises, 
useful information would be obtained and methods of 
investigation opened up by which the difficulty 
could be dealt with and overcome • 
•..• Sir Robert Hadfield, sentences extracted from 
JISI Vol. LXXXVL, 1912 No.II 
This project concerned the micro-segregation resulting 
from the casting process. The primary feature of this work is 
the mathematical modelling of this process, extending existing 
techniques of both analytical and numerical character. 
Ancilliary work comprised derivation of a simplified data set 
for multicomponent equilibrium which necessarily exhibits a 
self-consistent peritectic, with a sub-contract to the NPL for 
computed equilibrium data by the MTDATA package. 
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The emphasis of the work has been on the development 
of the numerical model as a tool for tackling mdcro-
segregation phenomena, but experimental validation of both the 
model output and the equilibrium data input has been performed 
with promising results. 
The basic concepts and computer model are- fairly 
general to metallic alloys although the emphasis for 
application is naturally on steel. 
8.1 
An extensive series of experimental melts has been 
produced for the measurement of liquidus temperature, for 
compar~on with equilibrium calculations by both binary 
sunmation and M'1'DATA. Both approaches can be used with 
considerable success, although certain strengths and weaknesses 
have been identified. The compositions have been chosen to 
complement earlier work, which is included in the assessment. 
An equilibration furnace has been employed at Sheffield 
University but with little success in terms of generating 
useful, temperature/fraction solid and partition coefficient 
equilibrium data. The limited data thus obtained have revealed 
some deficiencies in the MTDATA predictions. 
8.2 QJILIBRIUM IlM2\ 
In addition to the sophisticated, multi-component 
equilibrium data obtained under sub-contract, a simple data 
set of partition and solvus slope coefficients has been 
constructed which is quick to use and which has proven highly 
successful for low alloy steels. These data are constructed 
such that, regardless of the composition in question, the 
liquid/ferrite, liquid/austenite and ferrite/austenite phase 
boundaries automatically agree on the onset of the peritectic, 
and with a corresponding peritectic equivalent of unity. 
Posi ti ve or negati ve peri tectic-equi valent coefficients 
indicate austenite and ferrite stabilisers, respectively. 
- 225 -
Analytical treatment of micro-segregation has been 
extended from planar morphology, linear or parabolic growth 
to planar, cylindrical or spherical morphology, and any chosen 
growth law, by simple modification to the back-diffusion 
coefficient wi thin the standard (Clyne-Kurz) equation. 
Dendrite arm coarsening has also been incorporated, although 
a much more complicated final expression results. 
8.4.1 Features 
The final numerical model can be summarised as follows: 
a) Multicomponent compositions are treated on a 
proper, interactive basis. 
b) Any reaction path through a peritectic region of 
the phase diagram is automatically catered for. 
c) Operates under variable, set heat extraction or 
cooling rates, including sub-solidus thermal cycling for 
homogenisation. 
d) A particular case of the above is isothermal 
homogenisation, where the ferrite/austenite phase boundary 
movement is allowed to occur with varying interface 
compositions. Certain other treatments assume these 
compositions to be constant, which is incorrect in a multi-
component system. 
e) Also unlike certain other treatments, no initial 
assumptions have to be made regarding growth rate or 
solidification time. 
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f) Finite, temperature dependent diffusion is employed 
in solid phases. 
g) A static-grid finite-difference procedure is 
employed 
h) Interfaces are allowed to progress smoothly across 
the grid, i.e. not restricted to nodes, and with second order 
interpolation for solute gradients at the interfaces. 
i) 
coarsening 
coarsening 
Operates either on a static, primary arm basis or 
secondary arm basis according to any imposed 
law (currently with either coarsening rate 
proportional to the remaining fraction of liquid, by A-Btn , 
or by a theoretical multicomponent arm coarsening equation 
derived for a constant cooling rate). 
j) The assumed coarsening mode is of simple migration 
of arms in accord with the imposed law. 
k) The model can consider planar, cylindrical or 
spherical representative cells. 
I) The FD array can be remeshed (by thi rd order 
interpolation) when desired, typically for deployment of a 
greater number of nodes only when such enhanced sensitivity 
is required, as at the approach to solidus. 
m) A novel routine for the solid/solid interface 
movement allows local equilibrium for all solutes under 
diffusive control from both adjoining phases while mutually 
satisfying the same growth rate. 
n) Optional "streamlining" of the program is available 
whereby an element such as carbon can be considered as being 
uniformly mixed within a given phase, requiring simultaneous 
solution of all the equations for both phase interfaces during 
the peritectic. 
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0) Equilibrium data have been provided by the National 
Physical Laboratory by free-energy minimisation calculation, 
although the micro-segregation program currently operates with 
simplified data (though still necessarily constructed so as 
to exhibit consistent, multi-component peritectics). 
Examination of alternative finite difference schemes 
has shown that they do tend to the same answers if they can 
each address the same problem. The final, FD scheme employed 
in this project does, however, appear to be the only type which 
can be combined with the required, novel peritectic 
fornrulation. 
8.4.2 Behaviour of the Computer Model 
Computation of solidification with a single phase 
results in micro-segregation profiles which are qualitatively 
similar but differing in degree; i.e. a continuous increase 
in composition from the original dendrite arm core to the 
final, interdendritic region. If, however, the peritectic 
reaction is encountered, then a dramatic variation in 
segregation profiles can be encountered, with twin peaks or a 
peak and trough in concentration, or even (with extensive sub-
solidus reaction) diametrically opposed profiles for different 
elements in the same sample. Twin peak profiles are self 
evident in standard austenitic stainless steels where 
vermicular ferrite remains at the dendrite cores. In this work, 
experimental evidence was obtained for twin peak silicon 
profiles in a simple, carbon-silicon-manganese steel, and 
enrichment of molybdenum (in Fe-C-Mo) wi thin dendri te arms 
apparently sufficient to promote localised, temporary 
remelting. 
If the ferrite/austenite phase transformation 
morphology should change to a finer scale towards the core, 
the more extreme effects predicted from the peritectic would 
not be apparent. For example, in austenitic stainless steels, 
the residual ferrite can be apparent as either vermicular or 
lacey; the former reflecting the original, dendritic scale as 
in the present model, and the latter breaking down to a finer 
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scale (thereby reducing required diffusion distances, and 
reducing the drawback of increased interfacial area by 
partially following crystallographic relationships with the 
parent austenite phase). 
A function akin to the diffusion modulus or Fourier 
number, combining diffusivity, dendrite a~ spacing and local 
solidification time, has been found to indicate similarity 
between micro-segregation results. This remains true even with 
diffusion as a function of temperature, in multicomponent 
alloys, without any artificially imposed growth law, undergoing 
the peritectic reaction, and with dendrite a~ coarsening (for 
a given 'n' with A-Btn ). However, the actual degree of micro-
segregation is not predictable on this basis. 
The sensitivity of the computed micro-segregation to 
the constants B and n in the secondary dendrite a~ coarsening 
equation, A-Btn , has been assessed, for values between n-O and 
1 as have been quoted in the literature, on a peritectic Fe-e-
MIl composition. With high B and n values, the peak manganese 
content (at solidus) tends to a single function of n equivalent 
to that for zero diffusivity (which would be mathematically 
infinite with static a~ as in the Scheil equation, but with 
a~ coarsening is finite) which decreases with increaSing n. 
Evidently, if there is still significant coarsening at solidus, 
this dominates the micro-segregation development, rather than 
the overall dendrite a~ spacing, cooling rate, or solute 
diffusivity. At low B and n values, the opposite is true and 
the degree of segregation increases with increasing n. 
The manganese contents at solidus at the dendrite cores 
do not show a similar convergence at high Band n, and 
continuously decrease below the equilibrium (bulk) content as 
n increases. There is no sensitivity to cooling rate at n-O.S; 
wi th lower n values high cooling rates further depress the 
core content, and vice versa with higher n values. At n-O.S 
the time obviously scales with the square of the length, as 
in the diffusion modulus. 
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For a given system, the interdendritic micro-
segregation decreases as the morphological basis is increased 
from 1 to 2 to 3 dimensions, i.e. convex (outward) growth of 
planar, cylindrical and spherical representative cells. 
Concave growth, however, produces much more dramatic effects, 
drastically increasing the micro-segregation at solidus 
although, by similar virtue of the morphology, subsequent, sul:r 
solidus homogenisation is relatively rapid. 
For standard dendritic solidification, the simple, 
planar morphology appears to generate reasonable predictions. 
Even running with the simplified peritectic data, the 
model can predict whether an alloy would solidify by a 
peritectic or eutectic reaction. However, how accurate its 
predictions are in this respect is difficult to determine, it 
being very difficult to tell in practice with undercoolings, 
divorced eutectics, etcetera, and, moreover, the current model 
only continues with a peritectic morphology. 
A common difficulty with determining the influence of 
a given variable on the micro-segregation response is the 
occurrence of "side-effects". For example, by increasing an 
alloy content you are not simply investigating the effect of 
more alloy per se, but of the correspondingly lower 
temperatures, hence diffusivities, and different range of 
fraction solid over which the peritectic may be encountered. 
Mathematical attempts to assess individual variables have 
required examination of artificial systems, from which it 
appears that in a mixture of solutes identical apart from 
diffusivity, the effect on reaction rates, peritectic and 
solidus temperatures, etcetera, is essentially in proportion 
to the relative amounts of these solutes. 
There is a tendency for ferrite stabilisers to slow 
the ferrite dissolution in the peritectic more than do austenite 
stabilisers, as might be expected, but this is not necessarily 
the case. Rather, it is a function of the overall character 
of the solute regarding its partition coefficients, solvus 
slopes and diffusivity, not just its peritectic-equivalent 
coefficient. 
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8.4.3 validation 
A general problem is the acquisition of appropriate, 
rigorous data for both the input to and validation of the 
model, although useful results have been obtained. 
a) Mathematical 
Some validation can be performed mathematically, i.e. 
for the nature of the model, certain bounding cases can be 
determdned analytically, and the numerical model should 
generate the same results if restricted to these analytically 
soluble cases. For variation in diffusivity, it does indeed 
tend to the Scheil (zero diffusivity) and Lever Rule (infinite 
diffusivity) limits. The "streamlining" option whereby a 
solute is assumed to be completely mixed within a given phase 
does equate to the Lever Rule limit, and the standard FD 
solution tends to this same limit with increasing diffusivity. 
Furthermore, the model is in excellent agreement with 
Mortensen's analytical limit for Scheil-style micro-
segregation but with dendrite arm coarsening (by A-Btn ). 
b) Jernkontoret Data 
This exercise employed the simplified peritectic 
equilibrium data set, restricting the validation to modestly 
alloyed steels from this reference. 27 data pairs (prediction-
v-experiment) were available for maximum,lmininrum concentration 
ratio aJOOngst the secondary dendrite arms at the quench 
temperatures, involving manganese, chromium, molylxienum and 
nickel. Correlation of 0.727 was obtained (0.1% significance), 
improved to 0.801 by expanding the equilibrium data to include 
carbon-chromium interaction on three of the 16 steels (possible 
because these did not undergo the peritectic reaction and so 
did not need the self-consistent peritectic data set). Three 
of the six results for molybdenum were significantly in error, 
damaging the albeit very high overall correlation, and no 
reason was immediately apparent for these few discrepencies. 
Otherwise, all the predictions were within experimental error 
of the measurements. 
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c) Turkeli's Data 
Three peri tectic Fe-C-Mn alloys investigated by Turkeli 
under a total of 29 conditions were assessed in terms of core 
and peak manganese contents at the quench temperatures. The 
observed morphology was akin to a four leaf clover in cross 
section, whereupon it is unclear whether a primary or secondary 
dendri te arm basis was the most appropriate for the model. On 
a primary basis the correlation with prediction by the model 
was 0.727 for the core compositions and 0.781 for the peaks, 
again both highly significant. On a secondary dendrite arm 
basis, the correlation with the cores was a remarkable 0.912. 
8.4.4 Implications 
The restrictive assumptions required for analytical 
solution of micro-segregation behaviour can lead to significant 
errors of prediction, and these should only be used as an 
initial "coarse filter" for deciding which alloys/conditions 
may require further attention. For example, the standard Clyne-
Kurz equation is inappropriate for the secondary arm case 
because it does not consider arm coarsening, and to the primary 
case because it does not consider a cylindrical (conical) 
representative unit cell. Approximations can be made for these 
but even so the prescribed growth law and consequent micro-
segregation uniquely define a heat extraction behaviour, such 
that this equation cannot be used consistently within 
treatments for which heat extraction is a variable defined 
separately by the external conditions. 
Numerical treatments avoid these difficulties. It is 
evident that a multicomponent alloy requires a multicomponent 
model, as opposed to independent component binary calculations, 
even when the component solutes do not effect each others' 
equilibrium behaviour or diffusion coefficients. There are 
so many "side effects" associated with alteration of anyone 
variable that it is quite likely that even qualitative 
prediction of the sense of a given alteration on the resultant 
micro-segregation could be in error. 
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Problems remain regarding source data: equilibrium, 
kinetic, and experimental micro-segregation for validation 
purposes. Within known territory, however, the present model 
appears to behave very well, lending confidence for its use 
in cases of "live" prediction rather than validation. 
Semi-quanti tati ve inferences can be made from this 
model regarding crack-susceptibility and macro-segregation, 
but combination of a non-trivial micro-segregation treatment 
with a non-trivial crack/macro treatment would still require 
considerable modelling effort. This issue is, however, being 
taken up by various establishments, for which the present model 
is under consideration. 
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This thesis is based upon work performed on behalf of 
British Stee1,Technica1 (BST) with support from the European 
Coal and Steel Community (ECSC, Committee C6) [9]. Other BST 
staff were employed, primarily Mr.R.C. Beaverstock and Dr.G.J. 
Hassa11, but also technical support from others on experimental 
work. 
A significant component of the work comprised a sub-
contract from BST-ECSC to the National Physical Laboratory 
(NPL[9]) for the computation of mu1ticomponent composition and 
phase equilibria, employing the 'MTDATA' system [15] which, 
in turn, included data derived elsewhere within the SGTE [16] 
and CALPHAD [17] groups. 
Other Sheffield students whose work has been 
particularly useful to this project were Mr.A. Turke1i [18] 
and Mrs.I. Kahymera [19]. The assistance of Messrs. Goddard 
and parry on the equilibration furnace is also appreciated. 
Special acknowledgement must be given to Dr .D.H. 
Kirkwood who, rather than functioning merely as 'supervisor' 
to this work has also been an active contributor. Such 
contributions have been duly identified within the text. 
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T ABLE ~. 1 a PREVIOll8 WORK 
lAnralloJ ud quuiIIiIwry .... 
Sampl. Grad. e No. 
I O.3K 0.30 
2 0.481M: 0.48 
3 0.881M: 0.88 
4 O.ll1M: 0.11 
5 0.581M: 0.58 
8 0.1i1M: o.n 
7 l.2K 1.20 
8 1.481M: 1.48 
II 12.I~Ma. 0.028K 0.021 
10 12.KMa.0.58K 0.58 
11 lU~Ma. 0.731M: 0.73 
12 13.I~Mn.0.761M: 0.7. 
13 T4OI(1I 0.047 
14 T4OI(2) 0.031 
15 T4OI(3) 0.020 
18 T4OI(4) 0.020 
17 T43O«1I 0.G61 
II T43O«2) 0.038 
Ii T430rr 0.027 
20 KNI 0.062 
21 33~Ni 0.040 
22 15KrAKll 0.032 
23 IIKrAI(2) 0.038 
24 18~CrNiTi 0.021 
25 C1410w alloy cut 0.004 
28 C44low alloy cut 0.001 
27 0.11M: 0.11 
28 W'lRK 1.05611 0.12 
2i 0.111M: 0.11 
30 W'lRK 1.0580 0.11 
31 Tl034 0.3. 
32 Tl070 0.8' 
33 Tl096 1.01 
34 19310 0.10 
35 0.2KCrNi 0.20 
36 0.31M:CrNiMo 0.27 
37 T4130 0.29 
38 0.31M:CrNiMo 0.29 
39 T4136 0.36 
40 T6160 0.52 
41 W'lRK 1.2721 0.55 
42 1.0<I0CC. 1.01 
43 T501 0.13 
44 MI3 0.36 
45 0.51M:llo V. S..c. 0.50 
46 A2 0.96 
47 0.041M:.5"Ni.13..c. 0.04 
48 T4105 0.07 
49 T414 0.14 
50 T420 0.32 
Si Mn P 
0.10 0.13 O.Oli 
0.06 0.04 0.012 
0.31 0.04 0.011 
0.41 0.04 0.011 
0." <0.02 0.018 
0.43 <0.02 0.015 
0.53 <0.02 0.015 
0.55 <0.02 O.Oli 
0.44 12.80 
0.42 12.eo 
0.43 14.30 
0.53 13.80 
0.11 O.D O.Oli 
0.81 0.60 0.024 
0.86 O.D 0.0111 
1.05 0.31 0.015 
0.31 0.42 0.021 
0.29 0.68 0.01. 
0.60 0.57 0.023 
O.Di 0.11 O.DOI 
0.20 0.16 0.001 
l.4i 1.6. 0.011 
1.62 2.00 0.011 
1.70 1.44 0.020 
0.11 0.14 0.006 
0.32 0.02 O.DOI 
0.12 1.26 0.040 
0.27 1.53 0.010 
0.44 1.26 0.018 
0.40 1.42 0.012 
0.27 0.68 0.015 
0.23 0.72 0.022 
0.25 0.46 0.012 
0.21 0.67 O.DOI 
0.25 O.eo 0.014 
0.02 0.32 0.006 
0.21 0.'2 0.012 
0.22 0.52 0.00i 
0.24 0.67 0.010 
0.22 0.86 0.010 
0.27 0.60 0.0111 
0.23 0.33 0.021 
0.36 0.37 0.003 
1.03 0.46 0.020 
1.00 0.48 0.025 
0.29 0.67 0.020 
0.54 0.61 0.010 
0.54 048 0.020 
0.19 0.68 0.00i 
0.15 030 0.009 
S Cr Mo Ni N Othen 
0.010 0.30 0.024 0.05 
0.013 0.08 0.018 0.016 
0.012 0.04 0.007 0.016 
0.013 0.03 0.012 0.02 
0.011 0.03 <0.02 <0.02 0.011 
0.010 0.02 <0.02 <0.02 0.014 0.0110 
0.010 <0.02 <0.02 0.03 0.00i 0.0110 
0.020 0.02 <0.02 0.04 0.00i 0.0120 
0.003 11.7 0.03 0.17 O.Oli U2Ti 
0.003 11.7 0.05 0.25 0.032 O.02Ti 
0.003 ll.o 0.04 0.60 0.029 0.13Ti 
0.003 11.8 0.04 0.15 0.023 0.2fT1 
0.004 16.1 0.04 0.29 0.040 
0.001 18.3 0.02 0.14 0.060 
0.003 16 .• 0.04 0.30 0.032 0.26TI 
0.003 u. 0.06 9.0 0.027 
0.010 0.70 <0.02 32.5 0.004 
0.006 17.91 <0.02 <0.02 0.031 O.UAI 
0.005 17.75 <0.02 <0.02 0.043 0.3OAI 
0.004 11.8 0.24 1.39 0.046 O.l7Ti 
0.004 0.03 0.013 0.010 
0.001 0.04 0.006 0.02 0.030 
0.018 0.06 0.07 0.03 0.012 
0.006 0.02 <0.03 0.03 0.011 
0.025 0.01 0.06 0.02 0.007 
0.007 0.07 0.02 0.13 0.006 
0.012 0.08 0.02 0.05 0.007 
0.024 002 0.01 0.02 0.002 
0.009 0.02 0.02 0.03 0.002 
0.00i 0.14 0.14 3.30 0.001 
0.039 081 0.06 1.05 0.001 
0.008 1.66 0.42 3.50 0.007 
0.006 1.11 0.21 0.15 0.004 
0.010 1.02 0.25 3.2 0.005 
0.020 092 0.19 0.05 0.008 
0.006 1.07 0.07 0.07 0.008 
0.012 0.99 0.31 3.00 0.001 
0.026 1.55 0.01 0.02 0.003 
0.007 500 0.58 0.01 0.006 
0.007 52 1.34 0.23 0.026 1.0V 
0.010 51 1.36 0.18 0.036 l.2V 
0.015 5.2 1.19 0.13 0.02' 0.21V 
0.00i 13.4 0.07 5.5 0.032 
0.006 12.9 0.02 0.17 0.031 
0.014 12.0 0.01 1.20 0.040 
0.008 13.9 0.01 0.16 0.013 
(CoDtd •.• ) 
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TABLE 3. 1 a (CanIinued) 
HIP"'UO' .... 
Sample Grade No. 
61 T201 
62 nOtC 
63 T202 
64 T202(U() 
55 T302 
se T3o. 
67 T304CN) 
51 T306 
69 T310m 
60 T310(2) 
61 T3UI 
62 T317LM 
63 T317 L.'i 
64 T32O<1I 
66 T32O<21 
66 T321 
6'7 T347nl 
68 T347'21 
.. 662201iC1) 
70 552201iC2) 
71 T3D 
72 T308L 
73 T304L 
74 T304 
75 T321 
76 T31SCh 
77 T311L 
78 T316 
79 T3IIN 
80 25..cr .22 .. Ni.2 .. Mo 
81 T310S 
82 T3I0 
83 WERK 1.4639 
84 T310HC 
86 Alloy 800 
86 M2 
87 M7 
C Si 
O.~ 0.40 
0.23 0.46 
0.062 0.48 
0.081 0.63 
0.041 0.36 
0.051 0.69 
0.032 0.61 
0.13 2.13 
0.046 0.24 
0.060 0.63 
0.041 0.61 
0.022 0.70 
0.020 0.61 
0.063 0.55 
0.056 0.70 
0.046 0.71 
0.063 0.21 
0.040 0.46 
0.028 0.40 
0.021 0.54 
0.G42 0.88 
0.012 0.31 
0.011 0.31 
0.036 0.44 
0.068 0.6' 
0.052 0.44 
0.023 0.53 
0.046 0.63 
0.024 0.58 
0.008 0.24 
0.056 1.20 
0.13 0.52 
0.013 0.48 
0.41 1.00 
0.07 0.62 
0.88 0.30 
La 0.38 
Noe. 27·50: 71·87 (rom a.(. I~ 
Mil 
6.9 
8.86 
7.3 
8.46 
1.30 
1.46 
1.63 
1.89 
1.86 
1.76 
1.68 
1.74 
1.67 
1.55 
1.77 
1.86 
1.46 
1.54 
1.14 
1.41 
0.78 
1.76 
0.14 
1.25 
1.44 
1.71 
1.58 
1.66 
1.79 
1.77 
1.75 
1.67 
1.74 
1.34 
0.56 
0.32 
0.38 
TABLE 3.1 
(CanIinI*) 
P S 
0.013 0.006 
0.030 0.004 
0.030 0.002 
0.030 0.006 
0.021 0.008 
0.019 0.004 
0.021 0.003 
0.020 0.003 
0.007 0.003 
0.010 0.004 
0.013 0.006 
0.028 0.007 
0.020 0.008 
0.023 0.003 
0.011 0.004 
0.018 0.003 
0.022 0.003 
0.016 0.006 
0.020 0.006 
0.023 0.001 
0.031 0.010 
0.006 0.008 
0.001 0.010 
0.026 0.010 
0.028 0.001 
0.013 0.007 
0.020 0.006 
0.018 0.007 
O.oat 0.011 
O.oat 0.008 
0.011 0.008 
0.009 0.003 
0.007 0.003 
0.007 0.010 
0.007 0.003 
0.030 0.017 
0.010 0.037 
e, Mo Si !II Othen 
17.8 0.29 426 0.204 
14.13 0.20 3.44 0.160 
18.1 0.40 5.91 0.219 
16.82 0.326 5.46 0.049 
19.1 0.22 8.69 0.039 
17.6 0.16 8.66 0.034 
18.8 0.08 9.43 0.0166 
19.3 0.16 11.60 0.050 
25.0 0.33 20.70 0.074 
25.8 0.36 20.70 0.039 
17.2 2.14 11.20 0.030 
1B.4 4.46 15.20 0.052 
18.1 3.62 13.40 0.150 
17.3 2.16 12.0 0.028 
17.0 2.13 11.9 0.026 O.l8Ti 
17.2 0.15 9.15 0.033 0.12T1 
17.9 0.18 9.29 0.060 0.47Nb 
17.8 0.25 9.04 0.028 0.61Nb 
22.2 3.11 5.61 0.188 
22.0 2.96 5.61 0.170 
25.1 1.22 4.70 0.077 
11.8 0.10 9.9 0.031 
19.6 0.11 10.2 0.044 
18.4 0.38 9.1 0.081 
17.2 0.47 10.3 0.006 0.61Ti 
17.2 2.80 12.6 0.010 O.UNb 
17.2 2.63 13.5 0.031 
17.7 2.68 13.4 0.046 
17.4 2.77 12.8 0.20 
25.1 2.30 22.2 0.067 
24.2 0.08 20.4 0.061 
24.3 0.11 20.5 0.053 
19.2 4.44 25.1 0.035 151C" 
26.2 008 20.6 0.022 
21.1 0.06 30.9 0.019 
3.9 4.9 0.36 0.036 1.9V.6.1W 
3.8 9.2 0.14 0.036 2.0V.l.5W 
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1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
I 
TABLE3. 1 b PRESENT WORK 
Sample C Si So. 
101 4.00 <0.01 
102 3.10 <0.01 
103 2.94 0.023 
104 2.88 1.46 
105 3.03 0.81 
106 2.89 1.55 
107 2.69 1.63 
f08 2.52 1.58 
i09 0.024 0.14 
flO 0.019 0.08 
III 0.018 0.12 
112 0.034 0.111 
113 0.025 0.10 
114 0.024 0.11 
115 0.018 0.01 
116 0.018 0.01 
117 0.03a 0.09 
U8 0.011 0.01 
119 0.012 0.01 
120- 0.006 1.35 
'20- 0.023 1.24 
121- 0.007 4.88 
122"' 3.46 0.01 
m- 3.30 0.01 
123- 3.10 1.50 
(24- 3.15 5.38 
125- 3.15 1.81 
'26- 3.10 1.55 
127- 0.058 0.06 
127- 0.096 0.01 
128- 0.016 0.06 
129- 0.013 0.03 
130- 0.014 0.05 
131- 0.018 0.01 
:3r 0.017 0.03 
132- 0.0211 0.20 
133- 1.18 <0.06 
'33- 1.23 0.06 
134- 6.9 0.06 
!.fa P 
0.037 0.002 
2.07 0.002 
4.91 0.002 
5.08 0.002 
0.36 0.002 
0.48 0.002 
2.64 0.002 
5.00 0.002 
<0.1 <0.006 
<0.1 <0.006 
<0.1 <0.006 
<0.1 <0.006 
<0.1 <0.006 
<0.1 <0.006 
<0.1 <0.006 
<0.1 <0.006 
<0.1 <0.006 
<0.1 <0.006 
<0.1 <0.006 
0.06 <0.006 
0.07 <0.006 
0.10 <0.006 
0.02 <0.005 
0.02 <0.006 
0.02 <0.006 
0.03 0.006 
0.50 <0.006 
2.71 <0.006 
0.08 <0.006 
0.08 <0.006 
0.08 <0.005 
0.08 0.007 
<0.05 <0.005 
<0.05 0.006 
<0.05 <0.005 
<0.05 0.001 
<0.05 <0.005 
<0.05 0.006 
<0.05 0.006 
TABLE. 3_1 
(~ 
S Cr 
0.006 
0.006 
0.006 
0.006 
0.007 
0.007 
0.007 
0.008 
0.006 48.0 
0.004 40.7 
0.004 48.0 
0.010 57.9 
0.006 51.4 
0.006 54.2 
0.004 47.0 
0.00' 40.8 
0.004 39.1 
0.003 31.1 
0.002 21.4 
0.002 <0.02 
0.003 <0.02 
0.002 <0.02 
0.005 0.07 
0.004 0.07 
0.005 0.01 
0.004 0.01 
0.004 0.08 
0.004 0.06 
0.003 4.85 
0.004 4.49 
0.002 9.65 
0.002 20.1 
0.003 39.6 
0.003 54.0 
0.002 53.7 
0.004 53.4 
0.003 66.0 
0.003 66.6 
0.006 62.5 
!.fa Si 
<0.04 46.0 
<0.04 48.6 
<0.04 40.4 
<0.04 30.5 
<0.04 29.6 
<0.04 25.1 
<0.04 32.5 
<0.04 29.8 
<0.04 21.2 
<0.04 19.7 
<0.04 1504 
<0.005 <0.02 
<0.006 <0.02 
<0.006 <0.02 
<0.005 <0.02 
<0.006 <0.02 
<0.005 <0.02 
<0.005 <0.02 
<0.005 <0.02 
<0.005 <0.02 
<0.02 6.91 
<0.02 &.84 
<0.02 9." 
<0.02 15.0 
<0.02 19.9 
<0.02 24.7 
<0.02 42.9 
<0.02 43.5 
<0.02 32.2 
<0.02 31.5 
<0.02 30.5 
Anal,.. on _lamp. rather than actual pot _p. 
0 N 
0.0030 00005 
0.0060 0.0020 
0.0020 0.0040 
0.0065 0.0068 
0.0130 0.0030 
0.0077 0.0049 
0.0046 0.0080 
0.0100 0.0110 
(0.0125) (0.0032) 
0.0125 0.0032 
10.001) 10.003) 
(0.0012) 10.0069) 
0.0012 0.0069 
10.006) 10.007) 
10.001) 10.007) 
10.0061 (0.007) 
10.0011 '0.0071 
10.0231 10.0046) 
0.023 0.0046 
10.0501 10.0201 
10.1001 10.053) 
'0.2001 10.1151 
10.2761 10.1601 
10.2731 10.1571 
0.273 0.157 
10.1531 10.0931 
0.153 0.093 
Bracketa .. ",lly uncertalnt,.: For 0 and N ,. Lntotrpolat.edvaha 
For meuW'eci temperatW'n • lIICDIIclllSlva u.m.!~ 
ICont.d.-I 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
TABLE3.1b (~ 
Sample C Si Mn No. 
136 0.009 2.21 15.40 
138 0.011 0.60 15.60 
137 0.007 2.18 5.63 
t38 0.010 2.11 0.10 
1311 0.011 0.56 0.04 
140 0.008 2.07 0.03 
141 0.008 2.17 0.03 
142 0.005 2.18 0.03 
143 0.005 0.43 0.03 
144 0.007 2.34 0.03 
146 0.007 0.46 0.03 
(46 0.008 2.06 0.03 
f" 0.020 0.98 0.30 
146 0.011 0.06 0.06 
I" • 0.006 0.23 <0.02 b 0.009 0.11 0.03 
(SO 0.006 0.24 0.01 
151 0.006 0.21 0.04 
162 0.28 0.30 0.01 
163 • 0.31 0.30 0.04 
c 0.26 0.30 0.04 
154 b 0.67 0.73 0.08 
c 0.64 0.7' 0.08 
156 0.72 0.36 0.07 
156 0.51 0.39 0.11 
157 0.27 0.36 0.05 
158 0.27 0.24 0.04 
1511 • 0.911 0.36 0.12 
b 0.98 0.36 0.13 
160·· 0.54 0.33 0.08 
'61 b 0.96 0.51 0.08 
c 0.94 0.52 0.08 
162 0.50 053 0.05 
P 
<0.006 
<0.005 
<0.005 
0.005 
0.005 
0.004 
<0.005 
<0.006 
<0.005 
<0.005 
<0.005 
<0.005 
0.012 
<0.006 
<0.006 
<0.006 
0.46 
0.10 
0.54 
0.10 
0.11 
0.51 
0.54 
0.11 
<0.005 
<0.006 
<0.006 
<0.006 
<0.006 
<0.005 
<0.01 
<0.01 
<0.01 
TABLE 3.1 (Conlinuedl 
S Cr 
0.003 <0.02 
0.003 <0.02 
0.002 <0.02 
0.002 10.20 
0.002 10.20 
0.002 5.37 
0.001 <0.02 
0.001 <0.02 
0.001 <0.02 
0.008 <0.02 
0.012 <0.02 
0.005 <G.02 
0.013 0.08 
0.61 0.03 
0.11 <0.02 
0.13 <0.02 
0.003 <0.02 
0.002 0.02 
0.003 <0.02 
0.002 <0.02 
0.002 <0.02 
0.002 <0.02 
0.002 <0.02 
0.002 <0.02 
0.003 <0.02 
0.002 <0.02 
0.001 <0.02 
0.003 10.1 
0.003 10.0 
0.003 10.0 
0.013 0.25 
0.015 0.25 
0.013 0.02 
!do 
<0.005 
<0.005 
<0.005 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
9.95 
10.05 
5.25 
<0.008 
0.010 
<0.0iI6 
<0.006 
<0.006 
0.006 
0.006 
<0.006 
<0.006 
<0.006 
<0.006 
<0.005 
<0.005 
<0.006 
<0.005 
<0.02 
<0.02 
<0.02 
9.8 
10.1 
9.7 
•• +0.014" N. 0.017"0 
Ni 0 !Ij 
<0.02 
<0.02 
<0.02 
0.05 
0.06 
<0.02 
9.07 
6.13 
6.04 
0.07 
0.07 
0.04 
0.02 
0.08 
<0.02 
0.03 
0.02 
0.03 
0.02 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
5.05 
5.10 
2.50 
<0.02 
<0.02 
<0.02 
0.03 
0.03 
0.02 
() .. 
> 1.- 0 1-..) 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
TABLE 3.1b RELATED WORK, REF .• 29 
Cast C No. Si Mn P 
101 0.036 2.13 1.59 0.005 
~o5 0.029 1.98 1.60 0.005 
'2..06 0.027 0.58 1.56 0.006 
210 0.027 0.55 1.53 0.006 
211 0.028 0.58 1.63 0.006 
214 0.025 0.62 1.56 0.006 
215 0.017 0.44 1.47 0.005 
218 0.024 0.43 1.42 0.007 
219 0.026 0.55 1.59 0.005 
222 0.014 0.60 1.54 0.008 
TABLE '3 .. 1 
(Continued) 
S Cr 
0.003 19.1 
0.002 19.1 
0.002 22.1 
0.002 21.8 
0.002 25.3 
0.002 25.3 
0.002 18.4 
0.003 18.7 
0.007 17.5 
0.004 17.7 
Mo 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
2.53 
2.34 
Ni Co 
12.1 <0.02 
16.1 <0.02 
12.1 <0.02 
16.0 <0.02 
16.1 0.02 
19.1 <0.02 
9.5 <0.02 
9.6 <0.02 
11.0 <0.02 
Il.l <0.02 
Cu 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
<0.02 
0.03 
0.03 
N 
0.028 
0.031 
0.045 
0.041 
0.057 
0.052 
0.033 
0.178 
0.034 
0.220 
lr) 
0.( 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
J 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
TABLE 3.2 
LIQUIDUS AND PRIMARY PHASE PREDICTIONS 
TABLE 3.2.1 LOWALLOYANDQUASIBINARYSTEELS 
(a) Previous Work 
TLiq (Predicted) - TLiq (Measured) Primary Solidification Phase 
TLiq (Measured) No. 
'C 
Peritectic Original Modified MTDATA Actual Equivalent MTDATA 
1 1505 2.7 2.7 -4 0.54,8 & 2 1490 3.5 3.5 -3 0.89,& Y 3 1476 2.8 2.8 3 1.17, V V 4 1464 3.3 3.3 1 1.43, V Y 5 1472 5.0 5.0 -6 0.86.8 Y 6 1456 4.0 4.0 2 1.59. Y Y 7 1437 
-0.8 
-0.8 -3 2.14, V Y 8 1408 6.4 6.4 3 2.67, V Y 9 1467 
-0.2 0.3 
-3 0.96,8 & 10 1424 
-3.9 
-3.2 
-1 2.01, Y Y 11 1413 -10.5 
-7.5 2 2.41, Y Y 12 1409 -7.0 
-4.8 2 2.40, Y Y 13 1502 -2.5 
-2.5 -17 
-LOU! & 14 1499 2.1 2.1 
-14 
-0.90,8 & 15 1500 1.0 1.0 -13 
-0.89, & 8 16 1497 1.3 1.3 -16 
-1.17,8 8 17 1501 -1.7 
-1.7 
-6 
-1.04, & & 18 1501 -0.4 
-0.4 -12 
-1.09, & 8 19 1501 -4.4 
-4.4 -12 
-1.22,8 8 20 1495 2.0 2.0 1 1.81. Y Y 21 1454 -0.5 
-0.5 4 6.24, Y Y 22 1488 -3.3 
-3.3 
-43 
-1.49. & & 23 1483 2.1 
-2.1 
-43 
-1.47, & 8 24 1478 -6.1 
-6.2 
-39 
-1.48, & & 25 1529 1.0 1.0 7 0.01,& & 26 1530 1.3 1.3 3 
-0.08,8 & 27 IS13 3.6 3.6 6 & 0.29,& 8 28 1514 0.9 0.9 1 8 0.29,8 0 29 IS07 1.6 1.5 
-5 8 0.33,& 8 30 1504 4.0 4.0 4 & 0.39.& 0 31 1498 0.4 0.4 
-1 8 0.67,& 0 32 1471 2.0 2.0 4 Y 1.31, Y Y 33 1457 -4.5 
-4.5 -4 Y 1.88. Y Y 34 1501 2.5 2.S 10 & 0.70,0 Y 35 1502 2.0 2.0 5 0 0.53,0 & 36 1492 -2.6 
-2.7 4 0 1.01, Y y 37 1501 2.1 2.0 2 & 0.46,S & 38 1486 2.0 1.9 4 OIy 1.03. Y Y 39 1494 3.3 3.3 -4 0 0.57,8 8 40 1482 1.7 17 0 Y 0.92,8 y 41 1471 -4.7 
-4.7 0 Y 1.47, Y Y 42 14S0 12 1.2 -J Y 1.77, Y Y 43 1506 4.1 4.0 
-5 8 
-029.8 0 44 1470 4 1 J6 -11 8 
-0.13.0 0 45 1460 0.3 
-0.3 -9 8 O.li,o 0 46 1436 2.3 2.0 2 Y 124, Y Y 47 1476 22 2.2 
-2S 8 0.07,S S 48 1500 -0.3 
-0.3 
-10 /) 
-0.86.0 8 49 1494 -2.2 
-2.2 -4 0 -0.35.0 0 50 1482 14 1 4 -6 0 -041. 0 0 
Correlation coefficient 0.994 0.995 0.918 Successful 22124 22124 
Differences: Mean 054 0.49 -50.4 predictions Min. 
-10.1 
-7.5 
-43.0 
Max. 7.4 6.4 10.0 
Std. Dev. 338 3.06 11.67 
COl1td ••• 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
j 
TABLE 3.2.1 (Continued) 
(b) Present Work 
TABLE 3.2 
(Continued) 
Tuq (Measured) 
TUq (Predicted) - TUq (Measured I 
No. 
'c 
Original Modified MTDATA 
101 1170 9.2 9.2 21 
102 1285 -6.8 
-6.8 
-9 
103 1285 -4.7 
-4.7 
-3 
104 1270 1.6 1.6 
-26 
105 1272.5 13.9 13.9 
-6.5 
107 1285 15.0 15.1 
-23 
108 1292.5 11.4 11.4 
-17.5 
120 1520.7 0.9 0.9 
-5.5 
121 1467 1.3 1.3 
-16 
122 1277 -11.7 
-11.7 
-IS 
127 1494 -0.3 
-0.3 2 
128 1481 2.0 2.0 4 
136 14-42 -6.9 
-2.0 
-14 
136 1462 -10.0 
-4.5 
-12 
137 1485.5 -0.4 
-0.4 
-10.5 
138 1494.5 2.8 2.8 43.5 
139 1511 4.0 4.0 4 
140 1501 6.1 6.1 
-24 
141 1477 4.8 4.8 
-14 
142 1483.5 4.0 4.0 10.5 
143 1505 2.2 2.2 
-6 
144 1485.1 -17.0 
-5.2 
-39 
145 1501.5 -13.0 
-0.3 
-4.5 
146 1494 -3.1 
-4.2 
-14 
147 1521 2.9 2.9 
-3 
148 1511.5 -0.2 a 4.5 
149a 1525.5 4.4 4.4 4.5 
149b 1527 2.0 2.0 3 
150 1513 5.0 5.0 8 
151 1528 4.8 4.7 5 
152 1489.5 1.5 1.5 35 
153a 1503 0.6 0.6 1 
153c 1509.5 ·1.0 ·1.0 
-0.5 
1Mb 1453 4.6 4.6 
·3 
1541: 1456 2.4 2.4 
·6 
155 1470 1.1 1.1 0 
156 1474.5 ·8.7 ·8.7 
·35 
157 1492 -5.5 ·5.5 
·3 
158 1498 0.5 0.5 3 
159. 1432.5 7.8 78 
-1.5 
159b 1435 6.1 6.1 
-4 
180 1471 1.5 1.5 
·14 
161b 1403 1l.6 0 
161c 1408.5 6.2 
·5.5 
162 1462 ·14.6 ·3.9 
·18 
Correlation coefficient 0.997 0.997 (0.998) 0.985 
Difi'erences:Mean 0.63 0.38 (0971 
·6.01 
Min. ·17 -11.7 (-11.7) 
·43.5 
Max. 15.1 22.8 (15.11 21.0 
Std. Dev. 5.44 5.17 (435) 11 89 
Primary Solidification Phase 
Peritectic Actual Equivalent ~TDATA 
V 7.55, V Y 
V 6.02,'1 Y 
V 5.95,y Y 
Y 5.47, V Y 
y 5.54, V Y 
V 4.88, V y 
V 4.76, V Y 0 
-0.27,0 Ii 
0 
-1.25,6 Ii 
Y 6.22, V Y 
Y 1.16, V Y 
Y 1.20, V Y 8' 0.67,8 Ii 
Y 1.11, V Ii 
- -0.11,6 8 
8 
-1.28,8 8 
- -0.87,8 8 
0 
-0.93,8 Ii 
- 1.19, V Y 
- 0.82,6 8 
V' 1.06, V Y 
8' -2.44,8 8 
0' -1.97,0 8 
0' 
-1.49,6 8 
- -0.19,6 8 
- 0.14,8 8 
-
-0.02,6 Ii 
- 0,8 Ii 
8' -0.02,8 Ii 
. 
-0.03,8 8 
0.49,8 6 
0.52,6 6 
0.40,0 Ii 
0' 1.11, V Y 6' 1.05, V Y 
1.28, Y Y 
y' 1.84, V Y 
1.40, V Y 
- 0.93,8 8 
y' 1.03, V y 
y' 1.02. Y Y y' 0.19,8 6 
- ·0.16,6 Y 
. 
-0.25,6 Y 5' 
-1.00, 6 5 
Successful 37/39 36139 
predictions 
10'/13' 10'/13' 
, Suggested primary phase, but possibly in error 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
I 
TABLE 3.2.2 HIGHCrNiALLOYS 
(a) Previoul Work 
TABLE.'2j 2 
(Continueaf 
TLiq (Measured) Tuq (Predicted) - TUq (Mealured) No. 
·C 
FeCrNi FeCrNi MTDATA ReC.ll' ReC.IU 
51 1447 -17.60 
-10.60 
-16 
52 1431 
-17.90 
-12.90 
-24 
53 1432 -14.10 
·12.10 -20 
54 1441 -16.40 
-12.40 
-34 
55 1457 3.20 
-5.80 
-13 
56 1454 3.60 
-4.40 
-29 
57 1444 4 
-8 ·10 
58 1415 6.10 
-4.90 
-70 
59 1408 -3.90 6.10 -7 
60 1404 -1.80 6.20 ·~O 61 1434 7 0 
-33 
62 1411 -10.30 4.70 
-30 
63 1417 -17.50 
-0.50 
-25 
64 1433 5.70 0.70 
-30 
65 1431 3.50 
-1.50 
-30 
66 1449 2.90 
-4.10 -27 
67 1445 7.50 
-7.50 
-4 
68 1449 4.40 
-10.60 
-10 
69 1468 -13.30 
-10.30 
-8 
70 1468 -14.20 
-11.20 
-8 
71 1469 -12.90 
-3.90 
-20 
72 1449 8.30 
-6.70 
-6 
73 1448 10.60 
-3.40 
-2 
74 1462 1.70 
-7.30 
-11 
75 1440 5.10 
-2.90 
-17 
76 1423 10.80 3.80 
-10 
77 1427 6 7 
-13 
78 1421 -12.60 4.40 
-15 
79 1421 -5.10 
-2.10 
-12 
80 1401 -4.10 7.90 
-6 
81 1400 -1.50 11.50 
-32 
82 1405 -6.90 3.10 
-16 
83 1391 -6.50 12.50 6 
84 1385 -12.10 
-3.10 
-35 
85 1400 7.80 26.80 12 
86 1423 -10.30 
-5.30 9 
87 1400 -13.50 
-8.50 1 
Correlation coefficient 0.928 0.931 0.822 
Differences: Mean -3.09 
-1.77 
-16.62 
Min. ·17.9 
-12.9 
-70.0 
Mu. 10.8 26.8 12.0 
Std. Dev. 9.32 839 15.19 
Primary Solidification Phase 
Actual MTDATA 
I) 
/) 
I) 
/) 
I) 
I) 
/) 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
I) 
I) 
I) 
I) 
I) 
I) /) 
/) 6 
I) 6 
6 6 
I) I) 
81y y 
Y Y 
81y Y 
Y Y 
Y Y 
Y Y 
Y Y 
Y Y 
Y Y 
Y Y 
6· y. 
6- y. 
Successful 15/15 
predictions 
Contd ... 

TABLE:;. 2.. 2 HIGH CrNi ALLOYS 
(b) Present Work 
TABLE 3.2 
(Continued) 
TLiq (Measured) TLiq (Predicted) - TLiq (Measured) No. 
·C 
FeCrNi FeCrNi 
MTDATA Ref. 117 Ref. ,loa 
109 1349 -14 19 -2 
110 1366 4 22 14 
111 1372 -27 ·7 -5 
112 1472 -12 
-17 19 
113 1441 ·11 -35 20 
114 1467 -11 
·6 45 
115 1463 -68 -44 
-48 
116 1394 -9 
-IS 5 
117 1432 -11 
-38 13 
118 1423 -8 
-14 ·2 
119 1442 ·11 -12 
-2 
127 1494 0 0 2 
128 1481 2 2 4 
129 1446 -22 ·9 -4 
130 1440 ·35 -25 19 
201 1426 -13 
-3 
-1 
205 1416 -9 9 1 
206 1442 -11 -13 
·1 
210 1428 -11 1 
-1 
211 1424 -IS -1 
-6 
214 1415 -8 2 -1 
215 1457 4 -12 
-1 
218 1449 1 -13 
-4 
219 1441 1 -5 -8 
222 1433 -2 
-8 
-12 
Combined. FeCrNi data 
Correlation coefficient 0.908 0.896 0.849 
Differences: Mean -6.91 ·4.13 
-9.50 
Min. -68.0 
-44.0 
-10.0 
Max. 10.8 26.8 45.0 
Std. Dev. 12.13 12.20 11.77 
All data 
Correlation coefficient 0.987 0.970 
Differences: Mean -2.18 
-741 
Min. -68.0 
-70.0 
Max. 15.08 45.0 
Std. Dev. 9.51 14.57 
Primary Solidification Phase 
Actual MTDATA 
61y Y 
Y Y 6 Ii 
6 6 
6 6 
6 6 
6 6 
6 6 
8 I) 
6 6 
I) 6 
Y Y 
Y Y 
Y Y 
I) I) 
6 6 
Y Y 6 6 
Y Y 5 6 
Y Y 
I) 
I) 
I) 
OJy 
Successful 36/36 
predictions 
72175 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
tbo 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
I 
TABLE 3.; 
"BS· CALCULATION SCHEMES (REF. 121 ) 
Liquidus Solidus 
Datum 153rc Datum 153'rC 
C C<0.471: -87C C<O.09: -467C 
0.471 <C<l: -7OC-8 O.09<C<0.17:"'42 
1 <C:-76C-2 O.17<C: -177C -11.91 
Si 8i<I:-98i -18.8SSi - 0.SSi2 + 0.03668i3 
1 <8i: -8i2 -9Si + 1 
Mn -5Mn -7Mn 
p 
-34P -450P + 370p2 - 120p3 
S -.oS -17OS 
Cr -0473Cr -O.20SCr2- Cr < 20: -l.85Cr + 0.03SCr2 
+ O.0123Cr3 - O.OOOlSCr4 2O<Cr: -0.9SCr + 0.035Cr2 -18 
Mo Mo<l: -6Mo -3.6Mo 
1 <Mo: -4Mo·2 
Ni Ni < 4.4: ·5Ni- Ni<4.3: ·S.3Ni 
4.4< Ni: ·1.92Ni· 13.S4- 4.3<Ni <4.7~2.79 
4.7 < Ni: ·3.2Ni + 0.0277Ni2 ·10.7 
Al 0 0 
Co -2Co ·3Co 
Cu -SCu ·8.6Cu 
8n .8Sn ·305n 
Ti -15Ti -46Ti + 2.7Ti2 
V V<I: -3V ·7V 
I<V<2: -4V + 1 
2<V: -3V-l 
Nb -9l'-o" -som 
W -0.2W ·W 
0 -630 
N -72N -186N 
·30 (cooling rate) 
• For high Cr-Ni steels the datum should be the relevant Fe-Cr-Ni liquidus temperature 
Current Amendments: Mn >12.5, 
Mo, 
·(10Mn + 62.5)13 
-( 19Mo - Mo2)13 

TABLE 3.4 
THERMAL SOLIDUS PREDICTIONS 
No. Cooling Rate DTA Prediction -Ks·l Solidus,oC Measurement, K 
27 0.824 1445 
-9 27 0.271 1450 2.6 27 0.086 1455 3.1 28 0.714 1440 10.1 28 0.326 1440 21.7 28 0.079 1460 9.1 29 1.059 1415 16.2 
29 0.357 1430 22.2 29 0.079 1460 0.6 30 1.000 1425 10.5 30 0.310 1440 16.2 30 0.075 1460 3.2 31 0.941 1415 
-1.6 31 0.326 1425 6.8 31 0.071 1440 
-0.5 32 1.286 1335 5.6 32 0.440 1355 10.9 32 0.103 1370 6.1 33 1.318 1310 
-18.8 33 0.450 1320 
-2.7 33 0.075 1340 
-11.5 34 0.588 1450 
-8.8 34 0.238 1450 1.7 34 0.055 1465 
-7.8 35 0.842 1420 11.5 35 0.326 1425 22 35 0.080 1445 9.4 36 1.125 1395 17.5 36 0.325 1430 6.5 36 0.070 1445 
-0.8 37 0.842 1420 9.5 37 0.295 1435 10.9 37 0.087 1450 2.1 38 0.875 1415 
-1.7 38 0.273 1425 6.4 38 0.077 1435 2.2 39 1.059 1405 5.1 39 0.348 1415 16.4 39 0.104 1425 12.2 40 1.176 1380 
-l.9 40 0.380 1385 16.9 40 0.115 1400 9.9 41 1.350 1335 12.8 41 0.385 1370 6.8 41 0.132 1375 9.4 42 1.059 1270 20.6 42 0.455 1300 8.7 42 0.107 1300 19.2 
Correlation coefficient 0.983 
Differences: Mean 6.66 Min. 
-18.7 Max. 22.3 Std. Dev. 9.20 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
TABLE 3.5 
KQO'XLJ:UM'X" ~ UllPr.&S 
Sa.p1e co.position 
C Si MIl Cr KG a1 
EFl 0.12 0.23 0.56 
Er2 " " " 
Er3 " " " 
1F4 " " " 
Er5 " " " 
Er6 (156) 0.51 0.39 0.11 <0.02 <0.005 5.05 
Er7 (156) " " " " " " Erl (137) 0.007 2.U 5.53 <0.02 <0.005 <0.02 
Erg 1162) 0.50 0.53 0.05 0.02 9.7 0.02 
-- - - -
Liquidus Test 
oC T •• peratur. 
1466 1452 
" 1463 
" 1470 
" 1451 
" (1450 ) 
1474.5 1452 
" 1470 
1415.5 1415 
1462 1461 
-- -- --
Test 
status 
Good 
Good 
No Quench 
No Quench 
Good but loss of 
tic algnal 
Good but too solid 
Good 
Good 
No Quench 
---
---
'..0 
'-0 
"'< 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
TABLE 3.6 
TRERKAL BISTORIES AND TEMPERATURE VARIABILITY 
-
CASE RAKE SOAK TEMP. @ Omm above datum (mins. to temp) mins. at temp., +1- 0-5 10 15 20 
EF1 120 55 1452 2.5 +10 
EF2 70 50 1463 2 +7 +21 +35 
21218G 55 20 650 0.5 +1.5 +1.5 -5 
13/2189 20 20 663 0.5 -1 
+15 10 803 1.5 +1.5 +1.5 -2 
EF3 60 30 1470 2.5 +1 -3 9* 
19/4/8G 0 - 22 0 0 0 0 0 168 -48 
303 -15 -50 
500 +6 -13 
EF4 45 25 1451 2 -1 -4 -14 
EFS 47 5 1452 0 -8 tIc failure 
EF6 65 35 1452 0.25 -51+3 
EF7 40 30 1470 0 
EF8 80 30 1485 1 +3 
EF9 60 45 1461 -1 
*90C increase upon accidentally jolting the furnace 
n-
-D 
~ 

C 
Sample Phase Pair 
(a) (b) (c) 
4 y/L (0.69) 0.37 0.38 
9 61L 
y/L 
19 61L 
61y 
29 y/L 
EFt y/L - - 0.37 
TABLE Y7 
PARTITION COEFFICIENTS 
Si Mn 
(a) (b) (c) (a) (b) 
(> 1.0) 1.26 0.77 0.75 
-
0.88 0.76 - 0.78 
---
~- -_. -
(a) Corelbulk (= k under Scheil condition) 
(b) Dendrite/matrix (= k under Lever Rule condition) 
(c) MTDATA prediction (ignoring minor changes with temperature) 
Cr Ni 
(c) (a) (b) (e) (a) (b) 
0.70 
1.19 1.26 1.16 0.81 0.77 
0.94 0.79 0.90 1.05 1.30 
1.06 1.12 1.09 0.79 0.74 
- 1.23 1.28 - 0.67 
0.94 - 0.87 0.93 -
0.69 
- - --- -
Back diffusion should always result in (a) being nearer unity than in (b), with the actual k lying between the two) 
(c) 
0.85 
1.08 
0.78 
0.68 
1.05 
- -
~ 
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Solute 
C 
Si 
Mn 
P 
S 
Cr 
Mo 
Ni 
Ti 
N 
1!1(M.) 
-83 
-9 
-5.1 
-34 
-40 
-1 
-2.5 
-5 
-18 
-72 
TABLE 4. t 
SIMPLIFIED PERITECTIC DATA 
l!1(ylL)· 1!1(&Iy) ~M.) it(ylL)· 
-62.3 +1122 0.17 0.32 
-11.9 -67 0.70 0.60 
-4.2 +8.75 0.74 0.78 
-33.4 -200 0.13 0.06 
-37.7 -200 0.05 0.02 
-1.8 -12.5 0.95 0.80 
-4.6 -40 0.74 0.55 
-2.9 +29 0.79 0.90 
-23 
-167 0.50 0.25 
-57.4 +480 0.25 0.47 
~6Iy) 
1.88 
0.85 
1.05 
0.45 
0.40 
0.85 
0.75 
1.14 
0.50 
1.88 
• Derived from the other values m values in Klwt . ., 
27 J 
Ep· 
1.898 
-0.261 
0.080 
0.055 
0.207 
-0.075 
-0.187 
0.192 
-0.452 
1.324 

TABLB 4.2 
COMPARISON OF EXPERIMENTAL AND COMPUTED SOLIDIFICATION DATA: 
Expt 
calc" 
Expt 
Calc" 
source 
ref .126 
re£.142 
Re£.142 
Furnace 
cooling 
Rate 
Cis 
2 
0.5 
Jernkontoret Steel 306 (Type 410S), 
BISEG (non-peritectic) progra. 
Heat 
• 
Solidification 
Extraction Liquidus Solidus Time 
Rate C C s 
KJ/mls 
1497 1435 80 
29 
1498 1435 78 
1500 1440 210 
11 
1498 1438 204 
TABLB 4.3 
ALTEBHATIVB PERITECTIC CARBON EQUIVALENT FORMULAE 
e Si Kn P S Cr Ko 
1 -0.29 0.07 0.06 0.15 -0.11 -0.06 
1 -0.123 0.04 0.06 -0.018 -0.05 
(Beckett & Howe) used in the PHASEG program 
TABLE 4.4 
Finali 
A 
um 
205 
209 
260 
252 
Ni 
0.17 
0.08 
COMPARISON OF EXPERIMENTAL AND COMPUTED SOLIDIFICATION DATA: 
Three ex •• ples fro. ref.100 (Jernkontoret) verSUB PBASEG progra. 
Temperature,oC Steel 202 Steel 310 Steel 20S 
(low C) (low C,high Cr) (medium C) 
EXp. Calc. EXp. Calc. Exp. Calc. 
Liquidus 1515 1514 1500 1498 1498 1498 
peritectic (max) 1475 1471 nla nla 1480 1482 
Solidus 
;: 1440 1447 1440 1438 1425 1392 
The steel deSignations are those used in ref.lOO and are not 
international specifications 
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Table 4.5 
re-Cr-C 
Ternary Equilibrium Data used for Derivations of Solvus Slope and 
partition Coefficient Equations (Rickinson/Ogilvy, ref.14.) 
Temp. Liquid Composition Partition Coeff. 
Chromium Carbon Chromium Carbon 
K Lcr Lc Kcr Kc 
1767 5.20 0.49 0.86 0.20 
1737 6.05 0.77 0.80 0.31 
1728 1. 67 0.85 0.80 0.35 
1723 2.30 1.10 0.77 0.33 
1723 3.14 1.15 0.76 0.40 
1715 1. 62· 1.11 0.79 0.33 
1712 1. 65 1. 20 0.74 0.33 
1693 3.26 1. 56 0.72 0.32 
1682 2.93 1. 77 0.71 0.34 
1673 1. 55 1. 73 0.69 0.33 
1656 2.98 2.08 0.69 0.38 
1651 3.07 2.33 0.67 0.39 
TABLE 4.6 
D1FFUSIVITY DATA (REF. I~ 
Ferrite Auatenite 
Self Diffusion of Iron 
Dr. 1.6 x 10-4 Exp 0.7 x 10-4 Exp 
(·2400001RT) ( ·288OOO1RT) 
Factors on OF. for C Assumed infinite Assumed infinite 
the other elements Si 7 2 
Mn 1 2 
P 6 30 
Cr 2 3 
Mo 2 3 
Ni 1 0.5 
* 

TABLE 5.1 
NUMERICAL STABILITY AND CONSISTENCY v MESH SIZE 
Table 5.1a: Test Conditions 
1 wt% HZ" with k-O.2, m1--10, 100um cell (200um arm spacing) 0_10- 11 m2 Is 
cooling rate W-1oC/s, or heat extraction such as to give 
90-l00s solidification time. 
Corresponding Clyne-Kurz result ca 15%z with root-time growth 
programs: a) MISEG, binary with constant cooling rate. 
b) MISEG1, binary with constant heat extraction. 
c) PHASEG, mu1ticomponent capability, constant heat 
extraction, reduced time steps towards solidus. 
d) MISEG2, binary with root-time heat extraction. 
Table 5.1b: Final Liquid Composition at Solidus, % 
Nodes (a) (b) ( c ) (d) 
10 10.3 127.7 23.6 21.6 
12 11. 0 -8.8 19.2 
15 11.9 21.3 22.0 19.6 
20 12.4 24.4 19.1 
25 12.7 18.4 19.2 
30 12.9 22.4 20.9 16.7 
40 13.1 24.6 16.6 
50 21.2 18.8 
60 13.2 20.9 17.7 
100 13.2 17.6 
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TABLE 5.2 
NUKERICAL STABILITY AND CONSISTENCY v BEAT CAPACITY 
Program MISEG2, conditions as Table 5.1 
~ 0 1 2 3 5 10 Nodes 
10 37.7 20.4 19.1 24.8 21.6 20.6 
15 118.8 27.9 19.6 20.0 
20 -115.2 29.7 19.9 19.1 16.6 
30 53.1 23.0 16.7 I 
TABLE 5.3 
EFFECT OF RE-MESBING ON NUKERICAL CONSISTENCY 
Nickel binary case as described in text, comparing difference in final 
residual liquid content between text case and 100-node datum result. 
Number of nodes and 
fraction solid at 6Ni 
re-mesh operation 
10 2.57 
20 to 0.9fs, then 10 2.45 
10 0.9 20 1. 30 
10 0.8 20 1. 27 
20 1.26 
10 0.9 50 0.44 
20 0.9 SO 0.41 
20 0.8 SO 0.41 
SO 0.40 
10 0.9 100 , 0.04 
i 
TABLE 5.4 
EXAMPLE COMPARISON OF STANDARD AND MOVING-GRID FORMULATIONS 
REGARDING NUMERICAL CONSISTENCY 
Zo-1\,k-0.2,m--l0,0-5, 0-300 /t 
Nodes: 10 20 40 50 100 
peak Z\: 
standard 21.5 18.5 17.8 17.6 17.6 
Moving grid 14.7 15.9 16.3 16.8 17.1 

I 
I 
TABLE S·S 
CORE AND PEAK MANGANESE CONCENTRATIONS AT SOLIDUS 
FOR A GIVEN MODULUS, M 
Conditions n=O n = 0.25 n = 0.333 n = 0.5 n = 0.667 
Cor~ Mn 
Peak Mn 
.\( = 401", 
W = 3.7·C/5 B 
f 
DIM 
Core Mn 
Peak Mn 
·\r = 1401", 
W = 0.3·C/s B 
f 
DIM 
1.240 1.284 1.298 1.323 1.323 
3.902 2.833 2.679 2.484 2.484 
40 20 15.9 10 2v5 
1 1 1 1 0.2 
1 1 1 1 1 
1.241 1.285 1.298 1.323 1.323 
3.891 2.832 2.679 2.484 2.484 
140 31.5 24.16 10 
1 I 1 1 
1 I 1 1 
--
--------- - ----- -------
Band n from the coarsening law. A = Btl' 
f = factor multiplying the base dilTusivity 
2v5 
0.2 
I 
--
DI:\! = dimensional basis ofrepresentative unit cell 
1.305 1.346 
2.245 2.371 
10 6.3 
1 1 
2 1 
1.306 1.347 
2.245 2.311 
10 4.14 
I 1 
2 1 
n = 0.75 
1.357 
2.332 
5 
1 
1 
1.358 
2.332 
2.66 
1 
1 
--~ 
~ 

TABLE S.6 
CORPUTER RUNS PERFORRED TO INVESTIGATE INFLUENCE OF 
DIFruSIVITY ON RICROSEGREGATION 
IN BINARY AND TERNARY SYSTBRS 
Base system: 
Fe+10\Mn, 0Mn as @14S0oC, A/2-S0um, Q-10mJ/ml s, 80 nodes 
Fe + 10\Mn 
Fe + 5\l'In + 5\Mn ( to check equivalence with the above) 
Fe + lOU where Oz -OMn times 0.025,0.4,0.5,0.667,2,10,20,50, 
or intini te ( Z otherwise equivalent to Mn) 
For D.-2DHn ,10DMn and infinity, Fe + 9\Mn + 1U 
Fe + 7\Mn + HZ 
Fe + 5\Mn + 5U 
Fe + HMn + 7U 
Fe + l\Mn + 9\Z 
Fe + 0, 0.1 or o. nc with or without 1\Si and/or HMn 
Fe + 0.1 or 0.3\C, + 0.5\Ni 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
I 
~ABLE 5.7 
COMPOYED IIDOLrS FIlOII re/C,SI,"",.1 mUWIBS 
KEY: Liquidus, t •• p. 
Peritectic-start, te.p. and fs 
Peritectic-end, p.s. te.p. and fs 
Solidus, p.e. te.p. and f6 1 
Rates, fR and Af,Xt 
'C - Usi UHn USi+UMn 
0 1537 1528 1531.9 1522.9 
- - - - - -
- -
- - - - - - - -
1537 1 1523.8 1 1529 1 1515.8 1 
- - - - - - - -
0.1 1521.7 1519.7 1523.6 1514.6 
1493 0.9774 
- -
lUO.7 0.9474 
- -
(U52.2 I, 
- - U5'.6 1) - -
1493 0.1737 1475.1 1 1411.2 0.6170 1467 .4 1 
4.589 0.0229 - - 4.950 0.0221 - -
0.3 1512.1 1503.1 1507 1498 
1493 0.5225 1467 0.6925 1491.2 0.4540 1465.5 0.6491 
1493 0.6338 1451. 5 0.9111 1490.1 0.5560 1450.8 0.8784 
1467.6 0 1418.9 0 1456.9 0 1408.6 0 
4.695 0.0235 3.084 0.01315 5.450 0.0221 2.130 0.0122 
-
0.5\Ni 
1526.2 
1495.4 0.9437 
1494.1 0.7015 
4.175 0.0198 
1509.6 
1495 0.4410 
1494 0.5637 
1464.9 0 
3.593 0.0176 
--
- -
I 
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No. 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
TABLE 6.1 
JBRHKONTORBT STEBLS USBD FOR VALIDATION OF 
RICROSBGRBGATION CALCULATIONS 
(Full analyses in Table 3.1) 
e S1 Mn Cr Mo Ni 
0.11 0.12 1.25 0.06 0.07 0.03 
0.12 0.27 1. 53 0.02 <0.03 0.03 
0.18 0.44 1.26 0.01 0.06 0.02 
0.19 0.40 1. 42 0.07 0.02 0.13 
0.36 0.27 0.58 0.08 0.02 0.05 
0.69 0.23 0.72 0.02 0.01 0.02 
1. 01 0.25 0.46 0.02 0.02 0.03 
0.10 0.28 0.57 0.14 0.14 3.30 
0.20 0.25 0.90 0.81 0.06 1. 05 
0.27 0.02 0.32 1.66 0.42 3.50 
0.29 0.21 0.62 1.11 0.21 0.15 
0.29 0.22 0.52 1.02 0.25 3.20 
0.35 0.24 0.67 0.92 0.19 0.05 
0.52 0.22 0.85 1. 07 0.07 0.07 
0.55 0.27 0.50 0.99 0.31 3.00 
1.01 0.23 0.33 1. 55 0.01 0.02 
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TABLE 6'2 
COMPARISON OF COMPUTED RESULTS WITH JERNKONTORET DATA 
FOR CRITICAL TEMPERATURES AND EXTENT OF PERITECTIC REACTIONS 
Liquidus Temperature, °C Maximum Peritectic Temperature, OC Solidus Prior Ferrite Fraction 
Compo Exp.l1.05 Exp.lO.l Compo Exp.ll.05 Exp.lO.l Compo Exp.l1.05 Compo Exp. 
1518.5 1513 1515 1478.5 1476 1475 1424 1450 0.93 0.9 
1516.5 1515 1514 1480.5 1475 1477 1455.5 1440 0.91 0.9 
1510.0 1506 1507 1476.0 1470 1473 1419.0 1430 0.81 0.8 
1509.0 1503 1506 1478.5 1477 1480 1423.0 1440 0.76 0.8 
1501.0 1498 1501 1484.5 1480 1483 1380.0 1425 0.41 0.8 
1476.5 1466 1474 - - - 1243.0 1355 0 0 
1457.5 1457 1459 - - - 1183.0 1320 0 0 
1505.0 1501 1502 1491.0 1485 1487 1442 1450 0.65 0.7 
1507.0 1502 1503 1484.0 1474 1465 1417 1425 0.66 0.7 
1492.0 1493 1492 - 1490 1490 1413.5 1430 0 0.4 
1505.0 1501 1503 1478.5 1471 1475 1404.5 1435 0.61 0.8 
1490.5 1486 1487 - 1474 1478 1393 1425 0 0.6/0 
1500.5 1493 1495 1479.5 - 1480 1393 1415 0.49 0.6 
1485.5 1482 1483 1481.5 - - 1349 1385 0.10 0 
1474.0 1471 1472 - - - 1271.5 1370 0 0 
1455.5 1450 1451 - - - (1212) 1300 0 0 
-
~ 
ex, 
~ 

No. 
27 
28 
29 
30 
31 
32 
33 
34 
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TABLE 6·3 
COMPARISON OF COMPUTED RESULTS WITH JERNKONTORET DATA FOR SEGREGATION RATIOS 
Mn Cr Mo Ni 
Compo Exp. Comp.Ca) Comp.(b) Exp. Comp.(a) Comp.(b) Exp. Comp.(a) Comp.(b) 
1.4 1.3 
1.4 1.4 
1.6 1.4 
1.6 1.6 
1.9 1.6 
2.0 1.7 
2.1 2.1 
1.04 1.3 1.3 1.5 2.3 2.5 1.8 1.3 
1.08 1.3 1.5 1.7 1.4 
1.5 1.6 3.1 2.2 1.4 
1.15 1.3 1.6 1.8 2.3 2.0 
1.6 1.7 3.4 2.2 1.4 
1.3 1.4 1.5 2.2 2.6 2.4 
1.6 2.1 
1.7 2.1 4.2 2.5 1.5 
1.8 2.6 
---
(a) Inlerdendriticlcore ralio 
(b) Maximum/minimum ratio, if different from (a) 
Exp. 
1.4 
1.4 
1.3 
1.4 
1.2 
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TABLE 6.4 
PEAK C and Cr, and Cr CONSERVATION with 
VARIABLE Kc and Kc~ 
Test case: 0.75\C,1\Cr, A/2-l00um, 10 static, Q-10mJ/m l s 
and partition coefficient functions as in the text. 
Datum conditions: proqram time step, &t-0.01*modulus 
up to fs-0.995, then O.OOl*modulus 
Time step Nodal Grid Peak Concentrations \Cr 
factor \C \Cr Conservation 
(datum) 
0.01/0.001 20 throuqhout 1. SO 12.90 132 
0.05/0.005 15 1. 587 10.05 132 
20 1. 586 10.06 124 
30 1. 543 11. 49 118 
15 -+0.9£s, 30 1. 568 10.63 117 
15 -+0.9£s, SO 1.517 12.42 112 
0.05/0.025 15 1.669 7.513 122 
0.1/0.01 15 1. 722 5.968 115 
15 ~0.9£s, 20 1. 707 6.361 112.5 
15 -+0.9£s, 30 1. 709 6.250 108 
15 -+0.9£s, SO 1. 683 6.997 105 
0.1/0.1 15 -+0.9£s, 30 1. 729 5.693 107 
15 -+0.9£s, SO 1. 722 5.857 104 
0.5/0.5 15 -+0.9£s, 30 1. 740 5.488 106 
15 -+0.9£s, 50 1. 767 4.624 102.5 
15 -+0.9£s, 75 1. 758 4.830 101. 9 
kc const. 20 2.34 6.009 110 
kc r const. 20 1.684 6.898 115.5 
both const. 20 2.34 4.12 106 
2~3 
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Code Steel Cooling aate 
oC/s 
Liq. Sol. 
ATl_ o.nc, 0.25 0.21 
ATlb 1.S\Hn . . 
AT2 
· 
0.9 0.91 
AT3 
· 
1.15 2.02 
AT4 
· 
0.30 0.31 
AT5 
· 
1.05 1.11 
AT6 
· 
2.25 2.3 
AT7 
· 
0.39 0.4 
ATI 
· 
1.13 1.2 
AT9 
· 
2.3 2.U 
ATI0 0.2nC, 0.25 0.21 
AT 11 l.6\Hn 0.9 0.91 
AT 12 
· 
1.15 2.02 
AT 13 
· 
3.25 3.6 
AT14 · 1. 05 1.11 
AT15 " 2.25 2.30 
AT16 " 3.7 1.9 
AT17 " O. J9 0.4 
AT 18 
· 
1.13 1.2 
AT19 " 2.3 2.48 
AT20 .. 4.15 4.45 
AT21 O. HC, 0.10 0.31 
AT22 1.58\Mn 1. 05 1.11 
AT 23 
· 
2.25 2.3 
ATH 
· 
3.7 3.9 
AT25 
· 
0.39 0.4 
AT26 
· 
1.13 1.2 
AT27 
· 
2.3 2.41 
AT28 
· 
4.15 4.45 
~A8L& 6.5 
IIIC20SBGa.IGA%IO. VALI:DArXOII AGAIIift 'fURDLZ' S DArA 
Quench Ar. Spacing Core' P.ak(ID) Co.positions, wt\Kn 
Te.p, oC u. 
pd •• sec. Expt. la) Ib) Ic) 
1445 312 110 1.fl - 1.13 1.215-2.021 1.457-1.701 
1.363-1.697 
1370 . . 1.44 - 1. 71 1.313-1.169 1.50 -1.65 
1.433-1.643 
1260 252 92 1.445 - 1. 75 1.206-1.910 1. 521-1. 616 
1.311-1.725 
1300 201 70 1.455 - 1.112 1.145-2.131 1. 519-1. 626 
1. 356-1. 765 
1220 251 100 1.465 - 1. 74 1.361-1.725 1.536-1.601 
1.411-1.605 
1300 246 14 1.445 - 1.96 1.146-2.135 1.519-1.626 
1.377-1.730 
1240 116 42 1.465 - 1.15 1.146-2.014 1. 532-1. 612 
1.364-1. 745 
1200 221 '1 1.47 - 1.76 1.360-1.730 
1. 539-1. 60S 1.490-1.605 
1250 201 '1 1.455-1.71 1.201-1.979 1. 53 -1.614 
1.411-1.667 
1270 160 '1 1.455 - 1.82 1.189-2.016 1. 526-1. 618 
1.392-1.695 
1225 350 115 1.44 - 2.02 1.23 -2.21 1. 49 -1. 72 
1.35 -1. 76 
1215 292 U 1.44 - 2.01 1.22 -2.53 1.46 -1. 75 
1.21 -2.04 
1260 241 55 1.45 - 2.01 1.16 -2.71 1. 47 -1. 73 
1.24 -2.11 
1330 221 60 1.42 - 2.11 1.18 -3.03 1. 44 -1. 71 
1.23 -2.23 
1275 225 65 1.41 - 2.17 1. 20 -2.21 1.47 -1. 74 
1.30 -1.117 
1270 200 45 1.41 - 2.07 1.18 -2.41 1. 47 -1. 74 
1.26 -2.01 
1320 180 32 1.42 - 2.18 1.11 -2.74 1. 45 -1. 77 
1.23 -2.18 
1120 225 65 1.41 - 1.95 1. 27 -1. 92 1. 52 -1.68 
1.50 -1.64 
1200 220 50 1.42 - 2.10 1.18 -2.211 1.50 -1. 71 
1.31 -1.86 
1290 1110 35 1.41 - 2.07 1.17 -2.U 1. 46 -1. 75 
1.29 -2.00 
1270 170 25 1.41 - 2.09 1.15 -2.73 1.47-1.74 
1.28 -2.04 
1200 280 93 1.31 - 2.18 1.17 -2.14 1. 41 -1. 76 
1. 27 -1. 77 
1270 260 75 1.30 - 2.31 1.18 -2.59 1.39 -1. 78 
1.18 -2.07 
1265 224 45 1.29 - 2.53 1.09 -2.85 1.39 -1. 78 
1.17 -2.17 
1310 198 40 1.29 - 2.40 1.14 -3.22 1.31 -1.80 
1.16 -2.36 
1130 252 '1 1.34 - 2.20 1.17 -1. 99 I.fl -1. 73 
1. 27 -1. 76 
1180 206 75 1.31 - 2.24 1.11 -2.18 1. 42 -1. 75 
1.19 -1.92 
1265 114 SO 1.29 - 2.42 1.14 -2.43 1. 39 -1.78 
1.17 -2.03 
1305 114 35 1.30 - 2.43 1. 01 -2.99 1. 31 -1.10 
1.14 -2.36 
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Liquidus 
Peritectic-start 
Teap. 
fs 
\Mn, core 
interface 
liquid 
Peritectic-finish 
Temp. 
fs 
\Mn, core 
liquid 
ID 
Solidus 
Temp. 
\Mn, core 
interface 
liquid 
13000C 
\Mn, core 
ID 
TABLE 6.6 
EXAK1HATI0N or THE ROLE or CARBON 
(All at 1.6\Mn, A/2-S0um, T-O.3) 
O.HC 0.2HC 
1520.5 1511.4 
1489. S 1489.9 
0.93 0.64 
1.510 1. 376 
1.634 1. 446 
2.208 1. 9SS 
(146S.1) 1488.8 
(1.00) 0.78 
1. 373 1.245 
- 2.1S8 
1.813 
-
1486.9 1470.5 
1. 532 1. 347 
1. 492 -
2.948 3.460 
1. 546 1. 452 
1.653 1.768 
O. HC 
1495.6 
1490.4 
0.155 
1.229 
1.234 
1.668 
1490.1 
0.19 
1.143 
1.684 
-
1433.3 
1.289 
-
3.504 
1.360 
1.906 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
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1 
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1 
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1 
LIST of ETCHANTS EMPLOYED 
NlTAL (2% nitric acid in propanol) 
OBERHOFFERS 
30g FeCI3, 19 CuCI2, 0.5g SnCl2 
50ml HCI, 500ml ethanol, 500ml H2 0 
"TED'S ETCH" 
5% H
2
SO4 in H2 0, electrolytic at 2V 
BERAHA FLUORIDE ETCH 
20g ammonium bifluoride, 0.5g K2 SOS 
100ml H2 0 
Figs. 3.17 and 3.18 
Figs. 3.19 and 3.26a 
Figs. 3.21-3.25, and 
3.26b 
Fig. 3.27 
Various others were employed during the course of the 
investigation, on the very wide range of ferrous alloys 
considered, e.g. 2g picric acid, 0.5g cupric chloride, 2ml 
Teepol, in 100ml water; an HF etch; and even electrolytic 
Cola as recommended for Fe-Cr-Ni alloys by fellow post 
graduates. Metallographic identification of primary 
solidification phase, where attempted, was by comparison of 
etching response with known cases, e.g. the primary ferrite 
remaining as backbones (vermicular intra-dendritic) or 
skeletons (lacey) in leaner Type 300 stainless series 
compositions, and other 'datum points' where compositions had 
been determined (e. g. Sample 109, Fig. 3.29). For various 
alloys (e. g. Sample 103/y, or 121/~), the composition was 
sufficiently far within a given primary phase field for there 
to be no reasonable doubt as to what the primary phase had 
been, even if no tell-tale morphologies and residual quanti ties 
were in the roo~temperature structure. 
300 
root 
~I· ----- )., 
') 
r 
SCHEMATIC DENDRITE MORPHOLOGY AT TIP AND ROOT 
WITH EVIDENT COARSENING 
~D' 
FIG. l.la 

IOOfL 
COMPETI TIVE GROWTH FIG. 1. 1 b 
(After K.A. Jackson, in 'Solidification', ASM 1971) 
The dendrite arms terminate or grow and develop side 
branches, depending on the constraints of its 
surroundings. This mechanism is also implied in the 
tip region of Fig. 1.1c. I t is the dominant mechanism 
for the initial growth of each order of dendrite arm. 
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<a) Solid-Liquid Interface J A ~ B ~c.J'D 
I 
Z % 
x ____ _ 
(b) Solid-Solid Interface) 
Profile at time t 
Profile at time t+Ot 
t 
z % 
x .. 
SCHEMATIC SOLUTE BALAIICES FIC. 1.2. 
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(a) 
DISTANCE, l' -. 
Ie) 
AGURE2-1 
t 
z C. Q L 
~ 
in 
o 
a.. 
::t 
o 
u 
o Cco 
3 Q 
....J 
(b) SOLUTE ENRICHED 
LAYER IN FRONT OF 
LIQUID - SOLID 
INTERFACE 
----_::"::_--
DISTANCE, It' -
(b) 
CONSTITUTIONALLY 
SUPERCOOLED 
REGION 
DISTANCE, • .'-
(d) 
Constitutional supercooaing in alloy solidificatil)n. (a) Phase diagram; (b) solute-
enriched layer in front of liquid-solid interface; (c) stable interface; (d) unstable 
interface. 
JC1 
ill 
.... 
E 
E 
> 
10 
G(K/mm) 
Figure :2<l. SCHEMATIC SUMMARY OF SINGLE-PHASE SOLIDIFICATION 
MORPHOLOGIES. This diagram summarises the various microstructures which 
can be obtained using a typical alloy, with a melting range (6TO> of SDK, when 
the imposed temperature gradient, G, or growth rate, V, are varied. Provided that 
a unidirectional heat flow is imposed, the product, GV, is equivalent to the COOling 
rate, t, which controls the scale of the microstructures formed. The ratio, G(V, 
largely determines the growth morphology. Moving (rom the lower left to the 
upper right along the lines at 4So leads to a refinement of the structure without 
changing the morphology (G/V = constant). Crossing these lines by passing from 
the lower right to the upper left leads to changes in morphology (from planar, to 
cellular, to dendritic . growth), and the scale of the m"icrostructure remains 
essentially the same (T = constant). The grey bands define the regions over which 
one structure changes into another. The conditions required to produce 
singlEH!rystal turbine blades " .. are those at the upper end of the thick 
vert ical line (OS = directional solidification). Processes which produce perfect 
single crystals, such as those required for semiconductor-grade silicon preparation 
are found at the bottom of the same vertical line. (For single crystal growth, all 
but one of the crystals initially present must be eliminated.) In a conventional 
casting, the growth conditions at the solid/liquid interface change with time 
approximately in the manner indicated upon following the inclined arrow from 
right to left. Splat-cooling conditions are found in the far upper-right region. At 
these rates, k will begin to approach unity. 
T,temp. 
Co alloy concentration 
TL liquidus corresponding to Co 
Ts & solidus corresponding to Co 
k partition coefficient (k<11 
C· liquid concentration at an ~nter­
mediate stage of solia~fication 
T* c temperature corresponding to C* 
~ ____________ ~(Co/k,Tsl 
C. alloy concentrat~on. 
REGION OF A BINARY EQUILIBRIUM PHASE DIAGRAM 
(al Dendrite tip exposed to liquid of the bulk composition 
(bl Dendrite tip surrounded by segregated boundary layer 
"~ . ~": 
'.:.- ... " ,LiqUl.d - - -- - TL 
'. ,,':"'.".:. Temp.I'-------------------------T* 
ge Lentre 
(cl Planar or cellular growth with mixing of segregate into bulk liquid 
Solid 
Temp. 
,'.' 
.. ',' Edge Centre 
VARIATION IN TEMPERATURE AT THE GROWTH FRONT ACROSS A CASTING FIG. 2.) 
. 
,.... 
Transt'erse section of an as-cast structure ,l'hl/winK (he chill ZOlle, co/umlluI' 
zone and equiaxed zone 
--
""-! 
-....; 
--........; 
!:;:,.---
........... 
hl1 ~~ 
(., (61 (col 
Possible casting structures: (a) wholly columntit' except for chill zOfIe.-
(b) partially columnar, partially equitvced; (c) wholly equitvced 
Fig.2.4 Schematic As-Cast Macrostructures 
310 
~"l0 
60 
50 
d,mm 40 
30 
20 
10 
2 4 6 8 10 12 
strand length from meniscus, m 
Fig. 2.5 COMPARISON OF SHELL THICKNESS EQUATION WITH 
ALTERNATIVE COMPUTER MODELS FOR 1tomm BILLET 
d 
t 
/ ./ 
/ 
/ 
/ 
/ 
Fig. 2.6 !LLUSTRATION OF THE FAMILY OF SHELL THICKNESS 
EQUATION CURVES, WHEREBY THE FINAL VALUE 
TRACES A ~OOT TIME (OR DISTANCE) CURVE 
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lIould 
unaligned crystals 
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equiaxed solidification zon 
Fig 1:7 Sedimentation of equiaxed crystals in bow-type plants 
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F1g.2.8 Schematic Peritectic Section of a Phase Diagram 
& Example 3-Phase Reaction Tie-Lines 
3, S 

I 
I 
I 
I 
X' 
* 
-...-" 
I 
I .-
B A' 
)' 
8 + r 
SCHE""TIC TH~£E-P""SE IIE"'CTION r~I"'NGL' ON ... r£ltN"'~r 'SOTH£lIM FIG. 2.9 I For 0 b._po",..., P Ott.., ., X. , • p ........ .,. 0 p ..... 
Is "'Ye. by .... ·/M·. ·'d -ill be 'h. -. .olue to> Ony X' on. Ilne -anel '0 BC 
a) Isothermal SectioB 
} 
A o 
P~R.' rec..n c.. 
b) Tie-Triangle Traverse 
\ 
, 
, 
\ 
l 
lig.2.10 Schematic Change From Peritectic to 
Euteotio 3-Phase Reaotions 
J/1 
'Inverse 
eutectic' . 
a + B ... L 
Metatectic. ., 
• B"'L+a ~ 
Peritectic. 
L + B ... a 
a'" L __________ ~--------------------~--------~----------
Metatectic. 
Q'" B + L 
Peritectic. 
L + a'" B 
SCHEMATIC CLASSIFICATION OF Q. B. L THREE-PHA:SE 
REActION ACCORDING TO SENSE OF MOVEMENT OF THE 
THREE-PHASE TRIANGLE UPON A DECREASE IN TEMPERATURE 
The type of reaction is determined by which labelled zone 
the triangle encroaches into when the temperature is 
decreased. assuming no change in triangle shape occurs 
Eutectic. 
FIG.2.11 
02-0 
~----------------------------------~B 
X and Yare alternative. bulk compositions 
Triangle in solid lines is three-phase triangle at higher. 
and dotted lines lower. temperature 
Thin lines are corresponding constructs to determine proportion of phase a. as in Fig. 2.9 
SCHEMATIC EXAMPLE OF EUTECTIC AND PERITECTIC REACTIONS 
OCCURRING WITHIN THE SAME REACTION TRIANGLES 
321 
F l O.'l./2.. 
312 
B 
AL-------------~--------------~------------~C 
The ternary isotherm has been divided into 'sextants' through 
the arbitrary liquid campoaition. L. Within each, the aenaea 
of partition for any solid tie-line into that sextant are labelled 
in order for components A, Band C, a plus indicating that 
solute enrich.a in the liquid (k <1), and vice-ver... For a 
given tie-line to pha .. (1, alternative three-pha .. triangles 
with ph a.. II could exiat for which different camponents may 
have different senaes of partition. For II, II', II· and 8'", it 
can be seen that 0, 1, 2 and 3 components have changed aense 
of partition. respectively, defined a. the partition 'order' ot" 
the three-phase reaction. '0. 
DEFINITION OF PARTITION ORDER IN A THREE-PHASE REACTION 
323 
FIG. 2.13 
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F1g.2.14 Illustrative Alternative "Routes" From Compos1t1on/ 
Temperature Point X to Point Y 
2 
1 3 
Fig }15'" The ternary overall composition and the 
resulting binarJ compositions 
contributing to the Margules Equation 
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a. I.sa I. -
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-11. 
e. I.sa I. 
a) 
•. 1&\--------------
a. 
a) 
a.5I 
:!-.-< x ,. x -x \ 3 
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1.58 I. 
X1X2«(X'-X2)O±(X1-x2)2) 
a.sa I.. 
Fig. 2.16 DIFFEREH O:U>ER COMPONENTS TO THE FREE ENERGY E:G>RESSION 
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Longitudinal distance 
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(b) 
Solute concentration 
Under the innuence of a temperature 
lTadient, (a), with local eq uillbrium 
at aoUd/Uquid interfaces according to 
the phase diagram, (b), reverse 
lTadients result in solute concentration 
at tho. interfaces, (c), once 
steady-atate is estabUshed. Coupled 
with solute profiles in the loUd, (c), 
the net aolute nuxes encourage 
dendrite arm migration towards the 
primary dendrite tip, i. e. up the 
temperature gradient, (d). 
DENDRITE ARM MIGRATION (TGZM) FIG.2:\?' 
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(a) Outward solidification from root 
~ 
(b) Inward solidification from tip 
,,/ 
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DENDRITE ARM COALESCENCE MECHANISMS FIO.2·1? 
Solute concentration 
Co !--------r--------
Cs t------~ 
S L 
CXl- fs 
--..... _.--- fL - 1 
Fractional distance acroaa ceU 
(a) Total IOlute balance 
5 L 
-Ha 
(b) Differential IOlute balance 
fsCs + fLC L = Co 
where fs • fL = 1. 
0; = k C
L 
Various representation of the 
Lever Rule are obtained by 
direct manipulation of these 
equations 
If the sum of the differences 
o! solute content is zero with 
an advance of fa. then 
aolute must have been conserved 
CL(l - k) Ha = fSk6C L • (1 - fs) 6CL 
Thi. yields the same formulae .. abo". 
upon integration 
SCHEMATIC ORIGIN OF THE EQUILIBRIUM LEVER RULE FIG 'l>~ 
S32 
Solute concentration 
S L 
o fa 
Fractional diatance aeroa. cell -
(e) Scheil (zero diCfuaion in IOlid) 
Solute concentration 
S L 
o 
-
Differential solute balance:-
CL (1 - k) ofa = (1 - fa) 6CL 
Integrates to the ScheU Equation 
CL (1 - k) oX. = Ode: . 6t • (X f - Xs l6C L QX 
Finite back-diffu.ion require. IOlute 
balance with actual diatance and times. 
and .implifyinC lUumptions are needed 
to enable integration. 
TheA restrict it to limited diffusion 
in the solid 
(ei) Brody-Flemings (limited diffusion in solid) 
L 
o 
(102) Clyne-Kurz (unlimited diffusion in solid) 
The region of back-diffused solute is 
treated as a fraction of that under 
equilibrium. determined by a 
parllllleter. . A • 
Significance and e:hoice of • A' described 
in text 
SCHEMATIC ORIGIN OF \'1(l{OSEGREGATION EQUATIONS FIG.2·10 cellt. 
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Fig. 2.21 REPR.ESENTATIm;S OF THE SCHElL EQUATION FOR HICROSEGREGATION 
33S 
(a) 1D 
Core 
plane 
(b) 2D 
Core 
line 
(c) 3D 
In both the 1 and 2D cases. the lssumed array of volume elements Is depicted from dendrite tip (liquidus) 
to root (solidus). as In Fig. 2·2 ~ In the 3D case. the volume element Is the complete. solidifying 
globule. and only one Instant can be represented. 
SCHEMATIC PRIMARY DENDRITE ARM GROWTH MORPHOLOGY IMPLIED BY THE 1. 2 OR 3D VOLUME ELEMENTS 
FIG. 2·2'2.. 
o..-D 
c-<l 
~ 
w 
VJ 
~ (a) 1D (b) 2D 
The assumed array Is depicted as In Fig .2-22· There Is no correspor:dlng Interpretation for the 3D case 
SCHEMATIC SECONDARY DENDRITE ARM GROWTH MORPHOWGY IMPLIED BY THE 1 AND 2D VOLUME ELEMENTS FIG . .2.23 
....... 
o 
(1) 
-• A = 2(a(l-e(·1/all . ie (2a11 
A = 2a/(1 + 2al 
COMPARISON OF BACK-DIFFUSION PARAMETER 
CALCULATED BY ALTERNATIVE EQUATIONS 
lO~ + co 
FIG. 2'24 
(b) 
",.-( 0 ..... " 
I I 
I I 
Liquid 
,...... ; ..... 
, ..... , ...... 
, ...... , " 
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SQUARE GEOMETRY TRANSVERSE TO THE GROWTH DIRECTION 
2 
1 
conc :ve 
2D 3D 
Fig.2.30 The Effect of D1mensiona~Basis on the 
Extent of Microsegregation 
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(b) After time atep 
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SCHEMATIC SECONDARY DENDRITE ARM COARSENING PROCESS 
IMPLIED BY KIRKWOOD'S MICROSEGRtGATIOA MODEL 
FIG. 2.31 
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FeCrNi SERIES, SAMPLEJ10 
AUSTENITE DENDRITES WITH INTERDENDRITIC FERRITE 
x 100 FIG. 3 .. 22 
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FeCrNi SERIES, PRIMARY FERRITIC SOLIDIFICATION 
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DENDRITE AND GRAIN STRUCTURES 
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REGIONS OF FI NE SCALE DENDRITIC, FACETTED AND 
EUTECTIC STRUCTURE BETWEEN PRIMARY DENDRITES 
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a) 
Fig. 3.28 EPMA COMPOSITION MAPS (EP.MAPS) OF SAMPLE 104 
(2.88%C,1.45%5i,S.08%Mn) 
3:?o 
b) Q4951 48 6013S8 T SILICON X-RAY IMAGE 1.024mm x 0.768mm 
~) Q4951 4B 6013S8 T MANGANESE X-RAY IMAGE 1.024mM x 0.768ml 
Fig. 3.28 continued 
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7D212L2 CHROMIUM X-RAY IMAGE 
a) Ferrite Dendrite 
Fig. 3.29 EP.MAPS OF SAMPLE 109 (48\Cr, 45\Ni) 
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Fig. 3.30 EP.~PS OF SAKPLE EF8 (2.18%Si, S.S3\Ko) 
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Fig. 3.32 
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Q6804 0/Z/7/S Si X-RAY IMAGE 
a) General 
Fig. 3.33 EP.KAPS OF EF9 (O.S\C, O.S3\Si. 9.7\MO) 
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b) Detail of a Grain Boundary Carbide 
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Fig. 3.34 
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VARIATIOII OF CORE MAllGAlfESE CORCEIITRATIOII VIm TEllPERA11JRE FOR TURKELI' s STEELS FIc.6./S 
A) ProgLCU EOJIL 
'Ibis program euploys the peritectic equivalent coocept arrl the 
consistent peritectic data set, progressing up to the ooset of the 
peritectic reactioo urrler equilibrium solidificatioo. 
Data euployed: 
File "EOJIL.DM''' 
Critical temperatures for pure iroo datum, 
Liquidus slope, ~/y solvus, ~/L partition coefficient, y/& 
partition coefficient, for C,Si,Mn,P,S,Cr,Mo,Ni,Ti,N,B 
1537, 1526, 1392, 
-83, 1122, 0.17, 1.88 
-9, -67, 0.7, 0.85 
-5.1, 8.75, 0.74, 1.05 
-34, -200, 0.13, 0.45 
-40, -200, 0.05, 0.4 
-1, -12.5, 0.95, 0.85 
-2.5, -40, 0.74, 0.75 
-5, 29, 0.79, 1.14 
-18, -167, 0.5, 0.5 
-72, 480, 0.25, 1.88 
-104, -115, 0.064, 0.6 
program "EOJIL. BAS " 
10 PRINl':PRINl' "~ k AND m EX:UILIBRItJtt CALaJIATICNS" 
PRINl' 'for SOLIDInCATIOO up to the PERI'n!X:TIC':PRINl' 
D~ M1(20) ,M2(20),M3(20) ,K1(20),K2(20) ,K3(20) 
D~ ZO(20),ZL(20),PEQ(20),ZP(20) 
OPEN "EOJIL.DM''' Ft:R INPUT AS FILE #1, RECDRDSIZE 255 
INPU1' #l, T1, 12 , T3 
FCR I%zl 'IO 11 
INPU1' #1, M1(I%),M3(I%),K1(I%),K3(I%) 
K2(I%)=K1(I%)*K3(I%) 
M2(I%)=((12-T3)*Ml(I%)+(Tl-T2)*K1(I%)*M3(I%»/(Tl-T3) 
ZP(I%)=(Tl-T3)/(K1(I%)*M3(I%)-M1(I%» 
PEQ(I%)-l/ZP(I%) 
PRINl' I%, PEIJ( 1% ) 
NEXI' I% 
20 INPUI' 'WeighU C' ;ZO( 1) 
INPUI' '%Si';ZO(2) 
50 
INPUT '%Mn';ZO(3) 
INPUT '%P'iZO(4) 
INPUI' '%S';ZO(5) 
INPUI' '%Cr';ZO(6) 
INPUI' '%Mb';ZO(7) 
INPUT ' %Ni' ;ZO( 8) 
INPUT ' %Ti' ;ZO( 9) 
INPUI' '%N' ;ZO(10) 
INPUT ' %8' ;ZO( 11) 
INPUI' 'Fraction-solid interval for printout';DFS 
FS-OFS 
! CAUlJIATICN 
ooro 200 IF FS>-l 
FS-FS+DFS 
'ITl-Tl : TI'2-T2 : 'lT3-T3 
Pat I%-l '10 11 
ZL(I%)-ZO(I%)/(l-(l-K1(I%»*FS) 
TT1-TT1+Ml(I%)*ZL(I%) 
TT2-TT2+M2(I%)*ZL(I%) 
TT3-TT3+M3(I%)*K1(I%)*ZL(I%) 
P80-PEO+PBQ(I%)*ZL(I%) 
NEXT I% 
PRINl':PRIN1' 'Fracticn solid';FS 
PRINl' ZL( I%) ; , '; R:R I%-l '10 11 
PRINl' 
PRINl' ' TT1 ' ; Tl'l, , Tl'2' ; Tl'2, , 'IT3' i'IT3, , Pe' i Pm 
ooro 100 IF 'IT3>Tl'l 
ooro 50 
100 PRIN1':PRIN1' 'Peritectic reached' : ooro 300 
200 PRINl':PRINl' 'Mly solidified as delta-ferrite' 
300 PRINl': INPUI' ' k¥ 1'IDre' ; Y$ 
~ 20 IF LEFT(Y$,l)<>'N' 
END 
(l4len P80-1, the sol vus ~ratures Tl'l-T1'2-'lT3, i. e. cnset of 
peritectic three p,ase equilibriun.) 
" 
, J 
I 
L 
6) . . I"tDNCHAR'1' or SOLVD MAIR lW)GIW'I ROt11'IRES 
--
------4---
,>--~~-yes----------------------------~ 
Annotated progra. list1ng follows 
/II 
LINE 10 
LINE 15 
LINE 20 
"SOLVER" program, A-Btn option 
Introductory on-screen text 
Dimensions of arrays 
Selection of dimensional basis 
Static or coarsening option 
Parameters for coarsening option 
Spacing for static ann option 
"Killing" coarsening parameters 
Selection of data file for element data 
Reading of file: Name of solvent, its critical 
temperatures, latent and specific heats, 
number of solutes, base diffusivity parameters of 
solvent 
Name of interstitial solute, and two of its solvus 
slopes and partition coefficients 
Calculation of third solvus slope and partition 
coefficient for interstitial ("streamlined") solute 
Reading of above data for other solutes, with also 
their factors on solvent self-diffusivities 
Calculation of third solvus slope and partition 
coefficient 
Identification of most rapid finite diffuser for 
control of FD time stepping 
Input of contents of selected elements (can be zero) 
Assumed ferritic solidification, setting up of 
active parameters for solid/liquid interface 
Peritectic equivalent test for above assumption and 
resetting of parameters if false 
(PHASE% is additive of 1 for liquid, 2 for ferrite, 
and 4 for austenite, any total being unique to a 
particular phase mixture) 
GOSUB HEAT for thermal control parameters, see later 
. 
IV 
10 PRINT\PRINT 
15 
PRINT "'S 0 LV E R PhD'" 
PRINT ,--------
PRINT 'HUltico~nent micro-segregation model for 1, 2 or 30 peritectic solidification,' 
PRINT' working either by heat-extraction or cooling rate control,' 
PRINT' **) streaalined by complete nixing of interstitial within a phase (**' 
PRINT' Re-qridding routine.' 
PRINT\PRINT' (Be careful not to re-qrid when it would leave a solid phase short on nodes)' 
PRINT\ PRINT' VERSION WITH L-B*T-n ARK COARSENING' \ PRINT 
DIM w.ME$( 20) ,Ml (20) ,M2 (20) ,M3( 20) ,Kl (20) ,K2( 20) ,K3 (20) ,KL(20) ,CEP( 20) 
DIM ZO(20),ZL(20),ZI(20),ZIOLO(20),XD1(20),XD2(20),DA(20),DB(20),DL(20) 
DIM Z(20,lOO),ZT(20,lOO),Y(100),MODA(20),MODB(20),GRAD(20),ZP(20) 
DIM GZO(20),GZ(20),ZIT(20),ZLI(20),ZLT(20) 
INPUT 'Dimensional basis, plane(1),cylinder(2) or sphere(3)';ND~ 
Y(I\)-(ND~-1.)/(2*I\) FOR 1\-1 TO 100 
INPUT 'Priaary/static(O) or secondary/coarsening(l) dendrite ar. basis';NDEN\ 
IF NDEN\-l THEN INPUT 'B and n for L-Bt-n';BDEN,NDEN 
INPUT 'Maxi.u. arm spacing (or very high if not wanted to be invoked)';LMAX 
BDEN-BDEN/1000000 \ LMAX-LMAX/1000000 
PRINT 
GO'l'O 20 
INPUT 'What static ann spacing (WII)';L \ L-L/1000000 "LNDI~L-NDIM\ 
LDEN-L " ADEN-O \ MOEN-O \ RDEN-O \ UO:W-L 
PRINT 
20 PRINT\INPUT 'Solute data-file nuaber';NDAT$ 
F$-'SOLVE ' + NDAT$ + '.DAT' 
PRINT' --reading fro. ';F$;' ... ', 
OPER F$ FOR INPUT AS FILE £1, RECORDSIZE 255 
INPUT E1, SOLVENTS,Tl,T2,T3,HL,HD,CPL,CPD,CPA,NZ\ 
INPUT £1, 00l,OQ1,OO2,OQ2 
INPUT El, INT$,MC1,MC3,KC1,KC3 
Kc2-KC1*KC3 
MC2_((T2-T3)*MC1+(T1-T2)*KC1*MC3)/(Tl-T3) 
ZPC-(T1-T3)/(KC1*MC3-MC1) 
CEPC-1./ZPC 
FOR 1\-1 TO NZ\ 
INPUT E1, w.ME$(I\),Ml(I\),M3(I\),K1(I\),K3(I\),XD1(I\),XD2(I\) 
IF XD1(U»XFAST THEN XFAST-XD1(!\) \ D\-1\ 
K2(I\)-Kl(I\)*K3(I\) 
M2(I\)-((T2-T3)*Ml(I\)+(T1-T2)*K1(I\)*M3(I\»/(T1-T3) 
ZP(I\)-(Tl-T3)/(Kl(I\)*M3(I\)-Ml(I\» 
CEP(I\)-l./ZP(I\) *.53 for carbon equivalent 
NEXT 1\ 
PRINT "Diffusion ti .. step by ";NAME$(D') 
CLOSE 1\ 
! INITIAL COMPOSITION 
\ END IF 
PRINT 'Initial content of ';INT$;' 
PRINT INT$; 
plus available ';NZ';' ele .. nts in ';SOLVENT$ 
\ INPUT CO 
cx.-c0 
FOR 1\-1 TO NZ' 
PRINT N1IME$ ( 1\ ) ; 
ZL(1\)-ZO(1\) 
NEXT 1\ 
PHASE\-3 
CEP-CEPC*CL 
KCL-KCl 
FOR 1\-1 TO NZ\ 
CEP-CEP+CEP(I\)*ZL(I\) 
KL(1\)-K1( n) 
ML(1\)-Ml(!\) 
TU.-T1 
NEXT 1\ 
Xsl.E-10 ! Nominal value 
\ INPUT Zo(n) 
\ MCL=MCl 
PRINT\PRINT 'Peritectic equivalent of bulk composition = ';CEP 
IF CEP)l THEN PRINT 'This steel is already hyper-peritectic.' 
PHASE\=5 \ ONSET\=l \ HP\-l 
KCL-KC2 \ MCL=MC2 
FOR U-1 TO Nz\ 
KL(n)=K2(n) 
ML(!\).M2(!\) 
NEXT n 
TLL-T2 
x-a 
END IF 
GOSUB HEAT 
v 
\ X.O 
~30 
Selection of number of nodes to traverse initial 
representative cell (arbitrary max of 100) 
Dete~ne liquidus for start of model run 
Select initial number of nodes across solid, 
compositions to be detenmined by Scheil or lever 
depending on each element's diffusivity within a 
Brody-Fleming style a parameter, using estimated 
times and size if coarsening 
These compositions are then calculated 
G05UB TEMPERATURE to dete~ne resultant operating 
temperature, which is the liquidus of the residual 
liquid 
Time and size corrected retrospectively after 
compositions have beeen dete~ned by Scheil and 
lever 
Actual distances determdned, across solid and nodal 
spacing, and associated parameters 
GOSUB DIFFUSERS for temperature dependent 
diffusivity of solutes for subsequent FD code 
PRINTOUT stage 
If peritectic equivalent now greater than unity, 
program flag sU9gests re-run with more nodes to 
avoid this occurrence within this start-up routine 
Vi 
30 PRINT\INPUT 'How many nodes to start the proble.';Nl 
N\-5 IP' N1i<5 
IP' N1i>100 THEN PRINT 'Maxi.u. currently allowed. 100' \ GOTO 30 
END IP' 
I P'INDING LIQUIDUS 
GOSUB TEMPERATURE 
PRINT\PRINT "Progr.. to start at tzO at liquidus of";TL;' deq.C' 
'lW-TL \ TLIQIoTL \ TOIJ>oTL \ TK-TL+-273 \ LIQUID'-l 
GOSUB PRIm'OUT 
! GETTING STARTED, __________________________________________ ___ 
PRINT\PRINT\INPUT 'ScheiljLever start-up till node <3>';RL\ 
RL'-3 IP' RL\< 3 
CL-C0/(1-(1-KCL)*((1.*RL\IN')"NDIM%» 
w-MCL* (CIrCO) 
! sorting out which is Scheil and which is Lever start-up 
DSELFl-001*EXP(-DQ1/(8.314*TK)) 
DSELF2-002*EXP(-DQ2/(8.314*TK» 
IP' CEP<l THEN DL(n)-X01(U)*DSELF1 FOR n-1 TO NZ\ " 
ELSE DL(U)-X02(U)*DSELF2 FOR 1""1 TO NZ\ 
END IP' 
P'SO-(l.*RL\IN""NDIK% 
IP' 0-0 THEN TGUESSooKCL*(ClrCO' 
TGUESs-TGUESS+P'SO*MI.(n,*zO(n'*(1jKL(n'-1' FOR n-1 TO NZ\ 
TGUESs-TGUESSIQ'l'H 
END IP' 
TGUESS-HL*P'SO/Q IP' 12>0 
IP' NDEN\-1 THEN LGUESS-BDEN*TGUESS "NDEN ELSE LGUESS-L 
END IP' 
XGUESS-P'SO*LGUESS 
TX2-TGUESS/XGUESS" 2 
PRINT 'Guess T,X,L';TGUESS,XGUESS,LGUESS 
PRINT\PRINT 'Start-up bases' 
FOR U-1 TO NZ\ 
AGUESS(I\'-OL(I\'*TX2 
PRINT NAME$(I\';' ';INT(100*AGUESS(I\'+.5'/100; 
IP' AGUESS(I\'<.l THEN PRINT ': Scheil', ELSE PRINT ,. Lever', 
IP' 1'-5\ THEN PRINT \ END IP' 
NEXT n 
IP' AGUESS (0\' < 10 THEN SLClWo<10 ELSE SLClWo<2 
I The assignments, as suggested above 
FOR 1\-1 TO NZ\ 
\ END IP' 
\ END IP' 
IP' AGUESS(I\,<0.1 THEN Z(I\,J\,-KL(I\)*ZO(I\,*(1-(1.*J\IN',"NDIM\'"(KL(I\,-1, FOR 3\-0 TO RL\ " 
ELSE Z(I\,3\'-KL(I\'*ZO(I\'/(1-(1-KL(I\',*P'SO, P'OR 3\-0 TO RL\ \ END IP' 
ZL(I\'.Z(I\,3\'jKL(I\' 
w-w+ML(I\'*(ZL(I\'-ZO(I\" 
NEXT n 
P'SP-.1*INT(10*P'SO' 
GOSUB TEMPERATURE 
TS-(HTH*P'SO+(TL-TLIQ»/QTH 
L-BD!l9*TS "NDEN IP' NDEIA-1 
\. 'l"l'O'l'ooTS 
um~L"NDIM% 
XN-LIN' 
P'SOL[)ooP'SO 
\ XN2-XN*XN \. XL-RL\*XN 
X-XL IP' ONSET\-O 
W-W/TS 
QTEST-(HL*P'S+CPL*(TL-TLIQ"/TS 
GOSUB DIP'P'USERS 
GOSUB PRIm'OUT 
\. TOLDooTL 
pt.-1 \ Ps1 \ FP=O 
\. TWooTL 
\. P'S-IXL/L, "NDIK% 
IP' CEP>1 AND PHASE\<S THEN PRINT\PRINT ,*** Early change of solidification phase' 
PRINT 'Please repeat with different nodes or on single solidification phase program' 
PRINT 
vii 
LINB 50 
LINE 55 
Core routine loop of program, calling upon 
appropriate subroutines. 
Defaul t printout every 10000 loops 
Average heat capacity determined 
System check on phases present 
Loss of ferrite flag and variable reassignments 
Continued check, with start of austenite flag and 
variable reassignments 
LINE 60-69 
LINE 70 
If ferrite alone, killing austenite diffusivity 
terms by equation with ferrite terms 
Resetting control variables if y or y+L 
Scheil-style start-up of austenite (standard code 
but with control variables reducing austenite 
diffusivity to zero) 
LINE 72-90 
LINE 99 
sufficient nodes established for diffusive handling 
of austenite 
Build up of variables required in PERITECTIC routine 
Detenmining new fraction ferrite 
VIII 
50 
MAINLOOP: 
KOUNT\-KOUNT\+l 
IF KOUNT\-10000 THEN GOSUB PRINTOUT 
END IF 
CP-CPL*(I-FS)+CPA*(FS-FSD)+CPD*FSD 
IF Q$<> 'W' THEN QTHooQ/CP 
HTH-HLVCP \ HDTH-HD/CP 
END IF 
! syste. characterisation 
LIQUID'-O \ PHASE\-O 
'\ KOUNT\-O 
IF XL<L THEN PHASE\-l I Liquid 
LIQUID'-l \ END IF 
IF X>O THEN PHASE\-PHASE\+2 ! Ferrite 
IF X<XN THEN x-O \ PRINT\PRINT "LOSS OF FEJUUTE" 
ONSETlO\-1 \ R\-O '\ PHASE\-PHASE\-2 
ZT(I\,O)-K2(I\)*ZI(I\) FOR 1\-1 TO NZ\ 
55 PHASE\-PHASE\+4 IF XL>X OR CEP>1 I Austenite 
IF ONSETlO\-l THEN GOSUB PRINTOUT \ ONSET10\-0 \ END IF 
IF PHASE\>4 AND ONSET\-O THEN ONSET\-1 
PRINT\PRINT ,* * AUSTENITE * * '\PRINT 
FSo-FS 
KCLooKC2 \ MCL-MC2 
FOR n .. 1 TO NZ\ 
ZI(I\)-K1(I\)"ZL(I\) 
ZIOLD(I\)-ZI(I\) 
KL(n)-K2(n) 
ML(n)-M2(n) 
-ru...T2 
NEXT n 
GOSUB PRINTOUT 
GOTO 69 
60 IF PHASE\-2 AND ONSET2\a0 THEN ONSET2\-1 
XD2(I\)-X01(I\) FOR 1\-1 TO NZ\ 
GOSUB PRINTOUT 
GOTO 69 
END IF 
IF ABS(PHASE\-4.5)<.6 AND ONSET3\=0 THEN ONSET3\_1 
p=l \ R\=O \ v=o 
GOSUB PRINTOUT 
END IF 
69 COL-CL 
IF LIQUID\<>1\ THEN GOTO 99 
70 IF ~-R\<4 AND PHASZ\>5 THEN ONSETS\-l 
IF ONSETSA\-O THEN PRINT\PRINT\PRINT 'Scheil-style start-up of austenite' 
ONSETSA\=l 
END IF 
GOTO 74 
72 IF ONSET7\=0 AND PHASE\>4 THEN PRINT\PRINT 
PRINT 'Full, diffusive continuation of austenite growth';KOUNT\.FSNEW 
ONSET7\-l \ ONSET8\=0 
74 ROL\-RL\ \ XOL=XL 
GOSUB DIFP"USERS 
QTH2-QTH * DTS+HTH * FS+HDTH* FSD 
! Build up of variables for PERITECTIC 
un:w=BDEN* ('M"OT+DTS) -NDEN IF NDEN\=1 
IF LNEW>U1AX AND U1AX\ .. 0 THEN PRINT\PRINT "MAXIMUM ARM SPACING REACHED" \ GOSUB PRINTOUT 
U1AX\=1 
END IF 
ua:w-U1AX IF U1AX\.l 
ALPHAl-O 
A-(XL(LNEW)-NDIM\ 
Bs-A*DTS*NDIM\IXL 
CC-l-(L(LNEW)-NDIM\ 
FOR n-l TO NZ\ 
IF ONSET8\-1 THEN GRAD(n)-O \ GOTO 90 
80 GRAD(I\)-(Z(I\.RL\-2)"PL(1+PL)-Z(I\.RL\-11*(l+PLI/PL+KL(I\I*ZL(I\)*(l+2*PL)/(PL*(1+PL»)/XN 
90 ALPHAl-ALPHAl+MI.( n) *ZL( n) * (l-KL( n, , 
ALPHA2-ALPHA2+ML(I\'*(BB*DL(I\I*GRAD(I\'+CC*(ZL(I\)-ZO(I\'» 
NEXT n 
99 ix 
LINE 100 
LINE 120 
Calling major subroutines according to control 
variable PHASE% (2-7 valid, 1 would be liquid alone 
prior to model run onset) 
Composition array equated to temporary ones from 
within subroutines 
Updates on size, fractions solid 
Error flag if fraction solid decreasing 
FD grid control variable updates 
Temperature update 
For sub-solidus operation, check and request for 
continued operation 
LINE 130-250 
Checks for attainment of solidus and associated 
control variables 
Regridding for sub-solidus continuation without a 
non-integral node inherited from arm coarsening 
Sub-solidus continuation by modelled time, including 
printout interval 
SOLID: Homogenisation within a single phase system 
(PHASE%-2 or 4) 
SOLIDLIQUID: 
Solid compositions and interfacial advance in 
solid/liquid system (PHASE%-3 or 5) 
Newton-Raphson solution for new fraction solid, 
employing variables established in main loop, 
including solute gradients from explicitly 
predicted concentrations 
LINE 1100 
Call to subroutine shared with PERITECTIC routine 
x 
100 ! As.i~nt to principal .ubroutine. 
ON PHASE\ GOSUB P'AIL,SOLID,SOLIDLIQt1ID,SOLID,SOLIDLIQUID,SOLIDSOLID,PERITECTIC,P'AIL 
120 ! Leftover updat •• 
Z(I\,J\)-ZT(I\,J\) FOR J\-O TO N\ FOR 1\-1 TO NZ\ 
rrar-'l"l'OT+OTS 
IP' NOElft-l THEN t.-lBEW \ I.NDI~L "NOIM\ \ N\-INT (LIXN) 
END IP' 
IF N\> 99 THEN PRINT\PRINT 'MaxilllWl currently allowed - 100 node.. R~rid or bust. '\ GOSUB PRINTOUT 
END IF 
FSOLD-FS \ FSDOLD-FSD 
FSD-(X/L) "NOIM\ 
IF XL<L THEN P'S-(XL/L)"NOIM\ 
PRINT '**NET REMELTING'" ,FS IF FS<FSOLD 
Pt.-PlrAL\ \ RU-RL\+AL\ 
FP-LVXN-N\ \ FP-O Ir rp<lE-10 
END IF 
Ir PHASE\<4 THEN R\-RL\ 
ZI(I\)-Kl(I\)*ZL(I\) FOR I\-1 TO NZ\ 
X-XL \ P-PL 
END IF 
GOSUB TEMPERATURE 
IF ONSET6\>O AND "l"l'OT>TMOR THEN GOTO 250 \ END Ir 
IF TIMINT>O AND TPRINT<TTOT THEN TPJtINT-TTOT+TIMINT 
GOSUB PRINTOUT 
130 IF FS>FSP THEN FSP-FSP+.1 
Ir FS>FSO THEN GOSUB PRINTOUT 
200 GOTO 50 IF XL<L OR ONSET6\-1 
ONSET6\-1 \ Pt.-l \ RL\-N\ \ AL~O \ vx.-O 
Xt.-L* (1+1E-6) \ rS-l \ HTH-O \ Woo-ql'H \ NOEN\-O 
210 PRINT\PRINT 'END OF SOLIDIFICATION' 
ZLI(I\)-KL(I\)*ZL(I\) rOR 1\-1 TO NZ\ 
250 IF FP+1-1 THEN GOSUB PRINTOUT ELSE PRINT 'rp,L,LIXN,N\-' ;rp,L,LIXN,N\ 
PRINT' "RE-GRIDDING REQUIRED FOR CONTINUATION'" \ GOSUB REGlUD \ GOSUB 9350 
END IF 
FP-O 
PRINT\INPUT 'Additional run time (sec)';TIMEX 
GOTO 20000 IF TIMEX<-O 
TMOa-TTOT+TIMEX 
INPUT 'Printout interval<1 sec>' ;TIMINT \ TIMINT-1 IF TIMINT-O 
TPRINT-TTOT+TIMINT 
300 GOTO 50 
SOLID: 
! MAJOR SUB-ROUTINES ______________________________________________ __ 
FOR n-1 TO NZ\ 
ZT(I\,O)-Z(I\,O)+2*MODB(I\)*NOIM%*(Z(I\,1)-Z(I\,O» 
ZT(I\,J\)-Z(I\,J\)+MODB(I\)*(Z(I\,J\-1)*(1-Y(J\»-2*Z(I\,J\)+Z(I\,J'+l)*(l+Y(J\») FOR J\-1 TO N\-1 
ZT(I\,N\).Z(I\,N\)+2*MODB(I\)*(Z(I\,N\-1)-Z(I\,N\» 
NEXT n 
RETURN 
SOLIOLIQUIO: 
1100 
FOR n-l TO Nn 
ZT(I\,O)_Z(I\,O)+2*MODB(I\)*NOIM\*(Z(I\,1)-Z(I\,O» 
ZT(I\,J\)-Z(I',J')+MODB(I\)*(Z(I\,J\-1)*(1-Y(J'»-2*Z(I',J\)+Z(I\,J\+1)*(1+Y(J\») P'OR J\-1 TO RL\-l 
NEXT n 
! Netwon-Raphson for F5 
FSOLD-«Xlr(XL/TS)*OTS)/L)"NDIM\ IF KOUNT\<2 
FSG-2*FS-FSOLO 
FOR NEWT'-1 TO 10 
ZLrS-(ALPHAl*(FSG-A)-ALPHAl)/(l-FSG) 
F_-QTH*OTS+HTH*(P'SG-FS)+MCL*(CO/(1-(1-KCL)*FSG)-COL)+ZLrS 
THINGUMMY--QTH*OTS+HTH*(P'sG-rS) 
Fo-HTH+MCL*CO*(1-KCL)/(1-(1-KCL)*FSG) "2+(ALPHAl*(1-A)-ALPHAl)/(1-rSG) " 2 
FSNEW-P'SG-F/FD 
OELr-FSNEW-FSG 
FSG-FSNEW 
NEWT\-lO Ir ABS(OELr) <l.E-15 
NEXT NEWT\ 
PRINT 'Poor convergence in S/L';OELr IF ABS(DELr»1.E-13 
CLaCO/(l-(l-KCL)*rSNEW) 
GOSUB SOLLIQ 
RETURN xi 
SOIJl'lSOLID 
Solid compositions and interfacial advance in 
solid/solid system (PHASE%-6) 
Newton-Raphson scheme for nodal position P parameter 
with implicit-style simultaneous solution for new 
interfacial compositions 
Poor convergence flags, largely obsolete after 
extensive debugging 
GOSUB SOLSOL shared with PERITECTIC routine 
PERITECTIC 
Composition update in ferrite and austenite and 
simultaneous advance of ~/y and y/L interfaces 
Build up of variables for Newton-Raphson scheme for 
~/y nodal position parameter P, central to 
solution for both interfaces with implicit-style 
simultaneous solution for new solid interfacial 
compositions (see pages 164-7) 
.. 
XII 
SOLIDSOLIO: 
P'OR 1\001 TO NZ\ 
IF R\>O THEN ZT(I\.0).Z(I\.0)+Z*MODA(I\)*NDIM\*(Z(I\.1)-Z(I\.0» 
ZT(I\.3\).Z(I\.3\)+MODA(I\)*(Z(I\.3\-1)*(1-Y(3\»-Z*Z(I\.3\)+Z(I\.3\+1)*(1+Y(J\») P'OR J\a1 TO R1\ 
END IF 
ZT(I\.J\).Z(I\.J\)+MODB(I\)*(Z(I\.J\-1)*(1-Y(J\»-Z*Z(I\.J\)+Z(I\,J\+1)*(1+Y(J\») P'OR J\aR4\ TO N%-1 
ZT(I\.N%).Z(I\.N%)+Z*MOOB(I\)*(Z(I\.N%-l)-Z(I\.N%» 
NEXT n 
! SIMULTANEOUS SOLUTION SOIEME P'OR INTERTACE 
HP\OO1 IP' RL\-R\>4 
Oo-AD*DTS*NDIM'/(X*XN) 
PG-P+Z*OIAP-OLDCHAP \ PG1 .. PG 
pou.p 
NEWTSS\a5 IF NEWTSS\-O 
Z050 P'OR NEWT'-1 TO NEWl'SS\+(Al\+A2\) *5 
2051 FSrm:w-( (X+(PG-POLD)*XN)/L) "NOIM' 
FSI)[)oo(XN*NOIM\/(L "NOIM\) ) * (x+( PG-POLD) *XN)" (NOIM\-1) 
KFo-KC3+(1-KC3)*FSDNEW 
F-QTH*DTS +HDTH* (FS~FSO) +Me3 * (eO/KFt>-CI ) 
Fo-FSOO*(HDTH+cO*HC3*(KC3-1)/(KFO*KFD» 
P'OR I\a1 TO NZ\ 
F-P'+M3(I\) * ( P'NG(PG)jP'NH(PG)-ZI(I\) ) 
P'O-P'0+M3 (n) *( FNH(PG) *P'NGO(PG)-P'NG(PG) *FNHO(PG) )/(FNH(PG»"2 
NEXT n 
PT-PG-F/P'O ! Newton-Raphson approxiaation for next guess 
OELP-Pl'-PG 
NEWT\aNEWl'SS\+(Al\+A2\) *5 IP' ASS (DELP) < 1. E-1S 
PG-Pl' 
NEXT NEWT\ 
\ OIAPsPG-P 
IF ASS (OELP) > 1. E-6 lIND SSC\-O THEN PRlm'\PRINT 
PRINT 'Poor SOLIDSOLIO Convergence. ';NEWTSS\;' iterations' 
PRINT "POLD,P,PG,OELP.Al\.A2\.P',P'D,TESTFO";POLD,P.PG.OELP,Al\,A2\,F,FD,TESTFO 
NEWTSS\-NEWTSS\+S IF NEWTSS\<100 
GOSUB PRINTOUT 
IF NEWTSS\-100 THEN INPUT "Continue CONVERGENCE flags (0 for Yes, 1 for No)"; SSe\ 
2100 GOSUB SOLSOL 
PERITECTIC: 
P'OR I\-1 TO NZ\ 
IF R\>O THEN ZT(I\,0)-Z(I\.0)+2*MODA(I\)*NOIM'*(Z(I\,1)-Z(I\.0) 
ZT(I\,J\)-Z(I\.3\)+MODA(I\)*(Z(I\.J\-1)*(1-Y(J\»)-2*Z(I\.J\)+Z(I\,J\+1)*(1+Y(J\)) FOR J\-1 TO R1\ 
END IF 
ZT(I\,J\)-Z(I\.J\)+MOOB(I\)*(Z(I\.J\-1)*(1-Y(J\)-2*Z(I\.J\)+Z(I\,J'+1)*(1+Y(J\») P'OR J\-R4\ TO RL\-1\ 
NEXT n 
I General variables 
ALPHA4-KC1*HC3/(HC2-KC1*HC3) 
Oo-AD*DTS*NOIM\/(X*XN) 
ALPHAl-ALPHA1*ALPHA4 
BQI.IAI)-ALPHAl...qn!2-HTH 
CQIJAI)oQ'l'H2-ALPHAl* A-ALPHA2 
! Newton-Raphson tor P 
HP\-1 IP' RL\-R\>4 
\ ALPHA2-ALPHA2 *ALPHA4 
! IP' PG-O THEN PGooP ELSE PG=2*PG-POLIr-Al\+A2\ \ END IF 
PG-P+Z*CHAP-QLDCHAP \ PGl=PG 
pou.P 
CO~ 
NEWTPERI\,.,lO IF NEWTPERI,,"O 
FOR NEWT\-l TO NEWTPERI' 
ZIP-O \ ZIPD=O 
FS~( (X+(PG-POLD)*XN),Iun:w) "NOIM' 
FSI)[)oo(XN*NOIM'/(LNEW"NOIM\»*(X+(PG-POLD)*XN)"(NDIM'-l) 
P'OR 1\-1 TO NZ\ 
ZIP-ZIP+M3(I\)*(P'NG(PG)/P'NH(PG)-ZI(I'» 
ZIPo-ZIPD+H3(I\)*(FNH(PG)*P'NGD(PG)-FNHD(PG)*P'NG(PG»/(FNH(PG)"2) 
NEXT n 
BQUADI_BQUAD+HDTH*P'SDNEW+(1+ALPHA4)*ZIP 
OQUADl-cQUAD-HDTH*FS~(1+ALPHA4)*ZIP 
BQUADD-(1+ALPHA4)*ZIPD+HDTH*FSOO 
,., 
XIII 
Continuation of central peritectic solution scheme 
LINE 2550 
SOLLIQ 
Call to 'slave' subroutines shared with other major 
routines 
The first of these slave subroutines, shared by 
SOLIDLIQUID and PERITECTIC 
various updates, including new residual liquid 
compositions, and testing for attainment of solidus 
Error flags for decreasing residual liquid 
compositions (very common towards solidus when the 
system is dominated by one or two strong 
segregants) 
Automatic attempt at remedial action, curtailing arm 
coarsening which increases prospects for this 
reduction 
LINE 3105 
Determining apparent cooling rate, for information 
under heat extraction control, or to test 
consistency under cooling rate control 
Updating nodal compositions within the span of the 
Lagrangian system around the interface 
LINE 3500 
Handling procedure for fraction solid exceeding 
uni ty (solidus) 
Time step adjusted for current growth rate to make 
system equal unit fraction solid rather than exceed 
it 
Final compositions appropriately modified 
. 
XIV 
2500 
IF HTH-o THEN Fs~1/BQUAD1 
FSNEMD-(8QUADDIBQUAD1) * (1+FSNEW) 
GO'l'O 2500 
END IF 
FSNEN-(-BQUAD1+SQR(BQUAD1*BQUADl-4*HTH*CQUAD1))/(2*HTH) 
FSNEWD-(8QUADD/(2*HTH))*(-1+(DQUAD1+2*HTH)/SQR(BQUAD1*BQUAD1-4*HTH*CQUAD1)) 
CL-C0/(1-(1-KC2) *FSNEW-(KC2-KC1) *FSDNEW) 
CLD-«1-KC2)*FSNEWD+(KC2-KC1)*FSDD)*CO/«1-(1-KC2)*FSNEW-(KC2-KC1)*FSDNEW)-2) 
F--QTH2+HTH * FSNEW+HDrH *FSDNEW*ZI P+KC1 *MC3 * (CL-COL) 
THINGtmMY--QTH2+HTH*FSNEW+HDTH*FSDNEW 
Fo-HTH*FSNEWD+HDrH*FSDD+ZIPD+KC1*MC3*CLD 
PTwPG-F /P'D \ DELP-PT-PG 
NEWT'-NEWTPERI' IF ABS(DELP)<1.E-1S 
PG-PT 
NEXT NEWT' 
\ CHJ.PooPG-P 
IF ABS(DELP»1.E-6 THEN PRINT 'Poor PERITECTIC converqence, ';NEWTP~';' iteratione 
NEWl'PERI'-NEW'l'PERn+5 IF NEWTPERn<100 
GOSUB PRINTOUT 
2550 GOSUB SOLSOL 
GOSUB SOLLIQ 
RETURN 
soLLIQ: 
3104 
3105 
3110 
3500 
! INTERFACE SLAVE SUB-ROUTINES ______________________________________________________ _ 
XLOLo-XL \ XL-LNEW*FSNEW- ( 1jNDIM\ ) \ VLa ( XL-XOL) /DTS 
GO'l'O 3500 IF FS~-1 
FOR I\-1 TO NZ' 
ZOL(n)-ZL(n) 
ZLT(I')_ZOL(I')+(ZOL(I')*(1-KL(I'))*(FSNEW-A)-BB*DL(I')*GRAD(I')-CC*(ZOL(I')-ZO(I')))/(1-FSNEW) 
IF KOUNT'<3 THEN GO'l'O 3104 " END IF 
IF ZLT(I')<ZOL(I') AND GZO(I')-O THEN GZO(I')-l 
PRINT W,-QlCPL+HL*(FS-FSOLD)/(CPL*DTS),MCL*(CL-COL)+ZLP'S 
PRINT\PRINT '***Peak ';NAKE$(I');'-';ZOL(I');'~';FSNEW;', LOOP ';KOUNT','VL';VL,'L.dot';coRS 
GO'l'O 3105 IF LLRN-1 
LLRN-1 \ ADEN-O " CORS-O " NDEN'-O " CC-O 
PRINT\PRINT '''THROWING A WOBBLER! Re_dial action: AR*<OARSENING CURTAILED' 
GOSUB PRINTOUT 
I \-0 
END IF 
NEXT n 
w--MCL* ( CL-COL) 
FOR n-1 TO NZ' 
ZL(n)-ZLT(n) 
~KL(I')*(ZL(I')-ZOL(I')) 
NEXT n 
WooW/DTS 
PL-PL+VL*O'1'S/XN 
AL\-INT( PL-1) 
FOR n-1 TO NZ' 
FOR ,,'-0 TO AL' 
IF ONSET8'-0 THEN ZT(I',RL'+"')-ZT(I',RL'-2)*(1+"')*(1+"'-PL)/(1+PL) + 
ZT(I',RL'-1)*(2+"')*(PL-"'-1)/pL+KL(I')*ZL(I')*(2+J')*(1+'")/(PL*(1+PL)) 
ELSE IF XLOLD<XN* (RL'+"') THEN 
ZT(I',RL'+"')=KL(I')*ZOL(I')*( (1-(XN*(RL'+J')/LNEW)-NDIM')/(1-A))-(KL(I')-1) 
NEXT J' 
NEXT n 
GOTO 3999 
! Attainment of solidus 
PRINT\PRINT 'APPROACHING 50LIDUS' 
O'1'SV- (un:w-XLOLD) /VL 
PRINT 'PL-';PL;' --> '; 
\ GOSUB PRINTOUT 
Pt;.Uft:W/XN-RL'+1 \ PRINT PL 
PRINT 'Predicted 0'1'5=';0'1'5;' --) ';O'1'5V 
Ct;.CL+(CL-COL)*O'1'SV/DT5 
CI_KC1*CL 
FOR I\-1 TO NZ' 
ZL(I')_ZL(I')+(ZL(I')-ZOL(I'))*O'1'SV/DTS 
ZT(I'.Nl)-KL(I')*ZL(I') IF FP+1--1 
NEXT n 
FSNEN-l \ LLRN-1 
XL-Uft:W " FSOLD-FS 
\ CSOLooO 
" BSOL-O \ W-O \ NDEN\-O 
399 9 RETUJUf 
xv 
" 
" 
" 
SOLSOL 
Slave subroutine shared by SOLIDSOLID and PERlTECTIC 
Updating various variables including interfacial 
compositions 
LINB 4210-4650 
Interpolation from new values for near-interface and 
missed nodes within the span of the Lagrangian 
scheme. This has to cope wi th interfacial movement 
in either direction, hence the relative complexity 
of the logic 
LINE 4100 
Reassignment of subscript identities for when too 
few nodes of ferrite exist for the standard FD 
formulation, i.e. R%-X lying beyond the 
representative cell 
'l'I!JU'ERA'l'U 
Subroutine sunm::med from various parts of main code, 
determdning the (local) equilibrium temperature for 
the interfacial compositions, and the peritectic 
equivalent 
xv; 
soLSOL: 
1'-PG 
v-( P-POLO) *XN/DTS 
X-X+V*O'X'S 
!Satting tha accaptabla valuas 
! calculation of naw compositions 
IF LIQUIM-O THEN CI~O/KP'O 
Wl'EST-MC3 * ( ClNEW-CI ) 
CIsClNEW 
END IF 
IF LIQUI~-l THEN WTEST--KC1*MC3*(CL-COL) 
FOR n-l TO mill 
ZI(IIII)-FNG(PG)/P'NH(PG) 
WTEsr-wTEST-M3(IIII)*(ZI(I')-ZIOLO(I')) 
ZIOLO(I')-ZI(I') 
NEXT n 
WTEST-Wl'ESTjD'l'S 
\ END IF 
! Intarpolation from naw valuas for naar-intarfaca and missad nodas 
Ai '-0 \ A2 \-0 
IF V<O THEN GOTO 4300 
4210 Al\-INT(P-1) 
IF ONSET4'-O THEN ONSET4\-1 \ ONSET5,-0 
PRINT\PRINT 'OELTA ancroaching into GAMMA ','LOOP':KOUNTIII,FSNEW 
4250 GOSUB 4600 
GOSUB 4500 \ GOTO 4400 
4300 IF ONSETS'-O THEN ONSETS'-1 \ ONSET4'-0 
PRIN'l'\PRINT 'GAMMA ancroaching into OELTA','LOOP':KOUNT',FSNEW 
4350 A2'-INT(2-P) \ GOSUB 4500 \ GOSUB 4600 
4400 M-RIII+Al'-A2' 
P-P-Al hA2 , 
\ GOSUB 4700 
Z(I',J')-ZT(I',J') FOR J'-O TO N' 
IF R'<O THEN R'-O 
f'OR n-1 TO NZlII 
4499 RE'l'tJRN 
4500 ! Intarpolations for laft-hand phasa 
FOR n-1 TO NZ' 
\ 1'-1 
ZT(I',R'+J'I=ZT(I',R2')*(1+J"*(1+J'-P)/(1+P) + , 
ZT(I',Rl')*(2+J')*(P-J'-1)/p + ZI(I')*(2+J')*(1+J')/(P*(1+P)) FOR J'-O TO Al' 
NEXT n 
RETURN 
4600 ! Intarpolations for right-hand phasa 
GOTO 4650 IF RL'-R'<4 
FOR I\-1 TO NZ' 
ZT(I',R'+1-J')-ZT(I',R3"*(1+J"*(P+J'-2)/(4-P) + , 
ZT(IIII,R4')*(2+J')*(2-J'-P)/(3-P) + K3(I')*ZI(I')*(2+J')*(1+J')/«3-P'*(4-P)) FOR J'-O TO A2' 
NEXT n 
GOTO 4699 
4650 GOTO 4699 IF A2111-0 
! Coping with an otharwisa un-raassignad noda passad by tha intarfaca 
IF POLD-P OR ZIOLO(1).0 THEN ZT(I',R'I-K3(I"*ZI(I') FOR 1'-1 TO NZIII , 
ELSE ZT(IIII,R')-K3(I')*«(1-P)*ZIOLO(I')-(1-POLO)*ZI(I'))/(POLD-P), , 
FOR n-1 TO m' 
4699 RETURN 
4700 ! Subscript assignaant 
R1'-R'-1 
R1'-R' If' R1s<1 
Rl'Is-R' IF R'<2 
R3'-R' If' R'>N1s-2 
R4'-R' If' R1s=N\-1 
RE'l'tJRN 
! BREAD 'n BU'l"l'ER SUB-ROUTINES 
TEMPERATURE : 
TtP'l'lL+MCL * CL 
TOG-T3+MC3*CI If' f'S-1 
FOR n-1 TO m' 
TL=TL+ML(I')*ZL(I" 
TOG-'l'OG+M3 ( n I * ZI ( n I 
CEPsCEP+CEP(I')*ZL(I" 
NEXT n 
TOLD-'I'W 
TWoo'l'W-W*D'l'S 
TK-'1'W+-273 
RETURN 
\ TOGmT3+KC1*MCl*CL 
!AOOEO 15/5/91 
XVII 
\ CEP-CEPC*CL 
DIFP'USERS 
FAIL 
Diffusivity calculation, currently by factors on 
iron's self diffusivity 
warning flag for very low diffusivity/scheil trap 
Austenite and ferrite set as A and B, the latter set 
to zero by HP% during Scheil-style austenite 
start-up 
Modulus terms calculated, MODB reset to that for 
whichever phase is adjacent to the liquid 
Flag for erroneous PHASE% control variable value 
FD array re-meshing (see pages 172-4) 
Alternative codes for bulk nodes (straight Crank & 
Gupta) and those up to liquid interface and either 
side of Sly interface, adjusted according to 
partial node parameters 
... 
XVIII 
D11'1"USERS : 
FAlL: 
REGRID: 
8100 
8500 
8510 
DSELF1_00l*EXP(-DQ1/(8.314*1723» 
DSELF2-002*EXP(-DQ2/(8.314*1723» 
MAYDAY-(DSELF1*XD1(D\)*4*ND~) 
IF MAYDAY--O THEN PRINT '~I Diffuaivity gone to zero';DSELFl 
MAYDAY-XN2 
END IF 
OTS-XN2/MAYDAY 
DTS-DTS/SLOW IF FS> .995 AND LIQUID\-l 
IF X<XN AND X>O AND FS<.995 THEN DTS=DTS/SLOW 
END IF 
DTS-1 IF DTS>l \ XNT-XN2/DTS 
FOR 1\-1 TO NZ\ 
DA(I')-DSELF1*XD1(I') \ DB(I')=HP\*DSELF2*XD2(I') 
IF PHASE\<4 THEN DL(I')-DA(I\) ELSE DL(I\)KDB(I\) 
END IF 
HODA(1\)-DA(I')/XNT 
NEXT n 
RETURN 
PRINT 'ERROR, PHASE\-' ;PHASE\ 
GOSUB PRINTOUT 
RETURlf 
GOSUB 9350 
INPUT 'How many new nodes across the c911';NRX' 
'\ GOSUB PRINTOUT 
NRX\-RL\ IF NRX\-O \ XNRX-L/ (1. *NRX\) \ RX-XNRX/XN '\ KRX%-INT (XL/XNRX) 
! Extre_ nodes 
FOR n-1 TO NZ' 
ZT(n,O)-Z(I',O) 
IF FS<l THEN ZLI(I')-KL(I')*ZL(I') ELSE ZLI(I').Z(I',N\) 
END IF 
NEXT n 
FOR K\-l TO KRX\ 
~l.*RX*K' 
PRX-RXK-J\ 
IF PRX-O THEN 
GOTO 8510 
END IF 
\ J%-INT(RXK) 
\ PRXL-RXK-RL\+l 
ZT(I',K')-Z(I\,J') FOR 1'-1 TO NZ' 
I Near-core nodes 
\ PRXS-RlCK-Rl\ 
IF J'<l THEN ZT(I',K\)-Z(I\,O)+(Z(I\,l)-Z(I\,O»*PRX*PRX FOR 1\-1 TO NZ\ 
GOTO 8510 
END IF 
FOR 1\-1 TO NZ' 
! Near-end nodes 
IF J\>RL'-2 THEN BRX-(Z(I',RL')-2*Z(I',RL\-1)+Z(I',RL\-2»/2 
ARX-ZII',RL')*(1+2*PL)/(3*PL)-Z(I',RL'-1)*(2+PL)/(3*(1+PL))-Z(I\,RL\-2)/3-ZLI(I\)/(3*PL*(1+PL» 
CRX-(2*ZLI(I')-Z(I\,RL')*(1+PL)*(2+PL)+Z(I\,RL\-1)*2*PL*(2+PL)-Z(I\,RL\-2)*PL*(1+PL»/(6*PL*(1+PL» 
ZT(1',K')-Z(I',RL'-1')+ARX*PRXL+BRX*PRXL*PRXL+CRX*PRXL"3 
GOTO 8500 
I Bulk nodes 
ARX_Z(I\,J'+1)-Z(I'.J')/2-Z(I\.J\-1)/3-Z(I\,J\+2)/6 
BRX_(Z(I\,J\+1)-2*Z(I\,J\)+Z(I\,J\-1»/2 
CRK_(Z(I',J'+2)-3*Z(I'.J\+1)+3*Z(I\,J')-Z(I',J'-1»/6 
ZT(I',K\)-Z(I',J\)+ARX*PRX+BRX*PRX*PRX+CRX*PRX"3 
GOTO 8500 IF PHASE'<6 
! Near delta/gamma interface nodes 
IF K'<X/XNRX AND K\>l.*(Rl')/RX THEN BRX=(Z(I\.R\)-2*Z(I\.Rl\)+Z(I\.R2\»/2 
ARX_Z(I'.R')*(1+2*P)/(3*P)-Z(I',Rl\)*(2+P)/(3*(1+P»-Z(I\.R2\)/3-ZI(I')/(3*P*(1+P» 
CRK_(2*ZI(I')-Z(I\.R')*(1+P)*(2+P)+Z(I\,R1\)*2*P*(2+P)-Z(I\,R2\)*P*(1+P»/(6*P*(1+P» 
ZT(I'.K\)-Z(I',Rl')+ARX*PRXS+BRX*PRXS*PRXS+CRX*PRXS"3 
END IF 
IF K'>X/XNRX AND K'<1.*R4'/RX THEN BRX-(Z(I\.R\+1)-2*Z(I\,R4\)+Z(I\.R3'»/2 
P3-3-P \ PRX3-3-PRXS 
ARX_Z(I\.R\+1)*ll+2*P3)/(3*P3)-Z(I',R4')*(2+P3)/(3*(1+P3) )-Z(I\,R3\)/3-K3(I\)*ZI(I\)/(3*P3*(1+P3» 
CRX_(2*K3(I')*ZI(I')-Z(I\,R\+1)*(1+P3)*(2+P3)+Z(I\,R4\'*2*P3*(2+P3)-Z(I\,R3\'*P3*(1+P3),/(6*P3*(1+P3» 
ZT(1\,K\)-Z(I\.R4\)+ARX*PRX3+BRX*PRX3*PRX3+CRX*PRX3·3 
END IF 
NEXT n 
NEXT \(\ 
Z(I\,K')-ZT(I\,K\) FOR K\-O 
IF ONSET6'-1 AND ONSET6A\-0 
P~l+XL/XNRX-KRX\ 
XN2-XNRX *XNRX 
N\-NRX\ 
TO KRX\ FOR n-1 TO NZ\ 
THEN Z(I\.NRX\'-ZLI(1\, 
\ FPaO 
\ XN-XNRX 
R\-INT(X!XN' \ Pal+X/XN-R' 
PRINT '--->N'.R'.P.RL\.PL';N\,R\,P,RL\,PL 
GOSUB DIFFUSERS 
RETURN 
XIX' 
FOR 1\-1 TO NZ\ \ ONSET6A\-1 
\ PG-O 
\ PRINT 
\ END IF 
Summoned as an option within PRINTOUT, to alter the 
cooling rate or heat extraction rate control 
~ 
Various parameters listed by default, others 
optional from interactive prompts 
Opportunity presented for regridding or changing 
thermal control 
LINE 9700 
Check for solute conservation 
xx 
HEAT: Alter heat extraction or cooling rate 
PRINT\INPUT 'cooling rate (WI or heat extraction (QI control';Q$ 
IF LEFT(Q$,11-'W' THEN INPUT 'What cooling rate';W 
QTH-w \ HTH-O 
GO'l'O 8700 
8600 INPUT 'What heat extraction rate';Q 
IF KOUNl'\-O THEN QTH-Q/CPL 
HTH-HL,ICPL 
END IF 
8700 RETURN 
PRINT0111' : 
9010 
9011 
9012 
9013 
9014 
9020 
9100 
9200 
9300 
9350 
9600 
PRINT\PRIm' 
Q'l'ES'1'-( HL* (FS-FSOLDI +HD* (FS~FSDOLD)+CP* ('1W-TOLD) )jD'1'S IF KOUN'n>O 
PRINT 'TIME';'r'1'OT, 'Peri' :CEP, 'Syst •• ' : PHASE': ' : ' ;R\: , .. , ;RL\:' -, :tA:', , :VL; , -, :CORS;' -, ;V, 'Loop' ;KOUNT' 
PRINT 'TEMPS,' ;TW;' * -liq' ;TL;' * -dig' ; TOO , 'SIZE' ;L*1E6, 'Fs' ;FS, 'w' ;W, 'Q' ;Q'l'EST 
PRINT\PRIm' , \ PRIm' INT$, \ PRINT N1IME$ (I''', .. OR 1\-1 TO NZ' 
PRINT\PRIm' 'Cora:', 
c:.\RIION OPTIONS (IF X>O THEN PRIm' KC1 *CL , ELSE PRINT KC2*CL, I 
ON PHASE' GO'l'O 9011,9011,9012,9011,9013,9014,9012,9010 
PRINT "ERROR: PHASE\-" ;PHASE\ \ GOTO 9020 
PRINT CO, \ GO'l'O 9020 
PRINT KC1*CL, \ GOTO 9020 
PRINT KC2*CL, \ GOTO 9020 
PRIm' CI, 
OTHER ELEMEN'l'S, CORE 
PRINT Z(I\,O), YOR 1\-1 TO NZ\ 
IF PHASE'> 5 THEN PRINT\PRIm' 'Int.:', 
IF PHASE\--6 THEN PRIm' CI, ELSE PRINT KC1*CL, 
P'OR 1\-1 TO NZ\ 
PRIm' ZI (I\) , 
NEXT 1" 
END IF 
IF LIQUID\-1 THEN PRINT\PRINT 'Liquid:', 
PRIm'CL, 
PRIN'l' ZL(I\), YOR 1\-1 TO NZ\ 
PRIN'l' 
GOTO 9300 
PRIN'1'\PRIm' 'End:', 
IF PHASE\--6 THEN PRIm' KC3 'CI, ELSE PRIN'l' CO, 
GO'l'O 9200 IF FP>O 
PRIm' Z(I\,N'), .. OR 1\-1 TO NZ\ 
PRIm' 
GOTO 9300 
PRIN'l' ZLI(1"I, P'OR 1\-1 TO NZ\ 
PRIm' 
GO'l'O 9999 IF KOUNT\-O 
\ END IF 
\ END IF 
INPUT'Solute profile.(YI, re-grid (R), change QIW (C), or <proceed>';SPRO$ 
GO'l'O 9350 IF LEFT(SPRO$,l)-'Y' 
GOSUB HEAT IF LEFT(SPRO$,l)-'C' 
IF LEFT(SPRO$,ll-'R' THEN GOSUB REGRID ELSE GOTO 9999 
PRIm' '(Dalta trom 0 to ';X/XN; 
PRIm' ',liquid trom ';RL\-I+PL;' to ';N\+FP; IF LIQUID\-l 
PRIm' ')' 
IF RL\<N' THEN Z(I\,J\)-ZL(I\) FOR J\=RL\+l TO N\ P'OR 1\=1 TO NZ\ 
FOR J\-O TO N\ 
PRIm' J\" 
PRIm' Z(I\,J\), FOR 1\=1 TO NZ\ 
PRIm' 
NEXT J\ 
IF FP>O THEN PRINT N\+FP" 
PRIm' ZL(I\), FOR I\zl TO NZ\ 
PRINT 'FP-'; FP 
PRIm' 
9700 ! SOUJTE BALl\NCE CHECK 
P'OR 1"-1 TO NU 
9710 
9750 
9999 
SUM(I').Z(I',0)/(2-NDIM" +(.5*NDIM\)*(N'-(NDIM\-l))'(Z(I\,N')+"P*ZL(I\)) 
SUM(I\).SUM(I\I+l.*NDIM'*(J\-INDIM\-ll)*Z(I\,J\) P'OR J\-l TO N\-l 
SUM(I\I-SUM(I\)/ll.'(N\+FPI)-NDIM\ 
NEXT 1\ 
PRINT 'Mean solute in ';NDIM\;'-D voluma:-' 
FSo-FS IF ONSET\-O 
IF PHASE\--6 THEN PRIm' CI*(FSD+KC3*(1-FSD)), 
IF LIQUID'-l THEN PRINT CL*(I-(I-KC2)*FS-(KC2-KC1)*FSDI, 
PRINT SUM ( I\), P'OR n-1 TO NZ\ 
PRINT\PRIN'l' 
RETURN 
XXI 
\ PRIN'l' , 
\ GOTO 9750 
ELSE PRIm' "';CO, 
LINE 10000-10043 
Setting up defined functions for Newton-Raphson 
solution for ~/y nodal position parameter, P 
LINE 20000-30000 
End flag 
Opportunity for a final printout 
Solute conservation requoted as percentages 
Other versions exist, e.g. with alternative ann 
coarsening laws embedded such as Beaverstock's multicomponent 
extension of Kirkwood's equation (149). Beaverstock has also 
produced a FORTRAN translation of this code • 
.. 
XJ(II 
10000 I DE .. INED P'UNC'l'IORS 
I G. H • and the i r de'::r'i::' v.::-'t::":i'-v::."':s-. -:G~D;:-.-;H;;D:-.-:-.=r.::-;t;-:o-:r~N.~wt~o-:n-:--::Ra-:"""':"'"phs~o::n:-"llt;:o::r-::--p 
10001 DE .. rNG(X) 
10002 FNG-DD*( ~(I\)*(ZT(I'.R2\)*X/(l+X) -ZT(I'.R1')*(l+X)/X) -
DB(I')*(-ZT(I\.R3')*(3-X)/(4-X) + ZT(I\.R4\)*(4-X)/(3-X» 
10003 P'NEND 
10011 DE .. P'NH(X) 
10012 P'NH-(K3(I\)-1) * ("SDNEW-AD) -DD*(~(I\)*(1+2*X)/(X*(1+X» + 
K3(I')*DB(I\)*(1-2*X)/«3-X)*(4-X» 
1 00 13 P'NEND 
10021 DE .. rNGD(X) 
10022 rNGD-DD*( ~(I\)*(ZT(I\.R2\)/«l+X)*(l+X» + ZT(I\.R1\1/(X*X» -
DB(I\)*(ZT(I\.R3\)/«4-X)*(4-X) + ZT(I\.R4\)/«3-X)*(3-X))) 
10023 P'NEND 
10031 DE .. P'NHD(X) 
10032 P'NHo-(K3(I\)-l)*"SDD +DD*(~(I')*(1+2*X+2*X*X)/(X*(1+X))"2 -
K3(I\I*DB(I\)*(25-14*X+2*X*X)/«3-X)*(4-X))"2) 
10033 P'NEND 
DE .. P'ND(X) 
" 
" 
" 
" 
10041 
10042 
10043 
P'No-DL(I\)*( Z(I\.3)*X/(1+X)-Z(I\.2)*(1+X)/X + K3(I\)*ZI(I\)*(1+2*XI/(X*(1+XI) )/XN 
P'NEND 
20000 I WRAPPING THINGS UP __________________ _ 
I 
PRINT\PRINT • END or COf'IPUTATION' 
GOSUB PRINTOUT 
GOSUB 9100 
PRINT .' '-CONS .•• 
FOR I\-l TO NZ\ 
IF ZO(I\»O THEN PRINT 100*SUM(I\)/Z0(I\). ELSE PRINT' - • 
20010 NEXT n 
PRINT\PRINT\PRlNT 
30000 END 
." 
XX"I 

One thing I have learned in a long life: that all 
our science, measured against reality, is prim'tive 
and childlike and yet it is the most precious 
thing we have •... Albert Einstein 
And you can do a whole PhD on that? 
.... Christine Jamieson, neighbour 
-
