Motor vehicle crashes remain a leading cause of life and property loss to society. Autonomous vehicles can mitigate the losses by making appropriate emergency decision, and the crash injury severity prediction model is the basis for autonomous vehicles to make decisions in emergency situations. In this paper, based on the support vector machine (SVM) model and NASS/GES crash data, three SVM crash injury severity prediction models (B-SVM, T-SVM, and BT-SVM) corresponding to braking, turning, and braking + turning respectively are established. The vehicle relative speed (REL_SPEED) and the gross vehicle weight rating (GVWR) are introduced into the impact indicators of the prediction models. Secondly, the ordered logit (OL) and back propagation neural network (BPNN) models are established to validate the accuracy of the SVM models. The results show that the SVM models have the best performance than the other two. Next, the impact of REL_SPEED and GVWR on injury severity is analyzed quantitatively by the sensitivity analysis, the results demonstrate that the increase of REL_SPEED and GVWR will make vehicle crash more serious. Finally, the same crash samples under normal road and environmental conditions are input into B-SVM, T-SVM, and BT-SVM respectively, the output results are compared and analyzed. The results show that with other conditions being the same, as the REL_SPEED increased from the low (0-20 mph) to middle (20-45 mph) and then to the high range (45-75 mph), the best emergency decision with the minimum crash injury severity will gradually transition from braking to turning and then to braking + turning.
Introduction
Traffic crashes have caused significant loss to society such as life and property loss, traffic congestion, etc. Rear-end crashes are considered to be the most frequently occurring type of traffic crashes in many countries [1] . In the United States, the 2015 crash records showed that rear-end crashes caused by the emergency braking of the frontal vehicles accounted for 27.7% of the total crashes, causing about 13% of serious injuries and fatalities [2] . One potentially important factor in aggravating crash severity is the inappropriate decisions made by drivers due to the inadequate surveillance and risk perception, lack of responsiveness, and misjudgment [3] .
Research Status of Autonomous Vehicles
In recent years, in order to reduce crash casualties and alleviate traffic congestion, autonomous vehicles have attracted worldwide attention. The autonomous vehicle is an advanced stage of intelligent vehicle development. It can comprehensively utilize its ability of perception, decision-making, and manipulation to replace human drivers and independently execute vehicle driving tasks in specific environments. Because road environments and weather conditions are complicated and changeable, the crucial task of realizing autonomous driving is to empower vehicles with a high degree of artificial intelligence, then the autonomous vehicles can make real-time judgment on the driving status and environment changes in all regions and weather conditions so as to ensure vehicle safe driving [4] .
At present, the research on autonomous vehicles is mostly focused on safety control [5] , and the crash injury severity prediction for decision-making under emergency situation are seldom studied. In this paper, the emergency situation refers to the situation where the crash is unavoidable. Under this situation, the experienced drivers usually need to first observe and judge the current scene, then rely on their own driving experience to weigh the risk of the crash target, and make an emergency decision with the minimum crash injury severity, such as braking, turning, or braking + turning. Due to the fact that drivers' driving experience is characterized by the driving data of regular vehicles, in order to adapt to complex traffic environment and reduce crash casualties, autonomous vehicles must be trained by these data based on machine learning to establish the crash injury severity prediction model corresponding to each emergency decision. In this way, autonomous vehicles can weigh the hazards of various emergency decisions in advance, like drivers, in order to make emergency decisions with the minimum injury severity [6] .
Research Status of Crash Injury Severity Prediction Model

Statistical Models
At present, most studies used driving characteristics (age, gender), accident characteristics (time, date, weather, light conditions), vehicle characteristics (vehicle type, limit speed), road characteristics (curvature, slope, road adhesion coefficient, number of lanes), traffic control equipment, etc. as the impact indicators of crash injury severity, and based on the statistical models to model crash injury severity prediction [7] [8] [9] [10] [11] [12] . Traditionally, the most used basic statistical models are binary logit/probit models [9, 10] and multinomial logit/probit model [11, 12] . In order to improve the predictive performance of these models, some studies considered the ordinal nature of injury severity variables and used the ordered logit/probit models instead of traditional models [13] [14] [15] . There are also some studies that take the heterogeneity and intrinsic relevance of the crash data into account, and develop more advanced statistical models. For example, Lee et al. [16] considered the heterogeneity of explanatory variables, and developed the heteroscedastic ordered logit (HOL) model for severity analysis of singleand multi-vehicle crash. Shaheed et al. [17] considered the intrinsic relevance in injury severity, and developed fully Bayesian hierarchical multinomial logit (BHML) model to correctly analyze the factors affecting occupant injury severity in winter seasons. Most of the above models assumed that the crash data had a certain distribution, and used the linear function to fit the relationship between dependent and explanatory variables. However, a common shortcoming of the above statistical models is that once the assumption is overturned, it will make an error in the estimation and prediction.
Machine Learning Model and Data Mining Techniques
In order to overcome the shortcoming of statistical models, some studies applied machine learning algorithms and data mining techniques to predict crash injury severity. For example, Kashani et al. [18] used classification and regression trees (CART) to analyze traffic crash data of the main two-lane, two-way rural roads of Iran, the results showed that CART could easily find important variables and improve the prediction accuracy of the fatality. Mujalli et al. [19] proposed a new Bayesian networks (BN) model to model the crash injury severity prediction, the results showed that the proposed BN model could simplify the prediction structure of the model without reducing the prediction performance. Zeng et al. [20] used the neural network model to predict crash injury severity combining with a convex combination (CC) algorithm, the results showed that the fitting and forecasting effect of the neural network model were better than that of OL model. Delen et al. [21] analyzed and compared the prediction performance of artificial neural network (ANN), support vector machine (SVM), decision trees (DT), and logistic regression models on crash injury severity using the crash data of the national automotive sampling system/general estimation system (NASS/GES), the results showed that SVM model had the best prediction performance with the highest accuracy.
Impact of Relative Speed and Vehicle Weight on the Crash Injury Severity
Although the above studies have analyzed the important impact indicators and their influencing mechanisms on the crash injury severity, the relative speed between two crash vehicles (REL_SPEED) and the gross vehicle weight rating (GVWR) on crash injury severity have been seldom taken into account. Some empirical studies have shown that the REL_SPEED and GVWR have a great impact on the crash injury severity [22] [23] [24] [25] . Tolouei et al. [22] analyzed the relationship between the crash injury severity and the mass ratio of crash vehicles by using the relevant theory of crash mechanics, the results showed that under certain conditions, the increase of vehicle mass would make crash accidents more serious. Jurewicz et al. [23] analyzed the relationship between the relative speed of two crash vehicles and the crash injury severity using the theory of crash dynamics, the results showed that in rear end crashes, the increase of the relative speed would increase the serious injury or death rate. The National Transportation Safety Board developed the range of vehicle speed variation for each crash injury severity level using a logical parameter of assessing the probability of injury [24] , and Xu [25] used the conservation law of kinetic energy to establish the relationship between the relative speed of two vehicles before the crash and the speed variation. Under certain emergency scenarios, combined with these two studies [24, 25] , the correlation between the relative speed and the crash injury severity would be obtained indirectly. It can be seen that the REL_SPEED and GVWR play important roles in the crash injury severity prediction, so they need to be analyzed in depth in the process of establishing a prediction model.
Objectives of This Study
The present study intends to take the emergency situation of two-vehicle crash caused by emergency braking of the frontal vehicle as the research object, and studies the crash injury severity under three emergency decisions based on the NASS/GES data, including braking, turning, and braking + turning. By introducing the REL_SPEED and the GVWR into the impact indicators of crash injury severity, the support vector machine (SVM) is used to establish crash injury severity prediction models for autonomous vehicles. Specifically, this study makes the following contributions:
(1) A detailed description of the emergency decision-making process for autonomous vehicles under emergency situation is conducted; (2) Based on the NASS/GES crash sample data and SVM model, the braking-SVM (B-SVM), turning-SVM (T-SVM), and braking + turning-SVM (BT-SVM) injury severity prediction model corresponding to braking, turning, and braking + turning are established for autonomous vehicles through the parameter optimization and kernel function selection process of particle swarm optimization (PSO). Then the ordered logit (OL) and back propagation neural network (BPNN) models are established to verify the efficiency of SVM in prediction accuracy; (3) Based on the B-SVM, T-SVM, and BT-SVM model, a sensitivity analysis is conducted to quantify the impact of REL_SPEED and GVWR on the crash injury severity; (4) Based on the same crash sample, statistically analyze and compare the ratios of crash injury severity output from B-SVM, T-SVM, and BT-SVM, and provide reference of emergency decision-making for autonomous vehicles in emergencies; (5) The research contents and conclusions are summarized, and the future research work is prospected. 
Emergency Decision-Making Process of Autonomous Vehicles under Emergency Situations
The emergency situations studied in this paper refer to the situations where the two-vehicle crash cannot be avoided when the frontal vehicle is in emergency braking, and we assumed that there are no conflicting vehicles in the adjacent lanes. The emergency decision-making process of autonomous vehicles under emergency situations is shown in Figure 1 . Firstly, the autonomous vehicle collects the environment information using the sensor device, and inputs them into the data processing program for information selection, fusion and extraction, to obtain the input variables required by the B-SVM, T-SVM, and BT-SVM models. Then, the three models output their corresponding crash injury severity for decision-making mechanism (DDM), by comparing them, DDM outputs the emergency decision instruction with the minimum injury severity to the control system for operate the corresponding actions. The scenes of vehicle braking, turning, and braking + turning in emergency situation are showed in Figure 2 .
During the whole process of information collection, transmission, processing, and execution, the crash injury severity prediction module plays an important role. It is a thinking and analysis device of the autonomous vehicles' central system and is related to the loss of life and property caused by traffic accidents. Therefore, the crash injury severity prediction model is an urgent need to ensure autonomous vehicles to run on the road safely. The following will use the historical accident data to model the crash injury severity prediction for different emergency decisions.
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Data Preparation
Crash Data Description
In this study, the vehicle crash data come from the 2012-2015 GES data set in the NASS database system established by the Transportation Department of the United States [2] , which has a certain authority, and is a nationally representative sample of police reported motor vehicle crashes of all types, from minor to fatal. The system was created to identify traffic safety problems area, estimate how many motor vehicle crashes of different kinds take place, and what happens when they occur. In addition, the quality of these accident data are further checked through computer processing and data supervisors, they are often used to answer motor vehicle safety questions from congress, lawyers, doctors, students, researchers, and the general public. For the sufficient reliability of GES data set, many experts in the field of vehicle active safety used them for vehicle crash analysis and prediction [21, 26] .
The data set is mainly composed of three sub-data sets, namely accident, vehicle, and crash participant data set [21] . The accident data set includes road conditions, environmental conditions and other accident-related features. The vehicle data set includes a large number of characteristic variables of the involved vehicles-such as the vehicle speed before the crash, the attempted avoidance decision, etc.-and the crash participant data set includes a large number of characteristic variables of the participation members (drivers, passengers, pedestrians, cyclists, etc.), such as crash injury severity, age, and gender. Each crash record contained in the three sub-data sets is matched by a uniform crash number (CASENUM). The maximum injury severity involved in a crash is the dependent variable of the prediction models in this study. In the GES data set, the maximum injury severity is divided into five types: no apparent injury, possible injury, suspected minor injury, suspected serious injury and fatal.
Data Processing
Data Screening
(1) This paper only studies the crash mechanism of two vehicles in the same lane in urban road environment, and the autonomous vehicle is a standard passenger vehicle. Therefore, from the GES Figure 2 . The crash scenarios of three emergency decisions under the emergency situation (v auto refers to the speed of autonomous vehicle before making emergency decisions; v front refers to the speed of the front vehicle; V1 is the autonomous vehicle, and V2 is the emergency braking vehicle).
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Data Processing
Data Screening
(1) This paper only studies the crash mechanism of two vehicles in the same lane in urban road environment, and the autonomous vehicle is a standard passenger vehicle. Therefore, from the GES Electronics 2018, 7, 381 6 of 20 data set, we only extract the two-vehicle crash data of the urban road environment caused by the emergency braking made by the frontal vehicle, and the rear vehicle is a standard passenger vehicle.
(2) In order to ensure the accuracy of the later modeling, crash records with missing or wrong data will be eliminated to obtain complete and accurate samples.
(3) Removing some variables in the GES data set that are independent of the crash injury severity, such as driver's zip code (DR_ZIP), vehicle identification number (VIN).
(4) In this paper, the autonomous vehicle has no driver and obeys the traffic rules, so we remove the crash records caused by driver's faults in the rear vehicle, such as drunken driving, drug driving, violating traffic rules, etc.
After the above data screening, a total of 15,164 crash records are obtained, of which 58.7% correspond to emergency braking decision, 18.4% to turning, and 22.9% to braking + turning. In addition, 14 variables are selected as the impact indicators of the crash injury severity prediction models, among them, REL_SPEED refers to the relative speed of vehicles at the moment before the crash, their related descriptions are showed in Table 1 .
Input and Output Variables of the Crash Injury Severity Prediction Models (1) Input Variables
As seen in Table 1 , there are 14 impact indicators for each sample in this paper. Excessive impact indicator characteristics will affect the search of impact rules, and sometimes several impact indicators can only reflect certain aspect characteristics of the data, which can easily cause a high degree of overlap between indicator characteristics and then cause data analysis obstacles. In order to reduce the computational complexity and improve forecasting efficiency of the crash injury severity prediction models, the Principal Component Analysis (PCA) method is used to reduce the dimensions of the impact indicators, so as to obtain a small amount of irrelevant new indicators on the basis of ensuring the integrity of the original information as much as possible [27, 28] . The new indicators are used as the input variables to the prediction models. We randomly selected 1000 groups of samples for PCA, and the calculated results of PCA for each principal component are shown in Table 2 . The cumulative variance contribution rate of the first six principal components has reached 89.7% (>85%), and their eigenvalues is greater than one. Therefore, we use the first six principal components instead of the original indicators for each sample. In the crash data samples obtained above, the samples corresponding to no apparent injury, possible injury, suspected minor injury, suspected serious injury and fatal, account for 54.2, 16.6, 16.8, 7.5, and 4.9% respectively. To balance the proportion of each injury severity, we classify them into three groups as the output variables of the prediction models, namely, no injury (no apparent injury), non-incapacitating injury (slight injury, suspected minor injury), incapacitating/fatal (suspended serious injury, fatal), as seen in Table 3 . 
Methodology
Support Vector Machine Model
Support vector machine (SVM) is a machine learning method based on statistical learning theory, which was put forward by C. Cortes and H. Drucker [29] . It has the characteristics of strong learning ability for small samples and good model generalization performance [30] . In recent years, SVM has achieved a breakthrough in theoretical research and algorithm implementation, and has been successfully applied to classification, function approximation, and time series prediction.
SVM was first used to solve the binary classification problem of linear discrete data. As shown in Figure 3 , the basic principle is to find an optimal hyperplane that satisfies the data classification requirements, and obtain the maximum margin between two sample points while ensuring the classification accuracy.
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The optimal hyperplane requires that the classification interval be maximized, that is, requires that the ω is minimized, then the optimal hyperplane problem can be expressed as a minimum function that satisfies the constraint of (1)
Using the Lagrangian duality transformation and choosing the appropriate penalty function c , In the case of linear classification, suppose the training sample is SV = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x m , y m )}, x ∈ R d , y k ∈ {−1, 1}, k = 1, 2, . . . , m, among which x k is the input variable, y k represent the crash injury severity, m is the number of training samples, and R d is a d-dimensional real number space.
SVM linear classification means that there exists a hyperplane ω·x + b = 0 that can correctly classify all samples, where ω is an adjustable weight vector and b is the bias. The hyperplane needs to meet
Calculate the classification interval as
Using the Lagrangian duality transformation and choosing the appropriate penalty function c, the optimal hyperplane problem can be transformed into solving the maximum of the quadratic programming problem, i.e.,
where a k is the lagrange coefficient.
Finally, the optimal classification function in the case of linear classification can be obtained
where a * k , b * are the parameters to determine the optimal hyperplane, (x k ·x) is the dot product of two vectors.
When dealing with non-linear problems, it is necessary to map the input variables into the high-dimensional space and construct the optimal hyperplane in the high-dimensional space. At this time, we need to select appropriate kernel functions K(x, x k ) to achieve linear classification of nonlinear problems. Then, the objective function of the optimal hyperplane problem becomes
Then get the optimal classification function in the case of nonlinear classification
There are three types of commonly used kernel functions:
(1) Polynomial kernel function:
The crash injury severity prediction model constructed in this paper is a three-classification problem (no injury, non-incapacitating, incapacitating/fatal), i.e., y k ∈ {−1, 0, 1}. Since the above traditional SVM model only considers the problem of binary classification, so the SVM model needs to be extended to build the multiple SVM classifiers. The multi-classifier construction of Libsvm (Libsvm is a fast and effective SVM software package) is implemented by combining multiple binary classifiers [31] . In the training, the three types of crash injury severity are classified into three binary combinations-including no injury and non-incapacitating, no injury and incapacitating/fatal, non-incapacitating and incapacitating/fatal-as shown in Figure 4 . After training, three binary-class SVM training models are obtained. In the testing, these three SVM training models are used to classify each sample, and then the category with the largest number of classification results is selected as the sample category.
Since the purpose of predicting crash severity for autonomous vehicles is to make the emergency decision with the minimum injury severity, it is necessary to establish crash injury severity prediction models corresponding to different decisions (braking, turning, and braking + turning), so as to provide a comparative basis for autonomous vehicles in emergency situations. The three models are referred as B-SVM, T-SVM, and BT-SVM, respectively. In this paper, the sample set corresponding to each emergency decision is selected from the above crash records, and 70% samples are randomly selected from each sample set for training, and the remaining 30% for testing. In order to obtain the optimal B-SVM, T-SVM, and BT-SVM, the B-SVM, T-SVM, and BT-SVM with different kernel functions are trained and compared using the corresponding training sample set.
Process of Parameter Optimization and Kernel Function Selection
After input the training samples into the SVM models, we use the particle swarm optimization (PSO) algorithm to search for the optimal parameters. PSO is a parallel algorithm, which has been applied in many fields for its advantages of ease of execution, high accuracy, and fast convergence [32] . Its research method is to assume that the particles in the particle swarm are all individuals with no mass and volume. Relying on the independent particle's adaptability and learning ability to the environment, the flight results of the individual particle and particle swarm are combined to adjust the particle's own position and flight speed to achieve optimal search [33] . The optimal parameter selection process of SVMs based on the PSO algorithm is shown in the Figure 5 below. The classification accuracy is taken as the fitness function and the main parameters of PSO are set as follows: the population size is 50 = N , the inertial weight is 9 0. = μ , the particle acceleration constant is 4 1
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Incapacitating/ fatal Figure 4 . Multi-classifier construction of Libsvm.
In this paper, the sample set corresponding to each emergency decision is selected from the above crash records, and 70% samples are randomly selected from each sample set for training, and the remaining 30% for testing. In order to obtain the optimal B-SVM, T-SVM, and BT-SVM, the B-SVM, T-SVM, and BT-SVM with different kernel functions are trained and compared using the corresponding training sample set.
Process of Parameter Optimization and Kernel Function Selection
, and the number of iterations is 500. 
Results and Discussion
Estimation of SVM Crash Injury Severity Prediction Models
After several iterations, the parameter optimization results of B-SVM, T-SVM, and BT-SVM are obtained, as shown in the following Figure 6 and Table 4 . It can be seen from the Figure 4 that the training accuracy of using RBF kernel function is the highest in the B-SVM, T-SVM, and BT-SVM, which are 93.176, 87.111, and 88.442% respectively, followed by the sigmoid kernel function with the training accuracy for 92.894, 83.338, and 83.225% respectively, and the polynomial kernel function with the training accuracy for 92.296, 79.275, and 83.113% respectively. The iterating numbers of the SVM models with RBF kernel function to achieve the highest training accuracy are less than that of the other kernel functions, which are 94, 148, and 132 for B-SVM, T-SVM, and BT-SVM respectively. The results show that the SVM models with RBF kernel function have the best performance on classification accuracy, which can be explained by the fact that the number of coefficients of RBF kernel function is less, and it is not limited by the spatial dimension and sample size. 
After several iterations, the parameter optimization results of B-SVM, T-SVM, and BT-SVM are obtained, as shown in the following Figure 6 and Table 4 . It can be seen from the Figure 4 that the training accuracy of using RBF kernel function is the highest in the B-SVM, T-SVM, and BT-SVM, which are 93.176, 87.111, and 88.442% respectively, followed by the sigmoid kernel function with the training accuracy for 92.894, 83.338, and 83.225% respectively, and the polynomial kernel function with the training accuracy for 92.296, 79.275, and 83.113% respectively. The iterating numbers of the SVM models with RBF kernel function to achieve the highest training accuracy are less than that of the other kernel functions, which are 94, 148, and 132 for B-SVM, T-SVM, and BT-SVM respectively. The results show that the SVM models with RBF kernel function have the best performance on classification accuracy, which can be explained by the fact that the number of coefficients of RBF kernel function is less, and it is not limited by the spatial dimension and sample size. Therefore, the RBF kernel function is selected as the kernel function of B-SVM, T-SVM, and BT-SVM model. The optimal parameters obtained by the training are shown in the Table 5 . Therefore, the RBF kernel function is selected as the kernel function of B-SVM, T-SVM, and BT-SVM model. The optimal parameters obtained by the training are shown in the Table 5 . 
Performance of SVM Models
This paper trains the most widely used statistical algorithm, OL algorithm, and the machine learning algorithm, BPNN with the same training samples to establish OL and BPNN crash injury severity prediction models, then compares their prediction accuracy with the above established SVM models to verify the superior performance of SVM in the crash injury severity prediction.
Establishment of OL Models and BPNN Models
(1) Establishment of OL Models OL model is extended by the binary logit model, which provides a common and convenient framework for analyzing such data in which the dependent variable is both discrete and ordered. OL models only carry out regression analysis for significant variables. In this paper, we use the combined stepwise (CS) to research the significant variables affecting the injury severity for OL model. Based on all the candidate variables, CS removes the independent variables step by step which does not meet the required significant level, and then outputs the significant variables for the OL model. We make the significance level 0.05, when p < 0.05, the independent variable is retained. The OL prediction models corresponding to braking, turning, and braking + turning decision are recorded as B-OL, T-OL, and BT-OL, respectively. The parameter estimation results of each OL model are shown in the Table 6 below. BPNN is one of the most widely used learning algorithm, which is a multilayer feed forward neural network trained in accordance with the error back propagation algorithm. In order to full verify the performance of SVM model, the BPNN is established to compare SVM model on the performance of predicting the crash injury severity in this paper. Three BPNN models corresponding to braking, turning, and braking + turning decision are recorded as B-BPNN, T-BPNN, and BT-BPNN, which consist of an input layer, five hidden layers, and an output layer, as seen in Figure 7 . The six principal components obtained above are the parameters of input layer, and the corresponding crash injury severity is set as the parameter of output layer. The number of nodes in the hidden layers is determined through checking the prediction accuracy of BPNN with different number nodes. h l−1 n refers to the output of the nth node in the (l − 1)th hidden layer. After setting up the relevant parameters, input the same 75% training samples into three BPNN models respectively for iterative training. When the iterative numbers of B-BPNN, T-BPNN, and BT-BPNN model arrived at 84, 152, 111, respectively, the error values of the three neural networks all converge to the target values, as seen in Figure 8 . Then B-BPNN, T-BPNN, and BT-BPNN prediction model are obtained. Figure 8 . Then B-BPNN, T-BPNN, and BT-BPNN prediction model are obtained. 
Performance Comparison of SVM, OL, and BPNN Models
We input the 25% test samples into the SVM models with RBF kernel function, OL and BPNN models to verify the performance of SVM model on the prediction accuracy. The prediction accuracy is the ratio of the accurate classification number in the samples. The prediction accuracy of the SVM, OL, and BPNN models is shown in the Tables 7-9 below. Table 7 . Prediction accuracy of SVM model in the training and testing.
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Performance Comparison of SVM, OL, and BPNN Models
Crash Injury Severity
Training (%) Testing (%) It can be seen from the above Tables 7-9 that the classification performance of SVM model is the best, with the 93.176, 87.111, and 88.442% accuracy for B-SVM, T-SVM, and BT-SVM respectively in the training, and with 88.001, 84.712, and 85.229% accuracy in the testing, followed by the BPNN and OL models. This would be attributed to the fact that SVM can map high-dimensional data using the RBF kernel function, while the traditional statistical model has poor prediction performance with the high-dimensional data.
B-SVM T-SVM BT-SVM B-SVM T-SVM BT-SVM
Also, the results show that the classification accuracy for no injury is the highest in SVM, BPNN, and OL models in the training and testing, and then followed by non-incapacitating and incapacitating/fatal, which can be explained by the fact that the probability of no injury caused by crash accident is higher than that of non-incapacitating and incapacitating/fatal.
For the three decisions, the prediction effect of the crash injury severity prediction model corresponding to the turning decision is lower than that of the other decisions. It reveals that the crash characteristic significance that makes the vehicle take turning avoidance decision are lower than that of braking and the braking + turning.
Sensitive Analysis of REL_SPEED and GVWR on the Crash Injury Severity
The previous literature has shown that the REL_SPEED and GVWR are important impact indicators of the crash injury severity, and the two variables have been selected as significant variables in the parameters estimation of OL models. So how does the REL_SPEED and GVWR affect the crash injury severity? In this paper, we quantitatively evaluate the effects of REL_SPEED and GVWR on crash injury severity by analyzing the sensitivity of B-SVM, T-SVM, and BT-SVM to the changes in REL_SPEED and GVWR, as follows: unchanged, we gradually increase the REL_SPEED with an increase unit of 2.5 mph and the maximum limit of 75 mph. Every time the REL_SPEED changes, a new set of crash samples is obtained and input into each SVM model. From the output of each SVM model, the ratio of each crash injury severity corresponding to the REL_SPEED is calculated. In this way, we can get the trend that the ratio of each crash injury severity varies with the REL_SPEED when GVWR is in the low range. (3) Finally, based on the above obtained crash samples with GVWR in the low range and the REL_SPEED of 0 to 75 mph, change the GVWR from low range to middle (10,001~26,000 lbs), high (more than 26,001 lbs) range, respectively. By calculating the ratio of each crash injury severity output from B-SVM, T-SVM, and BT-SVM model respectively, we can get the trend that the ratio of each crash injury severity varies with the REL_SPEED when GVWR is in the low, middle, and high range, respectively.
After the operations and data statistics, the quantitative effects of the REL_SPEED and GVWR on the crash injury severity with the B-SVM, T-SVM, and BT-SVM model are shown respectively in the Figure 9 below.
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After the operations and data statistics, the quantitative effects of the REL_SPEED and GVWR on the crash injury severity with the B-SVM, T-SVM, and BT-SVM model are shown respectively in the Figure 9 below. As can be seen from the above Figure 7 , in the B-SVM, T-SVM, and BT-SVM model, each injury severity ratio has the similar changing trend when the GVWR is in different ranges. Take the B-SVM model at the low GVWR range as an example. As can be seen from the above Figure 7 , in the B-SVM, T-SVM, and BT-SVM model, each injury severity ratio has the similar changing trend when the GVWR is in different ranges. Take the B-SVM model at the low GVWR range as an example.
(1) When the REL_SPEED is in the low range (0-20 mph), the no injury ratio decreases rapidly, and the non-incapacitating ratio increases rapidly, while the ratio of incapacitating/fatal has no significance change. This phenomenon indicates that in the low REL_SPEED range, with the increase of the REL_SPEED, most of the decreased no injury accidents is converted to non-incapacitating accidents. (2) When the REL_SPEED is in the middle range (20- 45 mph) , the increasing rate of the non-incapacitating ratio decreases gradually, while the increasing rate of the incapacitating/fatal ratio increases gradually, which indicates that in the middle REL_SPEED range, the conversion from the decreased no injury accidents to incapacitating/fatal accidents is increasing gradually, and the conversion from the decreased no injury accidents to the non-incapacitating accidents is decreasing gradually. (3) When the REL_SPEED is in the high range (45-75 mph), the no injury ratio tends to 0 gradually, and the non-incapacitating ratio decreases rapidly, while the ratio of incapacitating/fatal increases rapidly, which reveals that in the high REL_SPEED range, most of the increased incapacitating/fatal accidents are converted from the decreased non-incapacitating accidents. (4) The results show that, with the same other conditions, the consequence of vehicle crash will become more serious as the REL_SPEED increases.
In addition, the figures also show that with the three SVM models, when GVWR changes from the low range to the middle and high range, the no-injury ratio decreases to a greater extent, and the incapacitating/fatal ratio increases to a greater extent, which indicates that with the same other conditions, the increase of GVWR will increase the vehicle crash severity.
Comparison of the Crash Injury Severity under Various Emergency Decisions
In emergency situation, the autonomous vehicle must first compare the crash injury severity by making each emergency decision, and then make the decision with the minimum crash injury severity. Therefore, it is necessary to make a comparative analysis of the crash injury severity corresponding to each emergency decision and mine the decision-making rules in different emergency conditions from the driving data of regular vehicle.
In this paper, we take the REL_SPEED and GVWR as examples, maintain the other impact indicators to take standard values (l 3 , l 4 , . . . , Figure 10 . In fact, the results of these figures are the same as those in the previous section. However, the line combinations in each figure are different in the two section, which have different exploring purposes.
As can be seen from the Figure 10 , when the GVWR is in the low range, in the low REL_SPEED range (0-20 mph), the ratio of each crash injury severity is basically the same in the output of the three SVM models, which shows that the crash injury severity caused by making three emergency decisions is the same in the case of an emergency. In the middle REL_SPEED range (20-45 mph), there is no significant difference in the ratio of each crash injury severity for the output of T-SVM and BT-SVM models, but they output a lower ratio of non-incapacitating and incapacitating/fatal than B-SVM, and a higher ratio of no injury than B-SVM, this means that compared with the braking decision, making turning and braking + turning can reduce the crash injury severity and have the same contribution effect. In the high REL_SPEED range (45-75 mph), among the three SVM models, the BT-SVM model output the highest no injury ratio, and the lowest non-incapacitating and incapacitating/fatal ratio, which indicates that under this situation, to reduce the crash injury severity, autonomous vehicles need to make braking and turning decisions simultaneously.
In this paper, we take the REL_SPEED and GVWR as examples, maintain the other impact indicators to take standard values ( )
, and respectively change REL_SPEED from 0 to 75 mph and GVWR from the low to the high range gradually, to compare and analyze the changing trend of the output of B-SVM, T-SVM, and BT-SVM with the change of REL_SPEED and GVWR, respectively. The results are as shown in Figure 10 . In fact, the results of these figures are the same as those in the previous section. However, the line combinations in each figure are different in the two section, which have different exploring purposes. When the GVWR changes from the low range to middle, high range in turn, the low and middle REL_SPEED ranges that can achieve the above results are gradually moving forward, which makes the low and middle REL_SPEED range smaller and smaller, and the high REL_SPEED range larger and larger.
For the same input, when the crash injury severity between emergency decisions is consistent, in order not to affect the traffic operation of other lanes and make the driving habits of autonomous vehicles consistent with regular vehicles, autonomous vehicles should try to take the simplest action.
Conclusions
In this paper, the two-vehicle crash caused by the emergency braking of the frontal vehicle was taken as the research object. Based on the SVM model and the NASS/GES crash samples, the SVM crash injury severity prediction models corresponding to three emergency decisions (namely B-SVM, T-SVM, and BT-SVM) were trained for autonomous vehicles through the process of the parameter optimization and the optimal kernel function selection. Compared with the other two kernel functions, the training accuracy of three SVM models with the RBF kernel function was the highest, which are 93.1758, 87.1112, and 88.4422% respectively. Then, with the test samples the SVM model were compared with the OL and BPNN models for classification accuracy, the comparison results showed that the SVM model had the best classification performance on the crash injury severity with the classification accuracy for more than 84%.
Secondly, based on the B-SVM, T-SVM, and BT-SVM model, the sensitivity analysis was conducted to explore the effects of REL_SPEED and GVWR on the crash injury severity. The results showed that with the same conditions, increasing the REL_SPEED and GVWR would make the crash more serious. Therefore, in the prediction models, these two variables could not be ignored.
Finally, in order to make the best emergency decision for autonomous vehicles in emergencies, this paper input the crash samples with normal road and environmental conditions into B-SVM, T-SVM, and BT-SVM model respectively, then calculated and compared the ratio of the crash injury severity output from each model. This study found that in the emergency situations, when the GVWR was in the low range, with the same other conditions, as the REL_SPEED increased from the low to middle and then to the high range, the best emergency decision with the minimum crash injury severity would gradually transition from braking to turning and then to braking + turning. As the GVWR increased, the low and middle REL_SPEED ranges that could achieve the above results would be narrowed, and the high REL_SPEED range would be enlarged. To a certain extent, the results were basically consistent with the actual driving experience, which further demonstrated the rationality of the SVM prediction models in this paper.
Although the SVM crash injury severity prediction models established in this study can help autonomous vehicles to make the emergency decision with the minimum crash injury severity under emergency conditions, and the prediction performance is better than the other models, there are still some weak points and limits. For example, due to the limited data sources, we only start from the crash accident scenario on a simple single lane to explore the feasibility of the prediction methods proposed in this paper. In future research, we will factor adjacent lanes into our prediction methods, and we will use V2X equipment to deploy long-term micro-data collection strategy in the future to explore this research in depth and establish a better crash injury severity assessment model for autonomous vehicles. 
