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Abstract
Our contribution reviews High Resolution Shock Capturing methods (HRSC) in the eld of relativistic hydrodynamics
with special emphasis on Riemann solvers. HRSC techniques achieve highly accurate numerical approximations (formally
second order or better) in smooth regions of the ow, and capture the motion of unresolved steep gradients without
creating spurious oscillations. One objective of our contribution is to show how these techniques have been extended to
relativistic hydrodynamics, making it possible to explore some challenging astrophysical scenarios. We will review recent
literature concerning the main properties of dierent special relativistic Riemann solvers, and discuss several 1D and 2D
test problems which are commonly used to evaluate the performance of numerical methods in relativistic hydrodynamics.
Finally, we will illustrate the use of HRSC methods in several applications in special and general relativistic hydrodynamics.
c© 1999 Elsevier Science B.V. All rights reserved.
1. Introduction
Astrophysical scenarios involving relativistic ows have drawn the attention and eorts of many
researchers since the pioneering studies of May and White [70] and Wilson [95,96]. Relativistic jets,
accretion onto compact objects (in X-ray binaries or in the inner regions of active galactic nuclei),
stellar core collapse, coalescing compact binaries (neutron star and/or black holes) and recent models
of Gamma-ray bursts (GRBs) are examples of systems in which the evolution of matter is described
within the frame of the Theory of Relativity (Special or General).
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Strong shocks are a common feature of the above-mentioned astrophysical scenarios, and research
into robust numerical algorithms to be used in hydro-codes has been boosted by the need for accurate
computation of the formation, evolution and interaction of strong shocks, hydrodynamical instabilities
which could arise inside the ow as well as nonlinearities induced by the Lorentz factor and the
geometrical factors coming from a background or dynamic space time.
In the most simple model which considers the matter as a perfect uid (free of energy transport
processes, no magnetic elds, etc.), its evolution in those situations of astrophysical interest is
governed by the hyperbolic system of conservation laws of the relativistic hydrodynamics.
Modern algorithms | in nite dierences | are written in conservation form, to take advantage
of the conservation properties of the system, in the sense that, in the absence of sources, the
variation of the mean values of the conserved quantities within the numerical cells is given by the
uxes accross the cell boundaries. Furthermore, the hyperbolic character of the system of equations
allows one to obtain these uxes from solutions of discontinuous initial value problems (Riemann
problems) between neighboring numerical cells. In this way, physical discontinuities appearing in the
ow are treated consistently (shock-capturing property). Hence, a Riemann solver is an algorithm
used to solve a Riemann problem, exactly or approximately. We will refer to Special Relativistic
Riemann solver (SRRS) as an algorithm to solve Riemann problems for the equations of the special
relativistic hydrodynamics.
The main goal of our contribution is to give an overview of the present status concerning the
use of Riemann solvers in Numerical Relativistic Hydrodynamics (special and general) as well as
to illustrate, with tests and applications, how they work.
The use of Riemann solutions in numerical codes was rst put forward by Godunov [47], who in-
troduced them in classical uid dynamics. However, high-resolution shock-capturing (HRSC hence-
forth) and, specically, the so-called Godunov-type methods were not recognized as the most ef-
fective way to describe complex ows accurately until the late 1970s, owing to the development of
new cell-reconstruction procedures (see [20,62,92]). Since then, ecient Riemann solvers based on
exact or approximate solutions of the initial value problem have been developed. HRSC methods
produce highly accurate numerical approximations (formally, second order or better) in smooth re-
gions of the ow and capture the motion of unresolved steep gradients, without creating spurious
oscillations. We address the reader to Fryxell [44] for details on the use of classical Riemann solvers
in Astrophysics.
Since 1991 [64] the use of Riemann solvers in relativistic hydrodynamics has proved succesful in
handling complex ows, with high Lorentz factors and strong shocks, superseding traditional methods
[97] which failed to describe ultrarelativistic ows [73]. Indeed, at that epoch we proposed how to
extend HRSC to the relativistic case, in one-dimensional calculations, and made use of a linearized
Riemann solver based on the spectral decomposition of the Jacobian matrices of the system. In [38]
and [6] we extended HRSC to multidimensional special relativistic and multidimensional general
relativistic hydrodynamics, respectively.
So, unlike the case of classical uid dynamics (see Fryxell’s contribution [8]), the use of HRSC
techniques in the frame of relativistic uid dynamics (RFD in the next) is very recent and has yet to
cover the full set of possible applications. Up to now, the most interesting astrophysical applications
have involved the simulation of extragalactic relativistic jets (see [27,31,67{69]). Recently, we have
carried out studies on the morphology of accreting ows onto moving black holes (see [36,37,39,40])
using a multidimensional general relativistic hydrocode.
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At present, to develop robust and accurate general relativistic hydrocodes is a challenge in the
eld of Relativistic Astrophysics [55]. A general relativistic hydrocode is a useful research tool for
studying ows which evolve in a background space time. Furthermore, when appropiately coupled
with Einstein equations (see the contributions by Bonazzola et al. [12] and Seidel and Suen [84]),
such a general relativistic hydrocode is crucial to model the evolution of matter in a dynamical space
time. The coupling between geometry and matter arises through the sources of the corresponding
system of equations. An interesting approach could be to solve the part corresponding to matter at
each timestep | of a given space time foliation | considering the geometry as a background at that
timestep. An iterative procedure would warranty the accuracy of this approach (see [56,81] for 1D
examples). Such a marriage between numerical relativity and numerical relativistic hydrodynamics
could be useful, for example, to analyze the dynamics (and the physics) of coalescing compact
binaries. These are one of the most promising sources of gravitational radiation to be detected by
LIGO and VIRGO interferometers [2] and/or bar detectors [57].
The general structure of our contribution is the following. The next section (Section 2) is devoted
a summary of the mathematical structure of the equations governing the evolution of relativistic
ows, parting from the theory of hyperbolic systems of conservation laws, as well as the basics
of HRSC techniques. In Section 3 we discuss an updated list of the dierent SRRS, appearing in
scientic literature over recent years. Section 4 describes a general procedure to use SRRS in general
relativistic hydrodynamics. In Section 5 we focus on some of the standard one and multidimensional
numerical tests which must pass succesfully any relativistic hydrocode. Section 6 shows a number
of applications, mainly carried out by our group, in the eld of relativistic astrophysics, namely,
relativistic jets, accretion onto compact objects and general relativistic stellar core collapse. Finally,
in the last section (Section 7) we summarize the main conclusions.
2. The equations of general relativistic hydrodynamics as a hyperbolic system of conservation
laws
For the sake of consistency, in this section, we summarize the basic denitions and properties
of hyperbolic systems of conservation laws [59], in connection with HRSC techniques [61] and
applied to the particular system of equations of relativistic hydrodynamics [4]. The reader interested
in looking into the theoretical details | mathematical analysis or numerical analysis | can address
to the three textbooks referenced before.
2.1. Hyperbolic systems of conservation laws








= 0 (=s(u)); (1)
with x= (x1; x2; : : : ; xd) 2 Rd and where u = (u1; u2; : : : ; up)T is the vector of unknowns, function of
x and t and fj(u) = (f1j; f2j; : : : ; fpj)T is the vector of uxes.
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Formally, the system (1) expresses the conservation of the vector u. Let D be an arbitrary domain











fj(u)nj dS = 0: (2)
This balance equation establishes that the time variation of
R
D u dx is equal to the losses through
the boundary @D.





be the Jacobian matrix of fj(u). The system (1) is called hyperbolic if, for any u and any





has p real eigenvalues 1(u; !)62(u; !)6   6p(u; !) and p linearly independent (right) eigen-
vectors r1(u; !); r2(u; !); : : : ; rp(u; !). If, in addition, the eigenvalues k(u; !) are all dierent, the
system (1) is called strictly hyperbolic.
In most of the cases we shall be concerned with the so-called initial value problem (IVP), i.e.,
the solution of system (1) with the initial condition
u(x; t = 0) = u0(x): (5)
A key property of hyperbolic systems is that features in the solution propagate at characteristic
speeds given by the eigenvalues of the Jacobian matrices. The characteristic curves associated to
system (1) are the integral curves of the dierential equations
dx
dt
= k(u(x; t)); k = 1; : : : ; p (6)
(d = 1). It can easily be proven that, along these curves the so-called characteristic variables (a
combination of the components of u) are constant. Essentially, characteristic curves give information
about the propagation of the initial data, which formally allows one to reconstruct the solution for
the initial value problem (1) with (5) at t > 0.
Continuous and dierentiable solutions that satisfy (1) and (5) pointwise are called classical
solutions. However, for nonlinear systems, classical solutions do not exist in general even when
the initial condition u0 is a smooth function, and discontinuities develop after a nite time. Then
we seek generalized solutions that satisfy the integral form of the conservation system (2) which
are classical solutions where they are continuous and have a nite number of discontinuities (weak
solutions). The following theorem characterizes these solutions.
Let u be a piecewise smooth function. Then, u is a solution of the integral form of the conservation
system if and only if the two following conditions are satised:
(1) u is a classical solution in the domains where it is continuous.
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(2) Across a given surface of discontinuity, , it satises the jump conditions (Rankine{Hugoniot
conditions)
(uR − uL)nt +
dX
j=1
[ fj(uR)− fj(uL)]nxj = 0; (7)
where uL and uR stand, respectively, for the values of u on the left- and right-hand sides of , and
n = (nt; nx1; nx2; : : : ; nxd) denotes a vector normal to .
For 1D systems, the Rankine{Hugoniot jump condition (7) reduces to
s(uR − uL) = f (uR)− f (uL); (8)
where s is the propagation velocity of the discontinuity.
Rankine{Hugoniot conditions follow from the conservation of uxes across the surfaces of dis-
continuity. They can be used in combination with standard nite-dierence methods for the smooth
regions and special procedures for tracking the location of discontinuities to solve the equations in
the presence of shocks (shock-tracking approach). In 1D this is often a viable approach. However,
in multidimensional applications the discontinuities lie along curves (in 2D) or surfaces (in 3D)
and in realistic problems there may be many such discontinuities interacting in complicated ways,
making it much more dicult to apply shock-tracking methods successfully.
The class of all weak solutions is too wide in the sense that there is no uniqueness for the initial
value problem. Therefore, an eort should be made to develop numerical methods picking up the
physically admissible solution. Mathematically, it is characterized by the so-called entropy condition
(in the language of uids, the condition that the entropy of any uid element should increase when
running into a discontinuity). The characterization of the entropy-satisfying solutions for scalar
equations follows Oleinik [74], whereas for systems of conservation laws it has been developed by
Lax [59].
As stated in the introduction, most HRSC methods are based on exact or approximate solu-
tions of Riemann problems between contiguous numerical cells. Consider the hyperbolic system of











uL if x< 0;
uR if x> 0:
(10)
The Riemann problem is invariant under similarity transformations (x; t)! (ax; at), a> 0, so that
the solution is constant along the straight lines x=t= constant and, hence, self-similar. It consists of
constant states separated by rarefaction waves (continuous self-similar solutions of the dierential
system), shocks and contact discontinuities [59]. In the following we will denote the Riemann
solution for the left and right states uL and uR, respectively, as u(x=t; uL; uR).
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2.2. High-resolution shock-capturing schemes
Let us start by considering an IVP for (9). Finite-dierence methods are based on a discretization
of the x{t plane dened by the discrete mesh points (xj; tn)
xj = (j − 1=2)x; j = 1; 2; : : : ; (11)
tn = nt; n= 0; 1; 2; : : : ; (12)
where x and t are, respectively, the cell width and the time step. A nite-dierence scheme is a
time-marching procedure allowing one to obtain approximations to the solution in the mesh points,
un+1j , from the approximations in previous time steps u
n
j . Quantity u
n
j is an approximation to u(xj; t
n)
but, in the case of a conservation law, it is often preferable to view it as an approximation to the






u(x; tn) dx; (13)
consistent with the integral form of the conservation law.
For hyperbolic systems of conservation laws, methods in conservation form are preferred as they
guarantee that the convergence (if it exists) is to one of the weak solutions of the original system









j−r+1; : : : ; u
n
j+q)− f^(unj−r−1; unj−r ; : : : ; unj+q−1)); (14)
where f^ is a consistent (i.e., f^(u; u; : : : ; u) = f(u)) numerical ux function. The Lax{Wendro
theorem cited above does not state whether the method converges. To guarantee convergence, some
form of stability is required, as for linear problems (Lax equivalence theorem [79]). In this direction,
the notion of total-variation stability has proven very successful although powerful results have only





junj+1 − unj j (15)
and a numerical scheme is said to be TV-stable if TV(un) is bounded for all t at any time for
each initial data. Now one can prove the following convergence theorem for non-linear, scalar,
conservation laws [61]: For numerical schemes in conservation form with consistent numerical ux
functions, TV-stability is a sucient condition for convergence. 1
In recent years a very interesting line of research has focussed on developing high-order, accurate
methods in conservation form satisfying the condition of TV-stability. The conservation form is
ensured by starting with the integral version of the partial dierential equation in conservation form.
Integrating the PDE within a space{time computational cell [xj−1=2; xj+1=2] [tn; tn+1] and comparing
1 Here the notion of convergence is such that the distance of the solution (in some norm) to the set of weak solutions
tends to zero under grid renement.
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with (14), the numerical ux function f^ j+1=2 is seen to be an approximation to the time-averaged






f(u(xj+1=2; t)) dt: (16)
In the above expression, the ux integral depends on the solution at the numerical interfaces,
u(xj+1=2; t), during the time step. Hence, a possible procedure is to calculate u(xj+1=2; t) by solv-
ing Riemann problems at every numerical interface to obtain
u(xj+1=2; t) = u(0; unj ; u
n
j+1): (17)
This is the approach followed by an important subset of shock-capturing methods, the so-called
Godunov-type methods [28,53]. These methods are written in conservation form and use dierent
procedures (Riemann solvers) to compute approximations to u(0; unj ; u
n
j+1). In Section 3 we have
focussed on Riemann solvers for special relativistic hydrodynamical equations, but see also Fryxell’s
contribution for Riemann solvers in classical uid dynamics.
High-order of accuracy is usually achieved by using conservative polynomial functions to inter-
polate the approximate solutions within the numerical cells. The idea is to produce more accurate
left and right states for the Riemann problems by substituting the mean values unj (that give only
rst-order accuracy) for better approximations of the true ux near the interfaces, uLj+1=2, u
R
j+1=2 (the
ux-corrected-transport algorithm [15] constitutes an alternative procedure where higher accuracy
is obtained by adding an anti-diusive ux term to the rst-order numerical ux). The interpolation
algorithms have to preserve the TV-stability of the scheme and this is usually achieved by us-
ing monotonic functions which lead to a decrease in the total variation (total-variation-diminishing
schemes, TVD [50]). If R is an interpolant function for the approximate solution un and ~u(x; tn)
is the interpolated function within the cells, i.e., ~u(x; tn) = R(un; x), satisfying TV( ~u(; tn))6TV(un)
then it can be proven that the whole scheme veries TV(un+1)6TV(un). High-order TVD schemes
were rst constructed by van Leer [92], who obtained second-order accuracy by using monotonic
piecewise linear slopes for cell reconstruction. The piecewise parabolic method (PPM) of Colella
and Woodward [20] provides higher accuracy. The TVD property implies TV-stability but can be too
restrictive. In fact, TVD methods degenerate to rst-order accuracy at extreme points [75]. Hence,
other reconstruction alternatives have been developed in which some growth of the total varia-
tion is allowed. This is the case of the total-variation-bounded (TVB) schemes [85], essentially
nonoscillatory (ENO) schemes [51] and the piecewise-hyperbolic method (PHM) [62].
2.3. The equations of general relativistic hydrodynamics
2.3.1. The equations
The evolution of a relativistic uid is governed by a system of equations which summarize local
conservation laws: the local conservation of baryon number
r  J = 0 (18)
and the local conservation of energy momentum
r  T = 0; (19)
where r stands for the covariant divergence.
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If f@t ; @ig dene the coordinate basis of 4-vectors which are tangents to the corresponding coor-
dinate curves, then, the current of rest-mass, J , and the energy{momentum tensor, T , for a perfect
uid, have the components
J  = u; (20)
T = huu + pg; (21)
 being the rest-mass density, p the pressure and h the specic enthalpy, dened by h=1+ +p=,
where  is the specic internal energy. u is the four velocity of the uid and g denes the metric
of the spacetime M where the uid evolves. As usual, Greek (Latin) indices run from 0 to 3 (1 to
3) | or, alternatively, they stand for the general coordinates ft; x; y; zg (fx; y; zg) | and the system
of units is the so-called geometrized (c = G = 1).
An equation of state p= p(; ) closes, as usual, the system. A very important quantity derived
from the equation of state is the local sound velocity cs:
hc2s =  + (p=
2) (22)
with  = @p=@j and  = @p=@j.
Let M be a general space time, described by the four-dimensional metric tensor g. According
to the f3 + 1g formalism (see, e.g., [99]), the metric is split into the objects  (lapse); i (shift)
and ij, keeping the line element in the form
ds2 =−(2 − ii)dt2 + 2idxidt + ijdxidxj: (23)
Puting aside technical details we are going to introduce the set of conserved variables: the rest-mass
density (D), the momentum density in the j-direction (Sj) and the total energy density (E), measured
by a family of observers which are the natural extension (for a generic space time) of the Eulerian
observers in classical uid dynamics. Interested readers should address Ref. [6] for their denition
and geometrical foundations.
In terms of the primitive variables
w= (; vi; )T; (24)
the conserved quantities can be written as
D = W; (25)
Sj = hW 2vj; (26)
E = hW 2 − p; (27)








and W is the Lorentz factor W = (1− v2)−1=2 with v2 = ijvivj.
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where the quantities F (w) are









































 being   E − D, that is the total energy density subtracting the rest-mass density, g  det(g)
is such that
p−g= p;   det(ij)
and det stands for the determinant of the corresponding matrix.
2.3.2. Characteristic elds
Modern HRSC schemes use the characteristic structure of the hyperbolic system of conservation
laws. In many Godunov-type schemes, the characteristic structure is used to compute either an
exact or an approximate solution to a sequence of Riemann problems at each cell interface. In
characteristic-based methods (see [35]), the characteristic structure is used to compute the local
characteristic elds, which dene the directions along which the characteristic variables propagate.
In both these approaches, the characteristic decomposition of the Jacobian matrices of the nonlinear
system of conservation laws is important, not only because it is one of the key ingredients in the
design of the numerical ux at the interfaces, but because experience has shown that it facilitates a
robust upgrading of the order of a numerical scheme.





Let us show the eigenvalues and right eigenvectors of Bx explicitly (see details in [6]).
The eigenvalues are
0 = vx − x (triple) (34)





vx(1− c2s ) cs
q
(1− v2)[xx(1− v2c2s )− vxvx(1− c2s )]

− x: (35)
To give the expression of the right eigenvectors, we dene the following auxiliary quantities:
K  ~
~ − c2s
; i  ~ + ~
i
(36)
with ~  =; ~  = and ~i  i=.
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h(xy + 2W 2vxvy)
h(yy + 2W 2vyvy)
h(zy + 2W 2vzvy)
Wvy(2hW − 1)
3




h(xz + 2W 2vxvz)
h(yz + 2W 2vyvz)




Let R1(u) be the matrix of right eigenvectors with the standard ordering: R1 = fr−; r0;1; r0;2; r0;3; r+g.
Symmetry arguments allow one to obtain the spectral decomposition in the other spatial directions,
i.e., R2(u) and R3(u).
The spectral decomposition above provides the user with the technical ingredients needed to
develop state-of-the-art, upwind-biased HRSC codes for numerical relativistic hydrodynamics in a
way which is identical to the classical uid dynamics case.
2.3.3. Special relativistic hydrodynamics
The analysis in the Minkowski space-time of Special Relativity was done in [38] and, more
recently, in [25]. The corresponding spectral decomposition has been detailed in [25] where the
particular expressions for the eigenvalues and eigenvectors can be found. Those readers interested
in these expressions can consider the relations derived in the last subsection and asign the following
values to the geometrical factors: = 1; i = 0 and ij = ij (Cartesian coordinates).
Let us remark, here, that the characteristic wave speeds in the relativistic case not only depend
on the uid velocity components in the wave propagation direction, but also on the normal velocity
components. This coupling adds new numerical diculties which are specic to RFD.
3. Special relativistic Riemann solvers
3.1. The exact relativistic Riemann solver
We are concerned with the breakup of an initial discontinuity which separates two constant states
L (left) and R (right) of an ideal gas (with adiabatic exponent  ) in arbitrary (1D) conditions, in
the absence of any gravitational eld. This problem was considered by Mart and Muller [65], who
derived an exact solution. Prior to this work, the building blocks of this analytical solution, i.e., the
2 Let us draw the reader’s attention to the expressions of the (0,2) and (0,3) right eigenvectors. They are dierent from
the ones in [6], and coincide only in the case of a diagonal spatial metric. We are indebted to Mark Miller for pointing
out this erratum [41].
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elementary nonlinear special relativistic waves [89] had been extensively treated in literature (for
a review see, e.g., [4]). However, none of these investigations aimed at solving the general Rie-
mann problem. Thompson [90] considered the analytical solution of the special relativistic Riemann
problem for the particular case of zero initial ow velocities (the so-called shock-tube problem).
Both in relativistic and Newtonian hydrodynamics the discontinuity between the two constant
initial states VL and VR (V = (p; ; v)) breaks up into two elementary nonlinear waves (shocks or
rarefactions), one moving towards the initial left state and the other towards the initial right state.
Between the waves two new states, namely VL and VR, appear which are separated from each
other through a contact discontinuity moving along with the uid. Across the contact discontinuity,
pressure and velocity are continuous, while the density exhibits a jump. As in classical hydro-
dynamics (see, e.g., [21]) the self-similar character of the ow through rarefaction waves and the
Rankine{Hugoniot conditions across shocks provide the conditions for linking the intermediate states
VS (S = L;R) with their corresponding initial state VS . In particular, one can express the velocity
of the intermediate states vS as a function of the pressure pS of these states. The smoothness of
the velocity across the contact discontinuity then gives
vL(p) = vR(p); (37)
where p = pL = pR.






where RS(p) (SS(p)) denotes the family of all states which can be connected through a rarefaction
(shock) with a given state S ahead of the wave.
The fact that one Riemann invariant is constant through any rarefaction wave provides the relation
needed to derive the function RS
RS(p) =
(1 + vS)A(p)− (1− vS)




  − 1− c(p)p
  − 1 + c(p)
p
  − 1 + cSp
  − 1− cS
!2=p −1
(40)
the + (−) sign of A corresponding to S =L(S =R). In the above equation, cS is the sound speed




(  − 1)S(p=pS)1=  +  p
1=2
: (41)
The family of all states SS(p), which can be connected through a shock with a given state S ahead
of the wave, is determined by the shock jump conditions. One obtains
SS(p) =
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Fig. 1. Graphic solution in the p{v plane of the Riemann problems dened by the initial states VL=(pL=103; L=1; vL=0:5)
and V iR = (p
i
R ; R = 1; vR = 0) (i = 1; : : : ; 4) with p
1
R = 10
2; p2R = 10; p
3
R = 1; p
4
R = 10
−1. The adiabatic index of the
equation of state is 53 in all cases. Note the asymptotic behavior of the functions when they approach v = 1.
where the + (−) sign corresponds to S=R (S=L). V(p) and j(p) denote the shock velocity and




S vS  j(p)2
p
1 + (S=j(p))2








where the enthalpy h(p) of the state behind the shock is the (unique) positive root of the quadratic
equation
1 +
(  − 1)(pS − p)
 p






− h2S = 0; (45)
which is obtained from the Taub adiabat (the relativistic version of the Hugoniot adiabat) for an
ideal gas equation of state.
In Fig. 1, the functions vL(p) and vR(p) are displayed in a p{v diagram for a particular set of
Riemann problems. Once p has been obtained, the remaining state quantities can easily be derived.
Mart and Muller [66] have used the procedure sketched above to construct an exact Riemann
solver to be implemented in an extension of PPM method [20] for 1D RFD. In [66] detailed
calculations show the accuracy and convergence rates of the code in the computation of extremely
relativistic ows with strong shocks (see below, Section 5). A relativistic exact Riemann solver has
also been implemented by Wen et al. [94] in their relativistic (1D) version of Glimm’s random choice
method [46]. Besides being conservative on the average, Glimm’s method produces completely sharp
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shocks and contact discontinuities and it is free of difussion and dispersion. The numerical results
displayed in [94] conrm all these properties in the relativistic version.
In Godunov-type methods, most of the structure of the Riemann solution is lost during the process
of averaging over numerical cells that introduces large numerical errors. On the other hand, to
solve Riemann problems exactly usually involves a time-consuming calculation. In the case of
multidimensional relativistic hydrodynamics this last fact is more dramatic, due to the coupling of
all the components (normal and tangential) of the ow velocity in the Riemann solution through
the Lorentz factor. For shock waves, this coupling just results in an increase in the number of
algebraic jump conditions to be solved. For rarefactions, however, the coupling implies solving a
system of ordinary dierential equations resulting in an expensive calculation. All these facts would
suggest the use of approximate Riemann solutions obtained by some less expensive means as an
alternative. An interesting approach that avoids invoking linearized approximate Riemann solvers
is the two-shock approximation introduced by Colella (see [19]) in classical uid dynamics and
extended to RFD by Balsara [5] and Dai and Woodward [23].
In order to construct Riemann solutions, in the two-shock approximation instead of using a rar-
efaction wave (when it is necessary) one uses the analytical continuation of shock waves onto the
rarefaction side. In doing that, the coupling of the tangential components of the ow velocity re-
duces only to the algebraic complication of the Rankine{Hugoniot conditions accross oblique shocks.
Balsara [5] has developed an approximate SRRS of this kind solving the jump conditions in the
shocks’ rest frames in the absence of transverse velocities, after appropriate Lorentz transformations.
In a recent paper, Dai and Woodward [23] have developed a similar Riemann solver but relying on
the jump conditions accross oblique shocks which makes the solver more ecient.
The results obtained by the authors in [5,23] in mildly relativistic 1D test problems are very
promising. The accuracy of their approach should be tested in the ultrarelativistic limit in which a
departure in the approximate Riemann solution (as the one produced in Riemann problems involving
strong rarefaction waves) can produce large errors in the Lorentz factor, with important implications
on the dynamics of the ow. The suitability of these approaches in Riemann problems with tranversal
velocities should be fully tested.
3.2. Linearized Riemann solvers
Linearized Riemann solvers are based in the exact solution of Riemann problems corresponding
to a new system of equations obtained by a suitable linearization of the original one. The local lin-
earization of the Jacobian matrices of the original system and its subsequent spectral decomposition
is on the basis of all these solvers.
Eulderink [30] and Eulderink and Mellema [32] have extended Roe’s Riemann solver [80] to
the general relativistic system of equations in arbitrary space times. Eulderink looks for a local
linearization of the Jacobian matrices of the system which fullls the properties demanded by Roe
in his original paper. These will be repeated here. Let A be the Jacobian matrix associated to one
of the uxes F of the original system, and u the vector of unknowns. Then, the locally constant
matrix ~A, depending on uL and uR (the left and right set of values dening the local Riemann
problem), must verify:
1. It constitutes a linear mapping from the vector space u to the vector space F .
2. As uL ! uR ! u; ~A(uL; uR)!A(u).
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3. For any uL; uR ; ~A(uL; uR)(uR − uL) = F(uR)− F(uL).
4. The eigenvectors of ~A are linearly independent.
Conditions 1 and 2 are necessary to recover the linearized algorithm from the non-linear one
smoothly. Condition 3 (supposing 4 is fullled) ensures that if a single discontinuity is located at
the interface, then the solution of the linearized problem gives the exact solution to the Riemann
problem.
Once the averaged matrix satisfying Roe’s conditions, ~A, has been obtained for every numerical
interface, the numerical uxes are computed by solving the locally linear system. Roe’s numerical
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being the eigenvalues and right and left eigenvectors of ~A, respectively (p extends
from 1 to the number of equations of the system).
Eulderink has obtained the Roe linearization for the relativistic system of equations, in a general














The role played by  in the Cartesian nonrelativistic Roe solver as weight for averaging, is now
played by k, which apart from geometrical factors, tends to  in the nonrelativistic limit. A Riemann
solver for special relativistic ows and the generalization of the Roe solver for the Euler equations
in arbitrary coordinate systems are easily deduced from Eulderink’s work.
The results obtained by Eulderink and Mellema [32] in 1D test problems for ultrarelativistic
ows (up to Lorentz factors 625) in the presence of strong discontinuities and large gravitational
background elds demonstrate the high performance of the Eulderink{Roe solver.
Relaxing Condition 3 of Roe’s linearization, the solver is no longer exact for shocks but still
produces accurate solutions. The advantage is that the reduced set of conditions is fullled by a
large number of averages. A typical choice is the arithmetic mean. The 1D general relativistic hydro
code developed by our group (see [81] and previous results in [56]) uses the ux formula (46) with
such an average. It has succesfully passed a long series of tests including the spherical version of
the relativistic shock reection (see below in Section 5).
Falle and Komissarov [33] have proposed several approximate SRRS relying on a primitive{
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with B=B(V) and V being any set of primitive variables, e.g., (; vx; vy; vz; p). A local linearization
of the system above allows one to obtain the solution of the Riemann problem to calculate the
numerical uxes needed to advance in time a conserved version of the equations.
Godunov-type schemes are indeed very robust in most situations although they fail spectacularly
on occasions. Reports on approximate Riemann solver failures and their respective corrections (usu-
ally a judicious addition of articial dissipation) are abundant in the literature (see, e.g., [78] and
references therein).
Motivated by the search for a robust and accurate approximate Riemann solver that avoids these
common failures, Donat and Marquina [26] have extended to systems a numerical ux formula
which was rst proposed by Shu and Osher [86] for scalar equations. In the scalar case and for
characteristic wavespeeds which do not change sign at the given numerical interface, Marquina’s
ux formula is identical to Roe’s ux. Otherwise, the scheme switches to the more viscous, en-
tropy satisfying local-Lax-Friedrichs scheme (see [86] for details), in order to avoid some rele-
vant numerical pathologies. In the case of conservation law systems, the combination of Roe and
local-Lax-Friedrichs solvers is carried out in each characteristic eld after the local linearization and
decoupling of the system of equations (see [26]). However, contrary to Roe’s and other linearized
methods, the extension of Marquina’s method to systems is not based on any averaged intermediate
state.
Mart et al. [68,69] have used this method in their simulations of relativistic jets. The resulting
numerical code has been used to describe ultrarelativistic ows in 1D and 2D. A large set of
test calculations using Marquina’s Riemann solver can be found in Appendix II of [69] and in a
recent paper [25]. Besides, the numerical experimentation in 2D conrms that the dissipation of
the scheme is sucient to eliminate the carbuncle phenomenon (see [78]), appearing in high Mach
number relativistic jet simulations when using other standard solvers.
Finally, Schneider et al. [82] have proposed the use of the method of Harten, Lax and van Leer
[53] (HLL here on) to integrate the equations of special RFD. This method avoids the explicit
calculation of the eigenvalues and eigenvectors of the Jacobian matrices. However, it is based on
an oversimplied approximate solution of the original Riemann problems, as only one intermediate
state is contained in the approximate Riemann solution







where aL and aR are, respectively, lower and upper bounds for the smallest and largest signal
velocities. The intermediate state u is determined by requiring consistency of the approximate
Riemann solution with the integral conservation equations over a grid zone. This gives
u =
aRuR − aLuL − F(uR) + F(uL)
aR − aL (53)








a−L = minf0; aLg; a+R = maxf0; aRg: (55)
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Good estimates for the smallest and largest signal velocities are essential in the HLL method. In
the nonrelativistic case, Einfeldt [28] proposed calculating them based on the smallest and largest
eigenvalues of the Roe matrix. This HLL scheme with Einfeldt’s recipe is a very robust upwind
scheme for the Euler equations and possesses the property of being positively conservative. The
method is exact for single shocks but its main drawback is, probably, that it is very dissipative,
specially on contact discontinuities.
Schneider et al. [82] have presented results in 1D ultrarelativistic hydrodynamics using a version
of the HLL method with the signal velocities calculated according to
aR = ( v+ cs)=(1 + v cs); (56)
aL = ( v− cs)=(1− v cs); (57)
where cs is the relativistic sound speed, and where the bar denotes the arithmetic mean between
the initial left and right states. Duncan and Hughes [27] have further generalized this method to 2D
special RFD and applied it to the simulation of relativistic extragalactic jets.
4. Special relativistic Riemann solvers in general relativistic hydrodynamics
In [77] we have answered the following basic question: Is it possible to obtain a general procedure
that allows one to take advantage of SRRS (see Section 3) to generate numerical solutions describing
the evolution of relativistic ows in strong gravitational elds?
The armative answer relies on a local change of coordinates, at each numerical interface,
in terms of which the space{time metric is locally Minkowskian. Our procedure, hence, follows
analogous trends to those used in classical uid dynamics to solve Riemann problems in general
curvilinear coordinates. In particular, and for 1D problems, it is possible to use the exact solution
of the special relativistic Riemann problem.
4.1. The numerical case
The equations describing the evolution of a relativistic uid (see Section 2) can be written in
terms of the divergence of the ve vector elds fJ ;T  n;T  @1;T  @2;T  @3g as
r  A= s; (58)
where A denotes any of the above ve vector elds, s is the corresponding source term and fn; @ig
denes the Eulerian observers (see Section 2).
Let us consider the integral form of the above equations on a four-dimensional volume 
 with
three-dimensional boundary @










For numerical applications, we choose volume 
 as the one bounded by the coordinate hypersurfaces












p−gA0 dx1 dx2 dx3; (60)
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p−g dx1 dx2 dx3; (61)
can be obtained from
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In order to advance in time, the volume and surface integrals on the right-hand side have to be
evaluated. We have applied HRSC to calculate the A vector elds by solving local Riemann problems
combined with monotonized cell reconstruction techniques.
4.2. Formulation of Riemann problems in locally Minkowskian coordinates
According to the Equivalence Principle, physical laws in a local inertial frame of a curved space-
time have the same form as in special relativity (see, e.g., [83,88]). Locally at (or geodesic) systems
of coordinates, in which the metric is brought into the Minkowskian form up to second-order terms,
are the realization of these local inertial frames. However, whereas the coordinate transformation
leading to locally at coordinates involves second-order terms, locally Minkowskian coordinates
are obtained by a linear transformation. This fact is of crucial importance when exploiting the
self-similar character of the solution of the Riemann problems set up across the coordinate surfaces.
Hence, we propose to perform a coordinate transformation to locally Minkowskian coordinates at
each numerical interface assuming that the solution of the Riemann problem is one in special rela-
tivity and planar symmetry. This last assumption is equivalent to the approach followed in classical
uid dynamics, when using the solution of Riemann problems in slab symmetry for problems in
cylindrical or spherical coordinates, which breaks down near the singular points (e.g. the polar axis
in cylindrical coordinates). Analogous to classical uid dynamics, the numerical error will depend
on the magnitude of the Christoel symbols, which might be large whenever huge gradients or large
temporal variations of the gravitational eld are present. Finer grids and improved time-advancing
methods will be required in those regions.






p−g dx0 dx2 dx3: (63)
To begin, we will express the integral on a basis e^ with e 0^  n and ei^ forming an orthonormal
basis in the plane orthogonal to n with e 1^ normal to the surface x1 and e2^ and e3^ tangent to that
surface. The vectors of this basis verify e^ e^=^^ with ^^ the Minkowski metric (in the following,
caret subscripts will refer to vector components in this basis).
Denoting by x0 the coordinates at the center of the interface at time t, we introduce the following
locally Minkowskian coordinate system:
x^ =M^ (x
 − x0); (64)
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where the matrix M^ is given by @ = M
^
 e^, calculated at x

0. In this system of coordinates the
equations of general relativistic hydrodynamics transform into the equations of special relativistic








!p−g^ dx 0^ dx2^ dx3^ (65)
with
p−g^=1+O(x^), where we have taken into account that, in the coordinates x^, x1 is described
by the equation x 1^−( 1^=)x 0^=0 (with i^=Mi^i i), where the metric elements 1 and  are calculated
at x0. Therefore, this surface is not at rest but moves with speed 
1^=.
At this point, all the theoretical work on SRRS developed in recent years, can be exploited.
The quantity in parenthesis in (65) represents the numerical ux across x1 , which can, now, be
calculated by solving the special relativistic Riemann problem dened by the values at the two
sides of x1 of two independent thermodynamical variables (namely, the rest mass density  and
the specic internal energy ) and the components of the velocity in the orthonormal spatial basis
vi^ (vi^ =Mi^i v
i). Although most linearized Riemann solvers provide the numerical uxes for surfaces
at rest, it is easy to apply them to moving surfaces, relying on the conservative and hyperbolic
character of the system of equations (as in [52]).
Once the Riemann problem has been solved, by means of any linearized or exact SRRS, we can
take advantage of the self-similar character of the solution of the Riemann problem, which makes











p−g^ dx 0^ dx2^ dx3^; (66)
where the superscript () stands for the value on x1 obtained from the solution of the Riemann
problem. The integral on the right-hand side of (65) is the area of the surface x1 and can be





p−g dx0 dx2 dx3 (67)
which can be evaluated for a given metric.
Finally, notice that the numeriacl uxes dened in (65) correspond to the vector elds A=fJ ;T 
n;T  e 1^;T  e2^;Te3^g. Thus, the additional relation
T  @i =Mj^i (T  ej^) (68)
has to be used for the momentum equations.
The interested reader can address Ref. [77] for details on the testing and calibration of our
procedure. The additional computational cost of the approach is completely negligible. The proce-
dure has a large potentiality and can be applied to other systems of conservation laws, such as
magneto-hydrodynamics (MHD), making possible to solve the general relativistic MHD equations
using the corresponding Riemann solvers developed for the special relativistic case.
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5. Some standard numerical experiments
Discontinuous initial value problems provide interesting tests for hydrodynamical codes since they
produce shock waves and contact discontinuities which are the most dicult features to be solved
numerically. This line of research has been extraordinarily enriched from the knowledge of the exact
solution, [65], as we have shown in Section 3.
In recent years we have carried out an exhaustive study of the performance of our relativistic
extension of HRSC techniques for describing relativistic ows (for a summary see [63]). In [66]
and [25], respectively, the relativistic PPM and Marquina’s solver have been analyzed in relativistic
1D and 2D numerical experiments. In [6], standard 1D shock-tube problems in Minkowski space
time have been extended to multidimensional problems, involving more complex metrics, by means
of changes of coordinates. Hence, a battery of numerical experiments (relativistic shock-tube tests,
relativistic spherical shock reection, Oppenheimer{Snyder collapse, spherical accretion onto a com-
pact object, detection of the zero value for the fundamental mode against radial oscillations of a
compact object, etc.) conrms our procedure’s quality.
5.1. Relativistic blast wave
The initial states for this Riemann problem are
fpL = 103; L = 1; vL = 0g; fpR = 10−2; R = 1; vR = 0g:
The computational domain is [0; 1] and, at t = 0, the discontinuity is placed at x = 0:5. We use an
ideal gas law, p= (  − 1), with   = 5=3 and an Eulerian grid of 400 zones.
As in the nonrelativistic case, four constant states occur separated by three elementary waves.
The solution (Fig. 2) consists of a rarefaction wave traveling to the left and a shock wave moving
to the right with a contact discontinuity in between. The main dierences between the relativistic
solution and their Newtonian counterparts are due to the nonlinear velocity addition and the Lorentz
contraction. The rst eect yields a curved prole for the rarefaction fan, as opposed to a linear one
in the Newtonian case. The Lorentz contraction narrows the shock plateau. These eects, specially
the second one, become particularly strong in the ultrarelativistic regime.
In this test (rst considered by Norman and Winkler [73]) the initial jump in pressure of ve
orders of magnitude leads to the formation of a thin and dense shell bounded by a leading shock
front and a trailing contact discontinuity. The post-shock velocity is 0.96 (W  3:5), while the
shock speed is 0.986 (W  6).
The thin shock plateau is a hard test for any numerical scheme. Norman and Winkler [73], with
an implicit hydrodynamical code incorporating articial-viscosity terms, had to use an adaptive grid
to obtain consistent proles. Conservative methods do a good job with a xed Eulerian grid. Mart
and Muller, with their relativistic PPM [66] obtain results comparable to those of [73] with a xed
Eulerian grid and an explicit numerical code.
5.2. Relativistic planar shock wall test
An ideal cold gas (1 = 0) with velocity v1 hits a wall. The gas is thus compressed and
heated, giving rise to a shock which starts to propagate o the wall, leaving the gas behind
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Fig. 2. The relativistic blast wave problem for time t = 0:35. Normalized proles of density, pressure and velocity vs.
distance for the computed and exact (solid line) solution. All variables were calculated with a third-order scheme (PHM)
on an equidistant grid of 400 zones. Marquina’s solver has been used.
at rest (v2 = 0). Subscripts 1 and 2 stand for the states of gas ahead of and behind the shock,
respectively.
The post-shock density is an increasing function of the initial inow velocity according to the
following compression ratio, between shocked and un-shocked gas,  ( 2=1):
 =
  + 1
  − 1 +
 
  − 12; (69)
where 2 = W1 − 1 and   is the adiabatic index of the equation of state. As it is well-known, in
the Newtonian limit this compression ratio is independent of the initial velocity. On the contrary,
in the ultrarelativistic regime the density of the gas behind the shock is unbounded (  W1).
In our numerical setup the computational domain covers the interval [0; 1] and the wall is placed
at x=1. We use an Eulerian grid of 250 zones and an ideal gas with  = 53 . For numerical reasons,
the specic internal energy of the inow gas was set at a small initial value (1 = 10−5W1).
Fig. 3 shows the normalized proles of the pressure, density and velocity obtained with Marquina’s
solver and PHM reconstruction at a time when the shock has propagated 0.5 units o the wall. The
proles shown correspond to an initial velocity v1=0:99999 (W  224). The inow velocity imposes
no particular theoretical or numerical constraint on the scheme, which means that the ultrarelativistic
regime poses no special diculties in the simulations. Dierent runs varying the inow velocity (not
shown) gave qualitatively similar proles.
Conventional schemes applied to shock reection tests often give numerical approximations with
a consistent O(1) error in the density and internal energy in a few cells near the reecting wall.
This overheating, as it is known in classical hydrodynamics (see e.g. [26] and references therein),
is purely a numerical artifact, which is considerably reduced when Marquina’s scheme is used. This
was the case in classical gas dynamics simulations (see [26]) and it also seems to apply to RFD
simulations. The error (of density) at the wall is around 2.5%.
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Fig. 3. The relativistic shock reection problem for a time when the shock has propagated 0:5 units o the wall: normalized
proles of density, pressure and velocity vs. distance for the computed and exact (solid line) solution. All variables were
calculated with Marquina’s solver and PHM-reconstruction on an equidistant grid of 100 zones.
5.3. Relativistic spherical shock reection
Noh [72] has exhaustively analyzed the spherical shock reection problem in the Newtonian
dynamics of ideal gases (p= (  − 1)). Noh’s paper is, in fact, devoted to the study of intrinsic
errors which appear when using articial viscosity techniques in spherically symmetric applications.
The relativistic spherical shock reection is a severe test due to the diculties connected with the
geometry and | in its relativistic version | with the strong nonlinearities induced by the Lorentz








in the nonshocked part of the ow. The jump in density at the shock is dened by =+=−; +
and − being the postshock and preshock values, respectively. In our case it is
=
 W + 1













In the present test, the ultrarelativistic regime leads to the following asymptotic relations (0 = 1):
!  






W; vs ! (  − 1): (73)
The initial data for this problem are dened in a unit sphere (06r61) and for an ideal gas with
 =4=3. These are: v(r; 0)=−v0(v0> 0), (r; 0)= 0 = 1, (r; 0)= 0 = 0 (hence, p(r; 0)=p0 = 0).
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Table 1
Initial inow velocity −v0 (Lorentz factor W0). Maximum and mean relative errors, maxr and r ,
respectively, of the postshock density, + after 1000 timesteps
v0 W0 + maxr r
0:1 1:005 342 0:088 0:016
0:9 2:3 343 0:090 0:015
0:99 7:1 614 0:11 0:018
0:999 22 1580 0:13 0:020
0:9999 71 4671 0:14 0:021
0:99999 224 14455 0:14 0.021
0:999999 707 45399 0:14 0:022
0:9999999 2236 143252 0:14 0:022
Fig. 4. Relativistic spherical shock reection. We use a continuous line for the exact solution and dierent symbols like
a plus, a diamond and a triangle for velocity, density and specic internal energy, respectively.
For numerical reasons, the initial value of the specic internal energy of the inow gas was set to a
small nonzero value 0 = 10−6W0. The boundary conditions are: v(1; t)=−v0 and the exact solution
of  at r = 1 for any time.
In order to obtain the numerical solution to the above problem we have used a grid with 200
equidistant zones. The results displayed in Table 1 and Fig. 4 correspond to some particular instant of
the evolution (after 1000 timesteps). In order to emphasize the relativistic eects, we have carried out
this numerical experiment for a large sample of dierent initial inow velocities. Several conclusions
can be established from the data contained in Table 1: (i) The large values of the postshock densities
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which increase linearly with the inow Lorentz factor. (ii) The ratio +=W0 tends to the asymptotic
value of 64 when v0 ! 1 consistent with the above asymptotic relations. (iii) The maximum of the
relative errors for the postshock density, maxr , and the mean relative error of the same quantity, r,
seem to be independent of the initial Lorentz factor and to converge to 14% and 2%, respectively.
This feature of the relative errors has been pointed out in [65] when they discuss the planar shock
wall test experiment with their relativistic version of PPM. In the estimation of the mean relative
error we have not considered the zone next to the center, which always dominates the maximum
error, due to the well-known eect of numerical overheating. Fig. 4 shows our numerical results
compared with the analytical ones. The overheating phenomena is less severe, by far, than the one
found by Noh [72] in his analysis of the corresponding Newtonian problem. Noh [72] reports errors
of the order of 1000% in some of the experiments | in Newtonian hydrodynamics | with articial
viscosity techniques. A 14% of maximum relative error in the postshock density at the center is
comparable to the one obtained with the Newtonian PPM [98] and reported in the same paper by
Noh [72].
Recently, we have used this test to calibrate a 3D special relativistic hydrocode (GENESIS) in
Cartesian coordinates. Details on GENESIS can be found in [3].
5.4. Wind tunnel with a at-faced step
A challenging test for two-dimensional hydro-codes is the numerical simulation of a wind tunnel
with a at-faced step, originally introduced by Emery [29] to compare several dierence schemes
in classical uid dynamics. We have extended this test to the relativistic (and ultrarelativistic) ow
regime trying to keep the geometry and most of the initial conditions the same as in the original
experiment [29].
A Mach 3 ow (Newtonian denition) is injected into a tunnel containing a step. The tunnel
is three units long and one unit wide. The step is 0.2 units high and it is located 0.6 units from
the left-hand end of the tunnel. Initially, the wind tunnel is lled with an ideal gas with   = 7=5,
which has density (0; x; y) = 0 = 1:4, vx(0; x; y) = vx0 and v
y(0; x; y) = vy0 = 0 everywhere. Gas with
these properties is continually fed in from the left-hand boundary, where inow boundary conditions
are applied. Outow boundary conditions are applied at the right end, whereas reecting boundary
conditions are imposed along the walls of the tunnel, as well as on the boundary marked by the
step. The corner of the step is the center of a rarefaction fan and, thus, a singular point of the ow.
As in the classical gas dynamics framework [98], numerical errors generated in the neighborhood
of this point can seriously aect the global ow. Our experimentation conrms that, just as in the
Newtonian limit, it is necessary to apply an additional boundary condition near the corner of the
step in order to minimize the generation of numerical errors near this singular point. Our corner
treatment is based on a relativistic extension of the conditions imposed in [98] for Newtonian gas
dynamics. Specic details can be found in [25].
The computational domain is discretized using a rectangular grid of 120 x-cells  40 y-cells.
The initial value of the x-component of the three velocity, vx0, has been used as a free parameter
for dierent runs.
The density distribution is the hardest one to compute due, on the one hand, to the Mach stem
at the upper wall and, on the other hand, to the corner of the step. Moreover, in the ultrarelativistic
regime where the Lorentz factor W/1, the large jumps in density and pressure make the test much
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Fig. 5. The relativistic version of Emery’s at-faced step for a time t = 4:3. We plot 30 isocontours of the logarithm of
the density for the dierent reconstruction used: rst order (top), ENO2 (center) and PHM (bottom). All cases correspond
to an inow velocity vx0 = 0:995. Computations were performed on a rectangular grid of 120 40 zones.
more severe. Fig. 5 shows contour plots of the density obtained with rst (just no reconstruction
as in the original Godunov’s method), second (ENO scheme [86] of second order) and third order
(PHM [62]) reconstruction techniques for vx0 = 0:995 (W  10). By time t = 4:3 the unsteady ow
has a rich and interesting structure. The location of the bow shock, Mach stem and reected shock
are consistent in the three runs. As in the one-dimensional case, increasing the order of the method
leads to sharper proles, i.e., lower numerical viscosity. This is specially noticeable in the secondary
reected shock over the step.
6. Some astrophysical applications
In this section we explore the use of HRSC techniques in astrophysical scenarios where ows
evolve reaching velocities near the speed of light and/or in the presence of strong gravitational elds
(background or dynamical).
At present, in astrophysics, HRSC methods have mainly been applied to the simulation of extra-
galactic relativistic jets (see [69] and references cited therein).
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In the case of general relativistic hydrodynamics, developing numerical codes based on the reso-
lution of local Riemann problems is still in its infancy. Few papers have considered the extension of
HRSC methods from special to general relativistic hydrodynamics [6,31,64,81]. Moreover, recently,
several formulations have been derived of Einstein equations as a rst-order hyperbolic system of
balance laws [1,11,42,43]. This opens a new strategy, in the eld of Numerical Relativity, permitting
the use of the same HRSC schemes, specically designed for such hyperbolic systems, to solve the
full system of eld equations plus matter. In this strategy very preliminarly steps have been carried
out in [10] (for 1D calculations) and [41] (in 3D).
6.1. Relativistic jets
A distinctive feature of radio loud active galactic nuclei (radio galaxies and quasi stellar radio
sources) is radio emission in the form of a pair of relativistic jets. In terms of the distance to
the central object powering the nuclear activity (a supermassive black hole in the most commonly
accepted model) we can distinguish three main regions in the jets:
(a) Subparsec scale: The inferred jet velocities close to light speed suggest that jets are formed
within a few gravitational radii of the event horizon of the black hole. Moreover, very-long-baseline
interferometric (VLBI) radio observations reveal that jets are already collimated at subparsec scales.
Current theoretical models assume that accretion disks are the source of the bipolar outows which
are further collimated and accelerated by hydromagnetic means (see, e.g., [8]). There are many pa-
rameters which are potentially important for jet powering: the black hole mass and spin, the accretion
rate and the type of accretion disk, the properties of the magnetic eld and of the environment.
(b) Parsec scale: At this scale the jet, observed via its synchrotron and inverse Compton emission
at radio frequencies with VLBI imaging, appears to be highly collimated with a bright spot (the
core) at one end of the jet and a series of components which separate from the core, sometimes
at superluminal speeds. In the standard model [9], these speeds are interpreted as a consequence of
relativistic bulk motions in jets propagating at small angles to the line of sight with Lorentz factors
up to 20 or more. Moving components in these jets, usually preceded by outbursts in emission at
radio wavelengths, are interpreted in terms of traveling shock waves.
(c) Kiloparsec scale: At this scale the morphology and dynamics of jets are dominated by the in-
teraction of the jet with the surrounding extragalactic medium, with the jet power being responsible
for dichotomic morphologies (the so-called Fanaro{Riley I and II classes, FRI and II, respectively,
[34]). Whereas current models [7,58] interpret FRI morphologies as the result of a smooth deceler-
ation from relativistic to nonrelativistic, transonic speeds on kpc scales due to a slower shear layer,
ux asymmetries between jets and counter-jets in the most powerful radio galaxies and quasars
indicate that relativistic motion follows up to kpc scales in these sources, although with smaller
values of the overall bulk speeds [16].
Relativistic hydro-codes based on HRSC techniques like those introduced in the preceding sections,
have triggered the numerical simulation of relativistic jets at parsec and kiloparsec scales.
At kiloparsec scales, the implications of relativistic ow speeds and/or relativistic internal energies
in the morphology and dynamics of jets have been the subject of a number of papers in recent years
[27,67{69]. Beams with large internal energies show little internal structure and relatively smooth
cocoons allowing the terminal shock (the hot spot in the radio maps) to remain well dened during
evolution. Their morphologies resemble those observed in naked quasar jets like 3C273 [24]. Fig. 6
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Fig. 6. Time evolution of a light, relativistic (beam ow speed equal to 0.99 times light speed) jet model with high internal
energy. The logarithm of the proper rest-mass density is plotted in grey scale, with maximum values corresponding to
white and minimum to black.
displays several snapshots in the time evolution of a light, relativistic jet model with high internal
energy. On the other hand, the dependence of beam internal structure with ow speed suggests that
relativistic eects may be relevant in understanding the dierence between slower, knotty BL Lac
and faster, smoother quasar jets [45].
Highly supersonic models, in which kinematic relativistic eects dominate due to high beam
Lorentz factors, display extended overpressured cocoons. As noted by Mart et al. [68], these over-
pressured cocoons can help to conne the jets during the early stages of evolution and even cause
their deection when propagating through nonhomogeneous environments. The cocoon overpressure
causes the formation of a series of oblique shocks within the beam in which the synchrotron emis-
sion is enhanced. In long-term simulations (see Fig. 7), the evolution is dominated by a strong
deceleration phase during which large lobes of jet material (like the ones observed in many FRIIs,
e.g., Cyg A, [18]) start to inate around the jet’s head. These simulations reproduce some properties
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Fig. 7. From top to bottom, proper rest-mass density, energy density (in logarithmic scale) and ow Lorentz factor
distributions in an evolved, powerful jet propagating through the intergalactic medium. The black contour encompasses
the jet material responsible of the synchrotron radiation.
observed in powerful extragalactic radio jets (lobe ination, hot spot advance speeds and pressures,
deceleration of the beam ow along the jet) and can help to constrain the values of basic parameters
(such as the particle density and the ow speed) in the jets of real sources.
Finally, the development of multidimensional relativistic hydrodynamical codes has allowed the
simulation of parsec scale jets and superluminal radio components for the rst time. The presence
of emitting ows at almost the speed of light enhance the importance of relativistic eects in the
appearance of these sources (relativistic Doppler boosting, light aberration, time delays). Hence,
models should use a combination of hydrodynamics and synchrotron radiation transfer to compare
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Fig. 8. Computed radio maps of a compact relativistic jet model showing the evolution of a superluminal component
(from left to right). Two resolutions are shown: present VLBI resolution (white contours) and full resolution (black/white
images).
them with observations. In these models, moving radio components are obtained from perturbations
in steady relativistic jets. These jets propagate through pressure decreasing atmospheres causing
them to expand and accounting for the observed jet opening angles. Where pressure mismatches
exist between the jet and the surrounding atmosphere reconnement shocks are produced. The energy
density enhancement produced downstream from these shocks can give rise to stationary radio knots
like those observed in many VLBI sources. Superluminal components are produced by triggering
small perturbations in these steady jets which propagate at almost the jet ow speed. One example
of this is shown in Fig. 8, where a superluminal component (apparent speed  7 times light speed)
is produced from a small variation of the beam ow Lorentz factor at the jet inlet. The dynamic
interaction between the induced traveling shocks and the underlying steady jet can account for the
complex behavior observed in many sources [48].
6.2. Nonspherical accretion onto a moving black hole
Recent discoveries made in the eld of the X-ray Astronomy have greatly increased interest in
the physics of accretion ows around compact objects (neutron stars and black holes). Analysis of
quasi-periodic oscillations (QPOs), in the kHz range, observed in neutron star X-ray binaries [91]
may lead to measurements of the precession of the accretion disk, due to the Lense-Thirring eect
[87]. Same line of reasoning applied to QPOs observed in the black hole candidate GRS 1915+105
[71] suggests that GRO J1655-40 and GRS 1915+105 are spinning at a rate close to the maximum
theoretical limit [22]. The iron K emission line in the active galaxy MCG-6-30-15 [17] furnishes
further evidence that (rotating) black holes are at the center of active galactic nuclei.
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Historically, the canonical astrophysical scenario in which matter is accreted in a nonspherical
way by a compact object was originally suggested by Hoyle and Lyttleton [54] and Bondi and
Hoyle [14]. This will be referred to as the Bondi{Hoyle{Lyttleton accretion onto a Schwarzschild
black hole. Using Newtonian gravity they studied the accretion onto a gravitating point mass moving
with constant velocity through a nonrelativistic gas which is at rest and has a uniform density at
innity. Since then, this pioneering analytical work has been numerically investigated, for a nite
size accretor, by a great number of authors over the years (see, e.g., [37] for an up-to-date reference
list).
In [36,37,39] and [40] the authors have made an extensive numerical study of the relativistic
extension of the Bondi{Hoyle{Lyttleton scenario. In [39] and [40] a detailed analysis is made of
the morphology and dynamics of the ow evolving in the equatorial plane of a Kerr black hole.
The analysis in [39] and [40] is novel in its use of the Kerr{Schild (KS) coordinate system, which
is the simplest within the family of horizon adapted coordinate systems (introduced in [76]) where
all elds, i.e., metric, uid and electromagnetic elds are free of coordinate singularities at the event
horizon. This procedure allows the authors to perform accurate studies of relativistic accretion ows
around black holes since it is possible to put numerical grids within the horizon.
In [39] and [40] a HRSC technique (which makes use of a linearized Riemann solver) has been
used to solve system (29) in Boyer{Lindquist (BL) and also KS coordinates. Details of: (i) the
connection between both coordinate systems, and (ii) the particular expressions of the source terms,
can be found in [40].
The initial state of the uid is completely characterized by the asymptotic conditions upstream
the accretor. The free parameters chosen were the asymptotic velocity v1 = 0:5, the sound speed
cs1 = 0:1, and the adiabatic index   =
5
3 of an ideal gas EOS. We chose a rapidly rotating black
hole with specic angular momentum a=0:999. The simulation uses a numerical grid of 200 160
zones in the radial and azimuthal coordinates, respectively. The results of the simulation are plotted
in Fig. 9, where we show isocontours of the density logarithm at the nal time t = 500M . This
simulation employs KS coordinates, with the innermost grid radius placed at 1:0M , i.e., inside the
horizon, r+  M +
p
M 2 − a2, which is 1:04M for our model. The outermost radius corresponds
to 50M . The dotted line indicates the position of the horizon. The simulation is characterized
by the presence of a well-dened tail shock. The ow pattern reaches a steady state around t 
100{200M .
Fig. 10 shows what the accretion pattern would look like if the computation were to be carried
out in BL coordinates. One can immediately see the noticeable wrapping of the shock around the
central hole. The shock wraps many times before reaching the horizon due to coordinate eects.
This is a pathology of the BL system associated to the collapse of the lapse function at the horizon.
The wrapping in the shock wave has an important and immediate consequence: its computation
in BL coordinates, although possible in principle, would be much more challenging than in KS
coordinates, and this would be more so the closer to the horizon one would impose the boundary
conditions in the BL framework.
6.3. Spherically symmetric general relativistic stellar core collapse
In the case of spherically symmetric space times the general relativistic equations can be given in
a simple way which looks like the Newtonian hydrodynamics. To this aim the choice of coordinates
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Fig. 9. Relativistic Bondi{Hoyle accretion onto a rapidly-rotating Kerr black hole (a=0:999) in Kerr{Schild coordinates.
We plot 20 isocontours of the logarithm of the density (scaled to its asymptotic value), ranging from −0:13 to 2:37, at the
nal stationary time t = 500M . Asymptotically, the ow moves from left to right. The dashed line indicates the location
of the horizon.
is crucial. The use of Schwarzschild-type coordinates [13] leads to a simple general relativistic exten-
sion of the Eulerian Newtonian hydrodynamics. In terms of slicing of space time, Schwarzschild-type
coordinates are the realization of a polar time slicing, a radial gauge (see [49]), and are the gen-
eralization of the Schwarzschild coordinates, in terms of which the vacuum and static space time is
described.
The choice of the radial gauge leads to the following expression for the 3-metric:
ij = diag(X 2; r2; r2sin
2): (74)
Choosing the polar slicing condition, in spherical symmetry and the radial gauge, implies a zero-shift
vector. With these prescriptions the line element is written as
ds2 =−2 dt2 + X 2 dr2 + r2(d 2 + sin2  d2): (75)
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Fig. 10. Transformation of the stationary accretion pattern of Fig. 9 to Boyer{Lindquist coordinates. We plot 20 isocontours
of the logarithm of the density ranging from −0:17 to 2:28. The shock is totally wrapped around the horizon. It does not
extend all the way down to the horizon since the coordinate transformation is singular there.
By analogy with the well-known Schwarzschild solution for vacuum, we can dene the functions
(r; t) and m(r; t) by





; (r; t) = expf(r; t)g: (76)
With the above coordinate conditions and the following set of conserved variables
u = (D; S; ) = (XW; hW 2v; hW 2 − p− D); (77)
where v = Xur=ut , the general relativistic equations can be written as the following system of
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the uxes, f , being
f = (Dv; Sv+ p; S − Dv); (79)
Einstein equations furnish conditions on the quantities m(r; t) and (r; t) (see [49]):
@m
@r










By analogy with the static case, we can distinguish (for a given spherical surface having an area





Eqs. (80) and (82) are integrated, at each time step, between r = 0 and r = R(t) (the radius
of the star) with the following boundary conditions: m(r = 0) = 0, mA(r = 0) = 0, m(R(t)) = M
(the total gravitational mass), mA(R(t)) =MA (the total baryonic mass). The quantity Eb=M −MA,
on the analogy with the static case, can be considered as the binding energy of the star. The
gravitational potential , given by Eq. (81), is dened with the exception of an additive arbitrary
constant and is matched at the surface with the exterior Schwarzschild’s solution, i.e., (R(t)) =
(1=2) ln(1− 2M=R(t)). The integration of  starts with a zero value at the center and by comparing
the integrated value of  with the matching condition at the surface it is possible to obtain the
arbitrary constant.








(S − D)vjR(t) (83)
both MA and Eb (or M) are constants if one of the following boundary conditions (at the surface) are
fullled: (i) jR(t) = jR(t) = 0, (ii) vjR(t) = 0. The numerical solution must preserve these fundamental
properties of the system, i.e., conservation of baryonic mass and energy.
A very simple way of modelling the essential features of the stellar core collapse of massive
stars is to incorporate a simple equation of state like that of an ideal gas, but taking an adiabatic
exponent,  , which depends on density according to
  =  min + (log − log b); (84)
with = 0 if <b and > 0 otherwise [93].
In [81] we have considered the collapse of a white dwarf-like conguration, with a gravitational
mass of 1.3862 M, and two sets of values for the parameters  min;  and b: f1:33; 1; 2:5  1014
g cm−3g (model A) and f1.33, 5, 2.51015 g cm−3g (model B). For the sake of conciseness we
are going to show some results of the model A which exhibits standard values of the parameters.
A grid of 330 points, in geometric progression, has been used.
The collapse is triggered by the pressure decit caused by the change of the equation of state
between the original equilibrium conguration (a relativistic degenerate electron gas with Coulomb
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Fig. 11. Snapshots of the velocity prole as a function of the radial coordinate. Labels stand, respectively, for the following
time values (in ms): 80:49; 80:74; 80:91; 81:04; 81:20; 81:39; 81:76; 81:94; 82:86; 84:25 and 86:12.
corrections, having a pressure-averaged adiabatic index of 1.34) and the one used in the hydrody-
namical code (an ideal gas with adiabatic index  min).
Fig. 11 shows dierent snapshots of the velocity eld. The formation and evolution of a shock
is sharply solved in one or two zones and is free of spurious oscillations.
Rest-mass density, as a function of radial coordinate, is plotted in Fig. 12 for several times. The
propagation of the shock towards the surface can be followed in this gure. The jump in density is
of about one order of magnitude.
The conservative features of the code, consistent with the conservation laws of baryonic mass and
gravitational mass (or binding energy), are displayed in Fig. 13. This gure shows several snapshots
of the gravitational mass, as a function of the radial coordinate. Curve 1 correspond to the initial
model and curve 3 to the time of maximum compression. The relative errors at the surface are
consistent with the accuracy of our algorithm.
We have built up space{time diagrams to make the evolution easier to understand. Fig. 14 shows
the radial coordinate which enclose a sample of mass shells (see gure caption) in terms of the time
coordinate. In this gure both the existence of an absolute minimum of the radius enclosing a given
mass, as well as the propagation of the shock is remarkable. From this gure we can distinguish
between the inner core which reaches hydrostatic equilibrium and the outer part which is ejected
with kinetic energy exceeding 4 1051 erg when the shock is at 560 km.
Finally, we plot in Fig. 15, the geometrical quantity 2 as a function of the radial coordi-
nate and at several times of its evolution to emphasize the importance of general relativistic
eects. As can be seen in this gure, 2 is a continuous function throughout the shock. The curve
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Fig. 12. Snapshots of the rest-mass density prole as a function of the radial coordinate. Labels stand, respectively, for
the following time values (in ms): 80:49; 80:91; 81:20; 81:76; 82:86 and 86:12.
Fig. 13. Snapshots of the gravitational mass prole as a function of the radial coordinate. Labels stand, respectively, for
the following time values (in ms): 0; 80:49; 80:91; 81:20; 81:76; 82:86 and 86:12.
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Fig. 14. Space{time diagram showing the trajectories of a sample of mass shells in proper time (in ms) versus ra-
dial coordinate (in km and logarithmic scale). Each curve corresponds to the following mass shells: mj = (M=11)  j
(j = 1; : : : ; 10).
Fig. 15. Snapshots of the geometrical quantity 2 as a function of the radial coordinate (model A). Labels stand, respec-
tively, for the following time values (in ms): 80:49; 80:91; 81:76, and 86:12.
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Fig. 16. Schematic ow regarding with the development of HRSC techniques in Relativity and their astrophysical
applications.
labelled 2 corresponds to the time at which the absolute minimum (of about 0.49) is reached at the
center.
7. Conclusions and outlook
We hope we have convinced the reader that HRSC methods are a valuable tool with which to
carry out research in the eld of numerical relativistic hydrodynamics.
An appropriate conservative formulation for the equations, together with the knowledge of the
characteristic elds associated to the system, dene the starting point for using HRSC schemes.
The spectral decomposition of the Jacobian matrices, corresponding to the uxes in each spatial
direction, is used in the numerical ux computation and, moreover, it is potentially interesting in
allowing an extensive range of application of HRSC methods with dierent approximate Riemann
solvers. The theoretical foundations of SRRS has reached such a high level that it is reasonable to
consider that this eld of the numerical analysis is well-established.
Schematically (see Fig. 16) the extension of HRSC to RFD | started in [64] | proceeded
step by step, rst in the 1D case, then in multidimensional problems. In the multidimensional case,
the coupling of all the components of the velocity eld, through the Lorentz factor, establishes a
crucial dierence between classical and relativistic hydrodynamics [25,38]. The extension of HRSC
to general relativistic hydrodynamics is more recent [6] but their results in multidimensional problems
| with a background gravitational eld | or in a dynamical spacetime | in one dimension |
are very promising (see Section 6). Our proposal made in [77] will denitively open the way for
the use of well-founded SRRS in general relativistic hydrodynamics.
The astrophysical applications foreseen in the present and near future include the study of jet
formation, multidimensional stellar core collapse, Gamma-ray bursts and the coalescence of compact
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binaries. HRSC methods can, without doubt, be used successfully to tackle these scenarios, and
acquire the prestige they have earned in the simulation of relativistic jets and accretion ows around
compact objects.
Countless adventures await HRSC techniques (and their users) in elds such as relativistic mag-
netohydrodynamics and relativistic radiation hydrodynamics. However we will have to wait for a
next issue of this Journal.
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