We consider the compute-and-forward relay network with limited feedback. A novel scheme called adaptive compute-and-forward is proposed to exploit the channel knowledge by working with the best ring of imaginary quadratic integers. This is enabled by generalizing Construction A lattices to other rings of imaginary quadratic integers which may not form principal ideal domains and by showing such construction can produce good lattices for coding in the sense of Poltyrev and for MSE quantization. Since there are channel coefficients (complex numbers) which are closer to elements of rings of imaginary quadratic integers other than Gaussian and Eisenstein integers, by always working with the best ring among them, we can obtain better performance than that provided by working over Gaussian or Eisenstein integers.
I. INTRODUCTION
The compute-and-forward paradigm [1] is a novel information forwarding strategy that allows relay nodes to compute functions of messages by exploiting the structure induced by the channel. The main enabler of the scheme in [1] is the use of lattice codes from Construction A over Z the ring of integers. Lattices built from Construction A over the ring of Gaussian integers Z[i] and the ring of Eisenstein integers Z[ω] were used in compute-and-forward in [2] and [3] and the goodness of these constructions was shown in [3] . One of the important advantages of using lattices over Z[i] and Z[ω] is that in effect it is possible to quantize the channel coefficients to elements in these rings and decode linear combinations of lattice codewords with coefficients chosen from the ring of integers used to construct the lattice.
Since the Z[i] and Z[ω] are instances of imaginary quadratic integers, it seems natural to extend the compute-and-forward framework to general rings of imaginary quadratic integers. In this paper, we seek to better understand the role of rings of integers of algebraic number fields in constructing good lattices and to further benefit from this extension. One important difference between general rings of quadratic integers and the above two special cases (Gaussian and Eisenstein integers) is that Gaussian integers and Eisenstein integers are not merely rings, they are principal ideal domains (PIDs) and the constructions over these two rings [2] [3] heavily rely on properties of PID. On the other hand a general ring of This work was supported by the National Science Foundation under Grant CIF 1302616. imaginary quadratic integers is not a PID. Therefore, in order to fully exploit the potential of rings of quadratic integers for the use of compute-and-forward, one has to work with ideals. In this paper, we generalize the famous Construction A to a general ring of imaginary quadratic integers (not necessary a PID). We show that such construction can produce lattices that are Poltyrev-good and MSE quantization-good. Based on this, we can obtain the achievable rate expression in [1] with replacement of those integers by elements in a ring of imaginary quadratic integers.
Since Z[ω] quantizes C best among all imaginary quadratic integers, at first glance, it appears that there is no need to pursue lattices over rings other than Z[ω]. However, this is not the case when we have feedback. This scenario was first studied by Niesen and Whiting in [4] where the global channel knowledge is perfectly fedback to the transmitters. Using the theory of Diophantine approximation, they show that the traditional lattice-based scheme in [1] is inefficient in the asymptotically high signal-to-noise ratio (SNR) regime. They then propose a novel coding scheme which is a clever combination of compute-and-forward and real interference alignment. Their scheme achieves the full degrees of freedom (DoF); but in order to see a gain, it requires an enormously high SNR.
Another approach proposed in [5] is to phase-precode the lattice-based scheme in [1] . In this approach, one rotates the transmitted signal space according to the channel realization in such a way that the received signal space is close to a linear integer combination of the codebook. Hence, instead of the global channel knowledge, the phase-precoding approach only requires limited feedback. i.e., transmitters only need to know the optimal (or reasonable) phases for precoding. In this paper, we propose a novel framework called adaptive compute-andforward which makes use of the proposed lattices. The idea is to let the transmitters adaptively choose the best ring of imaginary quadratic integers to work with according to the channel coefficients. It is worth noting that this approach only requires knowledge of which ring the transmitters should work with and hence limited feedback suffices. We show that the proposed adaptive compute-and-forward can achieve increased computation rates. Further, this can be used in conjunction with the phase-precoding scheme in [5] .
The idea of using different sets of algebraic integers for compute-and-forward was first proposed independently in [6] and [7] . In [6] , Vazquez-Castro uses finite constellations carved from some rings of imaginary quadratic integers which also form Euclidean domains (hence PIDs) for computeand-forward. In [7] , instead of being confined in Euclidean domains or PIDs, we go beyond PIDs and construct lattices over rings of imaginary quadratic integers for compute-andforward. However, their goodness has not been shown and the idea of adaptively choosing the rings of integers was only vaguely mentioned in [7] . This paper contributes to the literature by proving the optimality of the proposed lattices, and hence, deriving the achievable information rates with lattices over imaginary quadratic integers.
A. Notations
Throughout the paper, R and C represent the set of real numbers and complex numbers, respectively. We use j √ −1 to denote the imaginary unit. For a complex number x = a + jb ∈ C where a, b ∈ R,x a − jb denotes its complex conjugate. We use P(E) to denote the probability of the event E. Vectors are written in boldface and random variables are written in Sans Serif font. We use ⊕ to denote the addition operation over a finite field where the field size can be understood from the context if it is not specified. Also, we do not distinguish the multiplication operation over the complex field and finite fields as it is understood from the context.
II. PROBLEM STATEMENT
The network considered in this paper is the compute-andforward relay network first studied by Nazer and Gastpar in [1] . We consider an AWGN network with K source nodes and M destination nodes as shown in Fig 1. Each source node has a message w k ∈ {1, 2, . . . , W }, k ∈ {1, . . . , K} which can alternatively be expressed by a length-N ′ vector over some finite field, i.e., w k ∈ F N ′ p with W = p N ′ . This message is fed into an encoder E N k whose output is a length-N codeword
The received signal at destination m is given by
where h mk ∈ C is the channel coefficient between the source node k and destination m, and z m ∼ CN (0, I). One can think of a large network in which these destination nodes could be intermediate relay nodes which are only interested in forwarding signals. Thus, instead of individual messages, each destination node is only interested in recovering a function of messages which will be forwarded to the next layer. In Nazer and Gastpar's setting, the functions are chosen to be linear combination of messages 1 given by
where b m1 , . . . , b mK are elements in the same field F p with the elements in w k and the operations are elementwise. Upon observing y m , the destination node m formsû m = G N m (y m ) an estimate of u m .
Definition 1 (Computation codes). For a given equation coefficient vector
. , G N M ) described above and an error probability given by
Definition 2 (Computation rate for function b m at relay m).
For a given channel vector
Note that the first condition is equivalent to saying that W ≥ 2 N R(hm,bm,P ) .
In this paper, we consider the symmetric case where all the encoders are of the same rate. Thus, for a given H
Moreover, suppose there is a final destination collecting all the functions, it would be able to recover all the messages if B is full rank. Hence, one can also define the computation rate of the network as follows.
Definition 3 (Computation rate of the network). The achievable computation rate of the network is defined as
A. Open-Loop Compute-and-Forward
We first consider the open-loop setting where channel state information is only available at the receivers. In [1] , Nazer and Gastpar proposed a novel paradigm called compute-andforward [1] where, each source node implements the same nested lattice code over Z of Erez and Zamir [10] and encodes the real and imaginary parts separately. This allows each relay to decode the received signal to a linear combination of the transmitted lattice points with coefficients being integers. This results in the following computation rate at a relay.
Theorem 4 (Nazer-Gastpar) . At the mth relay, given h m ∈ C K and a m ∈ Z[i] K , the following computation rate is achievable 2
One can then maximize the overall computation rate by judiciously choosing the matrix A = [a 1 , . . . , a M ] whose finite field representative B = [b 1 , . . . , b M ] is full rank.
In [1] , the real and imaginary parts are separately considered. In what follows, we provide a high-level description of the scheme for the real part only but the other part works identically. Each source node adopts the same nested lattice code constructed over Z. Since lattices are close under integer linear combinations, the mth destination can now decode the codeword corresponding to an integer linear combination of codewords which were sent. Note that the channel output is a noisy version of a linear combination of codewords; hence, extra noise will be introduced when we try to enforce real linear combinations into integer linear combinations. This process can be equivalently thought of as quantizing a version of h m to a m . After decoding K k=1 a mk x k , the decoder then maps it back to the finite field and obtainsû m .
The proof of the above result heavily relies on two key points. The first one is the existence of good lattices under this construction. Perhaps more importantly, the second one is that the mapping between Z and the finite field is a ring homomorphism so that integer combinations of lattice points will be corresponding to linear combinations over finite field. This ring homomorphism then allows one to map back and forth between the finite field and real field without ruining the structure. In [3] , Tunali et al. considered real and imaginary parts jointly and generalized the compute-and-forward paradigm to the Eisenstein lattices which are constructed by Construction A over Z[ω]. This has resulted in an increased achievable rate on average.
III. LATTICES OVER IMAGINARY QUADRATIC INTEGERS
Since both the Gaussian integers and Eisenstein integers are rings of integers of some number fields, it is natural to consider rings of integers of other number fields. In what follows, we particularly pick those rings of integers of imaginary quadratic fields. The reasons that we pick such rings are twofold. First of all, the channel coefficients we are trying to quantize lie in C, which is an extension field of R with degree 2. Hence, it is natural to first investigate extensions with degree 2. Secondly, quadratic fields have been extensively studied and many properties have been discovered. This makes the generalization a lot easier. For background knowledge on 2 Note that here am ∈ Z[i] K but in Definition 2, computation rate is defined for bm ∈ F K p . This is not an issue by letting p the field size tend to ∞, which is exactly what is required by the coding scheme in [1] . algebraic number theory, the reader is referred to standard textbooks such as [11] .
Consider an imaginary quadratic field K = Q( √ d) with d < 0 and its ring of integers
We now discuss the Construction A 3 lattices over O K and some of the properties of such lattices. Note that since not every O K forms a PID, one may have to deal with ideals now. Let p be a prime ideal that lies above p. Then the norm of the ideal p denoted by N (p) is equal to p f where f ∈ {1, 2} is the inertial degree. Note that for every O K , every prime ideal p is also maximal and hence O K /p ∼ = F p f ; let M : F p f → O K /p be the ring isomorphism. Construction A [12] [13] Let n, N be integers such that n ≤ N and let G be a generator matrix of an (N, n) linear code over F p f . Construction A over O K consists of the following steps:
Theorem 5. Λ is a lattice over C N . Moreover, for any d < 0 square free integer, there exists a sequence of lattices Λ constructed over K = Q( √ d) that is Poltyrev-good and MSE quantization-good.
Proof: (Sketch. Please see [14] for details) To show Λ is a lattice, note that M is a ring isomorphism. Hence, addition in O K /p corresponds to addition in F p f . For showing the Poltyrev-goodness, we tailor the Minkowski-Hlawka theorem specifically for O K and then follow the steps of Loeliger in [15] to show that with high probability, the random Construction A ensemble over O K would produce Poltyrevgood lattices. For showing the MSE quantization-goodness, we modify the proof by Ordentlich and Erez [16] where we first construct a sequence of prime ideals whose norms tend to ∞ for each O K and show that randomly picking elements in G induces uniform distribution over (O K /p) N . One can then follow the steps in [16] to show the MSE quantizationgoodness.
IV. PROPOSED ADAPTIVE COMPUTE-AND-FORWARD
In this section, we consider the scenario where there is limited feedback and propose the adaptive compute-andforward scheme. We first use the proposed lattices to construct nested lattice codes and show that for each ring of imaginary quadratic integers, one can achieve the same rate expression (6) with elements in a m chosen from that ring. The idea is then simply to work with the ring of integers that would result in the maximal computation rate. For a given O K , we follow the construction in [16] to construct nested lattice codes. Let p be a prime ideal in O K with N (p) = p (the scheme and the result for the other class of primes can be obtained in a similar way with slight modification of parameters) and M : F p → O K /p. Let (C f , C c ) be a pair of nested linear code such that C c ⊆ C f as follows,
where G c is a N × m c matrix and G f = [G cG ] withG being a N × (m f − m c ) matrix. A pair of (scaled) nested lattice codes can be constructed by the construction described in Section III as
where γ 2 2N P |d| − 1 2 ensures that the power constraint is satisfied. We then use Λ f ∩ V(Λ c ) as our nested lattice code whose design rate is given by
Each source node uses a same nested lattice code Λ f ∩V(Λ c ) obtained by the above construction. The transmitted signal at the source node k is given by
where t k is the lattice codeword corresponding to the message w k and u k is a random dither. According to the channel parameters, the destination node m computes a linear combination of transmitted signals with coefficients a m = [a m1 , . . . , a mK ] T being elements in O K by quantizing the following signal to the nearest lattice point in
where
is again a lattice codeword in Λ f ∩ V(Λ c ) since Λ f and Λ c are constructed over O K and
is the effective noise. We then map t eq,m to the following function over finite field via σ where b mk σ(a mk ) ∈ F p . Using the goodness results in Section III and choosing α m to be the MMSE estimator, one can follow the steps in [1] [16] to show that the following computation rate is achievable 4
(18) where log + (.) max{0, log(.)}. Note that here the subscript O K is used to emphasize that this is obtained by working over O K . To obtain the highest computation rate for the proposed framework, one then solves the following optimization problem to decide which O K to work with.
where R O K (H, A, P ) = min m R O K (h m , a m , P ).
A. Numerical Results
We now provide two numerical results to demonstrate the benefits of using the proposed lattices. For both the results, we consider the case where there are 2 source nodes and 2 destination nodes. In Fig. 2 , we consider fixed channel coefficients h 11 = h 22 = 1 and h 12 = h 21 = j2.449 and show the achievable computation rates obtained by using lattices
One can see from Fig. 2 that although Z[ω] the ring of Eisenstein integers best approximates C among all imaginary quadratic integers, for specific channel coefficients, it is possible that there are other rings of integers which have elements closer to those channel coefficients than Z[ω] does. In this example, Z[ √ −6] has elements closer to the specific channel coefficients than other rings considered in this simulation and hence provide the best computation rate among them.
In Fig. 3 {−1, −2, −3, −5, −6, −7}. In this figure, each channel coefficient is randomly drawn from circularly symmetric Gaussian distribution with variance 1. i.e., its norm has Rayleigh distribution. We average over 10000 realizations and show that on average adaptive between these 6 rings provides better performance than that provided by working over any of them individually.
B. Discussion
We now discuss some extensions and issues for the proposed scheme. As mentioned above, one can incorporate the idea of phase-precoding into the proposed adaptive compute-andforward framework to further improve the overall performance. Specifically, according to the channel realization, for each ring of imaginary quadratic integers, one can first examine the computation rate achieved by phase-precoding the proposed nested lattice codes constructed over that ring of integers. One can then choose the ring that leads to the highest computation rate to work with. Note that phase precoded compute-andforward with integers can be thought of as using rotated integers to approximate the original channel coefficients [5] . But there are algebraic integers which cannot be expressed as rotated integers; hence in general, allowing working over other rings of algebraic integers will result in an increased computation rate.
A potential weakness of the proposed framework is the complexity issue. This comes from two different aspects. Firstly, the optimization problem in (19) is in general very difficult to solve. Fortunately, good approximation algorithms have been proposed for some rings of integers. Moreover, simulation results shown above suggest that one does not have to consider too many O K for getting improved performance. Secondly, the modulo operation with respect to an ideal may cause increased complexity. Fortunately, there are algorithms available which have polynomial running time. For example, [17, Algorithm 1.4.12] will produce a unique canonical coset representative very efficiently. Furthermore, for those O K which also form Euclidean domains (there are exactly five of them corresponding to d ∈ {−1, −2, −3, −7, −11}), one can further reduce the complexity by taking advantage of Euclidean functions as reported in [6] .
V. CONCLUSION In this paper, we have moved beyond PIDs and generalized Construction A of lattices to general rings of algebraic integers of imaginary quadratic fields. We have then shown that such construction can produce good lattices in the sense of Poltyrev and MSE quantization. When used for compute-and-forward, these lattices have allowed us to reliably compute linear combinations of codewords with coefficients being elements in the underlying ring which the lattices are constructed over. A novel scheme named adaptive compute-and-forward has been proposed by simply working with the best ring of algebraic integers. This has allowed us to obtain higher computation rates. Moreover, one can phase-precode the proposed adaptive compute-and-forward scheme to further improve the performance.
