Covariance matrix and confidence interval calculations for maximum likelihood estimates (MLEs) are commonly used in system identification and statistical inference. To accurately construct such confidence intervals, one typically needs to know the covariance of the MLE. Standard statistical theory tells that the normalized MLE is asymptotically normally distributed with mean zero and covariance being the inverse of the Fisher Information Matrix (FIM) at the unknown parameter. Two common estimates for the covariance of MLE are the inverse of the observed FIM (the same as the Hessian of negative log-likelihood) and the inverse of the expected FIM (the same as FIM). Both of the observed and expected FIM are evaluated at the MLE from the sample data. We show that, under reasonable conditions, the expected FIM outperforms the observed FIM under a mean squared error criterion. This result suggests that, with certain conditions, the expected FIM is a better estimate for the covariance of MLE in confidence interval calculations.
Introduction
Maximum likelihood estimation is commonly used in parameter estimation when mathematical models are constructed to fit to real-life systems. Additionally, covariance matrix and confidence interval calculations for maximum likelihood estimates (MLEs) are commonly needed in statistical inference on unknown parameters (e.g., Ljung [9, pp. 215-218] ). To construct confidence intervals for MLEs, typically, one needs to know the distribution and the covariance matrix of the MLE.
Let X = [X 1 , X 2 , … , X n ] be a sequence of n independent but not necessarily identically distributed observations. In our discussion, distributions of X i ' s are continuous, discrete or a mixture of both. The probability density/mass function of X, p(X,θ), depends on a p × 1 vector of unknown parameters θ. Let n θ be an MLE for θ based on X and the true value of θ be  θ . If we denote the negative log-likelihood function as l(θ,X) = −log p(X,θ), the p × p Fisher information matrix (FIM) F n (θ) is defined as log ( , ) log ( , ) ( ) ( , ) ( , ) ,
Standard statistical theory shows that the normalized n θ is asymptotically Gaussian under some reasonable conditions (Ljung [9, pp. 215-218] and Spall [13, Sect. 13.3] ). That is, under modest conditions (to be summarized below),
where " dist   " denotes convergence in distribution, and ( )
The superscript " −1" in (1) denotes matrix inverse.
Conditions for the above asymptotic normality are widely discussed in the literature for independent but not necessarily identically distributed (i.n.i.d) samples. For example, independent and identically distributed (i.i.d) samples, as a special case, require the following regularity conditions to ensure the asymptotic normality: (1) The first and second derivatives of the log-likelihood function with respect to θ must be defined; (2) F n (θ) must be full rank, and must be a continuous function of θ; (3) n θ is consistent. That is, as the sample size increases, n θ converges to  θ in probability. Conditions for asymptotic normality of MLEs from i.n.i.d samples are discussed in Hoadley [6] and Bradley and Gart [1] .
Given the asymptotic normality of MLE, the problem of constructing a confidence interval reduces largely to the problem of determining the covariance matrix of MLE. In practice, two estimates are popularly used (other options exist as well; see Jiang [7] ): 
The standardized likelihood scores, denoted by indexed Z, are the derivatives of log-likelihood centered by its expectation and scaled by n
v,u be the (v, u) element of the inverse matrix of κ, where κ is a p × p matrix whose elements are κ v, u , v, u = 1, … , p. Throughout this paper, the double bar notation (  ) indicates a special summation operation. Specifically, for the argument under the double bar, summation is implied over any index repeated once as a superscript and once as a subscript. For example, 
) is a summation of terms each of which converges in distribution to a random variable when multiplied by n and o p (n
) is a summation of terms each of which converges in probability to zero when multiplied by n.
Conditions
Before we present the main result, let us list all conditions as follows: A1. Necessary interchanges of differentiation and integration are valid. A2. The log-likelihood function has continuous partial derivatives with respect to θ up to the third order and these derivatives have finite moments. A3. The Lindberg-Feller condition holds for all independent sequences 1 ξ ,..., ξ n : For every  > 0, 
Preliminary results
Before we present the main result, let us summarize some preliminary results that are essential to our analysis. Due to space limit, we skip detailed proof in this paper. Interested readers can either contact the authors for the proof or refer to Lindsay and Li [8] and McCullagh [10] for a sketch of proof for i.i.d cases.
Lemma 1
For i.n.i.d sample data with conditions A1-A3, the estimation error of the ith component of n θ has the following expansion: ) follows from Slutsky' s theorem and stands for a stochastic higher order term in which n×o p (n −1 ) converges in probability to zero.
Taking expectation of both sides of (5), we have: 
Let us write A n, r, s as follows: U is constant over data for all i, t, u and κ tu, v is zero for all t, u, v. The first scenario is not considered in our context because MLE is ill-defined when the first derivative of the log-likelihood function is constant over data; the second scenario corresponds to cases where the second derivative of the log-likelihood function is constant over data and thus 
