With the increasing interest in deeper understanding of the loss surface of many non-convex deep models, this paper presents a unifying framework to establish the local/global optima equivalence of the optimization problems arising from training of such non-convex models. Using the local openness property of the underlying training models, we provide simple sufficient conditions under which any local optimum of the resulting optimization problem is globally optimal. We first completely characterize the local openness of the symmetric and non-symmetric matrix multiplication mapping in its range. Then we use our characterization to: 1) provide a simple proof for the classical result of Burer-Monteiro and extend it to non-continuous loss functions. 2) show that every local optimum of two layer linear networks is globally optimal. Unlike many existing results in the literature, our result requires no assumption on the target data matrix Y , and input data matrix X. 3) Develop almost complete characterization of the local/global optima equivalence of multi-layer linear neural networks. We provide various counterexamples to show the necessity of each of our assumptions. 4) Show global/local optima equivalence of non-linear deep models having certain pyramidal structure. Unlike some existing works, our result requires no assumption on the differentiability of the activation functions and can go beyond "full-rank" cases.
Introduction
Deep learning models have recently led to significant practical successes in various fields ranging from computer vision to natural language processing. Despite these significant empirical successes, the theoretical understanding of the behavior of these models is still very limited. While some recent works have tried to explain these successes through the lens of expressivity by showing the power of these models in learning large class of mappings, other works find the root of the success in the generalizability of these models from learning perspective. From optimization perspective, training deep models requires solving non-convex optimization problems, where non-convexity arises from the "deep" structure of the model. In fact, it has been shown by [7] that training neural networks to global optimality is NP-complete in the worst case even for the simple case of three node networks. Despite this worst case barrier, the practical success of deep learning may suggest that most of the local optimal points of these models are close to the global optimal points. In particular, [6] uses spin glass theory and empirical experiments to show that the local optima of deep neural network optimization problems are close to the global optima. In an effort to better understand the landscape of training deep neural networks, [29, 5, 10, 4] studied the linear neural networks and provided sufficient conditions under which critical points (or local optimal points) of the training optimization problems are globally optimal. For non-linear neural networks, multiple works have shown that when the number of parameters of the model is larger than the data dimension, local optima of the resulting optimization problems can be easily found using local search procedures; see, e.g., [3, 2, 9, 1] . Despite the growing interest in studying the landscape of deep optimization problems, many of the results and mathematical analyses are problem specific and cannot be generalized to other problems and network structures easily. As a first step toward reaching a unifying theory for these results, we propose the use of open mappings for characterizing the properties of the local optima of these "deep" optimization problems.
To understand the landscape of these non-convex models, we study the general optimization problem min w∈W (F(w)), (1) where (·) is the loss function and F(·) represents a statistical model with parameter w that needs to be learned by solving the above optimization problem. A simple example is the popular linear regression problem min
where y is a given constant response vector and X is a given constant feature matrix. In this example, the loss function is the 2 loss, i.e., (z) = z − y 2 2 , and the fitted model F is a linear model, i.e., F(w) = Xw. While this linear regression problem is convex and easy, fitting many practical models, such as deep neural networks, requires solving non-trivial non-convex optimization problems. In this paper, we use the local openness of the mapping F to provide sufficient conditions under which every local optimum of (1) is in fact a global optimum. To proceed, let us define our notations that will be used throughout the paper. We use A l,: and A :,l to denote the l th row and column of the matrix A, respectively. The notation I d ∈ R d×d is used to denote the d × d-dimensional identity matrix. Let A , N (A), C(A), rank(A) be respectively the Frobenius norm, null-space, column-space, and the rank of the matrix A. Given subspaces U and V , we say U ⊥ V if U is orthogonal to V , and U = V ⊥ if U is the orthogonal complement of V . We say matrix A ∈ R d 1 ×d 0 is rank deficient if rank(A) < min{d 1 , d 0 }, and full rank if rank(A) = min{d 1 , d 0 }. We call a point W = (W h , . . . , W 1 ), with W i ∈ R d i ×d i−1 , non-degenerate if rank(W h · · · W 1 ) = min 0≤i≤h d i , and degenerate if rank(W h · · · W 1 ) < min 0≤i≤h d i . We also say a point W is a second order saddle point of an unconstrained optimization problem if the gradient of the objective function is zero at W and the hessian of the objective function at W has a negative eigenvalue. Let us start by briefly describing some motivating examples in our framework and our analysis:
Example 1: Training feedforward neural networks. Consider the following multiple layer feedforward neural network optimization problem:
where F h is defined in a recursive manner:
, for k ∈ {2, . . . , h}, with F 1 (W ) σ 1 (W 1 X).
Here h is the number of hidden layers in the network; σ k (·) denotes the activation function of layer k; the matrix W k ∈ R d k ×d k−1 is the weight of layer k with W (W i ) h i=1 being the optimization variable. The matrix X ∈ R d 0 ×n is the input training data; and Y ∈ R d h ×n is the target training data where n is the number of samples; see, e.g. [8] . Notice that this problem is a special case of the optimization problem in (1) which can be obtained simply by setting our loss function to the 2 loss, and setting F = F h . A special instance of this optimization problem was studied in [9] which considers the non-linear neural network with pyramidal structure (i.e. d i ≤ d i−1 ∀ i = 1, . . . , h and d 0 ≥ n). [9, Theorem 3.8] shows that under some conditions, among which are the differentiability of the loss function (·) and the activation function σ(·), if W is a critical point with W i 's being full row rank then it is a global minimum. In this paper, we reproduce this result using our framework. Moreover, we will relax the differentiability assumption on both (·) and σ(·); and we will show any local optimum is a global optimum of the objective function. Another special case is the linear feedforward network where the mapping σ k (·) is the identity map in all layers, which leads to the optimization problem:
For this optimization problem, [5] shows that every local optimum of the objective function is globally optimal under the assumption that X and Y are both full row rank. Another recent work [10] shows the same result under similar set of assumptions. It is in fact not hard to see that one cannot relax the full rankness assumption of Y due to the following simple counterexample:
It is easy to see that the pointW = (W 1 ,W 2 ,W 3 ) is a local optimum of a 3-layer deep linear model problem (2) with h = 3 that is not a global optimum. However, we will show that if a given local optimum is non-degenerate (which is a simple checkable condition), the full rankness of Y can be relaxed. Moreover, for degenerate local optima, we show that if there exist indices p 1 , p 2 ∈ {1, 2, . . . , h − 1} with
, we can find Y and X such that problem (2) has a local minimum that is not global. Otherwise, given any X and Y , we present a method for constructing a descent direction from any given degenerate critical point that is not a global optimum; thus we show every degenerate local minimum is global.
Example 2: Matrix factorization and matrix completion. In addition to the training of deep neural networks, the matrix completion problem also lies in the category of non-convex problems in (1) . For the matrix sensing problem, [16] shows that the non-convex matrix factorization formulation of the non-square matrix sensing problem has no spurious local optimum under restricted isometry property (RIP) condition. Similar results were obtained for the symmetric matrix completion problem by [20] , and the non-convex factorized low-rank matrix recovery problem by [19] . If all entries on the matrix are observed, the matrix completion problem reduces to the matrix factorization problem:
This problem, which is also referred to as the low rank matrix estimation problem in [12] , can also be viewed as a 2-layer linear neural network optimization problem with the input data matrix X = I. Moreover, this matrix factorization problem is a special case of (1) with the loss function being the 2 loss, and the mapping F being defined as F(W 1 , W 2 ) = W 2 W 1 . In this paper, using our framework, we show that every critical point of (3) is either a global minimum or a second-order saddle point with no assumption on the data matrix X or the label matrix Y. This result can be generalized to general convex loss function (·) for degenerate critical points. Our results are based on one of our main contributions which is the complete characterization of the local openness of the matrix multiplication mapping in its range. These results could be used as well in many other optimization problems for establishing the local/global equivalence.
Example 3: Burer-Monteiro approach for solving semidefinite programs. The seminal work of Burer and Monteiro [14, 13] studies the SDP problem:
and suggests to solve it through the non-convex reformulation
The main idea, which is stated in [14, Proposition 2.3] , is that any local optimum point of (5) is a local optimum of the following optimization problem:
Moreover, if k is chosen large enough, then the two optimization problems (6) and (4) are equivalent; see, e.g., [11] . Considering the mapping F(W) = WW T , this problem becomes a special case of our original problem statement (1) assuming linear loss function (·). In this paper, we establish the local openness of the symmetric matrix multiplication mapping F(W) = WW T . This result provides a simple and intuitive proof for the local optima connection of problems (5) and (6) . Moreover, it extends this connection to non-linear and even non-continuous loss functions.
Mathematical Framework
As discussed in the previous section, we are interested in solving
where F : W → Z is a mapping and : Z → R is the loss function. Here we assume that the set W is closed and the mapping F is continuous. To proceed, let us define the auxiliary optimization problem
where Z is the range of the mapping F. Since problem (8) minimizes the function (·) over the range of the mapping F, the global optimal objective values for problems (7) and (8) are the same. Moreover, there is a clear relation between the global optimal points of the two optimization problem through the mapping F. However, the connection between the local optima of the two optimization problems is not clear. This connection, in particular, is important when the local optima of (8) are "nice" (e.g. globally optimal or close to optimal). In what follows, we establish the connection between the local optima of the optimization problems (7) and (8) under some simple sufficient conditions. This connection is then used to study the relation between local and global optima of (7) and (8) for various non-convex learning models. Let us first define the following concepts, which will help us state our simple sufficient condition.
• Open mapping:
• Locally open mapping: A mapping F(·) is said to be locally open at w if for every > 0, there exists δ > 0 such that B δ F(w) ⊆ F B (w) . Here B δ (w) ⊆ W is an open ball with radius δ centered at w, and B (F(w)) ⊆ Z is the ball of radius centered at F(w). The following simple intuitive observation, which establishes the connection between the local optima of (7) and (8), is a major building block of our analyses. 
is locally open atW. IfW is a local minimum of problem (7), then z = F(W) is a local minimum of problem (8) .
Proof. LetW be a local minimum of problem (7) . Then there exists an > 0 such that (F(W)) ≤ (F(w)), ∀w ∈ B (W). By the definition of local openness,
, which impliesz is a local minimum of problem (8) .
The above observation can be used to map multiple local optima of the original problem (7) to one local optimum of the auxiliary problem (8) ; and potentially make the problem easier to understand. This mapping is particularly interesting in neural networks since permuting the neurons and the corresponding weights in each layer does not change the objective function. Hence, by nature, the optimization problem has multiple (disconnected) global optima; and hence it is non-convex. However, collapsing these multiple local optima to one could potentially simplify the problem. In other words, instead of understanding the problem in the original variables, we can analyze it in the space of the resulted mapping. Let us clarify this point through the following simple examples:
and its corresponding auxiliary problem
Plots of these two problems can be found in Figure 2a and Figure 2b . Since F(w) w 2 is an open mapping in its range, it follows from Observation 1 that every local minimum in problem (9) is a local minimum of problem (10) . Thus the two local minima w = −1 and w = +1 in (9) are mapped to a single local minimum z = 1 of problem (10) . Moreover, since the optimization problem (10) is convex, the local minimum is global; and hence the original local optima w = −1 and w = +1 should be both global despite non-convexity of (9). Figure 3a and Figure 3b . Observation 1 motivates us to study the local openness of mappings appearing in various widely-used optimization problems. One example of such mappings is related to the famous Burer-Monteiro approach for semi-definite programming [14] , in which the mapping F is the symmetric matrix multiplication mapping defined as:
Another mapping that is widely used in many optimization problems, such as deep neural networks (2) and matrix completion (3) , is the matrix multiplication mapping defined as
where R M { Z ∈ R m×n | rank(Z) ≤ min(m, n, k)} is the range of the mapping M. Although, the matrix multiplication mappings M(W 1 , W 2 ) naturally appears in deep models and is widely used as a non-convex factorization for rank constrained problems, see [18, 19, 20, 12, 21] , to our knowledge, the complete characterization of the local openness of this mapping has not been studied in the optimization literature before. Similarly, the symmetric matrix multiplication mapping M + (W ) is widely used as a non-convex factorization in semi-definite programming (SDP), see [14, 15, 16, 17] , and the characterization of the openness of this mapping remains unsolved.
While the classical open mapping theorem in [22] states that surjective continuous linear operators are open, this is not true in general for bilinear mappings such as matrix product. In fact, by providing a simple counterexample of a bilinear mapping that is not open, [23] shows that the linear case cannot be generally extended to multilinear maps. Several papers, see [24, 25, 26] , investigate this bilinear mapping and provide a characterization of the points where this mapping is open. Moreover, [27] studies the matrix multiplication mapping M which is a special example of bilinear mappings and provides an almost complete characterization of the points where the mapping is locally open. However, the openness is studied in R m×n ; while the range of the mapping is R M ; and the (relative) local openness should be studied with respect to this range in our framework. This, in particular causes trouble when R m×n = R M , i.e., when k < min{m, n}.
For the above reason, we study the local openness of the mapping M in its range R M and characterize it completely. An intuitive (and unofficial) definition of local openness of 2.
The above proposition provides a checkable condition which completely characterizes the local openness of the mapping M at different points when the range of the mapping is the entire space. Now, let us state our result that characterizes the local openness of the mapping M in its range when k < min{m, n}.
, then the following statements are equivalent:
Note that the proof of Theorem 2, which can be found in Appendix B, is different than the proof of Proposition 1, as in the former we need to work with the set of low rank matrices. Besides, the conditions in Theorem 2 are different than the ones in Proposition 1. For example, while conditions i) and ii) are equivalent in the rank-deficient case, they are not equivalent in the full-rank case. Moreover, unlike the full-rank case, the condition rank(W 1 ) = rank(W 2 ) is necessary for local openness in the low rank case.
How much perturbation is needed? As previously mentioned, local openness can be described in terms of perturbation analysis. For example, M(·, ·) is locally open at (W 1 , W 2 ) if for a given > 0, there exists δ > 0 such that for any
. As a perturbation bound on δ, we show that for any locally open pair (W 1 , W 2 ), given an > 0, the chosen δ is of order , i.e., δ = O( ). The details of our analysis can be found in the proof of Theorem 2 in Appendix B. Now we state our result for the mapping M + .
How much perturbation is needed? A perturbation bound for the symmetric matrix multiplication was also derived, details in Appendix C. We show that for any W , given an > 0, the chosen δ is of order , i.e., δ = O( ). where
Consequently, if the optimization problem on Z is convex, then every local minimum of the first optimization problem is global. This provides a simple and intuitive proof for the Burrer-Monteiro result [14, Proposition 2.3]; moreover, it extends it by even relaxing the continuity assumption on (·).
Remark 5. It follows from Theorem 2 that when W 1 is full column rank and W 2 is full row rank, the mapping M(·, ·) is locally open at (W 1 , W 2 ). This result was observed in other works; see, e.g., [21, Proposition 4.2] . Also when k < min{m, n} if only one of the two matrices is full rank, then the mapping is not locally open. We have shown this result in the proof of Theorem 2. To see a simple example for this phenomenon, let
is rank one and hence feasible perturbation. However, for any perturbation
, we have
Hence, in order for this perturbation to be equal to W 1 W 2 + R δ , we need 3 to be different from zero. But when 3 is different from zero, for small enough 2 , there does not exist such W 1 and W 2 , or equivalently,
In the next sections, we use our local openness result to characterize the cases where the local optima of various training optimization problem of the form (7) are globally optimal.
Non-linear Deep Neural Network with a Pyramidal Structure
Consider the non-linear deep neural network optimization problem with a pyramidal structure
and
is the activation function applied component-wise to the entries of each layer, i.e., σ i (A) = [σ i (A jk )] j,k with σ i : R → R being continuous and strictly monotone. Here
where W i ∈ R d i ×d i−1 is the weight matrix of layer i, and X ∈ R d 0 ×n is the input training data. In this section, we consider the pyramidal network structure with d 0 > n and d i ≤ d i−1 for 1 ≤ i ≤ h; see [9] for more details on these types of networks. First notice that when X is full column rank and the functions σ i 's are all continuous and strictly monotone, the image of the mapping F h is convex and hence every local optimum of the auxiliary optimization problem (8) is global. We now show that when W i 's are all full row rank and the functions σ i 's are all strictly monotone, the mapping F h is locally open at W . Lemma 6. Assume the functions σ i (·) : R → R are all continuous strictly monotone. Then the mapping F h defined in (12) is locally open at the point W = (W 1 , . . . , W h ) if W i 's are all full row rank.
Before proving this result, we would like to remark that many of the popular activation functions such as logit, tangent hyperbolic, and leaky ReLu are strictly monotone and satisfy the assumptions of this lemma.
Proof. Let us prove by induction. Since linear mappings are open, and since σ 1 (·) is strictly monotone; by using the composition property of open maps, we get that
, then using Proposition 1, due to the full row rankness of W k , the mapping
. Using the composition property of open maps and strict monotonicity of σ k (·), we get
Lemma 6 in conjunction with Observation 1 implies that ifW is a local optimum of problem (12) with W i 's being full row rank, thenZ = F h (W) is a local optimum of the corresponding auxiliary problem minimize Z∈Z (Z) where Z is convex. Consequently,Z is a global optimum of problem (12) when the loss function (·) is convex. [9] show that every critical point W of problem (12) with W i 's being full row rank is a global optimum when both σ(·) and (·) are differentiable. Our result relaxes the differentiability assumption on both the activation and loss functions; however, we can only show all local optima are global. A popular activation function that is strictly monotonic and not differentiable is the Leaky ReLU, for which our result follows. It is also worth mentioning that [9] allow wide intermediate layers in parts of their result. It is not clear if this result can be extended to non-differentiable activation functions as well or not.
Two-Layer Linear Neural Network
Consider the two layer linear neural network optimization problem
where W 2 ∈ R d 2 ×d 1 and W 1 ∈ R d 1 ×d 0 are weight matrices, X ∈ R d 0 ×n is the input data, and Y ∈ R d 2 ×n is the target training data. Using our transformation, the corresponding auxiliary optimization problem can be written as min
[5, Theorem 2.2] shows that when X is full rank, every local minimum of problem (14) is global. By using local openness, we first show that this result holds without any assumption on X or Y .
Lemma 7. Every local minimum of problem (14) is global.
Proof. Let r X = rank(X) and
, and V X ∈ R n×n be a singular value decomposition of X. Then
constant in problem (14) .
Since U X Σ X :,1:r X is full column rank, then the linear mapping ZU X Σ X :,1:r X is open, and rank(ZU X Σ X :,1:
Consequently, every local minimum of (14) corresponds to a local minimum in problem shows that when XX T , Y X T , and Y X T (XX T ) −1 XY T are full rank, every local optimum of a linear deep network is global. Moreover, they provide necessary and sufficient conditions for a critical point to be a global minimum. However, in their proof, the full rankness assumption of Y X T was not used in showing the result for non-degenerate critical points and thus can be relaxed in that case. In this section, without any assumptions on both X and Y , we reconstruct the proof that shows the latter result for 2-layer networks using local openness, and then show a similar result for the degenerate case. The result for the degenerate case holds when replacing the square loss error by a general convex loss function as we will see in Colorollary 9. The proofs of the theorem and corollary stated below can be found in Appendices A.1 and A.2, respectively.
Theorem 8. Every local minimum of problem (13) is global. Moreover, every degenerate saddle point of problem (13) is a second order saddle.
Corollary 9. Let the square loss error in (13) be replaced by a general convex loss function (·). Then every degenerate critical point is either a global minimum or a second order saddle.
[28] and [12] show the same result when both X and Y are full row rank. Theorem 8 generalizes their results by relaxing the assumptions on both X and Y .
Multi-Layer Linear Neural Network
Consider the training problem of multi-layer deep linear neural networks:
Here
, W i ∈ R d i ×d i−1 are the weight matrices, X ∈ R d 0 ×n is the input training data, and Y ∈ R d h ×n is the target training data. Based on our general framework, the corresponding auxiliary optimization problem is given by
Paper [5] showed that when X and Y are full row rank, every local minimum of (16) is global. We now relax the full rankness assumption and reproduce similar results. However, as we will see, the local/global equivalence does not always follow if we relax the full rankness. In such cases, we will provide detailed counter examples. Before proceeding to the proof we define the mapping
where
Now we state Theorem 3.1 of [5] using our notation.
Proof. We construct a proof by induction on h to show the desired result. When h = 2, we either have
In the first case, We now demonstrate our main results for this optimization problem which shows that under a set of necessary conditions, every local minimum of problem (16) (17) which is in fact global by Lemma 7.
As previously mentioned, due to a simple counterexample, we cannot in general relax the full rankness assumption on Y. We now determine problems structures for which every degenerate local minimum is global, i.e. (due to Lemma 4) problem structures for which every local minimum is global. 
SinceW is a critical point and S T is full row rank, we get 
•
we obtain the first order optimality condition:
Second order optimality condition:
Suppose (W 2 ,W 1 ) is a critical point and there exists b = 0, b ∈ N (W 2 ). Define
where α is a scalar constant. Then, using the second order optimality condition, for c = AW 1 X 2 , we get 2α b is locally open at (W 2 ,W 1 ). Then by Observation 1, Z =W 2W1 is a local optimum of problem (14) which is in fact global by Lemma 7.
A.2 Proof of Corollary 9
Proof. We follow the same steps used in the proof of Theorem 8 to show the result. Similar to the proof of Theorem 8, we obtain the following first and second order optimality conditions:
where h(·) is a function that has a tensor representation. But we only need to know that it is a function of 
=0
.
Then by proper choice of α we show that the point (W 2 ,W 1 ) is a second order saddle point.
B Proof of Theorem 2
Before proceeding to the proof of Theorem 2, we need to state and prove few lemmas:
Lemma 15. Let V ∈ R m×n be a matrix with rank(V ) = r < m. Then there exist an index set B = {i 1 , . . . , i r } ⊆ {1, . . . , m} and a matrix A ∈ R (m−r)×r such that
where V B ∈ R r×n is a matrix with rows {V i,: } i∈B and V B c ∈ R (m−r)×n is a matrix with rows {V i,: } i∈B c .
Notice that in the above lemma, the bound on the norm of matrix A is independent of the dimension n and it also does not depend on the choice of matrix V.
Proof. To ease the notation, we denote the i th row of V by v i . We use induction on m to show that there exists a basis B = {i 1 , . . . , i r } and a vector a j ∈ R r such that ∀ j ∈ B c , v j = i∈B a j,i v i with |a j,i | ≤ 2 m−r−1 ∀ i ∈ B.
• Induction Base Case m = r + 1: Without loss of generality, assume B = {1, . . . , r}. Since the case of v r+1 = 0 trivially holds, we consider v r+1 = 0. By the property of basis, there exists a non-zero vector a r+1 ∈ R r such that v r+1 = r i=1 a r+1,i v i . Let i * = arg max i∈B |a r+1,i |. If |a r+1,i * | ≤ 1, then the induction hypothesis is true. Otherwise, when |a r+1,i * | > 1, we have
where B * = (B ∪ {r + 1}) \{i * }, i.e., we remove the item i * from B and include the item r + 1 instead. Since |ā r+1,i | ≤ 1, the induction base case holds.
• Inductive Step: Assume the induction hypothesis is true for m > r, we show it is also true for m + 1. Without loss of generality we can assume that B = {1, . . . , r}. By induction hypothesis, v j = r i=1 a j,i v i with |a j,i | ≤ 2 m−r−1 , ∀ j = {r +1, . . . , m}. Since the case of v m+1 = 0 trivially holds, we consider v m+1 = 0. Since B is a basis, there exists a m+1 = 0 such that
If |a m+1,i * | ≤ 2 m−r , the induction step is done. Otherwise, for the case of |a m+1,i * | > 2 m−r , we have
where B * = (B ∪ {m + 1}) \{i * } and clearly |ā m+1,i | ≤ 1, ∀ i ∈ B * according to the definition of i * . For all j ∈ {r + 1, . . . , m}
It remains to show that |ā j,i | ≤ 2 m−r for all i ∈ B * , j ∈ {r+1, . . . , m}. Let us first consider i ∈ B * \{m+1} and j ∈ {r + 1, . . . , m}:
where the the first inequality is by triangular inequality and the second inequality is by the induction hypothesis. The last inequality is by the definition of i * .
This concludes the inductive step and completes our proof.
Lemma 16. Let W 1 ∈ R m×k and W 2 ∈ R k×n . Assume further that W 1 W 2 = U ΣV T is a singular value decomposition of the matrix product W 1 W 2 with U ∈ R m×m , V ∈ R n×n , and Σ ∈ R m×n . Then
Proof of this Lemma is a direct consequence of the definition of local openness and is omitted here for the space limitation reason.
Lemma 17. Let W 1 ∈ R m×k and W 2 ∈ R k×n . Assume further that W 1 W 2 = U ΣV T is a singular value decomposition of the matrix product W 1 W 2 with U ∈ R m×m , V ∈ R n×n , and Σ ∈ R m×n . Definē
. Then the condition (A) below holds true if and only if the condition (B) is true. Similarly, condition (C) is true if and only if condition (D) is true.
(A) ∃ W 1 ∈ R m×k such that W 1 W 2 = 0 and W 1 + W 1 is full column rank.
(B) ∃ W 1 ∈ R m×k such that W 1W2 = 0 andW 1 + W 1 is full column rank.
(C) ∃ W 2 ∈ R k×n such that W 1 W 2 = 0 and W 2 + W 2 is full row rank.
(D) ∃ W 2 ∈ R k×n such thatW 1 W 2 = 0 andW 2 + W 2 is full row rank.
Proof. Setting W 1 = U T W 1 and W 2 = W 2 V leads to the desired result.
Lemma 16 and Lemma 17 imply that for proving Theorem 2, without loss of generality, we can assume that the productW 1W2 is equal to a diagonal matrix. We next show in Lemma 18 that if k < min{m, n} and rank(W 1 ) = rank(W 2 ), then statements i, ii, iii, and iv in Theorem 2 are all equivalent.
Lemma 18. Let W 1 ∈ R m×k , W 2 ∈ R k×n with rank(W 1 ) = rank(W 2 ) = r. Assume further that k < min{m, n}. Then, the following conditions are equivalent i) ∃ W 1 ∈ R m×k such that W 1 W 2 = 0 and W 1 + W 1 is full column rank.
ii) ∃ W 2 ∈ R k×n such that W 1 W 2 = 0 and W 2 + W 2 is full row rank.
Proof. To prove the desired result we show the equivalences ii ⇔ iii, and i ⇔ iv. Then we complete the proof by showing iii ⇔ iv. We first show the direction "ii ⇒ iii". Consider W 1 ∈ R m×k , W 2 ∈ R k×n with both being rank r matrices. Suppose ii holds, then
. This inequality combined with (19) 
We now show the other direction "ii ⇐ iii". Without loss of generality, let W 2 = (W 2 ) k×r A r×n−r (W 2 ) k×r where columns of W 2 are linearly independent and let W 2 = w 1 1 , . . . , w k−r 1 , 0, . . . , 0 ∈ R k×n be a rank k − r matrix where w i 1 are unit basis of N ( W 1 ) which yields C( W 2 ) = N ( W 1 ). Then since dim N (W 1 ) ∩ C(W 2 ) = 0, we get rank(W 2 + W 2 ) = k for generic choice of . This completes the proof.
Note that by setting W 1 = W T 2 and W 2 = W T 1 , the same proof can be used to show i ⇔ iv. Next, we will prove the equivalence iii ⇔ iv. Notice that
which completes the proof.
Lemma 19. Let W 1 ∈ R m×k , W 2 ∈ R k×n with k < min{m, n} and let r rank(W 1 W 2 ). Assume further that W 1 W 2 = U ΣV T is an SVD decomposition of W 1 W 2 with U ∈ R m×m , and V ∈ R n×n , and Σ ∈ R m×n . If
and ii) ∃ W 2 ∈ R k×n such that W 1 W 2 = 0 and W 2 + W 2 is full row rank. then rank(W 1 ) = rank(W 2 ), W 2 V :,r+1:n = 0, and U T W 1 r+1:n,: = 0.
Proof. Suppose that ii) holds, then
. This inequality combined with (20) implies
Similarly, condition i) implies rank(W 1 ) ≥ rank(W 2 ). Combined with (21), we obtain rank(W 1 ) = rank(W 2 ). Therefore, Lemma 18 implies dim 
Proof. First of all, according to Lemma 16 and Lemma 17, without loss of generality we can assume that the matrix productW 1W2 is of diagonal form.
Let us start by first proving the "only if" direction. Notice that the result clearly holds when rank( We now prove the "if" direction. Suppose i) and ii) hold. Let Σ =W 1W2 = Σ :,1:r 0 be a rank r matrix. Lemma 19 implies that rank(W 1 ) = rank(W 2 ), and the last n−r columns ofW 2 are all zero. We need to show that for any given > 0, there exists δ > 0, such
we show that Σ ∈ M IB W 1 , IB W 2 . Without loss of generality, and by permuting the columns of Σ if necessary, Σ can be expressed as
and let us form the matrixW 1 2 ∈ R k×k using the first k columns ofW 2 . Since the last n − r columns of the matrixW 2 are zero, 
To complete the proof, it remains to show that for any > 0, we can choose δ small enough such that W 0 1 ≤ and W 0 2 ≤ . In other words, we will show Σ ∈ M IB W 1 , IB W 2 . Let r, with k ≥ r ≥ r, be the rank of Σ. According to Lemma 15 and by possibly permuting the columns, Σ can be expressed as Σ = Σ 1 Σ 1Ā , where Σ 1 ∈ R m× r is full column rank, andĀ has a bounded norm Ā ≤ n2 n− r−1 . Notice that for givenW 0 1 andW 0 2 satisfying (23), permuting the columns of Σ corresponds to permuting the columns of (W 2 +W 0 2 ). If we can show that the first r columns are not among the permuted ones, then using the fact thatW 2 has only its first r columns non-zero, it follows that the permutation of the columns of Σ corresponds to the same permutation of the columns ofW 0 2 . Moreover, if the first r columns are not among the permuted ones, then without loss of generality we can express the perturbed matrix
, and the perturbation matrix
, where Ā 1 A 2 =Ā has a bounded norm.
We now show that the first r columns of Σ are not among the permuted columns. Assume the contrary, then there exists at least a column Σ :,j + R 1 δ :,j with j ≤ r, that is not a column of Σ 1 and is thus a column of Σ 1Ā . Without loss of generality let Σ :,j + R 1
is a non-zero perturbed singular value, and since elements of ( Σ 1 ) j,: are all of order δ, then by choosing δ sufficiently small, we get Ā > 2 n− r−1 , which contradicts the bound we have onĀ.
We now obtain an upper-bound on W 0 2 . Since the norm ofĀ is bounded, the norm ofĀ 2 is also bounded by some constant K n2 n > n2 n− r−1 . Hence,
where σ min is the minimum singular value of the full column rank matrix Σ :,1:r which is bounded away from zero. Here, we have chosen δ < σ min /2 so that (Σ :,1:
where the first inequality is due to Chauchy Swarz and triangular inequality. Thus, for a given > 0, we can choose
This choice of δ leads to W 0 2 ≤ . Moreover,
We now use Proposition 20, Lemma 18, and Lemma 19 to complete the proof of Theorem 2:
is locally open at (W 1 ,W 2 ), according to Proposition 20, the conditions i) and ii) must hold; and hence rank(W 1 ) = rank(W 2 ) due to Lemma 19. Thus, M(·, ·) cannot be locally open if rank(W 1 ) = rank(W 2 ). On the other hand, when rank(W 1 ) = rank(W 2 ), the conditions i), ii), iii), and iv) are equivalent due to Lemma 18. Moreover, these conditions imply local openness according to Proposition 20.
C Proof of Theorem 3
Before proceeding with the proof of Theorem 3, we recall the definition of the symmetric matrix multiplication mapping M + :
In this section, we show that M + is open in R M + . Particularly, we show that given a matrix W ∈ R n×k and a small perturbation Z ∈ R M + of Z W W T , there exists a small perturbation W of W such that Z = W W T . Similar to the previous proof scheme, we first show that local openness of M + (·) at W is equivalent to local openness of M + (·) at U T W where U T ΣU is a symmetric singular value decomposition of the product W W T .
Lemma 21. Consider W ∈ R n×k and assume that WW T = U ΣU T is a symmetric singular value decomposition of the matrix product W W T with U ∈ R n×n , and Σ ∈ R n×n . Then,
The proof of this lemma is a direct consequence of local openness definition. It is omitted here due to space limitation. According to Lemma 21, proving local openness of M + (·) at W is equivalent to proving local openness of M + (·) at U T W . To ease the notation, denote U T W byW. Notice that whenW ∈ R n×n is a full rank square matrix, for any symmetric perturbation R δ with R δ ≤ δ sufficiently small, Σ =WW T + R δ is a full rank symmetric positive definite matrix. Then finding a perturbationW + A ofW such that (W + A )(W + A ) T = Σ is equivalent to solving the matrix equation A W T +WA T + A A T = R δ for A . Substituting A = P (W −1 ) T for some matrix P ∈ R n×n in this equation, we obtain the following quadratic matrix equation of P :
where Σ =WW T . In the next Lemma, we show how to find a solution matrix P with P = O(δ) that satisfies (24) ; thus proving local openness of M + (·) at any full rank square matrixW.
Lemma 22. Let Σ ∈ R n×n be a full rank diagonal positive definite matrix. There exists δ 0 > 0 such that for any positive δ < δ 0 and any symmetric matrix R ∈ R n×n with R ∞ ≤ δ, there exists an upper-triangular matrix P ∈ R n×n with P ∞ ≤ 3δ satisfying the equation P + P T + P Σ −1 P T = R.
Before proving this lemma, let us emphasize that the value of δ 0 depends on Σ, but is independent of the choice of R.
Proof. Let us start by simplifying the equation of interest. For all i = 1, . . . , n, let
ii , which is positive by the positive definiteness of Σ. Then,
An upper-triangular solution P can be generated using the following pseudo code:
Algorithm 1 Pseudo-code for generating matrix P 1: For all (i, j) with i > j, set P ij = 0. 2: for j = n → 1 do
3:
4:
end for 5: end for Notice that at each iteration of the algorithm corresponding to the (i, j)-th index, the corresponding equation is satisfied. Moreover, once an equation is satisfied, the variables in that equation are not going to change any more; and thus it remains satisfied. We proceed by showing that Algorithm (1) generates a matrix P with P ≤ 3δ for δ small enough. In particular, we show that for sufficiently small δ > 0, |P ij | ≤ 2δ + O(δ 2 ) for all i ≤ j. We prove by a reverse induction on j:
Base step, j = n (last column of P ): Using (25) ,
. For sufficiently small δ,
Induction hypothesis: Assume |P ij | ≤ 2δ + O(δ 2 ) for all i ≤ j, j = n, . . . , k. We show that the result holds for k − 1. First of all, (25) implies
Also,
, which implies
Thus, for sufficiently small δ, we have |s k−1
We know use the above lemmas to complete the proof of Theorem 3:
Proof. To show the openness of the mapping, it suffices to show that it is locally open everywhere.
Consider an arbitrary point W ∈ R n×k , and let U ΣU T be a singular value decomposition of the sym- we consider a perturbation Σ Σ + R δ of Σ in the range R M + , and show that there exists a small perturbationW + A ofW such that (W + A )(W + A ) T = Σ. By possibly permuting the columns of Σ, the perturbed matrix which we know is symmetric positive semi-definite with rank at most k can be expressed as
Here B ∈ R k×(n−k) exists since rank( Σ) ≤ k. Moreover, Σ 0 for small enough perturbation. Therefore, the Schur complement theorem impliesR 3 R T 2 (Σ 1 + R 1 ) −1R 2 . Thus Σ ∈ R M + requires R 1 to be a symmetric R r×r matrix,R 2 to be an R r×n−r matrix, andR 3 to be a symmetric R (n−r)×(n−r) matrix with
, with R δ ≤ δ, we need to find A ∈ R n×k such that
Since the last n − r rows ofW are all zeros, we obtain
∈ R r×k is a full row rank matrix, A 1 ∈ R r×k , and A 2 ∈ R (n−r)×k . From Equation (27), we get the following three expressions:
Setting
Using Lemma 22, we can choose δ small enough so that for any perturbation matrix R with R < δ, there exists a solution P with P = O(δ). More precisely, we can generate P ∈ R r×r that satisfies expression (28), with P ∞ ≤ 3δ. Also, since (W †
where σ min is the minimum singular value for Σ 1 . Then by definition of A 1 , we can bound its norm:
Note that A 1 is of order δ which can be chosen arbitrarily small so thatW 1 + A 1 is full row rank.
with the last equality obtained using (28) . Substituting A 2 in (29), we obtain
where the last equality is valid since C(M ) ⊂ N (W 1 + A 1 ). Substituting A 2 in (30), we obtain
where the second inequality holds since C(M ) ⊂ N (W 1 + A 1 ) . Expression (30) can be satisfied if for
2 is the schur complement of Σ+R δ , then by the Guttman rank additivity formula, we get k ≥ rank( Σ) = rank(
2 ) ≤ k − r. Thus for any symmetric positive semi-definite matrixR
We now obtain an upper-bound on A . Since (
Then by the definition of A 2 , we can bound its norm as follows
Using (31) and (32), we obtain
where the second inequality assumes δ ≤ σ min /2. Now, for a given > 0, choose
This choice of δ leads to A ≤ , which completes the proof.
D Proof of Theorem 12
Consider the training problem of a multi-layer deep linear neural network:
, W i ∈ R d i ×d i−1 are the weight matrices, X ∈ R d 0 ×n is the input training data, and Y ∈ R d h ×n is the target training data. Based on our general framework, the corresponding auxiliary optimization problem is given by minimum 
We split the rest of the proof into two cases that correspond to K being empty and non-empty.
Case a: Assume K is non-empty. We define k * maximum k∈K k. By definition of the set K and choice of k * , the null space N W k * is orthogonal to the null-space N (
we examine the optimality conditions for a specific directionĀ. Let
where α h and α 1 are scalar constants,
Notice that such p k and b k−1 exist from the definition of K and choice of k * . For this particular choice ofĀ = (Ā h , . . . ,Ā 1 ), we obtain
We now show that (Ā h , . . . ,Ā 1 ) is in fact a descent direction. Before proceeding, let us define some notation to ease the expressions of the optimality conditions. Let V be an index set that is a subset of {1, . . . , h}. We define the function f (Ā V ,W −V ) which is the matrix product attained fromW h · · ·W 1 X by replacing matricesW v by matricesĀ v for every v ∈ V. For instance, if h = 5 and V = {2, 3, 5}, then f (Ā V ,W −V ) =Ā 5W4Ā3Ā2W1 X. We now determine index sets V, with |V| ≥ 1, that correspond to
This directly imply thatĀ h · · ·Ā 2W1 X andĀ h · · ·Ā 1 X are the only terms that can take non-zero values. Using the definition of equation (35) we obtain
= 0 for all r ≤ h − 2,
by properly choosing the sign of α h such that Ā h · · ·Ā 2W1 X, ∆ < 0, we get a descent direction. Otherwise,
where c 1 > 0 is a scalar, and h(·) is a function ofĀ h · · ·Ā 2W1 X. We now evaluate the term Ā h · · ·Ā 1 X, ∆ . Since (Ā h ) l,: = 0 for all l = j and (Ā 1 ) :,l = 0 for all l = i, we only need to compute the (j, i) index Ā h · · ·Ā 1 (j,i) as all other indices are zero. For some constant c = p
where c is non-zero by our choice of b, p k and b k−1 for 3 ≤ k ≤ h as defined in (38). For a fixed α h = 0, h(Ā h · · ·Ā 2W1 X) is a constant scalar we denote by c α . Then by properly choosing α 1 such that
we get a descent direction. This completes the second case. Now if N W T 1 is non-empty, we define the set
and use a similar proof scheme to show the result. More specifically, we split the proof into two cases that correspond to K being empty and non-empty.
Case a: Assume K is non-empty. We define k * minimum k∈K k. By definition of the set K and choice of k * , the null space N W T k * is orthogonal to the null-space
where α h and α 1 are constants and
The same argument used above can be used to show that (Ā h , . . . ,Ā 1 ) is actually a descent direction. This completes the proof of the first case. Case b: Assume K is empty. We consider
where α h and α 1 are scalar constants, p h ∈ N W T h−1 , and
The same argument used above can be used to show that (Ā h , . . . ,Ā 1 ) is actually a descent direction. This completes the second case and thus completes the proof.
Following the same steps of the proof in Lemma 23, we get the same result when replacing the square loss error by a general convex and differentiable function (·). We are now ready to prove the main result restated below. Proof. Suppose there exist such a pair {p 1 , p 2 }. Let X I,
for k ∈ {h, . . . , p 2 + 1} ∪ {p 1 , . . . , 1}, andW k = 0 for k ∈ {p 2 , . 
then (Z 3 ,Z 2 ,Z 1 ) is a local minimum of minimize Z 3 ∈R d h ×dp 2 , Z 2 ∈R dp 2 ×dp 1 , Z 1 ∈R dp 1 ×d 0
LetZ 3 =W h · · ·W p 2 +1 = I dp 2 0 ,Z 2 = 0, andZ 1 =W p 1 · · ·W 1 = I dp 1 0 . 
It follows that ∂g(t) ∂t
where the last equality holds since the last row (d th h row) ofZ 3 is zero. Also,
where the last equality holds since the last row (d th h row) ofZ 3 and the last column (d th 0 column) ofZ 1 are both zeros. Then for Ā 2 = 0, the second-order optimality condition implies that the point is a local minimum, and if Ā 2 = 0 we get g(t) = 1 2 Ȳ = 1 2 , which implies (Z 3 ,Z 2 ,Z 1 ) is a local optimum that is not global.
Note that the same method used to construct the example above can be used to find a local minimum that is not global whenever the rank(Y ) ≤ min{d h − d p 2 , d 0 − d p 1 }. When Y is full rank, we know from the results of [5, 10] that every local minimum is global. To have a complete characterization of problems for which every local minimum is global, it remains to either prove or disprove the statement when Y is a rank deficient matrix with rank(Y ) > min{d h − d 
which is a quadratic function of A denoted by f A 1 2 a T H A a. Here a ∈ R 16×1 is a vectorization of matrices A 3 , A 2 , and A 1 , and H A is the hessian of f A . By computing the eigenvalues of H A we get that H A 0 which directly implies g (2) (0, A) ≥ 0 ∀A.
Moreover, let a opt be the optimal solution set of the problem minimize a f A . Then a opt = {a | a ∈ N (H a )}. We notice that for anyā ∈ a opt , the corresponding directionĀ hasW 3W2Ā1 +W 3Ā2W1 + A 3W2W1 = 0 and Ā 3Ā2Ā1 , ∆ = 0. Then, it follows that We now show that if such a pair {p 2 , p 1 } does not exist, then every local minimum of (33) is global. In particular, we show that for any X and Y , ifW is not a global minimum, we can construct a descent direction.
First notice that if for some 1 ≤ i ≤ h − 1,W i is full column rank, then using Proposition 1, M i+1,i (·) is locally open at (W i+1 ,W i ) andW i+1Wi ∈ R d i+1 ×d i−1 . Using Observation 1, we conclude that any local minimum of problem (33) relates to a local minimum of the problem obtained by replacingW i+1Wi byZ i+1,i ∈ R d i+1 ×d i−1 . By a similar argument, we conclude that ifW i is a full row rank for some 2 ≤ i ≤ h, any local minimum of problem (33) relates to local minimum of the problem obtained by replacingW iWi−1 byZ i,i−1 ∈ R d i ×d i−2 . Thus, ifW = (W h , . . . ,W 1 ) is a local minimum of problem (33), the new pointZ = (Z h , . . . ,Z 1 ), whereZ i ∈ R d i ×d i−1 and h ≤ h, is a local minimum of the problem attained by applying the replacements discussed above. If h = 1, we get the desired result from Lemma 7. Else, if h = 2, the auxiliary problem becomes a two layer linear network for which Theorem 8 provides the desired result. 
