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likelihood estimator under some standard concavity condition.
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1. Introduction
Let {Xn, n ≥ 1} be a sequence of independent and identically distributed (i.i.d.) random variables (r.v.) valued in some
metric space (E, d)with the unknown law Pθ , θ ∈ Θ , whereΘ is the space of parameters. Themaximum likelihood estima-
tor (MLE) of θ is denoted by θˆn = θˆn(X1, . . . , Xn). The asymptotic theory of the MLE is one of the most classical subjects in
statistics and there are numerous studies on the convergence rate of θˆn to θ and various estimation of deviation probability
for θˆn are known, see e.g. Dacunha-Castelle and Duflo [1], Ibragimov and Has’miniskii [2], Ibragimov and Radavicius [3], etc.
But the properties of large and moderate deviations are obtained only recently. Skovgaard [4] proved a large deviation
expansion of the density of a MLE which is derived in the case of replications from a multivariate curved subfamily of a
continuous exponential family. Mogulskii [5] gave the large deviations for MLE of i.i.d. case. Puhalskii and Spokoiny [6] have
proposed and proven large deviation efficiency in statistical inference. Gao [7] succeeded to prove the moderate deviation
principle of MLE under some regularity conditions for the i.i.d. random variables. Xiao and Liu [8] generalized the results
in [7] to the independent not identically distributed case. Miao and Chen [9] improved the conditions in reference [8] and
established a simpler proof for themoderate deviation principle. For long-range dependent phenomena,Miao andWang [10]
showed the large deviation inequalities for MLE and Bayes estimator in SDEwith fractional Brownianmotion. Very recently,
Miao et al. [11] obtained the large deviation for MLE of hyperbounded Markov chains.
However, all those known results describe only asymptotic behaviors of the MLE (as n → +∞). In this paper, we will
prove a sharp concentration inequality ofMLE, which ismuchmore robust than those known asymptotic results in the sense
that our inequality holds for all n and all deviation scale r .
2. Transportation inequality
The transportation inequality is a quite recent and important tool in the study of concentration phenomena of measure.
Let E be a metric space with metric d. Given two Borel probability measures µ and ν on E, we defined the quantity
W1(µ, ν) = inf
(∫∫
d(x, y)dpi(x, y)
)
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where the infimum is over all probability measures pi on the product space E × E with marginal distributions µ, ν. This
quantity represents the classicWasserstein distance. The so-called Kullback informational of ν with respect toµ, is given by
H(ν ‖ µ) :=

∫
log
dν
dµ
dν, if ν  µ
+∞ otherwise.
(2.1)
We say that the probability measure µ satisfies the L1-transportation cost-information inequality on (E, d) if there is some
constant Cµ > 0 such that for any probability measure ν,
W1(µ, ν) ≤
√
2CµH(ν ‖ µ).
To be short, we write µ ∈ T1(Cµ) for this relation.
Theorem 2.1 (See [12] or [13]). Let µ be a probability measure on (E, d) such that
∫
d(x, x0)dµ(x) <∞, for some x0 ∈ E. The
L1-transportation inequality
W1(µ, ν) ≤
√
2CµH(ν ‖ µ) (2.2)
holds for any absolutely continuous probability measure ν with respect to µ, i.e., µ ∈ T1(Cµ), if and only if for every function f
on E, and for all t ∈ R,
Eµ exp{t[ f − Eµ(f (x))]} ≤ exp
{
t2
2
‖f ‖2LipCµ
}
(2.3)
where ‖ f ‖Lip = supx,y∈E |f (x)−f (y)|d(x,y) and Cµ > 0 is a constant.
Theorem 2.2 (See [13]). (2.2) holds for some constant Cµ > 0, if and only if for all δ ∈ (0, 14Cµ ),∫∫
eδd
2(x,y)µ(dx)µ(dy) < +∞. (2.4)
3. The one-dimensional case
Let {Xn, n ≥ 1} be a sequence of independent and identically distributed (i.i.d.) r.v. valued in some metric space (E, d)
with the common unknown probability law Pθ , θ ∈ Θ , where Θ is the space of parameters. Let Θ be an open interval of
R and assume that µ is a reference measure on E, Pθ  µ, for all θ ∈ Θ . The density function of Pθ w.r.t. µ is denoted by
f (x; θ). Consider the log-likelihood functions l(x; θ) = log f (x; θ), and ln(x1, . . . , xn; θ) = ∑ni=1 l(xi; θ). Assume that the
function l(x; θ) is twice continuously differentiable in θ for all x. In this section, we assume that there are c > 0, σ 2 > 0
such that
(C.1)
∂2l(x; θ)
∂θ2
≤ −σ−2 < 0, ∀x ∈ E,∀θ ∈ Θ,
(C.2)
∣∣∣∣∂ l(x; θ)∂θ − ∂ l(y; θ)∂θ
∣∣∣∣ ≤ cd(x, y), ∀x, y ∈ E,∀θ ∈ Θ.
Lemma 3.1. Let f1(θ), f2(θ) be two strictly concave functions and θ1, θ2 be their maximum points. Let the following conditions
be satisfied:
(1) f ′′i (θ) ≤ −σ−2 < 0, ∀θ ∈ Θ, i = 1, 2,
(2) |f ′1(θ)− f ′2(θ)| ≤ c, ∀θ ∈ Θ,
where c > 0, σ 2 > 0 are constants. Then we have
|θ1 − θ2| ≤ cσ 2.
Proof. Assume, without loss of generality, θ1 ≤ θ2. We have
f ′2(θ1) = f ′2(θ1)− f ′2(θ2) = −
∫ θ2
θ1
f ′′2 (θ)dθ ≥ σ−2(θ2 − θ1),
and on the other hand,
f ′2(θ1) = (f2 − f1)′(θ1)+ f ′1(θ1) ≤ c.
So, we have (θ2 − θ1) ≤ cσ 2. 
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Lemma 3.2. Let θˆn = θˆn(X1, . . . , Xn) be the maximum likelihood estimator of θ . If the conditions (C.1) and (C.2) are satisfied.
Then we have
|θˆn(x1, x2, . . . , xn)− θˆn(y1, x2, . . . , xn)| ≤ cσ
2d(x1, y1)
n
.
Proof. Let
g1(θ) = ln(x1, x2, . . . , xn; θ),
g2(θ) = ln(y1, x2, . . . , xn; θ).
From the conditions (C.1) and (C.2), we see that
|g ′1(θ)− g ′2(θ)| ≤ cd(x1, y1), g ′′i (θ) ≤ −nσ−2 < 0, i = 1, 2.
By Lemma 3.1, we obtain
|θˆn(x1, x2, . . . , xn)− θˆn(y1, x2, . . . , xn)| ≤ cσ
2d(x1, y1)
n
. 
Theorem 3.3. Assume that Pθ ∈ T1(Cθ ),∀θ ∈ Θ and the conditions (C.1) and (C.2) be satisfied. Then for all λ ∈ R, we have:
Eθ exp
{
λ
√
n(θˆn − Eθ θˆn)
}
≤ exp
{
(cσ 2)2
2
λ2Cθ
}
.
In particular, we obtain
Pθ (
√
n|θˆn − Eθ θˆn| > r) ≤ 2 exp
{
− r
2
2(cσ 2)2Cθ
}
, ∀r > 0,∀n > 0.
Proof. Let
dl1(x, y) =
n∑
i=1
d(xi, yi).
From Pθ ∈ T1(Cθ ),∀θ ∈ Θ , we have
P
⊗
n
θ ∈ T1(Cθn), ‖θˆn‖Lip(dl) ≤
cσ 2
n
,
wherewe use the tensorization property of T1 inequality (see [14] or [15]). By the Theorem2.1 and Lemma 3.2, it is obviously
that we have
Eθ exp
{
λ(θˆn − Eθ θˆn)
}
≤ exp
{
(cσ 2)2
2n
λ2Cθ
}
.
So we obtain the result. 
Remark 3.4. Under some regular conditions, the following result is obtained by [16, p. 109],∣∣∣Eθ θˆn − θ ∣∣∣ = O(1n
)
.
Corollary 3.5. Let the conditions (C.1) and (C.2) be satisfied w.r.t. the trivial metric d(x, y) = 1{x6=y}. Then for all λ ∈ R, we
have
Eθ exp
{
λ
√
n(θˆn − Eθ θˆn)
}
≤ exp
{
(cσ 2)2
8
λ2
}
.
Example 3.6. We now show the sharpness of the inequality in Theorem 3.3. Let Pθ = N(θ, σ 2)where σ 2 is known. Assume
µ = N(0, σ 2). Because µ satisfy L1-transportation inequality, with Cµ = σ 2, and
log f (x, θ) = − (x− θ)
2 − x2
2σ 2
, −(log f (x, θ))′′θθ =
1
σ 2
,∣∣(log f (x, θ)− log f (y, θ))′θ ∣∣ = 1σ 2 |x− y|.
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From Theorem 3.3, we have
Eθ exp
{
λ
√
n(θˆn − Eθˆn)
}
≤ e λ2σ22 ,
where θˆn is the maximum likelihood estimator of θ . Since θˆn = 1n
∑n
i=1 Xi, we have indeed the equality in the inequality
above.
4. The multi-dimensional case
In this section, we consider the case where the parameters space is multi-dimensional. Let Θ ⊂ Rd be an open convex
set. f (θ) : Θ → R is a concave function of twice continuously differentiable in θ . We denote the gradient of f (θ) by
∇f (θ) =
(
∂ f
∂ξ1
, . . . ,
∂ f
∂ξn
)t
(transposition) and the Hessian matrix of f (θ) by
Hess(f (θ)) = (ai,j(θ)), ai,j(θ) = ∂
2f
∂ξi∂ξj
(θ), θ = (ξi) ∈ Rd.
Lemma 4.1. Let f1(θ), f2(θ) be two concave functions onΘ ⊂ Rd and θ1, θ2 be their maximum points. Suppose that:
(1) Hess(fi)(θ) ≤ − 1
σ 2
Id < 0, ∀θ ∈ Θ, i = 1, 2,
(2) |∇θ f1 −∇θ f2| ≤ c, ∀θ ∈ Θ,
where c > 0, σ 2 > 0 are constants. Then we have
|θ1 − θ2| ≤ cσ 2.
Proof. For any θ1, θ2 ∈ Θ , let
ϕ
f
θ1,θ2
(t) = f ((1− t)θ1 + tθ2) t ∈ [0, 1].
We have
(ϕ
f
θ1,θ2
(t))′ = 〈∇f (θ1 + t(θ2 − θ1)), θ2 − θ1〉 t ∈ [0, 1],
(ϕ
f
θ1,θ2
(t))′′ = 〈Hess(f )(θ1 + t(θ2 − θ1))(θ2 − θ1), θ2 − θ1〉 t ∈ [0, 1].
From the conditions of Lemma 4.1, we have
(ϕ
f2
θ1,θ2
)′(0) = (ϕf2θ1,θ2)′(0)− (ϕ
f2
θ1,θ2
)′(1)
= −
∫ 1
0
(ϕ
f2
θ1,θ2
(t))′′dt
≥ 1
σ 2
|θ2 − θ1|2.
Furthermore,
(ϕ
f2
θ1,θ2
)′(0) = (ϕf2θ1,θ2)′(0)− (ϕ
f1
θ1,θ2
)′(0)
≤ |∇(f2 − f1)||θ2 − θ1|
≤ c|θ2 − θ1|.
So, we obtain the result. 
Lemma 4.2. Let θˆn = θˆn(X1, . . . , Xn) be the maximum likelihood estimator of θ . If the following conditions are satisfied:
(1) Hessθ (l(x, θ)) ≤ − 1
σ 2
Id < 0, ∀x ∈ E,∀θ ∈ Θ,
(2) |∇θ l(x, θ)−∇θ l(y, θ)| ≤ cd(x, y), ∀x, y ∈ E,∀θ ∈ Θ,
where c > 0, σ 2 > 0 are constants. Then we have∣∣∣θˆn(x1, x2, . . . , xn)− θˆn(y1, x2, . . . , xn)∣∣∣ ≤ cσ 2d(x1, y1)n .
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Theorem 4.3. Assume that Pθ ∈ T1(Cθ ),∀θ ∈ Θ and the conditions (1) and (2) of Lemma 4.2 be satisfied. Then for all λ ∈ Rd,
we have:
Eθ exp
{√
n〈λ, (θˆn − Eθ θˆn)〉
}
≤ exp
{
(cσ 2)2
2
|λ|2Cθ
}
.
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