A comparison of item response theory true score equating and item response theory-based local equating. by Keller, Robert R.
University of Massachusetts Amherst 
ScholarWorks@UMass Amherst 
Doctoral Dissertations 1896 - February 2014 
1-1-2007 
A comparison of item response theory true score equating and 
item response theory-based local equating. 
Robert R. Keller 
University of Massachusetts Amherst 
Follow this and additional works at: https://scholarworks.umass.edu/dissertations_1 
Recommended Citation 
Keller, Robert R., "A comparison of item response theory true score equating and item response theory-
based local equating." (2007). Doctoral Dissertations 1896 - February 2014. 5867. 
https://scholarworks.umass.edu/dissertations_1/5867 
This Open Access Dissertation is brought to you for free and open access by ScholarWorks@UMass Amherst. It 
has been accepted for inclusion in Doctoral Dissertations 1896 - February 2014 by an authorized administrator of 
ScholarWorks@UMass Amherst. For more information, please contact scholarworks@library.umass.edu. 

A COMPARISON OF ITEM RESPONSE THEORY TRUE SCORE EQUATING AND 
ITEM RESPONSE THEORY-BASED LOCAL EQUATING 
A Dissertation Presented 
by 
ROBERT R. KELLER III 
Submitted to the Graduate School of the 
University of Massachusetts Amherst in partial fulfillment 
of the requirements for the degree of 
DOCTOR OF EDUCATION 
September 2007 
School of Education 
Educational Policy Research and Administration 
Research and Evaluation Methods Program 
© Copyright by Robert R. Keller III 2007 
All Rights Reserved 
A COMPARISON OF ITEM RESPONSE THEORY TRUE SCORE EQUATING AND 
ITEM RESPONSE THEORY-BASED LOCAL EQUATING 
A Dissertation Presented 
by 
ROBERT R. KELLER III 
Approved as to style and content by: 
Lisa A. Keller, Co-chair 
Christine B. McCormick, Dean 
School of Education 
DEDICATION 
To my niece, Samantha Fraser Keller-Stowe 
for being the most statistically significant impactor on my happiness. 
ACKNOWLEDGMENTS 
I would like to thank first and foremost my dissertation committee co-chair, sister, 
friend, colleague, and mentor, Lisa Keller. Her support and guidance through my stay at 
REMP was invaluable. Not only did she provide first rate mentoring and teaching, but the 
process allowed us to build a stronger personal relationship that shall only embiggen the 
quality of our lives. 
I would like to thank co-chair Craig Wells and committee member Aline Sayer. Both 
are excellent teachers and have been a delight to work with on this dissertation. 
I would like to thank Ron Hambleton and Steve Sireci for their excellent courses and 
professional guidance and advice. They, with Lisa and Craig, provide a great resource at 
REMP that allows the dedicated student an incredible opportunity to learn and develop to 
become a cromulent member of the greater psychometric community. 
I would like to thank my family, especially my parents for their unwavering support, 
both as a graduate student and through my life's journey as a whole. This process would have 
been untenable without their loving support. 
I would like to thank my fellow students, and the support staff at Hills South. The 
cooperative and collegial atmosphere has been a pleasure. Special mention goes to Peter and 
Su Baldwin, and Maria Martiniello, whose friendship transcends that of mere colleague, and 
Ana Karantonis and Stephen Jirka, who have been more than mere office mates. 
And finally I would like to thank those who provided their friendship and support 
outside of the academic setting. Rob Cook and Fraser Stowe have graciously tolerated more 
than their fair share of annoying psychometric babbling over the last several years, and even 
more annoyances over the previous decade, and still remain my willing friends. Ethan 
v 
Sicotte, for providing emergency Windows troubleshooting assistance, general entertainment 
value, and more than his fair share of neologisms and faux mythology. Michael Murphy and 
Roger Jones who have provided support in unique but invaluable ways. 
vi 
ABSTRACT 
A COMPARISON OF ITEM RESPONSE THEORY TRUE SCORE EQUATING AND 
ITEM RESPONSE THEORY-BASED LOCAL EQUATING 
SEPTEMBER 2007 
ROBERT R. KELLER III, B.S., UNIVERSITY OF MASSACHUSETTS AMHERST 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Lisa A. Keller and Craig S. Wells 
The need to compare students across different test administrations, or perhaps across 
different test forms within the same administration, plays a key role in most large-scale 
testing programs. In order to do this, these tests must be placed on the same scale. Placing 
test forms onto the same scale not only allows results from different test forms to be 
compared to each other, but also facilitates placing the results from different test scores onto 
a common reporting scale. The statistical method used to place these test scores onto a 
common metric is called equating. 
Estimated true equating, one of the conditional equating methods described by van 
der Linden (2000), has been shown to be a dramatic improvement over classical based 
equipercentile equating under some conditions (van der Linden, 2006). 
The purpose of the study is to investigate the relative performance of estimated true 
equating with IRT true score equating under a variety of conditions that are known to impact 
equating accuracy, namely: anchor test length, data misfit, scaling method, and examinee 
ability distribution, through simulation study. The results are evaluated based on root mean 
squared error (RMSE) and bias of the equating functions, as well as decision accuracy when 
Vll 
placing examinees in to performance categories. A secondary research question of relative 
performance of the scaling methods is also investigated. 
The results indicate that estimated true equating shows tremendous promise with the 
dramatically lower bias and RMSE values when compared to IRT true score equating. 
However, this promise does not bear out when looking at examinee classification. Despite 
the lack of significant gains in the area of decision accuracy, this new equating method shows 
promise in its reduction of error attributable to the equating functions themselves, and 
therefore deserves further scrutiny. 
The results fail to indicate a clear choice for a scaling method for use with either 
equating method. Practitioners still must do their best to rely on the growing body of 
evidence, and consider the nature of their own testing programs, and the abilities of their 
examinee population when choosing a scaling method. 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
The need to compare students across different test administrations, or perhaps across 
different test forms within the same administration, plays a key role in most large-scale 
testing programs. In order to do this, these tests must be placed on the same scale. Placing 
test forms onto the same scale not only allows results from different test forms to be 
compared to each other, but also facilitates placing the results from different test scores onto 
a common reporting scale. The statistical method used to place these test scores onto a 
common metric is called equating. 
One of the key benefits of equating is the ability to maintain test scales across years 
so that standards set in one year may be used consistently in future years. Since standard 
setting is time consuming and expensive, using accurate equating methods provides a more 
practical alternative to preserving standards within a testing program. With the added stakes 
of No Child Left Behind legislation, and its Adequate Yearly Progress criteria, it has become 
increasingly important that scores from different years maintain comparability across 
administrations. 
There are many ways to scale and equate tests. Not only do the statistical methods 
vary, but so do the theoretical underpinnings of these methods. The most recent development 
in the scaling and equating of tests that is widely used is based on item response theory 
(IRT). Within the frameworks of IRT, there are many equating designs possible. The most 
popular designs include randomly equivalent groups, single group designs, and common item 
non-equivalent group (CINEG) designs. The single group and CINEG designs relax the 
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assumption that the groups are based on the same ability distribution, and in fact, can 
measure the difference in their abilities. Since using common items does not require 
equivalent groups, nor does it require any examinee take more than one form of the test, it is 
the most flexible and practical of the equating designs, and also the most popular. 
Even more recent is the idea of IRT based conditional equating. Conditional equating 
as described by van der Linden (2000) is a promising new method that takes advantage of 
both total score and IRT ability estimate to transform scores. At the core of this method is the 
IRT calibration and scaling process. Each examinee receives an ability estimate based on the 
results of this calibration and scaling. Then the observed score of each examinee is 
transferred to an expected observed score on the reference target form based on a Q-Q 
transformation of the distributions of expected observed scores on each test form given the 
IRT ability estimate. There are a number of possible local equating method variations 
proposed in the original paper, but there is still limited research on this method, and it has not 
yet been widely adopted by practitioners. 
1.1.1 Horizontal vs. Vertical Equating. Equating typically occurs in one of two 
contexts: horizontal equating or vertical equating. Generally speaking, horizontal equating is 
the equating of test forms when the examinee groups are assumed to be from the same 
populations. For example, equating a 3rd grade math test one year to the results of a 3rd 
grade test the next year, or equating multiple forms of a licensure exam. Vertical equating 
occurs when the populations are assumed different. An example of vertical equating would 
be trying to put the scales of several math tests from different grades onto the same scale. In 
this instance, not only is the expected mean ability of each grade higher than the grades 
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below it, but also the tests are built such that the items’ difficulty distribution is aligned with 
the expected ability distribution. 
A subtlety at play here needs to be addressed: the case where a difference in the 
examinees' ability distribution is expected from one year to the next, but the material being 
tested does not change from year to year. Such is the case with the requirements of No Child 
Left Behind. One interpretation of measuring adequate yearly progress is that each third 
grade class should do better on a given assessment than the third grade class from the 
previous year. In this case, when there is an anticipated shift in ability, some researchers and 
practitioners consider this vertical equating. However, this is not technically the same as 
vertical equating, since the content of the test forms is not expected to change from year to 
year. Though the psychometric literature oftentimes refers to this as "growth,” growth more 
commonly refers to individual improvement over time, therefore, for the purposes of this 
document, this will be considered horizontal equating between populations with unequal 
abilities. 
1.1.2 The Identification Problem. Within the framework of IRT, item parameters are 
invariant across examinee populations, and person parameters are invariant to the set of items 
to which the examinees respond, up to a linear transformation. This arbitrariness of scale is 
referred to as the identification problem (Hambleton, & Swaminathan, 1985). In IRT, param¬ 
eter estimates exist on a scale that is relative only to the other parameters within a data set, 
and are generally scaled to an arbitrary mean and standard deviation. Since this scale is in 
fact largely arbitrary, procedures for placing parameters onto a common metric have been de¬ 
veloped to allow comparability across administrations. 
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Though the parameters themselves are invariant, the estimates of these parameters 
vary due to, for example, sampling error. In the case where the model reasonably fits the 
data, and the ability distribution of the examinees is relatively aligned with the difficulty 
distribution of the items, parameter estimates are considered to be essentially sample 
independent, at least on average, and the differences between the true parameter values and 
their estimates is assumed to be randomly distributed. Of course, systematic error can result 
in biased estimates or increased estimation error, especially under conditions where the 
underlying assumptions of IRT are not met, or when the model exhibits poor fit. 
1.1.3 Scaling vs. Equating. In many cases, in the context of IRT, the distinction be¬ 
tween scaling and equating is not made clear. Sometimes this is due to a casual usage of lan¬ 
guage, even in formal research papers and textbooks, and other times there is an actual equiv¬ 
alence, where the scaling procedure is functioning as the equating step as well. 
In the context of an assessment where theta is used as the final source of an ability 
estimate, the scaling procedure is typically all that is needed to place the estimates on the 
same scale. This scaling is often referred to as equating, as it is a sufficient method for 
accomplishing the goal of placing test results from two different test forms onto the same 
scale. However, the use of the term equating in this context may be considered imprecise. 
This procedure is often not viewed as equating, but as scaling. In this context, equating is a 
procedure that not only places item- and person-parameters onto the same scale, but also 
transforms an examinees performance on one test form onto an equated observed score on 
another test form. As a result, equating results in a conversion table for transforming number 
correct scores from one test form to number correct scores on the other. 
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Within the scope of this study, the term scaling will refer to the process of placing 
item- and/or people-parameters onto the same scale, and equating will be used to describe the 
process of determining the value of an examinee's observed score on a reference test form. 
1.2 Statement of Problem 
In a world of ever-increasing high stakes testing, spurred on by education reform and 
the No Child Left Behind Act, it is more important than ever that tests be of the highest 
quality. One of the most important steps in the process of developing and implementing a 
testing program is to properly equate the tests so that no examinee is disadvantaged based on 
the particular test form administered. 
In an effort to meet these demands, many practitioners have turned to IRT and its 
invariance property in an effort to provide fair and accurate testing for all examinees. While 
IRT based methods seem to be more robust under some adverse conditions than classical 
methods, these methods are not entirely free of error or bias, even under ideal conditions. 
Any error in the equating could lead to undesired effects, and result in examinee 
ability estimates that are substantively different than their actual performance would indicate. 
In the context of a high-stakes test, an examinee adversely impacted by this error may fail to 
meet the cut score in the context of a credentialing exam, or be classified into the wrong 
performance category in an exam designed to meet the requirements of No Child Left 
Behind. 
With stakes so high, the need for an equating method that will minimize error and 
undesirable effects is paramount. Estimated true equating, one of the conditional equating 
methods described by van der Linden (2000), has been shown to be a dramatic improvement 
over classical based equipercentile equating under some conditions (van der Linden, 2006). 
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These results however, are limited in scope, and there are no other studies that explore the 
merits of this new method. For practitioners that use IRT methods for equating their tests, it 
would be quite useful to know how this new method compares to existing IRT equating 
methods. 
1.3 Purpose of Study 
The purpose of the study is to investigate the relative performance of estimated true 
equating with IRT true score equating under a variety of conditions that are known to impact 
equating accuracy. The conditions that will be investigated include: 
• scaling method 
• model fit (data calibration model vis-a-vis data generation model) 
• examinee ability distributions 
• anchor test length 
The results will be evaluated based on the following evaluation criteria: 
• bias of equating 
• root mean squared error of equating 
• decision accuracy of examinees. 
The following is a description of a simulation study to investigate the relative 
performance of the aforementioned equating methods. The description begins with a 
thorough review of previous research on the performance of IRT-based horizontal equating 
methods. Following the literature review is a detailed description of the methodology, 
including detailed descriptions of the models and all study parameters investigated. And 
finally, the results of the simulation are presented followed by a discussion of the 
implications and educational importance of these results. 
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CHAPTER 2 
REVIEW OF LITERATURE 
2.1 Overview of Literature Review 
This chapter reviews the literature on IRT equating methodologies with a focus on 
research that compares the accuracy of different methods, including the context of 
investigating variables that will threaten equating accuracy. Although this review focuses on 
IRT equating issues, research that compares IRT methods with classical equating methods 
are included. Furthermore, studies that focus on horizontal equating issues, including 
horizontal equating between populations with unequal abilities, are included. If a study 
includes both horizontal and vertical equating, only the portions of the study that pertain to 
horizontal equating are discussed. 
Equating studies have no formal guidelines for study variables and format. 
Researchers investigate differing aspects of equating based on specific needs and interest. As 
such, there is a lot of overlap of study conditions, but not necessarily an overlap of purpose to 
the various studies. In an effort to provide the reader with some structure, the research 
reviewed is organized into five sections: 
1. Anchor Test Composition. This section reviews studies focused on anchor test 
length and composition. 
2. Multidimensionality and Local Item Dependence. This section reviews studies 
focused on threats to the equating from multidimensionality or local item 
independence, even if the threat is limited to the anchor items. 
3. Comparisons of Methods. This section reviews studies focused on comparing 
equating methods that do not fall specifically into one of the above two 
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categories. In some instances, one or more of the above categories may be 
examined as a study condition, but it is included here if that study condition is not 
the primary focus of the study. 
4. Populations with Unequal Abilities . This section reviews studies focused on 
horizontal equating between populations with unequal abilities. 
5. A New Paradigm. This section presents the new “local equating” methodology 
proposed by van der Linden (2006). 
These sections do not provide a perfect partitioning of the studies reviewed, but 
should help provide some illumination of the general overarching topics being pursued in 
current equating research. 
In the studies included here, the IRT equating methods investigated are actually 
scaling methods. The results of the scaling performs the duty of equating as discussed in the 
previous chapter. The use of the term equating in IRT contexts within this chapter is 
therefore imprecise, however, this was a conscious decision to preserve congruence to the 
language used in the original papers. Likewise, the term "growth" is used in the manner of 
the original papers when describing equating between populations with unequal abilities. 
2.2 Anchor Test Composition 
The issues concerning the anchor test that are considered in this section are those of 
anchor test length, anchor content and difficulty balance with the over-all test form, and the 
quality of the anchor items, as well as behavior of the anchor items. Angoff (1968) put forth 
the idea that the anchor test should be a mini-version of the whole test. As such, the anchor 
items should reflect the content representation and the difficulty level of the whole test. 
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Despite best efforts to comply with this ideal, sometimes this cannot be accomplished. When 
the anchor test no longer looks like a mini-version of the whole test, the equating may suffer. 
2.2.1 Anchor Test Length. When equating with classical methods, the general guide¬ 
line has been to construct the anchor test such that it is at least 20% of the operational form, 
with 20 questions set as the lower limit in cases where the test is fewer than 100 items 
(Angoff, 1996), but the basis for this number is never substantiated by Angoff. While many 
studies include anchor test length as a study condition, it is usually only one of several study 
conditions. 
There are a few early studies however that attempt to determine the number of anchor 
items required for IRT based equating. It was found when examining anchor test lengths of 5, 
15, and 25 items, that 5 items were insufficient, while 15 to 25 items were adequate 
(McKinley & Reckase. 1981; Vale et al., 1981, as cited in Cook & Petersen, 1987). Vale et 
al. also varied the shape of the information function of the anchor test, including peaked, 
normal, and rectangular functions, and the results indicated that normal and rectangular test 
information curves provided better results than the peaked curves. 
Wingersky and Lord (Wingersky & Lord, 1984) conducted a study to investigate the 
reduction of sampling errors in certain IRT procedures. As part of the study, they specifically 
attempted to determine the number of equating items required for IRT equating using 
concurrent calibration. Their investigation examined the results when using 50, 25, 2 “good”, 
and 2 “poor” common items. In this study, the “good” common items have b-parameters near 
0, a-parameters near 1, and c-parameters of 0.15 and 0.06. The “poor” common items have b- 
parameters below -1.1, a-parameters at or below 0.53, and c-parameters of 0.10 and 0.25. 
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Additionally, the “good” common items have much lower standard errors than the “poor” 
common items. 
Their conclusion was that using two good common items was nearly as efficient as 
using 25 items, which was nearly identical in performance to the 50-item condition. 
However, they used real data, not simulated data, and as such, truth was not known. They 
used the 25-item condition as a reference for evaluating the two different two-item 
conditions. They suggested “[t]his analysis should be repeated in a situation when a 
researcher knows that all of the parameters used as a criterion are on a common scale” (p. 
363). 
Wingersky, Cook and Eignor (as cited in Cook & Petersen, 1987) conducted a 
simulation study to investigate equating accuracy under varying lengths of anchor tests. The 
anchor test lengths investigated were 10, 20 and 40 items. The study also investigated the 
impact of the size of the standard errors of estimation (SEEs) of the parameters of the linking 
items, which included 2 conditions: a typical SEE as found on the SAT-V, and a set of 
anchor items chosen to have smaller SEEs. Additionally, peaked vs. uniform distributions of 
the examinees was investigated. All study variables were fully crossed and were examined 
using both Stocking and Lord and concurrent calibration. 
The results indicated that longer anchor tests resulted in better equating, uniform 
examinee proficiency distributions resulted in better parameter estimates, and thus more 
accurate equating than peaked distributions, and that items with typical SEEs performed 
better than items with small SEEs. This last result is surprising, and no explanation, or even 
speculation, for this result was given. 
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2.2.2 Anchor Test Item Content and Item Difficulty Imbalances. Despite the guide¬ 
lines of constructing the anchor test to be a mini-version of the full test, inevitably, content 
imbalances occur. This may present problems with the accuracy of equating, and many re¬ 
searchers have looked into issues that surround this content drift, or have tried to determine 
which methods are more robust to this imbalance, and just how far the imbalance can go be¬ 
fore the equating is fatally compromised. 
One of the possible causes of an imbalance in content representation may be that over 
time focus in a curriculum may change, adding new material not originally part of the 
curriculum when the tests were first constructed. This could lead to a problem. First, the test 
may not be changed to reflect the change in curriculum. As a result, the teachers may not 
teach this new content area, as they want to focus on content that will be on the test, but in 
fact, this new content could be important, and should be included in the students’ education. 
To overcome this problem, the tests may be modified to reflect the changes in the 
curriculum. However, doing so may cause a problem, as this content was not part of the 
original tests’ framework, so there will be no representation of this content in the anchor 
items from previous administrations. This may lead to problems with the equating, and over 
time, the curriculum may drift far from where it was at the onset of the implementation of the 
testing program. In that instance, test scores from tests with substantially differing content 
should not be equated, as the scores may represent ability estimates of different underlying 
constructs. 
A solution to this would be to re-set the standards of the test as the content changes. It 
the standards were re-set, there would simply be no need to equate to tests given in the past. 
Unfortunately, standard setting is expensive and time consuming, so often times new 
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standards are not set as the curriculum changes. As a result, some additional error may be 
added into the equating process. 
In addition to content imbalance, there is the issue of item difficulty imbalance. This 
occurs when the anchor items are significantly harder or easier than the rest of the test. 
Although the goal in constructing a new form for a test is to make that form parallel both in 
difficulty and content, this is far easier said than done. In the case where the new form differs 
significantly from the previous forms in difficulty, it is also likely to differ in difficulty with 
the anchor test, as the anchor test should be reflective of the difficulty of the previous forms. 
Of course, some discrepancy is inevitable, which is why we do equating. However, at what 
point does the difficulty differ enough to become problematic in the equating? 
Furthermore, items could change in difficulty from year to year due to changes in 
focus of the curriculum. In this case, if there are items in the anchor test that are aligned with 
the shift in curriculum, and these items become significantly easier or more difficult, they are 
no longer operating effectively as anchor items and cannot be counted on to aid in the 
determination of the relative abilities of two different populations taking the tests. 
Yang (2000) looked at how item content balance affected the equating of four 
separate methods. The study looked at Tucker linear equating, equipercentile equating with 
cubic spline post smoothing, an unnamed IRT-based linear transformation method, and the 
IRT fixed-b method. 
For this study, four pairs of subtests were assembled using data from a professional 
in-training medical-specialty exam using differing sampling schemes resulting in differing 
levels of anchor test content imbalance. Correlations of content representation between the 
anchor and total tests were used as the indices of content imbalance. Across the four subtests, 
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the correlations were .968, .939, .924, and .861. This was the only information regarding 
content that was provided for both the anchor and total test. Reliabilities of these subtests 
ranged from .658 to .774. There was an additional variable not controlled for in this study. 
The lengths of the total tests and the anchor tests were not the same across all four subtests. 
The paper did not mention how significant the length imbalances were and simply stated. 
If the effect of anchor length were actually present, the effect of content 
representativeness of anchor items was likely to be confounded. Therefore, 
interpretations for such effects were made with cautions. 
This makes it difficult to evaluate the results that they report, since length of the 
anchor tests and total test can affect equating accuracy. . 
The study concluded that all four equating methods delivered moderate accuracy, and 
they all produced results that are more accurate as content representation within the anchor 
test more closely resembled that of the total test, or when the content coverage of the test was 
limited to fewer content areas. Additionally, the study concluded that the IRT methods 
performed slightly better than the classical methods. But since the actual compositions of the 
test were not provided, it is difficult to evaluate their conclusions. 
Keller and Keller (2003) conducted a similar study, except imbalances in both content 
representation and item difficulty were examined. Using data from a statewide testing 
program, seven sets of subtests were constructed. Each set of subtests contained 3 parts: year 
one scoring items, year two scoring items, and an anchor test. The seven sets were designed 
to look at several different configurations of imbalance. These imbalances are summarized in 
Table 2.1. All tests were constructed to be of the same length, 17 scored items and 8 anchor 
items, and all tests had the same reliability (a= .86). Each of these subtests were then 
calibrated using two methods, concurrent calibration and mean-sigma. Item difficulty was 
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considered balanced if the average p-values for both subtests were within 0.01. The 
difference in average p-values between subtests with unbalanced items ranged from .44 to 
.17 in absolute difference. 
“Truth” was defined as condition 1 in Table 2.1, and the effectiveness of the equating 
for each of the other conditions was measured by their agreement of student classification 
with condition 1. 
The results showed that mean-sigma was robust to item difficulty imbalances, while 
concurrent calibration was not, and both methods faired poorly with content imbalances. The 
study has limited generalizability due to the small test sizes, and large imbalances. 
Michaelides (2006) examined anchor item difficulty imbalance in the context of 
differential item functioning (DIF). In this context, a subset of the anchor items was set to 
have different difficulties for a sub-population of the examinees. In this study, the impact of 
removing anchor items that exhibited DIF through the delta-plot method was examined for 
four IRT equating methods, and two IRT models. 
Data from four statewide K-12 assessments, taken from three different states, were 
used for the analysis. The assessments represented four different subject areas, and all test 
forms from two consecutive years were used. The number of forms from each year was either 
8 or 12, and the number of anchor items ranged from 44 to 56. The total number of items 
ranged from 95 to 139. 
The dichotomous items were calibrated with both the one-parameter logistic model 
(1PLM) and the three-parameter logistic model (3PLM), and the polytomous items were 
calibrated using Samejima’s graded response model (GRM). All data from each 
administration were calibrated separately, and then the forms from year one were equated to 
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year two with the following IRT equating methods: mean/sigma, mean/mean. Stocking and 
Lord, and Haebara. The classical test statistic p-values were calculated for each equating item 
for each year of administration, and the p-values were converted to delta values. The items 
were plotted with year 1 delta values on one axis, and year 2 on the other. Outliers were 
identified, and then removed from the anchor test, and the tests were re-equated using the 
anchor tests without the outliers. 
The results indicate that the inclusion of items that favor one group over another 
benefits this group in the equating. However, in the cases where there were items that 
favored the reference group, and other items that favored the focus group, the effect of these 
items would balance out, and there was little difference in the summary statistics. 
Additionally, the b-value of an item impacted its influence on the equating function, with 
items closer to 0 having less overall impact than items at either extreme on the ability scale. 
The study went on to examine the items using the Mantel-Haenszel (MH) procedure 
to identify DIF items, and found a different subset of items that were considered to be 
misbehaving. The study did not create new anchor tests excluding DIF items flagged by 
(MH). The author cautioned that removing an item that exhibits DIF should be undertaken 
only after careful scrutiny of that item, both statistically and by subject matter experts, as 
there may be reasons for the item’s differential performance that do not imply bias, therefore 
it may be appropriate to continue to include this item in the anchor test. 
2.3 Multidimensionalitv and Local Item Dependence 
In addition to anchor test composition, there are other threats to accurate equating. In 
the context of IRT equating methods, violations to the assumptions of IRT may result in 
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inaccuracies in the equating functions. It is important to investigate these threats, even if they 
are not limited to the anchor items. 
Local item dependencies (LID) and multidimensionality are both violations of the 
assumptions underlying the IRT models. Research on these specific violations has been 
performed, and this research will be reviewed in this section. 
LID can arise in testing situations in different ways. An example of when it might 
arise in the context of K-12 assessments is provided here. Oftentimes, in K-12 reading 
assessments, there are several questions presented to an examinee based on a reading 
passage. As the time it takes to read a passage is substantial in comparison to the time it takes 
to answer a question, this situation becomes necessary in order to present the student with an 
adequate number of questions to reasonably estimate his/her ability, and allow the student to 
complete the assessment in a reasonable period of time. However, in this scenario, it is likely 
that the assumption of local item independence (LII) will be violated (Lee, 2004). 
Multidimensionality is closely related to LID (Reese & Pashley, 1999). However, 
there may be sources of multidimensionality that are not directly related to LID. 
Multidimensionality is the condition when more than one underlying trait impacts the 
successful answering of an item. In the case of an item that is trying to get at an examinee’s 
math ability, or analytic reasoning skills, there might be an added dimension related to 
linguistic complexity in the item itself. In this case, the student’s language skills will have an 
impact on his ability to correctly answer the item. 
Cook, Eignor, and Taft (1988) investigated the effect of when a test is administered in 
comparison to when a student completes the related coursework, and its impact on IRI 
parameter estimates and equating. Data were used from three administrations of a biology 
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achievement test: two administrations in the fall of two consecutive years, and one in the 
spring of the second year. Each test from year two was equated back to the test from year one 
using classical equipercentile equating with a common item set, the Levine Unequally 
Reliable linear equating model, the Tucker method, and IRT True-score equating using the 
3PLM. 
The results indicated stability of item difficulty estimates (both classical and IRT) for 
the fall administrations, but not the spring administrations. None of the equating methods 
was found to be adequately robust to the differences in examinee populations between the 
spring and fall administrations to perform an accurate equating. 
De Champlain (1995) examined the dimensional structure of the LSAT for three 
ethnic subgroups (Caucasian, Hispanic, and African American), as well as the composite 
score distributions of these subgroups, and investigated the impact of these factors on the 
equating function. 
The study found that there were two underlying dimensions that accounted for the 
item responses for African American and Caucasian examinees, but that three dimensions 
were still inadequate for the Hispanic group. Additionally, the Caucasian group had the 
highest mean LSAT composite score at 61, while the Hispanic mean score was 53, and the 
African American mean score was 45. 
Despite the multidimensional properties of the test, the data were calibrated under the 
unidimensional 3PLM. The administration was equated back to the LSAT scale using 
Stocking and Lord for each subgroup. The equating functions for all three subgroups were 
found to be statistically equivalent, and the only differences that were noted were in the 
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lower tail of the ability distribution, where the fewest people, and thus the greater 
measurement error, are found. 
Camilli, Wang and Fesq (1995) also investigated equating and multidimensionality in 
the context of the LSAT. They performed factor analyses on six administrations of the 
LSAT, and found that a multidimensional structure was present. The results of this analysis 
were used to divide the LSAT items into two dimensionally homogeneous subtests. Each of 
the dimensionally homogeneous subtests was calibrated separately using the 3PLM and a 
conversion table was constructed using Stocking and Lord. This conversion table was then 
compared with the conversion table constructed from the calibration when the test was 
calibrated as a whole, without the subtest structure. Their results indicated conversion score 
tables with discrepancies of less than 2 points, and this was consistent across all six test 
administrations. This is small when compared with a raw score standard error of 
measurement of 5 points. 
They concluded that IRT might be robust to violations of the unidimensionality 
assumption, but that the degree to which the dimensions correlate may have an impact, and 
that simulation studies could provide some insight on that issue. 
Reese and Pashley (1999) conducted a simulation study to investigate the practical 
effects of LID on the Stocking and Lord method of IRT equating. Responses from two 50- 
item test forms were simulated, and both tests were set to have no LID. A later administration 
was then simulated, where four levels of LID (none, low, medium, and high) were simulated 
for each of the two test forms. The data were calibrated for all LID levels using the 1PLM 
and for the medium condition only for the 3PLM. The medium condition was representative 
of the amount of LID typically found on the LSAT. Responses were generated using 
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simulated item parameters for the 1PLM analysis, and item parameters from the operational 
LSAT item bank for the 3PLM analysis. The equating was performed using all 50 items as an 
internal anchor test using Stocking and Lord. The results showed that the test characteristic 
curves (TCCs) were impacted by the presence of LID, but for the 1PLM, the process of 
scaling and equating adequately correct for this. For the 3PLM, there was no impact from the 
LID on the equating line. 
Bolt (1999) performed a simulation study to investigate the relative performances of 
Stocking and Lord, and classical equipercentile and linear equating methods. Two simulation 
studies were performed and they are both presented here. 
In the first study, response data are generated based on the multidimensional structure 
(2 dimensions) of two forms of the LSAT using a multidimensional IRT (MIRT) model. The 
second study introduced greater amounts of multidimensionality by reducing the correlation 
between the two underlying dimensions. Four correlation levels (0.3, 0.5, 0.7 and 1.0) were 
investigated. Responses from a 50-item test were then simulated using MIRT. 
The data for both studies were calibrated using the 3PLM, and equated back to the 
LSAT scale using Stocking and Lord and an imbedded anchor test, as well as the classical 
linear and equipercentile equating methods. 
The results indicated that the IRT equating method performed better than the classical 
methods when the relationship between the dimensions is greater than or equal to 0.7, and 
performs almost as well as equipercentile equating, which was the top performer, at the lower 
correlations. 
Sykes, Hou, Hanson and Wang (2002) investigated the impact of multidimensionality 
on anchor items. The analysis used real data from a statewide fifth-grade mathematics 
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achievement test that were known to have two significant dimensions related to the item 
types (constructed response and multiple choice). 
The study investigated equating with four different sets of anchor items, all balanced 
for content and item difficulty with the whole test. Two of the anchor tests were comprised of 
items that were balanced with respect to the two significant dimensions, and the results from 
equating with these anchor tests were used as the baseline for the evaluation criterion. Two 
anchor tests that each favored one of the two dimensions represented the study variable of 
interest. The total test form was constructed of 45 items, 12 of which were used in the anchor 
test. Items were calibrated using the 3PLM and the generalized partial credit model (GPCM). 
All equating was performed using the Stocking and Lord procedure. 
The results showed that the anchor tests that were unbalanced for dimensionality 
resulted in much larger equating error when compared to the anchor tests that were balanced 
for dimensionality, and that this error was largely the result of bias. 
2.4 Comparison of Methods 
In addition to the studies above, which investigate the impact of specific conditions 
on the effectiveness of equating methods, there are a number of more general equating 
studies that examine the relative performance of different methods under a variety of 
conditions. These studies examine such topics as IRT methods vs. classical methods; 
comparisons of IRT methods that use concurrent calibration vs. separate calibration; and 
comparisons of IRT methods that use moment methods vs. IRT methods that use 
characteristic curve methods. Also, a study that examines an improvement to an existing 
methodology is included. 
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2.4.1 IRT vs. Classical Methods. Before IRT was used for the scaling and equating of 
tests, practitioners relied on a number of classical methods for achieving comparability 
across test forms. As IRT developed and tools for harnessing its power became available, it 
became necessary to determine if the promise of IRT’s theoretical underpinnings resulted in 
an actual improvement Qver the established methods in place. As such, researchers have tried 
to evaluate the relative merits of the two theoretical frameworks for equating. 
Petersen, Cook and Stocking (1983) examined scale stability for three classical 
equating methods and three IRT based equating methods using the verbal and mathematics 
tests from the SAT. The classical methods used were: equipercentile, Levine Unequally 
Reliable and Levine Equally Reliable. The IRT based methods were concurrent calibration, 
fixed-b, and Stocking and Lord. For the IRT based methods, the data were calibrated using 
the 3PLM. 
To evaluate score drift, the study employed a clever methodology of equating a test to 
itself through several intermediate links. The equating chain is designed as follows: six 
forms, labeled 1 through 6, each have common items with the next form in the chain. 
However, the anchor tests between any two test forms are not the same as the anchor test 
between two different test forms. Thus the equating chain can be represented as: Form 2 is 
equated to Form 1 through anchor test 1; Form 3 is equated to Form 2 through anchor test 2; 
Form 4 is equated to Form 3 through anchor test 3; Form 5 is equated to Form 4 through 
anchor test 4; Form 6 is equated to Form 5 through anchor test 5; and Form 1 is equated to 
Form 6 through anchor test 6. This equating chain is used for both the math and verbal 
sections of the exam, and is computed using all six equating methods under investigation. 
Any differences between the scale of the initial Form 1 and the resulting scale ot Form 1 
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after equating Form 1 back to Form 6, is defined by the study as scale drift, and is attributed 
to the equating method. 
A subset of the total examinee population was randomly drawn for all test forms for 
this study. 
The results showed that the IRT methods resulted in less discrepancy than the 
classical methods in general, and were much more robust to situations where the test forms 
differed in content, length, or difficulty. Although the Levine Equally reliable methods 
provided the best results for the mathematics section, all methods performed well in this 
context. For the verbal section, the IRT methods performed considerably better. Of all of the 
IRT methods utilized, concurrent calibration provided the best results. 
Hennings, Hirsch and Zhang (1996) examined classical and IRT equating methods as 
applied to performance based assessments. Data from the Iowa Test of Basic Skills for 
grades 3, 5, 8 and 10 from the years 1993 and 1994 were used for the analysis. The equating 
was performed using the equipercentile method, fixed common-item parameters using the 
partial credit model (PCM), and concurrent calibration using the graded response model 
(GRM). Evaluations for the methods were based on raw score to raw score conversion tables, 
and the resulting performance classification of the examinees. 
The study found that all three methods produced relatively consistent results, but that 
concurrent calibration with the GRM resulted in greater variability in the equating functions 
compared to the other methods. However, this result for the GRM may have been a result of 
the sample size being too small for adequate parameter estimation. As this was an 
investigation of methods performances on real data, there was no absolute criterion to 
determine which method actually performed the most accurately. 
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2.4.2 Simultaneous Calibration vs. Separate Calibration. There are several IRT based 
equating methods, which can be categorized into one of two categories, those that calibrate 
two test forms together, or those that calibrate them separately. The methods that calibrate 
the forms simultaneously automatically place the resulting parameter estimates on the same 
scale, whereas the methods that rely on separate calibrations require estimating transforma¬ 
tion constants for placing the parameter estimates on to a common scale. 
There are two commonly used methods that calibrate the data simultaneously, 
namely, concurrent calibration, and FCIP. In concurrent calibration, all data is calibrated in a 
single pass for both groups of examinees. Items that are presented to only one group of 
examinees are treated as not administered to the other group by the software. By calibrating 
the data simultaneously, the common item parameters are estimated using the responses from 
both groups. By performing the calibration of both groups simultaneously, all resulting dem¬ 
and person-parameters are placed on the same scale. In FCIP the data for each form are 
calibrated separately, however, when calibrating the second form, the parameters for the 
common items are fixed to the values obtained in the calibration of the first form, thus 
placing all the item parameters onto the scale of the first form. Unlike the true separate 
calibration methods, there is no need to actually transform the resulting parameters. So, 
although the method procedurally resembles that of the separate calibration methods, the 
actual theory and results of this method are more closely aligned with concurrent calibration. 
Kim and Cohen (1998) conducted a simulation study to compare concurrent 
calibration using two different estimation procedures with Stocking and Lord. The estimation 
procedures for item parameters during the concurrent calibration were marginal maximum 
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likelihood estimation (MMLE) and marginal maximum a posteriori estimation (MMAPE). 
All theta-parameter estimates were made using expected a posteriori (EAP) estimation. 
Data were generated for a 50 item test for 500 examinees using item parameters 
originally reported by Lord (1968; as cited in Kim & Cohen, 1998). The examinees were 
simulated for the base group with a theta-parameter distribution of N(0,1). Two target groups 
were created with theta-parameter distributions of N(0,1) and N(l,l). There were 50 sets of 
theta parameters generated for each group. All responses were generated with the two 
parameter logistical model (2PLM), although the item parameters reported by Lord were 
3PLM values. 
For each combination of target and base group, there were four different anchor test 
conditions. Tests were simulated using 5, 10, 25 or 50 anchor items. Each anchor test was a 
subset of the next larger anchor test. 
For the shortest anchor test, Stocking and Lord provided better results than concurrent 
calibration. For longer anchor tests, the methods performed very similarly. 
Hanson and Beguin (2002) conducted a simulation study to investigate the relative 
performance of four different IRT transformation methods and concurrent calibration. The 
transformation methods used were mean/sigma, mean/mean, Haebara, and Stocking and 
Lord. 
For each of these equating methods, the study investigated the following variables: 
estimation program, sample size, anchor test length, and group equivalence. The estimation 
programs used were BILOG-MG and MULTILOG; sample sizes were 3,000 or 1,000 
examinees per form; anchor test lengths were 10 items or 20 items; examinee population 
conditions were equivalent groups with theta-parameters distributed N(0,1), and non- 
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equivalent groups with one group with theta-parameters distributed N(0,1), and the other 
group with theta-parameters distributed N(l,l). All study conditions were fully crossed. 
Responses were simulated using the 3PLM with item parameters from the ACT Mathematics 
Assessment, with simulated test lengths of 60 items. 
The relative performance of concurrent calibration compared with the transformation 
methods is dependent on the software used for calibrating the data. Concurrent calibration 
using BILOG-MG resulted in less equating error than all the transformation methods, 
whereas using MULTILOG resulted in more equating error than Stocking and Lord, and 
sometimes Haebara. Concurrent calibration resulted in less error than mean/mean and mean/ 
sigma regardless of calibration software. In general, mean/mean and mean sigma were found 
to have substantially larger error than the other methods. Despite the fact that concurrent 
calibration with BILOG-MG out performed the other methods, the researchers cautioned that 
these findings were not consistent with Kim and Cohen (1998) or Petersen et al. (1983), and 
that more research was needed, especially under the important condition of non-equivalent 
groups. 
Li, Tam and Tompkins (2004) compared FCIP and Stocking and Lord via simulation 
study in the context of 3PLM data, as well as an empirical study to investigate the 
effectiveness of two linking designs. 
The simulation used parameters from the tests that were examined in the empirical 
study. Three test forms were constructed where the average b-parameter value for the anchor 
test was -1.08, which was much lower than the average b-parameter value of the scoring 
tests, which were -0.44, -0.44, and -0.38. Additionally, the anchor items were less precisely 
estimated than the scoring items due to the fact that they were significantly easier. 
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Three groups of examinees were simulated with mean abilities of 0.42. The abilities 
were chosen to be much higher than the average item difficulty to investigate the impact of 
item parameters that would be more poorly estimated than if the ability and difficulty values 
were more closely matched. Three distributions of examinees were created: N(0.42, 1), and 
two skewed distributions with means of 0.42, standard deviations of 1, and skewness of-1 
and 1. Each examinee group was administered one of the three test forms, and twenty 
replications were performed. Items were calibrated using the 3PLM and theta-parameters 
were estimated using EAP. 
The results of the simulation study found that both methods performed similarly, with 
the greatest error in the tails of the ability distribution, and the upper end of the distribution 
showing considerably more error than the lower end, as there was less item information in 
the upper end of the ability range. 
In the empirical study, six pilot test forms with a common set of anchor items was 
administered to 8,356 examinees. The sample size for each form ranged from 1,232 to 1,629. 
The items were calibrated using the 3PLM and forms were equated using FCIP and Stocking 
and Lord. The Stocking and Lord equatings were transformed to the same metric of the FCIP 
calibrations. For the FCIP method, 2,000 examinees were randomly selected from all six 
groups, and the parameters that were to be fixed in the FCIP calibration runs were estimated 
using these 2,000 examinees. 
The most important of this study’s evaluation criteria was the resulting theta estimates 
from the two equating methods. For each examinee, theta was placed on the same scale in 
two ways, with FCIP and Stocking and Lord. The study reported what they referred to as the 
theta residual, which was the difference of these two values, and these values were plotted. 
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The differences between the two methods were small (<0.2) for most of the theta scale, but 
for theta values near -2, the differences increased in some cases to 0.4. The theta estimates 
with the large differences accounted for only 1% of the examinees. The average difference 
across all students was -0.04 with a standard deviation 0.06. 
2.5 Other IRT Method Comparisons 
Vale (1986) conducted a simulation study that investigated three different anchoring 
designs in the context of IRT based equating, and the impact of test length within each of 
these designs. Additionally, these conditions were examined for both equivalent and non¬ 
equivalent groups. 
The anchoring designs were no common items, a standard anchor test, and an 
interlaced anchor design. In the interlaced anchor design, there were as many test forms as 
there were items on the test. The interlaced design is constructed in the following example. 
Using a 60-item bank of test items, each student is administered 30 items in a rotating 
manner. The first student sees items 1-30; the second student sees items 2-31, and so on. The 
60th student would take item 60 plus items 1-29, and the 61st student is the first student to 
begin repeating the pattern by taking items 1-30. 
Test forms were simulated using a pool of 60 simulated items. For the standard 
anchor test, and no anchor test conditions, the items were divided up to provide 3 different 
sets of test forms. In the first set, 30 items were placed on each form with no items in 
common. In the second set, 31 items were placed on each form, with two common items. On 
the third set, 40 items were placed on each form, and there were 20 common items. 
For the interlaced design, five different test lengths were considered, formed in 
manner illustrated in the above example. These test lengths were 30, 31,32, 35, and 40 items. 
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The item bank was formed by constructing items with b-values that ranged from -2.1 
to 2.1 in increments of 0.3. For each b-value, four items were constructed: two with a-values 
of 1.0 and two with a-values of 1.5. All c-parameters were set to 0.02. 
Examinees for the equivalent groups condition were all drawn from a normal 
distribution with mean of 0 and standard deviation of 1. For the non-equivalent condition, the 
examinees were drawn from a normal distribution with means of either 0.25 or -0.25 and 
standard deviation of 0.968. This allowed the combined population to have a mean of 0 and 
standard deviation of 1. The number of examinees varied from 750 to 1000 in such a way 
that the number of examinees multiplied by the number of items in the test form was equal to 
30,000. For each study condition, four replications were performed. 
For the no anchor condition, the two forms were calibrated separately, and the 
equating was performed by setting the means and standard deviations of the b-values of all 
the items from the two test forms to the same values. The standard anchor test and interlaced 
conditions used concurrent calibration. 
For the equivalent groups, there were no significant differences between anchoring 
designs. In the non-equivalent group cases, the interlaced method performed better than the 
standard and no anchor conditions. In both group designs, there was a significant effect due 
to test length: the longer tests provided lower equating error. 
Baker and Al-Kami (1991) compared the relative performances of mean/mean and 
Stocking and Lord in the context of a parameter recovery study, a horizontal equating study, 
and a vertical equating study. Vertical equating is beyond the scope of this review, and as 
such, only the horizontal equating and parameter recovery studies are covered here. 
Additionally, an empirical data study was conducted using SAT data. 
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In the parameter recovery study, a set of generating parameters was used to simulate 
scored item responses. The data were then calibrated, and the resulting parameter estimates 
were equated back to the metric of the generating parameters. 
Three sets of ability parameters for 600 students each were simulated. These sets of 
parameters were drawn from 3 different distributions: N(-0.5, 0.25), N(0, 1), and N(0.5, 
2.25). For each group, the same four 60-item tests were used. The test forms used simulated 
items with randomly generated parameters. There were two discrimination conditions and 
two difficulty conditions. These conditions were fully crossed to yield the four test forms. 
The difficulty conditions involved a low and a high level of difficulty. In the low 
discriminating conditions, the a-parameters were drawn from a uniform distribution on the 
interval (0.6, 0.94); in the high discriminating conditions, a-parameters were drawn from a 
uniform distribution on the interval (1.53, 1.87). In the low difficulty conditions, b- 
parameters were drawn from ~N(-0.5, 0.25), and in the high difficulty conditions, the b- 
parameters were drawn from ~N(0.5, .25). For all conditions, c-parameters were drawn from 
a uniform distribution on the interval (0.05, 0.35). 
Item responses were generating using the 3PLM, and then calibrated. The resulting 
parameters were equated back to the generating parameters using mean/mean and Stocking 
and Lord. 
In the horizontal equating study, the same ability and item parameters simulated for 
the parameter recovery study were used. In this study, two sets of responses were generated 
for each examinee using a different random number generator seed. This resulted in a pair ot 
forms for each of the four simulated items sets, and this was repeated for each of the 
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simulated ability distributions. The equating was performed between these paired forms, and 
the results evaluated. 
In both the parameter recovery and horizontal equating studies, the results were 
generally consistent. The two methods performed quite similarly, but Stocking and Lord 
generally resulted in lower equating error than mean/mean. The biggest difference in the 
TCCs generated by the two methods was observed near the mean of the ability distributions. 
The empirical data study used two sets of SAT data, and equated them using the two 
methods under investigation. The responses for 600 students randomly sampled from two 
different subgroups were used, and the first 45 items of section 1 of the SAT was used as the 
test form. The first group of examinees was sampled from the white male subgroup and the 
second from the white female subgroup. 
The results from the two equating methods were again, quite similar, and indicated 
that for this data set at least, the two methods performed quite comparably. 
2.6 Equating between Populations with Unequal Abilities 
In this era of No Child Left Behind, schools are finding themselves in a position 
where they must meet the adequate yearly progress (AYP) standards that are mandated by 
this law. As such, it is essential that a testing program is capable of accurately measuring 
differences in performance between one cohort and the next within a given grade. Since the 
IRT ability metric is arbitrary (up to a linear transformation), the ability to quantify any 
differences between cohorts within a school, or even within a state, is highly dependent on 
equating. Because of this, studies that investigate the ability of various equating methods to 
detect these differences are now beginning to emerge. This section will review the results in 
this emergent research area. 
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Jodoin, Keller and Swaminathan (2003) compared the results of concurrent 
calibration, FCIP and mean/sigma using real data from a large-scale statewide mathematics 
assessment from 1998 to 2000. Since this was an empirical data study, the true level of 
growth was not known, so evaluating which of the methods was performing most accurately 
was not possible, however, it is still important to determine the relative performance of the 
methods in the context of operational data. 
The number of scoring items from the three years, in chronological order, was 40, 42, 
and 40, and were presented to all students each year. The anchor tests had 29, 68, and 39 
respectively. Each student saw a block of either 7 or 8 anchor items. This matrix design 
anchor test is similar in design to the one illustrated in Figure 2.1. The test was mixed format 
in nature, and had both dichotomous and polytomous items. Data from approximately 60,000 
students were available and used for each year. 
The response data from each administration were calibrated using the 3PLM for the 
dichotomous multiple-choice items, the 2PLM for the dichotomous short answer items, and 
the graded response model for the polytomous constructed response items. The forms were 
calibrated in the manner appropriate to each equating method, and the equating 
transformations were computed for the transformation method. Both EAP and MLE were 
used for the ability estimates. 
For each equating estimate-ability estimate combination, the students were classified 
into performance categories, and the results of these classifications were compared. All 
methods found that there was and increase in performance for each administration. The 
growth for all equating methods is larger for MAP estimates than for EAP estimates. For the 
equating performed between 1998 and 1999, mean/sigma and FCIP agreed completely when 
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classifying students into performance categories, and concurrent calibration resulted in some 
students being shifted into higher performance categories. The results for 1999-2000 show 
FCIP and concurrent in agreement, and mean/sigma categorizing more students into lower 
performance categories. The number of students affected is substantive, with over 4000 
students categorized lower in 2000 when using mean/sigma as compared to the other 
methods. 
Skorupski, Jodoin, Keller and Swaminathan (2003) conducted a simulation study to 
compare FCIP, two concurrent calibration methods, Stocking and Lord, and Mean/Sigma in 
the context of tests consisting only of dichotomously scored items. 
The two different concurrent calibration methods involved treating the examinees of 
the two forms being calibrated as either one combined population (CC-1), or treated them as 
separate populations, and allowed different distributions of ability for the two groups during 
calibration (CC-M). 
The simulated test form involved a matrix sample design. There were four different 
test lengths administered as a study condition. To build these forms, a student received either 
30 or 50 items in the scoring test. The anchor test was constructed with either 25 or 50 items. 
These four conditions were fully crossed to yield the four test lengths. The items in the 30- 
item scoring test were composed of a subset of the 50-item scoring test. Similarly, the 25- 
item anchor was a subset of the 50-item anchor. Different scoring items were used in year 
one and year two. 
The linking test was split into five blocks of items within each administration. In the 
case of the 25-item linking test, the anchor items were split into five groups of five items. In 
the case of the 50-item linking test, the items were split into five groups of 10 items. Each 
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examinee was administered only one of these anchor sub-tests. A graphical depiction of this 
matrix design is presented in Figure 2.1, taken from the original study. 
This design required a need to equate both within a single year, to ensure all 
examinees were placed on the same metric, as well as across years. 
Three sample size conditions were examined. Examinee groups with 500, 1,000, and 
2,000 examinees per form were simulated for each of the ability distribution conditions. For 
year one, there was only one ability distribution per sample size. All examinees were drawn 
from ~N(0,1). For year two, three different distributions were considered for each sample 
size: ~N(0,1), ~N(0.25, 1), and ~N(0.5, 1). This would allow for the examination of three 
different degrees of growth from year one to year two. 
All ability distributions were fully crossed with all test form lengths, and responses 
were simulated using the 3PLM using item parameters taken from a large-scale statewide 
testing program. For each of the study conditions, all five equating methods were used to 
compute the equating functions, and ability estimates were performed using EAP, maximum 
likelihood (ML), and MAP. 
The results showed that for all three ability estimation procedures, CC-1 and FCIP 
tended to greatly underestimate growth, while CC-M only slightly underestimated growth, 
while the two transformation methods slightly overestimated the growth. The transformation 
methods were most successful using a shorter anchor, whereas the calibration methods 
favored using a longer anchor test. In both anchor conditions, CC-M, Stocking and Lord, and 
mean/sigma all produced results that were quite close to the true values. 
Keller, Skorupski, Swaminathan and Jodoin (2004) performed a simulation study of a 
mixed-format test, and examined the relative performance of mean/sigma. Stocking and 
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Lord, concurrent calibration, and FCIP. Two methods of computing the transformation 
constants for mean/sigma, based on alternate parameterizations of the polytomous items, 
were also included. 
This study, like the previous two, constructed test forms using the same matrix 
sampled external anchor test design, and utilized operational item parameters from a large- 
scale statewide testing program. As in Jodoin et al. (2003) the 3PLM, 2PLM and GRM were 
used for the simulation and calibration of the response data. MAP estimates were used for 
ability-parameter estimations. 
Anchor test length was considered as a study variable. Each test form consisted of 42 
scoring items, 36 dichotomous and 6 5-category polytomous. The anchor test consisted of 
either 5 or 9 items, one five-category polytomous item, and the remaining 4 or 8 were 
dichotomous items. 
When using mean/sigma with a mixed format test that includes GRM item 
parameters, the method can be implemented in two ways. The first is to use all of the location 
parameters for each polytomous item. The second is to use a single item location parameter, 
which can be thought of as the mean difficulty for that item. These two methods are referred 
to as MS-1 and MS-2 in the study, and that convention will be used here. Also, the 
concurrent calibration method that allows the two administrations different ability 
distribution estimates (CC-M) was used. 
For year one, examinees were simulated by drawing ability-parameters from ~N(0, 
1). For year two, seven different ability groups were constructed by drawing ability- 
parameters from the following: : ~N(0.00, 1.00), ~N(0.10, 1.00), ~N(0.25, 1.00), ~N(0.50, 
1.00), ~N(-0.10, 1.00), ~N(-0.25, 1.00), and ~N(-0.25, 1.00). This resulted in one condition 
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with no growth, and three conditions each for positive and negative growth. There were 
25,000 examinees in each simulated group. 
The results showed that MS-1 and MS-2 yielded identical results. The remaining 
results will refer to these two methods collectively as MS. MS and FCIP tended to 
underestimate growth and decline for both anchor tests lengths. CC-M overestimated growth 
and underestimated decline for both anchor test lengths, as did Stocking and Lord with the 
shorter anchor, however, this was reversed for the longer anchor. In terms of relative 
performance, MS produced the best results across all conditions, and FCIP produced the 
worst results. Stocking and Lord was inconsistent in its ability to recover the shift in the 
ability distribution. 
Paek and Young (2005) conducted a simulation study to investigate the effect of a 
fixed-person prior distribution on FCIP, and presented a new method of iteratively adjusting 
the prior through repeated calibration that would allow FCIP to be used more effectively 
under conditions of student ability growth. 
Mixed format test forms were simulated using the 3PLM and generalized partial 
credit model (GPCM) for 42 multiple-choice items and 5 polytomous items scored 0-4 
respectively. The anchor test used 14 of the multiple-choice items in an embedded anchor 
design. The study variables were population mean differences, and population standard 
deviation differences. The year one population had ability-parameters drawn from ~N(0, 1). 
The year two populations had ability parameters drawn from the 33 normal 
distributions that resulted from fully crossing 11 means and 3 standard deviations. The means 
were values from -0.5 to 0.5, with an increment of 0.1, and the standard deviations were 0.8, 
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1, and 1.2. Each examinee group contained 20,000 students. All theta estimates were 
computed using EAP during the data calibration. 
The results of this simulation confirm the earlier findings of Keller et al. (2004) that 
FCIP results in under predicting growth/decline. 
The second part of the study was a procedure to attempt to mitigate this shortcoming 
of FCIP. In this study, the resulting posterior distributions of the examinees were compared 
to the prior distributions for each FCIP calibration run. If these distributions were not in close 
agreement, the new posterior distributions were used as the prior distributions for a 
subsequent calibration run. This procedure was applied iteratively until agreement between 
prior and posterior distributions was achieved. This new method resulted in much greater 
success in recovering the underlying ability distribution of the examinees. 
Kim (2006) investigated seven methods of implementing FCIP and their ability to 
capture growth through simulation study. The different methods varied the number of times 
the prior ability distribution is updated and the number of EM cycles used. The programs 
Bilog-MG and PARSCALE were used to evaluate whether the two programs could perform 
satisfactory FCIP calibrations within the context of the programs’ limitations. 
The simulation study examined the following variables: two sample sizes for the old 
group (N=300 and N=3000, ~N(0,1)), three ability distributions for the new group (~N(0, 1), 
~N(0.5, 1.22), and ~N(1, 1.42)), three sample sizes for the new group (N-300, N= 1,000, and 
N=3,000), and four different numbers of fixed common items (10, 20, 30 and 40). The four 
common item sets were all subsets of the same 50 item simulated test form containing 
dichotomously scored items, The item parameters were simulated using a uniform 
distribution from the interval (0.4, 1.4) for a-parameters, a standard normal distribution for b- 
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parameters and a uniform distribution form the interval (0.05, 0.35) for c-parameters. All 
study conditions were fully crossed. All data was generated to fit the 3PLM, and calibrated 
with the same model. Fifty replications were performed for each condition. 
Evaluation of each method was based on the ability to recover the true mean and 
standard deviation of each of the new groups. 
The results indicate that only one method could adequately recover the distributions 
of the new groups under the different study conditions, and that this method was only 
possible to implement in PARSCALE. The most effective method evaluated is not the 
method that is most commonly used in current operational practice. The most important 
limitation to this study is that the methods were not compared with other equating methods to 
indicate how the best implemented FCIP method compares to other methods. 
2.7 A New Paradigm 
There is a new method of equating in the context of IRT that has appeared recently in 
the literature. Referred to as local equating, van der Linden (2000) described a method of 
equating within the frameworks of IRT that is conditional on the examinee’s ability estimate 
and observed score, and presents several variations of this method. In van der Linden (2006) 
two methods for performing this conditional equating are presented, followed by a simulation 
study that compared their performance to classical equipercentile equating. 
The first method, referred to as Estimated True Equating consists of the following 
steps to compute each member of a family of equating functions, each one specific to an 
EAP-based ability estimate. Under this method, not only do examinees who get the same 
number correct score receive different ability estimates based on their response patterns, but 
these examinees will likely have their scores transformed with different equating functions. 
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The preliminary steps involved with computing these equating functions requires that 
the data are first calibrated and the resulting estimates are placed on the same scale. This can 
be done using any of the traditional IRT equating methods. Under the traditional IRT 
equating methodologies, once the parameters are estimated, and then transformed onto the 
desired scale, the equating is considered complete. Under this new methodology, the 
calibration of the data combined with the traditional equating method can be viewed together 
as the scaling process, and the results of this scaling process are the pre-requisites to then 
perform the conditional local equating step. 
To perform the local equating, the distributions of possible observed scores for a 
given theta are computed for both test forms. This is easily done using the probabilities of the 
IRT item characteristic functions. Once these distributions are constructed, a Q-Q 
transformation provides the conditional transformation for each observed score given a 
specific theta estimate. This procedure is repeated for all theta values of interest, yielding a 
set of conditional equating functions that are now conditional on both ability estimate as well 
as the observed number correct score. 
The second method for computing the local equating transformations is referred to as 
Posterior Expected True Equating. This method relies on the results of the Estimated True 
Equating, but rather than utilize just a point estimate of theta, it takes advantage of the 
additional information of the entire posterior distribution of the theta estimate, and uses this 
distribution to perform a weighted average of all of the possible transformation functions for 
the theta range in the posterior distribution conditional on the number correct score. 
The simulation study presented compares these two methods to classical 
equipercentile equating. This study examined test length, test form difficulty, test 
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discrimination, and parameter estimation error. To examine test length, three test lengths 
were chosen, 20, 40, and 60 items. For the 40- and 60-item test conditions, the same 20 items 
were repeated twice or thrice respectively. Using multiples of the same item set was done to 
avoid confounding test length and test composition. The difficulty conditions were examined 
by creating two additional sets of items by adding or subtracting 0.5 to the b-parameter of 
every item. The discrimination conditions were investigated by varying the a-parameter of 
each item by multiplying it by either 2.0 or 0.5. Two degrees of parameter error estimation 
were simulated. In the small error scenario, random numbers on the interval [-0.15, 0.15] 
were added to the a- and b-parameters of both tests, and random numbers from the interval 
[-0.10, 0.10] were added to the c-parameters. The large error condition used the same 
techniques, but doubled the sizes of all intervals. Additionally, the a-parameters were 
bounded to be no less than 0.10, and the c-parameters bounded to be no less than 0.0. Test 
length, discrimination, difficulty, and parameter estimation error conditions were examined 
in isolation, and the conditions were not crossed. 
The results showed that the two local equating methods dramatically outperformed 
equipercentile equating in terms of bias and RMSE, which were the evaluation criteria used, 
under all simulated conditions. 
2.8 Conclusions Based on the Review of the Literature 
The literature on equating is still growing, and the results from these studies make it 
clear that psychometricians are still in the midst of understanding all of the issues that 
contribute to a properly equated test. In comparing IRT and classical test theory equating 
methods, it was found that IRT methods were generally more robust and provided more 
accurate results than classical methods in the best cases, and performed similarly to the 
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classical methods in the worst cases. This supports the ongoing investigation into, and using 
of, IRT methods. 
The different IRT equating methods all generally perform adequately and similarly 
when the data fits the model, and when the groups of students administered the different test 
form have similar ability distributions. This is especially true in conditions with single¬ 
format tests, and longer anchor tests. However, the relative performance of these methods 
varies once mixed-format testing, shifts in ability distribution, and anchor test composition 
change. 
Content and difficulty balance between the anchor test and the total test does impact 
the accuracy of the equating. However, the studies that examine these criteria in the context 
of IRT are few and limited in nature, and it is too early to be generalizing these results 
beyond the limited scope of these studies. 
The unidimensional models used in IRT assume that there is no multidimensionality 
or LID in the data. The research on the impact of these threats to the equating so far has been 
mixed. Some findings show that the models are robust to violations of unidimensionality, but 
speculate that this may be dependent on the degree to which the underlying dimensions 
correlate. Other studies have shown that multidimensionality can have an impact on the 
equating of test forms. The one study that focused on LID found the 3PLM was robust to this 
violation, but the study was limited to only one degree of LID and was limited in scope to a 
single testing program’s data. 
The research generally agrees that more equating items are better than fewer equating 
items, but when measuring growth, longer anchor tests no longer necessarily result in better 
equating. Additionally, it seems that there is mounting evidence that FCIP may be inadequate 
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for equating tests in situation where there is growth in the student ability distributions. This 
mounting evidence has led to an effort to modify the FCIP methodology to try to overcome 
this shortcoming. 
In the modified FCIP presented by Paek and Young (2005), growth is captured better 
than in the traditional FCIP. Additionally, this new FCIP method claims to be more cost 
effective to implement than transformation based methods. It is unclear how this can be true. 
Building from these results, Kim (2006) presents a method for implementing FCIP that is 
both easy to implement and shows great promise in reducing the error associate with existing 
implementations of this method. However, both of these studies fail to compare the methods 
with other equating procedures and it remains to be seen if these new methods have resulted 
in adequate performance gain. 
The new methods evaluated in van der Linden (2006) seem to be a promising new 
direction for equating test scores. However, even if these methods prove to be superior under 
all conditions, it may be difficult to chose these methods from the perspective of a policy 
decision. Despite clear evidence that pattern scoring under IRT results in superior ability 
estimates when compared with number correct scoring, number correct scoring is still used in 
many testing programs, as it is difficult to explain to examinees and stake holders that two 
people with the same number correct score receive different scale scores on the same test 
form. This situation could not be avoided using the local equating methods. However, for 
testing programs that do not require the same levels of transparency in the reporting of 
results, local equating might provide a method for increasing the accuracy and fairness of test 
score equating. 
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It is clear that there are still no definitive answers for which equating method is best 
suited for general usage. Each test developer must use the results from these studies to best 
determine which method is most likely to yield the best results for their specific task. 
Local equating is such a new idea that there is little investigation of its performance 
beyond the one study. Comparing the results of the local equating methods with traditional 
IRT equating methods should reveal the relative merits of the two methods, and more 
importantly, examine if local equating is a substantial improvement in accuracy over existing 
IRT-based methods. Additionally, comparing the scaling methods used in both the IRT-based 
methods as well as in the local equating method under a variety of conditions should also 
illuminate under what conditions the methods perform best, and the impact that the choice of 
scaling method has on equating accuracy. It is exactly these questions that this study seeks to 
answer for IRT True Score Equating, an existing IRT-based method that has a long history, 
and Estimated True Equating, a local equating method newly described (van der Linden, 
2000; van der Linden, 2006). 
The next chapter describes the simulation study, providing both an overview of the 
entire study and detailed description of the methodology. Included is a description of all 
models used in generating and calibrating the data, the methods used for scaling and 
equating, and details of all study variables. 
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Table 2.1. Summary of Study Conditions 
Comparison of Tests 
Year 1-Year 2 Scoring Tests Year 2- Anchor 
Condition Content Difficulty Content Difficulty 
1 Balanced Balanced Balanced Balanced 
2 Balanced Balanced Balanced More difficult 
3 Balanced Balanced Unbalanced Balanced 
4 Balanced Balanced Unbalanced More difficult 
5 Unbalanced Balanced Balanced Balanced 
6 Unbalanced Balanced Balanced More difficult 
7 Unbalanced Balanced Balanced More difficult 
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Scoring Items Linking Items 
(Different items for Years l & 2) (Same items for Years I & 2) 
Year 1 
Year 2 
30 50 20 
30 5 0 20 
Values indicate the number of items in each block. 
Figure 2.1 Matrix Sampling Design Employed for Simulated Item Administration 
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CHAPTER 3 
METHODOLOGY 
3.1 Overview 
The purpose of this study was to investigate, via simulation study, the relative 
performance of estimated true score equating (van der Linden, 2000) and IRT true score 
equating (Hambleton, & Swaminathan, 1985) in the context of observed score 
transformations. Several scaling methods were investigated for each equating method, and 
detailed descriptions of these methods will be included in the following sections of this 
chapter. 
The design of the study manipulated four factors that were expected to impact the 
performance of the two equating methods: 1) scaling method, 2) data misfit (data calibration 
model vis-a-vis data generation model), 3) examinee ability distributions, and 4) anchor test 
length. The rationale for each of these choices is discussed next. It is well established that the 
choice of scaling method will impact the equating function within the context of traditional 
IRT equating methods, however, this variable has not been evaluated in the context of 
Estimated True-Score Equating. Six scaling methods were chosen for this study. The 
methods most commonly used in operational testing programs were chosen, as well as 
methods that have performed favorably in recent research, and warrant further investigation. 
Furthermore, model fit is an important consideration in IRT, and the degree to which the 
model fits the data can impact the equating results. Three conditions that explore different 
types of misfit are investigated, including one condition where there is no misfit. For 
equating to be effective, it is essential to capture the differences in abilities of examinee 
populations. To investigate the relative performance of the methods to accomplish this, three 
45 
different focal populations are examined in the context of a single reference population. And 
finally, the research literature is clear that anchor test length is a variable that will impact the 
results of an equating method, and so two different anchor test lengths are investigated. For a 
summary of study conditions see Table 3.1. 
The results of the equating methods were evaluated based on three criteria: 1) bias, 2) 
root mean squared error, and 3) decision accuracy. The first two evaluation criteria are 
chosen based on van der Linden (2006). Decision accuracy compares the true performance 
classification with the estimated performance classification and reports the percentage of 
correctly classified examinees. Performance classifications are defined as the intervals 
between the simulated cut scores. This criterion was chosen as a measure that will help 
inform practitioners of the consequences of the various conditions in terms of a practical 
operational measure, where decision accuracy is an important concern. 
The next three sections will detail the IRT models used in this study, as well as the six 
scaling methods and two equating methods. The following section will detail the simulation 
study, including each of the variables that comprise the study conditions, and will be 
followed by a section that provides detail on the evaluation criteria. 
3.2 The IRT Models 
In IRT, a variety of models exist to describe the relationship between the latent ability 
of an examinee and their expected performance on an item. In the case of dichotomously 
scored items, the 1PLM and 3PLM currently enjoy favored status in the world of educational 
testing. These models rely on the assumptions of local item independence and 
unidimensionality. In addition to these models, there exist multidimensional models that 
describe the relationship between a vector of latent abilities and the expected performance on 
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an item. The multidimensional IRT 3PLM described by Reckase (1985) is a useful model for 
purposes of generating realistic item responses, even when a unidimensional construct is 
assumed. Davey, Nering and Thompson (1997) found that when simulating data using IRT 
models, using unidimensional models to generate item responses failed to capture subtle but 
important properties found in real data sets. Using a 10 dimensional model, where the 
proficiency on the construct of interest is represented by the first dimension, provided a more 
realistic simulation of response data. These three models will be used for generating and 
calibrating the data in this study. The models themselves are defined here, and their role in 
the study design will be detailed in section 3.5 below. 
3.2.1 3PLM. The 3PLM gives the probability of a correct answer on item i for an 
examinee with ability 6 and is defined by the following equation: 
Pi(6) = ci+(\-ci) 
eDa,(6-b,) 
1 +eDal(0-bl) ’ (1) 
where b is the item difficulty, a is proportional to the slope of the tangent at the inflection 
point and is interpreted as the item’s discrimination, c is the lower asymptote and is referred 
to as the guessing or pseudo-guessing parameter, and D is a scaling constant equal to 1.7 
placing the results onto the normal ogive metric. 
3.2.2 1PLM. The 1PLM gives the probability of a correct answer on item i for an 
examinee with ability 0 and is defined by the following equation: 
Pi^~ j +eD(9-b,) ’ 
where b is the item difficulty, and D is a scaling constant equal to 1.7, placing the results 
onto the normal ogive metric. The 1PLM is a special case of the 3PLM, as the 1PLM is 
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equivalent to the 3PLM with the a value held constant for all items, and scaled to be equal to 
1, with the lower asymptote set to 0. 
3.2.3 Multidimensional 3PLM. The multidimensional 3PLM gives the probability of 
a correct answer on item i for an examinee with a vector of abilities 6 and is defined by the 
following equation: 
Pi(0) = ci+(\-ci) 
eDZ,(G) 
\ + eDZ‘{ej ’ (3) 
where c is the lower asymptote, and D is a scaling constant equal to 1.7 placing the results 
onto the normal ogive metric, and Z(.(0), for each item i, is defined as: 
M 
z,(0) = I>„A+*,\ (4) 
/M = l 
where ailT) is the slope parameter for item i and dimension m, 6m is the examinee’s ability 
corresponding to dimension m, b* is the item intercept, and M is the number of dimensions. 
An examinees vector of abilities is the set of Qm for that individual examinee. An example of 
this for a 10 dimensional model would look like: (0, ,02,03, ..., 0IO). 
3.2.4 Item Characteristic Curves. Item characteristic curves (ICCs) are formed using 
the probability equations of the above models. For any single item, its ICC is simply the 
curve generated by the model based probability function using the parameters for that 
specific item. The ICC for a sample 3PLM item with the following item parameters: a = 1.2, 
b = 0.48, and c = 0.17, would be defined by the equation: 
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(5) 
1.71.2(0-0.48) 
P(9) = 0.13 + (l-0.13)| + e,7,,(e-0W. 0eK. 
3.2.5 Test Characteristic Curves. Test characteristic curves (TCCs) are formed by 
summing the ICCs for the items used in the composition of the test. TCCs can be constructed 
for any subtest, including the anchor test, where only the ICCs for the anchor items would be 
summed, or the scoring test, where only the ICCs for the scoring items would be summed. 
3.3 Scaling Procedures 
As mentioned previously, there are a number of methods for placing IRT parameter 
estimates onto a common scale. Six scaling methods have been selected for investigation, 
and the methodology for implementing each is provided in this section. 
There are two types of scaling methods chosen, two FCIP based methods, and four 
transformation based methods. As stated previously, FCIP procedures result in parameter 
estimates that do not need to be transformed, as the results from the calibration procedures 
are placed onto the desired scale automatically. The transformation methods attempt to 
estimate scaling parameters a and p that are used to transform the unidimensional IRT item 
parameters in the following way: 
by = abx + p, and (6) 
where aY and bY are the values for the a- and b-parameters respectively on the scale for test 
form Y, and ax and bx are the values for the a- and b-parameters respectively on the scale 
for test form X. Since the b-parameters and 6 -parameters are on the same scale, the 
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transformation constants can be used in the same way to transfer the 9 -parameters as the b- 
parameters. The equation is: 
er =adx+l3 (8) 
The method used for estimating the scaling parameters varies according to which scaling 
method is used. Descriptions for each method are provided below in the descriptions of the 
specific methods that use them. All transformation parameter estimates for this study are 
estimated using the computer program STUIRT (Kim & Kolen, 2004). 
3.3.1 FCIP1. FCIP1 is a method of implementing FCIP scaling that is in common use 
in current operational testing programs. The procedure for implementing this method requires 
a set of common items with parameter estimates already on the target scale. The source of 
such item parameter estimates is usually obtained from the values from the previous year’s 
administration. In the case of a new testing program, the estimates are generally set to an 
arbitrary scale for purposes of reporting the results, and this sets the scale for the common 
items, which will be used in subsequent years. 
The data that is to be equated is first calibrated with PARSCALE to obtain parameter 
estimates for all items, using the default item priors and starting values. Then a second 
calibration is performed with the common items fixed to the values that are already on the 
target scale. The starting values for the non-common items are set to the values obtained in 
the initial calibration. The calibration is performed using the POSTERIOR option, which 
allows the prior distributions to be updated after both the E and M stages of the EM cycles, 
as well as using the default priors for all item parameters. The results of this calibration 
procedure are then on the same scale as the common items whose parameters were fixed. 
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3.3.2 FCIP2. FCIP2 is a method of implementing FCIP scaling that was shown to be 
the most accurate implementation of FCIP in Kim (2006). The procedure is identical to the 
procedure described for FCIP1 with the addition of the FREE option being specified in the 
final calibration. The parameters for the FREE option should be set using the command 
FREE = (NOADJUST, NOADJUST), which prevents the rescaling of the parameters during 
the EM cycles. 
3.3.3 Haebara. Haebara is a transformation-based method that estimates a and 
such that the areas between the ICCs of the anchor items are minimized. The actual 
computational procedure used to minimize the differences can vary, as the function to find an 
exact solution is mathematically intractable for the 3PLM. For the purposes of this study, the 
default method as implemented in STUIRT was used. This method finds the a and ft that 
minimizes the sum of squared differences between the ICCs at 25 equally-spaced quadrature 
points between -3 and 3. The function that is minimized is given by the equation: 
25 N 
« = SI 
k=\ (=1 
a: 
-|2 
Pr(ek I aa,ba,ca)- Py (0t I ^,biva + p,ciy) 
a 
(9) 
^ /V ' 
Where Qk are the 25 equally spaced quadrature points from -3 to 3, aiX 9 biX 9 CiX 9 aiY 9 bjY J 
and ciY are the a, b and c parameter estimates for forms X and Y respectively, and a and (5 
are the parameters that are solved for that minimize H. 
3.3.4 Mean/Mean. Mean/mean is a transformation method that estimates a and P 
using the means of the a- and b-parameters of the anchor items on both test forms using the 
following equations: 
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(10) a - Cly —, and 
ax 
P = bY-bxa, (11) 
where ax and aY are the means of the a-parameters for test forms X and Y respectively, and 
bx and bY are the means of the b-parameters for test forms X and Y respectively. 
3.3.5 Mean/Sigma. Mean/sigma is a transformation method that estimates a and P 
using the means and standard deviations of the b-parameters of the anchor items on both test 
forms using the following equations: 
a = —, and (12) 
^x 
P = bY-bxa, (13) 
where sx and sY are the standard deviations of the b-parameters for test forms X and Y 
respectively, and bx and bY are the means of the b-parameters for test forms X and Y 
respectively. 
3.3.6 Stocking and Lord. The Stocking and Lord method estimates a and P such 
that the area between the TCCs of the anchor items is minimized. The actual computational 
procedure used to minimize the differences can vary, but for the purposes of this study, the 
default method as implemented in STUIRT was used. This method finds the a and P that 
minimizes the sum of squared differences between the TCCs at 25 equally-spaced quadrature 
points between -3 and 3. The function that is minimized is given by the equation: 
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25 
" = X 
* = 1 
N 
i= 1 L 
pr@t ^lx,blx,ciX)-Py(9t 1^,blra + P,ciy) a 
a 
(14) 
Where 0k are the 25 equally spaced quadrature points from -3 to 3, aiX, bjX, cjX, ,fr(T , 
and c(T are the a, b and c parameter estimates for forms X and Y respectively, and a and /3 
are the parameters that are solved for that minimize H. 
3.4 Equating Methods 
Both of the equating methods examined require first that the response data are 
calibrated, and that the parameter estimates from both test forms are placed on the same scale 
using one of the above scaling methods or some other scaling method. The procedures that 
follow assume these preliminary steps have been performed. 
3.4.1 IRT True Score Equating. IRT true score equating utilizes TCCs that have been 
placed on the same scale to construct a conversion table that transforms scores from one test 
form onto a comparable score on the other form. The TCCs provide a relationship between 0 
and expected number correct on both forms. Since the 0 scale is the same for both test forms 
as a result of the scaling procedure, there is now a direct path between number correct scores 
on the two forms. 
To place a score from test form Y onto the scale of test form X, the 0 value 
associated with the number correct score from form Y is found using the TCC for test lorm 
Y. Then using the TCC from form X, the expected score associated with this 6 value is 
found. Figure 3.1 below illustrates this concept with an example of converting a single score 
point. In the example, a score of 24 on form Y is associated with a 0 value of approximately 
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1.3. This same 0 value corresponds with an expected score of 28 on test form X. This results 
in the mapping of 24 into 28 from the scale of form Y to the scale of form X. 
Since the lower asymptote of a TCC is the sum of the c-parameters and the upper 
asymptote of the TCC is the total number of items, this method only works for test scores 
that are above the lower asymptote, and below the upper asymptote. For values below the 
lower asymptotes, and equal to the upper asymptotes, the method described in Kolen and 
Brennan (2004) is used. This method is as follows: 
• Set 0 on form X to be equal to 0 on form Y 
• The score associated with the lower asymptote on form X is set to the score 
associated with the lower asymptote on form Y 
• A linear interpolation is used between these two points to provide the conversion 
for scores in between 0 and the lower asymptotes 
• The maximum score on form X is set to be equal to the maximum score on form Y 
3.4.2 Estimated True Equating. Estimated true equating is a method of local equating 
that relies on both number correct scoring as well as the IRT ability estimate that results from 
the actual response pattern. Using calibrated and scaled item parameters, a 6 estimate is ob¬ 
tained using EAP. Then an expected score distribution conditional on 6 is constructed for 
each test form. The function generates the distribution of expected observed scores x 
conditional on 6 for a test of N items using the following recursive algorithm: 
• Generate the conditional frequency distribution for the number correct score of the 
first 2 items, we shall call this /2(jc|0) : 
• probability of x=0: Q1Q2 
• probability of x=l: P1Q2+P2Q1 
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probability of x=2: 
fMe) QJ2(x\d)+P3f2(x 1|0) (x = o; 1; 2, 3), where ~ °if x<0 or x>r 
using the above recursively, each subsequent number correct value of x is given by: 
/«(*|0) = Qnfn-\(x\^ + Pnfn-\(x~ 1|0) (x = 0, 1, n), where /r(x|0) = O if x<0 or 
x>r 
where Pn is the probability of getting item n correct, and Qn = 1 - Pn. 
Once the conditional score distributions are computed, a Q-Q transformation between 
the two distributions results in a score conversion table specific for the theta value. This 
procedure is repeated for all examinees. 
3.5 Simulation Study 
This section provides details of the simulation used to evaluate the relative 
performance of the above mentioned equating methods. All test administrations were 
simulated using dichotomously scored items, and the resulting scored response matrices were 
calibrated using PARSCALE. For all study conditions, two test forms were simulated to 
represent year 1 and year 2 of a testing program. Each test form was simulated to have 40 
scoring items, and an external anchor whose length was varied as a study variable. For each 
simulated administration, 3,000 examinees were simulated (N=3,000). All 0 estimates were 
computed using EAP. Each condition was replicated 100 times and the results for each 
evaluation criterion was averaged across replications. 
As stated previously, two equating methods were compared while varying 4 study 
variables: 1) scaling method, 2) data misfit (data calibration model vis-a-vis data generation 
model), 3) examinee ability distributions, and 4) anchor test length. All study variables were 
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fully crossed, and a summary of all study conditions can be found in Table 3.1 below. The 
details for each of the study conditions is provided next. 
3.5.1 Scaling Methods. Scaling methods were chosen based on popularity in 
operational testing programs as well as methods that have performed well in the research 
literature. The six methods under investigation have been fully detailed in section 3.3, and 
are: FCIP1, FCIP2, Haebara, Mean/Mean, Mean/Sigma, and Stocking and Lord. 
3.5.2 Data Misfit. Data misfit is based on the differences in models used for the 
generation of the response data and the models used to calibrate the resulting response data. 
Three conditions were simulated, including the null condition where the data are generated to 
fit the model. Details of the models used for the conditions were presented in section 3.2, and 
details of the specific ways in which the models were used to generate the misfit conditions 
are presented here. 
In the first two conditions, all responses were generated using the 3PLM and item 
parameters based on a large-scale statewide operational testing program. In the third 
condition, data from the same testing program were calibrated using MIRT for a 10 
dimensional model, to capture the realistic nuances that exist in real data (Davey, Nering, & 
Thompson, 1997). All simulated responses were then calibrated with either the 1PLM or 
3PLM. The models were combined in the following ways: 
1. Generate 3PLM data and calibrate with 3PLM 
2. Generate 3PLM data and calibrate with 1PLM 
3. Generate 3PLM MIRT data and calibrate with 3PLM 
3.5.3 Ability Distributions. Examinee ability distributions were kept constant for all 
year 1 forms, and examinees were drawn from N(0,1) distribution. The populations for year 
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two were drawn from one of three distributions as study conditions. The three conditions 
used the following examinee distributions: 
1. N(0, 1) 
2. N(0.25, 1) 
3. N(0.25, 1) modified so that the skewness = -0.25, and kurtosis = 0. 
3.5.4 Anchor Test Length. Anchor test length was varied to be either 20% or 33% of 
the total test. Forms for years one and two were constructed to be parallel in difficulty and 
content for each study condition, and anchor tests are external, as mentioned above. The 
scoring items in each are the same, and the shorter anchor test is a subset of the longer anchor 
test, with the items chosen such that the difficulty of the shorter anchor test matches the 
difficulty of the longer anchor test. The test forms for the two conditions were simulated with 
the following number of items: 
1. 40 scoring items 10 anchor items 
2. 40 scoring items 20 anchor items 
3.5.5 Summary of Conditions. All study conditions were fully crossed resulting in 
216 total conditions: 2 equating methods by 6 scaling methods by 3 data misfit conditions 
(simulation/calibration methods) by 3 examinee focal populations by 2 anchor test lengths 
(see Table 3.1). For each condition, the year 1 estimates were placed on the generating 
parameter scale using the scaling method under examination within that study condition. 
3.6 Evaluation Criteria 
The primary evaluation criteria are RMSE and bias of the equating functions as 
defined in van der Linden (2006). These statistics result in values reported on the number 
correct scale. Additionally, decision accuracy is computed based on three simulated cut 
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scores, and the resulting four performance categories. Each of these criteria are computed 
separately for each replication and then averaged across all replications for each study 
condition. The specific details of each evaluation criterion follows. 
3.6.1 Bias. Bias of the equating function is computed by subtracting the results from 
the true equating function from the estimated equating function. In the context of estimated 
true equating, the equating function is actually a family of transformations conditional on 
both 6 and number correct. Using the procedure for estimated true equating, presented in 
section 3.4.2, a family of true equating functions is generated by using the true value of 6 
rather than the estimated value. 
Computing bias for estimated true equating uses the families of both the true equating 
functions and estimated true equating functions. The score resulting from a transformation 
based on the true equating function is called the true equated score. Using these families of 
functions, it is possible to generate a family of bias functions conditional on 6. Bias for each 
examinee is computed and these values are averaged across all students and replications 
within each study condition. 
Computing bias for IRT true equating is performed similarly. The equating function 
resulting in IRT true equating is a single function, however the observed scores for 
examinees within a given range of abilities will have different observed scores. Therefore it 
is required that the equated score is compared with the value resulting from the true equating 
function based on number correct and theta. 
For both equating methods, bias is computed using the following equation: 
bias = ^ (15) 
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where N is the number of scores in the 0 interval, x± is the observed number correct 
u 
A 
conditional on 0, and xe is the true equated score conditional on 6. 
3.6.2 RMSE. Similar to the bias calculation, RMSE is generated by using the families 
of functions in the case of the estimated true equating and the true equating function, and 
using the results of the IRT true score equating function conditionally based on theta and 
observed score. This results in the following equation: 
RMSE = (16) 
where N is the number of scores in the 6 interval, x* is the observed number correct 
u 
A 
conditional on 0, and xe is the true equated score conditional on 0. 
3.6.3 Decision Accuracy. In order to compute decision accuracy, an examinee’s true 
performance classification must be known. Cut scores were simulated at the expected scores 
for 6 values of 1,0, and -1 based on the year 1 true parameter values, which resulted in cut 
scores of 13.5, 26.5, and 35.5. Since these scores were on the number correct scale, and the 
examinee true ability is simulated using a value for the 0 parameter, it is necessary to define 
what is meant by an examinee’s true performance category. For the purposes of this 
evaluation criterion, the following procedure was followed: 
1. True theta values were simulated for each examinee 
2. Cut scores based on number correct scores were set 
3. A TCC is constructed using the true values of the item parameters for the scoring 
items 
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4. Using the TCC, the expected number correct score is assigned to each examinee 
based on their theta value 
5. The expected number correct is compared to the cut scores to determine the true 
performance classification 
6. The percentage of students correctly classified after the equating performed is 
defined to be the decision accuracy 
The following chapter will present the results of this simulation, followed by a 
chapter discussing these results as well as their implications, and plans for future research. 
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Table 3.1. Summary of Conditions 
Study Condition Number of 
Conditions 
Description 
Equating Methods 2 IRT True Score, 
Estimated True Score 
Scaling Methods 
6 FCIP(x2), Haebara, Mean/Mean, 
Mean/Sigma, Stocking and Lord 
Data Misfit (generate, calibrate) 3 (3PLM, 3PLM), (3PLM, 1PLM), (3PLM MIRT, 3PLM) 
Examinee Distributions 
3 Null, Mean Shift, 
Mean Shift & Skew 
Anchor Test Lengths 2 20%, 33% 
Totals 2x6x3x3x2 216 
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Figure 3.1 Example of IRT True Score Equating 
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CHAPTER 4 
RESULTS 
4.1 Overview 
The study included 5 variables resulting in a total of 216 study conditions (see Table 
3.1). Each study condition was replicated 100 times. Within each replication, there were a 
total of 6 calibrations performed: the data for years 1 and 2 were independently calibrated; 
additionally, there were 2 FCIP calibrations performed for each year. In year 1 the results 
were equated back to the generating parameters while in year 2 the results were equated back 
to year 1. For a replication to be included in the analysis, a fully converged solution was 
required for every calibration within that replication. If even one calibration failed, the entire 
replication was discarded. A summary of the total number of replications with fully 
convergent solutions is presented in Table 4.1. The study included three summary statistics 
that served as evaluation criteria: bias and RMSE of the equating functions, and decision 
accuracy. 
A MANOVA was performed using the three summary statistics to determine which, 
if any, of the study conditions were statistically significant. Since RMSE is not normally 
distributed, the RMSE values were transformed with the natural logarithm before performing 
the MANOVA to test for significance. In this analysis, the evaluation criteria summary 
statistics (bias, logarithm of RMSE, and decision accuracy) were the dependent variables, 
and the study conditions (anchor test length, scaling method, equating method, misfit, and 
ability distribution) were treated as fixed factors. Anchor test length had 2 levels, scaling 
method had 6 levels, equating method had 2 levels, misfit had 3 levels, and ability 
distribution had 3 levels. Due to sample size limitations, interactions were limited to two-way 
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interactions. Multiple comparison procedures were performed to assess the significant effects 
for the dependent variables individually, and to determine which levels of the factors were 
significant. The MANOVA omnibus test and multiple comparison procedures controls for 
type 1 error across all pairwise comparisons, and all linear combinations of all pairwise 
comparisons. The multiple comparisons procedure provides a 95% confidence interval for 
the value of each comparison. The results of the MANOVA are presented in Table 4.2. 
Graphs of the significant effects are presented in Figures 4.1 through 4.8, and the marginal 
means for the significant effects are presented in Tables 4.3 through 4.5. For the RMSE 
graphs and tables, the actual RMSE values are presented, not the logarithms of the RMSE 
values. 
The results are presented by evaluation criteria, and within each evaluation criterion, 
further organized by interaction effects and main effects. Each section begins with a brief 
overview of the statistically significant factors. There was one finding that was consistent 
within every study condition: anchor test length did not significantly impact any of the 
evaluation criteria as a main effect. Complete results for every study condition and every 
evaluation criterion are presented in the Appendix (see Tables A.4 through A.6 and Figures 
A.l through A.6). 
4.2 Bias 
A significant interaction between scaling method and data misfit was found. 
Additionally, there was a main effect due to equating method. The effect due to anchor test 
length and examinee ability distribution on bias was not significant 
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4.2.1 Bias-Interaction Effects. There was only one significant interaction effect for 
the dependent variable of bias, that between misfit and scaling method. The interactions that 
were statistically significant were (see Figure 4.1 and Table 4.3): 
• Scaling Methods: FCIP1 and Stocking and Lord 
Misfit Conditions: Data generated/calibrated with 3PLM/1PLM and 3PLM/3PLM 
• Results: FCIP1 performed better in the 3PLM/1PLM condition and Stocking 
and Lord performed better in the 3PLM/3PLM condition 
• Scaling Methods: FCIP1 and FCIP2 
Misfit Conditions: Data generated/calibrated with 3PLM/1PLM and 3PLM/3PLM 
• Results: FCIP2 performed better in both conditions 
• Scaling Methods: FCIP1 and Stocking and Lord 
Misfit Conditions: Data generated/calibrated with 3PLM MIRT/3PLM and 3PLM/ 
3PLM 
• Results: Stocking and Lord performed better in both conditions 
• Scaling Methods: FCIP1 and Mean/Mean 
Misfit Conditions: Data generated/calibrated with 3PLM MIRT/3PLM and 3PLM/ 
3PLM 
• Results: Mean/Mean performed better in both conditions 
• Scaling Methods: FCIP1 and Mean/Sigma 
• Misfit Conditions: Data generated/calibrated with 3PLM MIRT/3PLM and 3PLM/ 
3PLM 
• Results: Mean/Sigma performed better in both conditions 
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4.2.2 Bias-Main Effects. As shown in Figure 4.2, equating method had a significant 
effect on bias. The estimated true equating results were significantly better than the IRT true 
score equating results in regards to bias. Additionally they were almost bias free under all 
conditions where the data were calibrated with the 3PLM, or when the data were calibrated 
with the 1PLM, and scaled using one of the transformation methods (Haebara, mean/mean, 
mean/sigma, Stocking and Lord). IRT true score equating always overestimated the 
transformed score, the magnitude of which tended to be around 0.5 score points on the same 
scale (see Figure 4.2 and Table 4.3). 
Also significant was the effect of scaling method. This result must be interpreted with 
caution, as there was an interaction effect between scaling method and misfit. The specific 
differences that showed statistical significance were between FCIP2 and the following 3 
methods: Haebara, mean/sigma, and Stocking and Lord (see Figure 4.2 and Table 4.3). Since 
these comparisons did not produce a significant interaction, the main effects are presented. 
FCIP2 resulted in lower bias than the other three methods. 
4.3 RMSE 
A significant interaction between equating method and scaling method was found for 
RMSE. Equating method was the only significant main effect. Anchor test length, scaling 
method, and ability distribution did not produce a significant effect. 
4.3.1 RMSE-Interaction Effects. The only significant interaction was between 
equating method and scaling method. The interaction that was statistically significant was the 
difference between FCIP2 and mean/mean within estimated true equating and IRT true score 
equating (see Figure 4.3 and Table 4.4). Within estimated true equating, FCIP2 was the 
scaling method that resulted in the greatest error, and within IRT true score equating, FCIP2 
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resulted in the least error. Since estimated true equating always performed better than IRT 
true score equating within this interaction, the main effect for equating is interpreted and 
presented next. 
4.3.2 RMSE-Main Effects. The effect of equating method on RMSE was significant 
(see Figure 4.4 and Table 4.4). The estimated true equating results were statistically 
significantly better than the IRT true score equating results in regards to RMSE, with the 
difference being about 0.5 score points. 
4.4 Decision Accuracy 
Misfit interacted significantly with all of the other study variables, resulting in four 
significant interactions: equating method by misfit, misfit by scaling method, ability 
distribution by misfit, and anchor length by misfit. 
4.4.1 Decision Accuracy-Interaction Effects. There were four significant interaction 
effects that had an impact on decision accuracy, all involving misfit. Equating and misfit 
resulted in two significant interactions: the two equating methods performed differently 
between the 3PL MIRT/3PL misfit condition and both the 3PLM/1PLM and 3PLM/3PLM 
misfit conditions (see Figure 4.5 and Table 4.5). Within both the 3PLM/1PLM and 3PLM/ 
3PLM misfit conditions, estimated true equating outperformed IRT true score equating, but 
in the 3PL MIRT/3PL misfit condition, IRT true score equating performed better than 
estimated true equating. 
Misfit by scaling method also yielded several significant interactions (see Figure 4.5 
and Table 4.5). All interactions involved differences between the 3PLM/1PLM and MIRT/ 
3PL misfit conditions, and differences involving the Haebara scaling method with all other 
methods. Explicitly: 
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• Scaling Methods: Haebara and FCIP1 
Misfit Conditions: Data generated/calibrated with 3PLM/1PLM and 3PLM MIRT/ 
3PLM 
• Results: Haebara performed better in the 3PLM/1PLM condition, and the two 
methods performed identically in the 3PLM MIRT/3PLM condition 
• Scaling Methods: Haebara and FCIP2 
Misfit Conditions: Data generated/calibrated with 3PLM/1PLM and 3PLM MIRT/ 
3PLM 
• Result: FCIP2 performed better in the 3PLM/1PLM condition, and the two 
methods performed identically in the 3PLM MIRT/3PLM condition 
• Scaling Methods: Haebara and Mean/Mean 
Misfit Conditions: Data generated/calibrated with 3PLM/1PLM and 3PLM MIRT/ 
3PLM 
• Result: Mean/Mean performed better in both conditions 
• Scaling Methods: Haebara and Mean/Sigma 
Misfit Conditions: Data generated/calibrated with 3PLM/1PLM and 3PLM MIRT/ 
3PLM 
• Result: Haebara performed better in the 3PLM/1PLM condition and Mean/ 
Sigma performed better in the 3PLM MIRT/3PLM condition 
• Scaling Methods: Haebara and Stocking and Lord 
Misfit Conditions: Data generated/calibrated with 3PLM/1PLM and 3PLM MIRT/ 
3PLM 
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• Result: Stocking and Lord performed better in the 3PLM/1PLM condition, and 
the two methods performed identically in the 3PLM MIRT/3PLM condition 
The actual differences between Haebara and the other scaling methods was less than 
0.01 under both misfit conditions. This is on the decision accuracy proportion metric, which 
has a scale of [0, 1]. Since the magnitude of these differences is so small, the main effects 
due to scaling are presented in section 4.4.2. 
Distribution by misfit resulted in a significant interaction effect (see Figure 4.6 and 
Table 4.5). There are three specific interactions: 
• Ability conditions: Equal Ability Distributions and Skewed/Mean Shifted 
Misfit Conditions: Data generated/calibrated with 3PLM/1PLM and 3PLM/3PLM 
• Result: Decision Accuracy was the same when the ability distributions are 
equal. In the Skewed/Mean Shifted condition, it was better in the 3PLM/1PLM 
condition 
• Ability conditions: Equal Ability Distributions and Skewed/Mean Shifted 
Misfit Conditions: Data generated/calibrated with 3PLM MIRT/3PLM and 3PLM/ 
3PLM 
• Results: The 3PLM MIRT/3PLM condition always yielded better Decision 
Accuracy 
• Ability conditions: Equal Ability Distributions and Mean Shifted 
Misfit Conditions: Data generated/calibrated with 3PLM MIRT/3PLM and 3PLM/ 
3PLM 
• Results: The 3PLM MIRT/3PLM condition always yielded better Decision 
Accuracy 
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Anchor length and misfit resulted in a single significant interaction: (Long Anchor - 
Short Anchor) between the 3PLM/1PLM and 3PLM MIRT/3PLM (see Figure 4.6 and Table 
4.5). In the 3PLM/1PLM condition, decision accuracy was higher with the short anchor, and 
in the 3PLM MIRT/3PLM condition, decision accuracy was higher with the longer anchor. 
4.4.2 Decision Accuracy-Main Effects. As mentioned above, the interaction of 
scaling method with the other variables are very small, and as such, the main effects were 
interpreted. Scaling method yielded a significant effect (see Figure 4.7 and Table 4.5). The 
significant differences are found between FCIP1 and the other 5 scaling methods. Though 
there was a significant interaction between FCIP1 and Haebara, in the context of misfit 
condition, in both cases, FCIP1 did as well or better than Haebara, so this interaction does 
not interfere with the interpretation of the main effect due to scaling. FCIP1 performs better 
than the other 5 scaling methods. However, the differences between FCIP1 and the other 
methods ranges from 0.007 and 0.011 on the decision accuracy proportion metric, which has 
a scale of [0, 1]. 
The following chapter will provide a summary of the findings of the study, 
limitations, directions for further research, and conclusions. 
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Table 4.1. Convergence Summary 
Generation/ Anchor Year 2 Convergence 
Calibration Lenqth Distribution Rate 
equivalent 0.99 
Long mean shift 0.99 
skewed 0.95 jrL/ 3 PL 
equivalent 1.00 
Short mean shift 0.96 
skewed 0.98 
equivalent 1.00 
Long mean shift 1.00 
oni /-i m skewed 1.00 3 PL/1 PL 
equivalent 1.00 
Short mean shift 1.00 
skewed 1.00 
equivalent 0.78 
Long mean shift 0.91 
3PL MIRT/ skewed 0.87 
3PL equivalent 0.85 
Short mean shift 0.81 
skewed 0.73 
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Table 4.2. MANOVA Results 
Multivariate Tests(b) 
Effect Wilks' Lambda F 
Hypothesis 
df Error df Sig. 
Intercept 0.000 5142506.244(a) 3 159 0.000 
anchor 0.956 2.416(a) 3 159 0.068 
misfit 0.003 956.290(a) 6 318 0.000 
scaling 0.040 64.937 15 439 0.000 
equating 0.058 854.069(a) 3 159 0.000 
dist 0.202 64.851(a) 6 318 0.000 
anchor * misfit 0.857 4.237(a) 6 318 0.000 
anchor * scaling 0.810 2.325 15 439 0.003 
anchor * equating 0.992 .42 3(a) 3 159 0.737 
anchor * dist 0.969 .849(a) 6 318 0.533 
misfit * scaling 0.025 39.261 30 467 0.000 
misfit * equating 0.119 100.750(a) 6 318 0.000 
misfit * dist 0.124 42.111 12 421 0.000 
scaling * equating 0.673 4.526 15 439 0.000 
scaling * dist 0.546 3.571 30 467 0.000 
equating * dist 0.841 4.810(a) 6 318 0.000 
a. Exact statistic 
b. Design: Intercept+anchor+misfit+scaling+equating+dist+anchor * misfit+anchor * 
scaling+anchor * equating+anchor * dist+misfit * scaling+misfit * equating + misfit * 
dist+scaling * equating + scaling * dist+equating * dist 
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Table 4.3. Marginal Means of Significant MANOVA Comparisons-Bias 
Misfit by Scaling Interaction_ Equating Main Effect 
Misfit Scaling Bias Equating Bias 
FCIP1 0.092 ETE -0.012 
1PL 
FCIP2 
H 
0.029 
0.362 
TSE 0.503 
MM 0.309 Scaling Main Effect 
MS 0.319 Scaling Bias 
SL 0.352 FCIP1 0.209 
FCIP1 0.251 FCIP2 0.173 
FCIP2 0.242 H 0.284 
H 0.244 MM 0.262 
MIRT 
MM 0.238 MS 0.269 
MS 0.241 SL 0.278 
SL 0.242 
FCIP1 0.282 
FCIP2 0.247 
3PL H 0.246 
MM 0.239 
MS 0.247 
SL 0.239 
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Table 4.4. Marginal Means of Significant MANOVA Comparisons-RMSE 
Equating by Scaling Interaction 
Scalinq Equatinq RMSE 
Equating Main Effect 
Equatinq Bias 
FCIPl ETE 0358 
TSE 0.755 
ETE 0.311 
TSE 0.739 
FCIP2 
ETE 0.376 
TSE 0.713 
H 
ETE 0.283 
TSE 0.753 
MM 
ETE 0.254 
TSE 0.728 
MS 
ETE 0.317 
TSE 0.741 
SL 
ETE 0.277 
TSE 0.746 
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Table 4.5. Marginal Means of Significant MANOVA Comparisons-Decision Accuracy 
Misfit by Scaling_ Equating Main Effects 
Misfit Scaling DA Equating DA 
FCIP1 0.772 ETE 0.786 
FCIP2 0.757 TSE 0.773 
1PL 
H 0.764 
MM 0.761 Scaling Main Effects 
MS 0.765 Scaling DA 
SL 0.763 FCIP1 0.786 
FCIP1 0.817 FCIP2 0.778 
FCIP2 0.817 H 0.780 
MIRT H 
MM 
0.817 
0.814 
MM 
MS 
0.777 
0.776 
MS 0.809 SL 0.779 
SL 0.817 
FCIP1 0.770 Misfit Main Effects 
FCIP2 0.759 Misfit DA 
3 PL 
H 0.758 1PL 0.764 
MM 0.755 MIRT 0.815 
MS 0.753 3PL 0.759 
SL 0.758 
Distribution Main Effect 
Equating by Misfit Distribution DA 
Misfit Equating DA Null 0.773 
1PL ETE 0.776 Shift 0.784 TSE 0.752 Skew 0.782 
MIRT ETE 0.812 TSE 0.819 
3 PL ETE 0.769 TSE 0.748 
Misfit by Distribution 
Misfit Distribution DA 
Null 0.749 
1PL Shift 0.771 
Skew 0.772 
Null 0.820 
MIRT Shift 0.815 
Skew 0.811 
Null 0.749 
3 PL Shift 0.765 
Skew 0.762 
Anchor by Misfit 
Anchor Misfit DA 
1PL 0.762 
long MIRT 0.816 
3PL 0.759 
1PL 0.765 
short MIRT 0.814 
3PL 0.759 
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Figure 4.1. Interaction Effects on Bias: Misfit by Scaling 
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Figure 4.2. Main Effects on Bias: Equating and Scaling 
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Figure 4.3. Interaction Effects on RMSE: Equating by Scaling 
78 
R
M
SE
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Figure 4.5. Interaction Effects on Decision Accuracy: Equating by Misfit and Misfit by 
Scaling 
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Figure 4.6. Interaction Effects on Decision Accuracy: Distribution by Misfit and Anchor by 
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Figure 4.7. Main Effects on Decision Accuracy: Equating and Scaling 
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Figure 4.8. Main Effects on Decision Accuracy: Misfit and Distribution 
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CHAPTER 5 
DISCUSSION 
The previous chapter reported detailed results of the study. This chapter provides a 
summary of the results, limitations of the study, directions for future research, and 
conclusions. 
5.1 Summary of Findings 
The primary research goal of this study was to compare the relative performance of 
estimated true equating and IRT true score equating. Additionally, a secondary goal of 
identifying which scaling method performed best with each equating method was 
investigated. The scaling methods investigated were FCIP1, FCIP2, Haebara, mean/mean, 
mean/sigma, and Stocking and Lord. The results were evaluated based on three criteria: bias 
and RMSE of the equating function, and decision accuracy of the examinees. 
The scaling and equating methods were compared while varying three additional 
study variables: examinee distributions (3 conditions), data misfit (3 conditions), and anchor 
test length (2 conditions). These variables were fully crossed with the 2 equating methods 
and 6 scaling methods to form 216 study conditions. Each study condition was evaluated 
through a simulation study with 3000 simulated examinees, and replicated 100 times. The 
evaluation criteria statistics were averaged across replications. 
The results of the simulation study were used to perform a MANOVA to identify the 
study variables that had a significant impact on the criteria. The study conditions were the 
fixed factors and the evaluation statistics were the dependent variables in the analysis. 
Though the significant effects varied based on evaluation criteria, there were a tew 
results common across all three criteria. There was no significant main effect due to anchor 
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test length, and though there was a significant interaction between anchor test length and 
misfit condition for decision accuracy, the interaction effect was too small to be meaningful. 
Also, there was a significant main effect due to equating method for all criteria, but a 
significant interaction effect with equating and misfit for decision accuracy prevents a 
general conclusion based on this effect. There was one significant interaction between 
equating and scaling method, and only for RMSE. 
5.1.1 Summary of Equating Method Results. Estimated true equating resulted in 
much smaller bias than IRT true score equating. Overall, bias was essentially 0 for estimated 
true equating. This lower bias is a result of using more of the information about the examinee 
when determining the transformed score. 
With respect to RMSE, there was an interaction between scaling method and equating 
method. Within this interaction effect, estimated true equating outperformed IRT true 
equating under every condition. 
Equating method and misfit condition had a significant interaction with regard to 
decision accuracy. Estimated true equating performed better than IRT true score equating 
except in the condition where the data were generated with 3PLM MIRT and calibrated with 
the 3PLM. Although IRT true score did perform better in this one instance the difference was 
only 0.007 on the decision accuracy proportion metric, which has a scale of [0, 1]. 
By taking into account the IRT ability estimate, theta, in addition to number correct 
scoring, a more precise transformation is computed, resulting in lower bias and RMSE. 
However, these improvements in bias and RMSE do not result in improved decision accuracy 
for every condition. Since the bias and RMSE for IRT true score equating is less than one 
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point on the observed score scale, it results in reasonable performance when placing 
examinees into performance groups. 
5.1.2 Summary of Scaling Method Results. There was no single scaling method that 
performed better than the others across all of the study variables. In the context of bias, the 
two statistically significant effects were an interaction effect between scaling and misfit, and 
a main effect due to scaling. The marginal means within the misfit by scaling interaction 
show that FCIP1 does outperform the other methods under the 3PLM MIRT/3PLM and 
3PLM/3PLM misfit conditions, and the main effect based on scaling method shows FCIP2 
outperforms the other methods overall, however, these two methods are the worst performers 
when looking at estimated true equating, and only tend to do well in the context of the 
3PLM/1PLM misfit condition when looking at IRT true score equating. It is because the 
FCIP methods are the only methods that exhibit both negative and positive bias that the 
marginal means for bias are lower than the other scaling methods. 
In the context of RMSE there was one significant interaction effect between scaling 
method and equating method, but as mentioned above in section 5.1.1, within this interaction 
effect, estimated true equating outperformed IRT true equating under every condition. Also, 
this significant interaction did not reveal a scaling method that performed significantly better 
than any other with regard to either equating method. 
The decision accuracy results indicate a significant interaction effect between scaling 
and misfit, as well as a significant main effect due to scaling method. Both in the presence ot 
the interaction effect, and within the main effect results, FCIP1 results in higher decision 
accuracy than any of the other scaling methods. When the marginal means are examined in 
the context of the interaction effect, it is seen that the greatest difference between FCIP1 and 
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the worst performing scaling method is still only 0.017 on the decision accuracy proportion 
metric, which has a scale of [0, 1], and in many cases, the difference is less than 0.01. 
Previous research has not investigated these scaling methods in the context of their 
contribution to an equating method that transforms observed scores. The research has 
investigated these scaling methods when used as equating methods, in the context where 
placing theta estimates on the same scale is the whole of equating. In these studies, the 
differences in the scaling methods are more pronounced. For example, FCIP1 has been 
shown to perform poorly in the context of differing examinee ability distributions, and FCIP2 
has been shown as an improvement over FCIP1. This finding was not found to be true once 
the scores of interest were on the discrete observed score metric, rather than the continuous 
theta metric. 
5.2 Limitations of the Study 
Since this was a simulation study, extending the findings to conditions beyond those 
directly investigated should not be undertaken, and extending the results to real testing 
situations should be done with extreme caution. Though care was taken to simulate realistic 
response data, not every possible condition that can arise in an operational testing program 
could be considered. Additionally, the simulation of more realistic item responses with the 
3PLM MIRT model was not investigated as a source of data for calibration with the 1PLM. 
This further limits the conclusions that can be drawn about the performance of these methods 
when used with the 1PLM. 
Another limitation of this study is that only the results of one year of equating is 
examined. Though the lower error rates of estimated true equating did not yield higher 
decision accuracy, it remains unclear if the bias and RMSE will accumulate over time, 
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resulting in the eventual decline in decision accuracy for IRT true score equating compared 
with estimated true equating. Also, by examining a multi-year equating chain, the 
compounding error could reveal that there may be a preferred scaling method for each of the 
equating methods. 
Only one other equating method was considered. Other IRT based equating methods 
or popular classical equating methods were not included as part of the evaluation. Also, there 
was no threat to the integrity of the test or, more importantly, to the anchor test. The impact 
of differential item functioning (DIF), parameter drift, cheating, or carelessness, especially 
when these threats impact anchor items, was not considered. It would be very useful to 
investigate the robustness that these methods have to these type of threats. 
Another important limitation is that the study only investigated dichotomous items. 
Including polytomous items, as is common in the mixed-format testing being used in 
statewide testing programs for primary and secondary schools was not included. 
Additionally, the misfit condition with 3PLM MIRT generated data, and 1PLM calibration 
was not investigated. This condition would be of interest since the data simulation would be 
fairly realistic, and the 1PLM is a popular model in operational testing programs. 
5.3 Directions for Further Research 
Very little is currently known about estimated true equating. The method is new, and 
little research has been performed to evaluate its performance, especially compared to other 
IRT equating methods. Extending the study to include other IRT equating methods, or 
popular classical methods would provide broader scope of its performance. 
By extending the study to incorporate a multi-year equating chain, a deeper 
understanding of the impact of the error could be obtained. If the effects of error, in the form 
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of bias and RMSE, are cumulative, then estimated true scoring should emerge as a superior 
method when considering a multi-year scenario. If the impact of this error does not result in 
cumulative equating error, this too would be of great interest, as IRT true score equating is 
far less complex in its implementation. 
The study could also be extended to include more realistic modeling of examinee 
distributions, especially with populations that become both more capable as well as more 
negatively skewed each year, as is the intention of the No Child Left Behind legislation. As 
well as generating 3PL MIRT based responses and calibrating them with the 1PLM. 
An investigation using item parameters and dimensionality analyses from different 
types of tests could be utilized to further strengthen the generalizability of the results. 
Investigating the impact of content representation, DIF, parameter drift, cheating, and 
carelessness, both within and outside of the anchor test, are conditions worthy of attention. 
Extending the simulated test forms to include polytomously scored performance items, or 
reducing the number of cut scores to only one to simulate mastery or credentialing exams 
would be of additional interest. 
When the score of interest is theta instead of an equated observed score, the scaling 
methods serve as the equating methods. Since it is known that these study conditions impact 
the recovery of theta in simulation results, and it appears that within the context of the 
equating methods, these differences are mitigated by the quantizing of the scores to the 
integer values on the observed score metric, it would be interesting to have a direct 
comparison of the scaling methods when used to generate equated theta values with the 
equating methods when implementing the same scaling method. 
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5.4 Conclusion 
It is clear from even a cursory inspection of the bias and RMSE graphs that estimated 
true equating shows tremendous promise with the dramatically lower bias and RMSE values 
when compared to IRT true score equating. However, this promise does not bear out when 
looking at examinee classification. Despite the lack of significant gains in the area of 
decision accuracy, this new equating method shows promise in its reduction of error 
attributable to the equating functions themselves, and therefore deserves further scrutiny. It is 
also important to note that different testing programs have different testing purposes, and the 
purpose of the test may determine the most important evaluation criteria. For a K-12 test 
designed to comply with NCLB, decision accuracy would be more important than bias or 
RMSE, since the student classification is more important than the actual student score. For an 
admissions test, the individuals actual score is the end goal, and as such, bias and RMSE take 
on a greater importance. 
The results also fail to indicate a clear choice for a scaling method for use with either 
equating method. Practitioners still must do their best to rely on the growing body of 
evidence, and consider the nature of their own testing programs, and the abilities of their 
examinee population when choosing a scaling method. 
It is premature to consider using estimated true equating in an operational setting. 
More research is needed, and a clear benefit must be shown to warrant both the additional 
complexity in operationalizing the method, as well as the policy implications ot 
implementing a result where two examinees with the same number correct may receive 
differing scale scores, or more dramatically, differing performance classifications. 
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ADDITIONAL TABLES AND FIGURES. 
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Table A.l. 3PL Generating Parameters 
Parameter 
a b c 
0.973 -1.321 0.139 
0.724 -1.054 0.175 
1.004 -0.915 0.091 
0.703 -0.743 0.162 
1.197 -0.559 0.261 
1.495 -0.401 0.202 
1.123 -0.161 0.032 
0.885 -0.017 0.145 
0.905 0.146 0.111 
0.956 0.954 0.210 
0.894 -2.178 0.200 
0.990 -1.185 0.022 
0.726 -1.032 0.046 
0.738 -0.898 0.045 
0.889 -0.734 0.151 
0.989 -0.509 0.049 
1.038 -0.340 0.014 
0.743 -0.156 0.121 
1.064 -0.006 0.085 
Scoring Items 1.048 0.667 
0.248 
-2.113 
0.243 
0.044 
0.812 -1.123 0.074 
0.968 -1.022 0.028 
1.310 -0.840 0.111 
0.831 -0.693 0.214 
1.022 -0.496 0.172 
0.903 -0.314 0.184 
1.276 -0.083 0.150 
1.111 0.065 0.151 
1.344 0.339 0.195 
0.987 -1.722 0.041 
1.248 -1.056 0.114 
1.224 -0.933 0.182 
0.957 -0.804 0.055 
0.744 -0.606 0.198 
0.800 -0.431 0.154 
1.360 -0.192 0.154 
1.256 -0.044 0.146 
0.988 0.145 0.184 
1.451 0.898 0.214 
0.855 -1.832 0.101 
0.935 -1.058 0.108 
0.691 -1.000 0.082 
Linking Items for 
Short and Long 
Anchor 
0.799 -0.809 0.290 
0.898 
0.897 
-0.640 
-0.431 
0.154 
0.190 
1.033 -0.261 0.120 
0.758 -0.049 0.191 
0.844 0.135 0.243 
0.936 0.528 0.195 
0.832 -2.089 0.200 
1.124 -1.099 0.113 
1.044 -1.017 0.101 
1.297 -0.839 0.277 
Linking Items for 1.061 -0.675 0.021 
Long Anchor 0.670 -0.471 0.029 
0.924 -0.277 0.189 
0.912 -0.069 0.291 
0.914 0.109 0.144 
1.644 0.508 0.172 
92 
Table A.2. 3PL MIRT Generating Parameters 
Parameter 
Guessinq Intercept Slope 1 Slope 2 Slope 3 Slope 4 Slope 5 Slope 6 Slope 7 Slope 8 Slope 9 Slope 10 
0.101 1.666 0.869 0.182 0.024 0.144 -0.034 0.053 0.079 -0.365 -0.260 -0.007 
0.108 0.886 0.811 0.051 0.069 0.024 
-0.020 -0.036 0.059 -0.015 -0.009 -0.057 
0.082 0.653 0.650 0.121 0.116 -0.232 0.018 0.020 0.060 0.045 -0.028 -0.013 
0.290 0.588 0.702 0.000 0.000 0.168 0.085 
-0.019 -0.231 0.010 0.115 0.000 
0.154 0.510 0.814 -0.044 -0.079 0.187 0.105 -0.065 0.021 0.087 -0.213 0.160 
0.190 0.301 0.778 -0.096 -0.052 0.178 0.000 0.000 0.000 0.000 0.000 0.000 
0.120 0.187 0.961 -0.051 0.067 0.004 0.159 0.028 0.061 0.056 0.000 0.000 
0.191 -0.045 0.649 0.038 -0.049 0.070 0.006 -0.065 0.066 0.060 -0.186 0.072 
0.243 -0.120 0.847 0.017 -0.023 0.023 0.025 -0.083 -0.033 0.087 -0.120 -0.033 
0.195 -0.577 0.790 -0.139 0.140 0.036 0.012 -0.044 0.039 -0.034 0.042 0.200 
0.200 1.722 0.763 0.188 -0.026 0.187 -0.046 0.065 0.015 -0.269 0.000 0.000 
0.113 1.117 0.986 0.069 0.050 -0.035 -0.001 -0.001 0.053 0.085 -0.179 -0.021 
0.101 1.018 0.978 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.277 1.190 1.380 0.015 0.033 0.068 -0.093 0.029 -0.024 0.372 
-0.325 0.228 
0.021 0.625 0.973 0.026 0.014 0.026 0.072 0.037 0.090 0.000 0.000 0.000 
0.029 0.256 0.608 -0.038 -0.077 0.143 0.096 -0.051 0.070 0.068 -0.239 0.149 
0.189 0.252 0.916 -0.080 0.033 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.291 -0.012 0.827 -0.102 0.070 -0.043 0.127 0.036 0.070 0.060 0.084 -0.021 
0.144 
-0.185 0.871 0.035 0.085 0.030 0.188 0.079 0.033 0.089 0.069 0.059 
Scoring Items 0.172 -0.895 1.717 -0.263 0.070 -0.120 0.171 0.024 0.139 0.073 0.213 -0.040 0.139 1.166 0.822 -0.099 -0.059 0.148 0.075 0.000 0.000 0.000 0.000 0.000 
0.175 0.816 0.754 0.083 0.058 0.143 -0.038 0.063 -0.011 0.070 0.024 -0.585 
0.091 0.826 0.885 -0.041 0.057 0.020 0.041 -0.012 0.071 0.014 -0.082 -0.106 
0.162 1.107 1.477 0.199 0.670 0.402 -0.532 -1.706 0.516 -0.472 0.452 0.074 
0.261 0.770 1.421 -0.117 -0.034 -0.017 -0.927 0.073 0.000 0.000 0.000 0.000 
0.202 0.585 1.436 -0.167 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.032 0.174 1.124 -0.024 0.009 0.056 -0.113 0.021 -0.012 0.093 0.106 0.051 
0.145 -0.064 0.793 -0.184 0.083 -0.047 -0.192 -0.075 -0.072 -0.069 -0.005 -0.026 
0.111 -0.138 0.906 0.027 0.034 0.034 0.015 0.000 0.000 0.000 0.000 0.000 
0.210 -0.922 0.941 -0.090 -0.056 -0.063 0.055 -0.047 -0.040 -0.031 -0.070 -0.009 
0.200 1.701 0.666 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.022 1.107 0.871 -0.067 0.012 0.015 -0.031 -0.054 0.112 0.018 -0.218 -0.268 
0.046 1.489 1.370 -0.083 0.051 0.059 0.170 -0.127 0.754 -1.743 0.103 0.151 
0.045 0.616 0.668 -0.090 -0.098 0.232 0.176 -0.005 0.046 0.100 0.000 0.000 
0.151 0.578 0.781 -0.046 0.072 -0.080 0.031 -0.034 0.073 -0.011 -0.080 -0.076 
0.049 0.418 0.872 -0.154 0.063 0.001 -0.027 -0.057 0.064 -0.052 -0.001 -0.099 
0.014 0.343 1.016 0.041 -0.013 -0.003 -0.053 -0.025 -0.046 0.085 -0.053 0.022 
0.121 0.254 1.434 -0.065 0.040 0.034 0.182 -0.188 -1.619 -0.158 0.060 0.153 
0.085 -0.086 0.961 -0.040 0.041 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.243 -0.290 1.148 -0.007 0.028 0.068 -0.002 0.024 0.002 0.415 -0.222 0.206 
0.044 2.492 1.053 0.133 -0.433 0.171 0.492 0.392 0.548 -1.311 0.059 -0.057 
0.074 0.843 0.709 0.006 -0.108 0.191 0.065 -0.031 0.033 0.101 -0.052 -0.036 
0.028 0.896 0.858 0.008 0.045 0.009 0.061 -0.005 0.082 0.014 -0.018 -0.053 
Linking Items for 
Short and Long 
Anchor 
0.111 2.023 2.327 -0.420 0.204 0.024 -1.588 -0.124 -0.714 -0.319 0.007 0.046 
0.214 0.497 0.718 -0.012 -0.006 0.176 0.075 -0.028 -0.001 0.040 -0.075 -0.017 
0.172 0.422 0.916 -0.054 0.034 0.035 0.046 -0.023 0.111 0.034 -0.078 -0.066 
0.184 0.284 0.908 0.099 0.023 0.002 0.083 -0.003 -0.003 0.002 -0.059 -0.064 
0.150 0.111 1.341 -0.264 -0.011 -0.165 0.069 0.045 0.103 -0.082 0.159 0.000 
0.151 -0.191 1.032 0.075 0.027 0.063 0.089 -0.018 -0.439 0.000 0.000 0.000 
0.195 -0.519 1.522 -0.224 0.133 -0.082 0.309 0.065 0.183 -0.229 0.050 0.148 
0.041 1.522 0.805 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.114 1.222 1.098 -0.061 0.018 -0.004 -0.055 -0.043 0.108 -0.029 -0.276 -0.256 
0.182 0.988 1.045 0.008 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.055 0.765 0.948 0.043 0.010 0.090 -0.066 0.012 0.038 -0.088 0.011 0.061 
Linking Items for 0.198 0.490 0.808 -0.099 0.088 -0.011 -0.051 -0.059 0.004 -0.022 -0.710 0.268 
Long Anchor 0.154 0.282 0.736 -0.010 0.043 0.012 0.116 0.047 0.029 0.033 -0.024 0.027 
0.154 0.256 1.324 -0.093 -0.014 -0.009 -0.102 -0.001 -0.042 0.191 -0.003 -0.064 
0.146 -0.050 1.122 -0.198 0.121 0.010 -0.058 0.009 -0.006 0.005 0.039 0.000 
0.184 -0.150 0.987 0.034 0.014 0.036 0.000 0.000 0.000 0.000 0.000 0.000 
0.214 -1.431 1.244 -0.116 0.264 0.016 0.226 0.072 0.092 0.139 0.103 0.385 
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Table A.3. Covariance Matrix of Examinee Ability Population for MIRT-Based Response 
Generation 
10x10 Dimensions 
Dimension 1 2 3 4 5 6 7 8 9 10 
1 1 0.064 -0.035 -0.035 0.014 0.02 0.007 0.003 0.03 0.033 
2 0.064 0.26 0.003 -0.015 -0.023 0.015 0.001 0.021 0.01 -0.004 
3 -0.035 0.003 0.256 0.007 -0.017 0.003 -0.001 0.006 0.007 -0.011 
4 -0.035 -0.015 0.007 0.248 -0.013 -0.008 -0.006 0.011 0.003 -0.016 
5 0.014 -0.023 -0.017 -0.013 0.228 -0.007 0.002 0.035 -0.011 -0.014 
6 0.02 0.015 0.003 -0.008 -0.007 0.228 -0.004 0.003 -0.014 0.009 
7 0.007 0.001 -0.001 -0.006 0.002 -0.004 0.185 0.002 0.001 -0.005 
8 0.003 0.021 0.006 0.011 0.035 0.003 0.002 0.157 0.051 0.005 
9 0.03 0.01 0.007 0.003 -0.011 -0.014 0.001 0.051 0.086 0.013 
10 0.033 -0.004 -0.011 -0.016 -0.014 0.009 -0.005 0.005 0.013 0.118 
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Table A.4. Bias of the Equating Functions 
Estimated True Equating 
Generation/ 
Calibration 
Anchor 
Lenqth 
Year 2 
Distribution FCIP1 FCIP2 Haebara Mean/Mean Mean/Siqma 
Stocking 
& Lord 
equivalent 0.003 -0.001 -0.001 -0.001 0.003 -0.001 
Long mean shift -0.004 0.001 -0.001 -0.004 -0.002 -0.002 
*3DI /*}DI skewed -0.010 0.005 0.005 -0.005 -0.004 0.000 
equivalent 0.000 -0.001 -0.001 0.002 -0.003 -0.002 
Short mean shift -0.003 0.001 0.000 -0.005 0.008 -0.001 
skewed 0.001 0.002 0.001 0.001 -0.002 0.001 
equivalent -0.080 -0.091 -0.003 -0.001 0.000 0.003 
Long mean shift -0.097 -0.106 0.002 -0.001 0.000 -0.003 
■^Pl /1 PI skewed -0.072 -0.079 0.000 0.001 0.002 -0.002 
equivalent -0.087 -0.099 0.000 -0.002 -0.002 -0.002 
Short mean shift -0.133 -0.120 0.000 0.000 0.008 0.002 
skewed -0.109 -0.090 0.002 0.000 0.005 -0.001 
equivalent -0.010 -0.013 -0.013 -0.003 0.005 -0.010 
Long mean shift -0.008 -0.002 0.000 0.000 0.002 0.004 
3PL MIRT/ skewed 0.003 -0.006 -0.005 -0.003 0.005 -0.002 
3PL equivalent 0.000 -0.003 0.000 -0.012 0.010 -0.010 
Short mean shift -0.010 -0.008 -0.001 -0.002 0.006 0.000 
skewed 0.010 0.008 0.000 -0.011 -0.001 0.001 
IRT True Score Equating 
Generation/ 
Calibration 
Anchor 
Lenqth 
Year 2 
Distribution FCIP1 FCIP2 Haebara Mean/Mean Mean/Siqma 
Stocking 
& Lord 
equivalent 0.480 0.495 0.507 0.534 0.505 0.472 
Long mean shift 0.752 0.550 0.535 0.556 0.485 0.534 
skewed 0.697 0.437 0.459 0.427 0.503 0.423 jrL/ JrL 
equivalent 0.516 0.512 0.518 0.479 0.494 0.524 
Short mean shift 0.451 0.458 0.441 0.445 0.489 0.446 
skewed 0.499 0.500 0.483 0.436 0.489 0.479 
equivalent 0.193 0.287 0.511 0.507 0.483 0.503 
Long mean shift 0.200 0.083 0.839 0.654 0.750 0.812 
skewed 0.261 0.074 0.841 0.583 0.801 0.784 
orL/ lrL 
equivalent 0.174 0.302 0.516 0.527 0.469 0.516 
Short mean shift 0.394 0.102 0.823 0.688 0.662 0.798 
skewed 0.466 0.079 0.815 0.749 0.643 0.816 
equivalent 0.507 0.497 0.522 0.480 0.480 0.500 
Long mean shift 0.486 0.510 0.493 0.468 0.441 0.505 
3PL MIRT/ skewed 0.518 0.510 0.472 0.470 0.482 0.501 
3PL equivalent 0.506 0.473 0.496 0.475 0.496 0.459 
Short mean shift 0.511 0.480 0.498 0.528 0.468 0.487 
skewed 0.499 0.463 0.462 0.469 0.499 0.472 
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Table A.5. RMSE of the Equating Functions 
Estimated True Equating 
Generation/ 
Calibration 
Anchor 
Lenqth 
Year 2 
Distribution FCIP1 FCIP2 Haebara Mean/Mean Mean/Siqma 
Stocking 
& Lord 
equivalent 0.297 0.298 0.294 0.269 0.303 0.300 
Long mean shift 0.192 0.303 0.299 0.279 0.325 0.307 
TPI /*3PI skewed 0.214 0.299 0.315 0.267 0.313 0.305 
equivalent 0.279 0.284 0.284 0.288 0.347 0.281 
Short mean shift 0.226 0.307 0.308 0.286 0.354 0.297 
skewed 0.291 0.300 0.310 0.296 0.357 0.305 
equivalent 0.529 0.540 0.247 0.175 0.274 0.209 
Long mean shift 0.533 0.521 0.228 0.215 0.238 0.222 
"3pi / 1 D| skewed 0.497 0.483 0.250 0.228 0.269 0.238 
equivalent 0.526 0.549 0.253 0.239 0.307 0.235 
Short mean shift 0.521 0.531 0.218 0.207 0.247 0.191 
skewed 0.470 0.498 0.227 0.220 0.258 0.225 
equivalent 0.308 0.305 0.324 0.239 0.327 0.335 
Long mean shift 0.329 0.314 0.316 0.254 0.333 0.320 
3PL MIRT/ skewed 0.311 0.319 0.296 0.254 0.325 0.304 
3PL equivalent 0.301 0.287 0.325 0.280 0.378 0.326 
Short mean shift 0.300 0.320 0.312 0.283 0.361 0.316 
skewed 0.325 0.318 0.287 0.298 0.387 0.277 
IRT True Score Equating 
Generation/ 
Calibration 
Anchor 
Lenqth 
Year 2 
Distribution FCIP1 FCIP2 Haebara Mean/Mean Mean/Sigma 
Stocking 
& Lord 
equivalent 0.695 0.705 0.714 0.733 0.716 0.689 
Long mean shift 0.868 0.742 0.733 0.747 0.705 0.732 
skewed 0.836 0.661 0.678 0.654 0.714 0.651 
equivalent 0.721 0.716 0.721 0.696 0.722 0.725 
Short mean shift 0.672 0.677 0.665 0.669 0.715 0.669 
skewed 0.710 0.707 0.697 0.663 0.714 0.693 
equivalent 0.821 0.890 0.724 0.718 0.705 0.715 
Long mean shift 0.739 0.684 0.923 0.813 0.871 0.907 
skewed 0.722 0.605 0.926 0.773 0.907 0.896 
DrL/ lrL 
equivalent 0.810 0.906 0.736 0.752 0.710 0.735 
Short mean shift 0.866 0.715 0.909 0.833 0.817 0.894 
skewed 0.846 0.614 0.913 0.876 0.810 0.914 
equivalent 0.714 0.707 0.724 0.694 0.700 0.708 
Long mean shift 0.700 0.715 0.704 0.685 0.674 0.713 
3PL MIRT/ skewed 0.722 0.715 0.690 0.687 0.705 0.710 
3PL equivalent 0.715 0.688 0.707 0.691 0.722 0.680 
Short mean shift 0.718 0.695 0.709 0.729 0.701 0.701 
skewed 0.710 0.682 0.682 0.688 0.732 0.689 
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Table A.6. Decision Accuracy 
Estimated True Equating 
Generation/ 
Calibration 
Anchor 
Lenqth 
Year 2 
Distribution FCIP1 FCIP2 Haebara Mean/Mean Mean/Siqma 
Stocking 
& Lord 
equivalent 0.759 0.761 0.761 0.762 0.761 0.760 
Long mean shift 0.791 0.775 0.774 0.774 0.772 0.774 
skewed 0.790 0.770 0.769 0.764 0.767 0.768 
equivalent 0.761 0.762 0.762 0.759 0.759 0.763 
Short mean shift 0.793 0.772 0.771 0.770 0.769 0.771 
skewed 0.793 0.773 0.772 0.765 0.762 0.771 
equivalent 0.759 0.759 0.761 0.761 0.759 0.761 
Long mean shift 0.783 0.770 0.786 0.779 0.785 0.784 
skewed 0.784 0.769 0.786 0.776 0.786 0.783 
equivalent 0.760 0.760 0.762 0.763 0.761 0.763 
Short mean shift 0.795 0.772 0.788 0.782 0.786 0.787 
skewed 0.800 0.773 0.788 0.785 0.786 0.788 
equivalent 0.819 0.819 0.819 0.819 0.817 0.819 
Long mean shift 0.812 0.812 0.812 0.812 0.811 0.812 
3PL MIRT/ skewed 0.807 0.807 0.808 0.808 0.803 0.808 
3PL equivalent 0.819 0.820 0.819 0.817 0.812 0.819 
Short mean shift 0.810 0.811 0.811 0.808 0.804 0.811 
skewed 0.809 0.810 0.809 0.805 0.797 0.809 
IRT True Score Equating 
Generation/ 
Calibration 
Anchor 
Lenqth 
Year 2 
Distribution FCIP1 FCIP2 Haebara Mean/Mean Mean/Siqma 
Stocking 
& Lord 
equivalent 0.738 0.738 0.738 0.738 0.735 0.738 
Long mean shift 0.760 0.753 0.753 0.753 0.751 0.753 
skewed 0.763 0.754 0.753 0.746 0.743 0.752 
oPL/ JPL 
equivalent 0.739 0.738 0.739 0.737 0.733 0.739 
Short mean shift 0.777 0.754 0.753 0.750 0.747 0.753 
skewed 0.779 0.753 0.752 0.745 0.738 0.751 
equivalent 0.744 0.727 0.738 0.738 0.738 0.738 
Long mean shift 0.769 0.759 0.752 0.752 0.756 0.752 
skewed 0.769 0.763 0.753 0.753 0.755 0.753 3 PL/1 PL 
equivalent 0.742 0.722 0.739 0.739 0.740 0.739 
Short mean shift 0.781 0.755 0.755 0.754 0.762 0.755 
skewed 0.780 0.761 0.755 0.755 0.762 0.755 
equivalent 0.823 0.823 0.823 0.821 0.819 0.823 
Long mean shift 0.822 0.822 0.823 0.820 0.814 0.822 
3PL MIRT/ skewed 0.818 0.818 0.818 0.816 0.809 0.818 
3PL equivalent 0.823 0.824 0.824 0.819 0.814 0.824 
Short mean shift 0.819 0.820 0.820 0.816 0.810 0.820 
skewed 0.818 0.819 0.818 0.812 0.802 0.818 
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3PL Generation, 3PL Calibration, Long Anchor Test 
3PL MIRT Generation, 3PL Calibration, Long Anchor Test 
EO TO El T1 E2 T2 
■ FCIP1 ■ FCIP2 m H ■ MM □ MS □ SL 
Key: 
EO: Estimated True Equating, equal ability distributions 
El: Estimated True Equating, mean shifted ability distribution 
E2: Estimated True Equating, mean shifted and skewed ability distribution 
TO: IRTTrue Score Equating, equal ability distributions 
T1: IRTTrue Score Equating, mean shifted ability distribution 
T2: IRTTrue Score Equating, mean shifted and skewed ability distribution 
Figure A.l. Bias of the Equating Functions-Long Anchor Test 
98 
3PL Generation, 3PL Calibration, Short Anchor Test 
3PL MIRT Generation, 3PL Calibration, Short Anchor Test 
■ FCIP1 ■ FCIP2 EH H H MM El MS □ SL 
Key: 
EO: Estimated True Equating, equal ability distributions 
El: Estimated True Equating, mean shifted ability distribution 
E2: Estimated True Equating, mean shifted and skewed ability distribution 
TO: IRT True Score Equating, equal ability distributions 
T1: IRT True Score Equating, mean shifted ability distribution 
T2: IRT True Score Equating, mean shifted and skewed ability distribution 
Figure A.2. Bias of the Equating Functions-Short Anchor Test 
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■ FCIP1 ■ FCIP2 m H ■ MM □ MS □ SL 
Key: 
EO: Estimated True Equating, equal ability distributions 
El: Estimated True Equating, mean shifted ability distribution 
E2: Estimated True Equating, mean shifted and skewed ability distribution 
TO: IRTTrue Score Equating, equal ability distributions 
T1: IRT True Score Equating, mean shifted ability distribution 
T2: IRT True Score Equating, mean shifted and skewed ability distribution 
Figure A.3. RMSE of the Equating Functions-Long Anchor Test 
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3PL Generation, 3PL Calibration, Short Anchor Test 
CM 
3PL Generation, 1 PL Calibration, Short Anchor Test 
CM 
3PL MIRT Generation, 3PL Calibration, Short Anchor Test 
CM 
00 
EO TO ' El T1 E2 T2 
■ FCIP1 ■ FCIP2 ■ H M MM i MS □ Si- 
Key: 
EO: Estimated True Equating, equal ability distributions 
El: Estimated True Equating, mean shifted ability distribution 
E2: Estimated True Equating, mean shifted and skewed ability distribution 
TO: IRT True Score Equating, equal ability distributions 
T1: IRT True Score Equating, mean shifted ability distribution 
T2: IRT True Score Equating, mean shifted and skewed ability distribution 
Figure A.4. RMSE of the Equating Functions-Short Anchor Test 
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3PL Generation, 3PL Calibration, Long Anchor Test 
3PL MIRT Generation, 3PL Calibration, Long Anchor Test 
EO TO El T1 E2 T2 
■ FCIP1 ■ FCIP2 m H ■ MM □ MS □ SL 
Key: 
EO: Estimated True Equating, equal ability distributions 
El: Estimated True Equating, mean shifted ability distribution 
E2: Estimated True Equating, mean shifted and skewed ability distribution 
TO: IRTTrue Score Equating, equal ability distributions 
T1: IRTTrue Score Equating, mean shifted ability distribution 
T2: IRT True Score Equating, mean shifted and skewed ability distribution 
Figure A.5 Decision Accuracy-Long Anchor Test 
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3PL Generation, 3PL Calibration, Short Anchor Test 
3PL Generation, 1PL Calibration, Short Anchor Test 
3PL MIRT Generation, 3PL Calibration, Short Anchor Test 
■ FCIP1 ■ FCIP2 E3 H S MM □ MS □ SL 
Key: 
EO: Estimated True Equating, equal ability distributions 
El: Estimated True Equating, mean shifted ability distribution 
E2: Estimated True Equating, mean shifted and skewed ability distribution 
TO: IRTTrue Score Equating, equal ability distributions 
T1: IRTTrue Score Equating, mean shifted ability distribution 
T2: IRTTrue Score Equating, mean shifted and skewed ability distribution 
Figure A.6. Decision Accuracy-Short Anchor Test 
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