In this paper we consider weighted least squares approximation by orthogonal polynomials with a regularization term on [−1, 1]. The models are better than classical least squares even most regularized least squares due to their lead to closed-form solutions. The closed-form solution for models with 2−regularization term derive the closed-form expression of the Lebesgue constant for such an approximation. Moreover, we give bounds for the number of nonzero elements of the solution for models with 1−regularization term, which shows the sparsity of the solution.
Introduction
Least squares is a significant but classical portion of numerical approximation. To avoid overfitting, regularization terms are introduced into least squares. In application, regularized least squares can be used for real-world problem, such as image/signal processing, machine learning and data analysis. However, in most cases the solutions for regularized least squares problem cannot be closed-form. In this paper, we shall consider a class of polynomial approximation on the interval [−1, 1] arising as minimizers of weighted regularized discrete least squares problem with 2 − or 1 −regularization terms based on orthogonal polynomials, which leads to closed-form solutions.
We shall first consider the weighted discrete 2 −regularized least squares problem with the form
where f is a given continuous function with values (possibly noisy) given at N + 1 points 1] ; P L ={polynomials of degree at most L} shall be deemed as a linear space of polynomials of degree≤L; w = [ω 0 , ω 1 , . . . , ω N ]
T is the weight vector; R L : P L → P L , the regularization operator, is a linear operator which can be chosen in different ways; and λ > 0 is a parameter.
To reduce (1.1) to a linear system, we choose a basis for P L , which consists of a class of orthogonal polynomials:
Φ (x), = 0, 1, . . . , L.
The orthogonality is with respect to the L 2 inner product (f, g) L2 := where dω(x) = ω(x)dx with ω(x) > 0. The inner product induces the norm f L2 := (f, f ) L2 . Then for arbitrary p ∈ P L , there exists a unique vector β = (β ) ∈ R L+1 such that
Given a continuous function f defined on [−1, 1]. Let f := f (X N +1 ) be the column vector
and let A L := A L (X N +1 ) ∈ R (N +1)×(L+1) be a matrix of orthogonal polynomials evaluated at the points of χ N +1 , with elements
, then the problem (1.1) shall be induced into the following discrete regularized least squares problem
where
Thus R L is determined by the diagonal elements of M L and the choice of the points X N +1 . In addition, sometimes we shall choose R L in practice which cannot be written as the product of A L and M L . We shall consider the case that R L directly acts on β, i.e., R L β = M L β. We shall then discuss the weighted discrete 1 −regularized least squares problem with the form
It is easy to see that the coincident normal equation of (1.4) is in a similar way given by
Note that there exist both · 2 and · 1 in the above expression. We call the problem (1.5) an 2 − 1 regularized least squares problem for distinction. We still consider the case that the regularization operator directly acts on the solution β, i.e., R L β = M L β. Then we shall study on the models themselves. The Lebesgue constant shall be used in measuring the sensitivity of the approximation to errors in noisy data, and we shall give the closed-form solution of the Lebesgue constant for 2 − 2 model. Next we consider is the sparsity of 2 − 1 model. The solution is sparse, and the number of nonzero elements in the solution can be bounded by
We shall also conduct numerical results to illustrate the theoretical results derived from above and test the efficiency of the 2 − 2 and 2 − 1 weighted regularized models and the in approximating functions with exact data and reducing noise. This paper is organized as follows. In the next section, we shall consider the solutions of 2 Weighted regularized least squares approximation and its solution
The problem (1.3) is a convex unconstrained optimization problem. When we consider the case that R L directly acts on β, i.e., R L β = M L β, its solution set coincides with the solution set of the normal equation
is the basis for P L . Let X N +1 = {x 0 , x 1 , . . . , x N } be zero set of Φ N +1 and w be the vector of weights satisfying
Proof. Note that when X N +1 is the zero set of
where δ , is the Kronecker delta.
Proposition 2.2
The solution of the weighted 2 −regularized problem (1.3) has a closedform expression
and the minimizer of problem
. . , µ L } is diagonal, the expression (2.2) holds. The expression of minimizer (2.3) follows from (2.2).
Weighted 1 −regularized least squares
The problem (1.5) converts to
. Let L > 0 be given, and let
is the soft threshold operator defined by
Proof. Since H L is non-singular, (2.4) is a strictly convex problem with a unique solution satisfying
, where ∂(·) denotes as the subgradient. Since H L = I L and M L are both diagonal, β is the solution if and only if 0 ∈ 2β − 2α + λµ ∂|β |, and −1 ≤ ∂|β | ≤ 1. We denote β * as the best solution, then
We shall discuss this in different situations:
2. When 2α < −λµ , then 2α + λµ ∂|β * |) < 0, thus β * < 0. This leads to ∂|β
3. When −λµ ≤ 2α ≤ λµ , β * > 0 leads to ∂|β | = 1, and then β * ≤ 0; β * < 0 leads to ∂|β | = −1, and then β * ≥ 0. Thus
From the above, the expression
is obtained.
Unweighted regularized least squares
The pivotal distinction between weighted regularized least squares and unweighted ones, such as min
A L in nonweighted regularized models becomes diagonal in very limited cases. For example, the choice of Chebyshev polynomials of the first kind as the basis for
where the prime means the upper left element of I L should be changed to 2. This is because Gauss-Chebyshev (of the first kind) quadrature is the only Gauss quadrature rule that has equal weights [3] , say π/ N + 1, on N + 1 Chebyshev points of the first kind . And then for
This cannot leads to closedform solution of (1.3) and (2.4), like (2.2) and (2.5).
Analysis on weighted regularized least squares
In this section, we analyze on 2 − and 1 −regularized models with the Lebesgue constant and sparsity respectively.
Quality of weighted 2 −regularized least squares
Inspired by [1] the discuss on Quality of weighted 2 −regularized least squares on the sphere, we give the quality of weighted 2 −regularized least squares on [-1,1] using orthogonal polynomials. Consider an approximation operator U L :
Then the weighted regularized least squares problem shall be written as follows
is explicitly given by Proposition 2.2. We shall first indicate that the operator norm of U L is the Lebesgue constant of the approximation (3.1). This is because the norm of U L shall be expressed as
which is the definition of the Lebesgue constant (see [4] ). If f is replaced by a noisy function f δ and then p L,N +1 shall be replaced by p
Thus one use of the Lebesgue constant is to measure the sensitivity of the approximation to errors in data (noise).
The following consequence of (3.2) will be useful. In Proposition 3.1 by µ ≥ µ we mean µ ≥ µ for = 0, 1, . . . , L.
Proposition 3.1 Let U L (X N +1 , µ) be the linear operator defined by (3.1) with the minimizer of the weighted 2 −regularized problem. Then the Lebesgue constant of U L (X N +1 , µ) is given by
and hence
Let x 0 ∈ [−1, 1] achieves the maximum in (3.5), i.e.,
Thus the inequality (3.5) becomes an equality for f = f * , proving (3.3). The inequality (3.4) follows from (3.3). Example. Consider
Setting L = 30, N = 30 and λ = 10 −0.5 . Table ( 1) shows a part of the results of weighted 2 − 2 regularized model to verify the inequality (3.1) that one use of the Lebesgue constant is to measure the sensitivity of the approximation to errors in data. According to (3.3), U L ∞ = 39.0800. Thus we can check whether the inequality (3.1) holds.
Figure (1) illustrates the Lebesgue constant of weighted 2 − 1 regularized least squares approximation is in computed well condition, lying between L 2 and L 1/2 and close to L. Nonlinear data fitting after L = 10 estimates the growth of the Lebesgue constant as 1.85L 0.9 .
Sparsity of weighted 1 −regularized least squares
Consider the sparsity of the solution β of
where M * L is a diagonal matrix with elements µ's.
T be the solution of (3.6). If β i · β j > 0, then there exists a constant κ > 0 such that
and hold, where δ ij is the Kronecker delta. Furthermore, the number of nonzero elements of β,
9)
where σ 1 is the largest singular value of A L . The constant κ is
Proof. We divide our proof in four steps. First, we need to estimate |β i ± β j |. Inspired by the method in Section 4.3 in [2] , we give the estimation of |β i − β j |. For (3.6), taking the first derivative with respect to β leads to
then for arbitrary i and j, we have
By the assumption that β i · β j > 0, both ∂µ|β i | and ∂µ|β j | contain only one element which are equal. Thus the "∈" in (3.11) and (3.12) can be replaced by "=". Subtracting (3.11) from (3.12) gives 
where δ ij is the Kronecker delta, we give the estimation of |β i − β j |. Analogously, the addition of (3.11) and (3.12) leads to the estimation of |β i + β j |. Hence we finish the proof of (3.7) and (3.8).
The next thing to do in the proof is to estimate β 1 . By (3.10), we have
To have a solution, there must exist an (L+1)-dimensional vector p ∈ ∂( β 1 ) such that
Since every entry of p is in [−1, 1], we have
which produces
Another step in this proof is to estimate the lower bound of β 0 . We shall divide {β } L =0 into three part:
• β = 0, and the number of them is denoted as β 0,0 ;
• β > 0, and the number of them is denoted as β 0,1 ;
• β < 0, and the number of them is denoted as β 0,2 .
Sort all β > 0 as β 1 , β 2 , . . . , β β 0,1 and sum the absolute value of difference between all two adjacent elements, that is
Similarly, we conduct the same operation on all β < 0, the permutation of them can be β 1 , . . . , β β 0,2 , then
(3.14)
The addition of (3.13) and (3.14) gives
leading to the lower bound of β 0 . Finally, we have to seek for the upper bound of β 0 . When i, j = 0, 1, . . . , L, if β i · β j > 0, i = j, by (3.7) and (3.8) we have
Due to the equivalence of β i and β j , (3.16) produces
By combining (3.15) and (3.17) together, we finally obtain the bound estimation (3.9) of β 0 .
Example. Consider
Setting N = 100, λ = 10 −0.5 , µ = 1. When the degree of approximating polynomial L = 3, we have β = [0.3616, 0, −0.5481, 0]
T with two nonzero elements, i.e.,
When L = 5, we have β = [0.3633, 0, −0.5447, 0, 0.6751, 0] T with three nonzero elements, i.e.,
As L increasing, the lower and upper bounds for the number of nonzero elements of β can be found in Table ( 2). 
Numerical experiments
In this section, we report numerical results to illustrate the theoretical results derived from above and test the efficiency of the 2 − 2 weighted regularized model (1.3) and the 2 − 1 weighted regularized model (1.5). In the 2 − 2 weighted regularized model (1.3) and the 2 − 1 weighted regularized model (1.5), the choice of basis for P L and point set X N +1 is primary. Based on the discuss above, we choose Chebyshev polynomials of the first kind and the corresponding Chebyshev points. Certainly, choosing other orthogonal polynomials such as Legendre polynomials is also practicable. All computations were performed in Matlab in double precision arithmetic. Some related commands, say obtaining quadrature weights, are included in Chebfun 5.7.0 [5] .
To test the efficiency of approximation, we choose the uniform error and the L 2 error to measure the approximation error:
• The uniform error of the approximation is estimated by
where X is a large but finite set of well distributed points over the interval [-1,1].
• The L 2 error of the approximation is estimated by
The set {x 0 , x 1 , . . . , x N } can be N + 1 zeros of the orthogonal polynomial of degree N + 1, corresponding to the weight function ω(x) chosen in (4.1). 
Weighted regularized models for exact data

Weighted regularized models for contaminated data
A spectral density of rectangular pulse is considered. The pulse is expressed as
then its spectral density is the corresponding Fourier transform:
g a (f ) is usually referred to unit gate function, due to its gate-like image. Here we take τ = 5.
After adding Gaussian white noise to the spectral density with the signal-noise ratio (SNR) 20 dB, we shall reduce noise by means of weighted regularized least squares. We choose the regularization operator
The choice of λ is critical in these models, so we first consider the relation between λ and approximation errors to choose the optimal λ. We take polynomial degree L = 25 and point set X 100+1 , and λ = 10 −15 , 10 −14.5 10 −14 , , . . . , 10 4.5 , 10 5 . Figure ( 3) reports the trend on errors as λ growing, we shall choose λ = 10 −1 in the following experiments. (5) shows that regularized models are better that unregularized ones, i.e., that with λ = 0.
Remark.
We have tested the efficiency of the 2 − 2 and 2 − 1 regularized models in approximating functions and recovering contaminated functions. When approximating functions with exact data, 2 − 2 regularized model is better than 2 − 1 regularized model. Whereas 2 − 1 regularized model is better than 2 − 2 regularized model when recovering contaminated functions.
Final remarks
The weighted least squares approximation by orthogonal polynomials with 1 − or 2 −regularization terms leads to closed-form solutions. Due to these solutions, we can analyze them on their applications or properties such as sparsity. 2 − 1 model is better than 2 − 1 model when approximating functions with exact data, but things become inverse when recovering contaminated functions. On the whole, weighted regularized least square is better than that without regularization terms.
