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A general lack of information sharing across the various tiers of pharmaceutical supply chains
in developing countries continues to compromise the availability of essential medicines. In the
South African public health-care context, recent efforts aimed at improving information sharing
in the pharmaceutical supply chain have been plagued by several implementation problems. It is
conjectured that the true potential impact of information sharing remains unclear in the South
African public health-care domain. The objective in this thesis is to elucidate conceptually how
information sharing may benefit inventory management in a pharmaceutical supply chain.
A number of hypothetical information-sharing scenarios are proposed in this thesis and their
relative effectiveness is evaluated within a simulation modelling environment. The first of these
scenarios does not involve any information sharing and serves as a benchmark. The scope of
information sharing is further increased incrementally over the remaining scenarios. An agent-
based pharmaceutical supply chain simulation model is further established in this thesis in order
to evaluate the impact of information sharing in the context of the information-sharing scenarios.
This simulation model is implemented as a concept demonstrator and takes as input any user-
specified supply chain network. The concept demonstrator is capable of modelling the high-level
operation of a pharmaceutical supply chain over time, with a particular focus on the flow of
inventory.
A reinforcement learning approach is adopted towards discovering effective inventory replenish-
ment policies, specifically informed by information sharing, during each of the aforementioned
information-sharing scenarios. The effectiveness of these policies is measured in respect of the
total number of stock-outs and product expiries observed in the supply chain. A compara-
tive analysis of the information-sharing scenarios is performed in the context of a hypothetical
supply chain network experiencing a fluctuating demand pattern. This analysis reveals that
stock-outs may be mitigated substantially when allowing health-care facilities that are located
in close proximity to one another to share inventory among each other. It is also shown that
the types of, and granularity of, information shared are instrumental in determining the relative






’n Algemene gebrek aan die deel van inligting oor verskillende vlakke van farmaseutiese voor-
sieningskettings in ontwikkelende lande belemmer die beskikbaarheid van noodsaaklike medisyne.
In die Suid-Afrikaanse openbare gesondheidsorg-konteks is onlangse pogings om die deel van
inligting in die farmaseutiese voorsieningsketting te verbeter, geteister deur verskeie implemente-
ringsprobleme. Daar word vermoed dat die werklike potensiële impak van inligting-deling in
Suid-Afrikaanse openbare gesondheidsorg onduidelik is. Die doel van hierdie tesis is om kon-
septueel toe te lig hoe die deel van inligting voorraadbestuur in ’n farmaseutiese voorsienings-
ketting kan bevoordeel.
’n Aantal hipotetiese scenario’s word vir die deel van inligting in hierdie tesis voorgestel en die
relatiewe doeltreffendheid daarvan word in ’n simulasiemodelleringsomgewing beoordeel. Die
eerste van hierdie scenario’s behels geen inligting-deling nie en dien as maatstaf. Die omvang
van inligting-deling word in die daaropvolgende scenario’s inkrementeel verhoog. ’n Agent-
gebaseerde simulasiemodel vir farmaseutiese voorsieningskettings word verder in hierdie tesis
daargestel om die impak van inligting-deling in die konteks van die bostaande scenario’s te
evalueer. Hierdie simulasiemodel word as ’n konsepdemonstrasie gëımplementeer en neem ’n
gebruikersgespesifiseerde voorsieningskettingnetwerk as toevoer. Die konsepdemonstrasiemodel
is daartoe in staat om die hoëvlak-werking van ’n farmaseutiese voorsieningsketting oor tyd te
modelleer, met ’n spesifieke fokus op die vloei van voorraad.
’n Versterkingsleerbenadering word gevolg om vir elk van die bogenoemde scenario’s doeltref-
fende voorraadaanvullingsbeleide te ontdek deur spesifiek gebruik te maak van inligting-deling.
Die doeltreffendheid van hierdie beleide word gemeet in terme van die totale aantal voorraad-
tekorte en produkverstrykings wat in die voorsieningsketting waargeneem word. ’n Vergelyk-
ende studie van die inligting-delingscenario’s word in die konteks van ’n hipotetiese voorsien-
ingskettingnetwerk met ’n wisselende vraagpatroon uitgevoer. Uit hierdie ontleding volg dit dat
voorraadtekorte aansienlik verlaag kan word indien nabygeleë gesondheidsorgfasiliteite voorraad
onder mekaar kan uitruil. Daar word ook aangetoon dat die tipes inligting en die mate van
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1.1 Background
Perennial stock-outs and shortages of critical medicines are commonplace in developing countries
and continue to compromise the quality of health care services. Developing nations furthermore
carry a considerable burden of life-threatening diseases and the treatment of such diseases is
significantly complicated by medicine stock-outs and shortages. The sobering truth, however,
is that stock-outs are preventable, but overcoming these deficiencies and their damaging conse-
quences demands major improvements in the management of pharmaceutical supply chains of
developing countries.
The statistics paint a concerning picture of the magnitude of the medicine stock-out crisis. The
Global AIDS Response Progress Reporting programme, for example, reported that 38 of 108
low- and middle-income countries experienced stock-outs of antiretroviral (ARV) medicines in
2013 [164]. In a different study conducted amongst 1 200 clinics in 30 countries worldwide,
the World Health Organisation (WHO) [165] disclosed that Africa was the region with the
largest incidence of ARV medicine stock-outs during the period 2005–2013. In South Africa,
a survey conducted in 2015 by the Stop Stock-outs Project (SSP) consortium [44] revealed
that approximately one in four health-care facilities suffered from stock-outs of either ARV or
tuberculosis (TB) medicines during the three-month period preceding the survey. A staggering
70% of these stock-outs lasted longer than one month, highlighting the supply chain’s inability
to remedy the root causes of stock-outs rapidly.
The ramifications of medicine stock-outs are far-reaching and are the most severe on the sub-
sequently untreated patients. Treatment interruptions or failure to start treatment as a direct
result of stock-outs may lead to increased drug resistance, aggravation of disease, transmission
of disease (in the case of communicable diseases) or even death [44, 63, 118]. The impact of
1
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stock-outs is particularly harsh on impoverished communities in rural areas which depend solely
on public health care services. To keep up with their prescriptions, these indigent patients are
forced to make frequent and costly trips to their local health-care facilities. If they are con-
fronted with stock-outs at these facilities, they are turned away and forced to visit even farther
facilities, with no guarantee of stock availability at these facilities either [70].
A supply chain is the construct supporting and executing the delivery of a product or a service
to a consumer. There are many definitions of the notion of a supply chain in the literature.
Mentzer et al. [112], for example, describe a supply chain as a set constituting at least three
entities directly involved in both the upstream and downstream flow of goods, services, money
and information from a source to a customer. A pharmaceutical supply chain, by implication, is
a network of organisations involved in the delivery of pharmaceuticals (medicines or drugs) from
various sources to patients. A schematic of a simple pharmaceutical supply chain — delivering
a single drug — is shown in Figure 1.1. The flow of materials in the pharmaceutical supply
chain is initiated by a number of suppliers that deliver raw materials to the manufacturer of the
drug. Thereafter, the product is delivered to an intermediate storage facility (warehouse) which,
in turn, distributes the drug to clinics. Finally, the product concludes its passage through the










Figure 1.1: An illustrative schematic representation of a simple pharmaceutical supply chain.
Traditional definitions of supply chains, however, all emphasise the activities responsible for
the downstream movement of products in a supply chain network en route to consumers [89].
Organisations will, for example, concentrate on streamlining production processes and distribu-
tion practices in order to improve the efficiency with which goods are moved downstream from
one facility to another in a supply chain. Not disregarding the importance of these activities,
proponents of the so-called demand chain management (DCM) notion suggest that the principal
focus of such an approach is misplaced. DCM is a relatively new concept that champions the
philosophy that the consumer should drive the upstream processes (such as manufacturing and
distribution) in a supply chain [89]. In contrast to traditional supply chains, the consumer is
considered as the starting point in a supply chain and not as the final destination. Although
products flow through a supply chain toward the end user, it is indeed the particular demands
of the end user that largely dictate the upstream activities. Consider the hypothetical situation
where the demand for a particular drug increases sharply as a result of an unexpected disease
outbreak. If suppliers, manufacturers and distributors fail to increase and accelerate their oper-
ations accordingly, patients may fail to receive proper treatment. Manufacturers, on the other
hand, cannot overcompensate for stock-outs through overproducing, because superfluous stock
reflect unnecessary expenditures and expose the drugs to the risk of expiration.
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Fisher [49] posited that any supply chain performs two distinct functions. The first is the
physical function which reflects the transformation of raw materials to finished products, and
the transportation of these goods along a supply chain. The performance of the physical function
is a determinant of a supply chain’s efficiency. Manufacturing, delivery and inventory storage
outlays include expenditures associated with the physical function and these are classified as
physical costs. The second function is the market mediation function and its purpose is to
ensure that customer demand is satisfied. Market mediation costs are incurred when supply
exceeds demand or vice versa. In the case of oversupply, superfluous stocks may be sold at a loss
or even discarded. Undersupply of stock, on the other hand, reflects lost sales opportunities.
Evidently, neither a surplus nor a shortage of stock is desirable in a supply chain.
Through a juxtaposition of the physical function and the market mediation function, Fisher
suggested that organisations may emphasise one function at the expense of the other. An
organisation subject to predictable demand can, however, take deliberate measures to avoid
both under- and overproduction. As a result, the firm can devote its attention to supply chain
efficiency and the restriction of physical costs. Firms faced with unpredictable demand, on the
other hand, prioritise market mediation costs over physical costs, because they place a premium
on customer satisfaction as opposed to supply chain efficiency. In other words, the desire to
satisfy customer demand predominates the level of efficiency utilised to meet demand.
In view of Fisher’s perspective, De Treville et al. [39] defined a demand chain as a supply chain
that accentuates market mediation to a greater degree than its function to optimise physical
efficiency (the physical function) of a supply chain. Adopting this view of a demand chain in
a pharmaceutical environment would seem a natural fit. Considering the uncompromising risks
posed by medicine stock-outs, it may be argued that market mediation should enjoy a stronger
preference than the physical efficiency of a supply chain. To build the case for a pharmaceutical
demand chain is, however, not as straightforward as it would seem at first glance and poses an
intriguing conundrum for the various entities in a pharmaceutical supply chain.
Consider, for example, a health-care facility dispensing medicines to a large population of pa-
tients. Whereas this facility may pursue a customer service level of 100% in a bid to avoid
stock-outs, a drug manufacturer upstream in the supply chain may have a different, conflicting
objective. The manufacturer may exclusively pursue profit maximisation and have little regard
for the service level attained by the downstream health-care facility. In other words, the man-
ufacturer may act solely in its own best interests, even if this would compromise the supply
chain’s ability to successfully satisfy customer (patient) demand. This phenomenon suggests
that the transformation from a traditional pharmaceutical supply chain to a pharmaceutical
demand chain (i.e. placing a premium on market mediation) may be met with resistance from
stakeholders with contrasting objectives.
Causal factors of medicine stock-outs in developing countries are numerous and tend to vary
across different pharmaceutical supply chains [81]. The predominant sources of pharmaceuti-
cal supply chain under-performance in public health sectors include fragmented accountability
amongst stakeholders [166], superfluous complexity [75, 166], funding complexities and inade-
quacies [24, 81, 166], insufficient inventory management in the face of information shortages [11,
81] and incompetent distribution systems [15, 24]. A lack of data capturing and data sharing,
however, is recognised as one of the largest stumbling blocks toward pharmaceutical supply
chain improvement in developing nations [166]. In South Africa, for example, stock levels at
medicine depots could be aggregated to a national level, but the absence of inventory data at
health-care facilities render the supply chain convoluted and difficult to manage [11]. Developing
countries may not have access to the resources required to readily adopt information systems in
their pharmaceutical supply chains, but the irrefutable benefits of information sharing cannot
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be ignored. Sharing supply chain information, such as demand forecasts and inventory levels,
across an entire network may enable supply chains to better balance supply and demand, drive
greater accountability and enhance overall supply chain performance at a lower cost [53, 123,
166]. End-to-end information visibility empowers supply chain entities to plan for events, instead
of reacting to them [59]. Drug manufacturers can, for example, proactively increase production
operations if a sudden increase in forecasted demand at clinics is made known to them in a
timeous fashion. Otherwise, manufacturers would be forced to wait for orders from intermediate
storage facilities that may belatedly reflect the sudden demand increase. Information sharing is,
presumably, a reasonable starting point for supply chain reform, because it allows organisations
to work in unison to the benefit of the entire supply chain.
Initiatives utilising the benefits of information sharing in pharmaceutical supply chains have
successfully been introduced in some African countries in recent years. The Senegalese contra-
ceptive supply chain, for example, suffered predominantly as a result of inadequate inventory
management and poor distribution practices. A study conducted in 2011 revealed that at least
60% of contraceptive stock-outs occurred at warehouses and health-care facilities, despite stock
availability at a national level. In a drive to remedy this stock-out dilemma, the supply chain
adopted a new system according to which dedicated logisticians purposefully utilise stock data
to manage inventory and curb stock-outs. Within the first six months of implementation, stock-
outs diminished to less than 2% across 140 health-care facilities in Senegal [37].
A large-scale anti-malaria drug stock-out crisis in Africa, on account of a dearth of proper
information management, furthermore gave birth to the so-called SMS for Life programme in
2009. This programme offers a web-based reporting system that allows health facility workers to
report stock levels on a weekly basis through a simple SMS message. The utilisation of accurate
and real-time stock level data subsequently alleviated the stock-out predicaments in Kenya and
Tanzania. The system is geared for implementation in more African countries [10, 57].
Another example illustrating the power of mobile technology in respect of supply chain informa-
tion sharing is embodied in South Africa’s so-called Stock Visibility Solution (SVS) programme.
The SVS is a mobile phone-based reporting system employed in more than 3 000 clinics across
South Africa. Clinic staff report stock levels on a daily basis by means of a mobile application.
The frequent capturing of accurate stock level data is aimed at enabling dispensaries to identify
poorly performing facilities and to purposefully manage inventory [77].
Although the extent to which organisations have adjusted their operations in the three afore-
mentioned cases is lesser known, the results build a strong case for information sharing as a
means to eradicate stock-outs in pharmaceutical supply chains.
Inventory replenishment policies are commonly employed by supply chain entities to establish
two key decision variables, namely a reorder point and a reorder quantity. It would seem rea-
sonable that the values of these two variables should be informed by pertinent supply chain
elements, such as delivery lead times and customer demand. A health-care facility may, for ex-
ample, increase its reorder quantity in the face of significantly increased patient demand. When
demand subsequently declines, however, it would be uneconomical to sustain the large reorder
quantities. The parameters of an inventory replenishment policy should therefore be dynamic
in order to both satisfy demand and do so economically. Now consider a large group of health-
care facilities that order from the same supplier. If the health-care facilities experience varying
demand over time, they will also adapt their ordering behaviours over time. As a result, the
supplier may experience volatile demand that makes it difficult to control its own inventory ef-
fectively. This phenomenon may even extend to the supplier’s suppliers and ultimately abound
an entire supply chain network. As a result, it is extremely difficult to coordinate inventory
management decisions accross an entire supply chain network. A suitable mechanism for readily
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adapting the parameters of inventory replenishment policies at the various entities in a large
and complex supply chain may be found within the notion of self-organisation.
Amid multiple and occasionally vague definitions of self-organisation, De Wolf and Holvoet [40]
provided the following working definition of self-organisation: “Self-organisation is a dynamical
and adaptive process where systems acquire and maintain structure themselves, without external
control.” The aforementioned ‘structure’ may be of a spatial, temporal or functional nature,
while a lack of ‘external control’ marks the absence of direction, manipulation, interference,
coordination, pressures or involvement from outside the system [40]. Self-organisation, in other
words, empowers entities in a system to wholly control their own operations and to acquire
coordinated structure in the management of these operations, without any control instructions
being imposed explicitly from outside the system.
A self-organising process exhibits four key characteristics. First, it displays an increase in
order [40, 135]. This characteristic embodies the ‘organisation’ element of the process as a
result of the constituents of a system ‘organising’ themselves in order to improve their collective
performance in respect of a particular function [67]. The second feature of a self-organising
process is that its components are autonomous (void of external control) [40, 67, 133]. The third
property is that of adaptability or robustness. In the face of perturbations or change imposed
on the collective system, a self-organising process is expected to adapt accordingly in order to
restore itself and to maintain organisation autonomously [40, 67]. Finally, self-organisation is a
dynamic process since it occurs over time [40, 67, 133, 135].
Self-organisation may lead to the related phenomenon of emergence. The meaning of self-
organisation and emergence is often confused in the literature and incorrectly perceived as
synonymous [40]. Based on the historical use of the concept in the relevant literature, De Wolf
and Holvoet [40] provided the following definition for emergence:
“A system exhibits emergence when there are coherent emergents at the macro-level
that dynamically arise from the interactions between the parts at the micro-level.
Such emergents are novel with regards to the individual parts of the system.”
In this definition, the term ‘macro-level’ refers to a system as a whole while ‘micro-level,’ on the
other hand, considers a system from the point of view of its individual constituents. Emergence
may also be described as the phenomenon where structure not explicitly represented at a lower
level (entity level), emerges at a higher level (global system) [119]. For sufficiently large sys-
tems, any individual constituent may be removed or replaced without damaging the emerging
structure [68]. It is important to recognise that emergence may occur spontaneously (without
expecting it) and it may have either good or bad consequences [119]. An intriguing example of
self-organisation and emergence found in nature is illustrated in Figure 1.2. A colony of ants
often use their bodies to build a living bridge in order to allow them to cross a gap in their path.
This is achieved through self-organising behaviour where each ant follows a set of two simple
rules. First, it slows down as it reaches the gap and secondly, it stops when it feels another ant
walking over it. The ants continue in this manner until they have formed a complete bridge.
Since no individual ant is representative of the bridge, the bridge is said to be an emergent
resulting from the local interactions between the ants.
The concepts of self-organisation and emergence may be applicable to the context of pharmaceu-
tical supply chains in the following way: Suppose each facility in a pharmaceutical supply chain
dynamically adapts its own inventory replenishment policy in order to prevent stock-outs locally
(i.e. inventory management occurs by self-organisation). In other words, each facility seeks to
achieve and maintain an operating ‘structure’ within the larger supply chain that empowers it
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Figure 1.2: A living bridge emerges from the self-organising behaviour of ants [64, 107].
to restrict stock-outs actively. In an information-sharing supply chain, these facilities remain
autonomous and may simply base their decisions on what they observe at surrounding facilities.
Emergence may subsequently manifest itself as an effective, global supply chain management
policy that arises from the local interactions between facilities.
Inventory management is a continuous process filled with sequential and dependent decisions.
For example, a decision either to place an order or not to place an order on any given day,
will typically influence the ordering decision made on the following day(s). Given the presence
of random variables such as demand, delivery lead times and storage capacities, it is evident
that many factors may influence an inventory management policy. Subsequently, the question
arises as to how an inventory manager can develop and adopt a fluid policy that is sufficient
for many different supply chain permutations. One solution may be found within the machine
learning paradigm of reinforcement learning. It is an approach that enables an agent to learn
particular behaviour for specific situations through interaction with its environment. In an
inventory management context, reinforcement learning may be employed by inventory managers
to learn optimal (or near-optimal) ordering decisions for every possible situation.
1.2 Problem description
The problem considered in this thesis is concerned with the performance of traditional pharma-
ceutical supply chains in developing countries and how these may be improved by means of es-
tablished, demand-driven supply chain management policies. Poor pharmaceutical supply chain
management practices, compounded by a lack of information visibility across the multiple tiers
of the supply chain, give rise to medicine stock-outs and adverse patient health outcomes. Since
manufacturers dictate the pace at which pharmaceuticals are injected into supply chains, the
visibility of inventory levels and demand forecasts at downstream storage facilities and health-
care facilities may inform effective production and distribution regimes. Storage depots, in turn,
can readily adapt procurement and distribution practices based on the real-time visibility of
stock data at health-care facilities.
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In this thesis, a tool for discovering and evaluating the effectiveness of inventory replenishment
policies in information-sharing pharmaceutical supply chains is established within the modelling
paradigm of agent-based computer simulation. The proposed simulation model is capable of
accommodating embedded reinforcement learning in order to allow agents to learn effective
inventory replenishment policies based on information shared within the supply chain. The
simulation model is able to pronounce on the effectiveness of the policies learnt in the form of
appropriate key performance indicator (KPI) values, which may be used by decision makers to
compare the relative effectiveness of different information-sharing protocols.
1.3 Research objectives
The following ten research objectives are pursued in this thesis:
I To conduct a thorough review of the literature related to:
(a) The notion of a supply chain, with a specific focus on:
(i) the constituents of supply chain management,
(ii) information sharing in a supply chain,
(iii) the concept of demand-driven supply chain management,
(iv) inventory replenishment policies in a supply chain, and
(v) a global and a local perspective on pharmaceutical supply chain management.
(b) Simulation modelling techniques, with a particular focus on supply chain modelling
within an agent-based context.
(c) The machine learning paradigm of reinforcement learning.
II To define nested hypothetical information-sharing scenarios in a pharmaceutical supply
chain. The design of these scenarios are informed by the research conducted in pursuit
of Objective I(a). The relative effectiveness of information sharing should be evaluated in
the context of these scenarios.
III To identify a suitable reinforcement learning algorithm capable of successfully learning ef-
fective inventory replenishment policies. This selection should be informed by the research
conducted in pursuit of Objective I(c).
IV To establish suitable KPIs for evaluating the relative effectiveness of inventory replenish-
ment policies in a pharmaceutical supply chain. These KPIs should sufficiently pronounce
on the performance of a pharmaceutical supply chain as a whole, as well as on the perfor-
mance of individual facilities within the supply chain.
V To design an agent-based pharmaceutical supply chain simulation model that may be
used as a tool for discovering effective inventory replenishment policies by implementing
the reinforcement learning algorithm of Objective III in the context of the information-
sharing scenarios of Objective II. Furthermore, the simulation model should serve as a
test bed for evaluating the relative effectiveness of inventory replenishment protocols with
respect to the KPIs of Objective IV. The simulation model should take as input the
topology of a pharmaceutical supply chain network.
VI To verify and validate the simulation model of Objective V according to generally accepted
modelling guidelines researched in pursuit of Objective I(b).
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VII To formulate the inventory management problem considered in this thesis as a reinforce-
ment learning problem. The formulation of the problem is informed by the guidelines
researched in pursuit of Objective I(a)
VIII To apply the simulation model of Objectives V–VI to the information-sharing scenarios
of Objective II in the context of an experimental design. The reinforcement learning
algorithm of Objective III is employed to solve an instance of the inventory management
problem formulated in pursuit of Objective VII during each experiment.
IX To compare statistically the relative effectiveness of the information-sharing scenarios of
Objective II based on the experiments conducted during the experimental design of Ob-
jective VIII. The relative effectiveness of information sharing is measured in terms of the
KPIs identified in pursuit of Objective IV.
X To suggest possible avenues of future work that may follow on the work contained in this
thesis.
1.4 Scope delimitation
The overarching objective of this study is to demonstrate how information sharing may poten-
tially benefit inventory management in a pharmaceutical supply chain context. Subsequently,
the research aims to provide sufficient evidence that information sharing is a worthwhile avenue
to pursue in the quest for supply chain reform. Since the number of information instances that
may be shared in a pharmaceutical supply chain is large, only a small selection of information-
sharing permutations is considered in this thesis. Although the results of this study may not
pronounce on the impact of information sharing absolutely, it may provide guidance towards
identifying the most prominent information-sharing configurations in a pharmaceutical supply
chain.
In this research, it is assumed that facility-specific information may be shared across multiple
tiers of a supply chain, without any conflicts of interest. Furthermore, it is assumed that shared
information is accurate at all times and is shared in real-time. An investigation is also made into
the possibility of supply chain peers sharing inventory between them in order to satisfy demand
in the short-term future. For instance, a clinic may occasionally choose to order inventory from
a nearby clinic, as opposed to ordering from a supplier upstream. Although there are several
possible inventory-sharing schemes available for implementation, only one instance is considered
in this thesis. Finally, the practical implications for implementing each of the information-
sharing scenarios considered is not taken into account. The human and financial resources
involved in the installation and subsequent management of information-sharing technologies
are, for example, not considered.
The proposed simulation model serves strictly as an evaluation tool and not as an optimisation
engine employed in pursuit of optimal supply chain configurations. In the guise of a concept
demonstrator, the proposed simulation model therefore adopts a particular level of abstraction
that makes it suitable for evaluating the impact of information sharing conceptually. Reinforce-
ment learning is employed in the proposed concept demonstrator in order to demonstrate how
agents may learn effective inventory replenishment policies based on the information provided to
them. The aim of each reinforcement learning agent is to learn an inventory management policy
that minimises stock-outs and expiries locally, whilst maintaining reasonable inventory levels.
Supply chain performance is measured with respect to stock-outs and expiries only, and not in
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terms of monetary cost. The impact of holding cost is, however, taken into account during the
reinforcement learning process so as to ensure that inventory levels are never excessively high.
1.5 Research methodology
The execution of research toward this thesis is segmented into five distinct stages. The first
stage comprises a thorough literature review specifically aimed at the areas of the academic lit-
erature identified in Objective I. In the first place, the literature study provides a comprehensive
understanding of the notion of supply chain management. Considerable attention is afforded to
the concepts of demand-driven supply chain management and information sharing, with a focus
on how these notions may be applied to improve supply chain performance. Traditional, as well
as contemporary inventory replenishment policies, are reviewed. The review of the supply chain
literature also extends to the unique characteristics of pharmaceutical supply chains in order to
highlight the similarities and differences between this type of supply chain and a commercial
supply chain. The second branch of the literature review provides an overview of computer
simulation modelling, with a focus on agent-based modelling and generally accepted guidelines
for simulation model verification and validation. The literature study concludes with a review
of the field of reinforcement learning and, in particular, some reinforcement learning solution
approaches.
During the second stage of this research, a number of hypothetical information-sharing scenarios
in a pharmaceutical supply chain are designed and proposed in fulfilment of Objective II. The
first of these scenarios does not involve any information sharing and serves as a benchmark
scenario. The scope of information sharing is enlarged incrementally over each of the remaining
scenarios.
The third stage of the research pertains to the design and formulation of an agent-based phar-
maceutical supply chain computer simulation model in pursuit of Objective V. This simulation
model is capable of modelling the high-level operation of a pharmaceutical supply chain over
time and accommodates the information-sharing scenarios of Objective II. The model takes as
input a pharmaceutical supply chain network and the user may define, amongst others, the
constituent facilities, the connections between facilities, delivery lead times and the nature of
end-user demand. Furthermore, the reinforcement learning algorithm identified in pursuit of
Objective III is embedded in the simulation model in order to allow agents to learn inventory
replenishment policies based on one of the various information-sharing scenarios. The simulation
model is finally verified and validated in fulfilment of Objective VI.
The fourth stage of this study involves the design of the reinforcement learning problem con-
sidered in this thesis, in pursuit of Objective VII. A reinforcement learning problem instance
is developed for each of the information-sharing scenarios of Objective II. Although this for-
mulation is carried out in the context of pharmaceutical supply chain management, it provides
valuable insight into how reinforcement learning can be applied to inventory management prob-
lems in general.
A set of simulation experiments is designed and executed during the fifth stage of the research,
in fulfilment of Objective VIII, so as to determine the relative effectiveness of information shar-
ing according to the scenarios of Objective II. This experimental design involves the learning of
agents for each of the scenarios, and the subsequent implementation of the policies learnt so as to
evaluate their relative effectiveness. This set of experiments is carried out in respect of a hypo-
thetical pharmaceutical supply chain network that is subjected to a fluctuating end-user demand
pattern. The results are analysed statistically with respect to the KPIs of Objective IV, in pur-
suit of Objective IX.
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The thesis closes with a summary of the contributions, as well as recommendations with respect
to possible future work and improvements that may follow on the work documented in this
study, in fulfilment of Objective X.
1.6 Thesis organisation
Including the current introductory chapter, this thesis comprises a total of eleven chapters.
Chapters 2, 3 and 4 are included in Part I and they are devoted to a brief review of the lit-
erature topics pertinent to this thesis. The notion of supply chain management is reviewed in
the second chapter and an overview of computer simulation modelling is provided in Chapter 3.
Part I concludes in Chapter 4 with a brief review of the machine learning paradigm of reinforce-
ment learning. Part II of this thesis opens in Chapter 5 with the formulation of a number of
hypothetical information-sharing scenarios in a pharmaceutical supply chain. The architecture
of the proposed agent-based pharmaceutical supply chain simulation model is described next in
Chapter 6. Chapter 7 is devoted to the formulation of the inventory management reinforcement
learning problem addressed in this thesis. The experimental design approach followed in this
thesis is delineated in Chapter 8 and the numerical results are subsequently presented in Chap-
ter 9. The thesis finally closes in Part III with a summary of the research contributions and
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The objective in this chapter is to provide the reader with an overview of the broad field of supply
chain management. Brief, general introductions to supply chain management and its relevant
strategies are provided in §2.1 and §2.2, respectively. This is followed by a description of the
notorious bullwhip effect in §2.3, with a particular focus on the causes of, and antidotes to, this
well-documented phenomenon. An overview of the role of information sharing in supply chains
is next provided in §2.4. In §2.5 the focus shifts to the newer concept of demand-driven supply
chain management, while the significance of supply chain collaboration is discussed in §2.6.
Considerable attention is afforded to the practices of inventory management and performance
measurement in supply chains in §2.7 and §2.8, respectively. Some of the most prominent
challenges in the pharmaceutical supply chains of developing countries are next described in
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2.1 An introduction to supply chain management
Market competition has increased and intensified globally in the last half-century and has forced
organisations to adapt and improve their internal operations in order to remain competitive [62].
Initially, the first phase of these improvement efforts pertained to organisations focussing on mar-
keting techniques aimed at capturing and maintaining customer loyalty. Since customer needs
change over time, however, the next shift in focus was placed on understanding customer require-
ments accurately, and translating these needs into precise product or service specifications [115].
The quest to provide products and services according to these exact user specifications fur-
thermore called for a renewed emphasis on proper engineering and manufacturing functions.
The need for understanding customer requirements properly became more pronounced when
the market demand for new products and services started to increase more rapidly. As a re-
sult, manufacturing functions had to become more adept at enhancing their flexibility so that
they could respond to these ever-changing market requirements [115]. This increased focus on
flexibility has compelled manufacturers to become more involved with their respective suppliers
so as to ensure that they receive high-quality materials. Although these improvement strate-
gies evolved over time, businesses soon learnt that these methodologies should be integrated in
order to deliver a high-quality product or service, at a feasible cost. This need for integration
has brought about a paradigm shift where organisations realised that managing their own busi-
nesses exclusively was not sufficient for maintaining competitive advantage [115]. The notion
that businesses’ focus should extend to their upstream and downstream partners in order to
increase collective competitiveness, gave birth to the concept of a supply chain.
A supply chain is an integrated network of all the business entities that are involved, through
upstream and downstream connections, in the different activities associated with the trans-
formation of raw materials to the finished product (or service) that serves to fulfil consumer
demand [32, 33, 62]. A supply chain is typically characterised by the bidirectional flows of
information, materials and money between the relevant supply chain entities [32]. All of these
flows incur financial costs and should therefore be coordinated and managed effectively in or-
der to enhance overall supply chain performance at a reasonable cost [32, 98]. The practice of
managing a supply chain is commonly known as supply chain management.
Supply chain management involves the active management of the movement and coordination
of material, information and financial flows across the entire supply chain, in a manner that
maximises the supply chain value [32, 115]. Effective supply chain management is achieved
through the systemic and strategic coordination of business functions, with the objective of
improving the profitability, performance and competitiveness of the individual organisations
and the entire supply chain overall [87, 112]. Simchi-Levi et al. [140] provided a more tangible
definition of supply chain management by highlighting its operational functions:
“Supply chain management is a set of approaches used to efficiently integrate sup-
pliers, manufacturers, warehouses and stores so that merchandise is produced and
distributed at the right quantities, to the right locations, and at the right time in
order to minimise system-wide costs while satisfying service-level requirements.”
A notable characteristic of supply chain management is the emphasis placed on the supply
chain as a whole. By implication, effective supply chain management transcends organisational
boundaries and asks of organisations to collaborate for the benefit of themselves and of the entire
supply chain. This view correlates strongly with the modern phenomenon that supply chains,
as opposed to individual organisations, compete against one another [87].
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Supply chain management is typically regarded as a complex task and this complexity may be
attributed to two fundamental characteristics of a supply chain [140]. The first property is related
to the size of a supply chain. Supply chain complexity increases as the size of a supply chain
grows, because it becomes all the more difficult to optimise or coordinate a supply chain system-
wide. The second source of supply chain management complexity is the uncertainty inherent to
any supply chain. Supply chain uncertainties, such as customer demand or delivery lead times,
are pervasive and complicate supply chain management because they are intrinsically linked
to all supply chain management activities. Supply chain design should, therefore, be aimed at
eliminating as much uncertainty as possible [140].
Monczka et al. [115] provided an extensive description of typical supply chain management
activities. The activity of purchasing is, for example, concerned with the identification and
selection of suppliers, the management of supplier relationships and the function of collaborating
with them to support the various manufacturing functions [26, 86, 115]. At the heart of supply
chain management lies the notion of demand and supply planning [32, 33]. Demand planning
captures the nature of customer demand (what is demanded and when), whereas supply planning
focuses on the alignment of procurement and manufacturing operations in order to fulfil demand
successfully. Manufacturing units are typically involved in production planning, scheduling and
control activities [115]. These processes include the establishment of production schedules as well
as the control and monitoring of real-time manufacturing processes. The activity of inventory
control involves all the processes concerned with the management of inventory levels, with the
overall objective of satisfying customer demand [33].
The activities of receiving, materials handling and storage involve the physical receipt of goods
from suppliers and the subsequent storage of these materials [115]. Quality control is performed
in a supply chain to ensure that product standards are maintained and, more recently, includes
an emphasis on the prevention of defects, instead of simply detecting them [115]. Since the
flow of materials is an essential component in any supply chain, transportation is a substantial
supply chain management function [26, 32]. Apart from the physical distribution of materials,
the transportation activity also involves the preparation of outgoing orders through labelling
and packaging. The warehousing function involves the temporary storage of inventory before it
is distributed to a customer [32]. The activity of order processing represents the link between
an organisation and its external customers [115]. When a new order is received, an organisation
first has to determine whether it possesses the production capacity required to fulfil the customer
demand on time. Finally, customer service encompasses the set of activities aimed at establishing
and maintaining good customer relationships [32, 86].
2.2 Supply chain management strategies
According to Chopra and Meindl [32], any organisation should ensure that its competitive strat-
egy is aligned with a proper supply chain design so that a so-called strategic fit may be achieved.
Consider a computer store that, for example, advertises its supposed ability to respond to cus-
tomer demand for computers faster than its competitors. This computer store, however, operates
on a make-to-order system and does not carry any finished computers in-store. Suppose further-
more that the computer store’s suppliers of computer components seek to minimise distribution
costs and employ a less expensive, slower means of transport. Although the store might adver-
tise its competitive strategy as one that responds quickly to customer orders, the slow means
of transportation employed by the upstream suppliers may render this strategy infeasible. Sup-
ply chain design and supply chain strategy, therefore, play defining roles in determining the
responsiveness and efficiency of a supply chain [32].
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Fisher [49] argued in his influential work that an effective supply chain strategy should be in-
formed by the nature of the corresponding product demand pattern. The majority of supply
chain problems stem from a discrepancy between the supply chain type and the product kind.
Based on its demand profile, a product may be classified as either primarily functional or pri-
marily innovative [49]. Functional products are everyday, common products that fulfil basic
human needs, such as bread and milk. These kinds of products enjoy stable and predictable
demand because basic human needs do not change significantly over time. Functional products
also embrace low profit margins because of the large market competition that exists amongst
retailers for these products. Innovative products, on the other hand, are original commodities
offered in addition to functional products and do not necessarily fulfil basic human needs. Ex-
amples of innovative products include a new sports car or a new personal computer. The pure
originality of innovative products make their demand highly unpredictable, but an initial lack of
competition for these products allows retailers the opportunity to realise higher profit margins.
When competitors start, however, to introduce similar innovative products, the original com-
petitive advantage held by the retailer decays rapidly. This phenomenon makes the life cycles
of innovative products relatively short and forces organisations to introduce new innovations to
the market frequently. Fisher [49] argued that functional and innovative products each require
their own type of supply chain, respectively.
According to Fisher [49], any supply chain performs a physical function and a market mediation
function. The physical function comprises the physical activities of manufacturing, distribution
and storage of stock across an entire supply chain. The costs associated with these physical
functions are classified as physical costs. The market mediation function, on the other hand,
targets the successful fulfilment of customer demand through avoiding both stock shortages and
stock surpluses. Market mediation costs are incurred when surplus stock is marked down and
sold at a loss, or when sales opportunities are lost as a result of demand exceeding supply.
Fisher [49] argued that organisations with functional products can prioritise their physical func-
tion and aim to minimise their physical costs because market mediation can be achieved with
reasonable accuracy. Considering the low profit margins of most functional products, the phys-
ical function arguably presents the best opportunity for financial savings in the supply chain.
Fisher [49] suggested that a so-called efficient supply chain is the best suited for functional prod-
ucts. Efficient supply chains can position themselves to minimise their physical costs because
the demand for functional products is fairly stable. In order to minimise their physical costs,
efficient supply chains pursue cost-effective manufacturing, distribution, information transfer
and the exploitation of economies of scale [94].
The unpredictable demand for innovative products, on the other hand, intensifies the risk of
stock-outs or oversupply in a supply chain. The higher profit margins associated with innovative
products, coupled with the pressure to capture market share early, further magnifies the costs
associated with stock shortages. This phenomenon compels a supply chain with innovative
products to prioritise its market mediation function over its physical function [49]. A supply
chain that embraces this approach is classified as a responsive supply chain. Responsive supply
chains are orientated towards responding to fluctuating customer needs in a timeous fashion [94].
The focus of responsive supply chains lies in speed and flexibility, and not on the minimisation
of physical costs. Inventory and manufacturing capacities are, instead, positioned strategically
in the supply chain to safeguard against unpredictable demand [49]. Although responsiveness
is typically traded for cost in a supply chain, responsive supply chains are geared to manage
supply uncertainties reasonably well, meet shorter lead times, achieve high service levels and
respond to a large variety of product orders [32]. The trade-off between responsiveness and cost
in a supply chain is illustrated in Figure 2.1. Increased supply chain responsiveness can typically
be achieved through larger investments in manufacturing and storage functions. Consider, for
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example, a supply chain where retailers carry large amounts of stock in an attempt to maximise
responsiveness. Although the retailers may carry enough stock to satisfy customer demand,















Figure 2.1: The cost-responsiveness efficient frontier [32].
Push-based and pull-based supply chain processes
Supply chain processes are traditionally classified as either push-based or pull-based [32]. The
difference between these two processes lies in the timing of their execution relative to a newly
placed customer order. Push-based processes are always executed in anticipation of customer
demand. A computer manufacturer that, for example, manufactures finished computers before
receiving any customer orders for them, follows a push-based approach. These finished products
are said to be pushed down the supply chain by the manufacturer in anticipation of future
customer demand. Pull-based processes, on the other hand, are performed in direct response
to a new customer order. According to a pull-based process, the aforementioned computer
manufacturer would only produce a finished computer in direct response to a customer order.
Hence, the nature of a supply chain process (push or pull) dictates the production and inventory
management activities in a supply chain [120].
In a push-based supply chain, the manufacturing entity decides when, and what quantity of,
a product is injected into a supply chain. These manufacturing and distribution functions are
based on long-term demand forecasts that are typically informed by historical orders received
from downstream facilities, such as warehouses and retailers. This reliance on long-term fore-
casts often leaves a push-based supply chain ill-equipped to respond effectively to changes in
product demand or demand volumes [34, 140]. When actual demand is at odds with demand
forecasts, the risk of stock-outs or stock surpluses is increased. Stock shortages result in lost
sales opportunities, while obsolescence or inventory carrying costs may be incurred in the case
of stock surpluses. A notable benefit associated with push-based processes is the attainment of
economies of scale through the manufacturing and transportation of large lot sizes [34, 120].
A pull-based supply chain process, on the other hand, is governed by actual demand and not by
forecast demand [140]. According to a pull-based process, the upstream activities of production
and distribution are initiated only in direct response to actual customer demand downstream.
Hence, inventory is pulled from the upstream operations in the supply chain towards the end
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users. A purely pull-based supply chain would not carry any inventory (in storage), because it
will always be moving towards the end user [140].
Pull-based systems are, however, difficult to implement in practice. Manufacturing and/or trans-
portation lead times may, for example, be so large that it becomes infeasible for a supply chain
to respond to customer demand promptly. Consider the example of the computer manufacturer
once more. When this manufacturer follows a pull-based approach, it can only start to assem-
ble computer components once it has received an order for a computer. This assembly process
will undeniably consume a period of time and the question arises whether the customer would
tolerate the duration of this delay.
The successful implementation of pull-based supply chains hinges strongly on the rapid flow
of information between supply chain partners [140]. When actual customer demand data can
be transferred across the entire supply chain in real time, all the supply chain partners can
orientate themselves so as to respond to real demand effectively. This increased responsiveness
makes pull-based systems attractive because they induce less variability, less inventory and lower
costs than push-based systems [140]. In contrast to push-based supply chains, pull-based systems
can typically not benefit from economies of scale, because supply planning is performed in the
short term and does not involve significantly large batches [140].
Supply chains are, however, seldom purely push-based or pull-based. A push-based supply chain
can, for example, push stock down towards a retailer, but the end user would have to pull this
stock from the retailer’s shelves. As a result, a supply chain typically contains both push-based
and pull-based processes, and is classified as a push-pull-based supply chain. The push and
pull phases are typically separated by a so-called push-pull boundary or decoupling point. This
decoupling point represents the point in time when a customer order is placed. Alternatively,
the decoupling point is also described as the furthest point upstream in a supply chain where a
customer order has a direct influence on inventory-level decisions [120]. A schematic of a generic
push-pull-based supply chain configuration is shown in Figure 2.2. The push phase comprises
the standardised leg of the supply chain and contains the push processes that are executed in
anticipation of customer orders. The pull phase, on the other hand, entails the customised
processes aimed at responding to specific customer orders. In other words, materials are pushed
downstream in a supply chain towards the decoupling point, irrespective of customer demand.
Only when a customer order is placed, the stock is pulled from the decoupling point towards
the end user. The location of the push-pull boundary, therefore, plays a critical role in a supply
chain’s ability to balance supply and demand effectively [32].
Raw materials End customer




Figure 2.2: A schematic representation of a generic push-pull-based supply chain [32].
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2.3 The bullwhip effect
The so-called bullwhip effect manifests itself in a supply chain when fluctuations in order sizes
propagate as they move upstream from facility to facility [32, 95, 96]. The consumer goods
corporation Procter & Gamble was the first to coin the term ‘bullwhip effect’ after it had
observed a disparity between the ordering and demand patterns of Pampers disposable diapers,
one of their most popular products. Logistics personnel at Procter & Gamble observed that
the demand for Pampers diapers was largely uniform at retail stores. But despite the stable
consumption of these diapers, the retailers’ orders to their distributors fluctuated to a small
degree. Curiously, the orders placed for raw materials further upstream in the diaper supply
chain exhibited even larger swings in variability. Puzzled by this apparent discrepancy, Procter
& Gamble realised that each firm independently stockpiled inventory in order to buffer against
demand uncertainty and variability. As a result, information about actual market demand
became distorted in the form of orders as they moved upstream in the supply chain [96].
The notorious bullwhip effect is, of course, not limited to diaper supply chains and can manifest
itself in any type of supply chain. The distortion of demand information induced by the bullwhip
effect holds severe repercussions for supply chain performance. Consequences of the bullwhip
effect include stock surpluses, inventory shortages, insufficient demand forecasts, inadequate or
excessive production and storage capacities or even damaged customer relations due to stock-
outs [95].
2.3.1 Causes of the bullwhip effect
There are four predominant causes of the bullwhip effect in supply chains [95, 96]. The first of
these prevailing sources lies in demand signal processing. Inventory managers typically employ
forecasting techniques to estimate future demand so that they can plan their local inventory
management activities accordingly. Order quantities and desired safety stock levels are, for
example, informed by demand forecasts. These estimates about future demand are often based
on historical orders received from an organisation’s immediate downstream neighbour. A retailer
would, for example, observe end-user demand and base its ordering decisions on this observation.
Suppose that this retailer orders from a distributor upstream. The distributor typically does not
have visibility of the end-user demand and bases its ordering decisions on the orders received
from the retailer. In a serially linked supply chain, implicit information about end-user demand
is then relayed from facility to facility in this sequential fashion.
The main problem with this serial ordering pattern is that information about end-user demand
becomes distorted as orders move upstream. When a retail inventory manager receives a large
order (s)he may, for example, interpret it as a surge in demand and adjust the demand forecast
accordingly. When (s)he places a new order to the distributor, the distributor may similarly
predict an increase in future demand. Demand information, therefore, becomes increasingly
distorted as larger and larger order quantities are placed at different tiers along the supply
chain. The outcome of this phenomenon is that upstream manufacturers receive orders that differ
significantly from the actual end-user demand. Manufacturers (located even further upstream)
are often not equipped to deal adequately with these large fluctuations in demand. The impact
of the bullwhip effect is often more pronounced in supply chains with longer lead times. Since
order quantities are typically informed by lead times, small changes in customer demand may
lead to significant fluctuations in order quantities.
The phenomenon of order batching is also referenced as a significant cause of the bullwhip
effect [95, 96]. Order batching occurs when firms order stock in large batch sizes so to take
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advantage of the economies of scale associated with transportation. Ordering in large batches
also allows ordering entities to order less frequently in order to save on ordering costs. With
order batching, demand is typically accumulated over a period of time before a new order
is placed. Reorder quantities are therefore often larger than actual demand. Suppliers may
subsequently receive an erratic stream of orders where a single large order from a customer may,
for example, be followed by a significant period without any orders from the same customer.
This unpredictable ordering behaviour creates uncertainty for suppliers who cannot anticipate
the timing and sizes of future orders. The problem is compounded for a supplier with multiple
customers that exhibit this volatile ordering behaviour. As a result, suppliers may often be
understocked.
The third major source of the bullwhip effect is price fluctuations that lead to variability in
customer behaviour [95, 96]. When suppliers run promotions such as price or quantity discounts,
ordering firms typically place larger orders so as to take advantage of these potential cost-saving
opportunities. This phenomenon where firms purchase stock well in advance of demand is
known as forward buying. When prices increase again after the discounts, consuming entities
stop ordering temporarily and satisfy demand from inventory held in storage. The variation in
order quantities during forward buying is typically larger than the variation in consumption rate
and this induces the bullwhip effect. The ramifications are particularly severe on manufacturers
who ultimately experience large swings in demand. Furthermore, while manufacturers may
require costly overtime to fulfil demand during periods of forward buying, their operations may
be idle otherwise.
The fourth primary cause of the bullwhip effect is attributed to a phenomenon known as shortage
gaming [95, 96]. In periods of actual or anticipated supply shortages, retailers often place inflated
orders at their suppliers in an attempt to guarantee stock availability. When demand exceeds
supply capacity, suppliers would typically ration stock to their customers. A common approach
is to ration products to customers based on their respective order quantities. Shortage gaming
often materialises when ordering entities anticipate this form of rationing and exaggerate their
actual demand in the form of larger orders. This inflation of real demand triggers the bullwhip
effect. When the shortage period is over, retailers may cancel their pending orders and stop
ordering for a considerable period of time. When these retailers eventually return to their
usual order quantities, they distort all previous demand estimates made by a supplier. Shortage
gaming is typically promoted in a supply chain environment where buyers are free to place and
cancel orders as they like without any repercussions.
2.3.2 Preventing the bullwhip effect
Lee et al. [95] provided measures for countering the four primary causes of the bullwhip effect
discussed in §2.3.1. One of the foremost of these countermeasures is the sharing of market
demand information across an entire supply chain [30, 140]. When actual demand information
is shared in real time, all supply chain members can develop sound forecasts based on the same
information. Effective production schedules may also be established when they are based on
actual demand information and not on fluctuating orders. When a supplier carries knowledge
of a demand surge in the market it will, for example, not be caught off-guard by larger orders.
The bullwhip effect may, however, still persist in an information sharing supply chain where
members employ different forecasting methods. Demand information sharing may, therefore,
not eliminate the bullwhip effect entirely, but it may reduce its impact considerably [30, 140].
A more radical approach towards eliminating the bullwhip effect is to conduct all ordering
and forecasting activities from a centralised point in a supply chain [95]. With centralised
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information, a decision-maker may potentially make optimal decisions for the whole supply
chain. Since longer lead times may also contribute to the bullwhip effect, another potential
corrective strategy is to reduce lead times in a supply chain [96].
A supply chain can arguably thwart order batching only when order processing and transporta-
tion costs can be reduced. Today, advanced information technology systems allow organisations
to transmit and process order information at faster speeds and at a reduced cost [32]. These
rapid and cost-effective ordering methods make it possible for organisations to order in smaller
batches and on a more frequent basis. This allows organisations to develop more accurate fore-
casts and to place orders that better match actual demand. Another driving force behind order
batching is the cost benefits associated with full truckload economies. The rise of third party
logistics providers has, however, made small batch replenishment a feasible solution for indi-
vidual retailers. These third party transporters can realise full-truckload economies themselves
by consolidating orders from different retailers. In other words, when retailers can outsource
transport, they are allowed the freedom of ordering in smaller batches.
The simplest method to negate the bullwhip effect caused by forward buying is to reduce the
frequency and magnitude of promotional campaigns [96]. A popular approach adopted by man-
ufacturers is to employ a so-called everyday low price (EDLP) strategy. Under an EDLP policy,
a manufacturer offers a product at a fixed price throughout the year, without any periodic price
promotions. This pricing scheme naturally eliminates the need for traditional forward buying.
An EDLP strategy further allows manufacturers to save on costs that were typically associated
with marketing schemes during price promotions.
A natural approach towards preventing shortage gaming is to remove incentives for buyers to
place inflated orders. With respect to rationing during supply shortages, a simple improvement
may be to allocate stock according to retailers’ historical sales records, instead of their current
orders [95]. When buyers have little knowledge of a manufacturer’s supply capacity they may feel
pressured to engage in gaming to ensure stock availability. Gaming under such a scenario may be
prevented by providing retailers with information on the manufacturer’s capacity and inventory
levels [95]. Finally, enforcing rules that restrict an ordering entity’s flexibility may discourage
gaming. Penalising order cancellations and limiting order quantities may, for example, deter
buyers from gaming.
2.4 Information sharing in supply chains
Information Technology (IT) embodies the means that supply chains employ to collect infor-
mation, to analyse this information and to base decision-making on this analysis with a view
to improve supply chain performance. The ability to share information over large distances has
made IT an effective vehicle for the integration and coordination of supply chains [32, 142].
According to Chopra and Meindl [32], IT should possess four distinct characteristics for it to
support effective decision-making in a supply chain. Firstly, information should be accurate
so that decision-makers can make the most effective decisions. Next, supply chain information
should be practicable. Data collection efforts should therefore be aimed at collecting relevant
and meaningful data that can provide value to decision-makers [80]. Information should also
be easily accessible in a timely fashion, because effective decision-making is made possible with
real-time information. Finally, and arguably the most critical, information should be shared
in a supply chain so that decision-makers can coordinate their activities based on the same
(real-time) data [142]. When decisions are made based on the same information, the overall
performance of a supply chain may be improved [98, 155].
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The sharing of information across an entire supply chain is considered an essential practice for
improving overall supply chain performance [98]. The outcome of information sharing practices
in a supply chain is typically described as supply chain visibility or information visibility [155].
Supply chain visibility is the extent to which organisations in a supply chain have access to
information, or share information with each other, which they consider as fundamental to their
own operations, as well as to be of mutual benefit to other supply chain members [9]. Francis [51]
proposed a more comprehensive definition of supply chain visibility:
“Supply chain visibility is the identity, location and status of entities transiting the
supply chain, captured in timely messages about events, along with the planned and
actual dates/times for these events.”
When shared supply chain information relates to both supply-side and demand-side factors of
a supply chain and is accurate, timely, complete and in a usable form, a supply chain is said to
exhibit a high level of visibility [9, 155, 160].
2.4.1 Types of shared information
Greater supply chain visibility holds many benefits for supply chain performance and may, in
particular, reduce the impact of the bullwhip effect. When both supply- and demand-side infor-
mation are shared across a supply chain, it enables all members to increase their responsiveness
through faster and improved decision-making processes [39, 110, 155]. This improved respon-
siveness may, for example, lead to the reduction of cycle times and a decrease in the number of
stock-outs [85]. When more information is shared in a supply chain, it may naturally complement
forecasting techniques and, in particular, lead to more reliable demand forecasts [121, 141]. This
may enable supply chain members to better understand the nature of demand and subsequently
enhance their own inventory management processes [80]. Ultimately, information sharing and
utilisation typically lead to reduced expenditure and therefore increase profit margins [95].
Lee and Whang [98] described five distinct types of information that may be shared between
supply chain partners with the goal of enhancing overall supply chain performance.
The first and most common kind of shared information is inventory levels. When inventory
level information is shared, the total inventory in a supply chain may be reduced which may,
in turn, lead to reduced costs. Consider a simple supply chain where a warehouse provides
stock to a retailer. If both of these organisations manage their inventory independently without
sharing inventory information, both of them may duplicate safety stock levels or incur stock-outs
simultaneously. A standard approach followed to address this potential inefficiency is to share a
facility’s inventory level data with its upstream supplier. When a supplier has constant visibility
over its customer’s inventory levels, it can proactively increase (or decrease) its own inventory
when the customer’s inventory falls below, or exceeds, a pre-specified target level. Sharing
inventory level information is expected to reduce upstream order distribution, decrease overall
inventories and the number of stock-outs, and also allow manufacturers to develop improved
demand forecasts [95].
One of the most popular partnering initiatives where inventory level information is shared is
vendor-managed inventory (VMI) [154]. According to the principle of VMI, a supplier or manu-
facturer is responsible for all of the inventory replenishment decisions (reorder points and reorder
quantities) at a retailer [32, 120]. This process is facilitated by providing the supplier or man-
ufacturer with access to the retailer’s real-time inventory levels. This level of visibility removes
the need for a supplier to maintain excessive inventories and the frequency of replenishment is
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also increased, which reduces the need for large levels of safety stock [154]. VMI may also deter
shortage gaming and order batching [41].
The second type of information that may be shared in supply chains pertains to sales infor-
mation. Traditionally, information about customer demand is conveyed through orders. An
organisation would typically base order decisions on its own interpretation of market demand.
As a result, the order information may distort the actual market demand and lead to the bull-
whip effect as discussed in §2.3.1. Sharing sales information would, therefore, provide a truer
reflection of the real market demand and enable organisations to react to demand fluctuations
more effectively [36].
Since multiple independent sales forecasts can promote the bullwhip effect in supply chains,
increased effort has been devoted to the sharing of sales forecast information. A downstream
facility would typically share forecast information with its supplier upstream, because the former
is located closer to the market and may therefore develop more accurate and reliable forecasts.
Suppliers may, however, have more expertise and access to global market information which
may prove useful in forecasting end-user demand. Collaborative planning, forecasting and re-
plenishment (CPFR) is a popular business practice embraced by supply chain members where
they discuss, share and coordinate demand forecasts in a collaborative spirit [120]. The result of
this collaboration is a common demand forecast that may be employed to plan manufacturing
and replenishment operations. Benefits associated with CPFR include a potential decrease in
inventories, larger order fulfilment levels and improved resource utilisation [4].
Sharing order status information can help customers track the movement of their orders along
a supply chain. Traditionally, many independent organisations are involved in the delivery
of products or services in a supply chain. It is, therefore, often difficult for a customer to
enquire about the status of an order, because (s)he is not necessarily familiar with all of the
organisations involved in the fulfilment of an order. According to such a scenario, a customer
may, for example, repeatedly be referred to different supply chain members when inquiring about
order status. Today, an increased emphasis is placed on sharing order status information so that
a customer can instantly access the order status, irrespective of its position in the supply chain.
A significant benefit associated with this approach is the improvement of the quality of customer
service since customer inquiries may be resolved in a single call.
Order status information may include two crucial pieces of information that are also recognised as
some of the most significant information types that may be shared in a supply chain [102]. This
information pertains to the location and condition of products during shipment. Knowledge on
the location of a shipment may enhance order processing and inventory control activities within
a supply chain. Sharing information about the condition of a product, on the other hand, may
provide valuable insights into possible damage or even pilferage.
A fifth type of information that may be shared in supply chains involves production and delivery
schedules. With visibility over production and delivery schedules, organisations can better plan
their own production operations. When a manufacturer, for example, has visibility over its
supplier’s production schedule for its orders, it can better estimate the order fulfilment date.
Lee and Whang [98] also reference performance metrics and capacity as information types that
are often shared in supply chains. Sharing performance metrics, such as lead times and service
levels, allow supply chains to identify under-performing stakeholders so that proper corrective
action may be taken. When supplier capacity information is shared in a supply chain, it can
help to prevent potential shortage gaming behaviour.
Although the types of information that may be shared in a supply chain are well documented, the
required granularity of the information is less clear. This observation stems from the fact that
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supply chain visibility needs tend to differ between upstream and downstream organisations [80].
Suppliers may, for example, have little use for information about daily market demand. Instead,
end-user demand information should rather be aggregated to an appropriate level where suppliers
can utilise it effectively in respect of procuring and manufacturing decisions [98].
While mere information sharing can facilitate enhanced coordination in a supply chain, the
success thereof is only determined by the effective utilisation of the shared information.
2.4.2 Barriers to information sharing
The benefits associated with information sharing are clear, but the practical implementation of
information sharing practices in supply chains poses a number of obstacles. One of the most
significant barriers to information sharing is that of incentive alignment amongst all supply
chain members undertaking an endeavour to share information [98]. Supply chain members
may be reluctant to share sensitive information, fearing that other members may exploit this
information in order to claim all the benefits of information sharing for themselves. Similarly,
supply chain entities may fear that the confidentiality of their information may be compromised
when shared with other supply chain members [98]. And even when supply chain members are
guaranteed a positive return from information sharing, fears may arise that one organisation
will benefit more than the other and this may discourage information sharing entirely [98].
Information sharing may also raise concerns among competing organisations [98]. Consider, for
example, two retailers that share the same supplier and both of them share their demand forecast
information with this supplier. Suppose furthermore that one of these retailers is planning to
run a sales campaign in the near future. This decision may reflect implicitly in its (adapted)
demand forecast provided to the supplier. Potential peril may arise if the other retailer would
manage to gain access to this information before the planned promotions are implemented. The
second retailer may exploit this information and possibly influence the market by adjusting its
own prices.
While technology infrastructure provides the means for information sharing, it may also be
a limiting factor in an information sharing endeavour [98]. Implementing a synchronised IT
system across a whole supply chain may be expensive, time-consuming and even complicated
further when partners do not agree on the design of the system. Finally, the timeliness and
accuracy of shared information can hinder effective supply chain operation [98]. Complexity is
often induced when supply chain members record and share data in an asynchronous fashion.
Some organisations, for example, may share information on a monthly basis and others on a
weekly basis only. Or in the case of monthly reporting, some organisations may report at the
end of every calendar month, while others may define a month as running from the 15th of one
month to the 15th of the next, for example.
2.4.3 Previous supply chain information sharing studies
The objective in this section is to provide a brief review of some of the most influential work
pertaining to the value of information sharing in supply chains. The purpose of this discussion is
to strengthen the case for information sharing as a means to improve supply chain performance.
Gavirneni et al. [56] produced some of the earliest work towards investigating the value of
information sharing in capacitated supply chains. They considered a two-tier supply chain
with a single retailer and a single supplier. Three information sharing models were studied: A
partial information sharing model, a full information sharing model and a no information sharing
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model employed as a base case scenario. According to the partial information sharing model,
the supplier has knowledge over the retailer’s demand distribution, reorder points and reorder
quantities. Under the full information sharing scenario, the supplier additionally observes the
retailer’s inventory levels on a daily basis. Gavirneni et al. [56] proved that supply chain costs
tend to decrease as the level of information sharing increases. They concluded that information
sharing is always beneficial in respect of supply chain improvement.
Lee, So and Tang [97] also studied information sharing in a two-tier supply chain featuring a
manufacturer and a retailer. They proved that information sharing may particularly benefit the
manufacturer in respect of cost savings and significantly reduced inventories. In particular, they
found that information sharing would benefit the manufacturer most significantly when demand
is highly correlated over time, when the demand is highly variable and when lead times are long.
Cachon and Fisher [23] followed a simulation-based approach to compare full information sharing
policies with no information sharing policies. For a supply chain with one supplier and multiple
identical retailers they showed that supply chain costs can be lowered by 2.2% on average with
a full information sharing policy. They reported a maximum savings figure of 12.1%. According
to the full information sharing policy, the supplier had access to the retailers’ demand and
inventory levels. The salient elements of their model included that the supplier is considered
perfectly reliable and can fulfil every order successfully after a constant lead time. The demand
experienced at the retailers was discrete, independent and identically distributed.
The results obtained by Cachon and Fisher [23] appeared to be counter-intuitive at first. They
conjectured that a supplier did not benefit significantly from observing the demand data of
retailers. Typically, a supplier would use incoming order information as a guideline for managing
its own inventory availability (when order quantities start to increase, the supplier may be
prompted to increase its own inventory levels). When a retailer carries a large level of stock,
however, the sharing of demand information would be of little value to the supplier. During this
period, the supplier would not experience any demand, because the retailer can fulfil demand
from its own inventory. Cachon and Fisher [23] posited that a retailer’s demand information is
most useful to a supplier when the retailer’s inventory declines to a level where it would prompt
the supplier to order more inventory. This scenario is, however, most likely to occur when the
retailer would normally place an order at the supplier. When a retailer places an order, the
order quantity would implicitly reflect demand information. Sharing demand information by
itself may therefore be considered redundant.
Zhao et al. [170] studied the impact of information sharing in a supply chain containing one ca-
pacitated supplier and four retailers. They found that demand forecasting methods significantly
influence the value of information sharing. As may be expected, the value of information sharing
was enhanced when more accurate forecast techniques were implemented. This observation un-
derlines the need for sharing practicable, high-quality data. Another key outcome of their study
was the conclusion that it is typically more valuable to share information about future orders
as opposed to only sharing information about future demand. They concluded that information
sharing may typically lead to considerable cost savings in a supply chain.
Kulp et al. [85] studied the effect of information integration between manufacturers and retailers
in the food and consumer packaged goods industry. Their results showed that sharing retailer
inventory levels was positively correlated with larger profit margins.
More recently, Yu et al. [169] explored different information-sharing scenarios in an attempt
to identify the most efficient ones. They experimented with different combinations of shared
capacity, demand and inventory information. These combinations included a scenario with no
information sharing at all as well as a policy with full information sharing. A distinguishing
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feature of their analyses include an extensive set of performance measures employed to measure
the efficacy of the various information-sharing scenarios. They found that sharing demand
information exclusively, proved to be the most beneficial in respect of supply chain performance.
Notably, their results suggested that no information sharing policies may yield better supply
chain performance than some partial information-sharing practices. Sharing inventory and/or
capacity information, without any accompanying demand information, yielded inferior results
when compared with the no information sharing policy. They attributed this observation to
the fact that demand information is the primary feature driving upstream processes in a supply
chain. Therefore, when demand information is absent, it may mislead upstream operations and
ultimately amplify the bullwhip effect.
Notably, many of the aforementioned studies involved small supply chain networks.
2.5 Demand-driven supply chain management
The traditional definitions of supply chain management all tend to emphasise the activities
involved in the movement of goods downstream towards the end user [46, 89]. This is primarily
achieved by optimising product manufacturing and distribution activities so as to minimise
supply chain costs. Although these functions are essential in any supply chain, it may seem as
if this particular conceptualisation of supply chain management disregards the final customer to
some extent. It may appear as if the downstream movement of commodities are prioritised over
the particular needs of the end user — the very party for whom the supply chain exists.
A second shortcoming of traditional supply chain management includes a strong focus on the
optimisation of internal business operations [33]. In other words, businesses orientate themselves
toward optimising their own performances with little or no regard for their supply chain partners
(or the overall performance of the supply chain). A manufacturer may, for example, manufacture
products in large batches to realise the economies of scale associated with lower unit costs. The
actual consumer demand may, however, not justify the increased production levels. If the
actual demand is significantly less, it may lead to excessive stock held in storage. Holding
surplus stock may incur significant holding costs and increase the risk of obsolescence [32].
Whereas a manufacturer (or any other organisation) may look inward to optimise its own internal
operations, this may be to the detriment of downstream facilities and the supply chain overall.
Supply chains can match supply and demand with considerable ease when demand is fairly stable
and predictable [49]. When demand, however, starts to fluctuate, the entire supply chain is
compelled to adjust its supply capabilities accordingly. A major problem arises when significant
fluctuations in demand are discovered belatedly by facilities upstream in a supply chain. As
a result, supply chain members may be unable to fulfil demand on time (incur stock-outs) or,
on the other hand, carry inventory surpluses. Such complications evidently arise from a lack
of access to real-time information about actual demand. This problem has driven supply chain
practitioners towards harnessing the fast-growing power of IT in order to better understand and
communicate demand information in real time. This fresh approach led to a departure from
traditional supply chain management principles focusing on manufacturing and distribution,
with the introduction of the concept of demand-driven supply chain management (DDSCM) or
DCM where the principal focus is placed on customer demand.
A demand-driven supply chain, or demand chain, prioritises market mediation over its physical
efficiency, as discussed in §1.1. In other words, a demand chain places a premium on under-
standing and fulfilling customer demand successfully. DCM involves a focus on the needs of the
customer and subsequently designing the chain to fulfil these particular needs [66]. This focus
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on the needs of the customer has led to a reversal of how supply chains are traditionally man-
aged. DCM entails the management and the coordination of the entire demand chain, starting
at the end user and working backwards to the suppliers of raw materials [33, 132, 153]. In other
words, the customer is considered as the starting point and not as the destination in a demand
chain. Indeed, there are two principal objectives of DCM: To coordinate all members in a supply
chain and to place an emphasis on customers and their needs as opposed to focusing on local
optimisation [22, 153].
One of the primary features of a demand-driven supply chain is that information about demand
is made available in real time to all supply chain members. A demand-driven supply chain
captures and presents real-time information on current inventory levels and customer demand
patterns to all the entities in a supply chain, so that they can react quickly and effectively by
updating their forecasts and/or production schedules accordingly [22]. Although the theoretical
benefits of DCM have long been established, the dawn of the Internet, coupled with significant
improvements in computing power, has made its implementation a real possibility [22, 53].
Since information sharing is pivotal to effective DDSCM, the benefits of information sharing (as
discussed in §2.4.1) typically transpire in demand chains. In particular, demand-driven supply
chain management may increase supply chain responsiveness, minimise stock-outs and lead to
lower inventory levels held in storage [22]. According to research by The Boston Consulting
Group [22], organisations with established demand-driven supply chains can carry up to 33%
less inventory. When shared information is utilised in an effective manner, it may eliminate the
need for overtime and reduce lead times because less emphasis is placed on improving forecast
accuracy [47].
A demand-driven supply chain is underpinned by four pillars [22]. The first is visibility and
involves the sharing of practicable information across the supply chain. Secondly, a resolute
supply chain infrastructure is required to adapt quickly to sudden changes in supply and de-
mand. Next, careful coordination is required amongst supply chain members in order to perform
effectively. Finally, a demand-driven supply chain is also focused on the optimisation of overall
supply chain performance.
There are some significant differences between supply chain management and DCM. Arguably
the most prominent difference is that DCM is orientated towards fulfilling demand in the correct
market, whereas traditional supply chain management focuses on pushing products and services
to undifferentiated markets [46]. The two supply chain philosophies may also be contrasted
by their nature of response to market demand. DCM strives to generate revenue through
proactively managing demand while supply chain management adopts a reactive approach and
only reacts to demand [46]. This difference in foci leads to the progression that DCM places an
emphasis on supply chain effectiveness whereas supply chain management prioritises supply chain
efficiency [46]. With regards to information sharing, information about customer needs typically
pervade an entire chain, but stops at some intermediate stage in a traditional supply chain [46].
In contrast to traditional supply chain management, performance measurement in demand chains
furthermore prioritises measuring performance from a customer’s perspective [25].
Eagle [47] describes four key characteristics of DDSCM. First, planning in a demand-driven sup-
ply chain is separated from the execution phase. In contrast to traditional supply chains, demand
forecasts do not drive inventory replenishment decisions in a demand chain. Instead, forecasts
are employed to gain forward insights into potential capacity and financial constraints. The sec-
ond distinctive feature of DDSCM is the strategic positioning of multiple independent inventory
locations along the supply chain with the objectives of absorbing supply- and demand-side vari-
ability, increasing responsiveness and decoupling replenishment activities. The implementation
of additional storage buffers in a supply chain may seem counter-intuitive at first. The strategic
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positioning of these buffers, however, often prevent the need for alterations to production sched-
ules which may lead to considerably reduced aggregate inventories. These inventory positions
are replenished based on their pre-specified unique and optimal replenishment policies. During
each replenishment cycle, inventory is only procured, manufactured or distributed in order to
replenish the buffers up to pre-specified stock targets. Finally, these inventory buffers are cho-
sen large enough that they can typically satisfy daily demand and they are only replenished
in response to actual demand. Since these buffers are not replenished based on forecasts, they
eliminate the propagation of variability so often seen in traditional supply chains [47].
The literature appears divided in its view on whether the notion of DCM should replace supply
chain management, or whether it should be considered as an entirely independent, different
philosophy [39, 66, 153]. Nonetheless, the introduction of DCM has underlined the need for,
and benefits of, demand-driven practices in any supply (or demand) chain.
2.6 Supply chain collaboration
As supply chains increased in complexity and expanded in size over time, it became increasingly
imperative for supply chain partners to collaborate in order to improve supply chain performance.
A collaborative supply chain is a supply chain in which two or more independent organisations
work together to plan and execute supply chain activities with greater effectiveness than when
operating individually [139]. Although collaboration can manifest itself in various forms, its
most apparent objective is to create a transparent and visible demand pattern that dictates the
entire operation of a supply chain [71]. Hence, the practice of information sharing is vital to the
success of a collaborative supply chain.
Collaboration has also been described as the driving force behind effective supply chain man-
agement [72] and it typically allows supply chains to synchronise supply and demand closely in
order to increase overall supply chain performance [139]. Importantly, collaboration demands the
buy-in from all partners, irrespective of their role or size in the supply chain [72]. A successfully
coordinated supply chain is one in which all decisions are aligned to achieve global supply chain
objectives [128]. According to Barratt [8], a true collaborative culture is built on the foundations
of trust, mutuality, high-quality information exchange, and transparent communication.
Simatupang and Sridharan [139] described four hindrances to effective supply chain collabora-
tion. The first obstacle is a lack of proper supply chain performance measures. Organisations
traditionally employ performance measures that only measure their own performances and not
those of the overall supply chain. These performance measures are often cost-centric which
leads to a focus on the minimisation of individual costs and not on the maximisation of cus-
tomer value. Hence, organisations often seek to improve their own performances exclusively
and this usually comes at the expense of other organisations and overall supply chain profitabil-
ity [139]. It may therefore be argued that partners can only learn to collaborate effectively when
performance measures are integrated across a supply chain so as to measure overall supply chain
performance [139].
The issue of localised performance measurement is closely related to the second hindrance of
incentive misalignment [128, 145]. Typically, supply chain decisions are made based on their
localised impacts and not based on their potential (negative) impact on overall supply chain
profitability. In other words, if a supply chain partner typically aims to maximise its own
performance, this behaviour may have a detrimental effect on other supply chain members. The
outcome of such self-focused behaviour may often transpire as an imbalance between supply and
demand that hampers the effective flow of products to end users [49].
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The third obstacle to supply chain collaboration lies in the presence of asymmetric informa-
tion. Each organisation presides over particular and private supply chain information, such
as inventory level and demand data. Organisations are, however, often reluctant to share this
information with the rest of the supply chain because they perceive the information to be of par-
ticular economic value [139]. As a result, organisations may be forced to make decisions based
on their local information and this may lead to sub-optimal outcomes. When supply chain
members choose, however, to share the appropriate information, the supply chain may adopt a
clearer view of demand and synchronise its operations more effectively. Notably, supply chain
performance may still be sub-optimal when each organisation focuses on local optimisation, even
under conditions of full supply chain visibility [128]
Finally, outdated policies used for day-to-day decision-making may prevent successful supply
chain collaboration. Since a supply chain environment is typically dynamic, policies used for
practices such as inventory management and demand forecasting may become obsolete rather
quickly [139]. A second contributing factor is, furthermore, the fact that these kinds of policies
are typically aimed at localised benefits and not at overall supply chain performance. Hence,
organisations may aim to exploit outdated policies in order to maximise their own perfor-
mances [139].
2.7 Inventory management
The discipline of inventory management has been widely researched in operations research and
management science domains. According to Hillier and Lieberman [69], inventory consists of
stocks of goods that are held in storage for future use or sale. The practice of inventory man-
agement is central to supply chain management and its basic objective is to minimise the costs
involved in maintaining inventory, whilst simultaneously meeting customer demand [120, 162].
Demand for a product entails the number of product units requested from inventory for some
particular use [69]. Lead time represents the time duration between the moment at which an
order for inventory is placed and the time instant at which the ordered goods are received into
inventory [69]. Additional inventory held to buffer against uncertainties or unexpected fluctua-
tions in demand or lead times are classed as safety stock [88, 140].
There are five primary functions of holding inventory [120]. The first is that of decoupling. Hold-
ing inventory at different locations in a supply chain decouples sequential processes and renders
them independent from one another. Holding inventory (raw materials or finished products)
at intermediate stages in a supply chain may prevent either bottlenecks or stoppages during
production [120]. The second function of holding inventory is to balance supply and demand, in
particular when the time period between product production and consumption is significantly
large. This phenomenon is typically observed in environments exhibiting seasonal supply and/or
demand. Raw materials for the production of a particular product may, for example, only be
available at certain times of year although the finished product is subject to year-round de-
mand. Finished product inventories may therefore be held throughout the year in an attempt
to fulfil demand timeously. The third purpose of inventory storage is to buffer or safeguard
against uncertainties about future demand, lead times or supply [38, 120, 140]. Simchi-Levi et
al. [140] added that firms also choose to carry inventory when it may be more economical than
the alternative frequent ordering which incurs large fixed costs.
In large-scale supply chains, inventory is often held to facilitate geographical specialisation. The
locations of suppliers and manufacturers are often determined by the availability and cost of
production components, such as land, power, materials and human resources [120]. The financial
benefits associated with this strategic location of facilities are considered to eclipse the increased
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inventory and distribution costs that may result from this geographic specialisation [120]. The
fifth function of holding inventory according to Pienaar and Vogt [120] is to prevent the cost of
a stock-out. A stock-out or shortage occurs when customer demand is not met on time [162].
According to Pienaar and Vogt [120], there are three possible costs associated with stock-outs.
The first is the cost of a backorder. Backordering occurs when a customer is willing to have his
or her originally unsatisfied order fulfilled at a later date. Backordering costs are the additional
costs incurred when processing and expediting the original order. When a customer does,
however, decide to fulfil his or her purchase elsewhere, the cost of a lost sale is incurred. Finally,
the cost of a lost customer is incurred in the worst-case scenario where a customer decides to
change his or her supplier permanently.
Inventory management policies are employed to determine what inventory level targets should
be, when inventory must be replenished and what the order quantities should be [28, 162]. These
policies, or inventory models, are typically used to model inventory and demand. Mathematical
inventory models are categorised into two main classes based on the predictability of demand [69].
Deterministic inventory models are employed when demand is either known or assumed to
have been forecast sufficiently accurately. Stochastic inventory models, on the other hand, are
applicable to inventory systems in which product demand is unknown and cannot be predicted
(i.e. where demand is a random variable). Although demand may be random, it may follow a
known probability distribution with known parameters.
Inventory models may further be classified according to the technique employed to monitor stock
levels. Continuous-review models are employed when the inventory level is tracked continuously
and a replenishment order is placed as soon as the inventory level decreases to a pre-specified
reorder point [32, 69]. According to a periodic-review policy, the inventory level is monitored at
fixed intervals (periodically) and order decisions are made only at these review times.
Winston [162] described four prevalent costs associated with inventory models. The first category
is classified as ordering and setup costs and these costs are independent of order quantities. The
ordering cost portion includes the costs associated with the handling and administration of
order placement and processing. When a product is manufactured internally, the labour cost
and time required for setting up a machine for a production run is included as setup costs. The
second cost type is the unit purchasing cost, which is simply the variable cost associated with the
procurement or production of a single product unit. This cost typically comprises variable labour
costs, variable overhead expenses and the cost of raw materials associated with the production
or procurement of a single product unit. Holding or carrying cost is often a substantial part of
inventory costs. Holding cost is the cost of holding one product unit in inventory for a single time
period. Components of holding cost include storage expenses, maintenance cost, insurance cost
and the costs incurred for potential pilferage or obsolescence. The final cost element is stock-out
cost, which is the cost of backordering, incurring a lost sale or losing a customer. Stock-out costs
are typically harder to quantify than the three preceding cost types.
According to Simchi-Levi et al. [140], there are six key elements that influence an inventory
policy. The first, and arguably most important, is customer demand which may be determinis-
tic or stochastic. Secondly, replenishment lead times may be uncertain and therefore influence
the timing and quantity of orders. The number of different products, the length of the plan-
ning horizon and various inventory costs also affect the complexity of inventory management
decisions. Finally, service-level requirements are also considered in the formulation of inventory
models. It is usually impossible to achieve and maintain a service level of 100%. Therefore,
many customers specify and demand an acceptable service level target. According to Hillier and
Lieberman [69], any inventory policy should at least provide clear and unambiguous rules for
determining when to place an order and how much to order.
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Deterministic continuous-review inventory models
In its most basic form, inventory managers are faced with inventory levels that deplete over time
and are replenished once a new batch of ordered goods arrive. In cases where demand is known,
deterministic continuous-review inventory models are often suitable for determining appropri-
ate order quantities [69, 162]. Although deterministic continuous-review inventory models are
somewhat elementary, they provide the basis for the development of more complicated models.
Arguably the most popular deterministic continuous-review inventory model is the celebrated
economic order quantity (EOQ) model [48].
The basic EOQ model is subject to several assumptions [69]. First, demand is assumed to be
deterministic and occurs at a known constant rate of d units per time. Furthermore, inventory
is assumed to be replenished when needed by ordering a fixed batch size of Q units. The entire
batch is considered to arrive at once at the desired time. The lead time for each order is constant
and often assumed to have a value of zero in the basic EOQ model. Finally, no planned stock-
outs are allowed and demand must therefore be fulfilled from inventory held in storage. Since
orders are assumed to be fulfilled instantaneously, orders are placed at the exact time instant
that the inventory level depletes to zero. According to this basic EOQ model, orders are placed
in a cyclic fashion and the length of time elapsed between successive orders is known as the cycle
length. Mathematically, the cycle length is expressed as Q/d.
The inventory level over time in such a basic deterministic continuous-review inventory model is
shown in Figure 2.3. The inventory level starts at zero and an order size of Q units is placed at
the start of the period under consideration. The inventory level is depleted at a constant rate d










Figure 2.3: Inventory level as a function of time according to the basic EOQ model [69].
The basic EOQ model only accommodates ordering and holding costs [69]. The setup cost
(included in ordering costs) for ordering one batch of products is denoted by K, while the unit
product cost of either purchasing or producing is denoted by c. The holding cost captures the
cost per unit per unit time held in inventory and is denoted by h. The objective in the EOQ
model is to determine the optimal lot size Q in order to minimise the total cost per unit time,
T [69].
The ordering cost per cycle may be expressed as k + cQ. Furthermore, the average inventory
level during any cycle may be expressed as (Q+ 0)/2 = Q/2 and since the cycle length is Q/d,
the holding cost per cycle may be calculated as h×Q/2×Q/d = hQ2/(2d). The total cost per
cycle may subsequently be expressed as K + cQ + hQ2/(2d), and therefore the cost per unit
time is
T =
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The value Q∗ of Q that minimises T is determined by setting the first derivative of T with






and is known as the EOQ formula, introduced by Harris in 1913 [48]. Notably, small deviations
from the optimal EOQ value Q∗ typically result in only a slight increase in the total cost [162].
The EOQ model may be adapted and extended in several ways in order to accommodate more
complicated (and more realistic) scenarios. Backorders may, for example, be allowed in some
cases where it makes financial sense to permit temporary periods of planned stock-outs [69, 162].
It is, however, imperative that in this case customers are prepared to tolerate some kind of delay
in the fulfilment of their orders. In the basic EOQ model, it is assumed that the ordering cost is
independent of the order size. Many suppliers, however, permit quantity discounts where they
reduce the unit purchasing price for larger orders. Quantity discounts may also be incorporated
into the EOQ model [162].
Deterministic periodic-review inventory models
Deterministic periodic-review inventory models are not based on the assumption of a constant
demand rate and, therefore, the EOQ formula does not guarantee a minimum-cost solution [69].
Deterministic periodic-review inventory models are typically considered as multi-period decision
problems where the planning in respect of the number of products to be produced (or ordered)
at the start of each period needs to be done beforehand. Importantly, the demands for the
respective periods are known, but are not necessarily the same. The method of dynamic pro-
gramming may be employed to calculate appropriate order quantities that would minimise the
total cost over the entire decision period considered [69]. Dynamic programming is a solution
methodology according to which a complex temporal decision problem is subdivided into a series
of smaller decision problems that are solved, working backwards in time [162].
Stochastic continuous-review inventory models
Stochastic inventory models serve as a useful starting point for inventory situations in which there
is significant uncertainty about future demands. Owing to the stochastic nature of demand in
these models (i.e. the demand rate is not constant), the EOQ model does not hold for stochastic
inventory situations.
A so-called (R,Q)-policy is typically employed in stochastic continuous-review inventory mod-
els [5, 69]. This policy is characterised by two parameters R and Q, where R denotes the
reorder point and Q denotes the order quantity. The order quantity includes two components:
The average demand during the replenishment lead time and safety stock safeguarding against
possible deviations from average demand during the lead time [140]. Since the inventory level is
monitored continuously, an inventory manager can place an order for Q units at the precise time
that the inventory level reaches the reorder point. It may, however, happen that a large number
of units is demanded at once when the inventory level is close to R, in which case the inventory
level may decline too far below the reorder point. Stock-outs are often inevitable in such a sce-
nario and the (R,Q)-policy may therefore be insufficient. The so-called (s,S)-policy or min-max
policy has been proposed as an alternative solution to the aforementioned issue. According to
this policy, a new order (with a variable order size) is placed whenever the inventory level is less
than or equal to s [162]. The order quantity is chosen so that it increases the inventory level to
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a level of S units. Occasionally, an inventory manager may choose to order multiple batches of
size Q. In this case, an (R,nQ)-policy may be adopted, where n denotes the number of batches
ordered [5].
The inventory level over time of a stochastic continuous-review inventory model is shown in
Figure 2.4. The demand rate is stochastic and a new order is placed as soon as the inventory
level reaches the reorder point. When safety stock and lead time are incorporated, inventory
will only be replenished after the lead time has elapsed, as shown in Figure 2.4. Significant
increases in the demand rate during the lead time may force a facility to utilise safety stock for
the fulfilment of orders placed during the lead time period. It is, however, also possible that the

















Figure 2.4: Inventory level as a function of time according to a stochastic continuous-review inventory
model where safety stock and lead times are considered.
Stochastic periodic-review inventory models
Stochastic periodic-review inventory models typically involve perishable products that can only
be held in inventory for a limited period of time after which it can no longer be sold. Because of
the perishable nature of the products, only one inventory decision has to be made and therefore
models in this category are often called single-period decision problems.
The classical newsvendor problem is a popular instance of a stochastic single-period inventory
model. In this celebrated problem, a vendor selling newspapers has to make a daily decision
regarding the appropriate number of newspapers to purchase. If the vendor orders too few
newspapers (i.e. does not meet daily demand), he or she will forfeit potential profit. If, on the
other hand, the vendor orders too many papers (i.e. exceeds daily demand), he or she will be
left with several redundant newspapers at the end of the day. The objective of the vendor is
therefore to choose order quantities that will appropriately balance the costs associated with
underordering or overordering [162].
A popular policy adopted in stochastic periodic-review inventory situations (when considering
more than one period) is the so-called (R,S)-policy [162]. The on-order inventory level is central
to this policy and it is defined as the sum of the available inventory held in storage and the
ordered inventory that is still to be received. According to this policy, a review of the on-hand
inventory is conducted every R units of time and an order is placed to increase the on-order
inventory level up to S.
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More complex inventory systems
Organisations, such as suppliers, distributors and retailers, may be responsible for thousands
of products and are often not able to develop near-optimal inventory policies for each prod-
uct. Classification schemes, such as ABC classification, are therefore commonly employed to
categorise products based on their demand and contributions to total profit [162]. This enables
organisations to develop high-quality inventory policies for those products that have the most
significant impact on profit.
Whereas many of the aforementioned inventory models were discussed in the context of one
facility, a retailer may, for example, choose to manage the inventories of its respective outlet
stores from one central point. An important consideration in such a scenario is that the different
stores are typically subjected to different demand patterns because of differences in geographical
locations, local economic conditions and local culture [1]. This phenomenon may complicate the
retailer’s decision-making significantly, especially when limited inventories have to be allocated
across outlets in an optimal manner.
In most cases, the practice of inventory management spans several groupings of role-players,
known as echelons [69]. One echelon of a multi-echelon inventory system may, for example,
involve a manufacturer, a second echelon may pertain to distribution centres and a third echelon
may contain a set of retail stores. A multi-echelon inventory system is typically embedded in
a supply chain and the objective of such a system is to minimise the total cost incurred by
the entire multi-echelon system [69]. Effective inventory management in a multi-echelon system
therefore typically depends on the successful collaboration amongst echelons, which may or may
not be managed by independent organisations.
The inventory models discussed in this section are by no means exhaustive and do not con-
sider complexities such as elaborate multi-echelons inventory systems and interactions between
products. Efforts to include such considerations do, however, tend to make inventory models
unwieldy and intractable [69]. It is important to underline the fact that the inventory man-
agement domain of each organisation is unique and that there is no standard model that can
accommodate all of the characteristics and limitations of any given inventory situation [171].
2.8 Measuring supply chain performance
Measuring the performance of a supply chain is pivotal in determining the effectiveness and
efficiency of a supply chain. Chopra and Meindl [32] identified six primary logistics drivers of
supply chain performance. The first driver is supply chain facilities. Facilities are the physical
structures in a supply chain network, such as manufacturing sites and storage facilities. The
function, location, capacity and flexibility of each facility influences supply chain performance.
Inventory is the second driver and refers to all of the raw materials, work-in-progress materials
and finished products in a supply chain. The choice of inventory replenishment policy deter-
mines the responsiveness, and therefore the performance, of a supply chain to a large extent.
Next, transportation involves the movement of inventory from facility to facility and holds great
significance for both supply chain responsiveness and cost. The fourth driver of supply chain
performance is information. Sharing information about variables such as inventory levels, trans-
portation, costs and customer demand in real-time can greatly enhance the responsiveness and
efficiency of a supply chain. Fifth, sourcing involves the contracting of firms to perform partic-
ular supply chain functions, such as manufacturing and transportation. Sourcing decisions have
significant influences on both strategic and operational functions in a supply chain. Finally, the
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pricing of goods and services shapes the behaviour of the customer and, therefore, influences
supply chain performance.
Supply chain performance measures are typically based on either cost or a combination of cost
and customer responsiveness [14]. Costs may include expenses associated with inventory and
operations, while lead times and stock-out probabilities are typical indicators of customer re-
sponsiveness. Beamon [14] proposed the use of three distinct performance measurement types:
resource measures, output measures and flexibility measures. The purpose of resource measure-
ment is to measure levels of efficiency, while output measures are aimed at evaluating the levels
of customer service. The capacity of a supply chain to respond to changes in the environment
is reflected in flexibility measures.
Resource measures typically involve inventory levels, manpower requirements, equipment utili-
sation, energy consumption and cost [14]. Specific examples of resource measures include total
supply chain cost, distribution costs, manufacturing costs, inventory costs and return on in-
vestment [26]. The total supply chain cost amounts to the total cost of all resources utilised
within a supply chain, while distribution costs include the transportation and handling expenses.
Physical labour, maintenance work and rework costs are all included in manufacturing costs. In-
ventory costs are typically associated with work-in-progress inventories, inventory obsolescence
and the value of goods held in storage. According to Christopher [33], inventory often consti-
tutes 50% or more of an organisation’s current assets. Return on investment is a reflection of
a supply chain’s profitability and is measured as the ratio of net profit to capital. A supply
chain typically pursues the maximisation of return on investment and the minimisation of costs
(expenses) [13, 27].
Output measures typically involve customer responsiveness and the quantity and quality of
the final product [14]. While many output measures are quantitative, some (such as customer
satisfaction and product quality) are of a qualitative nature. Quantitative measures include the
total sales revenue, profit, order fill rate and the number of on-time deliveries. Manufacturing
lead time and customer response time are two additional examples of output measures and supply
chain managers always seek to minimise these times [13, 27]. Further output measures that are
afforded considerable attention include stock-outs and back-orders — these components are often
used to describe service levels. The probability that a stock-out will not occur between the time
that an order is placed and subsequently fulfilled is a popular measure of service level [69].
Flexibility — the ability to adapt to unique customer demand dynamically — is recognised as
one the predominant determinants of supply chain competitiveness [17, 61]. Flexibility can be
a measure of the ability to readily adapt the number of products manufactured, the capability
to change planned delivery dates, the capacity to alter the mix of products manufactured,
as well as the ability to adapt existing operations in order to introduce new products [14].
Since flexibility is a measure of potential, some scholars argue that flexibility is a qualitative
performance measure while attempts have been made to quantify the different types of flexibility
measures [14]. Examples of flexibility measures include the total product development cycle time,
machine set-up time and the number of inventory turns [61].
Chan [26] has proposed two measures for measuring the level of supply chain visibility. The first
metric, time, is a measure of the amount of time required for new information to be transferred
to, and processed by, an entire supply chain. Because information can be transferred almost
instantaneously via a computer, it is imperative that the time metric considers the entire period
from when new information is generated up to the point where the implications of the new
information is implemented in practice. The second visibility metric described by Chan [26]
is accuracy. This metric is employed to evaluate whether activities prompted by information
sharing have been performed properly. When a new product design is, for example, introduced,
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the accuracy metric would reflect the proportion of new products manufactured correctly based
on the newly communicated design.
2.9 Pharmaceutical supply chains
The discussion in §2.1–2.8 served as an introduction to some of the most salient concepts in
supply chain management in general. The aim in this section is, however, to provide a more
focused perspective on some of these concepts in respect of pharmaceutical supply chains in
particular.
2.9.1 Global challenges in pharmaceutical supply chains
A pharmaceutical supply chain is a highly sensitive supply chain with the responsibility of
ensuring that the correct pharmaceuticals are delivered to the right people, at the right time
and in the condition required to treat disease effectively [151]. Considering the sensitive matter
of human health, it may be argued that a pharmaceutical supply chain is obliged to achieve a
customer service level target of 100% [151]. Failure to do so will imply that at least one stock-
out has occurred and that at least one patient did not receive his or her medication on time.
Not only do stock-outs pose significant risks to the health of patients, but they also diminish
patients’ trust in the ability of the health-care system to serve them appropriately [44].
Although developed nations are not exempted from pharmaceutical supply chain problems, it
is the severely constrained resources in developing regions that make the latter’s supply chain
challenges more pronounced. A recent study by Privett and Gonsalvez [122] identified ten global
challenges that are the most prevalent in the pharmaceutical supply chains of developing regions.
These challenges are categorised at a system level, at a facility level and at an item level, re-
spectively. There are four system-level challenges and they are described as the most critical
because they influence the performance of an entire supply chain. The first system-wide chal-
lenge involves a lack of coordination amongst supply chain stakeholders because of the typically
fragmented structure of pharmaceutical supply chains. This lack of coordination may also be
driven by potentially conflicting objectives exhibited by the various supply chain players. Effec-
tive coordination amongst supply chain stakeholders is imperative when attempting to minimise
total supply chain costs whilst aiming for a service level target of 100% [151]. It is evident,
then, that successful supply chain collaboration amongst all relevant stakeholders, as discussed
in §2.6, is of particular importance to pharmaceutical supply chains. Secondly, the absence of de-
mand information hampers effective procurement and supply decision making across the entire
supply chain. Although health-care facilities experience the actual demand for pharmaceuticals
on a daily basis, this demand information is seldom shared with the upstream warehouses and
suppliers. The value of exploiting demand information according to DDSCM practices was elu-
cidated in §2.5. When demand information is, however, available, it is often aggregated over a
large period of time. Hence, historical demand fluctuations are usually obscured, which makes
the demand information less useful. A lack of transparent demand information sharing may
therefore leave a pharmaceutical supply chain particularly vulnerable to the bullwhip effect —
the well-documented phenomenon described in §2.3.
Next, the limited human resources typically available in developing nations constrain the overall
performance of pharmaceutical supply chains. Health-care facilities are often understaffed and
personnel tend to neglect critical duties because of their large workloads. Additionally, clinical
staff are also often responsible for stock procurement despite not being trained to make supply
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chain decisions. In South Africa, nurses and pharmacists were, for example, reported to be
so preoccupied with the rationing of medication amongst patients during stock-outs that they
barely afforded attention to the needs of their patients [44]. Finally, shipment visibility is the
fourth system-wide challenge and tends to be virtually non-existent as a shipment moves from
the manufacturer downstream along the supply chain. The problem of shipment visibility is
exacerbated by a lack of communication amongst organisations and it is often unknown whether
shipments have reached their final destinations successfully. Yadav [166] describes a general lack
of information capture and sharing (not necessarily limited to demand and shipment information)
as one of the most significant causes of supply chain underperformance. He therefore argues that
information flows should be synchronised (and shared in real time) to maximise the performance
of supply chains at a minimum cost. A motivation for information sharing in supply chains was
provided in §2.4.
The first of five facility-level challenges identified by Privett and Gonsalvez [122] involves prac-
tices associated with inventory management. A lack of supply chain information and the unique
contextual circumstances of each facility make it difficult to manage inventory levels, storage
capacity and replenishment policies effectively. A recent study in Zambia revealed, for exam-
ple, that the inventory policies employed at health-care facilities were responsible for medicine
stock-outs despite stock availability at upstream warehouses [99]. These inventory replenishment
strategies were fixed without considering the impacts of variables such as delivery lead times
and demand seasonality. As a result, safety stock levels and order quantities were not adjusted
in accordance with demand fluctuations caused by seasonality. These inventory decisions were
furthermore based on historical consumption, causing previous stock-outs to be overlooked [99].
Innovative approaches toward circumventing stock-outs include the ‘borrowing phenomenon,’
where clinical personnel would borrow stock from a nearby health-care facility when faced with
shortages [70]. In South Africa, nurses have, however, borrowed stock without reporting a formal
stock-out. The term borrowing is also ironic because stock is never returned. Only when stock
could not be borrowed from a nearby facility, did personnel report an official stock-out [70].
A lack of information (including the absence of shipment visibility) makes order management
another complex challenge for supply chain managers. When inventory cannot be traced along
a supply chain, it makes it virtually impossible to establish whether adequate stock levels are
available in the supply chain. Orders may also be delayed, incomplete or incorrect, and there
are no means to establish this before a shipment has arrived at its intended recipient. The next
facility challenge involves shortage avoidance, which involves techniques employed to prevent
stock shortages. Stock shortages are often countered when replenishment occurs frequently and
large inventories are held in order to maximise service levels. This approach is, however, highly
uneconomical because it induces large holding costs as well as lost, damaged, unused or expired
stock that leads to wastage [75, 123]. Warehouse management is also described as a distinct
source of facility-level challenges. Warehouse management problems stem from insufficiently
equipped and poorly designed facilities, as well as a lack of proper employee training. When
warehouse functions fail, for example, to identify and discard damaged or expired stock, such
stock may be included in new shipments. Finally, shipment visibility is also classified as a
facility-level challenge and, similar to its manifestation on a system level, makes it difficult for
inventory managers to manage incoming stock and outgoing stock.
Finally, the two item-level challenges discussed by Privett and Gonsalvez [122] relate to product
expiration and temperature control, respectively. Product expiration is often cited as a signifi-
cant source of wastage because it resembles financial losses and missed opportunities to provide
the stock elsewhere. Overstocking may occur due to improper forecasting, faulty demand quan-
tification, insufficient warehouse management or poorly trained staff. Employees may, for ex-
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ample, not adhere to the first-expired-first-out principle typically employed in the management
of perishable products. Finally, the storage temperatures of many pharmaceuticals need to be
monitored and controlled continuously to prevent them from damage. Exposure to extremely
hot or extremely cold temperatures may reduce or destroy the efficacy of pharmaceutical prod-
ucts. The main problem experienced in the pharmaceutical supply chains of many developing
regions is that storage temperatures are typically monitored and controlled successfully under
the manufacturer’s ownership only. Temperature control, however, deteriorates as products are
handled and repacked by intermediate parties as they are moved downstream.
All ten of the aforementioned challenges influence the performance of a pharmaceutical supply
chain in some way or another. By implication, if a pharmaceutical supply chain can work towards
resolving these challenges, it can most likely improve its performance. The performance of
pharmaceutical supply chains may be measured in respect of the performance measures discussed
in §2.8.
2.9.2 Inventory management in pharmaceutical supply chains
A general introduction to the field of inventory management was provided in §2.7. The aim
in this section is to provide a general background to inventory management in the particular
context of pharmaceutical supply chains.
Public health-care facilities cannot carry large amounts of stock due to a lack of space and
therefore typically rely on upstream warehouses to resupply them with stock. According to the
most prevalent public distribution model in developing nations, pharmaceuticals are distributed
to health-care facilities via Central Medical Stores (CMSs), regional-level and/or district-level
stores [167]. CMSs are commonly employed as the central points for warehousing and distri-
bution, with regional and district stores employed as lower-tier distribution facilities. CMSs
may, in turn, receive their inventory from various sources, including manufacturers, importers,
distributors and procurement agents [167]. As a result, multiple tiers of storage points and dis-
tribution channels exist within a pharmaceutical supply chain which can complicate inventory
management. This supply chain complexity is compounded by the fact that procurement and
distribution functions are often decoupled from one another with little or no information sharing
between them [167].
The two predominant approaches to distribution in pharmaceutical supply chains are the well-
known push and pull systems, described in §2.2. According to a push system, CMSs, regional
or district stores decide on the order quantities that are pushed down to lower-tier health-care
facilities, based on centrally estimated allocation quantities. In a pull system, on the other hand,
each facility manages its own inventories and has to purchase stock from an upstream facility.
Push systems are attractive because they are immune to insufficient inventory management
practices at the lowest level of the supply chain [167]. Although the effectiveness of push systems
depends on proper information systems, they also facilitate impartial rationing decisions in the
case of stock shortages. Pull systems, on the other hand, hold the advantage of improved access
to local information about demand, but rely on sound decision-making abilities at a decentralised
level [167]. Since inventory management capacities at health-care facilities are often inadequate,
many pharmaceutical supply chains adopt a hybrid push-pull system for stock distribution [143].
According to this configuration, regional and district stores pull stock from CMSs which, in turn,
push stock to health-care facilities [167]. Such a system enables the realisation of the benefits
associated with both push and pull systems.
Saedi et al. [127] stressed the fact that conventional inventory management policies, such as
those discussed in §2.7, cannot be applied verbatim to inventory management models in a phar-
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maceutical context. According to Saedi et al. [127], there are three notable differences that
differentiate pharmaceutical inventory models from more general (not health-care-specific) in-
ventory models. Arguably the most prominent difference is that a health-care facility typically
aims to maximise its quality of service or care, as opposed to minimise costs. Health-care facil-
ities do not, however, disregard costs entirely, but given the sensitive matter of patient health
and well-being, the penalties associated with stock-out and substitute costs are expected to be
much more significant than ordering and holding costs [127]. The second distinguishing feature
involves the importance of demand satisfaction. Pharmaceutical supply chains tend to place a
premium on the prevention of stock-outs since stock shortages may have a detrimental impact
on patients’ health. In other words, it is crucial to fulfil demand at all times. The impact of
stock-outs in commercial or service supply chains, on the contrary, may be less severe because
they do not necessarily affect human health directly. Finally, in some cases, pharmaceutical in-
ventory management permits the opportunity to replace an item in shortage with an alternative
product — something which is not always possible in commercial supply chains.
With respect to particular inventory management policies, the min-max and (R,Q)-policies
(discussed in §2.7), or variations of these policies, are most often employed in public health-care
facilities in developing countries [143, 167]. According to Yadav et al. [167], however, adherence
to these policies remain poor for a large majority of developing countries.
2.9.3 A perspective on the South African pharmaceutical supply chain
Medicine stock-outs are pervasive in developing countries all over the world and their conse-
quences are typically severe for patient health, as stated in §1.1. The aim in this section is to
provide a brief overview of a number of case studies describing pharmaceutical supply chain
problems pertinent to the South African context.
One of the best-documented pharmaceutical supply chain disasters in recent years in South
Africa resulted from an unprotected strike at the Mthatha medical supplies depot in the Eastern
Cape in 2012. The strike led to the suspension of numerous staff members, leaving the depot
with the inadequate number of ten remaining employees [43]. Given that the Mthatha depot was
responsible for supplying ARV therapy medication to more than 100 000 patients at the time,
doubts were raised about the depot’s capability to carry out its daily operations successfully [43].
The consequences of the nearly month-long strike were calamitous. Due to a lack of staff
and limited management capacity, orders were not processed at the warehouse, inventory not
distributed to clinics and, as a result, inventory levels decreased at both the depot and the
health-care facilities that it served. Crucially, medicines could not be dispensed to patients in
need during the time period that followed the strike.
Despite interventions from organisations such as Doctors Without Borders and Treatment Action
Campaign to support staffing and drug delivery in the ensuing months, many problems at the
Mthatha depot remained unresolved. During the period September 2012 to January 2013, for
example, 24% of a total of 72 health-care facilities served by the Mthatha depot reported that
they had to turn HIV or TB patients away without any medication [43]. And in May 2013,
four months after the strike, as many as 40% of the affected health-care facilities still suffered
from stock-outs, with a median duration of 45 days reported for these stock-outs [43]. Although
persistent staff shortages contributed to the underperformance of the depot, blame was also
later attributed to insufficient ordering practices. Some health-care facilities served by the
depot reported that the quantities of drugs delivered to them were significantly smaller than the
quantities they had ordered. Orders were, furthermore, often fulfilled only after considerable
delays. Staff members at the Mthatha depot, on the other hand, claimed that many orders
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received from health-care facilities exceeded the perceived need of ordering. As a result, the
depot management would make its own adjustments as to the ordered quantities with the goal
of preserving stock at the depot. The strike was, however, not the only tragedy to befall the
Eastern Cape province. Between May and November 2011, 19 tons of medical drugs stored
across two depots and 92 health-care facilities in the Eastern Cape, were destroyed after it had
either expired or reported to have been ‘tampered with’ [11].
A study amongst 31 government clinics in the Tshwane Health District furthermore revealed
that each facility in this district had experienced stock-outs of eleven different vaccines at least
once during the 2013 calendar year [117]. In some cases, the stock-outs lasted for longer than two
weeks. And a further 16% of these clinics reported that the delivery lead times for emergency
orders exceeded one week [117]. Although many factors conspired to cause these stock-outs,
some of the more prominent causes involved insufficient inventory management practices. For
example, the majority of the clinics employed stock cards to record inventory levels (as opposed
to computerised inventory management systems). Results showed that only 52% of the clinics
managed to record inventory levels accurately according to these stock-card systems. Stock
cards are, however, outdated and do not allow for the possibility to integrate seamlessly with
other supply chain technologies. Moreover, with stock cards it is impossible to track inventory
levels continuously.
Another study by Mokheseng et al. [114] investigated the management of ARV drug inventories
at a district hospital and its peripheral clinics in the QwaQwa district of the Free State. The
results showed that the hospital had frequently experienced stock-outs and that these typically
lasted between one and three months. This phenomenon was largely attributed to the fact that
the district hospital often received either incorrect quantities or stock with short expiry dates
from its supplier. The study also found that neither the hospital nor the peripheral clinics
employed uniform (or effective) ordering policies.
Interestingly, a 2014 national audit found that only 20% of reported stock-out incidents in
South Africa were caused by manufacturing issues. The remaining 80% were attributed to
poor inventory management practices (specifically related to order quantities and forecasting
practices) at medicine depots and clinics on both provincial and district levels [12]. Although
many research studies (such as those described above) have shed light on the problems in the
South African pharmaceutical supply chain, it is important to recognise that the statistics do
not necessarily provide the complete picture, since many stock-outs and their impacts go by
unreported [11].
Arguably one of the most significant challenges faced by the South African public pharmaceutical
supply chain is the expansion of stock level visibility across the entire supply chain. The current
lack of visibility has also partially been ascribed to the fragmented nature of the country’s
ARV therapy supply chain (a common occurrence in many developing countries, as mentioned
in §2.9.1) [42]. The most prominent intervention towards enhancing supply chain visibility
involves the implementation of the SVS at public health-care clinics, as discussed in §1.1. The
SVS mobile application allows health-care facility staff to report the current stock level, the
expiry date, the quantity of stock received and the number of units lost due to expiration since
the last logged update, for each stock item in the facility [60]. Although implementation of the
SVS technology has delivered mixed results since its deployment, it is reported to have helped
reduce the number of stock-outs and incidents of overstocking for health-care facilities across
the country [60].
Although the SVS system was launched as a pilot project in KwaZulu Natal in 2013, very few
formal evaluation studies on the use of the system have been conducted since. An evaluation
report, discussing the implementation of the SVS in two districts in KwaZulu Natal, was finally
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published in 2018 and highlighted concerns associated with the implementation of the system
in these districts [58]. One key concern raised was that SVS users were not sufficiently trained
and skilled with respect to using the SVS mobile application successfully. And in the most cases
where training was provided, the training sessions reportedly emphasised the physical use of the
SVS mobile application and overlooked the importance of the actual use and interpretation of the
information collected. And in terms of measuring the success of the SVS intervention, a tendency
to emphasise reporting compliance as opposed to stock management was also observed. In other
words, users of the SVS were more focused on submitting their reports in time, irrespective of the
accuracy contained within these reports. Furthermore, the responsibility for implementing the
SVS often fell on nursing staff experiencing an already significant workload. Clinic staff reported
that they typically prioritised patient care, which came at the expense of their SVS-reporting
responsibilities. Another worrying concern highlighted by the report was that stock level data
were also not necessarily captured accurately, which rendered the data unreliable for use further
upstream by decision-makers. The use of the SVS was also hampered by poor mobile network
connectivity which compromised attempts to report stock levels using the mobile application.
The evaluation report solemnly concluded that the SVS data contained multiple errors to such
an extent that the impact of the SVS on stock management in this particular case could not be
determined with sufficient accuracy.
The discussion above is testament to the fact that the South African pharmaceutical supply
chain is pursuing the noble goal of increased supply chain visibility, but is mostly hindered
by implementation issues. Since many instances of data captured within the SVS system are
inaccurate or incomplete, it is conjectured that the true potential impact of proper supply chain
visibility still remains unproven in the South African public health-care context.
2.10 Chapter summary
A brief overview of some of the most salient characteristics related to supply chain management
was provided in this chapter. The notion of supply chain management, with a particular focus
on supply chain strategies, or processes, was first introduced. The infamous bullwhip effect,
which is renowned for its potential to wreak havoc in supply chains, was reviewed next. In order
to motivate the case for supply chain information sharing, this particular business practice
was also afforded considerable attention. This was followed by a brief review of the budding
demand-driven supply chain management philosophy. A concise overview of the importance
of collaboration in a supply chain was also presented. This was followed by a brief discussion
on inventory management — a business practice integral to supply chain management. Next,
guidelines and measures for measuring supply chain performance were discussed. Finally, a
discussion was provided on pharmaceutical supply chain management in developing countries,
with a focus on the South African context.
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This chapter is devoted to a brief introduction to the broad field of computer simulation mod-
elling, starting with a general description of simulation as well as some benefits and drawbacks
of the discipline in §3.1. This is followed by a brief overview of some important simulation mod-
elling concepts in §3.2. Four predominant simulation modelling paradigms are next reviewed
in §3.3 and a typical twelve-step procedure for conducting a sound simulation study is briefly
reviewed in §3.4. A brief description of the simulation input modelling process is next provided
§3.5. The focus shifts in §3.6 to a brief discussion on the critical steps of simulation model
verification and validation. Finally, some specific considerations pertaining to the agent-based
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3.1 An introduction to computer simulation modelling
Numerous definitions of simulation abound the literature, but arguably the most popular one
is that of Banks [6] who defined simulation so eloquently as the
“. . . imitation of the operation of a real-world process or system over time.”
The implication of this definition is two-fold. First, simulation involves a replica of some real-
world system in a shape or form other than the actual system itself. Secondly, simulation
involves the progress of time — a simulation model is a dynamic construct capable of emulating
the operation of a real-world process as it evolves over time. A simulation model may be
described more formally as a set of assumptions that describe the operating characteristics of
a real-world system in terms of mathematical, logical and symbolic relationships between the
entities of the system [7, 162].
The most basic of simulations can be performed by hand. A conventional die may, for example,
be used to generate an artificial sequence of service times if it is assumed that these service
times are uniformly distributed between one and six time units. While simulation via pen
and paper may prove satisfactory in some rudimentary cases, the shortcomings of such an
approach are plain to see. Fortunately, the meteoric rise of computing power has made it
possible to construct simulation models of much larger and more complex systems with the aid
of a computer. Computer simulation entails the use of a computer to both develop a simulation
model and to conduct simulation experiments with this model. The overarching purpose of
simulation can best be summarised as it being a tool for studying and analysing the behaviour
of a system that may or may not exist in practice [6]. This ability to simulate conceptual
systems renders simulation a valuable tool for the design of new systems [6, 7]. Essentially,
any simulation model predicts the expected behaviour of a particular system for a given set of
inputs. With a simulation model at his or her disposal, the simulation user can ask what-if
questions so as to evaluate the effect of particular inputs on model outputs [6].
A highly celebrated feature of simulation is its ascendancy over traditional analytic problem-
solving techniques. Analytic methods often lack the flexibility to accommodate the intricacies
and stochastic elements present in most real-world systems. For this reason, analytic approaches
often fall short in their attempts to represent real-world systems. Simulation is, however, free
of any such limitations or shortcomings and is therefore often the only viable instrument for
modelling complex and stochastic systems at an appropriate level of realism [162].
Simulation may be used to study the effects of certain changes on a system without perturbing
the physical system itself [6]. By implication, this also means that simulation can be used to
evaluate the effects of any decision extensively, without the need for committing manpower or
financial resources to the actual system. Since a simulation model can be operated in a risk-free
space, simulation is a suitable vehicle for evaluating the effects of proposed system changes, such
as new policies or plant layouts [93]. This freedom to experiment allows simulation to facilitate
the rapid design of sound and robust systems [108]. The flexible nature of simulation models
also make them ideal platforms for experimenting with systems whose behaviour is only partially
known, or perhaps not known at all. Simulation may, therefore, be employed to test a particular
hypothesis [108].
Simulation also allows for improved control over experimental conditions, something that is
extremely difficult, if not impossible, to control in the real world. Furthermore, the power of
the computer makes it possible to compress and expand time in a simulation model almost
effortlessly [6, 93]. The compression of time makes it possible to simulate lengthy periods of
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simulated activity within a short period of real time. Likewise, almost instantaneous simulated
events can be studied in expanded real time.
The process of simulation often provides insight into the particular behaviour of a system in a
way that is not necessarily achievable otherwise. With access to a complete system representa-
tion in the form of a simulation model, it is often possible to infer reasons for particular system
behaviour [6]. Similarly, simulation presents a convenient medium for identifying problems
within a given system [6]. Many real-world systems are so complex that it is nearly impossible
to comprehend the effects of the interactions amongst system components. Simulation, how-
ever, makes it possible to study phenomena that occur almost simultaneously in a sequential
fashion. Another prominent benefit of simulation lies within its visualisation capabilities. Ani-
mation makes it possible to inspect a system (often containing three-dimensional objects) from
a multitude of angles, something that is not possible with two-dimensional drawings [6].
Although simulation is a powerful problem-solving tool with several benefits, it also possesses
some drawbacks. A simulation model with random elements can only yield approximate values of
simulation output variables [93]. For this reason, many potentially time-consuming simulation
runs have to be performed in order to derive appropriate estimates. The very presence of
randomness also makes it difficult to distinguish between results caused by randomness and
those caused by implicit interrelationships in a system [6]. Apart from lengthy simulation
runs, an entire simulation study is also typically costly and time-consuming [7]. Large costs
are attributed to the need for skilled model builders. And even when simulation runs can be
performed relatively quickly, it is the collection of input data and the analysis of output data
that may consume valuable time [136].
A notable trait of simulation is that any given simulation model is typically either fully practical
or not at all. Any simulation model that is not a true, valid representation of the system modelled
cannot be trusted to deliver reliable results [93]. In other words, even the most sophisticated
simulation model cannot compensate for invalid assumptions or inaccurate input data.
3.2 Basic simulation modelling concepts
While there are several different modelling paradigms within the realm of simulation, they all
share some fundamental concepts that serve as the building blocks of any simulation model.
These key components include the system, model, system state, entities, attributes, events, ac-
tivities and system state variables. A brief review of these elements is provided in this section.
Any simulation model is a model of some real-world system. Such a system encompasses a set
of objects, or entities, that interact and cooperate in order to achieve a particular goal [7]. A
model, then, is an abstraction or representation of a system and expresses the inter-dependencies
between a system’s components by means of structural, mathematical or logical relationships [7].
System state variables represent a collection of all the information required to describe the
situation in a system sufficiently accurately at any given time [6]. Collectively, the system
state variables define the particular state of a system. Any instantaneous occurrence that can
potentially change the state of a system is known as an event [7].
An entity is any object within, or component of, a system that can change the state of a
system [76]. Entities are typically characterised by the fact they require ‘explicit’ definition in
a model [6, 7]. People, vehicles and machines are simple examples of entities. Entities have
attributes that describe information specific to them. While entities of the same type share the
same attributes, it is the particular values of these attributes that distinguish entities from one
another. Attributes define the behaviour and performance of entities in a simulation model [76].
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An activity is any process or logic in a simulation that occurs over a period of time for which
the duration is known when the activity starts [6, 7]. The duration of an activity may be
deterministic, stochastic or even specified as user input. A delay, on the other hand, causes
the movement of an entity to be delayed for an indefinite period of time [6, 7]. A delay is only
terminated once some future condition is satisfied. A resource is a special type of entity that
has a limited capacity and can provide a service to one or more entities [6, 159].
Simulation models are generally characterised along three dimensions [7, 93]:
Static or dynamic. A static simulation model is independent of time. A static simulation
model either represents a system at a particular time instant or a system on which the
passage of time has no influence. The throw of a conventional die is an example of a
static simulation. A dynamic simulation model, on the other hand, is a representation
of a system that changes dynamically with the passage of time. A simulation of vehicles
travelling along a highway is an example of a dynamic simulation.
Deterministic or stochastic. A deterministic simulation model does not contain any
random (probabilistic) variables. A specific set of inputs to a deterministic model will
always yield the same output if the simulation model were to be re-executed. A simulation
model that contains at least one probabilistic element, on the other hand, is classified as
a stochastic model. Since the inputs to a stochastic model are random, the output of such
a model is also random.
Discrete or continuous. The manner in which system state changes manifest themselves
over time determines whether a model is classified as either discrete or continuous. In a
discrete simulation model, the state variables change instantaneously at (possibly random)
distinct, separate points in time. In a continuous system, on the other hand, the state
variables change continuously over time. Although many systems today comprise both
discrete and continuous elements, one or the other type typically predominates to such a
degree that a system is usually classified as either one of the two [7, 93].
3.3 Prevailing simulation modelling paradigms
The concept of abstraction is often used in a simulation context to refer to the level of detail
incorporated into a simulation model. The required level of abstraction in a simulation model
typically governs the choice of simulation modelling paradigm. At present, the four predominant
simulation modelling paradigms are discrete-event modelling, system dynamics modelling, agent-
based modelling and dynamic systems modelling [21].
3.3.1 Discrete-event modelling
The most prominent hallmark of discrete-event simulation is that the state of the system changes
instantaneously only at discrete, but possibly random, points in time [108, 130]. Discrete-event
modelling therefore places a strong emphasis on the notion of events, because events are the
instantaneous occurrences that change the state of the system [6]. In discrete-event modelling,
the state of the system remains unchanged between two consecutive events. A basic example of
a discrete-event simulation modelling context is that of a car park, where vehicles enter or exit
the system at discrete points in time.
Stellenbosch University https://scholar.sun.ac.za
3.4. Typical steps in a sound simulation study 47
3.3.2 System dynamics modelling
Coyle [35] defined system dynamics as follows:
“System dynamics deals with the time-dependent behaviour of managed systems
with the aim of describing the system and understanding, through qualitative and
quantitative models, how information feedback governs its behaviour, and designing
robust information feedback structures and control policies through simulation and
optimisation.”
The modelling paradigm of system dynamics is oriented towards strategic modelling and, in
particular, the design and evaluation of policies within the realm of complex systems [144]. Much
of system dynamics modelling revolves around the notion of information feedback loops. Since
real-world decision-making processes are based on feedback loops, they are used extensively to
model system behaviours. There are two central concepts in system dynamics modelling: Causal
loop diagrams, and stocks and flows [144]. Causal loop diagrams capture feedback processes as
well as the causal influences of variables on one another. A stock represents any object or item
that can be accumulated or depleted over time. Stocks can be measured and therefore used to
describe the state of a system. A flow, on the other hand, is any mechanism that changes the
value of a stock over time. Through the use of these modelling structures, system dynamics
embraces a higher level of abstraction, focussing on aggregates and not on individual entities
and their respective characteristics.
3.3.3 Agent-based modelling
Autonomous decision-making entities, called agents, form the cornerstone of agent-based mod-
elling. In agent-based modelling, the focus is on modelling the individual behaviour of agents
as opposed to modelling system behaviour [124]. The individual behaviour of agents, as well as
their interactions with other agents, are governed by rule sets specified by the simulation mod-
eller. This approach makes it possible to inspect a system’s emergent behaviour arising from the
interactions between multiple agents [106]. Agent-based modelling is often superior to system
dynamics and discrete-event modelling in terms of capturing complex real-world phenomena [21].
3.3.4 Dynamic systems modelling
Dynamic systems modelling is often described as the precursor to system dynamics modelling
and was purposefully developed for design cycles in technical engineering disciplines such as
mechanical, electrical and chemical engineering [21]. A dynamic systems model typically contains
a number of state variables and algebraic differential equations involving these variables. As
opposed to system dynamics, these variables and equations do not represent accumulations of
entities or objects, but carry direct physical meaning, such as location or volume [21].
3.4 Typical steps in a sound simulation study
Another celebrated concept in the simulation literature is that of the typical steps suggested
for conducting a sound simulation study. Many simulation scholars have contributed to this
particular stream of the literature on simulation with their own adaptions of, or introduction
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of new, methodologies. The twelve-step procedure for carrying out a proper simulation study
recommended by Banks [6] forms the basis of the discussion in this section.
1. Problem formulation. The foundation of any simulation study rests on a sound problem
formulation in which the problem of interest is clearly stated by the decision-maker (or
client) [93, 91]. In the case where a problem is not yet fully understood at the start of a
simulation study, the problem may be reformulated at a later stage as more information
becomes available.
2. Setting of objectives and an overall project plan. The objectives of a simulation study
are typically determined by the specific questions that should be answered by the simula-
tion. These questions should be specific in order to determine the required level of model
detail [91]. The project plan should also outline the scope of the simulation model, key
performance indicators that will be employed to measure system performance as well as
the time, manpower and monetary resources required.
3. Model conceptualisation. The significance of this step is often underestimated [90]. A con-
ceptual model is simply an abstraction of the system under consideration and is typically
described in a form that is not software-specific. The proposed operation of the simulation
may be documented in either a graphical form (block diagram or process flow chart) or
pseudo-code form [136]. The purpose of a conceptual model is to identify and clarify model
input, model logic and the simplifying assumptions [125].
4. Data collection. Information and data related to the structure and operating characteristics
of the system are collected. Data are especially important for model validation and the
specification of model parameters and probability distributions [93]. Data collection may
be an extremely arduous and time-consuming task and is often executed in parallel with
other steps.
5. Model translation. The conceptual model of Step 3 is converted to a computerised form,
typically with the aid of a dedicated simulation software package.
6. Model verification. The purpose of model verification is to evaluate whether the comput-
erised simulation model functions properly. This is often achieved through the process of
debugging. It is highly recommended that model verification is performed continuously
during the model building phase.
7. Model validation. The aim of model validation is to ascertain whether the simulation
model is an accurate and reliable representation of the real-world system under consider-
ation [136].
8. Experimental design. All the required simulation experiments are stipulated. For each
experimental configuration, decisions are made with respect to the length of the warm-
up period, model starting conditions, the required length of the simulation runs and the
required number of replications [90, 108, 136].
9. Production runs and analysis. The simulation experiments, as designed in Step 8, are
performed and the results are analysed statistically to compare the model outputs of the
respective scenarios modelled.
10. Additional runs. Based on the analysis of the results in Step 9, the simulation analyst
decides whether any additional or different simulation experiments are required.
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11. Documentation and reporting. The conceptual model, a thorough description of the com-
puter implementation and the results of the study are documented (usually in a single
report) for current and future use [93]. Model documentation is especially important
when the simulation model will be used again in the future. Rigorous reporting of a simu-
lation model’s features may also help different analysts to familiarise themselves with the
working of the model.
12. Implementation. In this final step of a simulation study, the simulation analyst provides
recommendations for possible improvements to the system of interest. This step is typically
accompanied by the handover of the report compiled in Step 11 to the client so that he or
she can use it for decision support. It is, however, not a given that the client (or decision-
maker) will implement any of these recommendations. The probability of the suggestions
being implemented is contingent on the success of the previous eleven steps.
3.5 Simulation input modelling
Simulation input modelling involves the process of selecting probability distributions to represent
stochastic processes within a simulation model [6, 19]. In a supply chain simulation model, for
example, input data may include probability distributions for end-user demand and for delivery
lead times (given that they are random variables). Since it is often impossible to derive an exact
probability distribution for any given stochastic input, the process of simulation input modelling
is aimed at obtaining approximations that reflect the real-world process at least sufficiently
accurately [18].
The practice of simulation input modelling can be divided into two broad classes, based on either
the availability of, or the absence of, real-world data [18]. When real-world data are available,
probability distributions are fitted to the available data in order to obtain approximations.
When such data are not available, on the other hand, an input model is constructed based on
any other available information. Banks et al. [7] described four steps that should be followed
in the simulation input modelling process when data are available. During the first step, data
are collected from the real system (this is Step 4 in the simulation procedure described in
§3.4). Thereafter, a probability distribution is fitted to the data. The type of probability
distribution is typically selected based on a frequency distribution, or histogram, of the original
data. Today, many commercial input modelling software packages are available to perform this
step with relative ease. After the probability distribution has been selected, the parameters of
the particular distribution may be estimated from the data. Finally, goodness-of-fit tests are
performed to establish whether or not the chosen distribution is a good approximation of the
data. The chi-square test [111] and the Kolmogorov-Smirnov test [100] are two popular instances
of goodness-of-fit tests.
It is possible, however, that a standard theoretical distribution cannot be fitted to a given data
set. This may happen when the data collected are from two or more heterogeneous populations,
or when the data values have been rounded significantly [92]. In this case, an empirical distribu-
tion may be constructed from the data and used as an approximation. An empirical distribution
is, however, based purely on the observed data and, if the sample size is significantly small, the
resulting empirical distribution may be a misrepresentation of the actual system. Since extremely
unusual events do not occur very frequently in practice, for example, it may happen that they
are not appropriately represented in the data sample. An empirical distribution that does not
include the probability of such extreme events therefore does not represent the risks of a system
sufficiently accurately [19]. Another shortcoming of using an empirical distribution is that it
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cannot generate values outside of the range of the observed data values [92]. Furthermore, an
empirical distribution also requires more storage space than its compact, theoretical distribution
counterpart [93]. For an empirical distribution derived from n data values, 2n values (the data
and their corresponding cumulative probabilities) should be stored in the computer memory.
It is not always possible to collect data when, for example, time is limited, the input process does
not yet exist or when the collection of data is prohibited [7]. In such a case, any other relevant
information may be used to construct an input model in order to approximate the real process.
Examples of such information include the opinions of subject-matter experts, the physical and
conventional limits of a process, and the nature of the process itself [18]. Since subject-matter
experts often have considerable experience of a process, they can typically provide reliable
estimates of the most optimistic and pessimistic values, as well as the most likely values, of the
data under consideration [7]. These estimates may then be used to construct an appropriate
input model. The uniform, triangular and beta distributions are typically used as input models
in the absence of data [7]. The triangular distribution is often preferred in the absence of data
because it places the bulk of the probability at the most likely value and much less at the upper
and lower bounds, respectively.
3.6 Verification and validation of a simulation model
Arguably the most critical tasks in a simulation study are that of simulation model verification
and validation. Verification involves the process of confirming whether a conceptual simulation
model is implemented correctly in a software environment [7]. The purpose of verification, in
other words, is to determine whether a simulation model has been built correctly. The process
of validation, on the other hand, is aimed at establishing whether the right model has been
built [7]. The ‘right’ model, by implication, is a simulation model that is an accurate and
reliable reflection of the real-world system modelled. Verification and validation are iterative
processes that are performed concurrently with model building.
3.6.1 Model verification
Simulation model verification is a well-researched topic and there are multiple techniques that
may be employed to verify a model. Banks [6], for example, recommended a series of seven steps
for the verification of a simulation model. The first step involves the application of structured
programming principles during the model building phase. This is achieved through proper plan-
ning of the simulation model prior to the actual programming phase. The model development
phase may also be simplified with the aid of adopting a modular approach (i.e. dividing a sim-
ulation model into subcomponents) [84]. The second verification technique is also related to
programming practice and includes the extensive use of comments in the computer code. Com-
ments facilitate an increased understanding of the code by both the developer and other parties
not involved with the original model development. It is important that detailed descriptions of
variables and code sections are provided [7]. Next, a simulation model may also be verified by
allowing another person to scrutinise the computer code to identify potential errors [7].
The fourth verification technique proposed by Banks [6] is to ensure the correct use of input
data values. Units of input variables should, for example, be used consistently throughout the
model. Furthermore, a simulation model may also be verified by inspecting the reasonableness
of output values when model inputs are varied. The sixth verification technique involves the
use of a debugger to detect and rectify programming errors. Finally, the use of animation can
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be of great value to identify model or programming flaws that may be more difficult to detect
otherwise [84].
Banks et al. [7] have also suggested some verification measures in addition to those discussed
above. A logic flow diagram may, for example, be used to evaluate the model logic by document-
ing each logically possible action in the underlying system in this diagram. Another verification
technique may be to experiment with a variety of settings of the input parameters and to then
evaluate the model output for soundness. It is also recommended that the input parameter val-
ues should be printed out at the end of a simulation run to ensure that these parameter values
have not been changed accidentally. Kleijnen [84] also proposed calculation of some simulation
results by hand and to compare these results with the actual outputs of the simulation model
as another means for verification.
3.6.2 Model validation
The purpose of validation is to ensure that a model is such an accurate representation of the
real-world system that it can effectively substitute the physical system and exhibit the same be-
haviour as the actual system would have exhibited under the same circumstances [7]. A properly
validated model is also likely to instil increased confidence in the credibility of a model [7]. Vali-
dation is an iterative process during which differences between the model and underlying system
behaviour are continually evaluated in order to improve the model. This process is known as
calibration and is continued until a model is considered as sufficiently adequate.
For any model to be declared valid, it has to satisfy three validity requirements, namely concep-
tual validity, operational validity and credibility [93]. Conceptual validation involves the process
of establishing whether the conceptual model is an appropriate representation of the real-world
system under consideration [129]. The most prominent conceptual validation techniques include
face validation and traces. A model has face validity when its behaviour is considered consistent
with the operating characteristics of the real system [91]. The prospective users of a simula-
tion model and people with expertise in respect of the real-world system are typically employed
to establish face validity [7]. Traces, on the other hand, are employed to rigorously track the
movement of entities through a simulation model in order to establish whether the overall model
logic is correct. Sensitivity analyses are also often performed to confirm face validity [7, 84].
When (radical) changes are made to particular input variables, people knowledgeable about the
real system should be able to predict the direction of change in model output with a reasonable
degree of certainty.
Operational validation, on the other hand, pertains to the comparison of model output data
and the actual system’s behavioural data to determine whether they are comparable. Law and
Kelton [93] calls this process results validation and it can only be performed when real-world
data are available. Operational validity typically constitutes a large array of statistical tests that
may be employed to determine whether model output data differ significantly from the real-world
system’s data. It is also possible to provide historical data as input with an expectation that
the model will yield similar results (within acceptable statistical error) to those observed in
the real system [6, 91]. When probability distributions are assumed for input variables, it is
imperative to validate these distributions by applying appropriate goodness-of-fit tests. When
statistical analyses are not possible, Turing tests may be performed to validate a model [7,
84]. A Turing test involves instances of both real-world system output as well as simulation
output. When an expert cannot distinguish between the real and simulated results, a model is
deemed valid. Another popular validation technique is an extreme condition test, where extreme
values for input variables are chosen in order to ascertain whether the model output changes
correspondingly as expected.
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Finally, the credibility of a simulation model is deemed appropriate when the user or decision-
maker unconditionally accepts the model as correct [93]. Model credibility is a reflection of the
confidence that (potential) users have in the working and results of a model [91, 129].
3.7 Developing an agent-based model
The aim in this section is to elaborate on the paradigm of agent-based modelling (introduced
in §3.3.3) by describing the characteristics of an agent as well as guidelines for developing an
agent-based model. Finally, a motivation is provided for modelling supply chains within an
agent-based modelling paradigm.
3.7.1 Definition of an agent
The notion of an agent is central to agent-based modelling [103], as discussed in §3.3.3. Although
there are several definitions of the concept of an agent available in the literature, arguably the
most popular description thereof was provided by Wooldridge and Jennings [163]. They proposed
that the term agent may be used to identify any object or computer system that possesses the
following four characteristics:
1. Autonomy. Any agent should have some measure of control over its own actions and work
without any explicit human intervention. The ability of an agent to act autonomously and
self-directed is arguably its most prominent property [105, 106].
2. Social ability. An agent should be able to communicate and interact with other agents
(and possibly with humans as well). The dynamic interactions with other agents typically
influence aspects of an agent’s behaviour, such as protocols for movement and communi-
cation [106].
3. Reactivity. This property stipulates that agents should be able to perceive their environ-
ment and that they should be able to respond to changes in their environment appropri-
ately.
4. Pro-activeness. According to this characteristic, an agent is not restricted to acting solely
in response to a change in its environment. Instead, an agent should be pro-active — that
is, able to seize the initiative as a part of some goal-directed behaviour.
Macal and North [106] also identified four fundamental characteristics of an agent and these
include the aforementioned properties of autonomy and sociability. In addition, they described
an agent as self-contained and modular. By implication, an agent is individualised and has a clear
boundary that distinguishes it from other agents. An agent also assumes a so-called state that
captures all of the relevant variables that describe its current situation in its environment. The
behaviour of an agent is also influenced significantly by its current state. Macal and North [106]
further described three potential, but not compulsory, features of an agent:
1. Adaptation. An agent may have the ability to adapt and modify its behaviour based on
particular rules. This adaptiveness may be facilitated by a learning ability where an agent
can learn new behaviour based on previous experiences [20, 119].
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2. Goal-directedness. An agent may pursue certain goals in respect of its behaviour. This
goal-directed behaviour allows an agent to continually evaluate the outcomes of its actions
and to adapt its behaviour according to its goals.
3. Heterogeneity. Agent-based modelling provides a unique opportunity to model a pop-
ulation of heterogeneous agents. This capacity makes it possible to endow agents with
properties and behaviours of which the degree and complexity may vary among different
agents.
Since agents are autonomous and adaptive, they often exhibit self-organising behaviour. When
individual agents and their unique behaviours are modelled according to the paradigm of agent-
based modelling, patterns and structures which were not explicitly programmed into a model,
may often emerge at a higher level over time. The notions of self-organisation and emergence
(discussed in §1.1) may, therefore, often materialise within agent-based models [20, 106, 104,
119]. According to Serugendo et al. [134], self-organisation may be based on the abilities of
agents to adapt their own behaviours dynamically according to some reinforcement. A particular
behaviour may, for example, be reinforced when rewards are received for actions associated with
this behaviour. Undesirable actions, on the other hand, may be met with punishments that
will discourage repetition of the same behaviour. Given the properties of an agent, as discussed
above, and its ability to learn based on reinforcement, it would seem that agent-based modelling
is well-suited to the machine learning paradigm of reinforcement learning [106].
3.7.2 Designing an agent-based model
Macal and North [106] recommended a series of seven questions that should be answered in
order to develop a sound preliminary design of an agent-based model:
1. What particular problem needs to be solved by the model? This question involves the specific
questions that should be answered by the model. It is also important to motivate the use
of agent-based modelling over other modelling paradigms.
2. Who or what should be the agents in the model? Agents are typically identified as the
entities in a model with decision-making abilities and explicit behaviours.
3. In what environment do these agents reside? The nature of agents’ interactions with
the environment has to be stipulated. It is also important to clarify whether or not the
movement through space of agents is of any significance.
4. What are the relevant agent behaviours? Agent behaviours involve the decisions that they
make, what actions they perform and the particular behaviours that they exhibit.
5. How do agents interact with one another and their environment? This question relates to
the nature of agent interactions: Are they extensive or localised?
6. Where can the data for the model be obtained? The importance of data collection was
mentioned briefly in §3.4.
7. How will the model be validated? Guidelines for model validation were discussed in §3.6.2.
An important consideration for agent-based models is the manner in which agent be-
haviours will be validated.
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3.7.3 Agent-based modelling of supply chains
Given the multifaceted nature of supply chain management, it is possible to model various
aspects of it within the modelling paradigms of either system dynamics, discrete-event or agent-
based modelling. Whereas system dynamics allows a modeller to focus almost exclusively on
strategic or high-level supply chain decisions, discrete-event simulation makes it possible to
develop more detailed and more realistic models equipped with powerful analytical capabili-
ties [168]. The rise of agent-based modelling has, however, increased interest in modelling supply
chains within this paradigm because of the complexity often encountered in supply chains.
Any given supply chain may become so large and complex that it is extremely difficult, if not
impossible, to manage and control it effectively [146]. Moreover, due to persistent changes in or-
ganisational and market trends, a supply chain should be dynamic, scalable, agile and adaptive
in order to deliver the best possible performance [146]. These characteristics are reminiscent of
that of an agent, as described in §3.7.1, and suggest that supply chain entities (such as manufac-
turers, warehouses and retailers) may potentially be modelled as agents within an agent-based
modelling paradigm [29]. Agent-based modelling is considered a suitable modelling approach
toward capturing the complexity that arises in a supply chain as a result of these interactions be-
tween autonomous entities [158]. Considering that supply chains are often decentralised systems
where members tend to act independently and in their own interests, the case for an agent-based
approach is reinforced [29].
A supply chain may also be seen as an emergent phenomenon resulting from the self-organising
behaviour of its constituent entities (or agents) [31, 146]. In a supply chain, there is no single
entity that deliberately controls or organises the functioning of an entire supply chain network.
Instead, it is only through localised decision-making behaviour that entities give rise to the
emergent structure known as a supply chain. For this reason supply chains are often perceived
as complex adaptive systems. According to Fox et al. [50], an agent-based model of a supply
chain may include the following features:
1. Distributed. The respective functions of supply chain management are divided among a
set of agents.
2. Dynamic. Each agent acts in an asynchronous manner, as required.
3. Intelligent. Each agent is considered an ‘expert’ in its function and may draw on artificial
intelligence and operations research techniques to solve problems.
4. Integrated. Agents are aware of one another and may access the functional capabilities of
others.
5. Responsive. Each agent may ask another agent for information or a decision.
6. Reactive. Agent behaviour is malleable and agents can adjust their behaviour based on
events in their environment.
7. Cooperative. Agents do not necessarily work independently. Instead, agents can cooperate
with one another in the pursuit of a solution to a greater problem.
8. Complete. The functional capabilities of all the agents should sufficiently capture the
entire range of functions needed to manage the supply chain.
A review of the literature revealed a number of studies that have adopted agent-based modelling
in attempts to model supply chain management functions. One of the most prominent examples
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is that of Swaminathan et al. [148], who developed a multi-agent framework for developing a
sound model of a supply chain. All of the components in this framework are stratified into two
distinct categories, namely structural elements and control elements. The structural elements,
modelled as agents, are involved in the actual manufacturing and transportation of goods. Con-
trol elements, on the other hand, are policies that are employed to coordinate the flow of goods
in the supply chain.
The structural elements can further be classified as either production agents or transportation
agents. Production agents are directly involved with the management of inventory and common
examples include retailers, distribution centres and manufacturing plants. A transportation
agent, or rather transportation vehicle, is responsible for the movement of products from one
production agent to another. The framework also includes a customer agent that generates the
demand for finished products in the supply chain.
The control elements in the framework of Swaminathan et al. [148] involve the protocols that
facilitate the manufacturing and distribution of products. The first type of control element is
inventory control and this element prescribes the nature of inventory replenishment in a supply
chain. Secondly, the demand control element captures the marketing and forecasting strategies
employed in a supply chain. The supply control component typically involves supply contracts
that stipulate the terms and requirements for the delivery of materials once an order has been
placed. Next, the flow control element defines the nature of loading and unloading operations
as well as vehicle routing for the delivery sequence of products. Finally, the information control
element controls the timing and contents of information flows within the supply chain environ-
ment.
Van der Zee and Van der Vorst [152] were, however, critical of the work of Swaminathan et
al. [148] because their discussion on the control elements is fairly limited. Apart from only
introducing the concept of control elements, their framework neither elaborates on which entities
are responsible for control, nor on the nature of the relationships between these entities (i.e.
how they collaborate) as well as on the timing of these control activities.
Julka et al. [78] proposed an agent-based management framework for the modelling and monitor-
ing of supply chains. The framework combines several supply chain elements, such as enterprises,
their business processes as well as relevant business data and knowledge, with the aim of combin-
ing them all in a unified structure. Supply chain entities are modelled as agents while material
and information flows are represented by objects. A so-called enterprise agent represents any
production facility that produces a set of products from raw materials. An enterprise agent may
have one or more sub-agents that are responsible for different tasks internal to the entity. A sales
agent is, for example, responsible for the receipt and processing of orders. When an enterprise
agent receives a request for a quotation, it forwards the message to the sales agent. The sales
agent, in turn, communicates the order information with the warehouse and production agents
in order to establish whether or not the demand can be fulfilled. A warehouse agent replenishes
raw material inventory through ordering from other suppliers, while a production agent controls
the production lines of the enterprise. An advantage of this modular approach to supply chain
modelling is that the framework can accommodate different supply chain systems with relative
ease. The value of the framework as a decision support tool for supply chain management was
demonstrated by means of two case studies within a petrochemical context.
A common inventory problem faced by many vendors involves two conflicting objectives: A
vendor has to keep his or her inventory costs to a minimum, whilst maintaining enough stock
so that a satisfactory customer service level may be achieved. Franklin [52] demonstrated how
agent-based modelling may be adopted to solve this multi-objective optimisation problem. He
proposed an agent-based simulation model comprising two agents, namely a sales manager and
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an inventory manager. Each of these two agents represents one of the aforementioned conflicting
objectives. The sales agent aims to maximise the vendor’s service level while the inventory
manager attempts to minimise inventory costs. Through the inclusion of concepts such as
satisfaction indexes, aggression factors and recollection abilities, the two agents are allowed to
negotiate with one another in order to find optimal reorder policies for a vendor. Apart from
solving the multi-objective inventory problem at hand, Franklin [52] also illustrated a unique
ability of agent-based modelling to include cognitive skills and capacities.
3.8 Chapter summary
A brief overview of the literature related to computer simulation and agent-based modelling was
provided in this chapter. A general introduction to the discipline and certain basic modelling
concepts were first presented. Four predominant simulation modelling paradigms were reviewed
next and this was followed by a description of a twelve-step approach recommended for con-
ducting a sound simulation study. An overview of the steps included in the simulation input
modelling process was next provided. The critical activities of model verification and valida-
tion were also described. Some guidelines for designing agent-based models and, in particular,
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This chapter is devoted to a brief overview of reinforcement learning, a subdiscipline of machine
learning. In §4.1, a general introduction to the notion of machine learning is provided. This is
followed by a more extensive discussion on the field of reinforcement learning in §4.2. The focus
in this section is on the nature of evaluative feedback, the reinforcement learning problem in
general and on a selection of reinforcement learning solution approaches. The chapter concludes
in §5.3 with a brief summary of the material included.
4.1 An introduction to machine learning
The field of machine learning is concerned with the development of methodologies for enabling
computers to learn to adapt or modify their actions in pursuit of more accurate or optimal ones,
based on example data or past experience [2, 109]. Machine learning is a diverse discipline
and integrates concepts from the fields of biology, statistics, mathematics, physics and neuro-
science [109]. In machine learning, a mathematical model is constructed and the main purpose
of this model is to draw inferences from a sample [2]. A machine learning model may be either
predictive (i.e. aimed at making predictions) or descriptive (i.e. aimed at inferring knowledge
from data), or both [2].
A computer is said to learn when it improves its performance at some task through experi-
ence [113]. Formally, Mitchell [113] states that a machine is considered to learn with respect
to a particular class of tasks T and performance measure P , if its performance at T improves
sufficiently following an increase in experience E.
When the ability of a computer to learn is considered, two questions arise [109]: How does the
computer know whether it is improving or not? And, secondly, how does the computer know
how to improve? Since there are different potential answers to these questions, a number of
machine learning paradigms have emerged. In some cases, an algorithm can be told the correct
57
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answer and in this manner the hope is that the algorithm will be able to generalise and calculate
the correct answers for different input data. In a different scenario, the correct answers may be
unknown and the algorithm may try to identify similarities in the input data. Alternatively, an
algorithm can be told how good an answer is but not how to improve it. In such a case the
algorithm has to search for superior answers. Marsland [109] identifies four distinct machine
learning paradigms, based on how computers find answers:
Supervised learning. In supervised learning, the objective is to learn a mapping from par-
ticular inputs to outputs where the correct answers are provided by a supervisor [2]. More
specifically, a training set of examples with the correct answers (targets) are provided to
a supervised learning algorithm. Given this training set, the algorithm generalises to ulti-
mately respond to all possible inputs [109]. Regression and classification are examples of
two popular supervised learning methods.
Unsupervised learning. In unsupervised learning, a training set containing inputs only (no
outputs) are provided. An unsupervised learning algorithm attempts to identify similarities
between inputs so as to categorise those inputs with common characteristics together [109,
126]. In statistics, this method is called density estimation.
Reinforcement learning. Reinforcement learning lies somewhere between supervised and
unsupervised learning. A reinforcement learning agent only receives a signal that eval-
uates how good (or bad) an answer is, but is not instructed how to improve or correct
it [109]. Instead, a reinforcement learner has to search for the correct answer by trial-
and-error. Whereas supervised learning is learning together with a teacher, reinforcement
learning is sometimes also called learning with a critic where the critic does not provide
any instructions, but simply evaluates the performance of an action [2].
Evolutionary learning. Biological evolution may be perceived as a kind of learning process
because biological organisms learn to adapt to their environment in order to improve their
chances of survival and to produce offspring. An analogy of this biological process is found
in evolutionary learning. According to this paradigm, each set of answers is assigned a level
of fitness, which corresponds to a measure that indicates how good the current solution
is [109].
There are several factors that influence an inventory management policy, as described in §2.7.
Given that many of these elements, such as customer demand and lead times, are stochastic and
change over time, it is imperative that inventory policies account for all the possible permutations
of these factors. Given this complexity and the online nature of the inventory management
problem, it is reinforcement learning that has drawn the attention of the author for further
analysis and implementation in this thesis. It is anticipated that reinforcement learning may be
employed to experiment with different inventory policies based on trial-and-error search so as
to ultimately learn near-optimal policies given enough time.
4.2 Reinforcement learning
The machine learning paradigm of reinforcement learning is carefully aligned with the primary
nature of human learning. When a person is in the process of learning a new action or skill, such
as playing chess, he or she relies on feedback from the surrounding environment to evaluate the
consequences of his or her chosen actions. The human learner then chooses his or her actions in
such a way that it influences the environment, typically in pursuit of a particular goal. Sutton
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and Barton [147], who are widely considered as the pioneers of reinforcement learning [149],
describe reinforcement learning as a computational approach towards learning from interaction
with an environment, with a particular focus on goal-directed learning [137].
Reinforcement learning may be conceptualised in terms of a learning agent that is not instructed
as to which actions it should take, but instead should discover for itself which actions yield
desirable results by attempting them. The desirability associated with any particular action is
measured in terms of a numerical reward signal and the learning agent’s objective is to maximise
this reward. A learning agent is therefore encouraged to explore the available action space (the
set of all possible actions) in an attempt to discover which actions yield the highest reward.
In some cases, it is possible that a particular action may influence not only the immediate
reward, but also the following action and, therefore, all subsequent actions. This approach to
machine learning captures two unique traits, namely trial-and-error search and delayed reward,
which distinguish reinforcement learning from other machine learning paradigms [147]. These
two characteristics, however, pose a unique challenge in reinforcement learning in terms of
establishing a suitable trade-off between exploitation and exploration. A reinforcement learning
agent needs to exploit what it already knows to obtain high rewards, but it can only discover
potentially better actions by exploring them [126]. Both exploration and exploitation may have
significant effects on the learning time and quality of the learned policies. For this reason, the
quest to balance exploration and exploitation effectively is afforded considerable attention in the
literature [150].
Beyond the learning agent and the surrounding environment, there are four additional main
subelements of a reinforcement learning system, namely a policy, a reward function, a value
function and a model of the environment [147].
The policy captures a mapping from the agent’s perceived states of the environment to the
actions that should be performed by the agent when in a particular state [2, 147]. In other
words, the policy prescribes agent behaviour. Policies may often be stochastic in nature. The
state space encapsulates all the possible states achievable by the reinforcement learner [109].
The primary objective of any reinforcement learning problem is embodied in the reward function
which assigns scalar rewards based on the perceived state (or state-action pair) of the environ-
ment. The reward measures the intrinsic desirability of any given state. It is therefore the goal
of any reinforcement learning agent to maximise its cumulative reward received over time [147].
The reward function is typically unalterable by the learning agent, but it may be used as a cause
for adjusting the policy. When some action, for example, yields a low reward, the policy may
be altered to select a different action in the same situation in the future. Reward functions are
also typically stochastic.
Whereas a reward function specifies what is desirable in the short term, the value function
defines what is good in the long run. The value of a state captures the total reward that an
agent may possibly accumulate over time, starting from a particular state onwards. This is
achieved by considering the reward of the current state, as well as the states that are likely to
follow and their respective rewards [147]. In contrast to rewards, values determine the long-
term desirability of residing within a particular state at any given time. This implies that
an action with a relatively low initial reward may be preferred over an action with a higher
initial reward, when the following states are expected to yield even higher rewards. In some
cases, however, the converse of this phenomenon may hold true. Whereas rewards are generally
provided directly by the environment, it is much harder to estimate value functions since values
are continually estimated based on an agent’s observations made over time. For this reason a
method for efficiently estimating values is widely recognised as the most important element of
a reinforcement learning problem [147].
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A model of the environment is the fourth and final component of any reinforcement learning
problem. This model is any construct that mimics the behaviour of the environment. Given
a current state and action, the model has the capacity to predict the resulting next state and
its corresponding reward, and is therefore often used as a tool for planning. Notably, not every
reinforcement learning agent necessarily uses a model of the environment during the learning
process [137].
4.2.1 Evaluative feedback
Arguably the main feature that distinguishes reinforcement learning from other machine learning
paradigms is that “correct” actions are not provided as instructions, but rather that training
information is employed to evaluate the effects of selected actions [147]. This phenomenon calls
for techniques to guide active exploration of the action space by means of an extensive trial-
and-error search. A drawback of purely evaluative feedback, however, is that it only pronounces
on the quality of a chosen action, without providing any indication of whether superior or worse
actions exist in the action space. The objective in this section is to review briefly some evaluative
feedback methods, as discussed by Sutton and Barto [147].
Action-value methods
According to the paradigm of reinforcement learning, an action is evaluated in terms of the
value, or cumulative reward, reaped as a result of the particular action. One basic method for
estimating the value of an action is to average all of the rewards received when this particular
action was chosen in the past. This implies that if at the t-th play of an iterative game, an action
a was performed ka > 0 times before, producing rewards r1, r2, . . . , rka , then the corresponding
action value may be calculated as
Qt(a) =
r1 + r2 + . . .+ rka
ka
. (4.1)
In the special case where ka = 0, Qt(a) is typically assigned a pre-defined value, such as Qt(a) =
0 [147]. This approach toward action-value estimation is commonly known as the sample-average
method, since each estimate is simply based on the average of the rewards observed in the sample
space. One of the most basic action-selection techniques is to simply choose the action which
yielded the largest estimated value up until time t. This technique is known as the greedy
method, since it exploits existing knowledge in its quest to maximise short-term rewards [109].
A drawback of the greedy method, however, is that it forsakes exploration which may potentially
uncover different actions which may yield higher rewards in the long run. The so-called ε-greedy
method has been introduced to attempt to find a balance between exploitation and exploration.
According to the ε-greedy method, a learning agent is allowed to behave greedily most of the
time but occasionally the agent is allowed to choose an entirely random action (irrespective of
its action value) with a small, positive probability ε. This allows the agent to explore the action
space and to possibly find better solutions. By implication, the degree of exploration is dictated
by the value of the parameter ε. When the agent is allowed to explore, the ε-greedy method
chooses an alternative action with uniform probability [109]. Notably, the value of ε may differ
among various learning problems and it is often an extremely time-consuming task to find a
suitable value for this parameter [150].
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Softmax action selection
Although the ε-greedy method encourages exploration, this exploration is random and chooses
equally among all available actions. In other words, this action-selection rule is equally likely to
choose the worst-performing action as it is to choose the next-best action. The so-called softmax
action-selection technique is a refinement of the ε-greedy method and has been proposed as
a potential solution to this problem. According to the softmax method, the various action-
selection probabilities are assigned as a graded function of the estimated value. The action
with the highest estimated value is assigned the highest probability for selection, while all other
actions are sorted and weighted according to their respective value estimates [147]. The softmax
method typically employs a Boltzmann or Gibbs distribution to determine the action-selection





where τ is a non-negative parameter known as the temperature. A high temperature typically
results in all action-selection options to adopt nearly equal probabilities, whereas low temper-
atures will cause larger differentiation among selection probabilities for actions with different
estimated values [150]. Lower temperatures will therefore encourage greedy action selections.
Both the ε-greedy and softmax methods rely upon maintaining a record of all the historical
rewards received up to time step t in order to estimate the value of any given action. A drawback
of such an approach, however, is that it its memory and computational requirements grow
unbounded as time increases. Sutton and Barto [147] introduced an incremental update formula
for calculating averages that may reduce the memory and computational burden. Let Qk denote
the average rewards achieved for some action a, performed k times. When a new reward rk+1 is
received, the average of all k + 1 awards may be calculated as




This implementation requires memory only for Qk and k and the small computation in (4.2)
to determine the new average. A general form of this update rule, as proposed by Sutton and
Barto [147], is given by
NewEstimate← OldEstimate+ StepSize[Target−OldEstimate]. (4.3)
The quantity [Target−OldEstimate] reflects an error in the original estimate. The size of this
error is reduced by taking a step towards the target by means of a step-size parameter — a value
presumed to signify a desirable direction in which to move.
Tracking a nonstationary problem
The aforementioned methods are applicable only to a stationary environment — that is an en-
vironment that remains constant over time. Most environments encountered in practice are,
however, not stationary, but change over time. Common examples of nonstationary environ-
ments include a pharmaceutical supply chain, the stock market, traffic flow on a highway and
a game of chess. For nonstationary environments, it is often recommended to weight recent
rewards more heavily than rewards received further back in the past [147]. This weighting tech-
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nique is often implemented by employing a constant step-size parameter α to compute a weighted
average value
Qk = Qk−1 + α[rk −Qk−1]





where 0 < α ≤ 1 is constant. Since the weights satisfy the condition (1−α)k+
∑k
i=1 α(1−α)k−i =
1, this is known as a weighted average. Furthermore, because the weight decays exponentially,
this technique is often called an exponential, recency-weighted average [147].
4.2.2 Formulation of the reinforcement learning problem
The aim in this section is to introduce a generic formulation of the reinforcement learning
problem and to discuss some of the key mathematical components of this particular problem
class.
The agent-environment interface
As discussed in §4.2, reinforcement learning is concerned with a learner learning from interaction
with its environment in order to achieve a particular goal or objective. This learner, which also
serves as a decision maker, is known as the agent. The domain in which the agent resides and
with which it interacts, is called the environment. The agent learns about this environment [109].
The agent proceeds to perform some action which influences the environment. The environment,
in turn, provides a new situation (state) to the agent along with rewards which are observed





Figure 4.1: The agent-environment interaction in reinforcement learning [147].
As may be seen in the figure, the agent-environment interaction manifests itself over time at
a sequence of discrete time steps t = 0, 1, 2, . . . At every time step, the agent is provided with
some representation of the environment’s state, st ∈ S, where S is the set of all possible states.
An action, at ∈ A(st) is chosen based on the current state, where A(st) represents the set of
all actions available to the agent when in state st. When the agent has performed some action,
it receives a numerical reward at the following time step and transitions to a new state, st+1.
The reward is denoted by rt+1 ∈ R, where R encapsulates all possible rewards. At each discrete
time step, the agent employs a mapping from states to the different probabilities of choosing
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each possible action. This mapping is embodied in the agent’s policy and the policy is denoted
by π(st, at). Reinforcement learning techniques are employed by an agent to adjust its policy as
it learns from experience.
Goals, rewards and returns
In reinforcement learning, the objective of the learning agent is to achieve a certain goal which
is formalised in respect of a special reward signal that is transmitted from the environment to
the agent. At any time step t, the reward is a single real number rt ∈ R. Although the agent
may receive immediate rewards, its overall objective is still to maximise its cumulative reward,
as alluded to in §4.2. The notion that a goal is described by a reward signal is one of the
most prominent characteristics of reinforcement learning [147]. Importantly, the reward signal
serves only to communicate to the agent what needs to be achieved, instead of how it should be
achieved. Consider, for example, a reinforcement learning agent playing chess. It is imperative
that the agent receives reward only for winning a game and not for achieving secondary goals,
such as taking the opponent’s pieces, since this may not necessarily lead to a win. In such a
case the agent may, for example, learn to take the opponent’s pieces at the expense of losing the
game. Additionally, it is important to recognise that rewards are calculated in the environment
and not in the agent. The motivation behind this phenomenon is that the agent should not be
allowed perfect control in the pursuit of its goal [147].
Suppose that the sequence of rewards received after time step t is denoted by rt+1, rt+2, rt+3, . . .
An agent’s goal is to maximise its expected (future) return, denoted by Rt, and it is often defined
by some function of the reward sequence. The expected return can more formally be expressed
as
Rt = rt+1 + rt+2 + rt+3 + . . .+ rT , (4.5)
where T represents the final time step. This approach is, of course, only sensible in situations
where a final time step is relevant. The notion of a final time step is observed when the agent-
environment interaction is segmented into subperiods known as episodes, such as plays of a game.
Each episode concludes with a so-called terminal state, after which a reset to some pre-defined
initial state occurs. This starting state may also be sampled from a standard distribution of
initial states. Tasks that comprise multiple episodes are called episodic tasks. When dealing
with episodic tasks, it may be necessary to distinguish between the set of all non-terminal states,
denoted by S, and the set of all terminal and non-terminal states, denoted by S+.
In many cases, however, a task cannot be segmented into distinct episodes, but rather continues
indefinitely without pause. Tasks that fall in this category are known as continuing tasks [147].
Since continuing tasks do not have an identifiable final time step (i.e. no terminal state), they
render the expected return formula described in (4.5) infeasible. In other words, the final time
step would be T =∞ and this implies that the expected return may easily become infinite. To
address this problem, Sutton and Barton [147] have introduced the notion of discounting during
the calculation of the expected return. According to this approach, the goal of the agent is to
maximise the discounted return
Rt = rt+1 + γrt+2 + γ




where γ is the so-called discount rate, which is a scalable parameter in the unit interval [0,1] [147].
The function of the discount rate is to determine the present value of future rewards. By
implication, the value of a reward received k time steps in the future is reduced by a factor
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γk−1 of its original value. When γ < 1, the reward sequence {rk}k=1,2,3,... is bounded and the
discounted return sum in (4.6) is finite. If, however, γ = 0, the agent is described as myopic
since it is concerned only with the maximisation of immediate rewards. When γ approaches 1,
on the other hand, the significance of future rewards increases and the agent is said to be more
far-sighted. For the sake of simplification, both the episodic and continuing cases described in






accommodating either T =∞ or γ = 1 [147].
The Markov property
As mentioned above, a reinforcement learning agent makes decisions as a function of a signal
received from the environment, known as the state. A state captures all the information available
to an agent at any given time instant and is typically provided by some preprocessing system
inherent to the environment. Importantly, a state signal should summarise past sensations
succinctly, in a manner such that all pertinent information is retained [147]. A state signal
that successfully retains all relevant information is said to possess the Markov property [109].
Consider, again, a game of chess as an example. The current configuration of all the pieces on
the chess board may be considered a Markov state, since it summarises the complete sequence
of situations that led to the current state. Although no record is kept of the exact sequence of
moves that led to the current state, all the information required to make decisions in the future
is preserved.
For any state signal that exhibits the Markov property in a reinforcement learning problem, the
environment’s response at time step t+ 1 depends only on the state and action representations
at time step t. From this it follows that the dynamics of the environment may be described by
specifying only
Pr(st+1 = s
′, rt+1 = r | st, at), (4.8)
for all s′ ∈ S, r ∈ R, st ∈ S and at ∈ A(st). For any environment with the Markov property, the
next state and expected reward may be predicted based only on the current state and action.
In other words, the expression in (4.8) may be employed iteratively to predict all future states
and rewards just as well as would be possible if the entire history up to the current time was
known. For this reason, Markov states provide the best basis for selecting actions and the policy
is typically established as a function of the Markov states.
Markov decision processes
The notion of Markov decision processes is central to the theory of reinforcement learning.
Any reinforcement learning task that satisfies the Markov property is called a Markov decision
process (MDP) [137, 147]. In the case where the state and action spaces are finite, the process
is known as a finite MDP. Any particular finite MDP is defined by its state and action sets, as
well as by the one-step dynamics of the environment. Formally, an MDP may be described as a
tuple (S,A,R,P), where S denotes a finite set of all possible states, A denotes a set of possible
actions, R denotes the reward function and P denotes the state transition function [137, 162].
For any state s ∈ S and action a ∈ A(s), the probability of each possible following state s′ is
given by
P ass′ = Pr(st+1 = s
′ | st = s, at = a). (4.9)
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These probability values are called transition probabilities [138, 162]. Likewise, for any given
current state s ∈ S and chosen action a ∈ A(s), with the next state being s′ ∈ S, the expected
value of the next reward is formalised as
Rass′ = E{rt+1 | st = s, at = a, st+1 = s′}. (4.10)
The quantities P ass′ and R
a
ss′ described in (4.9)–(4.10) encapsulate the most fundamental char-
acteristics of the dynamics of a finite MDP (only information pertaining to the distribution of
rewards around the expected value is lost).
Value functions
The majority of reinforcement learning algorithms are based on estimating value functions —
functions of states (or of state-action pairs) that estimate how beneficial it is for an agent to
reside in a given state [147]. The degree of benefit (or desirability) of a particular state is
defined in terms of the total expected return. The future rewards are, of course, determined
by the particular actions that the agent will take. Since the agent’s actions are prescribed by a
specific policy, value functions are established with respect to particular policies. The value of a
state s under a policy π is the total expected return when starting in state s ∈ S and following
π thereafter, and is denoted by V π(s). In MDPs, the state-value function for policy π, denoted
by V π(s), is formalised as
V π(s) = Eπ{Rt | st = s} = Eπ
{ ∞∑
k=0






krt+k+1 | st = s} represents the expected value provided that the agent follows
π. Likewise, the value of choosing an action a ∈ A(s) in state s ∈ S under policy π, denoted
by Qπ(s, a), is defined as the expected return beginning from s, performing the action a, and
thereafter following policy π. The function Qπ, called the action-value function for policy π, is
defined as
Qπ(s, a) = Eπ{Rt | st = s, at = a} = Eπ
{ ∞∑
k=0
γkrt+k+1 | st = s, at = a
}
. (4.12)
In reinforcement learning, the value functions V π and Qπ may be learnt from experience. For
example, if an agent follows policy π, it obtains a reward for each particular state visited. The
average of all the returns received each time that a particular state is encountered converges
to the state’s true value V π(s) when the number of visits to that particular state approaches
infinity. Similarly, if separate averages are recorded for each action performed in a state, then
these averages will converge to the action values, Qπ(s, a). Estimating values in this fashion is
categorised as Monte Carlo methods because they involve computing the average over random
samples of actual returns and not over expected returns [147].
An essential quality of value functions employed in reinforcement learning is that they satisfy
special recursive relationships. Given a policy π and some state s, the consistency conditions
are given by
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These conditions hold between the value of s and the value of its possible following states, where
it is implicit that the actions are chosen from the set A(s), and the successor states are taken
from the set S. The expression in (4.14) is called the Bellman equation for V π and it captures
a relationship between the value of a current state and the values of its successor states. The
Bellman equation (4.14) captures the average return over all possible states, weighting each
state according to its probability of occurring. The equation furthermore states that the value
of the initial state must equal the (discounted) value of the successor state, plus the expected
reward. For this reason, a value function V π for a specific policy π is the unique solution to its
corresponding Bellman equation for that policy. From this follows that the Bellman equation is
a suitable basis from which V π may be calculated, estimated or learnt [147].
For finite MDPs, it is possible to formulate an optimal policy in the following way. A policy π is
said to be superior over or equivalent to a policy π′ if its expected return is strictly greater than
or equal to that achieved by following π′, for all possible states. By implication, π is at least
as good as π′ if and only if V π(s) ≥ V π′(s) for all s ∈ S. Any policy that is at least as good
as any other policy is said to be an optimal policy, and is denoted by π∗ [147]. Each optimal
policy π∗ (there may be multiple optimal policies) adopts an optimal state-value function which
is denoted by V ∗ and defined as
V ∗(s) = max
π
V π(s), (4.15)
for all s ∈ S. As a result, for each optimal policy there also exists a corresponding optimal
action-value function given by
Q∗(s, a) = max
π
Qπ(s, a), (4.16)
for all s ∈ S and all a ∈ A(s). For each potential state-action pair, this function value signifies
the expected return obtained by performing an action a while in state s and thereafter following
an optimal policy π∗. The value of an optimal state-action pair may therefore be expressed as
Q∗(s, a) = E{rt+1 + γV ∗(st+1) | st = s, at = a}. (4.17)
Optimality and approximation
While optimal value functions and optimal policies may exist in theory, they can rarely be
formulated in practice due to the high computational cost associated with large state and action
spaces [147]. Even in cases where an accurate and exhaustive model of the environment is known,
it is typically impossible to compute an optimal policy by solving the Bellman equation, due to
time and memory constraints [147]. Alternatively, function approximations may be employed
where value functions, policies and models are approximated. In reinforcement learning tasks
with a small, finite set of states, it is often possible to establish approximations using tables or
arrays containing an entry for each state-action pair. Methods that fall within this domain are
called tabular methods. For large problems, however, with potentially infinitely many states,
tabular methods are often insufficient and scholars often resort to function approximations. In
these cases, functions are approximated (typically at the cost of optimality) by means of a
more compact parameterised function representation. Functions approximations do, however,
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present unique opportunities for formulating effective approximations. Given some reinforcement
learning problem, for example, there may be many states that will be reached with such low
probability that selecting suboptimal actions for them would have a negligible influence on the
amount of reward received by the agent. The online nature of reinforcement learning makes
it possible to prioritise function approximations for frequently occurring states, resulting in
effective decisions being made when these states are encountered. Similarly, less attention is
then afforded to learning good policies for less frequently encountered states. This is one of the
hallmarks that distinguishes reinforcement learning from other approximate solution methods
to MDPs.
4.2.3 Reinforcement learning solution approaches
Sutton and Barto [147] describe three basic classes of solution approaches for solving a reinforce-
ment learning problem. The first is dynamic programming and, although elegantly developed
mathematically, this approach requires a complete and accurate model of the environment —
something that is not always possible. The second approach, Monte Carlo methods, do not
require a full model of the environment but they do not accommodate stepwise incremental
computation. Finally, temporal-difference learning methods do not require a model of the en-
vironment and allow for step-by-step incremental computation. Temporal-difference methods
are, however, significantly more complex to analyse. This section is devoted to a brief review of
some basic reinforcement learning algorithms which may be employed to find optimal policies.
Policy iteration
In the case where the dynamics of an environment are fully known (i.e. the transition and reward
functions are known), the Bellman equation in (4.14) represents a system of |S| linear equations
in |S| unknowns, for all V π(s) and all s ∈ S. To solve this system of equations is, however, often
impractical, especially when the state space becomes large. For this reason, iterative solution
methods for estimating value functions are often preferred [147]. The estimation of the value
function at the (k + 1)th learning iteration, denoted by V πk+1(s), is given by













where the value of V πs is chosen arbitrarily (terminal states are always assigned a value of zero).
It has been shown that V πk converges to V
π as k → ∞ under the condition that either γ < 1
or the events are episodic [147]. Adopting this method whereby value functions are estimated
through the repeated implementation of (4.18) is called policy evaluation. Formally, iterative
policy evaluation converges only in the limit but in practice the process must be terminated short
of this. The policy evaluation process can be stopped beyond a certain number of iterations,
because the corresponding greedy policy will not change anymore although the value function
tends to the optimal value function [138, 147]. One of the most popular stopping criteria involves
terminating the iteration process when the quantity | Vk+1(s)− Vk(s) | is sufficiently small.
When V πs and Q
π(s, a) are known for all states s ∈ S and actions a ∈ A(s), it is possible
to establish the optimal policy by choosing, in each state, the action with the largest value of
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This approach towards formulating a new policy greedily (with respect to the value function
of the original policy) is called policy improvement [147]. The process therefore involves the
repeated evaluation and improvement of policies. In other words, once a policy π has been
improved based on the value of V π, a superior policy π′ is established. Calculating V π
′
, in turn,
then makes it possible to find an even better policy π′′. A sequence of monotonically improving
policies and value functions
π0
E−→ V π0 I−→ π1
E−→ V π1 I−→ π2
E−→ . . . I−→ π∗ E−→ V ∗
is therefore obtained, where
E−→ denotes a policy evaluation and I−→ denotes a policy improvement.
This process of finding an optimal policy is called policy iteration [147] A pseudo-code description
of the policy iteration algorithm is provided in Algorithm 4.1.
Algorithm 4.1: The policy iteration algorithm [147].
Input : An arbitrary initial value V (s) ∈ < and policy π(s) ∈ A(s) for all s ∈ S.
Output: An optimal policy π∗(s).
Policy evaluation;1
4← 0;2
while 4 > δ (a small positive number) do3
4← 0;4
for each s ∈ S do5







ss′ + γV (s
′)];7
4← max(4, |v − V (s)|);8
Policy improvement;9
policy stable← True;10








ss′ + γV (s
′)];13
if b 6= π(s) then14
policy stable← False;15
if policy stable = False then16




One shortcoming of policy iteration is that each iteration requires policy evaluation, which may
result in a lengthy computational process. This is most evident in cases where a large number of
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sweeps through the entire state set is required. The method of value iteration requires no explicit
policy and has been introduced to counter this drawback. According to value iteration, the
policy evaluation step of policy iteration is truncated, without the loss of convergence guarantee
of policy iteration. This is achieved by performing only one sweep of each state, instead of
employing the evaluation process until convergence is reached [147]. Value iteration combines the
policy improvement and truncated policy evaluation steps in such a manner that the estimated
value of a set is given by
Vk+1(s) = max
a









A pseudo-code description of the value iteration algorithm is given in Algorithm 4.2.
Algorithm 4.2: The value iteration algorithm [147].
Input : An arbitrary initial value V (s) ∈ < for all s ∈ S.
Output: An optimal policy π∗(s).
4← 0;1
while 4 > δ (a small positive number) do2
4← 0;3
for each s ∈ S do4







ss′ + γV (s
′)];6
4← max(4, |v − V (s)|);7






ss′ + γV (s
′)]];8
Q-learning
Q-learning is a so-called off-policy temporal difference algorithm first proposed by Watkins [157].
It is a value iteration-based method, does not require a model of the environment and is therefore
said to be a model-free algorithm [16, 126]. The goal of Q-learning is to learn the optimal action-
value function, irrespective of the policy being followed [147]. This is achieved by approximating
Q(s, a) based on comparing the current action-value estimate to a new action-value estimate,
which is calculated based on the immediate reward obtained, and the maximum value achievable
over all actions in the future state, maxaQ(st+1, t). At the heart of Q-learning lies the update
rule







where γ denotes the discount rate and α ∈ (0, 1] represents the learning rate. The learning rate
parameter α is employed to control the magnitude of the influence that the new estimation of
the value has on the current action-value estimate. If α = 1, for example, the old value will be
replaced by the new estimate. Owing to the stochastic nature of MDPs, however, it is necessary
to compute the average value based on many independent samples obtained over time in order
to converge to Q∗. Therefore, the learning rate is typically employed in order only to partially
update the old values. In other words, the learning rate serves as a means to blend the current
estimate with previous estimates in an attempt to converge to Q∗(s, a) [101]. A pseudo-code
description of the Q-learning algorithm is given in Algorithm 4.3.
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Algorithm 4.3: The Q-learning algorithm [147].
Input : An arbitrary initial value Q(s, a) for all s ∈ S, a ∈ A(s).
Output: A near-optimal policy π∗(s).
for all episodes do1
Initialise s;2
repeat for each step of each episode3
Choose at from st using some predefined policy derived from Q;4
Take action at, observe the reward rt, and the next state st+1;5
Update Q(st, at)← Q(st, at) + α [rt+1 + γmaxaQk(st+1, a)−Qk(st, at)];6
st ← st+1;7
until s is terminal;8
return [π(s) = maxaQ(s, a)];9
Watkins and Dayan [156] proved that the Q-learning algorithm converges to the optimal action-
value function Q∗(s, a) under the condition that an infinite number of visits to and updates of
the state-action value are performed for each possible state-action pair. This holds for any policy
followed, as referred to in line 4 of Algorithm 4.3. Once the Q-learning algorithm has terminated
(close to convergence), an optimal policy may be inferred greedily from the final approximation
of state-action values [79]. It is imperative that the implementation of the Q-learning algo-
rithm finds an appropriate balance between exploration and exploitation. Common approaches
adopted for this purpose include the ε-greedy and softmax action-selection techniques, discussed
in §4.2.1. Drawbacks of Q-learning include that it does not consider any of the difficulties in-
volved with generalisation over large state or action spaces, and it may potentially converge
relatively slowly to a good policy [79].
4.3 Chapter summary
An overview of the machine learning paradigm of reinforcement learning was provided in this
chapter. The chapter opened with a general introduction to the field of machine learning in
order to elucidate how reinforcement learning differs from other machine learning paradigms.
This was followed by a more in-depth description of the reinforcement learning problem. In this
section, the notion of evaluative feedback was first reviewed because it is such a fundamental
component of the reinforcement learning framework. A generic formulation of the reinforcement
learning problem in general was provided next. This discussion was complemented with an
introduction to some of the critical elements of the mathematical structure of the reinforcement
learning problem. Finally, descriptions of three reinforcement learning approaches followed,
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The purpose of this chapter is to describe five potential information-sharing scenarios that may
be implemented in a pharmaceutical supply chain network. Each scenario possesses a distinct
information-sharing configuration that is expected to have a different impact on inventory man-
agement in a pharmaceutical supply chain. The five scenarios pertain to the experimental design
according to which the impact of information sharing on inventory management is evaluated later
in this thesis.
Some general considerations that are relevant to information sharing are discussed in §5.1. This
is followed in §5.2 by detailed descriptions of five distinct information-sharing scenarios in a
pharmaceutical supply chain context. The chapter finally closes in §5.3 with a brief summary.
5.1 Investigating the impact of information sharing
A primary objective in this project is to demonstrate how information sharing can benefit in-
ventory management in a pharmaceutical supply chain. Generally, information sharing involves
two key considerations: What types of information should be shared and with whom that infor-
mation should be shared. To maximise the impact of information sharing, appropriate types of
information have to be shared with the right stakeholders. This is evident from findings in the
literature, as elucidated in §2.4.3. While it may be argued that full information sharing across
a whole supply chain network is desirable, this configuration may be practically infeasible, too
expensive to implement, or even result in information overload or redundancy. Subsequently,
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this may prompt an investigation into identifying the minimum, but most critical, information
that has to be shared in order to achieve the desired impact.
There is a plethora of information available to share in any supply chain that is only amplified
by an increase in supply chain size and complexity. This results in a considerable number of
potential information-sharing configurations that need to be investigated in order to evaluate
the impact of information sharing extensively. The aim in this thesis is, however, not to conduct
such a painstaking analysis of every possible permutation, but simply to illustrate the impact of
information sharing conceptually. This is done by designing five particular, natural information-
sharing scenarios arbitrarily.
5.2 Five information-sharing scenarios
The aim in this section is to describe five hypothetical different information-sharing scenarios
within a pharmaceutical supply chain context. These scenarios are investigated and analysed
later in this thesis in order to ascertain the influence of each scenario on pharmaceutical supply
chain performance. The first information-sharing scenario involves no information sharing at
all, serving merely as a benchmark, and thereafter the scope of information sharing is increased
incrementally for each subsequent scenario.
5.2.1 Scenario 1: No information sharing
The most basic information-sharing scenario considered for investigation in this project is one
where there is absolutely no information shared between facilities in a pharmaceutical supply
chain. Instead, each facility has access to its own local information and can base its inventory
replenishment decisions on this information only. According to this scenario, called Scenario 1,
hospitals and clinics that dispense pharmaceutical products to patients directly, are the only
parties with access to end-user demand information. In other words, manufacturers and ware-
houses upstream can only infer the nature of end-user demand by analysing the frequency and
the sizes of incoming replenishment orders from hospitals and clinics. When end-user demand is
not shared with entities upstream, the bullwhip effect may most likely materialise, as discussed
in §2.3.1. As a result, the no-information sharing scenario is expected to perform relatively
poorly in respect of inventory management, especially for supply chains with long lead times
and highly variable end-user demand.
The absence of information sharing in Scenario 1 is portrayed visually by the hypothetical
pharmaceutical supply chain in Figure 5.1. In this example network, there is one manufacturer
who distributes some pharmaceutical product to a warehouse and to a hospital. The warehouse,
in turn, ships inventory to three clinics, while the hospital serves as a supplier for two other
clinics. Since the warehouses do not have any visibility over their respective customer clinics,
they may be susceptible to, and unprepared for, sudden changes in the frequency and sizes of
incoming replenishment orders. The same principle applies to the manufacturer, which does not
have any information visibility over either the warehouses or the clinics.
Scenario 1 may also be described as the base case of the comparative analysis conducted later in
this thesis. Any scenario in which information is shared between at least two facilities, may be
compared to the base case in order to appraise the relative value of the shared information. The
base case is particularly relevant in the South African public health-care context, since imple-
mentation problems associated with the SVS have largely compromised efforts to demonstrate
the impact of information sharing, as conjectured in §2.9.3. If the findings in this thesis, how-
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Figure 5.1: Scenario 1: No information sharing between the facilities in a pharmaceutical supply chain.
ever, proves the value of sound information sharing conceptually, it may serve as a motivation
for the relevant stakeholders to rectify and possibly improve the current state of visibility in the
South African pharmaceutical supply chain.
5.2.2 Scenario 2: Intra-neighbourhood information sharing between clinics
The second information-sharing scenario, called Scenario 2, involves the sharing of information
within mutually disjoint pockets (called neighbourhoods) of health-care facilities, where the fa-
cilities in such a neighbourhood are in close geographical proximity. No information sharing,
however, occurs between these neighbourhoods. The aim of this type of information sharing is
to enable health-care facilities to exchange stock amongst one another locally when confronted
with severe stock shortages. The practice of exchanging stock between health-care facilities in
this informal manner is known as the borrowing phenomenon, described in §2.9.1. The term
‘borrowing’ is recognised as a misnomer since stock is never returned in practice, as mentioned
in §2.9.1. The same principle is, however, adopted in this thesis and it is assumed that ‘borrow-
ing’ implies only the once-off and unidirectional movement of stock from one facility to another.
The term ‘inventory sharing’ is arguably a more suitable description for this phenomenon. The
underlying objective of Scenario 2 is to determine whether or not local information sharing be-
tween clinics can facilitate sound inventory-sharing practices, and ultimately help these facilities
to mitigate stock-outs.
Scenario 2 retains the information-sharing configuration of Scenario 1 (i.e. otherwise no informa-
tion sharing between facilities), but uniquely includes the addition of clinic neighbourhoods and
two instances of shared information. The first type of shared information pertains to the arrival
time of shipments delivered to health-care facilities. In Scenario 2, every health-care facility is
assumed to know on any given day, with certainty, the amount of stock that it will receive on
the following day from its supplier(s). In practice, delivery lead times are often stochastic and
a supplier cannot always guarantee on-time delivery, especially when the travel time is signifi-
cantly long. For any in-transit shipment it is, however, typically easier to predict the delivery
time with increased confidence as the shipment gets closer to its destination. Based on this
argument, it is assumed in Scenario 2 that a health-care facility will know the exact arrival time
of any incoming delivery twenty-four hours in advance. The second information type shared in
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Scenario 2 is the total amount of inventory available for exchange within a clinic neighbourhood
on any given day. Access to these two information types may help a clinic decide whether or
not it should, and will be able to, exchange stock with other clinics.
Assuming that a health-care facility experiences end-user demand at least once a day, it is
evident that the facility cannot share all of its stock with clinics in close proximity. In other
words, a health-care facility must withhold at least a portion of its stock in order to fulfil
its own demand, before it can make the remainder available for exchange. In Scenario 2, it
is the total amount of inventory specifically earmarked for exchange that is shared between
health-care facilities residing in the same neighbourhood. An example of a pharmaceutical
supply chain implementing Scenario 2 is shown in Figure 5.2. There are two neighbourhoods
present in this network. The first one comprises three clinics (enclosed by a rectangular shape
called the neighbourhood boundary), while the remaining two clinics are members of the second
neighbourhood (also enclosed by a neighbourhood boundary). The boundaries demarcating the
neighbourhoods are also indicative of the information shared between members of the same
neighbourhood. Finally, the neighbourhood boundaries also partially overlap the inventory-flow




Figure 5.2: Scenario 2: Information sharing between clinics in the same neighbourhood.
Compared with Scenario 1, Scenario 2 introduces not only an additional layer of information
sharing, but also a new business practice in the form of informal stock sharing between health-
care facilities residing in the same neighbourhood. Intuitively, it is expected that a pharma-
ceutical supply chain operating under Scenario 2 would experience fewer stock-outs than one
implementing the no-information sharing option of Scenario 1. This is motivated by the fact
that clinics have the option of choosing an alternative supplier (a neighbouring clinic), so to
speak, when their primary supplier cannot supply them with stock in a timely manner accord-
ing to Scenario 2. The intention of Scenario 2 is that health-care facilities seek only to obtain
stock from within their neighbourhood when they run the risk of incurring stock-outs in the
short-term. An unfavourable outcome of the inventory-sharing practice would, for example,
materialise when clinics essentially deplete each other’s stock, leaving an entire neighbourhood
with an insufficient amount of stock. Inventory sharing between clinics in the same neighbour-
hood may potentially be successful only when there is a sufficient amount of stock available for
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exchange. Conversely, when each clinic carries a significantly small amount of inventory (less
than what is demanded by patients), inventory sharing will not be possible and stock-outs may
occur on a large scale.
5.2.3 Scenario 3: Limited inter-tier information sharing
As Scenario 2 was an extension of Scenario 1, Scenario 3 is again an expansion of Scenario 2.
Whereas Scenario 2 focused on information sharing between entities of the same supply chain
tier (i.e. clinics), Scenario 3 additionally includes the sharing of information between facilities
of different supply chain tiers. According to this scenario, the scope of information sharing is
increased incrementally by granting distribution facilities (warehouses and hospitals) visibility
over some information pertaining to their customers (health-care facilities). On any given day,
a distributor has visibility over the aggregate inventory level held by their customers, as well as
over the end-user demand experienced by those health-care facilities.
A hypothetical implementation of Scenario 3 in a pharmaceutical supply chain is shown in
Figure 5.3. Clinics are still allowed to share both information and inventory between them
in their respective neighbourhoods, as proposed in Scenario 2. The information-flow arrows
reaching from the clinic neighbourhoods to the respective warehouses indicate that information




Figure 5.3: Scenario 3: Clinics share information in their neighbourhoods and with their direct suppliers.
Of the first three information-sharing scenarios introduced thus far, it is only in Scenario 3 that
information is shared between facilities of different supply chain tiers. According to Scenario 3,
warehouses and hospitals have instant access to real-time data pertaining to the inventory held
at, and the demand experienced by, their customer clinics. This is significant, because it enables
warehouses and hospitals to respond to changes in end-user demand much faster than would
be possible without the information sharing. A sudden increase in end-user demand may, for
example, prompt a warehouse to order stock from its own supplier proactively, in anticipation of
larger incoming replenishment orders placed by clinics. Inter-tier information sharing is therefore
particularly powerful because it effectively reduces the information-transfer lead time in a supply
chain.
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A warehouse in a pharmaceutical supply chain operating under Scenario 3 may be expected
to offer a higher service level than in Scenario 2, based on the increased scope of information
sharing. This would, however, most likely be true only for warehouses that have reliable suppliers
and experience predictable demand from their customers. Nevertheless, in the case where a
warehouse has insufficient stock available, clinics would still enjoy the ability to share inventory
between themselves according to the informal exchange scheme. The supposition in Scenario 3 is
that clinics may potentially be less dependent on intra-neighbourhood inventory sharing, because
warehouses and hospitals are expected to have higher service levels. The major drawback of
Scenario 3 is, however, that manufacturers — the very parties that inject finished products into
a supply chain – are still excluded from information sharing.
5.2.4 Scenario 4: Information sharing between warehouses
The fourth information-sharing scenario, called Scenario 4, is an expansion of Scenario 3 and
introduces the concept of intra-neighbourhood inventory sharing between warehouses and hos-
pitals. Similar to the arrangement of health-care facilities into neighbourhoods, as proposed
in Scenario 2, warehouses may now also be segmented into neighbourhoods of their own. The
aim with this particular configuration is to investigate whether warehouses and hospitals can
exchange stock amongst themselves when their supplier(s) cannot provide them with stock in
a timely manner. Suppose, for example, that a manufacturing facility experiences a temporary
shutdown and cannot supply a number of warehouses with sufficient stock. In such a case, an
affected warehouse with a low level of stock may not be able to fulfil the demand of its customers.
According to Scenario 4, such a warehouse may then seek a short-term change in supplier and
order stock from a neighbouring warehouse instead.
A schematic exhibiting the scope of information sharing in Scenario 4 is shown in Figure 5.4.
In this example, the warehouse and the hospital now form a neighbourhood of their own. In
the same manner as information is shared between clinics in their respective neighbourhoods,
the warehouse and the hospital share information with each other in respect of how much
inventory they have available for exchange. The scope of supply chain visibility is enlarged
even further in Scenario 4 by making some manufacturing-related information available to the
customers of manufacturers (i.e. warehouses and hospitals). In particular, each warehouse and
hospital is provided with visibility over the inventory level, the inventory in production and
backlogged inventory of its direct supplier or suppliers. Compared with Scenarios 1–3, the
information-sharing architecture in Scenario 4 is particularly unique because information is
shared with warehouses from both upstream and downstream entities. Because warehouses serve
as the middlemen between manufacturing entities and health-care facilities, they may be able to
make the best possible decision at the time for the given circumstances. When manufacturers
have sufficient stock available, warehouses may continue to order from the former as usual.
If manufacturers cannot provide adequate supply, on the other hand, warehouses immediately
learn that their only plausible option is intra-neighbourhood inventory exchange.
The impact of this bidirectional information sharing may, however, be limited since manufactur-
ers still do not possess any supply chain visibility under Scenario 4. Suppose, for example, that
end-user demand for a pharmaceutical product has increased dramatically over time to such
an extent that the entire supply chain is left vulnerable to stock-outs. Suppose furthermore
that, due to a lack of both supply chain visibility and manufacturing capacity, manufacturers
are unable to recover the resulting backlog. In such a case, information sharing will not help to
prevent stock-outs at all, because the fundamental problem is that there is not sufficient stock
available in the supply chain as a whole.
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Figure 5.4: Scenario 4: Intra-neighbourhood information sharing between warehouses and clinics,
respectively.
5.2.5 Scenario 5: Extended inter-tier information sharing
The fifth and final information-sharing scenario considered for analysis in this thesis involves
information that is shared across the whole length of the supply chain. This scenario, called
Scenario 5, is an expansion of the information-sharing arrangement in Scenario 4. In Scenario
5, all manufacturers have access to some information about the dealings of both their immedi-
ate customers (hospitals or warehouses) and their customers’ customers (health-care facilities).
In particular, each manufacturer is given access to inventory-level information of warehouses,
hospitals and health-care facilities downstream. Furthermore, manufacturers are also granted
visibility over the end-user demand experienced by those health-care facilities.
A schematic showing the structure of information sharing according to Scenario 5 may be seen
in Figure 5.5. The information-flow arrow that extends from the warehouse neighbourhood to
the manufacturer indicates that neighbourhood information is shared with the manufacturer.
Additionally, there are information-flow arrows reaching from each of the clinic neighbourhoods
to the manufacturer. These arrows are representative of the inventory level and end-user demand
information that are shared with the manufacturer.
A hallmark of Scenario 5 is that it is the only scenario (of the five proposed in this chapter)
in which end-user demand is made available to the manufacturing entities in a pharmaceutical
supply chain. An example of a potential situation in a supply chain where manufactures do not
have access to end-user demand was described in §5.2.4. According to Scenario 5, information
about changes in end-user demand will be made available instantaneously to manufacturers. This
is in stark contrast to the arrangement in Scenario 1 where demand information is relayed only
implicitly between facilities as orders move upstream in a supply chain. Without any information
sharing, the demand signal is often distorted in this fashion and may lead to the bullwhip effect,
as described in §2.3.1. The supposition with the information sharing in Scenario 5 is that it
may allow manufacturers to respond proactively to fluctuations in demand by adjusting their
manufacturing operations accordingly. Manufacturers may, for example, be able to increase
their manufacturing capacities in a timely manner when a sudden increase in end-user demand is
observed. Failure to do so will, however, still present facilities downstream with the opportunity
to share inventory where possible, as explained in §5.2.4.
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Figure 5.5: Scenario 5: Extended inter-tier information sharing.
5.3 Chapter summary
Careful descriptions were provided in this chapter of five distinct information-sharing configura-
tions that may be implemented in a pharmaceutical supply chain. These five information-sharing
scenarios are analysed later in this thesis. Some considerations relevant to analysing the im-
pact of information sharing on pharmaceutical supply chain performance were first discussed.
This was followed by descriptions of the five arbitrarily chosen hypothetical information-sharing
arrangements. The first information-sharing scenario does not involve any information sharing
between supply chain entities. The scope of information sharing was further increased incre-
mentally for each of the following four scenarios. The fifth information-sharing scenario is the
only scenario that included the sharing of end-user demand with manufacturing entities.
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This chapter is devoted to a detailed description of the agent-based pharmaceutical supply
chain simulation model that lies at the heart of this thesis. In §6.1, the general framework of the
simulation model is discussed. This discussion comprises the nature of the model input data, the
model output data and how a selection of supply chain processes are modelled. The techniques
employed to verify and validate the simulation model are reviewed next in §6.2. Finally, the
chapter closes in §6.3 with a brief summary of the material included in this chapter.
6.1 Model framework
An agent-based simulation model of a pharmaceutical supply chain was designed and imple-
mented for use as a tool to discover and evaluate the effectiveness of different inventory replen-
ishment strategies within a pharmaceutical supply chain. This simulation model embraces two
modelling paradigms, namely a descriptive paradigm and a prescriptive paradigm. According to
the descriptive paradigm, the simulation model is employed simply as a test bed for evaluating
the effectiveness of traditional, user-specified inventory replenishment policies in a given phar-
maceutical supply chain network. These conventional policies include the continuous-review and
periodic-review inventory replenishment policies, described in §2.7. The prescriptive paradigm,
on the other hand, facilitates the use of a reinforcement learning algorithm to discover effec-
tive inventory replenishment policies, specifically informed by information sharing, for a given
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pharmaceutical supply chain network. This is achieved by implementing the five information-
sharing scenarios of §5.2 in the prescriptive paradigm. In other words, a reinforcement learning
algorithm is employed to learn effective inventory control policies based on each of the five
information-sharing scenarios. Similar to the descriptive paradigm, the prescriptive paradigm
also pronounces on the effectiveness of the inventory replenishment policies provided by the
reinforcement learning method.
Any pharmaceutical supply chain is a complex system comprising many entities, processes, intri-
cacies and interdependencies which renders comprehensive modelling of the entire supply chain
a non-trivial task. Examples of such complexities that may be encountered in a supply chain
include the particular nature of decision-making processes, the influence of resource availability
on the execution of daily operations, and the flow of information or money between entities.
Since the principal focus of this thesis is on information sharing and inventory management in
pharmaceutical supply chains, the proposed simulation model does not incorporate all of the
potential supply chain complexities such as those referred to above, exclusively. Instead, the
simulation model serves the purpose of demonstrating how shared information may be utilised
specifically to benefit inventory management in a pharmaceutical supply chain. For this reason,
the simulation model introduced in this chapter is appropriately called a concept demonstrator.
The proposed simulation model adopts a particular level of abstraction that is deemed sufficient
for it to fulfil its purpose as concept demonstrator successfully and effectively.
The simulation model concept demonstrator was implemented in the AnyLogic 8.3.2 [3] software
suite, and has been designed in such a manner that any user-specified supply chain network may
be modelled. The simulation model replicates the high-level operation of a pharmaceutical
supply chain over time, with a particular focus on the flow of inventory along the supply chain.
Designed according to the paradigm of agent-based modelling, the simulation model includes
two distinct agent types. The most prominent agent type is the so-called Facility agent. This
agent represents any type of facility within a pharmaceutical supply chain and it is responsible
for all inventory-related decisions and activities involving the particular facility. Any given
supply chain network modelled therefore comprises several Facility agents. An advantage of
modelling facilities as agents according to the agent-based modelling paradigm, is that it makes
it possible to assign unique attribute values to each agent. Attributes of the Facility agent
include its name, the facility type, its connections with other facilities and its inventory level.
A second agent type embedded in the simulation model is the so-called Order agent, which is
used to model any inventory replenishment order. Attributes of the Order agent include the
type of product ordered, the order quantity and the facility that placed the order. Since all
inventory replenishment orders share the same attributes (although with different values), they
are well-suited to be modelled as agents.
Any pharmaceutical supply chain comprises different facility types, such as the manufacturers of
pharmaceutical products, warehouses used for storage and distribution, and hospitals and clinics
that dispense pharmaceutical products to patients. The concept demonstrator accommodates
the ability to model four different facility types by means of the Facility agent. The first type
is a manufacturer and this facility uniquely possesses the capability to manufacture pharmaceu-
tical products. A manufacturer is classified as a tier-1 facility in the concept demonstrator. The
second facility class is a warehouse and it is classified as a tier-2 facility. A warehouse orders
inventory from an upstream facility and stores it temporarily, before distributing it to down-
stream facilities. In a health-care context, some facilities may be responsible for both dispensing
pharmaceuticals to patients and for supplying stock to peripheral health-care facilities. Any fa-
cility that fulfils this role in the supply chain modelled is classified as a hospital. A hospital may
order stock from manufacturers or warehouses upstream. Since a hospital is typically located
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downstream from a warehouse, it is classified as a tier-3 facility. Finally, a clinic functions as
a service point that dispenses pharmaceutical products to patients directly. A clinic may order
stock from a hospital, a warehouse or a manufacturer, and is typically located the farthest down-
stream in a pharmaceutical supply chain and is therefore called a tier-4 facility. Although there
are some functional differences between these facility types as defined above, there are many
similarities between them that make it possible to employ the same model logic for modelling
a selection of the same supply chain activities. The model logic for reviewing inventory levels,
placing a purchase order and receiving a shipment are, for example, the same for any warehouse,
hospital or clinic. For this reason, all of these facility types are modelled as Facility agents,
but are distinguished from one another by a parameter called tier. This parameter value is
used to specify which portions of the model logic are applicable to the respective facility types
(based on their respective tiers). This generic modelling framework therefore makes it possible
to model different supply chain network layouts with considerable ease.
The time unit of the simulation model concept demonstrator is chosen as days. For the purposes
of this concept demonstrator, any time unit larger than days is presumed to be too coarse, while a
more finely-grained choice such as hours may induce an intractable level of complexity. Consider
the following scenario in a pharmaceutical supply chain. A patient visits a clinic at 09:00 on
any given day and finds that the clinic does not have stock available of the product that he or
she needs. In this case, the clinic would incur a stock-out and the patient’s demand will remain
unfulfilled. Suppose, however, that a delivery of the product in question is scheduled to arrive
at the same clinic at 12:00 on the same day. Assuming that the shipment arrives on time and is
processed in a timely manner, it may well be possible that the stock is available on the clinic’s
shelves later in the afternoon. If the same patient had rather arrived at 17:00 (and not at 09:00),
for example, the clinic may have been able to fulfil his or her demand at the time. This example
illustrates how the particular timing of events can influence the performance of a supply chain.
In an attempt to avoid the kind of complexity described above, a number of simplifying as-
sumptions, in the form of business rules, are made in the concept demonstrator. These business
rules pertain to inventory-related activities and are assumed to be applied uniformly by each
facility, on a daily basis. The daily activities related to inventory management in any facility
are executed according to the following sequence:
1. Receive stock. The first event to occur on any given day is the receipt of incoming
deliveries. It is assumed that all of the in-transit shipments due to arrive on the current
day are simultaneously received and processed at the start of the day. The newly received
stock is considered to be immediately available for use on the same day that it was received.
2. Fulfil demand. After all of the incoming deliveries for the current day have been processed,
manufacturers, warehouses and hospitals send away shipments in response to replenish-
ment orders received from their downstream facilities. In the case of a hospital or a clinic,
the daily patient demand is satisfied from the stock on hand. Unmet demand is recorded
as stock-outs.
3. Discard expired products. The remaining shelf-lives of all stock on hand is evaluated and
expired stock is discarded.
4. Place order or manufacture. After all incoming deliveries have been received and demand
has been observed for the day, a facility decides whether or not to place a new order
according to its replenishment policy. In the case of a manufacturer, the manufacturer
decides whether or not to initiate a new production run based on its manufacturing policy.
Stellenbosch University https://scholar.sun.ac.za
84 Chapter 6. An agent-based pharmaceutical supply chain simulation model
The implementation of these business rules ensures that the maximum amount of stock is avail-
able at the exact time when demand needs to be fulfilled. In other words, a facility is given
the best chance possible to satisfy demand, on a daily basis. The uniform application of these
business rules may also illuminate the impact of information sharing on inventory management
more clearly.
6.1.1 Model input
As mentioned, the simulation model concept demonstrator is generic in the sense that it accom-
modates any user-specified pharmaceutical supply chain configuration as model input. This is
achieved by means of an extensive input data structure called the input framework that cap-
tures the information required to model the operation of a supply chain over time sufficiently
accurately. This input framework should specify, amongst others, the supply chain topology,
the flow direction of inventory between facilities and the nature of end-user demand. This input
framework builds on the work of Du Plessis et al. [45], who proposed a preliminary design of
such an input framework for the purpose of modelling a pharmaceutical supply chain network.
AnyLogic provides a built-in database function that allows a simulation model implemented
in the software environment to read data from, and write data to, database tables during any
simulation run. The input framework introduced in this section relies on this database function
to store the model input data as provided by the user. The input framework comprises a total
of nine database tables and the architecture of these tables are described in this section.
The first of these nine tables is called table facilities and it captures some facility-specific
information related to the facilities modelled as part of a pharmaceutical supply chain. This
table contains a list of all the facilities modelled as Facility agents in the simulation model.
A unique number (that serves as a primary key1) is assigned to each facility in the database
table and this number also corresponds with the index of the agent in the Facility agent
population. The index is a sequential number and starts at zero. A facility’s name, its relevant
supply chain tier and its location information are also stored in this table. A facility’s location
is not specified geographically, but simply as a position in the two-dimensional user interface
of the simulation model. The convention used for classifying supply chain tiers in this thesis
was described above. According to this table-based approach, the user is free to model a supply
chain network of virtually any size (a database table in AnyLogic can store more than 50 000
records). The user can therefore decide whether he or she wants to model an entire supply chain
network or only a particular portion of a supply chain. A summary of the attributes found in
the table facilities table is shown in Table 6.1.
Column name Data type Short description
index integer A unique identifier (primary key) to distinguish agents
name string The name of the facility
tier integer Specification of the relevant echelon
x integer x-coordinate of the facility in a two-dimensional space
y integer y-coordinate of the facility in a two-dimensional space
Table 6.1: The structure of the table facilities database table.
A second table, called table products, contains a list of all the different product types consid-
ered in the supply chain network modelled. Similar to how the respective facilities are indexed,
1A primary key is used to uniquely identify a record in a database table [82].
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a unique index code (i.e. primary key) is also assigned to each product type. The product name
and its expected shelf-life (in days) are stored in this table. These attributes and their respec-
tive data types are tabulated in Table 6.2. Although information pertaining to multiple product
types may be included in the input framework, only one product type (selected by the user)
is considered during a simulation run. In the concept demonstrator, the shelf-life of a product
is considered to be the maximum number of days remaining before a product has to be sold,
otherwise it is discarded. This is based on the argument that a health-care facility may choose
not to dispense pharmaceutical products that are relatively close to expiration. If a product is,
for example, discarded 60 days before actual expiry, the user may specify the shelf-life in the
table products table as absolute shelf-life− 60 days.
Column name Data type Short description
type integer A unique identifier to distinguish among products
name string The name of the product
shelflife integer The expected lifetime of the product
Table 6.2: The structure of the table products database table.
The dynamics of inventory flow in the supply chain are captured in the table connections
database table of the input framework. Each record in this table represents a connection between
two facilities where one facility is classified as the ordering facility (the entity that places an
order) and the other as the supplying facility (the entity that fulfils the order). These connections
are established within the table using the unique facility indices defined in table facilities,
as foreign keys2. In the concept demonstrator, it is assumed that any supplier sends order
shipments to its respective customers at fixed time intervals. This is achieved by recording a
specific shipping policy for each supplier-customer pair defined in table connections in the
following way. For each supplier-customer pair, an initial shipping date is provided by the user
— a value that specifies the first available date at which a supplier can ship to a customer.
Additionally, the user is also required to specify a so-called shipping interval (measured in
number of days) that specifies the number of days between two consecutive shipments from a
supplier to a customer for a given supplier-customer pair. A shipping interval of size one, for
example, implies that a supplier can ship to a customer on a daily basis. Once the current
shipping date has lapsed during simulation execution, a new shipping date is generated by
incrementing the old shipping date by the number of days specified as the shipping interval.
Since order picking and packing activities occur over time, a supplier may not necessarily have
an order ready for shipment at the time of the next scheduled shipping date if, for example,
the order was received too close to the shipping date. For instance, a supplier who receives a
large order one hour in advance of the next scheduled shipping date, may most likely fail to
prepare the order in time. To address this issue in the concept demonstrator, it is assumed
that a supplier will initiate a new delivery only at the next immediate shipping date, provided
that the corresponding order was received before a so-called cut-off date — a date value also
specified in the table connections table. It is therefore assumed that the necessary order pick-
ing and packing activities are completed in a timely manner between the cut-off date and the
corresponding, subsequent shipping date. Similar to the process responsible for updating the
shipping date value, the cut-off date is updated by incrementing the old value by the shipping
interval. This implies that the time interval between the cut-off date and its corresponding
shipping date remains constant throughout. When a facility can choose between multiple sup-
2A foreign key is non-key in one database table and refers to the primary key in another table. A foreign key
is used to link two database tables together [82].
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pliers, it is assumed that the facility will issue a new replenishment order to the supplier with
the earliest shipping date. The shipping date attribute only specifies when a delivery between a
supplier-customer pair is initiated, while the corresponding delivery lead time is determined sep-
arately. The length of the delivery lead time is modelled stochastically according to a triangular
probability distribution. The minimum, maximum and mode parameter values of this distribu-
tion are specified in terms of whole-numbered days in three further columns. When a delivery
is initiated during model execution, the delivery lead time value is sampled from a triangular
distribution using the parameter values specified. It is assumed that the entire journey time
and the time associated with the unloading of stock at the customer is included in the delivery
lead time. In other words, when an order arrives at the customer (i.e. the lead time has lapsed),
the inventory is immediately made available for use. It is also assumed that transport capacity
is sufficient at all times in the supply chain. Finally, a boolean attribute called neighbours is
employed to specify whether or not a particular connection exists between two neighbouring
warehouses and/or hospitals. This is applicable to Scenarios 4–5 of §5.2.4 and §5.2.5, where a
warehouse or hospital can choose to order from an alternative supplier in its own neighbourhood.
The attributes of the table connections table is further described in Table 6.3.
Column name Data type Short description
ordering facility integer Customer index from table facilities
supplying facility integer Customer index from table facilities
cutoff date date The order deadline before the next shipment
shipping date date The next shipping date for a supplier-customer pair
shipping interval integer The number of days between two consecutive shipments
min leadtime integer The minimum value of a triangular probability distribution
max leadtime integer The maximum value of a triangular probability distribution
mode leadtime integer The mode value of a triangular probability distribution
neighbours boolean True if the connection exists between two neighbours
Table 6.3: The structure of the table connections database table.
Another table that forms part of the input framework is the table inventory database table.
This table captures data pertaining to conventional inventory replenishment policies for each
facility-product pair. A facility-product pair is specified in each row of this table using the
respective primary keys of the table facilities and table products tables as foreign keys.
The parameters of two inventory replenishment policies, namely the continuous-review and
periodic-review policies, are further specified in this table. A reorder point and a reorder quantity
may be specified under a continuous-review policy, while a reorder point, an order-up-to level
and a review interval are provided for a periodic-review policy. A separate attribute called
replenishment policy is used to specify which policy should be implemented during simulation
execution for a particular facility-product pair. A continuous-review policy is indicated by 0,
while a periodic-review protocol is specified by a value of 1. A summary of the table inventory
database table and its attributes is provided in Table 6.4.
The table manufacturers database table is included in the input framework to record informa-
tion pertaining to the production capabilities of manufacturers. Unlike a customer that places
an order for goods to a supplier upstream, a manufacturer needs to engage in the activity of pro-
duction when running relatively low on the finished product that it provides to its customers.
For each manufacturer-product pair, a stock level that triggers a production run, called the
manufacturing point, is captured in this table. This manufacturing point is analogous to the
reorder point of a continuous-review inventory replenishment policy. Furthermore, the size of a
single production batch (in number of product units), as well as the corresponding production
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Column name Data type Short description
facility index integer Foreign key from table facilities
product type integer Foreign key from table products
replenishment policy integer Determines which type of policy is implemented
reorder point r integer The reorder point under a continuous-review policy
reorder point q integer The reorder quantity under a continuous-review policy
review interval integer The time interval applicable to a periodic-review policy
reorder point s integer The reorder point under a periodic-review policy
order up to s integer The corresponding order-up-to inventory level
Table 6.4: The structure of the table inventory database table.
lead time (in days) associated with the production run are included in this table. It is assumed
that a manufacturer always has a sufficient amount of raw material available for production.
Additionally, it is assumed that the manufactured goods are available for use immediately after
the production lead time has elapsed. The attributes of the table manufacturers table are
further described in Table 6.5.
Column name Data type Short description
facility index integer Foreign key from table facilities
product type integer Foreign key from table products
manufacturing point integer Stock level that triggers a production run
batch quantity integer The number of products included in a single batch
manufacturing time integer The manufacturing lead time, specified in days
Table 6.5: The structure of the table manufacturers database table.
The table starting inventory database table captures the initial inventory levels with which
the simulation model is initialised. Stock-quantity and stock-age information are recorded for
each facility-product pair in this table. Stock-age information is specified in terms of its re-
maining shelf-life, measured in days. The amount of stock and its corresponding shelf-life are
captured in the inventory level and remaining life columns, respectively. A two-dimensional
array called inventoryMatrix is embedded in each Facility agent and this structure is used
to store stock-level and stock-age data during simulation execution. When the simulation model
is first initialised, the values of the table starting inventory table are transferred to the
corresponding inventoryMatrix arrays. The values of these arrays are updated during model
execution when stock is received into inventory, when stock is withdrawn from inventory and
when expired stock is discarded from inventory. A summary of the attributes found in the
table starting inventory table is shown in Table 6.6.
Column name Data type Short description
facility index integer Foreign key from table facilities
product type integer Foreign key from table products
remaining life integer Remaining shelf-life measured in days
inventory level integer The corresponding amount of stock
Table 6.6: The structure of the table starting inventory database table.
The concept demonstrator grants the user considerable freedom in respect of modelling patient
demand as it occurs over time. Unique demand patterns may be specified per product, for
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each hospital and clinic, by means of the table demand database table. The user may choose
any one of three probability distributions to model the daily patient demand as experienced by
a clinic or hospital. These distributions are the gamma probability distribution, the uniform
discrete probability distribution and the triangular probability distribution. These distributions
are typically employed in the absence of empirical data, as mentioned in §3.5. AnyLogic has
a built-in function that can sample a value from any of these three probability distributions.
Although the gamma and triangular probability distributions are continuous, the sampled values
are rounded to integer values in the model logic.
A total of eight columns are devoted to capturing the parameters of the respective probability
distributions in the table demand table. The first two of these seven columns are reserved
for recording the values of the gamma probability distribution’s shape parameter α and rate
parameter β. An additional column is employed to store a minimum value that is imposed
on the gamma distribution. When a value is sampled from the gamma distribution during a
simulation run, AnyLogic ensures that this value is strictly larger than, or equal to, this minimum
value. The minimum value may, for example, be set to zero to ensure that demand is always
non-negative. For the uniform discrete distribution, the user is required to specify the minimum
and maximum values, respectively. Finally, in the case of the triangular distribution, the user
may specify the values of the minimum, mode and maximum parameters. The user is free to
implement any one of these distributions during simulation execution. While parameter values
for all three distributions may be recorded in the table, an additional attribute is used to specify
exactly which distribution should be employed during simulation run time. An integer value of 0
in the distribution column indicates that the daily demand for a facility-product pair should be
sampled from the the gamma distribution. A value of 1 indicates that the uniform distribution
should be used instead, while the triangular distribution is associated with a value of 2.
Given the variable nature of end-user demand, the user may specify different demand proba-
bility distributions (or the same probability distributions with different parameter values) for
different periods of simulated time, called demand periods. This capability may be used to
model demand fluctuations that may, for example, occur as a result of seasonality. Demand
periods are numbered sequentially, starting from one, and the duration of each demand period
(in number of days) is specified by the user. When the simulation model is initialised, the daily
demand for each facility-product pair is sampled from the probability distribution associated
with Demand Period 1. Once the first demand period’s duration has lapsed, the active demand
period becomes Demand Period 2, and so on. The attributes of the table demand table and
their corresponding data types are recorded in Table 6.7.
The eighth component of the input framework is the table neighbourhoods database table.
The purpose of this table is to define clinic neighbourhoods and their respective members based
on the inventory-sharing scheme described in Scenarios 2–5 of §5.2. Each row in the database
table corresponds to a neighbourhood-facility pair. Each neighbourhood is uniquely identified
by its own neighbourhood number defined in the neighbourhood column. A facility is added
to the corresponding neighbourhood by including its facility index in the member column. A
summary of the attributes found in the table neighbourhoods table is shown in Table 6.8.
The ninth and final element of the input framework is the table events database table. This
table is devoted to capturing information that may be used to model so-called special-case events.
In the concept demonstrator, a special-case event is defined as any occurrence where a facility
cannot place an order (or initiate a production run in the case of a manufacturer), for a specified
period of time. This type of event may, for example, occur in practice due to equipment failure,
a shortage of raw materials or even strike action. Failure to carry a sufficient amount of stock in
a pharmaceutical supply chain may, of course, hold significant implications for patient health.
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Column name Data type Short description
facility index integer Foreign key from table facilities
product type integer Foreign key from table products
demand period integer Identifier associated with a period of demand
alpha double Shape parameter of the gamma distribution
beta double Rate parameter of the gamma distribution
minimum double Minimum value imposed on the gamma distribution
unif min integer Lower bound on the uniform distribution
unif max integer Upper bound on the uniform distribution
triangular min integer Minimum value of the triangular distribution
triangular mode integer Mode value of the triangular distribution
triangular max integer Maximum value of the triangular distribution
distribution integer Distribution used during the relevant demand period
length integer The duration of the demand period in number of days
Table 6.7: The structure of the table demand database table.
Column name Data type Short description
neighbourhood integer Neighbourhood identifier
member integer Foreign key from table facilities
Table 6.8: The structure of the table neighbourhoods database table.
The implementation of these special-case events makes it possible to evaluate the robustness of
the relevant inventory management policies. The contents of the database table is summarised
in Table 6.9.
Column name Data type Short description
event integer Unique scenario identifier
facility index integer Foreign key from table facilities
start on day integer Event starting time (in terms of simulated time)
length integer Duration of the event (in days)
Table 6.9: The structure of the table events database table.
Each event is distinguished by a sequential number stored in the event column. The facility index
column is used to specify the index of the facility on which the event is imposed. Furthermore,
the user is required to specify the day on which the event is initiated, as well as the duration
of the particular event. An event for a warehouse may, for example, start on day 55 and last
for five days. This means that the warehouse is unable to order stock from any supplier on
simulated days 55–59.
6.1.2 Inventory replenishment orders
Inventory replenishment orders are modelled as Order agents, as described in §6.1. When
any facility places a new replenishment order according to its inventory replenishment policy,
a new Order agent is generated within the modelling environment. This agent object is sent
instantaneously to the corresponding supplier using AnyLogic’s built-in messaging function. The
Order agent contains, for example, information about the customer facility as well as the order
quantity. Once the supplying facility has prepared the order for distribution to the customer, the
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same Order agent is sent back to the ordering facility. In this case, however, the agent is not sent
as a message but instead travels towards the customer over a period of time that corresponds
with the associated delivery lead time. Only when the Order agent arrives at the customer,
can the customer proceed to process the replenishment order. In the descriptive paradigm, it is
assumed that a new replenishment order cannot be placed when at least one other order for the
same product is already pending.
In some instances, it may happen that a supplying facility does not carry enough stock to fulfil
the demand from downstream facilities in full. A warehouse may, for example, only have 500
product units in stock at a given time instant, when a total of 700 units is demanded from clinics
in the form of replenishment orders. When the demand associated with an order cannot be met
in full, a backorder is generated for the portion of unmet demand. For each newly generated
backorder, a new Order agent is created and a boolean variable backorder is used to identify
it as a backorder. In the concept demonstrator, it is assumed that the demand associated with
backorders is fulfilled as soon as possible by a supplier. The shipment of a backorder is therefore
not restricted to the shipping policy as specified in table connections of the input framework,
as discussed in §6.1.1. The adoption of this business rule is based on the argument that it is
the responsibility of a supplier to fulfil customer demand in full, and in a timely manner. The
timely fulfilment of demand is especially important in a health-care context, given the potential
adverse impact of stock-outs on patient health.
It may also happen that a supplier is faced with such a large number of backorders from several
customers, that it cannot satisfy the total backorder demand with its current stock level. In
such a scenario, the supplier may choose to ration stock amongst the customers to ensure that
at least every customer is served to some extent. Alternatively, a supplier may prioritise the
demand of some customers over others according to some predefined priority scheme. In the
context of a pharmaceutical supply chain, it may be argued that any given facility cannot be
left without stock for too long. In this thesis, it is therefore assumed that, in the case of stock
shortages, the available stock is divided equally amongst customers.
The final type of order embedded in the concept demonstrator is called an informal order. An
informal order is employed to model the informal exchange of stock between clinics in the same
neighbourhood, as proposed in Scenario 2 of §5.2.2. When a clinic, for example, requests a
certain number of products from a neighbouring facility, it is modelled as an informal order
issued by the former to the latter. A boolean variable is employed to classify an Order agent
as an informal order. It is assumed that any informal order can be fulfilled within one day of
simulated time. If a clinic, for example, issues an informal order on any given day, the order
will be fulfilled on the next day before that day’s demand is incurred. This short lead time
is motivated by the fact that clinics in the same neighbourhood are so close to one another
that the impact of delivery lead time may be considered negligible. When a facility places an
informal order, it does so in a greedy manner by ordering from the clinic (or clinics) with the
most inventory available for exchange during the given time step.
It is assumed that all stock is dispensed according to the first-expired-first-out principle. Fur-
thermore, any stock with a remaining shelf-life of less than the expected delivery lead time, will
not be included in a new shipment. This is done to ensure that stock does not expire during
transport when the delivery lead time is longer than one day.
6.1.3 The prescriptive paradigm
As mentioned, the prescriptive paradigm of the concept demonstrator is employed to discover
effective inventory management policies for a pharmaceutical supply chain, by means of a rein-
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forcement learning method. The reinforcement learning algorithm chosen for implementation in
this thesis is Q-learning and the working of this algorithm was discussed in §4.2.3. More specifi-
cally, Q-learning is employed by every Facility agent modelled in the concept demonstrator in
order to learn an inventory control policy. The learnt policy involves the following two aspects
of inventory management: When to place an order and how much to order. The prescriptive
paradigm furthermore facilitates the implementation of any one of the five information-sharing
scenarios proposed in §5.2. Thus, Q-learning may be applied to learn inventory control policies
based on a particular information-sharing arrangement.
The use of the prescriptive paradigm comprises three distinct phases. The first phase involves
the population of the input framework, as described in §6.1.1. The table inventory database
table is the only table that does not have to be populated in order for the prescriptive paradigm
to work successfully. During the second phase, the relevant information-sharing configuration
is selected before the simulation model is executed. During the execution phase, Q-learning is
applied to discover effective inventory management policies for the respective facilities. Finally,
after the termination of the Q-learning process, the user may choose to implement the learnt
policies in the concept demonstrator in order to evaluate their efficacy.
6.1.4 The graphical user interface
The graphical user interface (GUI) designed in the concept demonstrator of this project allows a
simulation operator or analyst to interact with a simulation model during its execution. Before
a simulation experiment is initiated in the simulation model, the operator may use the GUI to
define a selection of parameter values. The first of these parameters is the model paradigm —
the operator may select either the descriptive paradigm or the prescriptive paradigm by means
of a set of radio buttons. For the prescriptive paradigm, the simulation operator is furthermore
required to specify whether a control policy should be learned or whether a learnt policy should
be implemented for evaluation. Since the input framework accommodates more than one product
type, the user has to select a specific product type for implementation in the simulation from a
drop-down list. Thereafter, the user may specify the applicable information-sharing scenario by
selecting the corresponding scenario number (1, 2, 3, 4 or 5) from a drop-down list. Finally, the
length of the simulation run is specified by entering the desired length (in number of simulated
days) in a designated text box.
During the execution of a simulation run, the GUI provides a visual representation of the phar-
maceutical supply chain modelled. A screenshot of the GUI for the simulation model is shown in
Figure 6.1. Each supply chain facility is represented by an icon of a building. A manufacturing
entity is coloured yellow (denoted A in Figure 6.1), while a warehouse has a green colour (de-
noted B in Figure 6.1). Any hospital is represented in red (denoted C in Figure 6.1) and every
clinic is coloured blue (denoted D–G in Figure 6.1). The black lines between facilities represent
the supplier-customer connections as defined in table connections of the input framework of
§6.1.1. Furthermore, all the facilities that form part of the same neighbourhood are connected
to each other by means of blue, dashed lines. In Figure 6.1, facilities D and E, and facilities F
and G, reside within the same neighbourhood, respectively. The GUI also makes it possible to
track the movement of orders during simulation run time. Any in-transit order is represented by
a box icon that moves from a supplier to a customer over time. Any perfect order (an order that
is delivered in full and on time) is denoted by a green colour (denoted H in Figure 6.1), while
a partially fulfilled order is coloured yellow. Finally, a red box is used to indicate a backorder
(denoted I in Figure 6.1). In Figure 6.1, a perfect order is moving from facility A towards facility
B, and two backorders are shipped from facility C to facilities F and G, respectively.
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Figure 6.1: A screenshot of the animation portion of the simulation model GUI.
6.1.5 Model output
Supply chain performance data are saved and written to a Microsoft Excel file at the end of
each simulation run. These data are the KPIs according to which the effectiveness of the inven-
tory control policies, as determined by the reinforcement learning algorithm in the prescriptive
paradigm, may be evaluated. These KPIs are employed to measure the effectiveness of the
respective control policies for each individual facility, as well as for the supply chain as a whole.
Two KPIs are reported as model output. The first of these KPIs is the total number of stock-outs,
which is simply the sum total of all the stock-outs incurred by a facility. Each unit of unmet
demand is classified as a stock-out. A clinic that, for example, turns fifteen patients away
without stock on any given day, would incur fifteen stock-outs. For manufacturers, warehouses
and hospitals which distribute stock to downstream facilities, a stock-out is recorded for each
product unit that had to be shipped on a given day, but was not shipped due to a shortage of
stock. If a warehouse, for example, has to ship 500 units to a customer on any given day, but
can only ship 300 units due to a lack of stock, 500− 300 = 200 stock-outs are incurred on that
day by the warehouse. The total number of stock-outs in the whole system is also provided as
output. The second KPI is the total number of expiries, which is simply the sum total of product
units that had expired before they could reach patients. Again, this KPI is broken down into
the number of expiries per facility and the total number of expiries in the entire supply chain.
The performance of both the individual facilities and of the system as a whole are measured to
ensure that the global KPI values do not conceal significant performance differences between
the respective facilities. Consider, for example, the case where the overall number of stock-outs
and the total number of expiries in the system are relatively large. This does not necessarily
imply that each facility suffered from large numbers of stock-outs and expiries. Instead, the
global KPI values could have been heavily influenced by the severe underperformance of only
some facilities, while others performed relatively well.
With respect to stock-outs, it may also be of value, in particular, to evaluate the total number of
end-user stock-outs incurred only by health-care facilities (i.e. hospitals and clinics), as opposed
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to system-wide stock-outs. In a pharmaceutical supply chain context, it may be argued that
stock-outs upstream in the supply chain (i.e. missed shipments) are tolerable provided that they
do not compromise the service level of the health-care facilities downstream. Since inventory
may be shared among facilities according to the various information-sharing scenarios described
in §5.2, it is possible that stock-outs upstream do not necessarily lead to stock-outs at health-
care facilities downstream. In such a case, a decision maker may be more interested in the
performance of health-care facilities than the performance of the entire supply chain.
6.2 Model verification and validation
The aim in this section is to describe how some of the verification and validation techniques
reviewed in §3.6 were applied to the simulation model introduced in §6.1. These techniques were
employed continually throughout the model building process.
6.2.1 Verification of the simulation model
The objective of simulation model verification is to ascertain that the model is free of pro-
grammed and logical errors. Although there are several verification techniques available in
practice, only the most prominent methods employed in this study are described in this section.
AnyLogic has a built-in debugger that was used extensively to verify the soundness of the pro-
gramming code underlying the simulation model. Every time that the simulation model is built
(prior to model execution), the debugger scans the code for logical and syntax errors. When such
errors are detected, the output console provides information about the causes of these errors
and points to their locations in the computer code. As part of the incremental model-building
approach followed in this study, the debugger was employed after every addition of a new code
section in order to verify the accuracy of the code. When the model has been compiled suc-
cessfully, errors may, however, still manifest themselves during model execution. A common
example of such an error is division by zero. When errors occurred during run time, the simula-
tion model was suspended and the debugger again provided information pertaining to the cause
and location of the error. The user-friendly nature of the debugger facilitated relatively quick
and comfortable rectification of logical and syntax errors during the model-building process.
Furthermore, all variables and code sections were supplemented with descriptive comments that
outlined the function of the particular code.
Significant attention was also afforded to the process of ensuring that the input data recorded
in the input framework of §6.1.1 were correctly translated to the simulation model during model
start-up. This was achieved mainly through the use of animation and print statements. Phar-
maceutical supply chain configurations of varying sizes were, for example, provided as input and
the resulting network layouts were verified for correctness at the hand of the visual representa-
tion displayed in the GUI. This process was simplified by using colour to distinguish among the
different facility types. If a supply chain with five clinics was, for example, specified in the input
framework, it was expected that five blue-coloured facilities were shown in the GUI. Parameter
and variable values read from the input framework were also printed out during model execution
for verification purposes. The delivery lead times were, for example, verified in the following
way. When a delivery lead time value was sampled from the relevant triangular distribution,
the value was printed out to the model console. Since the movement of an order shipment
was depicted visually in the GUI, the lead time was verified by comparing the sampled value
with the length of simulated time that lapsed when the order had travelled from the supplier
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to the customer. At the same time, animation proved valuable to verify whether orders were
sent from the correct suppliers to the right customers. Perfect orders and backorders were also
distinguished from one another with different colours.
Print statements were also frequently utilised to verify the values of variables that did not form
part of the input framework. Examples of these variables include any given facility’s stock level,
the number of stock-outs incurred and the total amount of inventory ordered at any given time
instant. AnyLogic also supports the capability to set variables to “visible” during simulation
execution, allowing their values to be displayed visually in the GUI. This feature (known as
variable tracing) made it possible to monitor variable values easily during simulation run time,
instead of having multiple print statements in the computer code. Variable tracing and print
statements finally also played a major role in the verification of the implementation of the Q-
learning reinforcement learning algorithm. In particular, the learning rate, the exploration rate,
the reward size and the newly calculated Q-value were printed out to enable manual verification.
These values were verified by means of separate calculations performed by hand.
6.2.2 Validation of the simulation model
Model validation is the process followed to determine whether the model represents the real-
world system sufficiently accurately. A selection of the validation methods discussed in §3.6 were
employed in this study to ensure a valid simulation model.
Face validation was the principal validation technique employed during the model-building pro-
cess. Face validation was specifically aimed at the nature of supply chain business processes,
such as the picking and packing of orders, shipping policies, lead times and the management of
backorders. Although the simulation model serves as a concept demonstrator, it is imperative
that the model is still a reasonable representation of an actual pharmaceutical supply chain
network and its operations.
A second validation technique involved performing a sensitivity analysis during which critical
input parameters were varied, after which the model output was evaluated to establish whether
the output had changed as expected. An example of this was varying the demand rate observed
by a single clinic (or clinics) and observing the effect this had on the number of stock-outs
incurred by the clinic(s). In the case where the demand rate is increased significantly and all
other parameters are kept constant, it is expected that the number of stock-outs will increase.
Conversely, if the demand rate is decreased, the number of stock-outs is expected to decrease.
Similarly, the service level of any facility is expected to decrease when delivery lead times are
made significantly longer, and vice versa. Multiple simulation runs (with random seeds) were
performed to verify the validity of these expectations.
The final major validation method employed in this study was the analysis and interpretation
of the simulation model results in order to validate the consistency of the model. This was
achieved by comparing the output of several simulation runs for similarity, given that the input
parameters were kept constant throughout. Because of the stochastic nature of lead times and
customer demand, the model output is not expected to be identical, but relatively similar for
comparable simulation runs. The aim in this particular validation process was to ascertain that
the variance observed in the output values during these runs were not extreme. After a number
of simulation runs had been performed, it was found that the model yielded consistently similar
results in respect of various output statistics including the number of stock-outs incurred by a
facility, the service level of each facility, the total amount of inventory ordered by a facility, and
the total amount of inventory in the system.
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6.3 Chapter summary
Various aspects of the simulation model concept demonstrator at the heart of this thesis were
discussed in this chapter. The discussion opened with a detailed description of the concept
demonstrator’s input framework — an extensive construct used to capture the model input
data that are required to model the operation of a user-specified pharmaceutical supply chain.
Thereafter, the different types of inventory replenishment orders incorporated in the concept
demonstrator were reviewed, before some important elements of the prescriptive paradigm were
briefly highlighted. This was followed by descriptions of the simulation model GUI and model
output, respectively. In the second part of the chapter, a selection of the model verification and
validation techniques employed in this thesis were reviewed.
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The purpose of this chapter is to describe the formulation of the inventory management prob-
lem addressed in this thesis as a reinforcement learning problem. This problem pertains to a
number of learning agents in a pharmaceutical supply chain that should learn effective inventory
replenishment policies. Reinforcement learning for inventory management is implemented in the
concept demonstrator of §6 and, specifically, in respect of the five information-sharing scenar-
ios of §5.2. The inventory control problem is therefore formulated as a reinforcement learning
problem for each of these scenarios in this chapter.
In §7.1, the state space design is delineated for each agent and for each of the five scenarios. This
is followed in §7.2 by a description of each agent’s action space. The focus shifts in §7.3 to the
reward function employed during the implementation of a reinforcement learning algorithm. The
learning rate and exploration rate parameters found to be suitable for the problem instances are
next described in §7.4 and §7.5, respectively. The chapter finally closes in §7.6 with of summary
of the chapter contents.
7.1 The state space
The state space of an agent represents all the possible states that the agent can encounter,
as mentioned in §4.2. At any given time instant, an agent’s state is therefore not necessarily
representative of the absolute state of the environment, because the agent may have limited
information about the environment. An agent’s state may consequently be described as a “per-
ceived” state of the environment [147]. More specifically, the state in which each agent finds
itself is a combination of a number of state variables, and its state space encapsulates the set of
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all possible state variable combinations. Since the state of an agent is limited to its own percep-
tion of the environment, different agents in the same environment may perceive different states
at the same time. In the context of the inventory management reinforcement learning problem,
each agent should learn which action it should take when it encounters a particular state, at
any given time. The state space of a particular agent is therefore representative of all possible
information potentially available to the agent when it has to make a decision at any point in
time. The size of such a state space of course correlates with the amount of information available
to an agent. In terms of information sharing between agents in a pharmaceutical supply chain,
the size of the state space of an agent involved in information sharing will increase as it is given
access to more information (by means of the incorporation of new state variables).
The concept demonstrator of §6 accommodates four different facility types, namely a manu-
facturer, a warehouse, a hospital and a clinic. These entities are the decision makers and are
therefore considered as the learning agents in the reinforcement learning problem. Based on the
operational differences between these agent types, each agent perceives the environment differ-
ently, and is afforded its own state space formulation. The state space design for each of these
four agents is described in this section for each of the five information-sharing scenarios of §5.2.
The state space of each agent is carefully designed by capturing the most critical information
in the least number of state variables possible, in order to simplify the reinforcement learning
process.
Scenario 1
According to Scenario 1 of §5.2.1, no information sharing takes place between any of the agents
in the pharmaceutical supply chain. The state space of each agent, therefore, includes only
local information pertaining to the agent itself. Each of the four agent types considered in
the concept demonstrator of §6 has its own unique state space design, although some state
variables are shared by more than one agent (although such variables may have different values
for different agents).
Two state variables are shared by all four agent types in Scenario 1. The first of these two
variables is the own inventory level and it represents the amount of inventory on hand at an
agent at any given time instant. This state variable is selected because it provides the agent
with an indication of how much stock is available to fulfil customer demand in the short-term
future. The second state variable shared by all agents is the number of own product expiries
during the lead time. This state variable represents the portion of the agent’s current inventory
level that will expire during the lead time. For manufacturing entities, the lead time in this
context is the time that elapses between the initiation and completion of a single production
run. For entities that have to order stock from upstream suppliers (i.e. warehouses, hospitals
and clinics), the lead time is the expected supplier lead time. This state variable is included
because it provides the agent with information pertaining to the age of the stock on hand. If the
number of products expected to expire during the lead time is relatively large, it may increase
the risk of stock-outs in the short-term.
Warehouse, hospital and clinic agents each has the state variable amount of own inventory on
order. This state variable is included because it supplies the agent with information pertaining
to the amount of stock already ordered, but not yet received, from its suppliers. A manufacturer
has an analogous state variable, called own inventory-in-production, that reflects the number of
units (if any) in production at the current time step. A further state variable is the own inventory
backlog of each manufacturer, warehouse and hospital agent, respectively. This state variable is
chosen because it provides the agent with information about unfulfilled demand (in the form of
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orders) that still need to be recovered. The final state variable incorporated in the state space
design of Scenario 1 is own customer demand, which is partitioned into two distinct components,
based on facility type. Manufacturers, warehouses and hospitals experience demand in the form
of orders from their customers, while hospitals and clinics experience demand in the form of end-
user demand. For tier 1–3 facilities, the own demand state variable is the mean total customer
demand (sum total of order quantities) experienced during the lead time, over the past two
lead-time periods. A window size of two lead-time periods, as opposed to one period, is chosen
because it may provide a smoother representation of the mean demand. A longer window size, on
the other hand, is not considered because it may conceal valuable information about significant
fluctuations in recent demand. Customer demand, in terms of end-user demand as experienced
by hospitals and clinics, is captured in the own end-user demand state variable and is measured
as a five-day moving average of daily demand. A five-day window size is selected because it
provides a reasonable estimate of the current demand trend and it filters out noise from demand
(which may be more pronounced for end-user demand than for demand from orders). Since
a hospital distributes stock to both clinics and patients, both of these customer demand state
variables are included in the state spaces of the hospital agents. The demand state variables
are selected because they provide the agent with information on the rate at which inventory is
depleted.
A summary of the state space design adopted in Scenario 1 is shown in Table 7.1. Each man-
ufacturer agent has a total of five state variables and each warehouse agent also has five state
variables. Each hospital agent has the largest number of state variables, namely six, while
each clinic agent only has four state variables. All of these state variables are preserved in
Scenarios 2–5.
State variable Manufacturer Warehouse Hospital Clinic
Own inventory level Yes Yes Yes Yes
Own expiries during lead time Yes Yes Yes Yes
Own backlog Yes Yes Yes No
Own inventory in production Yes No No No
Own inventory on order No Yes Yes Yes
Own demand (orders) Yes Yes Yes No
Own end-user demand No No Yes Yes
Table 7.1: The state space design of each agent according to Scenario 1. The inclusion of a state
variable in an agent’s state space is indicated by a ‘Yes.’
Scenario 2
The notion of inventory sharing between clinics in a neighbourhood was introduced in Scenario
2, as described in §5.2.2. According to this information-sharing arrangement, each clinic has
visibility over all incoming shipments that are scheduled to arrive within the next 24 hours at any
point in time. Furthermore, each clinic shares information involving the amount of inventory
it has available for exchange with its neighbouring facilities. As a result, there are two new
instances of information (in the form of state variables) that should be incorporated into the
state spaces of each clinic agent according to Scenario 2. The respective state space designs of
the manufacturer, warehouse and hospital agents remain unchanged from Scenario 1.
The own effective-inventory-level state variable is the sum of a clinic’s current inventory level
and the amount of stock scheduled to arrive within the next 24 hours, less the amount of
inventory reserved already for sharing with its neighbours at the current time step. This state
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variable is included because it provides more comprehensive information about the inventory
that will be available to a clinic agent on the following day, so as to satisfy that day’s expected
demand. Access to this information may help each clinic agent to decide whether or not it
needs to engage in inventory sharing at the current time instant. Since the effective inventory
level includes information about each agent’s current inventory level implicitly, it renders the
original inventory-level state variable somewhat redundant and the latter is therefore discarded.
The second new state variable is the own effective neighbourhood inventory and it reflects the
total, effective amount of stock available in an agent’s neighbourhood for sharing. A clinic
that experiences demand on a daily basis should typically not be allowed to share all of its
inventory with neighbouring clinics. For this reason, it is assumed that each clinic can only
make inventory available for sharing if the sum of its current inventory level and incoming
stock exceeds a predefined threshold. The threshold value is chosen as the maximum expected
daily demand for the current demand period. This expected value is inferred from the demand
information provided in the model input framework of §6.1.1. If a clinic’s inventory exceeds
this threshold, the balance is made available for sharing. The effective neighbourhood inventory
state variable is selected because it may help each agent to decide how much (if any) inventory
it should request from neighbouring facilities. An outline of the state space design adopted in
Scenario 2 is shown in Table 7.2.
State variable Manufacturer Warehouse Hospital Clinic
Own inventory level Yes Yes Yes No
Own effective inventory level No No No Yes
Own expiries during lead time Yes Yes Yes Yes
Own backlog Yes Yes Yes No
Own inventory in production Yes No No No
Own inventory on order No Yes Yes Yes
Own demand (incoming orders) Yes Yes Yes No
Own end-user demand No No Yes Yes
Own effective neighbourhood inventory No No No Yes
Table 7.2: The state space design of each agent according to Scenario 2. The inclusion of a state
variable in an agent’s state space is indicated by a ‘Yes.’
Scenario 3
In Scenario 3, distributors (i.e. warehouses and hospitals) have visibility over the inventory levels
of their customers and over the end-user demand experienced by those customers, as discussed
in §5.2.3. A warehouse that, for example, supplies inventory to five clinics will have access to
both the aggregate inventory level of, and the end-user demand experienced by, those five clinics.
Compared with Scenario 2, it is the respective state spaces of the hospital and warehouse agents
that are expanded in this scenario.
The total amount of inventory held by each distributor’s customers at any given time instant is
captured in the customer clinics’ inventory levels state variable. This state variable is selected
because it provides each distributor with an indication of the total amount of inventory available
at its customers at any given time. If this aggregate inventory level is relatively low, the distrib-
utor may anticipate a number of incoming orders from its customer clinics in the short term.
The second new state variable is customer clinics’ demands and it indicates the mean daily de-
mand (expressed as a five-day moving average) experienced by an agent’s customer clinics. The
inclusion of this state variable is motivated by the fact that it provides information pertaining to
Stellenbosch University https://scholar.sun.ac.za
7.1. The state space 101
the magnitude of demand experienced by the clinics. When patient demand is relatively high, a
warehouse or a hospital may expect larger and/or more frequent orders from its customers. An
outline of the state space design for each agent adopted in Scenario 3 is shown in Table 7.3.
State variable Manufacturer Warehouse Hospital Clinic
Own inventory level Yes Yes Yes Yes
Own effective inventory level No No No Yes
Own expiries during lead time Yes Yes Yes Yes
Own backlog Yes Yes Yes No
Own inventory in production Yes No No No
Own inventory on order No Yes Yes Yes
Own demand (incoming orders) Yes Yes Yes No
Own end-user demand No No Yes Yes
Own effective neighbourhood inventory No No No Yes
Customer clinics’ inventory levels No Yes Yes No
Customer clinics’ demands No Yes Yes No
Table 7.3: The state space design of each agent according to Scenario 3. The inclusion of a state
variable in an agent’s state space is indicated by a ‘Yes.’
Scenario 4
The fourth information-sharing scenario considered for analysis in this thesis was discussed in
§5.2.4. In Scenario 4, intra-neighbourhood inventory sharing is now possible between hospitals
and warehouses, and manufacturers share their inventory levels with their direct customers. The
state spaces of the warehouse and hospital agents are therefore enlarged in this scenario.
The first new state variable for each hospital and warehouse agent is the own effective neighbour-
hood inventory. This state variable is a measure of the availability of inventory for sharing within
an agent’s particular neighbourhood. At any given time instant, the effective neighbourhood
inventory is the sum of all the inventory held at an agent’s neighbours, and the neighbours’ total
inventory on order, less the amount of inventory carried in backlog by the neighbouring facilities.
This state variable is chosen so as to help an agent decide whether or not intra-neighbourhood
inventory sharing is a feasible option for its particular situation, at the given time instant. If
the amount of backlogged inventory is sufficiently large, the effective neighbourhood inventory
value may be negative.
The second additional state variable is the manufacturer’s effective inventory level which is
the sum of the amount of inventory held by a manufacturer and the amount of inventory in
production, minus the inventory in backlog. This state variable is included because it conveys
information about the potential ability of a manufacturer to supply inventory to a warehouse
or a hospital in the short term. If a warehouse agent, for example, sees that its manufacturer’s
inventory level is relatively low, it may choose to rather order stock from a neighbouring ware-
house or hospital (with sufficient inventory). A summary of the state space adopted in Scenario
4 is provided in Table 7.4.
Scenario 5
Scenario 5 is the fifth and final information-sharing scenario considered in this thesis and its
architecture was described in §5.2.5. Out of all five information-sharing scenarios, Scenario 5 is
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the only scenario where information from other facilities is shared with manufacturing agents.
The state space of the manufacturer is expanded in this scenario, while the state spaces of the
other three agent types remain unchanged.
State variable Manufacturer Warehouse Hospital Clinic
Own inventory level Yes Yes Yes Yes
Own effective inventory level No No No Yes
Own expiries during lead time Yes Yes Yes Yes
Own backlog Yes Yes Yes No
Own inventory in production Yes No No No
Own inventory on order No Yes Yes Yes
Own demand (incoming orders) Yes Yes Yes No
Own end-user demand No No Yes Yes
Own effective neighbourhood inventory No Yes Yes Yes
Customer clinics’ inventory levels No Yes Yes No
Customer clinics’ demands No Yes Yes No
Manufacturer’s inventory level No Yes Yes No
Table 7.4: The state space design of each agent according to Scenario 4. The inclusion of a state
variable in an agent’s state space is indicated by a ‘Yes.’
According to this particular configuration, clinics share their inventory levels and their end-
user demand information with their upstream manufacturer(s). These two instances of shared
information are captured in the customer clinics’ inventory levels and customer clinics’ demands
state variables, respectively. The customer clinics’ inventory levels state variable comprises the
sum total of inventory held at all of the clinics to whom the particular manufacturer’s primary
customers supply. The clinics’ demand are measured as a five-day moving average of the daily
demand experienced by those same clinics. These state variables are included because they may
help a manufacturing agent to act proactively in the case of extreme fluctuations in end-user
demand. Furthermore, warehouse inventory level information is shared with manufacturers in
the customer warehouses’ inventory levels state variable. This value is the aggregate total of
inventory held by a manufacturer’s primary customers (i.e. warehouses and/or hospitals). This
state variable is chosen because it provides the manufacturer with information pertaining to the
potential ability of its primary customers to fulfil the demand of those clinics located further
downstream. An outline of the state space design adopted in Scenario 5 is shown in Table 7.5.
7.2 The action space
The action space for each agent comprises a set of actions A, where each action corresponds
to a specific order quantity or production batch size, depending on the facility type. Since it
is assumed that a manufacturer always has sufficient raw materials available for production (as
mentioned in §6.1.1), a manufacturing agent’s only actions are to choose the number of units
to manufacture during a new production run. A warehouse, a hospital and a clinic, on the
other hand, must each decide how much inventory it should order from its primary supplier
at any given time step. Consider, for example, the set of actions A = {0, 100, 200}. The first
action, a1 = 0, denotes a decision not to place an order or, in the case of a manufacturer, not
to initiate a new production run. The second and third actions are associated with order or
manufacturing quantities of 100 and 200, respectively. In the reinforcement learning problem
considered in this thesis, each agent type (i.e. manufacturer, warehouse, hospital and clinic) has
its own unique action space.
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State variable Manufacturer Warehouse Hospital Clinic
Own inventory level Yes Yes Yes Yes
Own effective inventory level No No No Yes
Own expiries during lead time Yes Yes Yes Yes
Own backlog Yes Yes Yes No
Own inventory in production Yes No No No
Own inventory on order No Yes Yes Yes
Own demand (incoming orders) Yes Yes Yes No
Own end-user demand No No Yes Yes
Own effective neighbourhood inventory No Yes Yes Yes
Customer clinics’ inventory levels Yes Yes Yes No
Customer clinics’ demands Yes Yes Yes No
Manufacturer’s inventory level No Yes Yes No
Customer warehouses’ inventory levels Yes No No No
Table 7.5: The state space design of each agent according to Scenario 5. The inclusion of a state
variable in an agent’s state space is indicated by a ‘Yes.’
The exact structure of an agent’s action space is determined by the particular information-
sharing scenario implemented in the concept demonstrator of §6. For agents that are eligible for
inventory sharing in their neighbourhoods, their action spaces have to be adapted to account
for smaller-than-usual order quantities. Considering that inventory-sharing clinics choose their
actions on a daily basis, it would be illogical for a clinic to request a large amount of stock
from a neighbour when the daily demand is considerably lower in comparison. It is therefore ar-
gued that an inventory-sharing facility would most probably issue smaller replenishment orders
to a neighbour, compared with the order quantities typically issued to its primary supplier(s).
A distinction is therefore made between formal replenishment orders (ordering from primary
suppliers) and informal replenishment orders (ordering from a neighbour). Since a manufactur-
ing agent does not engage in any inventory sharing according to the five information-sharing
scenarios of §5.2, it is the only agent with an invariant action space over all five scenarios.
For inventory-sharing facilities, such as warehouses, hospitals and clinics, the action space may
effectively be split into two sets, A1 and A2. The actions in A1 are reserved for formal replen-
ishment orders issued to its primary, default supplier(s). The action set A2, on the other hand,
contains the actions associated with the order quantities of informal replenishment orders issued
to neighbours.
7.3 The reward function
In commercial supply chain management, performance is often measured in terms of financial
cost, as mentioned in §2.8. In the context of pharmaceutical supply chains, it may, however, be
argued in some cases that the successful fulfilment of demand supersedes monetary savings. The
latter perspective is adopted in this thesis and the performance of a pharmaceutical supply chain
is measured only in terms of the number of stock-outs and product expiries that occur during
a particular time period. The manner in which supply chain performance is measured, holds
significant implications for the design of the reward function considered in this reinforcement
learning problem.
The objective of each reinforcement learning agent considered in this problem is to minimise
stock-outs and product expiries locally. This is incorporated in the reward function of an agent
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by assigning a relatively large negative reward (i.e. punishment) to each unit stock-out and unit
expiry. Since an agent aims to maximise its cumulative reward, this will encourage the agent to
order sufficient inventory at each time step in order to avoid stock-outs and expiries.
Although monetary cost is not considered as a performance measure indicator, its impact cannot
be disregarded by the reinforcement learning algorithm. If an agent is rewarded (punished) only
for stock-outs and expiries, the agent may learn to maximise its inventory level (especially in the
case of significantly long product shelf-lives) at all times. This could be achieved by ordering
excessive amounts of inventory at regular intervals. In order to ensure that the Q-learning
algorithm learns a practical policy, it is necessary to consider inventory costs to some extent. A
practical inventory policy is considered one for which inventory levels are never excessively high,
and order quantities are in accordance with the current demand. Furthermore, orders should
typically not be placed too frequently, because it may lead to excessive order and transportation
costs. In order to encourage an agent to learn a practical inventory policy, a negative reward
is awarded for each product unit held in inventory at each discrete time step. Assigning such
a holding cost may deter an agent from placing excessively large orders and also from placing
new orders when the current inventory level is relatively high. To ensure that the holding cost
punishment does not overshadow the stock-out and expiry punishments, it is suggested that this
punishment is made relatively small.
An intriguing characteristic of the inventory management problem is that the full effect of an
ordering decision is not always immediate. Typically, the ordered inventory will arrive only a
number of time steps after the order was placed (because of the supplier lead time). This implies
that the action of ordering a set number of units may lead to a significant increase in the holding
cost on the day that the inventory is received (provided that the demand is relatively low). In
other words, the agent’s reward is delayed and it is imperative that the reinforcement learning
algorithm recognises this phenomenon. A reinforcement learning algorithm that takes delayed
reward into account, should be able to learn that larger order quantities may lead to larger
holding costs in the future. If the stock-out and expiry punishments are considerably larger
than the holding cost punishment, an agent is expected to learn to avoid unnecessarily large
order quantities, whilst still minimising stock-outs and expiries. It may, however, happen that
an agent learns to order in relatively small (albeit sufficient) quantities, but too frequently. In
practical terms, this may be extremely uneconomical in terms of ordering and distribution costs.
It is therefore considered more desirable for an agent to order relatively less frequently. In order
to allow an agent to learn this type of behaviour, it is punished for placing a new replenishment
order if it had already placed at least one other order that has not been received yet. In other
words, the agent is punished if it chooses to order when the amount of inventory already on
order is greater than zero.
In order to accelerate learning, an agent may be punished even more severely if it chooses to
order when the amount of inventory already on order is relatively large. Additionally, an agent
may also be punished if it issues a new replenishment order when its current inventory level is
relatively high. Likewise, it may be unnecessary for a manufacturer to initiate a new production
run if its current inventory level is excessively high and/or the amount of inventory in production
is relatively high. Although the holding cost and ordering punishments described above may
be sufficient for learning to avoid the above-mentioned type of behaviour, this process may be
accelerated considerably by awarding a relatively large punishment when an agent chooses to
order in these states. This may allow the agent to learn the most effective actions for these
states much quicker, whilst ensuring that it does not spend too much time in the excessively
high inventory states needlessly.
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Table-based reinforcement learning algorithms (such as Q-learning) rely on discretised state
spaces. In other words, each state variable has to be discretised into several intervals. As a
result, the magnitude of each reward and each state variable interval may have a profound
impact on the performance of a reinforcement learning algorithm. Suppose, for example, that
a reward of −1 is assigned for each product unit held in inventory at any given time instant.
Furthermore, assume that the inventory-level state variable is discretised in equally-sized integer
intervals of magnitude 50. If the inventory level of an agent is, for example, 20 (this value falls
in the interval 0–49), a reward of 20× (−1) = −20 is assigned to the agent at the current time
step. Depending on the specific inventory level, however, the reward for holding cost may range
from −49 to 0 for the same state variable. This variability may have a significant influence on
the performance of the reinforcement learning algorithm if the magnitudes of the other state
variables’ intervals and rewards are not chosen appropriately.
The author found that the Q-learning algorithm struggled to differentiate sufficiently between
different actions (i.e. different order quantities) when the state space discretisation was too
coarse. For instance, if it was known (theoretically) that the optimal action for a given state
was to place a replenishment order, the agent occasionally learnt not to place an order. In
most cases where this phenomenon was observed, it led to future stock-outs (because the agent
failed to order in a timely fashion). Closer inspection revealed that there is relatively little
difference between the Q-values for the respective state-action pairs for those states. Based on
empirical experimentation, the author found that the best method for mitigating this problem
was to adopt a finer discretisation of the inventory-level state variable, and to assign much larger
punishments for stock-outs.
The principal aim of the inventory-sharing schemes investigated in this thesis is to provide
an alternative ordering method for facilities experiencing critically low inventory levels. In
other words, an informal order should be issued only when a formal replenishment order (the
primary option) may not suffice, as explained in §5.2.2. Informal order quantities are typically
smaller than formal order quantities, and this implies that punishment based on holding cost (as
discussed above) may be much smaller for informal orders than for formal orders. The lead times
associated with informal orders are also shorter than the lead times of formal replenishment
orders, as discussed in §6.1.2. This may encourage an agent to prefer informal orders over
formal replenishment orders, even when its current inventory level is relatively high. This is
undesirable because it may deplete the inventory levels of the supplying neighbours unnecessarily
over a sustained period of time. It is therefore recommended that the reward function assigns
a relatively large negative reward to any informal ordering action. This punishment should
typically be larger than the punishment associated with a formal replenishment order so as to
encourage the agent to choose informal ordering only when absolutely necessary, but smaller
than the stock-out punishment in order to encourage the agent not to neglect the possibility of
an informal ordering action in the face of an impending stock-out.
The reward awarded to each learning agent is calculated in this thesis as
r(t) = −1h− 600s− 600e− p(j)(y)− k(1− y)− z(m), (7.1)
where h denotes the number of product units held in inventory at the end of time step t, s denotes
the number of stock-outs incurred during time step t, and e is the number of expiries during
time step t. A reward of −1 is therefore awarded for each unit held in inventory during any given
time step. Each unit expiry and unit stock-out, on the other hand, is awarded a reward of −600.
This punishment is 600 times larger than the punishment for one unit held in inventory. Based
on empirical observations, a ratio of this magnitude was found suitable for learning behaviour
that minimises stock-outs while not disregarding the costs typically associated with holding
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large amounts of inventory. Furthermore, p denotes the reward awarded to an agent for placing
a new replenishment order when at least one other replenishment order is already pending. In
(7.1), j is a binary variable taking a value of 1 when inventory is already on order at the start
of time step t, or 0 otherwise. A second binary variable, y, takes a value of 1 when the action
chosen at time step t is either a formal order or a decision not to order, or 0 in the case of an
informal order. The variable k is the fixed reward awarded to an agent for placing an informal
order at time step t. Finally, z denotes the fixed reward awarded to an agent if it chooses to
order (or manufacture) when its current inventory level and/or amount of inventory on order
(or in production) is considered excessively high at time step t. The binary variable, m, has a
value of 1 if the agent should be given reward z at time t, or 0 otherwise. The decision maker
should specify the particular states in which z is to be awarded explicitly beforehand. The values
of p, k and z in (7.1) differ for each agent type and are determined empirically based on the
experiments conducted later in this thesis.
7.4 Learning rate
Watkins and Dayan [156] demonstrated that the Q-learning algorithm converges to optimal
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, (7.4)
where i denotes the index of the i-th visit to the specific state-action pair (s, a) and γ denotes
the discount factor (described in §4.2.2). In this thesis, the discount factor is set to 0.99. This
relatively large discount factor is chosen due to the fact that the inventory control reinforcement
learning problem involves both immediate and delayed rewards that are all considered equally
significant.
7.5 Exploration rate and action selection
Establishing a suitable trade-off between exploration and exploitation during action selection is
critical for the performance of reinforcement learning algorithms, as stated in §4.2. In order to
achieve this delicate balance, the ε-greedy method, described in §4.2.1, is implemented in this














7.5. Exploration rate and action selection 107
where Na(s) denotes the number of actions a available to the agent when it perceives the system
to be in state s, and i(s) denotes its total number of visits to state s. This state-dependent
exploration rate encourages exploration in the case where a state has not been visited many
times, but encourages exploitation as the number of visits to the state increases. A popular
strategy involves preventing the exploration rate from decaying all the way to zero, but instead
to a relatively small (yet greater than zero) value. This allows an agent to explore sporadically
in any state that has been visited a large number of times already. This occasional exploration
may provide the agent with new information that may enhance its learning performance. A
minimum exploration rate of 0.03 is therefore set for all experiments. When an agent explores,
it chooses uniformly between all of the available actions.
Preliminary experiments involving the Q-learning algorithm, however, revealed the following
problem. When an agent is exploring, it is more likely to choose an action that involves ordering
than choosing the action of not ordering. This is because the action space contains only one
action that corresponds with not ordering (order quantity of 0), whereas the other actions all
have a order quantity greater than zero. Hence, when the agent is exploring the state space, it
tends to place replenishment orders at consecutive time steps. This initially leads to a dramatic
increase in the agent’s inventory level and the inventory level very quickly becomes excessively
high. The agent therefore typically proceeds to spend a large amount of time in states that are
associated with relatively high inventory levels. Over time, the agent eventually learns that it
is carrying too much inventory (based on the negative holding cost reward) and that it is more
effective to refrain from ordering when perceiving high-inventory states. When the agent does
not order for a number of consecutive time steps, the inventory level decreases gradually over
time due to user demand. In this case, the agent may visit a new state where the inventory level
is slightly lower than before, but still relatively high. Since the agent has not visited this new
state many times before (if at all), it will start to explore and, again, trigger a sustained period
of ordering. Once more, the agent will eventually learn that the best action for these new, still
relatively high inventory level state(s), is to refrain from ordering. Subsequently, the inventory
level declines over time until a new, lower-inventory state is encountered and the agent starts
to explore. This phenomenon of sustained ordering followed by a period of no ordering and a
decrease in inventory level often continues iteratively during the learning phase.
A major problem with such excessive ordering exploration prevents the agent from visiting the
lower inventory level states sufficiently many times (if at all) during learning. The inventory level
tends to decrease gradually over time, as discussed above, and eventually the agent encounters
an intermediate state where the inventory level is neither extremely low nor excessively high.
In the vicinity of this intermediate inventory level, the agent may incur stock-outs if it does
not order in a timely manner. If the agent does not order when perceiving such state(s), the
inventory level may become extremely low and even reach zero. In this new, low-inventory
state, the agent explores again and the inventory level increases swiftly to the familiar (already-
visited) intermediate inventory level states. As a result, the agent barely (if at all) encounters the
significantly low inventory level states, and therefore does not learn the appropriate actions for
those states. In most cases, the agent tends to choose irrational actions when the inventory level
is extremely low during policy implementation. In the worst case, it may happen that the agent
mistakenly learns not to order when the inventory level is low (or zero). When this phenomenon
is observed, the agent is effectively trapped in an infinite, self-reinforcing loop during which it
persistently chooses not to order despite incurring frequent stock-outs.
Not only is the implementation of the Q-learning algorithm, as discussed above, insufficient for
learning an optimal (or near-optimal) policy, it is also extremely time-consuming. In order to
address these problems, the following mechanisms are adopted during the action-selection pro-
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cess. The first countermeasure is to discourage an agent from ordering under certain conditions.
This is achieved by awarding a relatively large punishment when an agent decides to order when
its inventory level and/or amount of inventory on order is excessively high, as mentioned in
§7.3. In the context of the experimental design employed later in this thesis, the onus rests on
the analyst to decide which values of the inventory-level and inventory-on-order (or inventory-
in-production) state variables are considered as ‘too high.’ In this thesis, a state variable value
is considered excessively high for the perceived state(s) corresponding to the state space in-
terval with the highest value. If the inventory-level state is, for example, discretised into five
equally-sized integer intervals, each of cardinality 50 (starting at 0–49), the agent is awarded a
large punishment for ordering when its inventory level is between 200 and 249 (i.e. in the fifth
interval). It is important that the discretisation of these relevant states is performed appropri-
ately (to contain sufficiently many intervals), so as to ensure that this reward structure does not
compromise the performance of the Q-learning algorithm. Therefore, the last inventory-level (or
inventory-on-order) interval should involve an inventory amount so high, that the agent should
never be expected to order in that particular state.
The second countermeasure is aimed at ensuring that the agent visits the lower inventory-level
states sufficiently many times during learning. Arguably the most natural method for allowing
the inventory level to decrease is to refrain from ordering for a sustained period of time. Since
this is extremely unlikely to happen in the lower inventory level states (as explained above)
during exploration, it is imposed onto the agent during learning. This is done by forcing the
agent to choose the action of not ordering (a1 = 0) for a successive number of time steps during
a period called a no-ordering streak. Once such a streak has lapsed, the agent may find itself in a
new, low-inventory state that it may not have visited otherwise. During the learning phase, the
agent is exposed to many of these no-ordering streaks. These streaks occur at random times and
the length of each streak is also stochastic. The timing and the length of these streaks should,
however, be chosen carefully in order to ensure that it does not compromise the performance of
the reinforcement learning algorithm.
During a sufficiently long no-ordering streak it may, for example, happen that an agent is stuck
in the exact same state for a number of consecutive time steps. This state is most likely the
state corresponding to an inventory level of zero. Importantly, each time step spent in any
perceived state counts as a state visit. If the no-order streaks occur too frequently, and are
too long, the agent’s visits to that particular state may very quickly increase dramatically.
Although the number of state visits increases considerably, it may not be representative of an
equal exploration of the action space. It is most likely that the bulk of the state visits involve
only one state-action pair — the not-ordering state-action pair. This has significant implications
for a state-dependent exploration rate which encourages exploitation as the number of visits to a
state increases. The implementation of no-ordering streaks may therefore inflate the number of
state visits unnaturally, leading the Q-learning algorithm to exploit long before all the available
actions could be chosen sufficiently many times.
Considering the implications discussed above, it is suggested that a relatively slowly-decreasing
exploration rate is employed when no-ordering streaks are implemented. This will encourage
a more even exploration of the action space and ensure that the agent does not converge on
exploitation too quickly for any given state. Furthermore, it is suggested that the number of,
and the length of, no-ordering streaks imposed on an agent be limited so as to ensure that
the artificially-induced action selection does not continue indefinitely. The final consideration
involves determining the relative timing of the implementation of a set of no-ordering streaks.
For instance, no-ordering streaks may be implemented at the very start of the learning process,
or only after a large number of iterations. If no-ordering streaks are implemented too early, and
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too frequently, it may lead to ineffective state space exploration in some cases, as mentioned.
Therefore, it is considered safer to impose no-ordering streaks only after a large number of
iterations had been completed, as it will allow the Q-learning algorithm to learn more “naturally”
for longer. The implementation of no-ordering streaks enhances the robustness of the Q-learning
algorithm since it provides a technique for exploring parts of the state space that may have not
been explored otherwise.
Criticism may, however, be levelled at the implementation of no-ordering streaks, because it
appears to infringe upon the spirit of reinforcement learning. By forcing an agent to choose
a specific action, it deprives the reinforcement learner from an opportunity to learn ‘natu-
rally.’ Subsequently, the question arises as to whether or not reinforcement learning (without
no-ordering streaks) may be sufficient for learning inventory management policies in general.
Answering this question falls, however, outside the scope of the work covered in this thesis.
Based on empirical observations, the author found that, in the context of the experiments con-
ducted in thesis, no-ordering streaks may be disregarded if an agent’s action space and state
space is relatively small. For a large number of actions and states, on the other hand, an agent
may find it considerably more difficult to visit low inventory states sufficiently many times.
7.6 Chapter summary
The inventory management problem considered in this thesis was formulated as a reinforce-
ment learning problem in this chapter. This formulation was presented in respect of the five
information-sharing scenarios introduced in §5.2. The state space designs of the four different
agent types were first described for each information-sharing scenario and this was followed by
an outline of the agents’ action spaces. The design of the reward function was described next
and special mention was made of the challenges encountered during the development of this
function. The expression employed for determining the learning rate in this thesis was provided
next. Finally, the method for determining the exploration rate, and the action-selection policy
adopted in this thesis were described. This discussion included the amendments made to the
traditional ε-greedy method in order to enhance the performance of the Q-learning algorithm
for the inventory management reinforcement learning problem.
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The purpose of this chapter is to delineate the experimental design employed in this thesis. A set
of experiments is designed to evaluate the relative effectiveness of the five information-sharing
scenarios of §5.2 in the context of an hypothetical pharmaceutical supply chain.
A motivation for the design of the hypothetical pharmaceutical supply chain employed in all
experiments of this thesis is provided in §8.1, and the architecture of this supply chain is discussed
next in §8.2. This is followed by a description of the exact algorithmic implementation of the
Q-learning algorithm in §8.3. A brief outline of the experimental procedure is presented next,
before the statistical tests employed to analyse the results of the experimental design are finally
described in §8.5. The chapter closes with a brief summary of the material in §8.6.
8.1 Experimental design overview
An experimental design process is followed in order to demonstrate how the simulation model
concept demonstrator of §6 may be employed to investigate the problem described in §1.2. The
main objective of the experimental design is therefore to elucidate conceptually how information
111
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sharing may benefit inventory management in a pharmaceutical supply chain. The impact of
information sharing is analysed in respect of the five information-sharing scenarios of §5.2. The
reinforcement learning algorithm Q-learning (described in §4.2.3) is employed by agents to learn
inventory management policies based on the information made available to them according to
the respective information-sharing scenarios. The effectiveness of the policies learnt (and by
implication the relative effectiveness of information sharing) is evaluated by implementing each
set of policies under the same set of end-user demand conditions.
During the reinforcement learning procedure, each agent learns independently and therefore
learns its own unique inventory control policy. The objective of each agent is to learn a policy
that minimises local stock-outs and expiries, as outlined in §7.3. Each agent may therefore be
considered as self-organising, since it acts autonomously, within a greater network, in its pursuit
of a particular goal. Self-organisation may lead to the notion of emergence, as described in
§1.1. A second avenue pursued as part of the experimental design is to investigate whether
the agents’ self-organising behaviour may lead to a form of emergence in the pharmaceutical
supply chain network where stock-outs and expiries are minimised globally. It is expected that
this phenomenon may be most pronounced in the case of upstream stock shortages and when
facilities have to resort to informal inventory sharing between them in order to avoid stock-outs.
In order to evaluate the five information-sharing scenarios considered in this thesis effectively,
it is required to do so with respect to a fixed pharmaceutical supply chain network with fixed
supply chain variables. In other words, each of the five scenarios should be evaluated separately,
but in the same supply chain environment with the same end-user demand conditions. The
experimental supply chain should not be too small so as to ensure that the concept demonstrator
fulfils its purpose effectively and efficiently.
The application of reinforcement learning plays a prominent role in establishing an appropriate
size for the experimental supply chain network. Reinforcement learning is extremely computa-
tionally expensive and it is expected that experiments involving large networks may require a
considerable amount of training time. This is attributed to the fact that each agent in the net-
work is trained individually during the reinforcement learning process. This is done in order to
adhere to the principles of self-organisation, and also because each agent holds a unique position
in the supply chain network. It is therefore not desirable to train one clinic agent and apply
its learnt policy to all other clinics uniformly. The required learning time therefore increases
with every addition of a new agent to the network. Furthermore, the size of each agent’s state
space increases as the scope of information sharing increases over the five information-sharing
scenarios. The sizes of each agent’s state space in Scenario 5 is, for example, significantly larger
than the size of its respective state space in Scenario 1. By implication, the time required for
a reinforcement learning algorithm to solve the problem successfully will vary across the five
scenarios, even for the same supply chain network. This problem is compounded by the fact
that the increase in state space size across the five scenarios is exponential. Hence, the required
learning time also increases exponentially as the scope of information sharing increases. Taking
all of these considerations into account, a single hypothetical pharmaceutical supply chain was
carefully designed and employed in the experimental design of this thesis.
The experimental supply chain should be large enough so that the impact of each information-
sharing scenario can be analysed sufficiently. This implies that the network should comprise
at least one facility of each of the four available facility types, at least one warehouse/hospital
neighbourhood and at least one neighbourhood of clinics. This consideration led the author to
experiment empirically with networks of different sizes in order to identify a suitable candidate
network. The network first considered comprised a total of sixteen facilities — one manufacturer,
one hospital, two warehouses and twelve clinics. The hospital and both warehouses formed a
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neighbourhood, while the clinics were segmented into neighbourhoods of sizes three, four and
five, respectively. Preliminary experiments involving this network revealed that at least 48
hours were required (given the available computing power1) for the Q-learning algorithm to
solve the problem for Scenario 1 successfully. In these preliminary experiments, the hospital
agent had 5 376 possible states in Scenario 1 and a total of 1 032 192 states for Scenarios 4 and 5.
Considering that each hospital agent has ten state variables for Scenarios 4 and 5, it is evident
that the size of the state space may become intractable quite rapidly. Coupled with larger state
spaces for the other agents as well, the required learning time for Scenario 5 (in the 16-facility
network) was estimated as 25 days. Limited time and limited computing resources consequently
compelled the author to devise a smaller network with smaller state spaces in order to reduce
the required training time without compromising the quality of the concept demonstrator.
The computational power required to learn each instance of the four agent types (i.e. manufac-
turer, warehouse, hospital and clinic) varies considerably because of the different sizes of their
respective state spaces. The state spaces of warehouse and hospital agents are, for example,
significantly larger than those of the manufacturer and clinic agents, specifically for Scenarios
3, 4 and 5. As a result, it is significantly more expensive to train one warehouse or hospital
agent than a single clinic agent. Considerable training time can, therefore, be saved by reducing
the number of warehouses and/or hospitals in a network. Since the first experimental network
considered above contained only one hospital and two warehouses, it was decided to remove one
warehouse. A further six clinics were also removed from the original network. This reduced
the number of clinic neighbourhoods to two — each neighbourhood comprising three clinics.
Furthermore, the remaining warehouse and the hospital formed an inventory-sharing neighbour-
hood. Empirical experiments with this smaller network (nine facilities) and smaller agent state
spaces, revealed that the required training time may be reduced by up to 70% for Scenario 5
when compared with the network of sixteen facilities considered originally. This enhanced the
feasibility of the experimental design considerably, and it was therefore decided to adopt and
implement the smaller network during the experimental design.
The experimental design process comprises the following phases. First, the structure and the
properties of the experimental supply chain network are established. This involves specifying the
constituent facilities, the connections between these facilities, the relevant shipping policies and
the relevant inventory-sharing neighbourhoods. In particular, a single set of end-user demand
conditions is established for implementation in all experiments. Thereafter, the Q-learning al-
gorithm is employed to learn effective inventory control policies for each agent in the supply
chain for each of the five information-sharing scenarios. Once this training procedure has been
completed, a selection of experiments involving the learnt policies is carried out in order to
evaluate the effectiveness of the respective information-sharing scenarios. The results of these
experiments are analysed statistically in order to determine the relative effectiveness of informa-
tion sharing. The effectiveness is measured with respect to the two KPIs introduced in §6.1.5
(i.e. the total number of stock-outs and the total number of expiries).
8.2 The pharmaceutical supply chain network
The architecture of the hypothetical pharmaceutical supply chain network chosen for implemen-
tation in the experiments conducted in this thesis is discussed in detail in this section. The bulk
1Three personal computers were employed during all experiments performed in this thesis. Two of these
computers had the following specifications: An Intel R© CoreTM i7-4790 CPU with 8 GB of RAM operating at
3.60 GHz within a 64-bit Windows 7 operating system. The specifications of the third computer were as follows:
An Intel R© CoreTM i7-4770 CPU with 8 GB of RAM operating at 3.40 GHz, also within a 64-bit Windows 7
operating system.
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of the content in this section represents the model input data that are required in the input
framework of the concept demonstrator, as described in §6.1.1.
8.2.1 Facilities
The experimental pharmaceutical supply chain selected for implementation in all experiments
comprises a total of nine facilities, as established in §8.1. The network contains one manufactur-
ing entity that supplies inventory to a hospital and to a warehouse, respectively. The hospital,
in turn, distributes stock to a cluster of three clinics, and the warehouse also serves a further
three clinics. The pharmaceutical supply chain contains at least one instance of each of the four
facility types embedded in the concept demonstrator so as to demonstrate the ability of each
agent type to learn an effective inventory management policy by means of reinforcement learn-
ing. The supply chain comprises nine Facility agents and the population index, the facility
type, the supply chain tier and the name of each agent is shown in Table 8.1. This information
is captured in the table facilities table of the input framework of §6.1.1.
Agent index Type Tier Name
0 Manufacturer 1 Manufacturer M
1 Hospital 3 Hospital H
2 Warehouse 2 Warehouse W
3 Clinic 4 Clinic A
4 Clinic 4 Clinic B
5 Clinic 4 Clinic C
6 Clinic 4 Clinic D
7 Clinic 4 Clinic E
8 Clinic 4 Clinic F
Table 8.1: The population index, facility type, supply chain tier and name of each Facility agent
included in the experimental pharmaceutical supply chain network.
8.2.2 Connections
The structure of the connections between the nine facilities in the experimental pharmaceutical
supply chain is tabulated in Table 8.2. The shipping interval, as well as the triangular probability
distribution parameter values associated with the delivery lead times between each supplier-
customer connection are also shown in this table. The Facility agent with index 1 (the hospital)
serves the Facility agents indexed 3–5, and Facility agent 2 (the warehouse) serves the
Facility agents indexed 6–8. A shipping interval of one day is chosen for each supplier-customer
pair in order to limit excessive randomness in the delivery lead times during simulation. Since
the average length of the lead time plays a prominent role in the learning process of each agent,
it is important that an agent’s estimate of the expected lead time is relatively accurate. A
shipping interval of five days, for example, would imply that a customer can place an order one,
two, three, four or five days in advance of the next shipping date. Coupled with an expected
delivery lead time of three days, for example, the total expected lead time may vary between
four and nine days. Such a large variance in the lead time may complicate the learning process
for an agent whose state space does not explicitly include the expected lead-time duration. Since
this is the case for the learning agents considered in the concept demonstrator of this thesis,
a shipping interval of 1 is chosen for implementation. Not only does this maximise supplier
responsiveness, but ensures that the expected supplier lead time remains constant throughout.
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1 0 1 6 7 9
2 0 1 6 7 9
3 1 1 4 5 7
4 1 1 4 5 7
5 1 1 4 5 7
6 2 1 4 5 7
7 2 1 4 5 7
8 2 1 4 5 7
Table 8.2: The primary supplier-customer connections in the experimental pharmaceutical supply chain
as well as their corresponding shipping intervals and delivery lead times.
It is assumed that the manufacturer is located a significant distance from each of its two cus-
tomers and the delivery lead times between each manufacturer-customer pair are therefore rel-
atively long (the mode lead time is seven days). The hospital and the warehouse, in turn, are
considered to be located relatively close to their customers and therefore the delivery lead times
between suppliers and clinics are considerably shorter (a mode lead time of five days). For each
primary supplier-customer connection, the delivery lead time distribution is skewed to the right.
This is done to introduce more variation in the supply chain and to evaluate the robustness of the
policies learnt for relatively unreliable supply. Furthermore, the production lead time associated
with any given batch size is also modelled by means of a triangular probability distribution. The
minimum, the mode and the maximum parameter values are chosen as 6, 7 and 10, respectively.
The simulation model starting date is set as Monday 7 January 2019. The first cut-off date for
any incoming order between any supplier-customer pair is set as 7 January 2019, and the first
available shipping date for each supplier is selected as 8 January 2019. In other words, each
supplier is first available to ship a new delivery on the second day of simulated time, provided
that the corresponding order was placed on the first day of simulated time. The information
pertaining to the supplier-customer connections, cut-off and shipping dates, as well as delivery
lead times as discussed above, are captured in the table connections database table of §6.1.1.
8.2.3 Neighbourhoods
The concept of inventory-sharing neighbourhoods was first introduced in Scenario 2 of §5.2.2.
According to Scenarios 2–5 of §5.2.2–5.2.5, clinics residing within the same neighbourhood can
choose to share inventory between themselves. Hospitals and warehouses, on the other hand, can
also form inventory-sharing neighbourhoods according to Scenarios 4 and 5 of §5.2.4 and §5.2.5,
respectively. In the experimental pharmaceutical supply chain considered in this thesis, each
cluster of clinics is served by the same primary supplier form a distinct neighbourhood. This
implies that the three clinic agents with indices 3–5 are in Neighbourhood 1, while Neighbour-
hood 2 comprises the three clinic agents with indices 6–8. Finally, the hospital (index 1) and the
warehouse (index 2) constitute Neighbourhood 3, where they are eligible for inventory sharing
according to Scenarios 4–5. Each neighbourhood and its members are specified accordingly in
the table neighbourhoods database table of §6.1.1.
The shipping interval and the corresponding delivery lead times for each supplier-customer
pair of Neighbourhood 3 are shown in Table 8.3. This information is also captured in the
table connections table of the input framework and the neighbours attribute is set to true. It is
assumed that the facilities in Neighbourhood 3 are relatively close to one another in comparison
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with their respective distances to the manufacturer. The delivery lead times between the two













2 1 1 3 4 5
1 2 1 3 4 5
Table 8.3: Specification of the delivery lead times between supplier-customer pairs in Neighbourhood 3.
A schematic representation of the layout of the experimental pharmaceutical supply chain net-
work is shown in Figure 8.1. The black lines between facilities indicate primary supplier-customer
connections, while the blue, dashed lines specify connections between neighbours. Each facility
index in the Facility agent population is also indicated in the figure.
Figure 8.1: The layout of the experimental pharmaceutical supply chain network. The black lines
specify the connections between suppliers and customers, while the blue, dashed lines indicate connections
between neighbours.
8.2.4 Inventory
The only product-specific information that is critical during simulation execution is the product
shelf-life. Given that the influence of temperature on product quality is not considered in the
concept demonstrator, it is possible to model virtually any product in the pharmaceutical supply
chain. The product chosen for consideration in all experiments in this thesis is considered to be
any essential pharmaceutical product with a shelf-life of two years. This shelf-life was chosen
based on the fact that the average shelf-life of ARV products is typically between 24 and 36
months [123], and the South African pharmaceutical supply chain has experienced significant
stock-outs of ARV medicines in recent years, as mentioned in §2.9.3. Incorporating a relatively
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short shelf-life of 24 months (as opposed to 36 months) may also better illuminate the ability
of the reinforcement learning algorithm to learn a policy that minimises expiries (provided that
the simulation period is sufficiently long).
The table starting inventory database table of the input framework is used to capture the
starting inventory levels of each facility, as described in §6.1.1. Manipulating the starting inven-
tory conditions provides an additional method for evaluating the robustness of the replenishment
policies learnt. By altering the starting inventory conditions, the decision maker can inspect the
impact of the polices under consideration within only a few days of simulated time.
The simulation model does not, however, accommodate the possibility of including pending
inventory replenishment orders or in-transit shipments as part of the starting conditions. Ad-
ditionally, the notion of a simulation warm-up period is disregarded in all experiments. As a
result, the starting inventory level of each facility should be chosen carefully so as to ensure that
the starting conditions are reasonable. Consider, for example, the case where a clinic’s starting
inventory level is chosen as 20 units, and the daily end-user demand is 50 units. The clinic will
consequently incur stock-outs on the first day (and possibly on a number of subsequent days due
to inescapable delivery lead times). Such a low initial inventory level (with no pending order(s))
may not necessarily be representative of the clinic’s inventory policy (an effective policy may
have dictated that a replenishment order be placed long before the inventory level reached 20
units). It is therefore recommended that the starting inventory levels should be relatively high.
By the same token, however, the decision maker may deliberately choose relatively low starting
inventory levels so as to inspect how quickly the affected facilities can recover to adequate inven-
tory levels (a clinic may potentially recover relatively quickly if its neighbours have a sufficient
amount of inventory available for exchange). The omission of a warm-up period is therefore not
necessarily a shortcoming — the onus rests on the decision maker to be cognisant of the impact
that either low or high starting inventory levels may have on supply chain performance. It is,
however, suggested as future work to include pending orders and deliveries in the model starting
conditions.
8.2.5 Demand
End-user demand may be modelled according to three different probability distributions, as
described in §6.1.1. According to the experimental design implemented in this thesis, the daily
end-user demand at each facility is modelled in respect of the triangular probability distribution.
In order to differentiate between demand of different magnitudes, two so-called demand classes
are employed in the experimental design, namely low demand and high demand. The minimum,
the mode and the maximum triangular distribution parameter values associated with each of
these demand classes are chosen arbitrarily and are shown in Table 8.4. The expected daily
demand for any facility with low demand is 35 units, while the expected daily demand for a
facility with high demand is 90. The range for each demand class is 20 units.
Demand class Minimum Mode Maximum
Low 25 35 45
High 80 90 100
Table 8.4: The triangular distribution parameter values of the two demand classes employed during
the experimental design.
One set of end-user demand conditions is considered in all experiments performed in this thesis.
According to this demand set, the hospital and all six clinics in the supply chain experience low
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demand for a period of 180 days (approximately six months). After the first six months has
lapsed, the demand increases to high at all the facilities for a further six months to complete a
one-year demand cycle. It is assumed that this one-year cycle repeats iteratively. A fluctuating
demand profile is chosen because the impact of information sharing is expected to be rela-
tively limited during stable demand. This demand information is captured in the table demand
database table of the input framework of §6.1.1. A condensed summary of the demand pattern
is shown in Table 8.5.
Demand period Length (days) Demand class Facilities
1 180 Low All
2 180 High All
Table 8.5: A summary of the end-user demand conditions considered in all experiments.
8.3 Q-learning algorithmic implementation
Q-learning is a table-based solution approach that relies on discrete state and action spaces to
solve the particular reinforcement learning problem on hand. The Q-values Q(s, a) associated
with each state-action pair are stored in a look-up table called a Q-table. The number of rows
in an agent’s Q-table is equal to the number of states, and there are as many columns as there
are discrete actions. This table-based approach requires the discretisation of continuous state
variables into a number of integer intervals (or bins). The number of intervals and the cardinality
of each interval, however, hold significant implications for the performance of the reinforcement
learning algorithm. Employing a coarser representation of state variables (i.e. fewer intervals
with large magnitudes) may lead to a single state being associated with functionally different
situations and this may lead to poor action selection [55]. Implementing a larger number of
intervals, on the other hand, increases the state space which implies an increase in the size of
the Q-table. As a result, more training data are required and this is only possible with more or
longer simulation runs.
The objective in this section is to describe the exact algorithmic implementation of the Q-
learning algorithm employed during the simulation experiments conducted in this thesis. The
implementation of the algorithm is based on the inventory management reinforcement learning
problem described in §7. This discussion includes the discretisation of each agent’s state space
and action space, the final design of the reward function, and the learning rate and action-
selection technique employed by each agent.
8.3.1 The state space
The state space and the relevant state variables of each agent for each of the five information-
sharing scenarios considered in this experimental design were described in §7.1. Since all of
the state variables are continuous, each variable should be discretised into discrete intervals for
implementation in the simulation model concept demonstrator. In order to achieve a balance
between a too fine and a too coarse discretisation, the number of intervals employed for each state
variable was determined empirically for each agent. This proved to be an extremely challenging
and time-consuming task. For instance, the author found that the inventory level state variable
of each agent required a relatively fine discretisation (i.e. many intervals) compared with other
state variables. In order to restrict the size of each agent’s state space, not all state variables
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could, however, be discretised as finely. A large number of experiments were performed in order
to determine the appropriate size of each interval so as to ensure that functionally different
situations are not captured in a single state.
The end-user demand considered in the experimental design is homogeneous for all facilities
at any given point in time (i.e. either low or high), as described in §8.2.5. By implication,
each neighbourhood of clinics may exhibit approximately the same ordering behaviour during a
single demand period. As a result, the manufacturer, the warehouse and the hospital may most
likely experience relatively stable (albeit either relatively low or relatively high) demand over the
course of any given demand period. This phenomenon made it possible to discretise a selection of
state variables into two (as opposed to many) intervals — each corresponding to either relatively
low or relatively high demand. For each of these state variables, there is a inflection point that
distinguishes the two demand instances from one another, and the cardinality of each interval
is based on this critical value. Many experiments were performed in order to uncover the
inflection points for these state variables so as to adapt the state space discretisation of each agent
accordingly. It is acknowledged that this approach may not necessarily suffice for heterogeneous
demand, but it was found to simplify the reinforcement learning process considerably in the
experimental design of this thesis. Nevertheless, it remains crucial to consider the impact of
these inflection points when dealing with discretised state spaces. If the relevant intervals are
chosen too large, the agent may fail to recognise these critical values.
Furthermore, the number of intervals and the corresponding magnitudes for each state variable
remain constant throughout, irrespective of the information-sharing scenario analysed. This is
done to ensure that the performance of the Q-learning algorithm may be evaluated fairly across
all five information-sharing scenarios.
The manufacturing agent has five state variables according to the first four information-sharing
scenarios, and a total of eight state variables in Scenario 5, as described in §7.1. The manufac-
turer’s own inventory-level state variable is discretised into fifteen equally-sized integer intervals,
each of cardinality 2 500. Since the lowest possible inventory level is zero, the first of these fif-
teen intervals is defined as 0–2 499. It would, however, be impractical to specify the fifteenth
interval as 35 000–37 499, because the agent’s inventory level may possibly exceed 37 499 during
simulation run-time. The final interval of the inventory-level state variable is therefore spec-
ified as 35 000 or more in order to accommodate this possibility. This convention (where the
last interval is unbounded) is adopted for a selection of other state variables as well where the
maximum state variable value may be arbitrarily large. The own expiries during lead time state
variable is implemented as a variable capturing the percentage of the inventory on hand that
is due to expire during the upcoming lead-time period. This state variable is discretised into
two intervals for the manufacturing agent. The first interval indicates that up to a third of the
current inventory on hand is due to expire during the expected lead-time period. The second
interval, on the other hand, indicates that more than a third of the inventory on hand is due to
expire in the short-term. This relatively coarse discretisation is motivated by the expectation
that stock should rarely expire in the manufacturer’s storage space if the inventory is managed
effectively.
For the own inventory-in-backlog state variable, it may be important to distinguish between
whether any, or no, inventory is in backlog, at any given time instant. This is especially relevant
for a small number of intervals. Consider, for example, a backlog interval of 0–200. If the actual
backlog is larger than zero and falls in this interval, the agent may be prompted to take corrective
action as soon as possible (e.g. place an order). The same interval may, however, specify an
actual backlog of zero, in which case the agent may not need to place a new order at the current
point in time (especially if the current inventory level is sufficiently high). This is an example
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of functionally different situations captured in the same interval, and this may compromise the
performance of the Q-learning algorithm. The manufacturer’s inventory backlog state variable
is therefore discretised into five integer intervals and the first interval signifies that there is no
inventory in backlog (i.e. the interval is defined as 0–0). This is followed by two equally-sized
intervals of magnitude 7 500, namely 1–7 500 and 7 501–15 000. The fourth interval is specified
as 15 001–30 000 and, in order to accommodate an arbitrarily large backlog, the fifth interval is
defined as 30 001 or more.
The manufacturer’s own inventory-in-production state variable is discretised into five integer
intervals and these intervals are the same as for the backlogged inventory state variable. In
other words, the first interval is defined as 0–0 and indicates that the agent is not engaged
in any production run during the current time step. With respect to the manufacturer’s own
demand state variable, it is discretised into four integer intervals. The first interval is defined as
0–4 000 and the second interval as 4 001–4 999. This is followed by an interval of magnitude of
10 001 (i.e. 5 000–15 000) and the fourth interval is reserved for any mean demand value greater
than 15 000 (i.e. interval is defined as 15 001 or more). This particular discretisation is based on
the observation that a mean demand of less than 4 000 is typically associated with low end-user
demand, while the manufacturing agent typically experiences a mean demand greater than 5 000
during periods with high end-user demand. The second interval (4 001–4 999) is defined as such
because the agent may occasionally experience a mean demand in this region during either low
or high patient demand.
Three new state variables are added to the manufacturer’s state space in Scenario 5. Since end-
user demand is modelled by means of the two demand classes described in §8.2.5, the customer
clinics’ demand state variable is discretised into two corresponding integer intervals. The first
interval is defined as 1–50 (low demand) and the second interval as 51–100 (high demand).
The customer clinics’ inventory-levels state variable is discretised into two integer intervals and
they are indicated as 0–1 000 and 1 001 or more, respectively. This is based on the empirical
observation that an aggregate inventory level of less than 1 000 (across all six clinics) may be
considered critically low and exposes at least one clinic to a serious risk of incurring stock-
outs. Similarly, the customer warehouses’ inventory levels state variable is also discretised into
two intervals. The first is 0–4 000 and the second 4 001 or more. Again, the author observed
empirically that an aggregate inventory level of less than 4 000 may be considered as critically
low. For Scenarios 1–4, the manufacturing agent has a total of 15× 2× 5× 4× 5 = 3 000 states,
whereas the state space comprises 24 000 states in Scenario 5. A summary of the discretisation







Own inventory level 15 Yes 2 500
Own expiries during lead time 2 No —
Own backlog 5 No —
Own inventory in production 5 No —
Own demand (incoming orders) 4 No —
Customer clinics’ inventory levels 2 No —
Customer clinics’ demands 2 Yes 50
Customer warehouses’ inventory levels 2 No —
Table 8.6: The discretisation of the manufacturer agent’s state space.
The warehouse agent has five state variables involving local information, as described in §7.1.
The own inventory-level state variable is discretised into twenty equally-sized intervals of cardi-
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nality 350 (the last interval is unbounded), and the discretisation of the expiries state variable
is carried out in the same manner as for the manufacturer. The warehouse’s own backlog state
variable is discretised into five intervals and the widths of these intervals are based on the ware-
house’s available ordering actions. The first interval has a cardinality of 0 (i.e. no backlogged
inventory), and the remaining intervals are defined as 1–1 500, 1 501–3 000, 3 001–4 500, and 4 501
or more, respectively. Furthermore, the first four of six intervals of the warehouse agent’s own
inventory-on-order state variable is discretised into equally-sized intervals of magnitude 1 500
(starting with 0–1 499). The fifth interval is specified as 6 000–12 000 and the sixth interval is
reserved for any inventory amount on order greater than 12 000. Similar to the manufactur-
ing agent’s own demand state, the warehouse’s own demand state is also discretised into two
intervals. The first interval of this state variable is defined as 0–2 400 and the final interval
is indicated as 2 401 or more. Based on empirical experimentation, it was found that a mean
demand of less than 2 400 is typically associated with periods of low end-user demand.
The warehouse agent’s state space is enlarged in Scenario 3 when customer-related information
is included. The state variable capturing the customer clinics’ demands is discretised according
to the two predefined end-user demand classes (i.e. the same as for the manufacturing agent). In
an attempt to limit the size of the agent’s state space, the customer clinics’ inventory levels state
variable is also discretised into two intervals. It was found that an aggregate clinic inventory
level greater than 500 is typically sufficient for clinics to satisfy short-term demand. The two
intervals are consequently defined as 0–500 and 501 or more, respectively.
For a warehouse agent to decide whether or not it should order from a neighbouring facility dur-
ing Scenarios 4 and 5, it is perhaps more important to know whether or not the neighbourhood
has sufficient inventory available for sharing, as opposed to knowing the exact inventory amount
available. Based on this argument, and in a further attempt to limit the size of the state space,
the effective neighbourhood inventory state variable is discretised into two intervals only. The
first interval is defined as integer values in the real interval (−∞, 0] (the effective neighbourhood
inventory level can be negative, as alluded to in §7.1) and the second interval is specified as
integer values in the real interval [1,∞). The supposition is that any effective neighbourhood
inventory level greater than zero may imply that a neighbour has sufficient inventory available
for sharing. Finally, the manufacturer’s inventory level state variable is discretised in an iden-
tical fashion. In other words, there are two intervals and they are defined as integer values in
the real intervals (−∞, 0] and [1,∞), respectively. In Scenarios 4 and 5, the warehouse agent’s
state space comprises 38 400 states. A summary of the discretisation of the warehouse agent’s







Own inventory level 20 Yes 350
Own expiries during lead time 2 No —
Own backlog 5 No —
Own inventory on order 6 Yes 1 500
Own demand (incoming orders) 2 No —
Own effective neighbourhood inventory 2 Yes —
Customer clinics’ inventory levels 2 No —
Customer clinics’ demands 2 Yes 50
Manufacturer’s inventory level 2 No —
Table 8.7: The discretisation of the warehouse agent’s state space.
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The hospital agent has a maximum of ten state variables, and nine of these variables are shared
with the warehouse agent. Since the warehouse and the hospital occupy similar positions and
perform similar functions in the experimental supply chain, the discretisation of the nine mutual
state variables is done in exactly the same fashion for the hospital. The tenth state variable is
the hospital’s own patient demand and this variable is discretised based on the two end-user
demand classes as explained previously. Because of the two additional intervals, the hospital
agent has a total of 38 400 × 2 = 76 800 states in Scenarios 4 and 5, compared with the 38 400









Own inventory level 20 Yes 350
Own expiries during lead time 2 No —
Own backlog 5 No —
Own inventory on order 6 No —
Own demand (incoming orders) 2 No —
Own end-user demand 2 Yes 50
Own effective neighbourhood inventory 2 No —
Customer clinics’ inventory levels 2 No —
Customer clinics’ demands 2 Yes 50
Manufacturer’s inventory level 2 No —
Table 8.8: The discretisation of the hospital agent’s state space.
The clinic agent has fewer state variables than the other three agent types and this provides
an opportunity for a relatively more finely-grained state space representation. The clinic’s own
inventory level is discretised into 126 equally-sized integer intervals of cardinality 4. Since a clinic
is the entity closest to patient demand, it is imperative that this agent has detailed knowledge of
its current inventory level. A sufficiently fine representation of the inventory-level state variable
may allow the agent to better distinguish between sufficiently high and critically low inventory
levels. The effective inventory-level state variable (which replaces the original inventory-level
state variable in Scenario 2, as explained in §7.1) adopts the same discretisation as the original
state variable (i.e. 126 integer intervals, each of magnitude 4). It is critical that each clinic
agent also has detailed knowledge about the remaining shelf-life of its inventory. Unanticipated
expiries may, of course, lead to substantial stock-outs in the short term. As a result, the clinic’s
own expiries during lead time is discretised into three intervals. The first interval is defined as
0–0 and indicates that 0% of the current stock on hand will expire during the expected lead-time
period. The second interval specifies that 1–33% of the inventory is expected to expire in the
short-term and the final interval indicates that more than a third of the current stock will expire
during the upcoming lead time. Based on the clinic’s action space, the inventory-on-order state
variable is discretised into six intervals and they are specified as 0–0, 1–210, 211–375, 376–540,
541–1 100, and 1 101 or more, respectively.
The end-user demand state variable is also discretised into the two demand classes as explained
previously. Finally, the effective neighbourhood inventory state variable is discretised into four
distinct intervals. The first interval is defined as 0–0 and indicates that there is no inventory
available for sharing in the neighbourhood. The following two intervals each has a magnitude
of 100 and the fourth interval is chosen as 201 or more. This configuration allows the agent to
distinguish between the cases where no, or at least some, inventory is available for sharing. There
are 4 536 states in the agent’s state space in Scenario 1, and when inventory sharing is introduced
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in Scenario 2, the state space increases to 18 144 states. A summary of the discretisation of the








Own inventory level 126 Yes 4
Own effective inventory level 126 Yes 4
Own expiries during lead time 3 No —
Own inventory on order 6 No —
Own end-user demand 2 Yes 50
Effective neighbourhood inventory 4 No —
Table 8.9: The discretisation of the clinic agent’s state space.
The number of states in each agent’s state space according to each of the five information-sharing
scenarios is shown in Table 8.10. It is evident that the increase in the size of each agent’s state
space is exponential as more information sharing takes place. Subsequently, the required amount
of learning time is expected to differ across the five information-sharing scenarios.
Scenario Manufacturer Warehouse Hospital Clinic
1 3 000 2 400 4 800 4 536
2 3 000 2 400 4 800 18 144
3 3 000 9 600 19 200 18 144
4 3 000 38 400 76 800 18 144
5 24 000 38 400 76 800 18 144
Table 8.10: The size of each agent’s state space according to the five scenarios.
8.3.2 The action space
At each discrete time step, an agent must decide on either a quantity to order or a quantity to
manufacture, as described in §7.2. Since the number of columns in a Q-table is equivalent to the
number of actions available to an agent, the required training time will increase as the number
of available actions increases. For the purposes of the concept demonstrator of this thesis, the
number of available actions included in each agent’s action space is relatively small.
For all the simulation experiments conducted in this thesis, the manufacturing agent has an in-
variant action space A1 = {0, 7 500, 15 000}. At each discrete time step, the agent may therefore
choose either not to initiate a new production run, or to manufacture a new batch comprising
either 7 500 or 15 000 units. During the first three information-sharing scenarios where inventory
sharing is prohibited between warehouses and hospitals, these agents can only choose between
formal ordering actions (as explained in §7.2). The set of formal ordering actions available to
each warehouse and hospital agent in Scenarios 1–3 is specified as A2 = {0, 1 500, 3 000, 4 500}.
When inventory sharing is allowed according to Scenarios 4 and 5, the warehouse and the hospital
agent may each order 1 500 units of inventory from a neighbour at any given time. Subsequently,
the original action space is expanded to A2′ = {0, 1 500, 3 000, 4 500, 1 500}, where the last action
in the set indicates the informal order. Finally, the clinic agent can choose between any one of
four actions during Scenario 1 and this set of actions is defined as A3 = {0, 210, 375, 540}. When
a clinic is allowed to place an informal order to a neighbouring clinic, the agent can choose to or-
der 90 units from a neighbour. The resulting action space for each clinic agent during Scenarios
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2–5 is therefore A3′ = {0, 210, 375, 540, 90}, where the final action indicates the informal order.
These particular quantities are chosen based on a clinic’s expected demand during the lead time.
During periods of low demand, the expected demand for any clinic is 35 × 6 = 210 (the mean
daily demand is 35 and the mode lead time is six days). Similarly, the expected demand during
the lead time when demand is classified as high is calculated as 90 × 6 = 540. Given that the
expected daily demand is 90 units during high demand, the informal order quantity is chosen
as 90.
8.3.3 The reward function
A general form of the reward function employed by each agent in this thesis was provided
in (7.1) of §7.3. In this function there are three variables, p, k and z, whose values should
be determined empirically for each agent type, as explained in §7.3. The fixed reward for
placing an order when the inventory amount on order is already greater than zero is p, while k
denotes the reward assigned to any informal ordering action. Finally, z denotes the special-case
punishment awarded to an agent whose inventory level and/or amount of inventory on order (or
in production) is considered excessively high (as mentioned in §7.3). In this experimental design,
an agent is awarded this punishment if the value of either its inventory level or inventory-on-
order (or inventory-in-production) state variable is in the highest corresponding interval. The
final design of the reward function employed by each agent type in the experimental design is
presented in this section.
The reward function assigning reward to the manufacturing agent during time step t is given by
r(t) = −1h− 600s− 600e− 50 000j − 5 000 000m. (8.1)
By implication, the manufacturing agent is awarded a reward of−1 for each unit held in inventory
during any given time step, and a reward of −600 for each unit stock-out and unit expiry. A
reward of −50 000 is assigned when the agent starts a new production run if it is engaged in
at least one other ongoing production run at the current point in time. Finally, the agent is
awarded a large punishment of −5 000 000 when it starts a new production in any state involving
the following two conditions: Its inventory level is 35 000 or more (i.e. the fifteenth interval of
its inventory level state variable), or its inventory in production is 30 001 or more (i.e. the fifth
interval of its inventory-in-production state variable). These large punishments ensure that the
agent learns the most effective action for these states relatively quickly, because their respective
magnitudes have such a prominent influence on the computation of the Q(s, a)-values.
The warehouse and hospital agents each employs the same reward function, and this function is
given by
r(t) = −1h− 600s− 600e− 15 000(j)(y)− 50 000(1− y)− 500 000m. (8.2)
Each hospital and warehouse agent is consequently assigned a reward of−50 000 for each informal
replenishment order issued. This large punishment is chosen to ensure that the agent learns to
place an informal order only when absolutely necessary (i.e. when inventory is relatively low). If
the informal order punishment is not sufficiently large, the agent may prefer informal orders over
formal replenishment orders. In such a case, the warehouse and hospital may order from one
another continually until both of them incur stock-outs. It is important to remember that the
missed shipment of a single inventory unit is registered as a stock-out (as mentioned in §6.1.5).
Given the scale of demand experienced by the warehouse and hospital, the total punishment
associated with a large number of stock-outs very quickly overshadows the punishment for a
single informal order. The punishment for an informal order, however, needs to be larger than
the punishment for a formal replenishment order — a reward of −50 000 was subsequently
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identified empirically as adequate. Each warehouse and hospital agent is given a punishment
of −500 000 each time it places a new order when either its current inventory level is 6 650 or
more, or when its inventory on order is 12 001 or more.
Finally, the reward function employed by each of the six clinic agents is given by
r(t) = −1h− 600s− 600e− 2 000(j)(y)− 6 000(1− y)− 5 000m. (8.3)
Each clinic agent is therefore given a reward of −2 000 if it issues a formal replenishment order
when the inventory-on-order state variable value is already greater than zero. A reward of
−6 000 is awarded for each informal replenishment order. Empirical observations revealed that
a punishment smaller than 6 000 led agents to favour informal orders over formal orders, even
when their inventory levels were sufficiently high. A punishment of −6 000 was, however, found
to be adequate for allowing a clinic agent to learn rational behaviour in terms of when to place
an informal order.
8.3.4 Learning rate and action selection
The learning rate and the exploration rate employed during all reinforcement learning simulation
runs were described in §7.4 and §7.5, respectively. With respect to action selection, the epsilon-
greedy method is employed by all agents. Based on the critical appraisal of no-ordering streaks
in §7.5, it was decided not to incorporate these streaks in the experiments conducted in this
thesis.
8.4 Experimental procedure
The experimental procedure followed in this thesis is described in more detail in this section.
The first step involves the implementation of the Q-learning algorithm in order to learn inventory
replenishment policies for each agent, for each of the five information-sharing scenarios. Five so-
called training simulation runs are therefore performed, one for each scenario. Since the demand
conditions described in §8.2.5 are cyclic in nature, a single continuous training simulation run is
performed for each scenario. A training simulation run may be terminated once the Q-learning
algorithm has converged. The Q-learning algorithm may have converged when the most effective
action for each state has been learnt, and each agent’s policy does not change over a sustained
period of time. In this thesis, convergence is determined by evaluating the mean daily amount
of inventory held in the supply chain, over a one-year demand period. When the Q-learning
algorithm has converged, each agent is expected to make similar decisions over the course of the
year-long demand cycle. As a result, it may be expected that the profile of the inventory held
daily by each agent (and by implication the entire supply chain) will repeat itself annually once
the Q-learning algorithm had reached convergence. A training run is consequently terminated
after the deviation in the mean daily amount of inventory held in the supply chain, per year,
has become relatively small for a sustained period of time.
Once the training phase has been completed, the effectiveness of the policies learnt may be
evaluated. A simulated time window of five years is considered during each experiment. In
other words, a single experiment comprises five consecutive one-year demand periods. A five-
year period is chosen so as to gain an improved understanding of the effectiveness of the policies
learnt with respect to product expiries (the product considered has a shelf-life of two years).
Additionally, the five-year period also contains five instances where end-user demand increases
from low to high, thus providing more opportunity for investigating the impact of information
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sharing when demand increases dramatically. An experiment is performed for each of the five
information-sharing scenarios. The experiment involving Scenario 1 is called Experiment 1, the
second experiment involving Scenario 2 is called Experiment 2, and so forth. Each experiment
comprises 30 replication runs and subsequently produces 30 observations of each KPI. These
KPIs are employed in statistical tests to ultimately measure the relative effectiveness of the five
information-sharing scenarios.
The starting inventory levels and corresponding remaining shelf-life of each facility at the start
of each experiment are shown in Table 8.11. These values also serve as the starting conditions for
each of the five training simulation runs. Since each training run is performed over a continuous
time window (i.e. the system is never manually reset to the original starting conditions), the
exact starting conditions for any training run is not as critical for the performance of the Q-
learning algorithm. Based on the discussion in §8.2.4, the initial inventory levels are chosen
sufficiently high so as to ensure that the performance of the policies learnt is evaluated fairly.
Facility Inventory amount Remaining life (days)
0 25 146 619
1 5 436 510







Table 8.11: The starting inventory levels and corresponding remaining shelf-lives of each facility for
each simulation experiment.
8.5 Statistical analysis
Statistical analyses are performed on the KPIs reported as model output data for all simulation
experiments conducted in this thesis. In this analysis, significant differences in the data are
reported at a 5% level of significance. The first step towards analysing the respective KPIs, is to
perform an analysis of variance (ANOVA) [116] in order to ascertain whether or not there is a
significant difference between at least two means in a collection of samples. The null-hypothesis
states that the means of all the data samples investigated are equal. The alternative hypothesis
is that there is a significant difference between at least two of the means. An ANOVA test does,
however, only reveal whether there is a significant difference between at least two means, but
does not indicate where this difference occurs. Therefore, post hoc tests are employed to establish
where the difference occurs. In this thesis, Fisher’s Least Significant Difference test [161] and
the Games-Howell test [54] are the two post hoc tests employed to determine where significant
differences occur.
After an ANOVA has been carried out and has revealed that there are significant differences in
the data, a Levene test [131] is performed in order to determine whether or not the corresponding
variances differ significantly from one another. If the variances are found not to differ statistically
from one another at a 95% confidence level, the LSD test (which requires homogeneity of sample
variances) is carried out to identify where the differences lie in the data. Alternatively, the
Games-Howell test is employed if the Levene test indicates that the variances are statistically
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different. The working of the ANOVA, Levene, LSD and Games-Howell tests are described
briefly in this section.
The ANOVA test
During the ANOVA procedure, the sum of squares between sets of data and the sum of squares
within sets of data are calculated to test the null-hypothesis. The sum of squares within groups






(xj − x̄i)2, (8.4)
where n denotes the number of samples, m indicates the number of observations in each sample





(x̄i − x̄)2, (8.5)
where x̄ denotes the average mean for the n samples (sometimes called the grand mean). The
mean square (MS) is next calculated for the SSW and the SSB values, respectively. This is done
by dividing each value by the number of degrees of freedom. Subsequently, the mean square










respectively. The test statistic, denoted by f , is calculated as the ratio between MSW and
MSB. This test statistic is then compared at a significance level of 5% with the critical value
F (n− 1,mn− n) of the F -distribution. If MSW /MSB > F (n− 1,mn− n), the null hypothesis
is rejected, in which case there is a statistically significant difference between the means of at
least two samples at a 95% level of confidence. Alternatively, if the null-hypothesis cannot be
rejected at a 5% level of significance, a post hoc test needs to be employed to identify where the
difference lies.
The Levene test
Before a post hoc test can be selected, a Levene test has to be employed to verify the assumption
of homogeneity of variance. The null-hypothesis in the Levene test is that there are no statisti-
cally significant differences between the variances of two or more sets of data. The alternative
hypothesis is that there are significant differences between the variances of two or more samples.









j=1(|xij − x̄i| − x̄i)2
, (8.8)
where Ni is the number of data points in sample i and xij is data point i from sample j. The
test statistic is compared with a critical value F (n− 1,mn−n) from the F -distribution at a 5%
level of significance. If
FL ≥ F (n− 1,mn− n), (8.9)
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it indicates that there is a statistical difference (at a 95% confidence level) between the variances
of at least two samples in the original data set and the null-hypothesis is therefore rejected. In
such a case, the Games-Howell test is performed in respect of each pair of samples. If, however,
the null-hypothesis is not rejected, the LSD test is carried out.
The Fisher LSD post hoc test
Although Fisher’s LSD test is a popular parametric statistical test, it has been criticised due
to a belief that it does not provide sufficient protection against inflated Type 1 error2 rates,
specifically when more than three data sets are being compared [65]. According to Kidd [83],
however, Fisher LSD’s test is appropriate for multiple post hoc comparisons, provided that the
results are reported rigorously.
Consider two different data sets, A and B, that are being compared. The test statistic of the
LSD test at a 5% level of significance is given by
LSDA,B = t0.05,mn−n
√
MSW (1/mA + 1/mB), (8.10)
where mA and mB denote the number of data points in sample A and sample B, respectively.
The means of the two samples are declared significantly different at a 5% level of significance if
|x̄A − x̄B| ≥ LSDA,B (8.11)





pairs of data sets.
The Games-Howell post hoc test
The Games-Howell post hoc test [74, 73] is a non-parametric test employed in the case where the
variances between at least two samples are statistically different at a (1−α)-level of confidence.
The test employs Welch’s degrees of freedom (from Welch’s t-test), and the studentised range
distribution, denoted by q, and is given by




































In (8.13) and (8.14), sA and sB are the standard deviations of data sets A and B, respectively.
If (8.12) holds, there is a significant difference between the means of the two data sets at a 5%
level of significance. Conversely, if the inequality does not hold, the two means do not differ
statistically from one another.
2A Type 1 error occurs when the null-hypothesis is rejected while it is, in fact, true.
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p-Values in hypothesis testing
A popular method that may be used to pronounce on the results of a hypothesis test is known
as fixed significance level testing. According to this method, the results of a hypothesis test
are reported by stating whether or not a null-hypothesis should be rejected at a specified level
of significance [116]. This test returns a so-called p-value that conveys information about the
weight of evidence against the null-hypothesis. More specifically, the p-value is the probability
that the test statistic assumes a value that is at least as extreme as the observed value, provided
that the null-hypothesis is true. In other words, the p-value is the smallest level of significance
that would lead to rejection of the null-hypothesis based on the available data [116]. In practice,
the calculated p-value is compared with the level of significance α. If the p-value is smaller
than α, the null-hypothesis is rejected. Alternatively, the null-hypothesis is not rejected if the
p-value exceeds α. An advantage of this approach is that the p-value is computed independently
of a predefined significance level. This allows the decision maker the freedom to interpret the
statistical significance of the data without having to impose a predefined level of significance.
In other words, it provides a convenient method for comparing the results of two or more tests
even when employing different significance levels.
8.6 Chapter summary
This chapter was devoted to a description of the experimental design employed in this thesis.
This design was performed in the context of a hypothetical nine-facility pharmaceutical supply
chain network. The chapter opened with a discussion on the difficulties (in terms of computa-
tional power) encountered during the design of the hypothetical supply chain. This was followed
by a detailed description of the supply chain network, its underlying structure, as well as the
nature of end-user demand considered in the experiments. The algorithmic implementation of
the Q-learning algorithm with respect to the state space, the action space, the reward function,
and action selection was presented next. This was followed by brief outline of the experimental
procedure followed in this thesis, before a brief review of some statistical tests was provided.
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The purpose of this chapter is to present and analyse the results obtained during the information
sharing effectiveness comparison analysis performed in this thesis. The format in which these
results are presented is described in §9.1. This is followed in §9.2 by a detailed analysis of the
results obtained during the experiments involving the five information-sharing scenarios. The
chapter finally closes in §9.3 with a summary of the chapter content, as well as an outline of the
most significant findings.
9.1 Analysis of results
The KPI values obtained during the experiments conducted in pursuit of the experimental design
described in §8 are presented in the form of box plots in this chapter. The number of stock-outs
observed during the experiments (or information-sharing scenarios) are presented alongside one
another, in separate box plots. In these plots, median values are denoted by horizontal lines,
while mean values are indicated by diamond symbols. Finally, outlier values are denoted by
crosses. The amount of inventory over time, on the other hand, is presented in the form of line
graphs. In these graphs, each data point is the total amount of inventory held by the facility
(or a selection of facilities) at the end of the corresponding day.
The discussion of the results involves references to the relative effectiveness observed for the
respective information-sharing scenarios, as well as the outcomes of the statistical tests applied
to compare information-sharing effectiveness at a 95% level of confidence.
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9.2 Statistical analysis of the impact of fluctuating demand
The results obtained during the five experiments (i.e. Experiments 1–5) involving the fluctuating
demand pattern of §8.2.5 are discussed in this section. This discussion focusses on the observed
KPI values as well as the inventory levels observed over time, for each of the five scenarios.
These KPIs are evaluated in terms of overall supply chain performance, but also with respect to
the comparative performance of individual facilities. Notably, no expiries were observed during
any of the five experiments. This may be attributed to the effectiveness of the policies learnt
and the fact that all inventory is managed on a first-expired first-out principle (as mentioned in
§6.1.2). Subsequently, the remainder of the discussion focusses on the remaining KPI, namely
the number of stock-outs. More specifically, a distinction is made between the number of end-
user stock-outs and the number of order stock-outs when evaluating the effectiveness of the
information-sharing scenarios. This is done based on the argument provided in §6.1.5 that order
stock-outs upstream may be tolerated given that they do not compromise the service levels of
health-care facilities downstream.
The blueprint for the discussion of the results in the remainder of this section is as follows: A
systematic analysis of the results obtained during each of the five experiments is first presented.
An analysis is concluded thereafter, and a synoptic outline is provided of the relative effectiveness
of the five information-sharing scenarios in respect of the KPIs.
9.2.1 Experiment 1
The first information-sharing scenario considered in the experimental design did not involve
any information sharing between entities and served as a benchmark. The computation time
required for training the agents by means of the Q-learning algorithm for Scenario 1 was fifteen
hours and comprised a total of 11 950 200 iterations (i.e. simulated days). The convergence of the
Q-learning algorithm was evaluated with respect to the mean daily amount of inventory in the
system over the course of each year, as explained in §8.4. A graphic illustrating how this metric
decreased over time during learning in Scenario 1 is shown in Figure 9.1. Each observation
in this figure is a forty-year moving average of the mean daily amount of inventory held in
the supply chain per year. This figure is representative of the learning behaviour described in
§7.5 where, at the start of learning, each agent tended to explore often which led to excessive
ordering and manufacturing (resulting in high inventory levels). Each agent consequently spent
considerable time in its high inventory states at the start of learning and very quickly learned
that it should not order (or manufacture) in these states. As a result, the mean daily amount of
inventory in the supply chain decreased considerably over a short period of time, as may be seen
in Figure 9.1, after which it decreased continually although at a progressively slower rate. After
the point of this dramatic decrease, the amount of inventory in the system remained relatively
large (albeit smaller than before) and it took a considerable number of learning iterations before
each agent found a balance between a too low and a too high inventory level. The Q-learning
algorithm was terminated after more than 33 000 years of simulated time had lapsed during the
training simulation run.
Scenario 1 did not involve any information sharing (or inventory sharing) between facilities and
this was evident from the results obtained during Experiment 1. The mean number of end-user
stock-outs incurred across the entire supply chain was 5 733. This is a relatively small number
considering that the total expected demand in the supply chain was 787 500 product units over
the entire five-year period. The number of end-user stock-outs experienced by each of the seven
health-care facilities (i.e. the hospital (Hospital H) and the six clinics (Clinics A–F)) is shown in
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Figure 9.1: The learning progression of the Q-learning algorithm over the course of the first 15 000
years of simulated time during Scenario 1. In order to filter out some simulation noise, a moving average
over 40 years (of simulated time) is shown.
Figure 9.2. The ANOVA test revealed that there are statistical differences between the means
returned by at least one pair of health-care facilities at a 5% level of significance (a p-value of
less than 1× 10−17). The Levene test was performed thereafter to evaluate the variances of the
seven data sets and it was found that there is a statistical difference between the variances of at
least two samples (a p-value of less than 8.2771 × 10−7). Subsequently, the Games-Howell test
was employed to determine between which facilities the differences occur in respect of unfulfilled
patient demand.


























Figure 9.2: The number of end-user stock-outs observed at each of the seven health-care facilities
during Experiment 1. Facility H is the hospital, while Facilities A–F are the six clinics as per the naming
convention provided in §8.2.1.
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The hospital incurred an average of 2 262 end-user stock-outs over the five years, which is
significantly larger than the number of stock-outs incurred by any clinic during the corresponding
time in Scenario 1. Notably, each clinic neighbourhood had one clinic that performed relatively
poorly when compared with the other two clinics in the neighbourhood. These under-performing
facilities were Clinic A and Clinic E, and they incurred mean numbers of stock-outs of 1 075 and
1 078, respectively. The means returned by these two facilities are statistically indistinguishable
at a 95% confidence level (a p-value of 1). While these two facilities experienced significantly
more stock-outs than their peers, there is no statistical difference between the performances
of Clinics B, C, D and F in respect of unfulfilled demand at a 5% significance level. Closer
inspection of the policies learnt revealed that the reorder points of Clinics A and E tended to be
lower than those of their peers. Additionally, these two facilities were often also incapacitated
by lead times longer than expected and this led to a large number of stock-outs, even during
periods of established high demand (i.e. not during demand transitions).
The bulk of the end-user stock-outs observed during Experiment 1 occurred at, or directly after,
the points in time where end-user demand increased from low to high. During each five-year
(1 800 day) period, the end-user demand transitioned from low to high on days 181, 541, 901,
1 261 and 1 621, respectively. Considerable emphasis is therefore placed in this analysis on the
impact of information sharing during these demand transitions.
A graph showing the inventory level of Clinic E over the course of the first 120 days of an
arbitrarily chosen replication run during Experiment 1 is shown in Figure 9.3. This figure
highlights the significance of the starting inventory level values for any facility, as mentioned
in §8.2.4. Clinic E started the first day of the run with 369 units in inventory without any
pending replenishment orders or in-transit shipments. As a result, the inventory level decreased
continually during the first few days of simulated time. During the first ten days, Clinic E placed
three replenishment orders within the space of six days (order quantities of 210, 375 and 540,
respectively). The third of these orders, for instance, was placed when the inventory level was
72 units and with the agent in a state it had only visited 975 times during learning, which is
relatively few. This is an example of how the agent had not learnt sufficiently for these low
inventory states. Considering the nature of the reward function, it may be expected that a
clinic would rather place large orders when its inventory is low as opposed to a larger number of
consecutive, smaller orders. Nonetheless, the clinic had still managed to avoid stock-outs during
this initial phase, which was its primary aim. This would most likely, however, not have been
the case if its initial inventory level had been much lower. This phenomenon — where an agent
had not spent a sufficient amount of time in its lower-inventory states — led to the proposition
of the no-ordering streaks described in §7.5. After day 20, Clinic E largely persisted with order
quantities of 540 at relatively evenly-spaced intervals.
All six clinics performed relatively well during the periods of low end-user demand in Experi-
ment 1. The inventory level of Clinic A is shown in Figure 9.4 over the course of the first 180
days of an arbitrarily chosen replication run. As may be seen in this graph, Clinic A exhibited
largely consistent ordering behaviour over the course of this half-year period. In most cases,
Clinic A placed an order for 540 units at a time, with approximately fifteen days between two
consecutive orders. This illustrates the ability of the agent to have learned a policy of not or-
dering too frequently. In practical terms, this ordering behaviour may translate into reduced
ordering and distribution costs. The prioritisation of the avoidance of stock-outs is also clearly
visible considering that the inventory level never decreased below 150 during this period. When
comparing Figure 9.3 with Figure 9.4, it is clear that Clinic E generally maintained a higher
level of inventory during low demand when compared with Clinic A. Despite both of these clinics
typically ordering in quantities of 540 at a time, Clinic E maintained a comparatively higher
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Figure 9.3: The inventory level of Clinic E during the first 120 days of low demand during a replication
run in Scenario 1.
reorder point than Clinic A. This suggests that the holding cost punishment may not have
played an equally prominent role for all clinic agents. Instead, it was overshadowed by the large
punishments awarded for stock-outs.
A deviation from Clinic A’s mainly consistent ordering profile may, however, be seen right before
and after day 160 in Figure 9.4. On day 154, Clinic A placed an order for 210 units and this was
followed by an order for 375 units only four days later (before the first order had been fulfilled).
Closer inspection of the Q-values associated with the state-action pairs of the states visited on
days 154 and 158 revealed relatively small differences for the respective states. These states had
also not been visited as many times during learning when compared with the number of visits
to other states. It is conjectured that the agent may have learnt to continue with its typical
order quantity of 540 on day 154 and not to order on day 158 if it had spent more time in the
corresponding states during learning. Nonetheless, the agent’s policy still proved effective in
terms of avoiding stock-outs during periods of sustained low demand, which was the principal
aim of the implementation of reinforcement learning in this thesis.
















Figure 9.4: The inventory level of Clinic A during a period of low demand in Scenario 1.
An example of the effect of a demand increase on the inventory levels of the clinics in Neigh-
bourhood 1 during Scenario 1 is shown in Figure 9.5. The end-user demand increased from low
to high on day 1 621 at each clinic in the neighbourhood and this is reflected by the changes
in the respective slopes in the graph. As may be seen in the figure, each of the three clinics
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incurred stock-outs in the aftermath of this demand increase. All three clinics’ stock were suf-
ficient for the first three days of high demand. Although the clinics issued new replenishment
orders soon after the demand increase was observed, stock-outs were still incurred because of
the supplier lead times. Clinic C was, however, affected only for one day because it received
a new batch of inventory on day 1 625 (the corresponding order was placed before the demand
increase). An interesting observation here is that Clinic C concluded day 1 626 with 898 units
in inventory, while Clinic A and Clinic B incurred stock-outs on the same day as well as on the
next day (only Clinic B). This implies that Clinic C had, in fact, sufficient inventory available to
satisfy the entire neighbourhood’s demand during those two days. This is a striking example of
how information sharing (and by implication inventory sharing) could have helped to mitigate
the risk of stock-outs in the neighbourhood. After the clinics had reacted appropriately to the
change in demand, they tended to continue with order quantities of 540, albeit more frequently
than in times of low demand.




















Figure 9.5: The inventory levels of the three clinics in Neighbourhood 1 during a demand increase
observed in Experiment 1.
In any supply chain it is typically the end-user demand downstream that dictates the operations
of suppliers and manufacturers upstream. In terms of inventory management, if a neighbour-
hood of clinics experiences relatively stable demand, their supplier may most likely experience
predictable demand in the form of replenishment orders. As a result, the supplier may not always
be able to respond sufficiently when a sudden change in demand occurs, and this phenomenon
was observed many times during Experiment 1. The inventory level of the hospital observed
over five years during a replication run of Experiment 1 is shown in Figure 9.6. Apart from the
first demand increase on day 181, the hospital’s inventory level was reduced to zero at each of
the following four demand transitions from low to high, as well as on days 1 394–1 396. When
the end-user demand increased from low to high, the clinics responded by placing a barrage of
orders to the hospital in a very short period of time. Given that the hospital had ‘acclimatised’
to the relatively low demand up to that point in time, it did not carry enough inventory to
deal with the increased demand in some cases, as may be seen in Figure 9.6. Although the
hospital could supply the clinics with as much inventory as possible, it did not retain any stock
for satisfying its own patient demand and this led to the large number of stock-outs incurred by
the hospital (refer to Figure 9.2).
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As may be expected, the hospital’s response during stock-out periods was to order large amounts
of inventory, although this ordering may be considered overly excessive given the inventory levels
in excess of 12 000, as indicated in Figure 9.6. This phenomenon — where the inventory level
rocketed so dramatically — was observed multiple times during Experiment 1. It is conjectured
that the reason for this unrestrained ordering was that the agent had not successfully learnt
how much inventory on order may be considered as ‘enough.’ During stock-outs the agent’s
natural response was to order persistently because ordering provided the quickest resolve for the
stock-out crisis. This led the agent to learn a policy of ordering almost exclusively during stock-
outs, irrespective of the amount of inventory already on order. Furthermore, some instances of
this unconstrained ordering behaviour took place when the agent encountered states it had not
visited sufficiently many times during learning. It may well be that the agent would have learned
a more effective policy had it more evenly explored the state space. A thorough exploration of
the state space during the training run of Scenario 1 was, however, limited because of the
limitations described in §7.5.


















Figure 9.6: The inventory level of the hospital over the course of five years during a replication run of
Experiment 1.
In contrast with the hospital, the warehouse typically returned a more discernible inventory
profile over the course of the five-year period. The inventory level of the warehouse during the
first 720 days of an arbitrarily chosen replication run (of Experiment 1) is shown in Figure 9.7.
From this figure, it is clear that the warehouse’s average inventory level is much higher during
periods of low end-user demand than during periods of higher demand. During periods of low
end-user demand, the warehouse ordered almost exclusively in quantities of 1 500 and did so
very infrequently. During periods of high demand, on the other hand, the hospital persisted
largely with order quantities of 1 500, albeit it at more regular intervals, and ordered quantities
of 3 000 or more somewhat sporadically. In other words, the agent had learned rather to order
in smaller quantities at regular intervals, as opposed to ordering more, but less frequently. The
rationale behind this behaviour may be explained by the reward function: The punishment
for holding inventory in storage was so large that the agent preferred to order in smaller, yet
sufficient, quantities because the reward function did not punish ‘too frequent’ orders. Owing
to the fact that the warehouse does not dispense to any patients as the hospital does, it often
incurred fewer order stock-outs than the hospital. Similar to the hospital, on the other hand,
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the warehouse had also exhibited several instances of unrestrained ordering when its inventory
was critically low during Experiment 1.


















Figure 9.7: The inventory level of the warehouse over the course of two years during a replication run
of Experiment 1.
The inventory level of the manufacturer over the course of the first four years of a randomly
selected replication run of Experiment 1 is shown in Figure 9.8. As may be expected, the man-
ufacturer also experienced a considerable increase in demand when the hospital and warehouse
placed large orders as a direct result of the demand increase they experienced from the clinics.
Similar to the warehouse, the manufacturer also preferred smaller production quantities over
larger production batches, irrespective of the demand. Notably, the manufacturer’s inventory
level remained above 10 000 for the vast majority of days depicted in Figure 9.8. If a decision
maker considers this too high, the holding cost punishment may be increased in the future so
as to encourage the agent to initiate a production run only when its inventory is much lower.
It is, however, important to be cognisant of the fact that the manufacturer still incurred order
stock-outs despite these relatively high inventory levels.
The manufacturer also exhibited instances of unrestrained manufacturing albeit more moderate
than the warehouse and the hospital. The unconstrained manufacturing often took place as a
direct result of complete order stock-outs (i.e. inventory level of zero). The manufacturer had,
on the other hand, managed to recover sufficiently without excessive manufacturing after the
respective demand changes of days 541 and 721, as may be seen in the figure. This is again
an indicator that the manufacturing agent had potentially not learnt sufficiently in the states
involving critically low inventory levels (because of too few visits).
9.2.2 Experiment 2
In Scenario 2, each clinic had visibility over the inventory in its neighbourhood available for
exchange at the current point in time. Clinics also enjoyed visibility over incoming orders that
were guaranteed to arrive in their neighbourhood within the next 24 hours (i.e. the following
discrete time step). Coupled with this information visibility, each clinic could also opt to issue
an informal order to one (or more) of its neighbours when necessary (most likely when its
own inventory was relatively low). In some instances during Experiment 1, it was observed
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Figure 9.8: The inventory level of the manufacturer over the course of four years during a replication
run of Experiment 1.
that one or two clinics in a neighbourhood incurred stock-outs despite the aggregate inventory
available in the entire neighbourhood being sufficient for the total neighbourhood demand (refer
to Figure 9.5). As a result, it may be expected that inventory sharing according to Scenario 2
may lead to a decrease in the number of stock-outs when compared with Scenario 1. Stock-outs
may, however, not be eradicated entirely since all of the clinics in any given neighbourhood may
potentially experience stock-outs simultaneously.
The mean total number of end-user stock-outs observed during Experiment 2 was 3 045 —
an average decrease of 46.9% in respect of the benchmark scenario. The number of end-user
stock-outs observed at each of the seven health-care facilities during Experiment 2 is shown
in Figure 9.9. The mean number of end-user stock-outs incurred by the hospital was 795 in
Scenario 2 (compared with 2 262 in Scenario 1) and the mean number of stock-outs observed
at each of the six clinics varied between 340 and 403, respectively. Arguably the most notable
observation here is that all of the clinics seemed to have performed relatively similarly when
compared to the differences observed between them in Experiment 1.
The ANOVA test revealed that there are statistical differences at a 5% level of significance
between the means of the end-user stock-outs incurred by the seven health-care facilities during
Experiment 2 (a p-value of less than 1.1 × 10−16). The Levene test further revealed that there
is a statistical difference between the variances of at least one pair of facilities (a p-value of
1.6900×10−4) and so the Games-Howell test was performed to determine where the differences in
respect of the number of stock-outs occur. The p-values returned by the Games-Howell post hoc
test are shown in Table 9.1. These results show that there is a statistical difference between the
performances of each hospital-clinic pair, while all six clinics are statistically indistinguishable
from one another at a 5% level of significance.
While it is clear that the overall number of stock-outs decreased in Scenario 2, it is worthwhile
to inspect the performance of the health-care facilities individually. Comparative box plots
showing the differences between the six clinics (the only facilities that were allowed to share
inventory) in respect of the number of end-user stock-outs observed during Experiments 1 and
2 are shown in Figure 9.10. Statistical analyses of these results revealed that Clinic B was the
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Figure 9.9: The number of end-user stock-outs observed at each health-care facility during Experi-
ment 2.
Facility A B C D E F
H 2.26× 10−5 2.51× 10−5 1.12× 10−5 1.52× 10−6 8.12× 10−7 1.08× 10−6
A — 9.99× 10−1 9.99× 10−1 9.60× 10−1 8.52× 10−1 9.14× 10−1
B — — 9.99× 10−1 9.78× 10−1 8.99× 10−1 9.46× 10−1
C — — — 9.84× 10−1 9.06× 10−1 9.54× 10−1
D — — — — 9.99× 10−1 9.99× 10−1
E — — — — — 9.99× 10−1
Table 9.1: The Games-Howell test p-values indicating where significant differences occur between the
health-care facilities in Scenario 2 in respect of the number of end-user stock-outs observed. Table entries
smaller than 0.05 are typeset in red and indicate a statistical difference between the pair of facilities at
a 5% significance level.
only clinic that performed worse during Scenario 2 than during the first scenario at a 5% level
of significance (a p-value of 0.0065). Clinics A and E, on the other hand, produced marked
statistical improvements over their Scenario 1 performances (both p-values less than 1× 10−15).
The number of stock-outs incurred by Clinics C, D and F during Scenario 2 are, however,
statistically indistinguishable from their Scenario 1 performances at a 5% level of significance (a
p-value of 0.6082 for Clinic C, a p-value of 0.4840 for Clinic D and a p-value of 0.3630 for Clinic
F). A notable observation is that the respective Scenario 2 box plots of these three facilities are all
shorter than their corresponding box plots of Experiment 1. This implies that the introduction
of informal inventory sharing in Scenario 2 led to improved consistency in the performances of
these facilities. This finding is explained by the fact that each clinic had improved control over
its own inventory position when compared with Scenario 1.
A section of the policy learnt by Clinic A during the training run of Scenario 2 is shown in
Table 9.2. This table shows a selection of states for which the agent learnt action a4 to be
the most effective — that is the informal ordering action (the action space of the clinic agent
was described in §8.3.2). As may be seen in this table, it is evident that the agent had learnt
that it should issue an informal order when its effective inventory level is critically low during
periods of high demand, and the neighbourhood has a sufficient amount of inventory available
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Figure 9.10: The number of end-user stock-outs observed at Clinics A–F during Scenarios 1 and 2,
respectively. The relevant scenario is indicated to the left of the median of the corresponding box plot.
for exchange. In all of the states shown in this table, the clinic’s amount of inventory on order
was between 541 and 1 100. By implication, the agent had already ordered more than the single
largest order quantity available to it by the time it encountered any of these states. But if none
of this ordered inventory was scheduled to arrive within the next day, the clinic had to resort to
informal orders in the interim so as to satisfy the following day’s demand. The ability of each
agent to have learned a policy that makes effective use of the informal ordering option is what













17 388 0–4 None 541–1 100 High 201 or more a4
17 389 5–9 None 541–1 100 High 201 or more a4
17 390 10–14 None 541–1 100 High 201 or more a4
17 391 15–19 None 541–1 100 High 201 or more a4
17 392 20–24 None 541–1 100 High 201 or more a4
17 401 65–69 None 541–1 100 High 201 or more a4
17 402 70–74 None 541–1 100 High 201 or more a4
17 403 75–79 None 541–1 100 High 201 or more a4
17 404 80–84 None 541–1 100 High 201 or more a4
17 405 85–89 None 541–1 100 High 201 or more a4
Table 9.2: A portion of the policy learnt by Clinic A during the training run of Scenario 2.
An interesting example of how inventory sharing between clinics may help to mitigate stock-outs
was observed during Experiment 2 and this particular instance is explained with reference to
Table 9.3. This table contains information pertaining to the inventory held by Clinics D, E and
F, and their actions taken at the end of each day for a period of nine days following a demand
increase during a replication run. At the end of day 181 (the day of the demand transition),
each of the three clinics had sufficient inventory to fulfil demand during the following day (the
maximum daily demand is 100 units). At the end of day 182, however, Clinic E held only 19 units
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of inventory and consequently placed an informal order to Clinic A (whose inventory level was
relatively high) so as to avoid stock-outs on day 183. At the end of the following day (day 183),
Clinic E issued a formal replenishment order despite holding only 19 units in storage, because
it had visibility over an incoming delivery scheduled to arrive at the start of day 184. In other
words, it could afford not to place an informal order again because it knew its inventory level
would be sufficient at the start of the next day to satisfy end-user demand. Similarly, Clinic F
ordered from its neighbours on days 185 and 186 when its own inventory level was critically low.
At the end of day 186, Clinic F ordered inventory from both neighbours, since neither of them
had a sufficient inventory level (each clinic must retain at least 100 units when making inventory
available for sharing as explained in §7.1). As a direct result of this inventory-sharing business
rule, all three clinics managed to avoid stock-outs successfully during day 187. At the end of
day 187, Clinics D and E could, in turn, order from Clinic F because the latter was guaranteed
to receive a large delivery at the start of the next day. This example serves as a demonstration
of how the clinics managed to self-organise in order to minimise stock-outs across their entire
neighbourhood.
Day
Clinic D Clinic E Clinic F
Inventory Action Inventory Action Inventory Action
181 741 0 107 0 423 0
182 648 0 19 4 331 3
183 472 0 19 3 246 3
184 382 3 308 0 152 0
185 294 0 220 3 61 4
186 110 2 129 0 55 4
187 13 4 11 4 1 3
188 11 0 3 0 276 0
189 462 0 458 0 195 0
Table 9.3: A sequence of the actions taken by the clinics in Neighbourhood 2 during a replication run
of Experiment 2.
Given the randomness involved in the simulation, it may be expected that clinic neighbourhoods
cannot eliminate stock-outs exclusively such as in the instance described above. It may, of course,
happen that neither clinic in a neighbourhood has inventory available for sharing at some point
in time. As a result, stock-outs may be observed at each neighbourhood member simultaneously.
Instances of this phenomenon were noted during Experiment 2, although very seldom. The total
amount of inventory available in Neighbourhood 1 (i.e. Clinics A, B and C) over time during
a replication run of Experiment 2 is shown in Figure 9.11. As may be seen in the figure, the
aggregate neighbourhood inventory rarely reached zero. In fact, over the course of the entire
five-year period, the aggregate neighbourhood inventory reached a level of zero on four days
only (days 547, 548, 1 267 and 1 627, respectively). Stock-outs were observed at all three clinics
during, and only during, these four days. On all other days during which stock-outs occurred
in the neighbourhood, at least one clinic managed to avoid stock-outs entirely as a result of the
inventory sharing.
Similar to Scenario 1, the clinics responded to demand increases during Scenario 2 by placing
large orders with their respective suppliers. Unlike in Scenario 1, however, the clinics could
mitigate stock-outs in the interim (while waiting for the orders) by means of informal ordering.
Due to the clinics alternating between formal and informal orders, the hospital and the warehouse
experienced comparatively less demand than in Experiment 1. The clinics had, nevertheless, still
placed relatively large orders at the start of a stock-out period, which placed the warehouse and
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Figure 9.11: The inventory level of Neighbourhood 1 over time during a replication run of Experiment 2.
hospital under pressure once more. In response to the heightened demand, these two suppliers,
in turn, placed large orders with the manufacturer and the latter also struggled to adapt to this
demand fluctuation in a timely fashion. Subsequently, the inventory level profiles of these three
supplying facilities were relatively similar to those observed during Scenario 1. Instances of the
unrestrained ordering and manufacturing described in §9.2.1 were once more observed during
Experiment 2. By implication, these agents had again not learnt the most effective actions for
the states involving relatively small amounts of inventory.
9.2.3 Experiment 3
Compared with Scenario 2, an additional layer of information sharing was added in Scenario 3.
In particular, each warehouse and hospital had visibility over the aggregate inventory levels of
their customer clinics as well as over the mean demand experienced by those clinics. It may be
expected that this added visibility would enhance the respective capabilities of the warehouse
and hospital to respond more effectively to changes in end-user demand when compared with
Scenario 2.
The results obtained during Experiment 3, however, failed to provide sufficient evidence in
support of this conjecture. The supply chain, in fact, delivered worse performance in respect
of unfulfilled end-user demand during Scenario 3 than in Scenario 2. The total number of end-
user stock-outs observed during Experiment 3 was 4 241 — an average increase of 39.2% when
compared with Scenario 2. The results obtained during the third experiment are, however,
statistically superior to the effectiveness observed during Experiment 1. There are two primary
factors that conspired towards the realisation of the poor performance during Scenario 3. The
first is that the warehouse and the hospital typically carried less inventory than during the
first two scenarios, and this increased their likelihood for incurring stock-outs substantially.
The second motivating factor was that the warehouse and the hospital were also too slow in
detecting changes in end-user demand in a timely fashion. As a result, both these facilities
incurred substantial order stock-outs which, in turn, led to multiple stock-outs at the clinics
downstream.
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Each replication run contained five periods of low end-user demand and five periods of high
end-user demand (i.e. ten demand periods). In order to gain insight into the mean amount
of inventory carried by a facility over the course of the five years, the mean daily amount of
inventory held by any facility was calculated for each of the ten demand periods. In other
words, ten observations were produced and each observation was the mean daily amount of
inventory held by a facility over the course of a 180-day demand period (over the 30 replication
runs). A graphic depicting the mean daily amount of inventory held per demand period by the
warehouse and the hospital during the first three Scenarios is shown in Figure 9.12. In each
graph, Observations 1, 3, 5, 7 and 9 correspond with the low end-user demand periods while
the remaining observations were made during periods of high demand. As may be seen in both
Figures 9.12(a) and 9.12(b), the hospital and the warehouse each carried much less inventory
on average during Scenario 3 than during Scenarios 1 and 2.


























(a) The hospital (Facility H)


























(b) The warehouse (Facility W)
Figure 9.12: The mean daily amount of inventory held by the hospital and the warehouse during the
ten demand periods for each of the first three scenarios.
For the warehouse and hospital agents, the customer clinics’ inventory levels state variable was
discretised into two integer intervals, as mentioned in §8.3.1. Subsequently, these two agents
could only distinguish between an aggregate customer neighbourhood inventory level of less
than 500, or greater than 500. Closer inspection of the results revealed that a neighbourhood
that carried more than 500 units of inventory at any given time tended to avoid stock-outs
in the short-term. During periods of low end-user demand, the clinic neighbourhoods carried
relatively high levels of inventory (much higher than 500) and therefore the clinics did not
order as frequently. Newly equipped with visibility over the clinics’ high inventory levels during
Scenario 3, the warehouse and hospital could afford the luxury of carrying less inventory than
during the first two scenarios. Although the lower inventory levels may be desirable in terms of
holding cost, this posed a significant problem during substantial demand fluctuations.
During Experiment 3 it was observed that, when the aggregate clinic neighbourhood inventory
decreased below 500, it typically happened only two or more days after the initial demand
increase (i.e. the first day of a new high-demand period). Furthermore, end-user demand was
measured as a five-day moving average of the daily demand, as mentioned in §7.1. As a result,
the warehouse and hospital occasionally perceived end-user demand as ‘low’ during the first day
or two of a high-demand period when it was, in fact, high. The implications of these phenomena
were that the two suppliers were often too slow in recognising the demand transition. Coupled
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with their already low inventory levels, this led to substantial order stock-outs which ultimately
came to the detriment of the clinics. Although the clinics could still share inventory between
them directly after the demand increase (as observed in Scenario 2), they often incurred stock-
outs at a later stage because of the suppliers’ delayed responses and low inventory levels.
The aggregate inventory level of Neighbourhood 2 observed over a period of forty days during
five separate replication runs of Experiment 3 is shown in Figure 9.13. As may be seen in this
figure, the total amount of inventory in the neighbourhood often exceeded a value of 500 during
either low or high demand (before day 180 and after day 190). It was only in the direct aftermath
of the demand increase on day 181 that the aggregate inventory level decreased more rapidly
than before. The earliest instances of the aggregate inventory level decreasing below 500 were
observed on day 183 for replication runs 1, 2 and 4, respectively. In other words, the warehouse
perceived these clinics to have ‘sufficient’ inventory available on days 181 and 182 during these
three replication runs.
































Figure 9.13: The total amount of inventory in Neighbourhood 2 during five separate replication runs
of Experiment 3.
A selection of the states perceived by, and actions taken by, the warehouse in replication run
2 of Figure 9.13 is shown in Table 9.4. This table contains a selection of the warehouse’s state
variables perceived over the course of days 179–190. As shown in this table, the warehouse
perceived end-user demand as ‘low’ on day 181 (when it was, in fact, high) and the aggregate
neighbourhood inventory level was 1 000 units at the same time. It was only on day 182,
however, that the warehouse detected the demand as high and responded accordingly by placing
a replenishment order for 3 000 units. This action, however, proved to be too late and led to
substantial order stock-outs on days 186–189. Since the warehouse could not fulfil the heightened
demand in a timely fashion, all three clinics in Neighbourhood 2 incurred stock-outs on day 186.
Comparative box plots showing the unfulfilled demand observed at each of the seven health-
care facilities during Scenario 3 is shown in Figure 9.14. Similar to the results obtained during
Experiment 2, the performances of the clinics were statistically indistinguishable at a 5% level
of significance (a p-value of greater than 0.05 for all clinic pairs). This may be attributed to
the fact that all the clinics in a neighbourhood were affected equally when stock-outs incurred
upstream. For instance, when either the hospital or the warehouse was out of stock at any given
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179 2 445 2 056 1 373 Low 0
180 2 445 2 056 1 259 Low 0
181 2 410 3 556 1 000 Low 0
182 7 208 3 016 718 High 3 000
183 6 085 1 936 443 High 0
184 6 083 1 396 170 High 0
185 6 081 436 16 High 0
186 6 320 0 0 High 0
187 6 320 0 277 High 0
188 8 720 0 550 High 0
189 8 720 0 1 359 High 0
190 8 405 1 986 1 632 High 3 000
Table 9.4: A selection of the states perceived by, and actions taken by, the warehouse during a replication
run of Experiment 3.
point in time, they could not fulfil the demand of any one of their customer clinics at that time.
Given the homogeneous end-user demand profile, all clinics experienced stock-outs of more or
less the same magnitude (specifically during stock shortages upstream).

























Figure 9.14: The number of end-user stock-outs observed at each health-care facility during Experi-
ment 3.
It is evident that the state spaces of the warehouse and hospital agents played defining roles in
shaping the policies learnt by these agents during the training run of Scenario 3. More specifi-
cally, the discretisation of the clinics’ inventory levels and end-user demand state variables was
arguably performed too coarsely and this limited the performance of the Q-learning algorithm.
A potential approach towards refining the policies learnt by warehouses and hospitals in the fu-
ture may be to provide a more finely-grained representation of the clinics’ inventory level state
variable. Although this will increase the size of each agent’s state space, access to more de-
tailed information may allow these agents to learn more effectively. A potentially more suitable
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approach may, however, be to rather employ a state variable capturing the rate of change in
the clinics’ inventory levels as opposed to an instantaneous value not linked to time. A second
potential intervention involves the manner in which end-user demand is estimated by facilities
upstream. In the context of Experiment 3, it was shown that estimating the end-user demand
as a moving average over a sample window of five days was inadequate. It is therefore expected
that a shorter sample window may provide improved effectiveness than a five-day window. This
may, however, not be desirable since a too small window size may lead to an inaccurate estima-
tion of actual demand, specifically when demand is volatile. The end-user demand state variable
may further also be discretised into more intervals (of smaller magnitudes) in order to estimate
demand more accurately. Since the actual demand distribution is typically unknown in practice
this may, however, not be a trivial task.
In order to gain a better understanding of the influence of the sample window size as discussed
above, Experiments 1, 2 and 3 were repeated with every facility allowed to estimate end-user
demand (as either low or high) based on a sample window of one day. This enabled each clinic
to correctly identify the actual demand class on any given day, for each of the three scenarios.
Furthermore, there was no delay in the classification of end-user demand by the warehouse and
the hospital during the third scenario. Given that the warehouse and the hospital did not have
visibility over end-user demand during the first two information-sharing scenarios, the sample
window size only took effect for them from Scenario 3 onwards. The repeat of Experiment 1
with a sample window of one day is called Experiment 1(a) and the remaining two are called
Experiment 2(a) and Experiment 3(a), respectively. Comparative box plots showing the results
obtained in respect of unfulfilled end-user demand during Experiments 1–3 for sample window


































Figure 9.15: The number of end-user stock-outs observed during Experiments 1, 2, 3 with sample
window sizes of one and five, respectively.
Although each training simulation run was originally performed based on a five-day moving
average estimation of end-user demand by all agents, it is clear that the policies learnt proved
more effective when they were implemented in the context of a smaller sample window (of one
day). For each experiment, end-user demand estimated based on a one-day moving average of
end-user demand yielded statistically superior results over its five-day counterpart at a 5% level
of significance (a p-value of 8.2778×10−3 for Experiments 1 and 1(a), a p-value of 3.3527×10−2
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for Experiments 2 and 2(a), and a p-value of 8.5072× 10−9 for the third experiment pair). The
respective improvements observed during the first two information-sharing scenarios may be
attributed to the clinics placing orders comparatively sooner directly after a demand increase.
During Experiment 3(a) it was observed that the warehouse and hospital still carried relatively
low inventory levels as was the case in the original experiment. But since the hospital and the
warehouse could detect demand changes immediately and effectively, they managed to respond
much quicker (by placing orders in a timely fasion) when compared with their performances in
the original Experiment 3. Notably, Experiments 2(a) and 3(a) are statistically indistinguishable
at a 5% level of significance (a p-value of 0.1429). This finding suggests that the generally larger
amounts of inventory carried by the warehouse and the hospital coupled with their lack of
visibility over end-user demand during Experiment 2(a) were neutralised by their comparatively
lower inventory levels and quicker response times (based on the visibility over the most recent
end-user demand) during Experiment 3(a).
Compared with the benchmark scenario, the mean number of stock-outs decreased by 26.0%
during Experiment 3. In view of the discussion above, it may be concluded that it was the
informal inventory sharing between clinics, as opposed to the added visibility granted to the
warehouse and the hospital, that had a more prominent influence on this improved performance.
9.2.4 Experiment 4
The fourth information-sharing scenario was investigated during Experiment 4. According to
this scenario, the warehouse and the hospital could share inventory between them and they
also had some visibility over the manufacturer’s inventory position. The mean number of end-
user stock-outs observed during Experiment 4 was 3 456, an average decrease of 18.5% when
compared with Experiment 3. This result suggests that, despite the five-day end-user demand
sample window, the added information-sharing capabilities of Scenario 4 managed to provide a
considerable improvement over the performance over Experiment 3.
Careful inspection of the policies learnt during the training run of Scenario 4, however, revealed
that the warehouse and the hospital had not necessarily learnt to make effective use of their
informal ordering action. This may be attributed to a relatively poor exploration of their
respective state spaces. These agents did not manage to explore their lower inventory states
sufficiently during learning, despite the Q-learning algorithm reaching convergence. For instance,
out of 13 440 possible states involving an inventory level of 2 499 or less, and 0–33% expiries
during the upcoming lead time, the hospital agent had only visited 295 of these states a 100
times or more. Out of the warehouse agent’s 6 720 possible states corresponding with the same
two state variables, it had only visited 278 of these states more than a 100 times. This occurred
despite the total number of learning iterations involved in the training run of Scenario 4 being
43 250 000. This is yet another clear indication of the limitations involved in the particular
implementation of reinforcement learning in this context and raises the question of whether or
not no-ordering streaks could have enhanced learning.
Despite this apparent shortcoming in the performance of the Q-learning algorithm, the ware-
house and the hospital rarely encountered critically-low inventory level states during Experi-
ment 4. This may be attributed to more regular instances of unrestrained ordering (as discussed
in the previous sections) which led to generally higher inventory levels for both of these facili-
ties. A graph showing the daily amount of inventory held by the hospital over the course of four
years during three separate replication runs of Scenario 4 is shown in Figure 9.16. In contrast
with the previous experiments, the hospital ordered extremely large amounts of inventory much
more frequently during Scenario 4. The warehouse, on the other hand, did not exhibit the same
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erratic ordering pattern although some dramatic spikes in the amount of inventory carried were
observed sporadically. The hospital agent had 76 800 states during Scenario 4 — twice as many
states as the warehouse agent. In view of this difference, it is conjectured that the hospital
agent struggled more to learn an effective policy because its state space was more fragmented.
It may have happened that the Q-learning algorithm converged prematurely during learning and
therefore deprived the agent of an opportunity to learn more effectively. Despite the relatively
higher inventory levels, the warehouse and hospital still incurred order stock-outs somewhat
sporadically, resulting in unfulfilled patient demand.




















Figure 9.16: The inventory level of the hospital during three replication runs of Experiment 4.
A relatively small number of informal ordering actions was observed at either the warehouse or
the hospital during the respective replication runs of Experiment 4 (even when inventory levels
were relatively low). An analysis of the results obtained in Experiment 4 revealed that these
facilities typically preferred formal replenishment orders over informal replenishment orders.
During the twenty-first replication run of Experiment 4, for example, it was observed that
the warehouse placed three consecutive formal replenishment orders on days 185, 186 and 187
(demand increased to high on day 181). The warehouse performed these actions as a direct
result of its decreasing inventory level and its realisation of the change in end-user demand. The
warehouse, however, resorted to informal ordering only when it did not carry any inventory at
all. This was observed during days 188, 189 and 190.
The potential reasons for this behaviour are twofold. The first is that the agent may have
learnt to better utilise the informal ordering option had it spent sufficiently more time in the
low inventory states. Another motivation may be that the punishment awarded for an informal
ordering action was too large. Furthermore, the expected lead time for a delivery between the
warehouse and the hospital was four days. A combination of this lead time window and the
large penalty may have conspired in such a way that it encouraged the agent to prefer formal
orders over informal orders. In the example discussed above, it was interesting to note that the
warehouse issued informal orders only at times when its inventory level was zero. This implies
that the agent had, in fact, recognised that informal ordering was a solution towards replenishing
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stock and the informal order punishment may have not been too large after all. In other words,
there were encouraging signs showing that the agent had learnt effective actions although this
occurred only in isolated instances. Due to time limitations, it was not possible to experiment
further with different values of the informal ordering punishment.
The most significant improvement in respect of the number of end-user stock-outs in the context
of Scenario 4 was observed at the hospital. Given that the hospital often held more inventory
than during Scenario 3, it enhanced its ability for satisfying its own end-user demand. The
hospital and the warehouse had, however, still incurred order stock-outs sporadically during
Scenario 4 as a direct result of the fluctuations in end-user demand.
9.2.5 Experiment 5
Scenario 5 was the only information-sharing arrangement during which the manufacturer had
access to information other than its own local information. The warehouse had visibility over
the aggregate inventory levels of its primary customers as well as over its secondary customers
(the clinics). Additionally, the manufacturer could also observe the end-user demand observed
at the respective health-care clinics. The computation time required for training all the agents
during Scenario 5 was 169 hours and comprised 52 400 000 learning iterations.
The mean number of stock-outs observed in the entire supply chain during Experiment 5 was
3 589. This was a 3.8% increase from the number of stock-outs observed during Experiment 4.
The two means returned by these two experiments are, however, statistically indistinguishable
at 5% level of significance. This implies that the added visibility afforded to the manufacturing
entity during this scenario was ineffective in terms of reducing the total number of end-user
stock-outs. By the same token, supply chain performance did not worsen in respect of the
unfulfilled demand KPI when comparing Scenario 4 and Scenario 5. During Scenario 5 the
warehouse and the hospital exhibited considerably fewer instances of unrestrained ordering than
in the previous experiments.
Given that the fundamental difference between Scenarios 4 and 5 lies in the manufacturer’s sup-
ply chain visibility, the analysis in this section is focussed on the performance of the manufactur-
ing entity during Experiment 5. The mean daily amount of inventory held by the manufacturer
per demand period during each of the five experiments is shown in Figure 9.17. The highest
mean inventory levels were observed during Scenario 4. This is explained by the occasionally
erratic ordering behaviour of the warehouse and the hospital which compelled the manufacturer
to carry large amounts of inventory. The mean inventory levels observed during the first three
experiments were comparatively lower because of the more evenly distributed demand (in the
form of orders from the warehouse and the hospital). A graph illustrating how the manufacturer
generally carried smaller amounts of inventory during periods of low demand in Experiment 5
than in Experiment 4 is shown in Figure 9.18.
Arguably the most significant observation was that the mean daily amount of inventory held
by the manufacturer during Scenario 5 appears to be the inverse of the profiles observed during
the first four scenarios. In Experiments 1–4 the manufacturer generally carried more inventory
during periods of low demand than during periods of high demand. The results obtained from
Experiment 5, however, revealed that the manufacturer carried lower levels of inventory during
periods of low demand and larger amounts of inventory during periods of high-user demand.
During periods of low end-user demand, Scenario 5 was the scenario that yielded the lowest mean
daily amount of inventory carried. By implication, the visibility over the amount of inventory
available downstream had allowed the manufacturer to carry comparatively less inventory. This
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Figure 9.17: The mean daily amount of inventory held by the manufacturer during the ten demand
periods for each of the five scenarios.





















Figure 9.18: The amount of inventory carried by the manufacturer during two separate replication runs
of Experiments 4 and 5, respectively.
was observed specifically during periods of established low demand because the risk of order
stock-outs was relatively small.
Similar to the observation during Scenario 3, the discretisation of the customers’ inventory levels
and end-user demand for the manufacturer was arguably performed too coarsely. As a result, the
manufacturer could not make more effective use of the information types it had at its disposal.
The customers’ aggregate inventory levels decreased below the respective critical state variable
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values far too late for the manufacturer to react in a timely fashion. Because of the five-day
moving average employed in respect of quantifying end-user demand, the manufacturer could
also only perceive a change in the demand period a day or two after the first day of the new
high-demand period.
9.2.6 Synopsis of the relative effectiveness of information sharing
The objective in this section is first to provide a condensed summary of some of the most salient
observations made during each of the five experiments. Thereafter, the relative effectiveness
of the five information-sharing scenarios is evaluated statistically in respect of the unfulfilled
demand KPI. The discussion closes with a critical appraisal emphasising the fact that the results
should be interpreted conceptually.
The results obtained during Experiment 1 revealed that the policies learnt by the respective
agents not always manifested in consistent ordering behaviour. The instances of occasional un-
restrained ordering or manufacturing observed showed that the agents had not always explored
their respective state spaces sufficiently during learning. It may also be that the discretisation of
some state variables was performed too coarsely and that this potentially led agents to perceive
functionally different situations as identical. A key outcome of Experiment 1 was a demonstra-
tion of instances where clinics incurred stock-outs despite a sufficient amount of inventory being
available at neighbouring clinics at the same time instant.
The favourable impact of informal inventory sharing between clinics was clearly illustrated during
Experiment 2. The results showed that all the clinic agents had successfully learnt to order from
neighbours when their own inventory levels were critically low and those of their neighbours
sufficiently high. Due to a greater degree of control over their own inventory levels, the variance in
unfulfilled demand decreased considerably when compared with Experiment 1. It is important to
stress the influence that the visibility over incoming shipments had in the improved effectiveness
observed during Experiment 2. If, for instance, a clinic did not have this level of visibility it
would have been less clear when and with whom it should place an informal order at any given
point in time. It is therefore a combination of the information shared and the practical ability
to share inventory that led to the decrease in unfulfilled demand observed during Experiment 2.
The results obtained during Experiment 3 were exemplary of a case where, although information
was shared, it was not sufficiently meaningful to improve overall supply chain performance in
respect of unfulfilled demand. Although the warehouse and the hospital had visibility over
the aggregate inventory levels of their customers, this information was not sufficiently detailed.
It did, however, grant the two suppliers the opportunity to carry smaller amounts of inventory
during low end-user demand, when compared with the previous two scenarios. This phenomenon
consequently came to the detriment of the end-users because the information made available to
the suppliers did not convey the news of a demand transition in a timely fashion.
Instances of unrestrained ordering by the warehouse and the hospital were observed during all
five experiments, but it appeared to be more erratic during Scenario 4. This behaviour may
again be attributed to an inadequate exploration of the agents’ respective state spaces, especially
when considering that the size of the warehouse and hospital agents’ state spaces quadrupled
from Scenario 3. This contributed to the observation that these two agents did not learn how
to make best use of their ability to share inventory. The results obtained during Experiment
4 were therefore not as compelling in respect of demonstrating the impact of inventory sharing
between hospitals and warehouses.
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The results obtained during Experiment 5 revealed that visibility over supply chain events
downstream may improve the ability of a manufacturer to manage its own inventory more effec-
tively. It was, for example, observed that the manufacturer could afford to carry comparatively
smaller amounts of inventory during Scenario 5 than during scenarios void of supply chain vis-
ibility. Similar to the results observed during Experiment 3, the information made available
to the manufacturer was not sufficient to reveal substantial changes in end-user demand in a
timely fashion. As a result, the manufacturer could not respond effectively to suddenly height-
ened demand. Additionally, it appeared as if inadequate inventory management observed at the
warehouse and the hospital, as opposed to at the manufacturer, contributed largely to unfulfilled
end-user demand. In other words, the value of the information shared with the manufacturer was
limited because the manufacturer alone could not influence the fulfilment of end-user demand
significantly when compared with Scenario 4.
The total number of end-user stock-outs observed during each of the five experiments is shown
in Figure 9.19. The ANOVA test revealed that there is a statistical difference in respect of
unfulfilled end-user demand between the five experiments at a 5% level of significance (a p-value
of less than 1 × 10−17). The Levene test was subsequently employed to compare the variances
of the five samples. The test returned a p-value of 0.8399 indicating that the variances are
statistically indistinguishable at a 95% confidence level. The Fisher LSD was therefore finally
employed to determine where the differences between the effectiveness of the five information-
sharing scenarios occur in respect of the number of end-user stock-outs observed.



























Figure 9.19: The number of end-user stock-outs observed for each information-sharing scenario during
Experiments 1–5.
The p-values returned by the Fisher LSD test are presented in Table 9.5. From the results of
the Fisher LSD test it follows that there is a statistical difference between the results of every
experiment pair apart from the pair involving Scenarios 4 and 5. In terms of the number of
end-user stock-outs KPI, Scenario 2 was shown to be the most effective. By implication, it
was better to allow informal inventory sharing between clinics, while not affording any form of
supply chain visibility to at least one other facility. Nonetheless, the effectiveness of Scenarios 3,
4 and 5 were all statistically superior over the benchmark scenario at a 5% level of significance.
It is conjectured that this outcome may be attributed largely to the abilities of clinics to share
inventory between themselves, as opposed to the supply chain visibility afforded to suppliers
upstream. Contrary to expectations, Experiment 3 revealed that the third information-sharing
scenario was, in fact, statistically less effective than Scenario 2 in respect of unfulfilled demand.
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Fisher LSD test p-values: Number of stock-outs
Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5
Scenario 1 — < 1× 10−17 8.4884× 10−12 < 1× 10−17 < 1× 10−17
Scenario 2 — — 1.9010× 10−8 4.2606× 10−2 7.6646× 10−3
Scenario 3 — — — 1.4291× 10−4 1.4472× 10−3
Scenario 4 — — — — 5.1058× 10−1
Scenario 5 — — — — —
Mean 5 733.67 3 045.40 4 240.90 3 456.23 3 588.70
Table 9.5: Differences in respect of the total number of end-user stock-outs observed during Experiments
1–5. Table entries smaller than 0.05 are typeset in red and indicate a statistical difference between the
pair of facilities at a 5% significance level.
This finding was attributed to the inherent limitations involved in the types of information shared
with the warehouse and the hospital, as discussed above. Furthermore, the results of Scenarios
4 and 5 were statistically indistinguishable in respect of unfulfilled demand at a 5% level of
significance. This implies that the supply chain visibility provided to the manufacturer could
not affect a statistical improvement in respect of unfulfilled end-user demand. In practical terms,
this finding suggests that the installation of the infrastructure required to share the relevant types
of information with the manufacturer is not warranted at a 5% level of significance.
An analysis of the number of order stock-outs observed at the manufacturer, the warehouse
and the hospital during each of the five experiments did not reveal valuable insights into the
effectiveness of information sharing. Based on the occasional erratic ordering and manufacturing
patterns exhibited by these facilities, the variances observed in the number of order stock-outs
were large. At times when these facilities carried large amounts of inventory they were able to
almost always respond to high demand in a timely fashion. Conversely, during the occasional
periods when a supplier did not have any stock on hand, it incurred substantial order stock-outs
when these periods coincided with heightened demand from its customers. As a result, the
number of order stock-outs varied from relatively low to relatively high with no apparent trend
observed over the five experiments.
It is imperative to stress that the results obtained in the information-sharing effectiveness com-
parison analysis should be interpreted in the context of a concept demonstration. The experi-
mental design was carried out in terms of a hypothetical supply chain network and the results
obtained may therefore not be directly transferable to a real-world context. It was also shown
that reinforcement learning is a suitable solution approach towards learning largely (although
not entirely) effective inventory management policies. It is, however, acknowledged that the
performance of the Q-learning algorithm was limited by some of the challenges involved in the
learning procedure as described in this thesis. The implementation of reinforcement learning
in the context of the five experiments may therefore be refined so as to potentially improve its
effectiveness in the future. Nevertheless, the results obtained in this thesis still succeeded in
pronouncing conceptually on the potential impact of information sharing in a pharmaceutical
supply chain context. It was, for example, shown that informal inventory sharing between clin-
ics is indeed a feasible approach towards mitigating stock-outs in the short-term. The results
also emphasised the importance of sharing specific and meaningful data so as to improve over-
all supply chain performance. Finally, the results provided an indication that self-organising
inventory management is a viable approach if the entities involved are provided with sufficient
information.
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9.3 Chapter summary
The results obtained in the information-sharing effectiveness comparison analysis conducted in
this thesis were presented in this chapter. The chapter opened with a general introduction ex-
plaining the format in which these results would be presented and analysed. This was followed
by a systematic discussion on the results obtained during each of the five simulation experiments.
As expected, the benchmark scenario (Scenario 1) performed significantly worse in respect of
the number of end-user stock-outs KPI, when compared with each of the other four information-
sharing arrangements. The results further revealed that Scenario 2 was statistically the most
effective information-sharing configuration in respect of minimising unfulfilled demand. In other
words, neither of the layers of visibility added during Scenarios 3, 4 and 5 yielded any statisti-
cally significant improvement over the effectiveness observed during Scenario 2. The analysis also
underlined the importance of sharing disaggregated information as opposed to too-coarsely ag-
gregated information (i.e. information should be specific and meaningful). Notably, no product
expiries were observed during any experiment as a result of the inventory management policies
being learnt on a first-expire first-out principle.
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The purpose of this chapter is to provide the reader with a brief overview of the work reported
in this thesis. A summary of the thesis contents is provided in §10.1 and this is followed by a
critical assessment of the research contributions in §10.2.
10.1 Thesis summary
Including the current and following chapters, this thesis comprises a total of eleven chapters.
Apart from Chapter 1, these chapters have been partitioned into three parts. The purpose of
the only stand-alone chapter, Chapter 1, was to provide the reader with a general introduction
to the problem considered in this thesis. That introductory chapter opened with background
information pertaining to the problem under consideration in §1.1. This discussion highlighted
how a general lack of information sharing across the various tiers of a pharmaceutical supply
chain may lead to substantial stock-outs and expiries. This was followed by a formal outline
of the problem investigated in this thesis in §1.2. Thereafter, ten research objectives to be
pursued in this thesis were formulated and presented in §1.3. A delimitation of the thesis
scope was provided next in §1.4, and this was followed by an exposition in §1.5 of the research
methodology to be followed in this thesis. The chapter finally closed with a description of the
organisation of the contents in this thesis in §1.6.
A review of the academic literature involving the topics identified in Objective I of §1.3 was
provided in three further chapters in the first part of this thesis, Part 1, entitled Literature
review. The topic of supply chain management was researched in fulfilment of Objective I(a)
and subsequently discussed in Chapter 2. In §2.1, a general introduction was provided to the
notion of supply chain management and its constituent activities. This was followed in §2.2 by a
discussion on the predominant strategies typically employed in a commercial supply chain. The
third topic of review in that chapter involved the notorious bullwhip effect. Typical causes of
the bullwhip effect, as well as methods for countering this phenomenon, were described in §2.3.
The focus shifted in §2.4 to the importance of information sharing in supply chains, and this was
complemented with a description of demand-driven supply chain management in §2.5. A brief
review followed in §2.6 of the factors that typically hinder collaboration between supply chain
entities. Inventory management was a central theme in this thesis and a number of well-known
159
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inventory models were described next in §2.7. This was followed in §2.8 by a description of some
of the most popular measures employed to measure supply chain performance. The chapter
closed in §2.9 with a specific focus on pharmaceutical supply chains. That section included a
review of some of the most prominent challenges facing pharmaceutical supply chains not only
globally, but specifically also in the South African context.
The second chapter of Part I, Chapter 3, was devoted to a review of some of the most salient
characteristics of computer simulation and agent-based modelling, in fulfilment of Objective I(b).
A general introduction to the sub-discipline of computer simulation was provided in §3.1, and
this was followed by a review of some elementary simulation modelling concepts in §3.2. The
four predominant simulation modelling paradigms, namely discrete-event modelling, system dy-
namics modelling, agent-based modelling and dynamic systems modelling, were briefly discussed
in §3.3. A review was provided in §3.4 of a well-known twelve-step procedure for carrying out
a sound simulation study. This was followed in §3.5 by a brief review of some important con-
siderations involving simulation input data, before generally accepted techniques for simulation
model verification and validation were described in §3.6. Guidelines for developing an agent-
based model, with a specific focus on agent-based supply chain models, were finally provided in
§3.7.
Part I concluded in Chapter 4 with a brief overview of reinforcement learning, a sub-discipline
of machine learning, in fulfilment of Objective I(c). In order to better understand the relative
position of reinforcement learning within the realm of machine learning, a general introduction to
the latter field was provided in §4.1. The focus shifted in §4.2 to more specific characteristics of
reinforcement learning. This included a review of the notion of evaluative feedback, a formulation
of the reinforcement learning problem in general, and a description of a selection of reinforcement
learning approaches. The working of the reinforcement learning algorithm employed in this
thesis, Q-learning, was also described in that final section. The Q-learning algorithm was selected
for application in pursuit of Objective III. The literature review of Part I stands in fulfilment of
Objective I.
The focus in Part II of this thesis, entitled Pharmaceutical supply chain modelling, was on inves-
tigating the impact of information-sharing in a pharmaceutical supply chain within a simulation
modelling environment. In pursuit of Objective II, five hypothetical information-sharing sce-
narios were designed and described in the first chapter of Part II, Chapter 5. Certain general
considerations involving information sharing were first provided in §5.1, before the architecture
of each of the five proposed scenarios was described in §5.2. The relative effectiveness of informa-
tion sharing in a pharmaceutical supply chain was investigated in respect of these five scenarios
in this thesis.
A novel agent-based pharmaceutical supply chain simulation model was designed and developed
in fulfilment of Objective V and this model was discussed in Chapter 6. The model framework
was reviewed in §6.1, with a particular focus on the model input data, the model output data
and how a selection of supply chain processes was modelled. This was followed in §6.2 by a
description of the most prominent verification and validation techniques employed in respect of
the simulation model, in pursuit of Objective VI.
The inventory management problem considered in this thesis was formulated in Chapter 7 as a
reinforcement learning problem, in fulfilment of Objective VII. The state space design for each
agent and for each information-sharing scenario was first discussed in §7.1. In §7.2, the nature
of each agent’s action space was put forward. The derivation of a general form of the reward
function employed by each agent in this thesis was discussed next in §7.3. This was followed by
an overview of the learning rate and exploration rate parameters found to be suitable for the
relevant problem instances in §7.4 and §7.5, respectively.
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An experimental design approach towards investigating the five information-sharing scenarios
in the context of the agent-based simulation model of Chapter 6 was presented in Chapter 8,
in pursuit of Objective VIII. The chapter opened in §8.1 with insight into some of the most
prominent considerations involved in the design of the experiments. The architecture of the
hypothetical nine-facility pharmaceutical supply chain considered in all experiments was dis-
cussed next in §8.2. The exact algorithmic implementation of the Q-learning algorithm in all
experiments was described in §8.3. This discussion included the discretisation of each agent’s
action space and state space, and the final design of the reward function. A brief review of the
statistical tests employed to evaluate the results with respect to the KPIs identified in pursuit
of Objective IV was finally provided in §8.5.
The final chapter of Part II, Chapter 9, was devoted to a detailed analysis of the results obtained
during the experimental design of Chapter 8. The blueprint for the discussion of the results was
first presented in §9.1. This was followed by a statistical analysis of the results obtained during
each of the five experiments of the experimental design in §9.2, in fulfilment of Objective IX. The
results revealed that any information-sharing arrangement allowing inventory sharing between
clinics proved statistically superior over the no information-sharing benchmark scenario. It was
also shown that added layers of information sharing may not necessarily benefit supply chain
effectiveness, specifically when information is not sufficiently granular.
10.2 Appraisal of contributions
The objective in this section is to provide a brief summary and appraisal of the main research
contributions.
Contribution 1 The development of a novel pharmaceutical supply chain simulation modelling
framework in AnyLogic.
An agent-based computerised simulation model of a pharmaceutical supply chain was proposed
in Chapter 6. This simulation model is capable of modelling the high-level operation of a
pharmaceutical supply chain over time, with a particular focus on the flow of inventory and
information shared between entities. An extensive input structure is employed in the model
to capture as input a user-specified supply chain network with several user-specified attributes.
The simulation model accommodates the modelling of manufacturing facilities, warehouses,
hospitals as well as clinics and their respective operations (albeit at a relatively high level of
model abstraction). The user may specify the connections between facilities, the corresponding
delivery lead time distributions as well as the nature of end-user demand. The simulation model
animation makes it possible to visually inspect the flow of inventory during a simulation run.
Several performance measures such as inventory levels and the number of stock-outs observed
may be reported as model output data.
Contribution 2 The successful implementation of reinforcement learning in a simulated envi-
ronment for solving instances of the inventory management problem.
Reinforcement learning was embedded in the proposed simulation model and subsequently em-
ployed in order to enable agents to learn suitable inventory replenishment policies in the context
of a pharmaceutical supply chain modelled. Although reinforcement learning has been applied
previously to several instances of the inventory management problem in the literature, none of
these implementations are directly comparable with the work reported in this thesis. To the
author’s best knowledge, the work presented in this thesis is the first successful implementation
of reinforcement learning in AnyLogic with a particular view to investigate the impact of in-
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formation sharing on inventory management in pharmaceutical supply chains. The nine-facility
supply chain considered in this thesis is also relatively large when compared with the networks
typically employed in other studies involving reinforcement learning in the context of supply
chain management. The implementation of reinforcement learning in this thesis revealed in-
teresting phenomena that may provide valuable insight into solving a reinforcement learning
inventory problem in general.
Contribution 3 Five hypothetical information-sharing scenarios that may serve as a point of
departure for future research.
Five hypothetical information-sharing scenarios were designed and subsequently investigated in
this thesis. The first of these five scenarios did not involve any information sharing and was
considered as a benchmark. The scope of information sharing progressively increased further
over the remaining four scenarios. Although these information-sharing scenarios are hypothet-
ical, they provide a suitable platform for conducting further research in terms of the relative
effectiveness of different information-sharing arrangements.
Contribution 4 A demonstration of how inventory may be shared effectively between supply
chain peers in order to minimise short-term stock-outs.
An inventory-sharing scheme is proposed that allows supply chain facilities in close proximity to
one another to share inventory between them. The results obtained from the experiments car-
ried out in this thesis showed that inventory sharing between clinics is indeed a viable approach
towards mitigating the risk of short-term stock-outs. Although this ‘borrowing’ phenomenon is
already observed in practice in the South African context, it appears to be extremely ineffective
due to inadequate information sharing and poor regulation of the flow of inventory. The work
reported in this thesis presents a formal demonstration of how inventory sharing may be per-
formed effectively and efficiently when the right types of information are made available at the
right time.
Contribution 5 Evidence that information shared in a supply chain should be meaningful and
practicable in order to improve supply chain effectiveness.
The implementation of reinforcement learning in this thesis revealed that access to more infor-
mation does not necessarily always translate into improved supply chain performance. It was
shown that access to additional information may not always be beneficial, especially when the
information is not of the right type or of sufficient granularity.
Contribution 6 A successful demonstration of self-organising inventory management in a phar-
maceutical supply chain context.
Each reinforcement learning agent considered in this thesis behaved autonomously and no ex-
plicit control was imposed on these agents during any stage. The agents may therefore be said
to be self-organising. The policies learnt by the agents as part of the experimental design carried
out in this thesis revealed that these agents were able to learn relatively effective inventory man-
agement policies independently from one another. The most lucid demonstration of effective
self-organising inventory management was found in the exchange of inventory between clinics
during the final four information-sharing scenarios considered in this thesis. It was observed
that clinics in the same neighbourhood are able to mitigate the risk of incurring stock-outs
through self-organising behaviour where decisions were made based only on information pro-
vided to them. Although information was shared between agents, no explicit communication or
coordination were allowed between them.
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In fulfilment of Objective X of §1.3, a number of suggestions for possible future work involving
extensions to, or improvements of, the work documented in this thesis are mentioned in this final
chapter. Given the multi-faceted nature of the work reported in this thesis, there are numerous
avenues that may be pursued in future work and these avenues are stratified broadly into three
classes. Suggestions for future work involving the simulation model of Chapter 6 are provided
in §11.1. This is followed in §11.2 by a number of suggestions pertaining to the expansion of the
scope of information sharing as investigated in this thesis. Potential techniques for improving
the solution approach adopted in this thesis are finally provided in §11.3.
11.1 Suggestions involving the simulation model
The proposed simulation model concept demonstrator in its current state may be employed
extensively for further experimentation. In this thesis, only one set of end-user demand condi-
tions was considered during the experimental design. It is suggested that further experiments
be conducted involving a larger variety of demand conditions. Given that a homogeneous end-
user demand pattern was considered in this thesis, it would be more appropriate to investigate
the impact of heterogeneous demand (e.g. some clinics experience high demand while others
experience low demand simultaneously). This may provide improved insight into the impact
of information sharing during different end-user demand conditions. Furthermore, experiments
involving shorter (or longer) lead times and/or products with shorter (or longer) shelf-lives may
be performed so as to establish the relative effectiveness of information sharing when these vari-
ables are varied. Despite the computational burden associated with the implementation of the
Q-learning algorithm, it would also be appropriate to explore the impact of information sharing
on supply chain networks of different sizes or configurations. Finally, it is also suggested that
the simulation model’s capability to model special-case events (as mentioned in §6.1.1) should
be explored in order to investigate the robustness of an information-sharing arrangement.
There are also numerous opportunities available for expanding and refining the simulation model
concept demonstrator. Restricted transportation capabilities as well as limited storage capacities
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may, for example, be incorporated into the working of the model so as to attain an improved level
of realism in the model. In its current state, it is also assumed that each manufacturing agent
has a sufficient amount of raw materials available at all times. Since this assumption is fairly
idealistic, it would be more suitable to relax this assumption when developing the model further.
Another major factor limiting the simulation model in its current state is the modelling of time
as discrete (daily) time steps. Supply chain processes, such as the receipt of shipments and the
fulfilment of demand, are modelled as instantaneous events occurring in a fixed sequence — a
phenomenon that rarely (if at all) occurs in practice. In order to elevate the simulation model
towards a higher level of realism, it is suggested that a more a finely-grained time unit, such as
hours (if not minutes), should be adopted. This may provide a more natural representation of
the timing and sequence of most supply chain events.
If the improvements described above are made to the simulation model, it may be possible to
calibrate the simulation model with real-world data. Although this is expected to be a relatively
difficult endeavour, it may further enhance the potential value of the concept demonstrator
considerably. If this were to be carried out successfully, it may even be possible to perform
real-world case studies in the context of the simulation model. The agent-based architecture
underlying the simulation model also provides an exciting opportunity for modelling patients
as agents. This would provide the ability to model the behaviour of individual (or clusters of)
patients explicitly. For instance, some patients visit their local health-care clinics more frequently
than others and/or on specific days only, thereby influencing demand implicitly. Furthermore,
a patient confronted with a stock-out at his or her local health-care facility may proceed to seek
medicine elsewhere, again inflating the demand at other clinics. Modelling patients as agents
may, in turn, create a further opportunity to model the spread of disease so as to evaluate the
impact of this phenomenon on end-user demand at different health-care facilities. Consequently,
the relative effectiveness of information sharing in terms of detecting changes in demand that
occur as a result of the spread of disease may also be analysed.
11.2 Scope enlargement of information sharing
The notion of information sharing within a supply chain has numerous dimensions which provides
a large scope for future work. Apart from the no-information sharing scenario, four arbitrarily
designed information sharing arrangements were considered in this thesis. It would be appropri-
ate to experiment with alterations made to those four scenarios as well as to add entirely new
information-sharing arrangements. Suggestions for extensions in this regard include improved
visibility over deliveries (i.e. order tracking) and the sharing of facility-level information (as
opposed to aggregated information such as the total amount of inventory available in a cluster).
Performing a more extensive analysis in terms of information sharing may, for example, reveal
which types of shared information are more critical than others. Suppose, for example, that
sharing demand information as opposed to inventory level information is found to be more
valuable in the context of a particular objective. In practical terms, this may imply that the
technology infrastructure required to capture and share such data only needs to register demand
information (as opposed to inventory level information). In other words, fewer resources (in the
form of infrastructure, money or manpower) are required to achieve a particular objective.
Considering that the practical implementation of accurate information-capturing and sharing
systems may be extremely resource-intensive, it provides an added incentive for identifying
the most critical types of information that should be shared. It would also be appropriate to
investigate the granularity required for information shared to be the most effective.
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11.3 Solution approach suggestions
Although the implementation of the Q-learning algorithm proved extremely challenging, it may
be possible to improve on the performance of the algorithm in the context of the experiments
conducted in this thesis. The reward function, the learning rate parameters and the action-
selection techniques employed in this thesis may, for instance, be refined in order to enhance
learning. The results presented in Chapter 9 have shown that the agents appeared not to visit
their lower inventory states sufficiently many times during learning. It would be interesting to
investigate methods for improving on this learning performance in the future. It is also suggested
that the feasibility (and legitimacy) of the implementation of the no-ordering streaks proposed
in §7.5 be explored. Based on the results obtained in this thesis, it is also recommended to
adopt a more finely-grained representation of the agents’ state spaces so as to better evaluate
the impact of information sharing on their learning behaviour. The research conducted in this
study did, however, reaffirm a belief that the Q-learning algorithm appears to be inadequate for
large problem instances (which have continuous state spaces).
A more suitable reinforcement learning solution approach would be to implement a general
function approximator that provides a more compact representation of an agent’s value function
(a value function is represented as a single parameterised function instead of a table). Unlike
Q-learning, a general function approximator provides a direct representation of continuous state
spaces and also has the ability to generalise across different states and actions. General function
approximators have been shown to be far superior over most conventional reinforcement learning
solution approaches in terms of learning performance. It is therefore recommended that effort be
invested into the implementation of a general function approximator as opposed to perfecting
the application of the Q-learning algorithm. It is expected that the use of general function
approximators will make it significantly more feasible to study larger supply chain networks.
Finally, it is also suggested that the applicability of solution approaches other than reinforcement
learning be investigated when seeking to learn effective policies based on information sharing.
There are some indications in the literature that evolution strategies, a sub-class of evolutionary
algorithms, may provide superior performance over conventional reinforcement learning solution
approaches such as Q-learning. It is, however, unknown whether this supposed superiority would
manifest itself in the context of the inventory management problem considered in this thesis.
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