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INTRODUCTION
Currently, there exists a substantial body of work on consistent model specification testing for regression models and for unconditional distribution (density) functions; see Bierens and Ploberger (1997), Delgado and Manteiga (2001), Fan (1994 Fan ( , 1997 Fan ( , 1998 , Fan and Li (1996) , Hong and White (1996), Wooldridge (1992), and the references therein. In many economic applications, however, it is the distribution of one variable conditional on some other variables that is of more direct interest. The popular parametric binary or multinomial response models are but two leading examples of conditional probability models. or even larger than the sample size. This renders the nonparametric frequency approach infeasible. Moreover, one may not know which conditional variables should be included in a particular application and hence faces the danger of including potentially irrelevant variables in the estimate. This is unfortunate, particularly in nonparametric settings, as including irrelevant explanatory variables has serious consequences for the accuracy of the resulting estimate: the rate of convergence of the density estimator will deteriorate quickly with the number of irrelevant continuous variables (the "curse of dimensionality"), whereas the number of cells will increase quite quickly with the number of irrelevant discrete variables. Recently, Hall, Racine, and Li (2004) proposed estimating a conditional density by smoothing both the discrete and continuous variables and showed that the use of cross-validation can automatically remove irrelevant variables from the resulting estimate. This is because the crossvalidation method selects bandwidths that converge to some optimal values for relevant variables but selects large values for irrelevant conditional variables, thereby effectively smoothing out the irrelevant variables from the resulting estimate.
In this paper, we exploit the approach of Hall et al. (2004) to establish an alternative test for a parametric conditional density function. It is constructed based on the Zheng (2000) setup; however, it improves upon Zheng's test in a number of important ways: (i) the bandwidth is automatically chosen by crossvalidation, thereby avoiding potential arbitrariness in the test's outcome due to an arbitrary choice of the bandwidth; (ii) it allows for both discrete and continuous variables; and (iii) the critical values are obtained from a parametric bootstrap procedure, which corrects the size distortions present in Zheng's approach. Although (ii) and (iii) are shared by Andrews' CK test, our test automatically produces an estimate of the conditional density function when the parametric density function is rejected by the test. More importantly, by automatically smoothing both the discrete and continuous variables via the method of crossvalidation, our test has the advantage of automatically removing irrelevant variables from the resulting estimate (see Hall et al., 2004 ) and, as a consequence, enjoys substantial power gains in finite samples, as confirmed by our simulation results. Although our proposed test can only detect Pitman local alternatives approaching the null at rates slower than 0(n-1/2), it can be shown that for high-frequency alternatives, our test can detect local alternatives that approach the null at rates o(n-1/2) in terms of the L1 norm of the difference between the local alternative and the null model (e.g., Fan, 1998; Fan and Li, 2000) . Hence it provides a complement to Andrews' CK test.
The remainder of this paper is organized as follows. In Section 2 we review and suggest a modified version of Zheng's test statistic. We also propose a bootstrap method for approximating the null distribution of our test. Section 3 reports Monte Carlo simulation results that examine the finite-sample performance of the proposed test. Finally, Section 4 concludes. Proofs are presented in the Appendix.
THE NULL HYPOTHESIS AND THE TEST

Zheng's Test
We begin by briefly reviewing the test proposed by Zheng (2000) . Suppose that the data consist of {yi, xi1}i, an independent and identically distributed (i.i.d.) sample drawn from the distribution of (y, x) with the joint density function p(y, x). Let p(yIx) denote the conditional density function of y given x. We are interested in testing whether p(y x) belongs to a particular parametric family. Let f(y x, 6) denote a parametric conditional density function with 0 being a k x 1 parameter. The null hypothesis is given by We now discuss how to estimate p(yi, xi) and p,(xi). Assume that yi is a discrete variable; then we estimate p(yi, xi) and pI(xi) by the following leaveone-out kernel estimators: Note that the double summation in T, y, does not include j = i terms because we have used the leave-one-out estimators for estimating p(yi, xi) and pI(xi). The reason for using these leave-one-out estimators is that, under H0, the asymptotic distribution of Tn,, will be centered at zero (there is no center term). The smoothing parameters h1,..., hq (corresponding to the continuous variable xc) can be selected by several commonly used procedures, including the cross-validation method, the plug-in method, and some ad hoc methods. However, for A, ... ,Ar, the plug-in or even an ad hoc formula is not available. Hall et al. (2004) have shown that using the cross-validation method to select Ai,..., Ar and hi,..., hq has some nice properties: when x4 (x') is a relevant variable, the cross-validation method will select a small hs(As) that converges to zero at an optimal rate; when xf (xf) is an irrelevant variable,' the crossvalidation method will select an extremely large value for hs (upper bound value for As) so that the irrelevant variables are (asymptotically) automatically removed (smoothed out). Indeed in the problem of nonparametric estimation of a conditional density, cross-validation comes into its own as a method with no obvious peers. Therefore, we will choose A1,..., ., A, hi,. (2000) and is omitted here.
The proof of Theorem 2.2 is similar to that of Theorem 1 in Zheng
A Parametric Bootstrap Test
Theorems 2.1 and 2.2 provide, respectively, the asymptotic null distribution of J,~, and Jn',. Consequently, one can perform tests for Ho by comparing the value of Jn,f (or J~ ~) with its asymptotic critical value. However, it is well known that consistent nonparametric tests often suffer from substantial finitesample size distortions. Our simulations reveal that the Jn, (J1, ) shares this drawback. To overcome this problem, we propose a bootstrap procedure to more accurately approximate the finite-sample null distribution of Jn,5 (Jc,?). It involves the following steps.
Step ( 
z G where D(-) is the cumulative distribution function of a standard normal random variable.
The proof of Theorem 2.3 is given in the Appendix. In words, Theorem 2.3 states that Jn, converges to N(0,1) in distribution in probability. Other authors show that some bootstrap method works using the concept of convergence with probability one, where one states that the lefthand side of (13) is o(1) with probability one (i.e., convergence in distribution with probability one). Here we choose to use the concept of convergence in distribution in probability because our test statistic involves nonparametric estimation and it is easier to work with "convergence in probability" than "convergence with probability one."
Note that Theorem 2.3 holds true regardless of whether the null hypothesis is true or not. Therefore, (i) when the null hypothesis is true, the bootstrap procedure will lead to (asymptotically) correct size of the test, because J,5, converges in distribution to the same N(0,1) limiting distribution under Ho; (ii) when the null hypothesis is false, because the test statistic Tn,, will converge to +oo in probability, whereas asymptotically the bootstrap critical value is still finite (say, the 95th quantile from the N(0, 1) distribution), the bootstrap procedure leads to a consistent test.
MONTE CARLO SIMULATION RESULTS
In this section, we present Monte Carlo simulation results to examine the finitesample performance of our J, , (J,C ) test.
Discrete Dependent Variable
In this simulation experiment, the dependent variable y is a {0,1} binary variable. We use a slightly different notation in this section; x denotes xc and z denotes xd. The data generating process (DGP) for the null model is given by The sample sizes considered are n = 100 and 200, the numbers of simulations are 5,000 for size estimation and 2,000 for power estimation, and the number of bootstraps is B = 1,000 for all cases. The simulation results for discrete yi with relevant covariates only are reported in Table 1 .
From Table 1 Next we consider the case with an irrelevant covariate. We use the same DGP as before except that now we choose /2 = 0 so that the binary discrete variable z becomes an irrelevant covariate. Because this information is unknown a priori, we still compute the conditional probability of y conditional on both x and z. In this case we expect that the cross-validation method tends to select the upper bound value of A -= so that the irrelevant covariate z is smoothed out automatically, resulting in a finite-sample power gain for the Jn, test.
From Table 2 we observe that the power of the Jn,~ test improves substantially compared with those reported in Table 1 . It is interesting to observe that for DGP", the power performance of the Jn, test is quite comparable to that of Andrews' test. Thus, the simulation results confirm that our cross-validationbased test indeed has the ability to remove irrelevant covariates and enjoys superior finite-sample power performance.
Continuous Dependent Variable
In this section we consider the case where both y and x are continuous variables, and we compare the finite-sample performance of Zheng's original test with our Jn, test. The first DGP we use is the same as that in Zheng. The null model is a linear regression model with normal homoskedastic errors: where 12 is set to be 1 in the experiment. We also report Andrews' test for comparison purposes. The simulation results are reported in Table 3a .
We observe from 
CONCLUSIONS
This paper proposes a kernel-based bootstrap test for parametric conditional distribution functions. We separately consider the case where y is a discrete variable and where y is a continuous variable. In either case, the conditional variables can contain both discrete and continuous variables. By automatically smoothing both the discrete and continuous variables via the method of crossvalidation, our test has the advantage of automatically removing irrelevant variables from the estimate of the conditional density function and, as a consequence, enjoys substantial power gains in finite-sample applications, as confirmed by our simulation results. The test is potentially applicable in a wide variety of applications and should prove useful to applied researchers. Proof of (ii). It is similar to the proof of (i) and is thus omitted here. 
Proof of (iii
