QoS simulation model in NS2 by Balej, Jiří
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH
TECHNOLOGIÍ
ÚSTAV TELEKOMUNIKACÍ
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION
DEPARTMENT OF TELECOMMUNICATIONS
SIMULACE QOS V NÁSTROJI NETWORK
SIMULATOR
QOS SIMULATION MODEL IN NS2
BAKALÁŘSKÁ PRÁCE
BACHELOR'S THESIS
AUTOR PRÁCE JIŘÍ BALEJ
AUTHOR
VEDOUCÍ PRÁCE Ing. MILAN ŠIMEK
SUPERVISOR
BRNO 2008
VYSOKÉ UČENÍ
TECHNICKÉ V BRNĚ
Fakulta elektrotechniky 
a komunikačních technologií
Ústav telekomunikací
Bakalářská práce
bakalářský studijní obor
Teleinformatika
Student: Balej Jiří  ID: 78453
Ročník: 3 Akademický rok: 2007/2008
NÁZEV TÉMATU:
Simulace QoS v nástroji Network Simulator
POKYNY PRO VYPRACOVÁNÍ:
Prostudujte možnosti využití simulátoru ns-2 pro simulaci technologie DiffServ a důkladně popište
všechny možné parametry, které lze v ns-2 pro zadanou simulaci použít. Dále se zaměřte na veličiny
pro zajištění QoS služby IPTV a  diskutujte návrh simulačního multicastoveho modelu IPTV s podporou
QoS. Na základě získaných zkušeností vytvořte dvě laboratorní úlohy zabývající se zajištěním QoS v IP
sítích. Alespoň v jedné laboratorní úloze použijte technologii DiffServ.
DOPORUČENÁ LITERATURA:
[1] Information Sciences Institute, "The Network Simulator - ns-2", June 2004, online, dostupné
<http://www.isi.edu/nsnam/ns/>
[2] S.J. Bigelow, Mistrovství v počítačových sítích, ComputerPress, a.s, 2004, ISBN: 80-251-0178-9
Termín zadání: 11.2.2008 Termín odevzdání: 4.6.2008
Vedoucí práce: Ing. Milan Šimek
prof. Ing. Kamil Vrba, CSc.
předseda oborové rady
UPOZORNĚNÍ:
Autor bakalářské práce nesmí při vytváření bakalářské práce porušit autorská práve třetích osob, zejména nesmí zasahovat
nedovoleným způsobem do cizích autorských práv osobnostních a musí si být plně vědom následků porušení ustanovení § 11 
a následujících autorského zákona č. 121/2000 Sb., včetně možných trestněprávních důsledků vyplývajících z ustanovení § 152
trestního zákona č. 140/1961 Sb.
LICENČNÍ SMLOUVA
POSKYTOVANÁ K VÝKONU PRÁVA UŽÍT ŠKOLNÍ DÍLO
uzavřená mezi smluvními stranami:
1. Pan/paní
Jméno a příjmení: Jiří Balej
Bytem: Strážnická 978/17, 62700, Brno - Slatina
Narozen/a (datum a místo): 28.7.1986, Brno
(dále jen "autor")
a
2. Vysoké učení technické v Brně
Fakulta elektrotechniky a komunikačních technologií
se sídlem Údolní 244/53, 60200 Brno 2
jejímž jménem jedná na základě písemného pověření děkanem fakulty:
prof. Ing. Kamil Vrba, CSc.
(dále jen "nabyvatel")
Článek 1
Specifikace školního díla
1. Předmětem této smlouvy je vysokoškolská kvalifikační práce (VŠKP):
disertační práce
diplomová práce
bakalářská práce
jiná práce, jejíž druh je specifikován jako .........................................................
(dále jen VŠKP nebo dílo)
Název VŠKP: Simulace QoS v nástroji Network Simulator
Vedoucí/školitel VŠKP: Ing. Milan Šimek
Ústav: Ústav telekomunikací
Datum obhajoby VŠKP: .........................................................
VŠKP odevzdal autor nabyvateli v:
tištěné formě -  počet exemplářů 1
elektronické formě -  počet exemplářů 1
2. Autor prohlašuje, že vytvořil samostatnou vlastní tvůrčí činností dílo shora popsané 
a specifikované. Autor dále prohlašuje, že při zpracovávání díla se sám nedostal do rozporu 
s autorským zákonem a předpisy souvisejícími a že je dílo dílem původním.
3. Dílo je chráněno jako dílo dle autorského zákona v platném znění.
4. Autor potvrzuje, že listinná a elektronická verze díla je identická.
Článek 2
Udělení licenčního oprávnění
1. Autor touto smlouvou poskytuje nabyvateli oprávnění (licenci) k výkonu práva uvedené dílo
nevýdělečně užít, archivovat a zpřístupnit ke studijním, výukovým a výzkumným účelům včetně
pořizovaní výpisů, opisů a rozmnoženin.
2. Licence je poskytována celosvětově, pro celou dobu trvání autorských a majetkových práv 
k dílu.
3. Autor souhlasí se zveřejněním díla v databázi přístupné v mezinárodní síti
ihned po uzavření této smlouvy
1 rok po uzavření této smlouvy
3 roky po uzavření této smlouvy
5 let po uzavření této smlouvy
10 let po uzavření této smlouvy
(z důvodu utajení v něm obsažených informací)
4. Nevýdělečné zveřejňování díla nabyvatelem v souladu s ustanovením § 47b zákona 
č. 111/1998 Sb., v platném znění, nevyžaduje licenci a nabyvatel je k němu povinen 
a oprávněn ze zákona.
Článek 3
Závěrečná ustanovení
1. Smlouva je sepsána ve třech vyhotoveních s platností originálu, přičemž po jednom vyhotovení
obdrží autor a nabyvatel, další vyhotovení je vloženo do VŠKP.
2. Vztahy mezi smluvními stranami vzniklé a neupravené touto smlouvou se řídí autorským
zákonem, občanským zákoníkem, vysokoškolským zákonem, zákonem o archivnictví, 
v platném znění a popř. dalšími právními předpisy.
3. Licenční smlouva byla uzavřena na základě svobodné a pravé vůle smluvních stran, s plným
porozuměním jejímu textu i důsledkům, nikoliv v tísni a za nápadně nevýhodných podmínek.
4. Licenční smlouva nabývá platnosti a účinnosti dnem jejího podpisu oběma smluvními stranami.
V Brně dne: ............................................................
............................................................ ............................................................
Nabyvatel Autor
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
BALEJ J. Simulace QoS v nástroji Network Simulator. Brno: Vysoké učení technické 
v Brně. Fakulta elektrotechniky a komunikačních technologií. Ústav telekomunikací, 
2008.  58 s., Bakalářská práce. Vedoucí práce byl Ing. Milan Šimek. 
  
 
 
 
 
 
 
PROHLÁŠENÍ 
 
 
Prohlašuji, že svou bakalářskou práci na téma Simulace QoS v nástroji Network 
Simulator jsem vypracoval samostatně pod vedením vedoucího bakalářské práce a s použitím 
odborné literatury a dalších informačních zdrojů, které jsou všechny citovány v práci a 
uvedeny v seznamu literatury na konci práce.  
Jako autor uvedené bakalářské práce dále prohlašuji, že v souvislosti s vytvořením této 
bakalářské práce jsem neporušil autorská práva třetích osob, zejména jsem nezasáhl 
nedovoleným způsobem do cizích autorských práv osobnostních a jsem si plně vědom 
následků porušení ustanovení §11 a následujících autorského zákona č. 121/2000 Sb., včetně 
možných trestněprávních důsledků vyplývajících z ustanovení § 152 trestního zákona č. 
140/1961 Sb. 
 
 
 
 
V Brně dne   . . . . . . . . . . . .                                   . . . . . . . . . . . . . . . . . . . . . . . . . . . 
(podpis autora) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
PODĚKOVÁNÍ 
 
 
Chci poděkovat vedoucímu mé bakalářské práce Ing. Milanovi Šimkovi za účinnou 
metodickou, pedagogickou a odbornou pomoc při zpracování mé kvalifikační práce. 
 
 
 
V Brně dne   . . . . . . . . . . . .                                   . . . . . . . . . . . . . . . . . . . . . . . . . . . 
(podpis autora) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Bakalářská práce   Simulace QoS v nástroji Network Simulator 
  8 
Abecední přehled použitých zkratek 
CBR – Constant Bite Rate 
CIR – Commited Information Rate 
CBS – Commited Burst Size 
DiffServ – Diffentieted Services 
DSCP - Diffentieted Services Code Point 
EPG – Electronic Program Guide 
FEC – Forward Error Correction 
FIFO – First In, First Out 
FTP – File Transfer Protocol 
GOP – Group of Pictures 
HDTV – High Definition TeleVision 
IGMP – Internet Group Management Protokol 
IntServ – Integrated Services 
IP – Internet Protokol 
IPTV – Internet Protokol TeleVision 
JPEG - Joint Photographic Experts Group 
MOS – Mean Opinion Score 
MPEG - Motion Picture Experts Group 
MRED – Multi RED 
NAM – Network AniMator 
NS2 – Network Simulator 2 
OSPF - Open Shortest Path First 
PHB – Per Hop Behavior 
PPV – Pay Per View 
PRI – PRImary queue  
QoE – Quality of Experience 
QoS – Quality of Service 
RED – Random Early Detection 
RIO-C – RED Routers with In/Out Bit - Coupled 
RIO-D – RED Routers with In/Out Bit - Decoupled 
RR – Round Robin 
RSVP – Resource reSerVation Protocol 
SDTV – Standard Definition TeleVision 
SLA – Service Level Agreement 
TCA - Traffic Conditioning Agreements 
TCP - Transmission Control Protocol 
UDP - User Datagram Protocol 
VoD – Video on Demand 
VoIP – Voice over Internet Protokol   
WFQ – Weighted Fair Queue 
WRED – Weighted Random Early Detection 
WRR – Weighted Round Robin 
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1. Úvod 
V dnešní době se většina z nás neobejde bez kvalitního připojení na internet. 
Využíváme jej nejen na práci, vyhledávání informací, zábavu, elektronickou poštu, ale čím 
dál více také k hovorovým službám, videokonferenci a sledování televize. Současný přenos 
těchto služeb poskytuje Triple play, což znamená přenos televizní, telefonní a 
vysokorychlostního internetu. V současné době mají počítačové sítě omezenou kapacitu a 
současný provoz těchto služeb zhoršuje jejich kvalitu. Je proto nutné zaručit jim v síti určité 
přenosové parametry. K jejich zaručení se v současnosti používá několik metod 
označovaných pod pojmem QoS. První část práce má za úkol zmapovat veličiny a prostředky 
používané k zajištění kvality služeb v počítačových sítích.  
Druhá část se zabývá možnostmi simulace počítačových sítí. Toho je využíváno pro 
testování nových prostředků, protokolů a metod, simulaci chyb, či studii provozu a výuku. 
Podrobně je v této práci popsán nástroj Network Simulator 2, který jednoduchou simulaci 
umožňuje. Dále je rozebrána možnost simulace QoS ve zmíněném programu a podrobně je 
popsán způsob nastavení metody DiffServ. Cílem práce je vytvoření dvou laboratorních úloh 
v Network Simulátoru. Tyto laboratorní úlohy by měli sloužit k pochopení principu 
Diferencovaných služeb. Laboratorní úlohy budou simulovat provoz, který potřebuje zajištění 
kvality služeb a důležitým úkolem bude dodržování doporučených parametrů pro tyto služby 
(například VoIP, IPTV). Je očekáváno, že studenti znají základy Network Simulátoru a 
laboratorní úlohy vysvětlují pouze problém Diferencovaných služeb v NS2. 
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2. IPTV (Internet Protokol TeleVision) 
Zkratka IPTV znamená televizi přes internetový protokol, respektive protokol 
umožňující sledování televizního vysílání prostřednictvím IP sítě. Využíváme tedy s výhodou 
už jednou zbudované telefonní, datové či jiné sítě a jejím prostřednictvím šíříme televizní 
signál. Zde se však nejedná o klasické broadcastové vysílání, jaké známe z kabelové, 
terestriální či družicové televize, kdy ke všem uživatelům jednosměrně míří stejný signál.  
IPTV poskytuje oboustrannou komunikaci – což uživatelům umožňuje navíc služby, jako je 
Elektronický programový průvodce (EPG), Video na vyžádání (VoD), Televizní archiv 
(VCR), Placené pořady (PPV), Superteletext a další. Provozovatel navíc může těžit 
z přesného přehledu o zájmech diváků a případně k nim směrovat také interaktivní reklamu. 
Další podrobnosti o možných  službách IPTV naleznete v [11]. Dalším důležitým rozdílem 
oproti klasické televizi (broadcastové) je přenos omezeného počtu (často pouze jeden) 
televizních programů k uživateli. To je způsobeno především malou kapacitou přístupové sítě 
a vysokými nároky na kvalitní přenos. Na druhou stranu tato technologie umožňuje variabilitu 
a rozšiřitelnost. Velkou výhodou je možnost přenášet obraz v různých poměrech stran (4:3 
nebo 16:9) a rozlišeních (masovější podpora formátu HDTV).    
 
2.1. Technologie umožňující IPTV 
Základní principem technologie je interaktivita – televizní účastník může komunikovat 
se zdrojem vysílání a to díky zpětnému kanálu (v datových sítích upstream). Z důvodu úspory 
přenosového pásma se k účastníkovi vysílají pouze požadovaná data – sledovaný televizní 
program. Výběr programu se provádí klasickým dálkovým ovladačem, avšak požadavek na 
výběr programu je odeslán až do tzv. DSLAMu. Díky tomu vzniká při přepnutí nezvykle 
velké zpoždění – tzv. Channel zapping (podrobněji rozebráno níže). Do DSLAMu jsou totiž 
vysílány všechny lineární programy a videa na vyžádání (VoD), teprve zde je proveden výběr 
programu. Schéma výše popsané sítě můžete vidět na Obr. 1. 
 
Obr.  1- Příklad topologie distribuce IPTV signálu 
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2.1.1. Kompresní formáty 
Po digitalizaci obrazového signálu formátu 720x576 vzorkovací frekvencí 13,5MHz, 
dostaneme neúměrně vysokou přenosovou rychlost, pro kterou by nestačila většina 
účastnických přípojek. Proto je u IPTV použito komprese podobně jako je tomu i u přenosu 
digitálního obrazu jinými médii. Nejčastěji využívanými jsou kompresní kodeky MPEG-2 a 
MPEG-4, ve kterých je specifikován i způsob komprese zvuku. 
MPEG-2 – starší formát, v současnosti hojně využívaný především pro svou menší výpočetní 
náročnost a zavedenost. 
MPEG-4 (H.264) – oproti MPEG-2 nabízí mnohem větší kompresi datového toku, a proto je 
využíván především pro přenos HDTV obrazu. Je vyvíjen ve spolupráci s ITU, proto 
je někdy také označován H.264 AVC. 
Tyto kodeky pracují na podobném principu jako JPEG a zároveň je zde využíváno predikce 
pohybu. Vektory pohybu jednak umožní výrazně snížit přenosovou rychlost, na druhou stranu 
to znamená složitější dopočítávání obrazu a především nelze zobrazit obraz hned po přijetí 
prvních snímků. MPEG využívá celkem 3 druhy snímků: I (kompletní informace o obraze), P 
(jednosměrně dopočítávané vektorem pohybu) a B (oboustranně dopočítávané vektorem 
pohybu). Kvůli co největší kompresi je vhodné přenášet I snímky (nejvíce informace) co 
nejméně často, avšak bez nich není možno přistoupit ke snímku. Ve výsledku je zvolen 
kompromis opakování I snímku - opakuje se na začátku každé GOP (Group of Pictures), 
přibližně každých 0,5s. [13] 
2.1.2. Multicast 
Multicast se zde používá z důvodu potřeby doručit stejný obsah ve stejnou dobu 
různým uživatelům. Zájemci o daný program se přihlásí do tzv. multicastové skupiny. Při 
přepínání jednotlivých programů musí proběhnout odhlášení od stávající skupiny a přihlášení 
k jiné skupině. Pro komunikaci v těchto skupinách se potom používá síťová adresa typu D 
(224.0.0.0 až 239.255.255.255). Pro správu multicastových skupin se využívá protokolu 
IGMP, který má na starost veškeré přihlašování a odhlašování multicastových skupin. Dále je 
nutno použít nějaký směrovací protokol. Existují tři základní skupiny: 
• Sparse Mode (SM) – pracuje na principu, že data nesmí být poslána do sítě, z níž 
nejsou vyžádána. Pro připojení k multicastové skupině je tedy potřeba poslat zprávu 
join ke kořenu stromu a tím se přihlásit. Toto přihlášení je časově omezeno, proto je 
potřeba opakovat vysílání zprávy. 
• Dense Mode (DM) – využívá se v sítích s mnoha příjemci multicastového provozu, 
neboť primárně vysílá do celé sítě a teprve pokud o vysílání není zájem, je odmítnuto 
zprávou prune. Zpráva prune tedy zabrání posílání dat do příslušné větve, ale pouze 
po určitý časový okamžik, po něm je potřeba opět potvrdit, že o vysílání není zájem. 
• Link State protokoly -  využívá principu protokolu OSPF – zjišťuje informace o 
stavu linek a dle nich sestavuje nejvhodnější cestu ke zdroji multicastového vysílání. 
Více o tématu multicastu naleznete například v [12]. 
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2.2. Důležité QoE/QoS parametry pro IPTV 
U IPTV je velmi důležitá výsledná kvalita přenášeného videa a celkový dojem ze 
služby pro uživatele. Proto byl zaveden pojem Quality of Experience (QoE), což znamená 
kvalitu vnímání obrazu a zvuku z hlediska příjemce. Jedná se sice o subjektivní parametr, ale 
velmi významný pro posouzení kvality signálu pro uživatele. K jednoduchému ohodnocení 
kvality signálu byla zavedena stupnice MOS (Mean Opinion Score), která má škálu od 1 do 5 
(1 nejhorší a 5 nejlepší kvalita přijímaného signálu). Horší kvalita sledovaného programu se 
může projevit například zamrzáním videa, chybami ve snímcích, nebo výpadky celých 
snímků,  špatnou synchronizací obrazu se zvukem, šumem v obraze či zvuku, atd. Zdroje 
těchto chyb mohou být nejenom v přenosové  síti, ale také ve zdroji signálu, nebo u uživatele 
v přijímači. K lokalizaci chyb a případnou nápravu však potřebujeme znát více parametrů, než 
jen stupnici kvality, proto se vyvinulo několik objektivních metrik (MSE a PSNR), více o 
problému najdete v [7]. 
Pro zlepšení kvality přenosu signálu je potřeba zaručit pro IPTV co nejlepší parametry 
sítě. Metoda, která toto zabezpečí se nazývá Quality of Service (QoS) a je podrobně rozebrána 
v celé třetí kapitole. QoS už není subjektivní parametr, ale určuje přesně jednotlivé přenosové 
veličiny z pohledu IP paketů a jejich striktní dodržování.  Hodnoty, které je potřeba hlídat 
jsou rozepsány níže, jejich doporučené hodnoty, podle DSL Forum TR-126 [3] jsou uvedeny 
v Tab.1. Podle [7] podobné doporučení najdeme také v ITU-T Y.1541 a ATIS IIF.  
Přenosový 
protokol 
Přenosová 
rychlost 
[Mbit/s] 
Zpoždění 
[ms] 
Jitter 
[ms] 
Maximální 
doba trvání 
chyby [ms] 
Odpovídající 
ztráta IP 
paketů 
Interval 
chyb 
Odpovídající 
průměrná 
ztrátovost 
MPEG – 2 
SDTV 5 <200 <50 <=16 9 paketů 1chyba/hod <=5,26*E^-6 
MPEG – 4 
SDTV 3 <200 <50 <=16 6 paketů 1chyba/hod <=5,85*E^-6 
MPEG – 4 
HDTV 12 <200 <50 <=16 20 paketů 1chyba/hod <=1,22*E^-6 
Tab.  1 – Doporučené přenosové parametry pro IPTV dle [3] 
2.2.1. Propustnost (Troughput) 
Propustnost znamená velikost šířky pásma, kterou IPTV pro svou činnost potřebuje, 
aby byla přenesena veškerá důležitá data (obraz, zvuk, doplňkové informace). V současnosti 
se pro přenos obrazu nejčastěji používá kodek MPEG-2, který pro obraz v klasickém rozlišení 
pro televizory (720x576 – SDTV) potřebuje přenosovou rychlost 4-8Mbit/s. Začíná se však 
již prosazovat mnohem úspornější kodek MPREG-4, který je má při stejném rozlišení 
přenosovou rychlost poloviční 1,5-3Mbit/s. MPEG-4 je také využíván pro přenos obrazu 
s vysokým rozlišením HDTV (1920x1080) a přenosovou rychlostí 8-12Mbit/s. Tato rychlost 
je sice mnohem menší, než by byla u MPEG-2, ale je stále dost vysoká pro většinu dnešních 
internetových přípojek. (srovnání přenosových rychlostí jednotlivých kodeků je na Obr.2).  
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Obr.  2 – Srovnání přenosových rychlostí jednotlivých kodeků 
 
Kromě obrazu je potřeba přenášet také zvuk, který pro přenos další kus přenosového 
pásma (viz. Tab. 2). Propustnost tedy znamená vymezit pro službu IPTV dostatečné 
přenosové pásmo, v opačném případě by to znamenalo výrazný pokles kvality. 
Audio kodek Počet kanálů Minimální přenosová rychlost 
MPEG Layer II 2 (stereo) 128 kbit/s 
Dolby Digital (AC-3) 5.1 384 kbit/s 
Tab.  2 – Minimální přenosové rychlosti pro zvukové kanály dle [3] 
2.2.2. Ztrátovost a chybovost (Loss and Error rate) 
O tom, že ztráta paketů má zásadní vliv na kvalitu obrazu není pochyb. Především jde 
však o to, jak velká ztráta je pro uživatele únosná. V doporučení DSL Forum TR-126 je 
uvedena maximálně jedna chyba za hodinu, což je velmi přísný požadavek. Každopádně 
s každou přijatou chybou se QoE (kvalita z pohledu uživatele) snižuje, přibližně podle křivky 
uvedené na Obr.3.  
 
Obr.  3 – Křivka závislosti počtu ztracených paketů na kvalitě 
 
Snížit ztrátovost paketů můžeme jedině pokud víme, kde k ní dochází. Ztráty může 
způsobovat například malá velikost front v uzlech, která při svém zaplnění začne přicházející 
pakety zahazovat. Dalším zdrojem ztrát můžou být chybné pakety, které nelze opravit. Chyby 
způsobují například interference na přenosovém médiu, nebo špatné kódování a dekódování. 
Odstranění chyb lze provést v přijímači (Set-top boxu) a to například dopřednou opravou 
chyb (FEC) a nebo jinými algoritmy na opravu chyb.  Pokud se i tak vyskytne ztracený 
snímek, je možno jej pro uživatele zamaskovat např. opakováním předchozího snímku, či 
dopočtem pravděpodobného následujícího snímku. Pokud se však chybné pakety vyskytují ve 
shlucích, je velmi obtížné, často nemožné chyby opravit, či alespoň zamaskovat.  
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2.2.3. Zpoždění (Delay) 
Zpoždění je čas od odeslání obrazu ze studia až do jeho zobrazení doma na obrazovce. 
Pro QoS se jedná o dobu pobytu paketu v síti. Sice pro jednosměrný přenos obrazu velikost 
zpoždění nehraje zásadní roli, snižuje však celkový komfort ze sledování televize. Například 
fanouškovi fotbalu bude vadit, že soused s klasickým televizorem uvidí vstřelení branky  o 
pár sekund dříve a on uslyší jeho křik ještě před tím, než se ta informace dostane k němu. 
Zdrojů zpoždění se na trase k příjemci objeví hned několik, je však důležité, aby se všechny 
držely na únosné míře a nepřesahovali doporučených 200ms. Zdroje zpoždění jsou jak na 
aplikační vrstvě (snímání obrazu, kódovaní, dekódování a zobrazení), tak i na transportní 
(paketizace, depaketizace, doba přenosu mezi uzly a především čekání v odchozích frontách 
uzlů). Většina těchto zdrojů zpoždění je těžko ovlivnitelná. Čas strávený přenosem můžeme 
ovlivnit zvolením vhodného směrovacího protokolu a dobu čekání v odchozích frontách lze 
ovlivnit metodami obsluhy front a předcházením zahlcení (viz kapitola 3).  
2.2.4. Kolísání zpoždění (Jitter) 
Variace zpoždění (jitter) je rozdíl mezi největší a nejmenší hodnotou zpoždění přijatých 
paketů, doporučená hodnota je do 50ms. Kolísání zpoždění způsobuje neplynulost obrazu, 
nebo chybný snímek (snímek přijde oproti ostatním příliš pozdě). Zdrojem jitteru je nejčastěji 
transportní síť, která může každý paket poslat jinou cestou. Dalším zdrojem různého zpoždění 
je zdržení paketů v odchozích frontách různě dlouhou dobu. Částečně lze kolísání zpoždění 
kompenzovat bufferem na vstupu přijímače, který zpozdí všechny příchozí pakety na stejnou 
úroveň (vzroste však celkové zpoždění). 
2.2.5. Zpoždění při přepnutí kanálu (Channel zapping latency) 
Channel zapping je jev, který hraje u IPTV velmi významnou roli. V normální televizi se 
totiž nevyskytuje, a proto je potřeba, aby byl co nejmenší – pro uživatele co nejméně zřetelný 
(dle doporučení menší než 2s). Jak už bylo vysvětleno výše, z důvodu kapacity přístupových 
linek není reálné, aby k uživateli přicházelo více kanálů současně. Proto se obyčejné přepnutí 
kanálu provede později než u obvyklé televize, neboť je nutno po síti poslat požadavek na 
přepnutí přijímaného kanálu - přihlásit se k jiné multicastové skupině. Dalším výrazným 
zdrojem Channel zappingu je čekání na příchod I snímku MPEG, který se opakuje dvakrát za 
sekundu.  
 
2.2.6. Zvuk - video synchronizace 
Pro přirozené sledování videa je nutné, aby video a zvuk byli synchronizovány. V Tab. 3 
je uvedeno maximální předbíhání zvuku před obrazem a zpoždění zvuku oproti obrazu (dle 
doporučení DSL Forum TR-126). [3]  
předbíhání zvuku před obrazem zpožďování zvuku po obrazu Zvuk – video 
Synchronizace <15 ms < 45 ms 
Tab.  3 – Podmínky nutné pro synchronizaci obrazu a zvuku 
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2.3. Triple play 
Pod tímto označením se skrývají tři (triple) služby poskytované koncovým 
zákazníkům (Obr.4): 
• Data – klasické internetové připojení 
• VoIP – telefonní služby přes IP sítě (viz. podkapitola) 
• IPTV – televizní služby 
Současná distribuce těchto tří služeb k zákazníkovi má hned několik výhod. Uživatel má 
všechny služby pohromadě, což pro něj znamená úsporu času, jednoduchost a jeden účet.  
Nevýhodou je nutnost vysokorychlostní přípojky až do domu, která zvládne všechny tři 
služby spolehlivě provozovat. Samozřejmostí je QoS, tedy rozlišení jednotlivých provozů a 
jejich priorizace dle aktuálních potřeb. Do budoucna se mluví o službě Quadruple play, která 
umožní i čtvrtý rozměr, kterým je mobilita účastníka.[9] 
 
Obr.  4 – Schéma současného provozu triple play 
2.3.1. VoIP (Voice over Internet Protokol) 
Telefonování je další velmi oblíbenou službou, kterou v dnešní době počítačové sítě 
zprostředkovávají. Jedná se o přenos zdigitalizovaného hlasu pomocí paketů. Výhodou je 
obsazení sítě pouze na dobu přenosu informace, na rozdíl od klasické technologie se 
spojováním okruhů, kdy je linka obsazena celou dobu hovoru. Další nespornou výhodou VoIP 
je  využívání jedné sítě spolu s daty, případně televizí, což znamená úsporu peněz i času. 
Problém, který se u VoIP vyskytuje je potřeba zaručit spolehlivost služby, proto je nutno v síti 
zavést QoS (doporučené parametry jsou uvedeny v Tab. 4). Významným parametrem je také 
kvalita hovoru (QoE), která musí být minimálně stejná jako u dosud používaných telefonních 
systémů. Je proto potřeba zaručit co nejmenší zpoždění (do 150ms) a kolísání zpoždění (do 
30ms). Pro kvalitu přenášeného hlasu je nutné nejen zvolit vhodné kodeky, ale také zajistit 
v síti co nejmenší ztrátovost (do 1%), tak aby hovor byl co nejvíce věrný. 
QoS pro VoIP 
zpoždění do 150 ms 
jitter do 30ms 
ztrátovost méně než 1% 
Tab.  4 – Doporučené parametry QoS pro VoIP [2] 
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3. Quality of Services (QoS) 
Kvalita služeb (QoS) znamená zajištění lepších prostředků pro vybrané aplikace. 
Jedná se především o aplikace pracující v reálném čase či interaktivní komunikaci. Tím může 
být např. IPTV, telefonní hovor, videokonference, …  Taková komunikace vyžaduje zajistit 
všechny nebo některé tyto parametry:  
• Kvalita přenosu – vysoká spolehlivost připojení, malá ztrátovost paketů 
• Rychlost přenosu – dostatečná přenosová kapacita 
• Zpoždění – malý časový rozdíl mezi vysláním a přijetím zprávy 
• Jitter – co nejmenší kolísaní velikosti zpoždění 
Každá aplikace má jiné požadavky, což je dáno především jejím charakterem, více o 
požadavcích jednotlivých aplikací je v kapitole 2. 
K zajištění všech parametrů je potřeba vysoká kapacita, kvalita přenosové cesty a také 
nízké zpoždění. Běžně používám tzv. best-effort, což znamená snahu o co nejlepší a 
nejrychlejší doručení všech paketů v síti, avšak bez jakýchkoliv garancí. Zaručeného provozu 
je schopna pouze v síti s naddimenzovanou kapacitou, jinak se objeví větší zpoždění, větší 
ztrátovost (přeplněné směrovače pakety zahazují) a také dochází častěji ke kolizím (více 
stanic vysílá v jeden okamžik). Vytvoření sítě schopné uspokojit všechny požadavky pouze 
pomocí služby best-effort je velmi nákladné.  
Z toho důvodu byli vyvinuty dvě odlišné metody pro zajištění kvality služeb 
v současných sítích. Metoda Integrovaných služeb nejprve zjistí požadavky aplikace a dle 
momentálních schopností sítě se provede jejich rezervace a vytvoří se spojení 
s garantovanými parametry. Druhou metodou jsou Diferencované služby, které neposkytují 
garanci přenosových prostředků, zato upřednostní aplikace s vyšší prioritou. Integrované ani 
Diferencované služby nejsou dokonalým řešením, proto se často využívá jejich spolupráce.  
3.1. Integrované služby (Integrated Services – IntServ) 
Integrované služby pro zajištění QoS se vyznačují tím, že aplikace vždy specifikuje 
své požadavky na přenos. Tyto informace se sdělí postupně všem uzlům na trase a cílové 
stanici. Ta odpoví, zda takový přenos přijme, a směrovače na trase odpoví, zda jsou schopny 
splnit danou kvalitu služby. V případě, že se přenos s takovými parametry odmítne, má 
aplikace možnost od spojení upustit, nebo své požadavky na kvalitu snížit. Pokud jsou 
požadavky splněny, proběhne v jednotlivých uzlech rezervace pásma, k čemuž se nejčastěji 
požívá protokol RSVP popsaný níže.  
Dle zajišťovaných parametrů si Integrované služby rozliší aplikace na: 
• Elastické – nemají žádné požadavky na zpoždění či kapacitu spojení. Například 
elektronická pošta, http, ftp, … 
• Real Time Tolerant (RTT) -  tyto aplikace požadují určitou velké přenosové pásmo, 
maximální hodnotu zpoždění, nevadí mírná ztrátovost. Příkladem můžou být jednosměrné 
video aplikace (IPTV) využívající bufferování, které  rozptyl zpoždění zakryje. 
• Real Time Intolerant (RTI) aplikace – jedná se například o obousměrnou hlasovou 
komunikaci v reálném čase (VoIP). Pro ni je nutno zajistit hlavně malou ztrátovost, 
minimální zpoždění a jitter.  
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 Pro zajištění QoS po dobu přenosu musí být metoda IntServ implementována ve všech 
směrovačích na trase od vysílače k přijímači.  
3.1.1. RSVP (Resource reSerVation Protocol) 
RSVP je nejčastěji používaný protokol pro rezervaci přenosového pásma. Slouží k 
zajištění kvality služeb s metodou IntServ. Jedná se o signalizační protokol, který má na 
starosti vysílání požadavků do uzlů na přenosové cestě, realizaci, obnovení a zrušení 
rezervace prostředků jednotlivých uzlů.  
K tomu využívá 7 druhů zpráv: 
• PATH – zpráva dává vědět uzlům o parametrech přenosu, vysílá ji zdroj a putuje až do 
přijímače, který na ni reaguje zprávou RESV. 
• RESV – prochází stejnou cestou jako zpráva PATH avšak opačným směrem a současně 
v uzlech rezervuje prostředky. Přijetí zprávy RESV informuje vysílací uzel o úspěšně 
vytvořeném spojení 
• RESV CONF – odpověď na zprávu RESV, po jejím odvysílání začíná přenos 
• PATH TEAR – odstraní zprávu PATH z paměti uzlů 
• RESV TEAR – odstranění reservace z uzlů 
• PATH ERR – zpráva poslaná při chybě ve vysílání zprávy PATH 
• RESV ERR – zpráva při výskytu chyby ve zprávě RESV 
Průběh sestavení spojení v síti můžete vidět na Obr. 5. Nejprve zdroj specifikuje své 
požadavky na přenos do zprávy PATH. Ta je vyslána po nejlepší cestě k cíli. V každém 
směrovači dojde k uložení informace o požadavcích a o adrese předchozího směrovače. 
V případě nemožnosti splnit požadavky zprávy PATH, je generována zpráva PATH ERR.  
Když zpráva PATH dorazí do cíle, stanice odpoví zprávou RESV, že je ochotna spojení 
přijmout. Zpráva RESV putuje zpět stejnou cestou, jako putovala zpráva PATH (směrovače si 
pamatují adresu směrovače předchozího), v každém uzlu rezervuje potřebné prostředky a tím 
vytvoří pro aplikaci rezervované pásmo po celé přenosové cestě. Pokud dojde k nemožnosti 
rezervovat prostředky, je reagováno zprávou RESV ERR. Nakonec zdroj odpoví zprávou 
RESV CONF a následuje přenos dat. K ukončení rezervace prostředků je použito zpráv 
PATH TEAR a RESV TEAR. 
 
Obr.  5 - Sestavení spojení pro přenos pomocí RSVP 
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 Protokol RSVP velmi dobře zajistí potřebnou kvalitu služeb. Jeho nevýhodou je velká 
složitost při sestavování spojení a s tím spojená dlouhá doba navazování spojení. Dále je 
nutné protokol RSVP implementovat do všech směrovačů v síti a zajistit jim dostatečně 
velkou paměť pro stavové informace o jednotlivých spojeních. To je důvodem používání 
metody pouze v malých sítích s jedním vlastníkem, jako příklad lze uvést přístupové firemní 
sítě. Další nevýhodou metody Integrovaných služeb a RSVP je rezervace prostředků, i když 
zrovna nejsou využívány a velký objem režijních dat. 
Na principu podobném protokolu RSVP byl vyvinut protokol YESSIR, který by měl 
být jednodušší a rychlejší, ale nebyl však mohutněji rozšířen. 
 
3.2. Diferencované služby (Differentiated services – 
DiffServ) 
Metoda Diferencovaných služeb, na rozdíl od metody IntServ, nerezervuje žádné 
přenosové pásmo pro jednotlivé toky. Neposkytujete také žádné záruky na doručení, ale místo 
toho službám vyžadujícím kvalitu přenosu dává přednost při přenosu sítí. Tím pádem není 
třeba signalizační protokol, doba sestavení spojení je prakticky nulová a nepřenáší se režijní 
data. K přednosti před ostatními daty stačí vhodně definovat typ služby přímo v IP paketu. 
Nutná je samozřejmě podpora směrovači a to jak na okraji sítě v tzv. Edge routeru (Okrajový 
směrovač), ale také uvnitř sítě v Core routerech (Vnitřní směrovače). U každého uzlu sítě je 
třeba předem nadefinovat, jak se kterou skupinou paketů zacházet. Diferencovanou službu 
značíme u jednotlivých paketů v poli ToS (Type of Service) pro IPv4 - viz. Tabulka 5.  
U paketu IPv6 se počítá s používáním stejné struktury, a to v poli nazvaném Traffic Class. 
 
IPv4 
0 4 8 12 16  20 24 28 31 
Version IHL ToS Total Length 
Identification Flags Fragment Offset 
Time to Live Protocol Header Checksum 
Source Address 
Destination Address 
… 
 
 
 
 
Tab.  5 – Struktura IP paketu a pole ToS 
 
 
 
 
 
0 1 2 3 4 5 6 7 
priorita D T R bez využití 
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Pole ToS obsahuje 8 bitů, z nichž k určení kvality služeb pro DiffServ se používá jen 
prvních 6 bitů, bity 6-7 se nevyužívají. Pole ToS bylo připraveno pro UDP datagramy, které 
potřebují speciální zacházení. Bity 0-2 určují prioritu datagramů, kdežto bity 3,4 a 5 
specifikují speciální zacházení z hlediska zpoždění (Delay), propustnosti (Troughput) či 
spolehlivosti (Reliability). U služby DiffServ se používají bity 0-5 souhrnně pod názvem 
DSCP (Differentiated Services Code Point). Dle pole DSCP se řídí chování k paketům 
v jednotlivých směrovačích tzv. PHB (Per Hop Behavior). Tato pravidla si nastavuje 
provozovatel sítě dle svého uvážení pro každý směrovač. Většinou se vychází ze tří 
specifikovaných kategorií a několika podtříd pro chování k paketům. Jejich podrobné 
rozdělení můžete vidět v tabulce (Tab.6); slovní vysvětlení jednotlivých kategorií PHB : 
• Urychlené posílání (EF – Expedited forwarding) – jeho cílem je zajistit co nejlepší 
podmínky pro doručení. Především má snahu zaručit nízkou ztrátovost, zpoždění, jitter  
a dostatečnou šířku pásma. De facto se zajistí virtuální pevný okruh, pokud vysílaná data 
překročí šířku pásma, jsou bez milosti zahazována. Doporučené DSCP pro tuto službu je 
101100. 
• Zajištěné posílání (AF – Assured forwarding) – používá rozdělení do čtyř vnitřně 
definovaných tříd z nichž každá má zajištěno určité přenosové pásmo. Dále má pro 
každou třídu implementovány 3 stupně pravděpodobnosti zahazování paketů při přetížení 
směrovače. Pro identifikaci se používá DSCP z rozsahu 001010-100110. 
• Standardní a Class Selektor  – je použitá jako základní služba s nejnižší prioritou. Jedná se 
o službu best-effort, která zajišťuje i zpětnou kompatibilitu. Umožní kvalitní doručení, 
pokud jsou volné prostředky, v opačném případě doručuje podle osmi priorit, určených 
prvními třemi bity v poli ToS. Bity vyznačující speciální chování (D,T,R) jsou nulové. 
 
 
Kategorie chování k paketům (PHB) DSCP 
Expedited forwarding 101110 
Assured forwarding 
nízká pref. 
zahození 
střední pref. 
zahození 
vysoká pref. 
zahození 
1. třída 100010 100100 100110 
2. třída 011010 011100 011110 
3. třída 010010 010100 010110 
4. třída 001010 001100 001110 
Nejvyšší priorita u Class Selektor 111000 
2. nejvyšší priorita u Class Selektor 110000 
3. nejvyšší priorita u Class Selektor 101000 
4. nejvyšší priorita u Class Selektor 100000 
5. nejvyšší priorita u Class Selektor 011000 
6. nejvyšší priorita u Class Selektor 010000 
7. nejvyšší priorita u Class Selektor 001000 
Standardní - Best-effort 000000 
Tab.  6 – PHB - Rozdělení chování k paketům dle DSCP 
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Diferencované služby fungují v rozlehlejších sítích často s různými majiteli (pro 
ilustraci se podívejte na Obr. 6). Každá část sítě (doména) má nastaveny podmínky zajištění 
QoS pomocí DiffServ jinak. Proto se používá Dohoda o úrovni služeb (SLA - Service Level 
Agreement), která zajišťuje mapování služeb z koncového bodu přes jednu doménu do dalších 
domén a dále až k druhému koncovému bodu. Z ní vychází Dohoda o úpravě provozu (TCA – 
Traffic Conditioning Agreements), jež je uložena v směrovačích, a na přechodu mezi 
doménami kontroluje, případně přizpůsobuje provoz pro sousední doménu.  
 
Obr.  6 – Síť DiffServ doménami 
 
3.2.1. Okrajový směrovač (Edge Router) 
Edge router leží na okraji domény a jeho úkolem je přizpůsobit přicházející provoz 
pro předpokládané prostředky v doméně. K tomu využívá dohodnuté podmínky – SLA a 
z nich vycházející chování k jednotlivým kategoriím dle PHB. V okrajovém směrovači se 
nachází tabulka, která obsahuje Dohodu o úpravě provozu (TCA). Dle TCA rozhoduje, jak 
bude s jednotlivými kategoriemi nakládat. 
Na přizpůsobení provozu má zabudováno několik komponent; vnitřní schéma Edge 
routeru můžete vidět na Obr. 7. Celý provoz přichází do Klasifikátoru, který zajišťuje 
rozdělení paketů podle DSCP do samostatných proudů. Měřič poté toky paketů analyzuje a 
podá zprávu, zda parametry jednotlivých proudů odpovídají dohodnuté úrovni provozu 
(TCA). V případě, že některý tok paketů překračuje dohodnuté prostředky, využije se 
Značkovače nebo Zahazovače. Ve Značkovači je možnost přeznačit u paketů DS Code Point 
tak, aby pakety, které překračují TCA, mohly být déle přeneseny jako pakety s nižší úrovní 
např. best-effort. Zahazovač má právo přebytečné pakety vymazat, čímž zmenší celkový 
provoz, tedy nejen provoz v kategorii dle DSCP. Využití těchto bloků pro jednotlivé proudy 
se řídí dle dohody o úpravě provozu (TCA). Všechny proudy paketů poté putují do Výstupní 
fronty, kde se podle DSCP řadí do samostatných front. Všechny pakety, čekající ve frontách, 
jsou obsluhovány dle přidělených prostředků definovaných v TCA.  
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Obr.  7 - Vnitřní struktura Edge Routeru 
3.2.2. Vnitřní směrovač (Core Router) 
Core router vykonává na rozdíl od Edge routeru mnohem jednodušší činnost (viz. 
vnitřní struktura na Obr. 8). Jeho úkolem je pouze přeposlat pakety správným směrem a na 
výstupu jim přidělit prostředky definované v TCA.  Směrovač obsahuje Klasifikátor, který 
rozděluje pakety na jednotlivé toky dle DSCP. Tyto proudy paketů však nejsou nijak 
upravovány, jak tomu bylo u Okrajového směrovače, ale jsou rovnou odesílány na Výstup. 
Jednotlivé proudy jsou zde zařazeny do samostatných front. Obsluha front může být různá 
(viz. dále), důležité však je, aby každému proudu byly poskytnuty prostředky pro něj 
vyhrazené. Výstup směrovače obsahuje paměť, kde se uchovávají ještě neodeslané pakety. 
V případě silného provozu může docházet k hromadění čekajících paketů a způsobit zaplnění 
paměti a následný kolaps celého uzlu. Proto jsou často implementovány mechanizmy pro 
předcházení zahlcení, detailněji je o nich pojednáno níže. 
 
Obr.  8 – Vnitřní struktura Core Routeru 
3.2.3. Metody prevence zahlcení 
Zahlcení nastává, když pakety zaplní celou výstupní frontu. Pasivní metodou je 
prosté zahazování paketů, na něž není v paměti místo, nazýváno drop-tail. Po zahození více 
paketů zdroj (více zdrojů) omezí svůj provoz. Jelikož to provedou současně, linka je zbytečně 
nevytížená. Zdroj však svůj provoz obnoví, často však všechny ve stejný čas, a k zahlcení 
dochází znovu. Ve výsledku jsou na síti velmi velké výkyvy provozu. Z tohoto důvodu je 
lepší používat některou aktivní metodu, která zahlcení předchází. 
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3.2.3.1. RED (Random Early Detection) 
 Metoda včasné detekce s náhodným zahazováním je jednou z aktivních metod 
prevence zahlcení. Fronta je stále pod dohledem a dle aktuálního zaplnění je uplatňováno 
zahazování paketů. To se děje podle vnitřně stanovených kriterií, která můžou být nastavena 
různě, například dle grafu na Obr.9. Od určité hranice začíná proces náhodného zahození 
paketů. Při malém zaplnění fronty je pravděpodobnost, že bude paket zahozen, malá. 
S nárůstem procenta zaplnění fronty stoupá také pravděpodobnost zahození paketu. Pokud je 
obsah fronty větší než nastavené maximum, všechny příchozí pakety jsou zahazovány. 
 
.  
Obr.  9 – Graf pravděpodobnosti zahození paketu dle naplnění fronty (RED) 
 
3.2.3.2. WRED (Weighted Random Early Detection) 
 Metoda včasné detekce s váhově náhodným zahazováním je pouze rozšířením již 
metody RED. Pracuje také na principu náhodného zahazování paketů při částečném zaplnění 
fronty. Přidává však možnost definovat různé stupně pravděpodobnosti zahazování pro různé 
třídy paketů, příklad můžete vidět na Obr. 10. Implementace WRED se často používá 
k prevenci zahlcení u zajištění kvality služeb pomocí metody DiffServ. 
 
 
Obr.  10 – Graf různých pravděpodobností zahození paketů dle priority (WRED) 
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3.2.4. Metody obsluhy front 
 
3.2.4.1. FIFO (First In First Out) 
Základní typ fronty pracující na principu „Kdo dřív přijde, ten dřív mele.“. Zajišťuje 
stejnou prioritu pro všechny datové toky, a tím pádem se nehodí pro zajištění kvality služeb. 
Výborně ale slouží ve směrovačích, které provozují pouze službu best-effort. 
3.2.4.2. PRI (Priority Queuing)  
Metoda Prioritní fronty obsluhuje několik front typu FIFO, jednotlivé fronty však mají 
různou prioritu. Podle priority jsou také obsluhovány. Lépe to vysvětluje Obr. 11, kde fronta 
s prioritou 3 je obsloužena teprve, až jsou všechny fronty s prioritou vyšší prázdné. Tento 
princip je velmi jednoduchý a výborně obstojí v směrovačích s malým provozem ve frontách 
s vysokou prioritou. Jeho velká nevýhoda se objevuje teprve, když jsou vyšší fronty hodně 
zatíženy a fronty s nízkou prioritou nemají možnost odvysílat svá data. 
 
Obr.  11 - Model Prioritní fronty (PRI) 
3.2.4.3. RR (Round Robin) 
Spravedlivou obsluhu tato metoda zajišťuje cyklickou obsluhou jednotlivých front. To 
znamená, že v každém kole obsluhy fronty, má každá fronta možnost odeslat jeden paket, na 
Obr. 12 je naznačen princip metody. Nevýhodou této metody je nespravedlivé využití šířky 
pásma, pokud jedna fronta obsahuje pakety větší velikosti než ostatní fronty. Další nevýhodou 
pro zajištění QoS je nemožnost priorizace naléhavého provozu. 
 
Obr.  12 - Model fronty s cyklickou obsluhou (RR) 
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3.2.4.4. WRR (Weighted Round Robin) 
U metody s váženou cyklickou obsluhou má každá fronta svoji váhu a podle její 
velikosti je prováděna obsluha. Fronta s nejvyšší váhou odesílá pakety jako první a může 
odeslat objem dat odpovídající její váze. Váha jednotlivých front tedy rozděluje odchozí 
kapacitu linky v poměru vah jednotlivých front. Například na Obr.13 je kapacita linky 
rozdělena mezi fronty v poměru 4:2:1. Tato metoda velmi dobře obstojí v normálním 
provozu, v případě velkého provozu je třeba implementovat nějaký mechanismus 
k předcházení zahlcení.  
 
Obr.  13 - Model fronty s váženou cyklickou obsluhou (WRR) 
3.2.4.5. WFQ (Weighted Fair Queuing) 
U metody vážené spravedlivé obsluhy jsou jednotlivým frontám dle priority 
přiděleny části přenosového pásma. Z něj se pro každý příchozí paket spočítá čas, za který 
musí být nejpozději odeslán. Pakety jsou poté obsluhovány podle nejmenšího času do 
odeslání (můžete vidět na Obr.14). Tento typ fronty využívá přidělené prostředky jedné 
fronty, i když zrovna nemá co vysílat. Stejně jako u WRR je vhodné zajistit nějaký algoritmus 
pro předcházení zahlcení paměti směrovače.  
 
 
Obr.  14 - Model vážené spravedlivé obsluhy (WFQ) 
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4. Network Simulator version 2 (NS2) 
 
Network Simulator patří mezi počítačové programy, které nahrazují klasické 
modelování a testování počítačové sítě v reálu. Začal se vyvíjet jako varianta programu REAL 
network simulátor (1989). V současnosti je nejvíce používaná jeho druhá verze, 
naprogramovaná na americké universitě Berkeley. Tato verze je stále zdokonalována 
(každých 6 měsíců nové vydání) a šířena jako Open Source (volně stažitelný program i se 
zdrojovými kódy). NS2 je vytvořen pro operační systémy UNIX a LINUX. Pracovat s ním lze 
i pod OS Windows nebo OS Mac, avšak pouze s pomocí emulátoru kompatibilního 
operačního systému (např. Cygwin). Na celém světě jej využívá přes 1000 institucí a 10 000 
uživatelů pro vývoj sítí, design protokolů, studii provozu a v neposlední řadě také na výuku.  
4.1. Základní vlastnosti a struktura NS2 
Network Simulator je vytvořen pomocí dvou programovacích jazyků. Prvním z nich 
je C++, které tvoří jádro programu a stará se o přenos dat. Druhým je Objektové TCL, jež 
zajišťuje simulaci, spouštění akcí a je jazykem pro psaní kódu simulace. Díky této kombinaci 
programovacích jazyků je NS2 velmi rychlý a psaní kódu k vytvoření simulace je jednoduché. 
Nevýhodu to má pro tvůrce a pokročilé uživatele, kteří se musí naučit dva programovací 
jazyky a svou část programu odladit ve dvou různých jazycích. 
NS2 má v sobě implementovanou podporu mnoha protokolů, směrovacích systémů, 
typů front, spojových medií. Další atributy jsou stále vytvářeny a případně si je může 
pokročilý uživatel zhotovit sám. Samozřejmostí je možnost použít více protokolů v jednom 
modelu. Seznam schopností programu, které jsou k dispozici: 
• pro směrování – unicast (static, DV, multi-path, ... ) a multicast (DM, BST, …) 
• pro přenos (transportní vrstva) – TCP (i TCP Reno, TCP Vegas, …), UDP, RTP, SRM 
• zdroje provozu (aplikační vrstva) – http, ftp, telnet, Real Audio, CBR, … 
• typy front – drop-tail, FQ, SFQ, CBQ (DRR), RED, … 
• zajištění QoS – IntServ a DiffServ 
• přenosové systémy – pevné, WLAN, satelitní, … 
4.2. Emulace sítě v NS2 
Při tvorbě modelu sítě v NS2 píšeme pod sebe sled příkazů v jazyce OTcl 
(Objektové TCL). K vytvoření funkčního modelu sítě je třeba, aby program obsahoval tyto 
položky, nejlépe ve následujícím pořadí: 
• definice nového simulátoru 
• ukládání informací do výstupního souboru – je třeba průběžně ukládat data pro pozdější 
zobrazení (např. pro Network Animator). K tomu stačí napsat jednoduchou proceduru. 
• definice samotné sítě – vytvoření uzlů a jejich propojení linkami 
• nastavení směrování – definice typu směrování (pokud není uvedeno použije se výchozí) 
• chybový modul – nastavení chybovosti, definice času výpadku linky  
• definování typu provozu – k uzlu se připojí agent pro TCP či UDP provoz 
• aplikace tvořící provoz – nastavení typu aplikace a tedy i typu přenášených dat 
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• spojení zdroje s cílem  
• plánovač úloh – spouští simulátor, toky dat, zápis dat pro vizualizaci a také 
v definovaných časech vše ukončuje 
• start simulace  
Výše popsané části tvoří pouze textový program, který napíšeme a spustíme v NS 
simulátoru. Výsledky nám bohužel nezobrazí, k tomu musíme použít jiné nástroje. Nejčastěji 
používaným pomocníkem bude NAM (Network AniMator), který slouží k prohlédnutí 
simulovaného provozu (vysvětlení funkce všech tlačítek vidíte na Obr. 15.). Druhou 
užitečnou utilitou je balíček XGraph, který nám zobrazí graf celkového provozu či provozu na 
jednotlivých linkách. Posledním málo využívaným nástrojem je NAM Editor, s jehož pomocí 
lze editovat a vytvářet TCL skript v grafickém prostředí podobném Network Animatoru.  
 
Obr.  15 - Simulace v NAM a popis jeho ovládacích prvků [23] 
 
4.3. Možnosti konfigurace metody DiffServ v NS 2 
V této podkapitole jsou popsány možnosti simulace sítě se zajištěnou kvalitou služeb 
(QoS). Přestože NS2 umí obě výše popsané metody (IntServ i DiffServ), dále bude probráno 
pouze použití metody Diferencovaných služeb. Způsob nastavení DiffServ v NS2 je popsán 
v [22], z této knihy bylo čerpáno pro tuto podkapitolu. 
Diferencované služby jsou založeny na značkování paketů, které slouží pro 
preferování paketů dle potřeb uživatele. Modul DiffServ v NS2 obsahuje 4 třídy provozu a 3 
preference zahazování paketů, což odpovídá kategorii Zajištěného posílání (AF – Assured 
forwarding). Odchozí pakety jsou v uzlech řazeny do fyzických front. Tyto fronty jsou typu 
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WRED a každá obsahuje ještě 3 virtuální fronty, zajišťující různou prioritu zahození. Kromě 
použití front typu RED, využívá NS2 ještě 3 základní komponenty: 
• Edge router – označuje pakety podle dohodnutých pravidel a popřípadě upravuje provoz 
(jedná se o výše popsaný Okrajový směrovač) 
• Core router – zjišťuje značky paketů a dle nich je dále směruje (Vnitřní směrovač) 
• Policy – pravidla definována administrátorem o úrovni poskytovaných služeb a tříd, které 
může síť poskytnout  
 
4.3.1. Edge a Core router 
Pro použití metody DiffServ je potřeba definovat fronty v okrajovém (Edge) a 
vnitřním (Core) směrovači. Místo klasické DropTail fronty je potřeba použít dsRED/edge 
nebo dsRED/core.   
Na Obr. 16 je naznačen princip činnosti Edge routeru. Přicházející pakety jsou nejprve 
v bloku Policy označeny Code Pointem (CP). V dalším bloku se podle PHB tabulky zařadí 
pakety do jednotlivých odchozích front (fyzické a virtuální). Uvnitř front jsou uplatňována 
pravidla pro předcházení zahlcení (RED). Výběr fronty, ze které bude odeslán paket na výstup 
obstarává Scheduler.  
Princip činnosti Core routeru je obdobný, neobsahuje však blok Policy, neboť k němu 
přicházejí pakety již označené z Edge routeru. 
 
 
Obr.  16 – Princip činnosti jednotlivých bloků v uzlu Core 
 
 
4.3.2. Policy 
Třída Policy a její podtřídy definují pravidla používaná Edge routery k značkování a 
zacházení s příchozími pakety. Pravidla pro DiffServ zahrnují celkem 6 modelů: 
• Time Sliding Window with 2 Color Marking (TSW2CMPolicer) – zařazuje pakety do 
dvou front. Normálně zařazuje do fronty s nižší pravděpodobnosti zahození, jakmile je 
překročená sjednaná přenosová rychlost, je použita druhá fronta. 
• Time Sliding Window with 3 Color Marking (TSW3CMPolicer) – zde se použijí 3 fronty. 
Ta s nejnižší pravděpodobností je pro normální provoz, do druhé se řadí pakety při 
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překročení sjednané rychlosti a do fronty s největší pravděpodobností zahazování se 
zařadí pakety, jejichž rychlost překračuje vrcholovou hodnotu. 
• Token Bucket (tokenBucketPolicer) – využívá dvou prioritních front. Nastavená rychlost 
určuje rychlost doplňovaní Tokenů (poukázek) do nádoby o velikosti dohodnutého shluku 
dat (cbs). Příchozí pakety odebírají vždy jednu poukázku (Token) z nádoby. Jakmile se 
nádoba vyprázdní, příchozí pakety jsou označovány jiným Code Pointem. Tato metoda 
tedy označuje normálním Code Pointem i provoz přesahující sjednanou přenosovou 
rychlost, ale nepřesahující maximální sjednaný shluk dat. 
• Single Rate Three Color Marker (srTCMPolicer) - do tří front řadí dle počtu volných 
Tokenů. Pokud provoz nepřesahuje sjednanou velikost shluků, je použita první fronta, 
když je provoz bez nadměrných shluků, je použita druhá fronta. V ostatních případech se 
pakety řadí do fronty s nejvyšší prioritou zahazování. 
• Two Rate Three Color Marker (trTCMPolicer) – pracuje podobně jako Single Rate Three 
Color Marker, ale pracuje na hranici maximální velikosti shluků (místo nadměrné). 
• NullPolicer – bez použití pravidel pro řazení do více front 
Každý model tedy pracuje odlišně a ke své činnosti potřebuje různé počáteční parametry.  
Zde jsou uvedeny v pořadí používaném při deklaraci: 
TSW2CM   Initial code point CIR 
TSW3CM   Initial code point  CIR  PIR 
TokenBucket Initial code point  CIR  CBS 
srTCM  Initial code point  CIR  CBS  EBS 
trTCM   Initial code point  CIR  CBS  PIR  PBS 
Null    Initial code point 
Jako první je uvedena zkratka modelu Policy, na druhém místě se zapisuje  kódové označení 
(CP1) a poslední čísla uvádějící následující: 
CIR (Committed Information Rate) – sjednaná přenosová rychlost (v bitech za sekundu) 
PIR (Peak Information Rate) – maximální přenosová rychlost (v bitech za sekundu) 
CBS (Committed Burst Size) – dohodnutá velikost shluku dat (v bajtech) 
EBS (Excess Burst Size) – velikost nadměrného shluku dat (v bajtech) 
PBS (Peak Burst Size) – maximální velikost shluku dat (v bajtech) 
 Příkazy používané pro definici Policy a Policier: 
<fronta> addPolicyEntry [<zdroj> id] [<cil> id] <model> 
<CP1> <dalsi_parametry> 
   <fronta> addPolicerEntry <metoda> <CP1> <CP2> 
4.3.3. PHB (Per Hop Behavior) 
Všechny Code Pointy je potřeba v uzlu přiřadit k některé výstupní frontě. K tomu 
slouží tabulka PHB, ve které je uvedeno do jaké fronty (fyzické a virtuální) se mají pakety 
zařadit. Následuje příkaz, kterým se přiřazení Code Pointu (CP) k výstupní frontě provede. 
<fronta> addPHBEntry <CP> <fyz> <virt> 
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4.3.4. Fronty (Queue) 
V každé frontě (v Edge i Core routeru) je vytvořeno několik odchozích front, které 
slouží k různému zacházení s označenými pakety. Jsou to tzv. fyzické fronty, které obsahují 
tzv. virtuální fronty. V odkazu k WRED - virtuální fronta zajišťuje různou pravděpodobnost 
zahození. Podle zaplněnosti fyzické fronty (součet virtuálních) se počítá pravděpodobnost 
zahození paketu v jednotlivých virtuálních frontách. Výchozí nastavení 4 fyzické fronty a 
v každé 3 virtuální fronty lze změnit jednoduchými příkazy.   
 <fronta> set numQueues_ <poc_fyz> 
 <fronta> setNumPrec <poc_virt> 
4.3.4.1. Nastavení RED 
RED nastavení slouží k předcházení zahlcení front. Pro každou frontu (fyzickou a 
virtuální) se specifikuje  minimální a maximální obsah fronty v paketech a maximální 
pravděpodobnost zahození. Pravděpodobnost zahození je z intervalu <0,1>, kde 1 znamená 
100% pravděpodobnost zahození paketu. Šance na zahození paketu roste lineárně od 
nastaveného minima  až k maximu obsahu fronty.V tomto bodě je největší pravděpodobnost 
zahození, pokud je zaplnění fronty větší, pakety jsou rovnou zahazovány. K určení 
pravděpodobnosti zahození paketu se používá průměrného zaplnění fronty.  
<fronta> configQ <fyz> <virt> <min> <max> <pravdepod> 
4.3.4.2. MRED (Multilevel RED) 
  Standardně se jeden provoz (druh provozu) řadí do jedné fyzické fronty. Virtuální 
fronty uvnitř fyzické potom slouží k rozdílnému zacházení s nadměrným provozem. První 
fronta  obsahuje data dodržující sjednané rychlosti (In-profile). Druhá a další virtuální fronty 
obsahují pakety porušující sjednané rychlosti (Out-profile).  
 MRED obsahuje několik variant výpočtu pravděpodobnosti zahazování paketů ve 
virtuálních frontách podle toho, jestli je fronta In-profile nebo Out-profile. Jednou z nich je 
známé WRED, další dvě jsou tzv. „RED Routers with In/Out bit“ (RIO). Rozdíl mezi 
jednotlivými MRED je ve způsobu počítání efektivní velikosti fronty (na obsahu kterých front 
záleží při výpočtu pravděpodobnosti zahození paketu), to je shrnuto v Tab.7. Výchozí 
nastavení je RIO-C, změna tohoto nastavení se provede pro jednu fyzickou frontu 
následujícím příkazem. 
<fronta> setMREDMode <algoritmus> <fyz> 
 
RIO-C 
(RIO-Coupled) 
RIO-D 
(RIO-Decoupled) 
WRED 
(Weighted RED) 
fronta In-profile In-profile In-profile In-profile + Out-profile 
fronta Out-profile In-profile + Out-profile Out-profile In-profile + Out-profile 
Tab.  7 - Způsob výpočtu efektivní velikosti fronty pro včasné zahození paketů 
4.3.5. Schedular  
 Slouží k určení pořadí odesílání paketů z jednotlivých fyzických front. V NS2 jsou 
definovány čtyři různé mechanizmy pro obsluhu DiffServ front.  
• RR (Round Robin) – výchozí nastavení (použije se pokud není nic nastaveného)  
• PRI (Priority Queuing) – nejvyšší prioritu má fyzická fronta 0, dále 1 atd. Oproti 
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normálnímu PRI je v NS2 navíc možnost nastavit maximální šířku pásma pro jednotlivé 
fronty. To je vhodné pokud je fronta s nejvyšší prioritou stále obsazená a ostatní fronty 
nemůžou odeslat svá data.  
• WRR (Weighted Round Robin) - je rozšířením obyčejného Round Robin. WRR 
umožňuje přiřadit jednotlivým frontám váhu, podle kterých  jsou jednotlivé fronty 
obsluhovány. Váha také určuje maximální zlomek pásma využitelnou pro tuto službu. 
• WIRR (Weighted Interleaved Round Robin) – upravuje WRR, obsluha je prováděna 
prokládaně, tzn. je možno obsloužit i paket přijatý po začátku obsluhy front. 
Pro změnu nastavení Schedularu se použije následujícího příkazu, další dva příkazy slouží pro 
nastavení maximální šířku přenosového pásma fronty a nastavení váhy jednotlivým frontám. 
<fronta> setSchedularMode <metoda> 
<fronta> addQueueRate <fyz> <max_sirka_pasma> 
<fronta> addQueueWeights <fyz> <váha> 
4.3.6. Statistiky front 
 Příkazem <fronta> printStats se vypíší do konzole statistiky paketů 
vyskytujících se v DiffServ frontě (příklad viz. Tab. 8). V jednotlivých sloupcích jsou 
uvedeny počty paketů přijatých (TotPkts), odeslaných (TxPkts), zahozených (ldrops) a včasně 
zahozených metodou RED (edrops). V řádcích je poté statistika všech paketů (All) a 
jednotlivých CodePointů (CP). 
Packets Statistics 
======================================= 
 CP  TotPkts   TxPkts   ldrops   edrops 
 --  -------   ------   ------   ------ 
All     4525     4282      222       21 
 10     3001     2781      209       11 
 20     1524     1501       13       10 
Aktuální čas: 10 
Tab.  8  - Statistiky zahozených paketů vypsané příkazem $qEC printStats 
4.3.7. Příkazy používané pro konfiguraci 
V této části jsou uvedeny příklady použití příkazů pro nastavení metody DiffServ 
v simulované síti. Nejprve si popíšeme nastavení parametrů pro Okrajový směrovač (Edge 
router). Jako první definujeme linku mezi okrajovým a vnitřním směrovačem a nastavíme 
fronty typu dsRED. 
$ns simplex-link $edge $core 10Mb 5ms dsRED/edge 
Poté určíme pravidla pro fronty v edge routeru. 
set qEC [[$ns link $edge $core] queue] 
 
Následuje průměrná velikost paketu, která je nutná pro počítání střední velikosti fronty. 
$qEC meanPktSize $packetSize 
Pokud měníme výchozí nastavení počtu front (4 fyzické, 3 virtuální), uvedeme na prvním 
řádku počet fyzických front v uzlu a na druhém počet virtuálních front. 
$qEC set numQueues_ 2 
$qEC setNumPrec 2 
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Pro změnu techniky MRED slouží následující příkaz, který nastavuje mechanizmus WRED 
pro fyzickou frontu 0. 
$qEC setMREDMode WRED 0 
Změna typu obsluhy front se provede následujícím příkazem, který místo výchozího Round 
Robin použije PRIoritní frontu. Druhý příkaz slouží k omezení maximální přenosové rychlosti 
pro priorizovanou frontu. 
$qCE2 setSchedularMode PRI 
$qCE2 addQueueRate 0 300000 
Příkazem addPolicyEntry definujeme uzlu způsob zacházení s příchozími pakety. Edge router 
uplatňuje TSW2CM model pro pakety z zdroj1 (zdroj2) do cil1 (cil2) a přiřazuje jim Code 
Point 10 (20). 
$qEC addPolicyEntry $zdroj1 $cil1 TSW2CM 10 $cir0 
$qEC addPolicyEntry $zdroj2 $cil2 TSW2CM 20 $cir1 
Dalším příkazem pouze specifikujeme, jaké Code Pointy používá metoda TSW2CM. 
$qEC addPolicerEntry TSW2CM 10 11 
$qEC addPolicerEntry TSW2CM 20 21 
Zde se přiřadí Code Pointu (11) fyzická (0) a virtuální (1) fronta. 
$qEC addPHBEntry 10 0 0 
$qEC addPHBEntry 11 0 1 
$qEC addPHBEntry 20 1 0 
$qEC addPHBEntry 21 1 1 
Poslední dva příkazy slouží ke specifikaci parametrů jednotlivých front. První dvě čísla 
udávají fyzickou (0) a virtuální (0) frontu. Třetí (20) a čtvrté (40) číslo určuje naplnění fronty, 
při kterém se pakety začínají zahazovat a poslední (0.02)  číslo je maximální pravděpodobnost 
zahození paketu. 
$qEC configQ 0 0 20 40 0.02 
$qEC configQ 0 1 10 20 0.10 
$qEC configQ 1 0 20 40 0.02 
$qEC configQ 1 1 10 20 0.10 
Nastavení parametrů pro Vnitřní směrovač (Core router) je stejné, akorát není třeba 
definovat parametry PolicyEntry a PolicerEntry. 
K zpřehlednění simulace se používá zobrazení různých stavových informací. Můžeme 
zobrazit např. údaje v  PHB (Per Hop Behavior) pomocí příkazu: 
$qEC printPHBTable 
Zajímavé je také zobrazit statistiku odeslaných, přijatých a zahozených paketů (viz. Tab. 8): 
$qEC printStats 
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5. Zajištění QoS v síti VoIP provozem 
V úloze budete simulovat jednoduchou síť s VoIP provozem, pro který je potřeba 
zajistit QoS. V teoretickém úvodu se dozvíte jak funguje metoda Diferencovaných služeb a 
způsob její implementace v NS2. V praktické části si vyzkoušíte aplikaci této metody do 
simulace a pokusíte se zajistit pro VoIP provoz co nejlepší podmínky.   
5.1. Teoretický úvod 
5.1.1. VoIP (Voice over Internet Protokol) 
Telefonování je velmi oblíbenou službou, kterou v dnešní době počítačové sítě také 
zprostředkovávají. Jedná se o přenos digitalizovaného hlasu pomocí paketů. Výhodou je 
obsazení sítě pouze na dobu přenosu informace, na rozdíl od klasické technologie se 
spojováním okruhů, kdy je linka obsazena celou dobu hovoru. Další nespornou výhodou VoIP 
je  využívání jedné sítě spolu s daty, případně televizí, což znamená úsporu peněz i času. 
Problém, který se u VoIP vyskytuje, je potřeba zaručit spolehlivost služby, proto se musí v síti 
zavést QoS (doporučené parametry jsou uvedeny v Tab. 8). Významným parametrem je také 
kvalita hovoru (QoE), která musí být minimálně stejná jako u dosud používaných telefonních 
systémů. Je proto potřeba zaručit co nejmenší zpoždění (do 150ms) a varianci zpoždění (do 
30ms). Pro kvalitu přenášeného hlasu je nutné nejen zvolit vhodné kodeky, ale také zajistit 
v síti co nejmenší ztrátovost (do 1%), tak aby hovor byl co nejvíce věrný. 
QoS pro VoIP 
zpoždění do 150 ms 
jitter do 30ms 
ztrátovost méně než 1% 
Tab.  9 – Doporučené parametry QoS pro VoIP [2] 
5.1.2. QoS (Quality of Services) 
Kvalita služeb (QoS) znamená zajištění lepších prostředků pro vybrané aplikace. 
Jedná se především o aplikace pracující v reálném čase či interaktivní komunikaci, což 
vyžaduje zajistit všechny nebo některé tyto parametry:  
• Ztrátovost – vysoká spolehlivost připojení, velká kvalita přenosu 
• Propustnost – dostatečná přenosová kapacita 
• Zpoždění – malý časový rozdíl mezi vysláním a přijetím zprávy 
• Jitter – co nejmenší kolísaní velikosti zpoždění 
Každá aplikace má jiné požadavky, což je dáno především jejím charakterem. Například VoIP 
je potřeba přenášet s co nejmenším zpožděním, minimálním jitterem a nízkou ztrátovostí. 
Oproti tomu obyčejný přenos dat nevyžaduje žádné speciální parametry a proto je pro něj 
většinou vyhrazené zbylé přenosové pásmo bez záruk (best-effort). 
K implementaci QoS byli vyvinuty dvě odlišné metody: 
• Integrované služby – nejprve se zjistí požadavky aplikace a dle momentálních schopností 
sítě se provede jejich rezervace a vytvoří se spojení s garantovanými parametry. 
• Diferencované služby - neposkytují garanci přenosových prostředků, zato upřednostní 
aplikace s vyšší prioritou pomocí značkování a upřednostnění naléhavého provozu. 
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5.1.3. Diferencované služby (DiffServ) 
Pro rozlišení jednotlivých provozů se u DiffServ používá značkování paketů pomocí 
tzv. Code Pointů. Toto označení se zpravidla provádí na vstupu do DiffServ domény, 
v takzvaném okrajovém směrovači (Edge router), všechny vnitřní směrovače (Core router) 
poté tyto značky používají a podle nich se k paketům celou dobu chovají (upřednostňování, 
zahazování). 
• Okrajový směrovač – příchozí pakety značkuje podle jejich zdrojového a cílového uzlu 
(typu služby) ,ale také má možnost pakety, které přesahují sjednané hodnoty, označit 
jiným Code Pointem, případně zahodit. Označené pakety se zařadí do svých výstupních 
front. Následuje mechanismus obsluhy front, který vybírá pakety k odeslání. Na pakety 
čekající ve frontě je často aplikováno tzv. předcházení zahlcení fronty (RED). Princip 
funkce okrajového směrovače je na Obr. 17. 
• Vnitřní směrovač – do něj přichází již označené pakety, takže jeho práce spočívá jen 
v zařazení označených paketů do front, předcházení zahlcení front a obsluha front. 
 
Obr.  17 - Vnitřní struktura okrajového směrovače 
5.1.3.1. Předcházení zahlcení front 
Zahlcení nastává, když pakety zaplní celou výstupní frontu. Pasivní metodou je 
prosté zahazování paketů, na něž není v paměti místo, nazýváno drop-tail. Po zahození více 
paketů zdroj, často více zdrojů omezí svůj provoz. Jelikož to provedou současně, linka je 
zbytečně nevytížená. Zdroje však svůj provoz obnoví, často však všechny ve stejný čas a 
k zahlcení dojde znovu. Ve výsledku jsou na síti velmi velké výkyvy provozu. Z tohoto 
důvodu je lepší používat některou aktivní metodu, která zahlcení předchází. 
• RED (Random Early Detection) - dle aktuálního zaplnění je uplatňováno zahazování 
paketů. To se děje podle vnitřně stanovených kriterií, která můžou být nastavena různě, 
například dle grafu na Obr.18. Od určité hranice začíná proces náhodného zahození 
paketů. Při malém zaplnění fronty je pravděpodobnost, že bude paket zahozen, malá. 
S nárůstem procenta zaplnění fronty stoupá také pravděpodobnost zahození paketu. Pokud 
je obsah fronty větší než nastavené maximum, všechny příchozí pakety jsou zahazovány. 
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Obr.  18 – Graf pravděpodobností předčasného zahození paketů (RED) 
 
• WRED (Weighted RED) – je rozšířením metody RED. Přidává možnost definovat různé 
stupně pravděpodobnosti zahazování pro různé třídy paketů, příklad můžete vidět na Obr. 
19. Implementace WRED se často používá k prevenci zahlcení u zajištění kvality služeb 
pomocí metody DiffServ. 
 
Obr.  19 – Graf různých pravděpodobností zahození paketů dle priority (WRED) 
5.1.3.2. Metody obsluhy front 
• FIFO - základní typ fronty pracující na principu „Kdo dřív přijde, ten dřív mele.“. 
Zajišťuje stejnou prioritu pro všechny datové toky a tím pádem se nehodí pro zajištění 
kvality služeb.  
• RR (Round Robin) – tato metoda zajišťuje cyklickou obsluhou jednotlivých front. To 
znamená, že v každém kole obsluhy fronty, má každá fronta možnost odeslat jeden paket, 
na Obr. 20 je naznačen princip metody. Nevýhodou této metody je nespravedlivé využití 
šířky pásma, pokud jedna fronta obsahuje pakety větší velikosti než ostatní fronty. Další 
nevýhodou pro zajištění QoS je nemožnost priorizace naléhavého provozu. 
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Obr.  20 - Model fronty se spravedlivou obsluho (RR) 
 
• PRI (Priority Queuing) - metoda Prioritní fronty obsluhuje několik front typu FIFO, 
jednotlivé fronty však mají různou prioritu. Podle priority jsou také obsluhovány. Lépe to 
vysvětluje Obr. 21, kde fronta priority 3 je obsloužena teprve, až jsou všechny vyšší 
fronty prázdné. Tento princip je velmi jednoduchý a výborně obstojí v směrovačích 
s malým provozem ve frontách s vysokou prioritou. Jeho velká nevýhoda se objevuje 
teprve, když jsou vyšší fronty hodně zatíženy a fronty s nízkou prioritou nemají možnost 
odvysílat svá data. Proto je vhodné omezit šířku pásma jednotlivým frontám. 
 
Obr.  21 - Model Prioritní fronty (PRI) 
 
5.1.4. Nastavení DiffServ v NS2 
Metoda Diferencovaných služeb je  v NS2 velmi dobře zpracována a poskytuje různé 
možnosti nastavení, základní z nich si vyzkoušíte v této laboratorní úloze, ostatní najdete 
v manuálu [22] na stranách 87-94.  
5.1.4.1. Edge a Core router 
Pro použití metody DiffServ je potřeba definovat fronty v okrajovém (Edge) a 
vnitřním (Core) směrovači. Místo klasické DropTail fronty je potřeba použít dsRED/edge 
nebo dsRED/core. Na Obr. 22 je naznačen princip činnosti Edge routeru. Přicházející pakety 
jsou nejprve v bloku Policy označeny Code Pointem (CP). V dalším bloku se podle PHB 
tabulky zařadí pakety do jednotlivých odchozích front (fyzické a virtuální). Uvnitř front jsou 
uplatňována pravidla pro předcházení zahlcení (RED). Výběr fronty ze které bude odeslán 
paket na výstup obstarává Scheduler.  
Princip činnosti Core routeru je obdobný, neobsahuje však blok Policy, neboť k němu 
přicházejí pakety již označené z Edge router. 
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Obr.  22 – Princip činnosti jednotlivých bloků v uzlu Edge 
5.1.4.2. Policy 
Nastavení Policy musí obsahovat každý okrajový směrovač (Edge router) na vstupu 
do DiffServ domény. Podle zdrojového a cílového uzlu značkuje příchozí pakety zvoleným 
Code Pointem (CP1). Policy má rovněž možnost odlišit pakety, které překračují sjednané 
přenosové rychlosti jiným Code Pointem (CP2). Pro každé nastavení Policy je potřeba 
definovat také Policier, který určí jakým Code Pointem bude značen provoz, který překračuje 
sjednané hodnoty. Dále jsou uvedeny dvě nejjednodušší třídy použité v následující úloze. 
• NullPolicer – bez použití pravidel pro řazení do více front 
• Time Sliding Window with 2 Color Marking (TSW2CMPolicer) – zařazuje pakety do 
dvou front. Normálně zařazuje do fronty s nižší pravděpodobnosti zahození, jakmile je 
překročená sjednaná přenosová rychlost je použita druhá fronta. 
 <fronta> addPolicyEntry [<zdroj> id] [<cil> id] <metoda> 
<CP1> 
 <fronta> addPolicerEntry <metoda> <CP1> <CP2> 
5.1.4.3. PHB (Per Hop Behavior) 
Všechny Code Pointy (CP) je potřeba v uzlu přiřadit k některé výstupní frontě. K tomu 
slouží tabulka PHB, ve které je uvedeno do jaké fronty (fyzické a virtuální) se mají pakety 
zařadit. Následuje příkaz, kterým se přiřazení Code Pointu (CP) k výstupní frontě provede. 
<fronta> addPHBEntry <CP> <fyz> <virt> 
5.1.4.4. Fronty (Queue) 
V každé frontě (v Edge i Core routeru) je vytvořeno několik odchozích front, které 
slouží k různému zacházení s označenými pakety. Jsou to tzv. fyzické fronty, které obsahují 
tzv. virtuální fronty. V odkazu k WRED - virtuální fronta zajišťuje různou pravděpodobnost 
zahození. Podle zaplněnosti fyzické fronty (součet virtuálních) se počítá pravděpodobnost 
zahození paketu v jednotlivých virtuálních frontách. Výchozí nastavení 4 fyzické fronty a 
v každé 3 virtuální fronty lze změnit jednoduchými příkazy.   
 <fronta> set numQueues_ <poc_fyz> 
 <fronta> setNumPrec <poc_virt> 
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5.1.4.5. Nastavení RED 
Jejich nastavení slouží k předcházení zahlcení front. Pro každou frontu (fyzickou a 
virtuální) se specifikuje  minimální a maximální obsah fronty v paketech a maximální 
pravděpodobnost zahození. Pravděpodobnost zahození je z intervalu <0,1>, kde 1 znamená 
100% pravděpodobnost zahození paketu. Šance na zahození paketu roste lineárně od 
nastaveného minima  až k maximu obsahu fronty (viz Obr. 2). V tomto bodě je největší 
pravděpodobnost zahození, pokud je zaplnění fronty větší, pakety jsou rovnou zahazovány. 
K určení pravděpodobnosti zahození paketu se používá průměrného zaplnění fronty.  
<fronta> configQ <fyz> <virt> <min> <max> <pravdepod> 
5.1.4.6. Schedular 
 Slouží k určení pořadí odesílání paketů z jednotlivých fyzických front. V NS2 je 
definováno několik různých mechanizmů, v této úloze budeme používat pouze 2 z nich. 
Princip těchto metod jste četli výše v teoretickém úvodu, zde je uveden jenom způsob 
implementace. 
• RR (Round Robin) – výchozí nastavení (použije se pokud není nic nastaveného)  
• PRI (Priority Queuing) – nejvyšší prioritu má fyzická fronta 0, dále 1 atd. Oproti 
normálnímu PRI je v NS2 navíc možnost nastavit maximální šířku pásma pro jednotlivé 
fronty. To je vhodné pokud je fronta s nejvyšší prioritou stále obsazená a ostatní fronty 
nemůžou odeslat svá data.  
<fronta> setSchedularMode <metoda> 
<fronta> addQueueRate <fyz> <max_sirka_pasma> 
5.1.4.7. Výstup statistik 
 Příkazem <fronta> printStats se vypíší do konzole statistiky paketů 
vyskytujících se v DiffServ frontě (příklad viz. Tab. 10). V jednotlivých sloupcích jsou 
uvedeny počty paketů přijatých (TotPkts), odeslaných (TxPkts), zahozených (ldrops) a včasně 
zahozených metodou RED (edrops). V řádcích je poté statistika všech paketů (All) a 
jednotlivých CodePointů (CP). 
 
5.2. Pokyny a postup vypracování 
 
5.2.1. Výchozí situace 
  Jedná se o IP síť, ve které funguje provoz UDP s konstantní přenosovou rychlostí 
300kb/s a velikostí paketu 200B simulující přenos VoIP. Dále jsou zde spuštěny dva provozy 
TCP s velikostí paketu 1000B a posuvným okénkem velikosti 50, na nichž je provozován FTP 
přenos dat. 
   Stáhněte si soubor lab1-castA.tcl a uložte jej do svého domovského adresáře. Soubor 
obsahuje výchozí zdrojový kód, který budeme následně upravovat a doplňovat. Proto si jej 
otevřete v textovém editoru, nejlépe se zvýrazňováním  syntaxe jazyka Tcl. Simulace 
obsahuje dva TCP agenty, na nichž běží zdroj provozu simulující FTP přenos a používají 
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techniku posuvného okénka (nastavená velikost okénka je 50). Zdroj provozu UDP 
s konstantní přenosovou rychlostí simulující VoIP provoz (pro jednoduchost je pouze 
jednosměrný). 
 
Obr.  23 – Zobrazené okno simulace laboratorní úlohy 
 Simulaci spustíte příkazem ns lab1-castA.tcl napsaným do konzole otevřené 
v adresáři obsahujícím stažený soubor. Po malé chvíli se otevřou 4 okna s grafy a simulační 
prostředí NAM (viz Obr. 23).  
 Nejprve se zaměřte na simulaci v NAM, maximalizujte si okno v němž je zobrazena 
topologie sítě a upravte zobrazení tak, aby byla simulace pro vás přehledná (ZoomOut, 
rozmístění uzlů). Nyní spusťte simulaci tlačítkem „Play“ a prohlédněte si zajímavé části 
simulace (spuštění a zastavení jednotlivých služeb v časech 2, 4, 6, 8 a 10s ). Všimněte si 
fronty u uzlu 4 (uzel Core), kde se kupí neodeslané pakety a při překročení kapacity fronty 
(20 paketů) dojde k zahazovaní přicházejících paketů (uvidíte padající čtverec). Nyní, když 
víte jak vypadala simulace, přesuňte svoji pozornost na grafy. 
 Graf se 4mi průběhy zobrazuje celkem přenosovou rychlost jednotlivých služeb v 
závislosti na čase. Červený průběh znázorňuje přenosovou rychlost paketů telefonního 
hovoru, zelená a modrá křivka zobrazuje rychlost přenosu dat FTP služeb. Odečtěte jakou část 
z celkové možné přenosové rychlosti zabírají jednotlivé služby a zhodnoťte jestli je efektivně 
využívána celá přenosová kapacita (žlutý průběh). 
 Další grafy se vztahují pouze k službě telefonního (VoIP) hovoru a tudíž sledují 
parametry, které jsou pro takový přenos významné. Prohlédněte si grafy znázorňující průběh 
ztrátovosti, zpoždění a jitteru. Tyto hodnoty srovnejte s požadovanými hodnotami pro VoIP 
(jsou uvedeny v teoretickém úvodu) a odpovězte zda tato kritéria splňují. 
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5.2.2. Zabezpečení pomocí front RED 
 Nyní soubor upravte podle následujících pokynů, tak aby se vytvořila mezi uzly edge1 
a edge2 DiffServ doména, uzle core reprezentuje vnitřní směrovač. Nejprve je potřeba 
upravit řádky obsahující definici linek mezi těmito uzly a změnit používaný typ fronty na 
dsRED/edge (výstup okrajového směrovače) a dsRED/core (výstup směrovače uvnitř 
domény).  
 $ns simplex-link $edge1 $core 5Mb 5ms dsRED/edge 
 $ns simplex-link $core $edge1 5Mb 10ms DropTail 
 $ns simplex-link $core $edge2 0.5Mb 5ms dsRED/core 
 $ns simplex-link $edge2 $core 0.5Mb 10ms DropTail 
Za definici linek mezi uzly přidejte tyto dva řádky, definující fronty jako proměnné. 
 set qEDGE [[$ns link $edge1 $core] queue] 
 set qCORE [[$ns link $core $edge2] queue] 
Dále přidejte následující kód (bez čísel řádků - ty slouží pro Vaši orientaci), který nastaví 
parametry edge routeru - značkování příchozích paketů a  nastavení RED front.  Na prvním 
řádku se  určí průměrná velikost paketu – slouží k výpočtu průměrné velikosti fronty. Další 
řádek nastavuje maximální velikost fronty na 20 paketů. Třetí řádek určuje počet fyzických 
front – v tomto případě dvě  (s čísly 0 a 1). Do jedné bude zařazen telefonní provoz a do 
druhé data.  Na čtvrtém řádku se nastaví počet virtuálních front - prozatím jedna. Další tři 
řádky slouží ke klasifikaci provozů do jednotlivých tříd, proto je nutno uvést výchozí a cílový 
uzel, specifikovat pravidlo (Policy) pro zacházení s provozem (Null = žádné) a přiřazený 
Code Point. Pro telefonní provoz použijeme Code Point 010 a pro ostatní datový provoz 
budeme používat Code Point 020. Řádky 8-9 musí být uvedeny pro případnou změnu Code 
Pointu, kterou provádí Policy. Definici PHB tabulky provedeme na řádcích 10-11, kdy se k 
jednotlivým Code Pointům přiřazuje číslo fyzické a virtuální fronty. Nejzajímavější budou 
poslední dva řádky, kde se nastavují RED fronty. První dvě čísla specifikují fyzickou a 
virtuální frontu, kterou se nastavuje. Další čísla znamenají minimální a maximální zaplnění 
fronty v paketech a poslední je nejvyšší pravděpodobnost zahazovaní. Pro pochopení funkce 
RED fronty se podívejte do teoretického úvodu na graf RED fronty. 
#Nastaveni parametru EDGE routeru 
 $qEDGE meanPktSize 1000 
 $qEDGE set limit_ 20 
 $qEDGE set numQueues_ 2 
 $qEDGE setNumPrec 1 
 $qEDGE addPolicyEntry [$voip id] [$cil id] Null 010 
 $qEDGE addPolicyEntry [$data1 id] [$cil id] Null 020 
 $qEDGE addPolicyEntry [$data2 id] [$cil id] Null 020 
 $qEDGE addPolicerEntry Null 010 
 $qEDGE addPolicerEntry Null 020 
 $qEDGE addPHBEntry 010 0 0 
 $qEDGE addPHBEntry 020 1 0 
 $qEDGE configQ 0 0 10 20 0.20 
 $qEDGE configQ 1 0 5 10 0.40 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
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Téměř stejná je definice front v Core routeru, jen již není potřeba určovat pravidla pro 
značkování – Policy a Policier. Nastavení tohoto uzlu je však nejdůležitější, neboť se za ním 
nachází nejužší místo celé přenosové cesty. Tento text zkopírujte za nastavení fronty Edge 
routeru a poznačte si k tomu, že se jedná o Core router. 
#Nastaveni parametru CORE routeru 
 $qCORE meanPktSize 1000 
 $qCORE set limit_ 20 
 $qCORE set numQueues_ 2 
 $qCORE setNumPrec 1 
 $qCORE addPHBEntry 010 0 0 
 $qCORE addPHBEntry 020 1 0 
 $qCORE configQ 0 0 10 20 0.20  
 $qCORE configQ 1 0 5 10 0.40 
Poslední úpravou je přidání procedury  vypis {}, kterou  zkopírujete k ostatním procedurám. 
Ta má za úkol vypsat statistiky zahozených paketů RED fronty a opakovat se každé 2s. 
proc vypis {} {  
 global ns qCORE  
 #Cas po kterem bude procedura opet spustena  
     set cas 2  
 #Aktualni cas simulace  
     set ted [$ns now]  
 $qCORE printStats  
 puts "Aktuální čas: $ted"   
 #Naplanovani opetovneho spusteni procedury  
     $ns at [expr $ted+$cas] "vypis"  
 } 
Do plánovače úloh přidejte řádek, který proceduru vypis{} poprvé spustí (dále se bude 
spouštět sama každé 2s). 
 $ns at 2.0 "vypis" 
Soubor uložte a spusťte simulaci. Otevřou se opět okna simulačního prostředí NAM a také 5 
grafů. Spusťte simulaci a zjistěte jaký následek mělo předchozí nastavení. 
 
Dále se podívejte na okno terminálu, kde se objevil výpis statistik zahozených paketů v uzlu 
Core (viz Tab.10), co znamená obsah jednotlivých sloupců najdete v Teoretickém úvodě. 
 
Packets Statistics 
======================================= 
 CP  TotPkts   TxPkts   ldrops   edrops 
 --  -------   ------   ------   ------ 
All     2252     2142       95       15 
 10     1125     1070       55        0 
 20     1127     1072       40       15 
Aktuální čas: 10 
 
Tab.  10 - Statistiky zahozených paketů vypsané příkazem $qCORE printStats 
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V grafech znovu zkontrolujte zda zpoždění, jitter a ztrátovost odpovídají doporučeným 
hodnotám uvedeným v teoretickém úvodu. 
  Vyzkoušejte různá nastavení RED front v uzlu Core a přitom sledujte jak se mění 
počty zahazovaných paketů (tabulky v terminálu). Sledujte také jaký vliv o má na grafy 
ztrátovosti, nakonec ponechte nejlepší dosažené nastavení (kompromis mezi dodržením QoS 
parametrů pro VoIP a efektivním využití linky). Nezapomeňte, že po každé úpravě kódu, 
musíte znovu v terminálu  
 
 
5.2.3. Priorizace front pomocí nastavení Schedular 
Určitě jste zjistili, že nastavení RED front pro dodržení doporučených parametrů nestačí. 
Vzhledem k vysokému zpoždění a blokování sítě pakety datového provozu, je dobré přidat 
prioritní frontu, která nejprve bude obsluhovat VoIP pakety a teprve potom pakety datového 
provozu. Změníme tedy nastavení obsluhy fronty z výchozího Round Robin (RR) na Prioritní 
frontu (PRI). To se provede přidáním následujícího řádku do definice fronty v uzlu Core 
($qCORE). 
 $qCORE setSchedularMode PRI 
Změněný soubor si spusťte, odečtěte hodnoty z grafů a zhodnoťte jak se tohle nastavení 
projevilo. 
 
 
5.2.4. Omezení kapacity prioritní fronty 
Výsledky s použitím prioritní fronty jsou výborné, ale co se stane v případě, že v případě, že 
naroste objem naléhavého provozu nad sjednanou úroveň? Zkuste si tedy navýšit přenosovou 
rychlost telefonního hovoru – změňte na začátku souboru tento řádek a spusťte simulaci. 
 set telrychlost 0.5mb 
V tuto chvíli pakety telefonního hovoru zabírají celé přenosové pásmo a ostatní provoz nemá 
možnost odeslat své pakety. Proto je někdy potřeba kontrolovat kolik prostoru dostávají 
naléhavá data v prioritní frontě. To se provede nastavením maximální přenosové rychlosti pro 
priorizovanou frontu. K tomuto účelu se používá v NS2 tento příkaz, který přidejte do 
definice fronty a nastavte pomocí něj maximální přenosovou rychlost pro tuto frontu na 
300kbit/s. 
 $qCORE addQueueRate 0 300000 
Spusťte simulaci a prohlédnete si vytvořené grafy. Nyní sice VoIP provoz nesplňuje 
doporučené hodnoty, ale to je z důvodu že překračuje dovolených 300kbit/s. Pokud zmenšíte 
přenosovou rychlost telefonního hovoru opět na 0,3mb bude vše již v pořádku. 
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5.2.5. Úprava provozu pomocí Policy (volitelný úkol) 
 Mimo omezení velikosti prioritní fronty, existuje ještě komplexnější nástroj na 
restrikci nežádoucího provozu. Je jím klasifikace provozu už na vstupu do DiffServ domény, 
kdy se označí jiným Code Pointem provoz, který překračuje nastavené hodnoty. To má 
výhodu především možnosti přenést i nadměrný provoz v případě, že je volná kapacita sítě. 
K odlišení provozů  použijeme jednu z jednodušších metod - Time Sliding Window with 2 
Color Marking (TSW2CMPolicer). Stačí zadat povolenou přenosovou rychlost (např. 
300kbps) a ty pakety,  které tuto hodnotu překročí budou označeny jiným Code Pointem. V 
nastavení fronty uzlu edge1 změňte následující řádky, jejich význam je uveden na začátku 
úlohy. 
 $qEDGE addPolicyEntry [$voip id] [$cil id] TSW2CM 010 
200000 
 $qEDGE addPolicyEntry [$data1 id] [$cil id] TSW2CM 020 
200000 
 $qEDGE addPolicyEntry [$data2 id] [$cil id] TSW2CM 020 
200000 
 $qEDGE addPolicerEntry TSW2CM 010 011 
 $qEDGE addPolicerEntry TSW2CM 020 021 
 Zvyšte počet používaných virtuálních front na 2 úpravou následujícího řádku do front obou 
uzlů. 
 <fronta> setNumPrec 2 
  U obou uzlů z DiffServ domény (edge1 a core) doplňte PHB tabulky pro nové Code 
Pointy (011 a 020) tak, aby tyto pakety byly zařazovány do virtuálních front 1 (fyz 0 a virt 1 
nebo fyz 1 a  virt  1). Pro tyto fronty (0 1 a 1 1) potom libovolně nastavte minimální a 
maximální obsah fronty a maximální pravděpodobnosti zahazování paketů. Použijte k tomu 
následující dva příkazy, první pro nastavení PHB tabulky, druhý slouží k nastavení RED front. 
 <fronta> addPHBEntry <CP> <fyz> <virt> 
 <fronta> configQ <fyz> <virt> <min> <max> <pravdepod> 
Upravený kód uložte a spusťte. Grafy by měli zůstat přibližně stejné, v terminálu se však ve 
statistikách objeví dva nové Code Pointy. 
 
 
 
 
 
 
 
 
 
 
Bakalářská práce   Simulace QoS v nástroji Network Simulator 
  47 
6. Zajištění QoS v přístupové síti pro Triple play 
Tato úloha je zaměřena na simulaci přístupové sítě, která současně přenáší IPTV, VoIP 
a data. Z teoretického úvodu se dozvíte jak fungují metody obsluhy front Round Robin a 
Weighted Round Robin. Dočtete se jaké způsoby označování (Policy) paketů v NS2 existuj a 
jak probíhá počítání pravděpodobnosti zahazování. V praktické části budete simulovat síť pro 
IPTV provoz, kterou následně upravíte na síť poskytující Triple play.  
6.1. Teoretický úvod     
6.1.1. Triple play 
Pod tímto označením se skrývají tři (triple) služby poskytované koncovým zákazníkům 
(na Obr.24 je rozvržení jednotlivých služeb): 
• Data – klasické internetové připojení 
• VoIP – telefonní služby přes IP sítě (viz. podkapitola) 
• IPTV – televizní služby 
Současná distribuce těchto 3 služeb k zákazníkovi má hned několik výhod. Uživatel má 
všechny služby pohromadě, což pro něj znamená úsporu času, jednoduchost a jeden účet.  
Nevýhodou je nutnost vysokorychlostní přípojky až do domu, která zvládne všechny tři 
služby spolehlivě provozovat. Samozřejmostí je QoS, tedy rozlišení jednotlivých provozů a 
jejich priorizace dle aktuálních potřeb. Do budoucna se mluví o zavedení tzv. Quadruple play, 
který umožní i čtvrtý rozměr, kterým je mobilita účastníka.[9] 
 
Obr.  24 – Schéma současného provozu Triple play 
6.1.2. IPTV (Internet Protokol TeleVision) 
Zkratka IPTV znamená televizi přes internetový protokol, respektive protokol 
umožňující sledování televizního vysílání prostřednictvím IP sítě. Nejedná o klasické 
broadcastové vysílání, jaké známe z kabelové, terestriální či družicové televize, kdy ke všem 
uživatelům jednosměrně míří stejný signál. U IPTV se jedná o vysílání poskytující 
oboustrannou komunikaci – což uživatelům umožňuje navíc služby jako je Elektronický 
programový průvodce (EPG), Video na vyžádání (VoD), Televizní archiv (VCR), Placené 
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pořady (PPV), Superteletext a další. Provozovatel navíc může těžit z přesného přehledu o 
zájmech diváků a případně k nim směrovat také interaktivní reklamu. Dalším důležitým 
rozdílem oproti klasické televizi (broadcastové) je přenos omezeného počtu (často pouze 
jeden) televizních programů k uživateli. To je způsobeno především malou kapacitou 
přístupové sítě a vysokými nároky na kvalitní přenos. Velkou výhodou je možnost přenášet 
obraz v různých poměrech stran (4:3 nebo 16:9) a rozlišeních (masovější podpora formátu 
HDTV).    
U IPTV je velmi důležitá výsledná kvalita přenášeného videa a celkový dojem ze 
služby pro uživatele. Proto byl zaveden pojem Quality of Experience (QoE), což znamená 
kvalitu vnímání obrazu a zvuku z hlediska příjemce. Jedná se sice o subjektivní parametr, ale 
velmi významný pro posouzení kvality signálu z pohledu uživatele. K jednoduchému 
ohodnocení kvality signálu byla zavedena stupnice MOS (Mean Opinion Score), která má 
škálu od 1 do 5 (1 nejhorší a 5 nejlepší kvalita přijímaného signálu). Horší kvalita 
sledovaného programu se může projevit například zamrzáním videa, chybami ve snímcích, 
nebo výpadky celých snímků,  špatnou synchronizací obrazu se zvukem, šumem v obraze či 
zvuku, atd. 
Pro zlepšení kvality přenosu signálu je potřeba zaručit pro IPTV co nejlepší parametry 
sítě – kvalitu služeb (QoS). QoS už není subjektivní parametr, ale určuje přesně jednotlivé 
přenosové veličiny z pohledu IP sítě a jejich striktní dodržování.  Jedná se především o tyto 
parametry přenosu: 
• Propustnost (Troughput) – velká šířka pásma potřebná pro přenos obrazové a zvukové 
informace. Obraz ve formátu SDTV (720x576) vyžaduje při použití kodeku MPEG-2 
přenosové pásmo 4-8Mbit/s, novější kodek MPEG-4 je úspornější a postačí 1,5-3Mbit/s. 
• Ztrátovost (Loss rate) – ovlivňuje především kvalitu obrazu, každý ztracený paket 
znamená rapidní zhoršení kvality, proto s doporučuje ztrátovost téměř nulová. 
• Zpoždění (Delay) – v oblasti televize nehraje až tak významnou roli, je však otázkou 
komfortu nesledovat IPTV zpožděně oproti klasickému vysílání. Zdrojů zpoždění se na 
trase k příjemci objeví hned několik, je však důležité, aby se všechny drželi na únosné 
míře a nepřesahovali doporučených 200ms.  QoS může ovlivnit především zpoždění 
způsobené čekáním v odchozích frontách uzlů. 
• Kolísání zpoždění (Jitter) - způsobuje neplynulost obrazu, nebo chybný snímek (snímek 
přijde oproti ostatním příliš pozdě). Částečně lze kolísání zpoždění kompenzovat bufferem 
na vstupu přijímače, přesto je vhodné držet se doporučené hodnoty 50ms. 
• Channel zapping zpoždění – znamená zpoždění při přepnutí kanálu, jelikož jde o jev u 
normální televize se nevyskytující, je vhodné, aby zpoždění bylo co nejmenší (do 2s). Je 
způsobeno nutností se přihlásit k odběru jiného kanálu a následně čekáním na přijetí 
prvních snímků MPEG (snímek I je opakován přibližně každých 0,5s). 
Hodnoty, které je potřeba hlídat jsou rozepsány níže, jejich doporučené hodnoty, podle DSL 
Forum TR-126 [3] jsou uvedeny v Tab.11. 
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Přenosový 
protokol 
Přenosová 
rychlost 
[Mbit/s] 
Zpoždění 
[ms] 
Jitter 
[ms] 
Maximální 
doba trvání 
chyby [ms] 
Odpovídající 
ztráta IP 
paketů 
Interval 
chyb 
Odpovídající 
průměrná 
ztrátovost 
MPEG – 2 
SDTV 5 <200 <50 <=16 9 paketů 
1chyba/ho
d <=5,26*E^-6 
MPEG – 4 
SDTV 3 <200 <50 <=16 6 paketů 
1chyba/ho
d <=5,85*E^-6 
Tab.  11 – Doporučené přenosové parametry pro IPTV dle [3] 
6.1.3. QoS pro VoIP (Voice over Internet Protokol) 
Pro VoIP je potřeba zaručit co nejmenší zpoždění (do 150ms) a kolísání zpoždění (do 
30ms). Kvalitu přenášeného hlasu ovlivní nejen vhodné kodeky, ale také malá ztrátovost (do 
1%), tak aby hovor byl co nejvíce věrný. 
QoS pro VoIP 
zpoždění do 150 ms 
jitter do 30ms 
ztrátovost méně než 1% 
Tab.  12 – Doporučené parametry QoS pro VoIP [2] 
6.1.4. Diferencované služby 
Pro rozlišení jednotlivých provozů se u DiffServ používá značkování paketů pomocí 
tzv. Code Pointů. Toto označení se zpravidla provádí na vstupu do DiffServ domény, 
v takzvaném okrajovém směrovači (Edge router) a všechny vnitřní směrovače (Core router) 
poté tyto značky používají. Označené pakety se ve směrovačích zařadí do svých výstupních 
front a čekají na odeslání. Na pakety čekající ve frontě je často aplikováno tzv. předcházení 
zahlcení fronty WRED (příklad můžete vidět na Obr. 25.). Následuje mechanismus obsluhy 
front, který vybírá pakety k odeslání.  
 
Obr.  25 - Graf různých pravděpodobností zahození paketů dle priority (WRED) 
6.1.5. Nastavení DiffServ v NS2 
Metoda Diferencovaných služeb je  v NS2 velmi dobře zpracována a poskytuje různé 
možnosti nastavení, některé z nich si vyzkoušíte v této laboratorní úloze, ostatní najdete v ns 
manuálu [22] na stranách 87-94.  
Na Obr. 26 je naznačen princip činnosti Edge routeru, na němž můžeme popsat celou 
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činnost DiffServ v NS2. Přicházející pakety jsou nejprve v bloku Policy označeny Code 
Pointem (CP). V dalším bloku se podle PHB tabulky zařadí pakety do jednotlivých odchozích 
front (fyzické a virtuální). Uvnitř front jsou uplatňována pravidla pro předcházení zahlcení 
(RED). Výběr fronty, ze které bude odeslán paket na výstup obstarává Scheduler.  
Princip činnosti Core routeru je obdobný, neobsahuje však blok Policy, neboť k němu 
přicházejí pakety již označené z Edge routeru. 
 
Obr.  26 – Princip činnosti jednotlivých bloků v Edge routeru 
6.1.6. Policy 
Třída Policy a její podtřídy definují pravidla, používaná Edge routery k značkování a 
zacházení s příchozími pakety. Pravidla pro DiffServ zahrnují celkem 6 modelů, popis tří 
z nich je uveden dále, ostatní najdete v NS Manuálu [22] na straně 90. 
• NullPolicer – bez použití pravidel pro řazení do více front 
• Time Sliding Window with 2 Color Marking (TSW2CMPolicer) – zařazuje pakety do 
dvou front. Normálně zařazuje do fronty s nižší pravděpodobnosti zahození, jakmile je 
překročená sjednaná přenosová rychlost, je použita druhá fronta. 
• Token Bucket (tokenBucketPolicer) – využívá dvou prioritních front. Nastavená rychlost 
určuje rychlost doplňovaní Tokenů (poukázek) do nádoby o velikosti dohodnutého shluku 
dat (CBS). Příchozí pakety odebírají vždy jednu poukázku (Token) z nádoby. Jakmile se 
nádoba vyprázdní, příchozí pakety jsou označovány jiným Code Pointem. Tato metoda 
tedy označuje normálním Code Pointem i provoz přesahující sjednanou přenosovou 
rychlost, ale nepřesahující maximální sjednaný shluk dat. 
Každý model tedy pracuje odlišně a ke své činnosti potřebuje různé počáteční parametry.  
Zde jsou uvedeny v pořadí používaném při deklaraci: 
Null    Initial code point 
TSW2CM   Initial code point CIR 
TokenBucket Initial code point  CIR  CBS 
Jako první je uvedena zkratka modelu Policy, na druhém místě se zapisuje  kódové označení 
(CP) a poslední čísla uvádějí následující: 
CIR (Committed Information Rate) – sjednaná přenosová rychlost (v bitech za sekundu) 
CBS (Committed Burst Size) – dohodnutá velikost shluku dat (v bajtech) 
Příkazy používané pro definici Policy a Policier: 
<fronta> addPolicyEntry [<zdroj> id] [<cil> id] <metoda> 
<CP1> <dalsi_parametry> 
   <fronta> addPolicerEntry <metoda> <CP1> <CP2> 
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6.1.6.1. Schedular 
 Slouží k určení pořadí odesílání paketů z jednotlivých fyzických front. V NS2 je 
definováno několik různých mechanizmů, dále jsou vysvětleny 2 z nich použité v úloze. 
Pokud není nastaveno nic použije se výchozí Round Robin. 
• RR (Round Robin) – u této metody je obsluha front prováděna cyklicky. Tato metoda sice 
zajišťuje spravedlivý přístup ke všem frontám, v QoS však její použití není vhodné, neboť 
je potřeba některou službu priorizovat.  
• WRR (Weighted Round Robin) – u metody s váženou cyklickou obsluhou má každá 
fronta svoji váhu a podle její velikosti je prováděna obsluha. Fronta s nejvyšší váhou 
odesílá pakety jako první a může odeslat objem dat odpovídající její váze. Váha 
jednotlivých front tedy rozděluje odchozí kapacitu linky v poměru vah jednotlivých front. 
Například na Obr.27 je kapacita linky rozdělena mezi fronty v poměru 4:2:1. Tato metoda 
velmi dobře obstojí v normálním provozu, v případě velkého provozu je třeba 
implementovat nějaký mechanismus k předcházení zahlcení.  
 
Obr.  27 - Model fronty s váženou cyklickou obsluhou (WRR) 
Pro změnu nastavení Schedularu se použije následujícího příkazu, další příkaz slouží pro 
nastavení  váhy jednotlivým frontám. 
<fronta> setSchedularMode <metoda> 
<fronta> addQueueWeights <fyz> <váha> 
6.1.6.2. MRED (Multilevel RED) 
  Standardně se jeden provoz (druh provozu) řadí do jedné fyzické fronty. Virtuální 
fronty uvnitř fyzické potom slouží k rozdílnému zacházení s nadměrným provozem. První 
fronta  obsahuje data dodržující sjednané rychlosti (In-profile). Druhá a další virtuální fronty 
obsahují pakety porušující sjednané rychlosti (Out-profile).  
 MRED obsahuje několik variant výpočtu pravděpodobnosti zahazování paketů ve 
virtuálních frontách podle toho, jestli je fronta In-profile nebo Out-profile. Jednou z nich je 
známé WRED, další dvě jsou tzv. „RED Routers with In/Out bit“ (RIO). Rozdíl mezi 
jednotlivými MRED je ve způsobu počítání efektivní velikosti fronty (na obsahu kterých front 
záleží při výpočtu pravděpodobnosti zahození paketu), to je shrnuto v Tab.13. Výchozí 
nastavení je RIO-C, změna tohoto nastavení se provede pro jednu fyzickou frontu 
následujícím příkazem. 
<fronta> setMREDMode <algoritmus> <fyz> 
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RIO-C 
(RIO-Coupled) 
RIO-D 
(RIO-Decoupled) 
WRED 
(Weighted RED) 
fronta In-profile In-profile In-profile In-profile + Out-profile 
fronta Out-profile In-profile + Out-profile Out-profile In-profile + Out-profile 
Tab.  13 - Způsob výpočtu efektivní velikosti fronty pro včasné zahození paketů 
6.1.6.3. Výstup statistik 
 Příkazem <fronta> printStats se vypíší do konzole statistiky paketů 
vyskytujících se v DiffServ frontě (příklad viz. Tab. 14). V jednotlivých sloupcích jsou 
uvedeny počty paketů přijatých (TotPkts), odeslaných (TxPkts), zahozených (ldrops) a včasně 
zahozených metodou RED (edrops). V řádcích je poté statistika všech paketů (All) a 
jednotlivých Code Pointů (CP). 
6.2. Pokyny a postup vypracování 
6.2.1. Výchozí situace 
 Výchozí síť simuluje přístupovou síť s jedním UDP provozem s konstantní 
přenosovou rychlostí 3mb/s a velikostí paketu 1000B simulující službu IPTV. Dále jsou zde 
spuštěn provoz TCP s velikostí paketu 1000B a posuvným okénkem velikosti 50, který 
zprostředkovává FTP přenos dat.  
 Stáhněte si soubor lab2-castA.tcl a uložte jej do svého domovského adresáře. Soubor 
obsahuje výchozí zdrojový kód, který budeme následně upravovat a doplňovat. Proto si jej 
otevřete v textovém editoru, nejlépe se zvýrazňováním  syntaxe jazyka Tcl.  
 
Obr.  28 – Zobrazené okno simulace laboratorní úlohy 
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 Soubor obsahuje simulaci sítě s IPTV a FTP provozem. Je zde zavedena základní 
verze QoS, kde je IPTV provoz označován Code Pointem 010 a FTP provoz Code Pointem 
020. Projděte celý kód a podle popisků si uvědomte k čemu, která část kódu slouží. Všimněte 
si dvou DiffServ domén – jedna pro směr k účastníkovi (v simulaci směrem vpravo) a druhá 
pro směr opačný. Velkou část kódu tvoří procedury zaznam{} a konec{}, které nám zobrazí 
grafy přenosové rychlosti, zpoždění IPTV, jitter IPTV a ztrátovost IPTV paketů. Nyní si 
spusťte simulaci – napište do konzole ns lab2-castA.tcl. Odečtěte z grafů 
maximální hodnoty QoS parametrů a srovnejte je s doporučenými hodnotami. Nezapomeňte 
si prohlédnout simulaci, na Obr. 28 je Screenshot okna, které se Vám zobrazí. V konzoli se 
podívejte na počty doručených a zahozených paketů, jsou zobrazeny v přehledné tabulce 
(Tab.14). 
Packets Statistics 
======================================= 
 CP  TotPkts   TxPkts   ldrops   edrops 
 --  -------   ------   ------   ------ 
All     4525     4282      222       21 
010     3001     2781      209       11 
020     1524     1501       13       10 
Aktuální čas: 10 
 
Tab.  14 - Statistiky zahozených paketů vypsané příkazem $qCOREa printStats 
 
 Pokud služba IPTV nedosahuje parametrů doporučených pro její běh, zkuste upravit 
nastavení RED front v uzlu Core a znovu spustit simulaci. Můžete vyzkoušet několik různých 
nastavení. Nejlepší nastavení ponechte a pokračujte dalším krokem. 
6.2.2. Označování paketů (Policy) 
 Nastavení Policy slouží k omezení nadměrného provozu jednotlivých služeb. Existuje 
několik metod, které se k tomu používají (viz. Teoretický úvod), Vy si vyzkoušíte dvě 
nejednodušší. Pro IPTV provoz použijeme Time Sliding Window with 2 Color Marking 
(TSW2CMPolicer). Ten odliší pakety, které přesahují dohodnutou přenosovou rychlost 
(3Mb/s). Pro provoz FTP použijeme složitější metodu - Token Bucket (tokenBucketPolicer), 
která bude dohlížet na přenosovou rychlost (500kb/s) a na možnost vzniku větších shluků dat 
(5kB). Pro toto nastavení je potřeba změnit následující řádky v Edge routeru 1 (příchozí směr 
uživatele). 
 $qEDGE1 setNumPrec 2 
 $qEDGE1 addPolicyEntry [$edge1 id] [$stb id] TSW2CM 010 
3000000 
 $qEDGE1 addPolicyEntry [$edge1 id] [$pc id] TokenBucket 
020 500000 5000 
 $qEDGE1 addPolicerEntry TSW2CM 010 011 
 $qEDGE1 addPolicerEntry TokenBucket 020 021 
V Core routeru také změňte definici počtu virtuálních front. 
 $qCOREa setNumPrec 2 
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U obou front pro příchozí směr ($qEDGE1 a $qCOREa) doplňte PHB tabulky pro nové Code 
Pointy (011 a 020) tak, aby tyto pakety byly zařazovány do virtuálních front 1 (fyz 0 a virt 1 
nebo fyz 1 a  virt  1). Pro tyto fronty (0 1 a 1 1) potom libovolně nastavte minimální a 
maximální obsah fronty a maximální pravděpodobnosti zahazování paketů. Použijte k tomu 
následující dva příkazy, první pro nastavení PHB tabulky, druhý slouží k nastavení RED front.  
 <fronta> addPHBEntry <CP> <fyz> <virt> 
 <fronta> configQ <fyz> <virt> <min> <max> <pravdepod> 
 Opět si simulaci spusťte, prohlédněte statistiky zahazovaných paketů a odečtěte 
maximální zpoždění, jitter a ztrátovost a srovnejte tyto hodnoty s doporučením (případně 
upravte nastavení jednotlivých RED front). 
6.2.3. Obsluha front pomocí Schedular 
 Výchozí nastavení obsluhy front je Round-Robin (viz. Teoretický úvod), jeho 
rozšířená varianta Weighted Round-Robin umožní nastavit váhu jednotlivým frontám. 
Největší váhu je vhodné nastavit pro IPTV, protože je potřeba dodržet doporučené hodnoty. 
Dopište tedy do definice fronty $qCOREa nastavení WRR pro jednotlivé fyzické fronty. 
Vyzkoušejte si i jiné váhy než zde uvedené, ať víte, jak váhová obsluha pracuje. 
 $qCOREa setSchedularMode WRR 
 $qCOREa addQueueWeights 0 3 
$qCOREa addQueueWeights 1 1 
Následně spusťte simulaci, zkontrolujte zda jsou parametry QoS pro IPTV 
dodržovány a jestli je efektivně využíváno přenosové pásmo. 
6.2.4. Modifikace na Triple play  
 Nyní doplňte topologii o službu VoIP, tak aby síť simulovala Triple play. Vytvořte, 
proto uzel symbolizující IP telefon ($iptel), jeho definici napište pod řádek set stb [$ns node]. 
Tento uzel připojte ke $edge2 duplexní linkou 10Mb/s se zpožděním 10ms.  
 Zkopírujte  dvakrát UDP agenta a zdroj provozu CBR (ze služby IPTV). A vytvořte 
tak komunikaci mezi uzly $edge1 a $iptel a v opačném směru mezi uzly $iptel a $edge1 . U 
těchto kopií nezapomeňte změnit jména proměnných (dle vlastního uvážení), přijímač paketů 
v uzlu $iptel však pojmenujete $sink2. Velikost paketu pro VoIP službu nastavte na 200B a 
přenosovou rychlost pro oba směry 300kb/s. Barvu provozu nastavte na číslo 2 (zelená), kvůli 
stejnému zobrazení v grafech. 
 Nezapomeňte doplnit nastavení Edge a Core routerů v DiffServ doménách (pro oba 
směry). Pro VoIP si vymyslete Code Pointy a nastavte Policy a Policer v Edge routeru tak, 
aby tímto Code Pointem byli označovány pakety VoIP provozu (je potřeba přidat následující 
dva řádky - volba metody je na Vás). 
<fronta> addPolicyEntry [<zdroj> id] [<cil> id] <metoda> 
<CP1> <dalsi_parametry> 
   <fronta> addPolicerEntry <metoda> <CP1> <CP2> 
V Edge i Core routerech zvyšte počet fyzických front na 3. 
 <fronta> set numQueues_ <poc_fyz> 
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K novým Code Pointům přiřaďte v PHB tabulce třetí fyzické fronty (mají číslo 2). Pro tyto 
fronty nastavte parametry předčasného zahazování (RED). 
 <fronta> addPHBEntry <CP> <fyz> <virt> 
 <fronta> configQ <fyz> <virt> <min> <max> <pravdepod> 
 Nyní v proceduře zaznam{} odkomentujte tyto dva řádky, aby se Vám objevil průběh 
přenosové rychlosti pro příchozí směr VoIP. 
 set bw1 [$sink2 set bytes_] 
 $sink2 set bytes_ 0 
 Nakonec naplánujte spuštění VoIP služeb (oba směry) v čase 2s a zastavení v čase 6s. 
 
 Simulaci si spusťte a srovnejte QoS parametry z grafů s doporučenými hodnotami. 
 
 Zkoušejte upravit priority obsluhy front (WRR), způsoby značkování paketů (Policy) a 
nastavení RED front tak, aby provoz IPTV odpovídal doporučeným hodnotám a VoIP 
vykazoval co nejméně ztrát. 
6.2.5. Algoritmy pro výpočet velikosti fronty (volitelný úkol) 
 V ns-2 existují tři různé algoritmy, které počítají zaplnění fronty pro RED zahazovaní 
paketů. Celou úlohu jste používali výchozí nastavení RIO-C, teď si vyzkoušejte další dva 
algoritmy. Aby se alespoň trochu funkce algoritmů v tomto příkladu projevila je vhodné 
naplnit obě virtuální fronty stejně (například změnou nastavení Policy u IPTV na poloviční 
hodnotu 1500000) a zrušit nastavenou obsluhu front WRR. Poté stačí do definice Core 
routeru pro příchozí směr přidat řádek, který pro fyzickou frontu 0 určí příslušný algoritmus 
(RIO-C, RIO-D nebo WRED). 
 <fronta> setMREDMode <algoritmus> <fyz> 
Když spustíte simulaci, rozdíl v grafech a simulaci bude minimální. Ve statistikách v konzoli 
však změna projeví v počtu zahazovaných paketů. 
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7. Závěr 
Televizní přenos po klasické IP síti (IPTV), se potýká s problémem malé kapacity 
přístupových sítí. Výsledkem je menší komfort pro diváka televizního přenosu, způsobený 
nemožností přenášet více programů současně, zpožděním při sledování i přepnutí kanálu atd. 
V zájmu provozovatele služeb je tedy nasazení metod QoS tak, aby zajistili přenosové 
parametry co nejlepší. V doporučení DSL Forum TR-126 je shrnut kompromis pro zaručení 
dostatečné kvality služby.  
QoS v sítích nejčastěji obstarávají metody Integrovaných služeb (IntServ) a 
Diferencovaných služeb (DiffServ). Metoda IntServ je hojně využívána v soukromých 
přístupových sítích, kde jsou na metodu připraveny všechny směrovače. Používaný protokol 
RSVP zajistí rezervaci prostředků po celé trase a to i po dobu, kdy aplikace nic nevysílá, což 
může být nevýhoda. V rozlehlých sítích s různými doménami se k zajištění QoS častěji 
využije metoda DiffServ. U ní se nepoužívá garance prostředků pro aplikaci, ale jednotlivé 
pakety se označí tzv. Code Pointem (DSCP), který určí, jak se má s paketem zacházet. Na 
rozhraní mezi doménami pracuje Okrajový směrovač, provádějící omezení provozu a 
přeznačení paketů, aby vyhovovali podmínkám další domény. V doméně se nacházejí Vnitřní 
směrovače, které dle PHB řadí odchozí pakety do jednotlivých front. Fronty jsou následně 
obsluhovány dle přidělených priorit a k předcházení zahlcení se často implementuje metoda 
RED (WRED). 
K vývoji sítí schopných zajistit QoS se používají různé simulátory. V této práci je 
podrobně rozebrán Network Simulator 2 (NS2), který umožňuje přehledné zobrazení průběhu 
simulace a umí vytvořit grafy provozu. Velmi dobře NS2 podporuje metodu DiffServ, která je 
v současnosti nejčastěji využívaná. Metoda DiffServ zde umožňuje nastavit různé způsoby 
značkování paketů (Policy), obsahuje předcházení zahlcení front RED a také 3 typy obsluhy 
front. Způsoby nastavení jsou v práci podrobně rozebrány i s popsaným příkladem použití. 
Výsledkem této práce jsou dvě laboratorní úlohy (kapitola 5 a 6), které slouží 
k pochopení metody DiffServ a způsob jejího nastavení v NS2. První úloha simuluje datovou 
síť se současným provozem VoIP. Úkolem studentů je nastavit DiffServ tak, aby byli 
dodrženy doporučené hodnoty QoS pro VoIP. Ve druhé úloze jde o zajištění kvality služeb 
v síti Triple play. Studenti zde budou mít za úkol modifikovat síť na Triple play a zaručit v ní 
doporučené přenosové parametry pro IPTV. 
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