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РЕФЕРАТ 
Выпускная бакалаврская работа по теме «Разработка алгоритма 
соединения изображений в графической 3D сцене» содержит 24 страницу 
текстового документа, 1 рисунок, 2 приложения, 6 использованных 
источников литературы. 
OPENCV, SDL 2.0, OpenGL, ПОСТРОЕНИЕ ИЗОБРАЖЕНИЙ, 
СОЗДАНИЕ ПАНОРАМ, ТРИАНГУЛЯЦИЯ ДЕЛОНЕ, АЛГОРИТМ 
MORPHING. 
Цель работы: Написание программы построения панорам и плавного 
перехода между ними. Создание графического движка для корректного 
отображения. 
Был создан графический движок Night Vision, который был 
использован в дальнейшем для реализации проекта построения панорам.  
Во время работы были получены тестовые панорамы худший случай с 
помощью автоматизированного робота, и получены профессиональные 
панорамы для тестирования алгоритмов на случаи приближенному к 
идеальному. 
Во время работы были изучены и реализованы алгоритмы SURF, SIFT,  
Harris Corner Detection, из библиотеки OpenCV, они были использованы для 
создания программного продукта Night Vision, который реализует 
построение панорам и строит промежуточные панорамы для плавного 
перехода.   
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ВВЕДЕНИЕ 
 
В настоящий момент, широко используются панорамы для показа либо 
демонстрации   общественных и публичных мест, таких как музеи, выставки, 
праздники. Часто панорамы используют для коммерческих целей, при 
продаже недвижимости либо рекламе. Панорамы используют на картах для 
удобного отображения местности и достопримечательностей. Сейчас это 
целое направление в виде 3D туров по городам с видом с воздуха. 
Начинается распространение интерактивных развлечений, где используют 
панорамы и VR очки. Существует много других направлений, в которых 
используются панорамы, в том числе фотографии в космосе, на других 
планетах и космических тел. 
Панорамы это очень удобный инструмент для погружения в 
виртуальную реальность, так как качество компьютерной графики ещѐ 
далеко от фотореалистичной. Мы можем получать информацию об 
интересующих местах и мероприятиях дистанционно. Так же мы можем 
изучать те же музеи в любое время дня и ночи, даже когда они уже закрыты. 
Так же изучать старые выставки, при этом мы будем чувствовать, что мы 
находимся прямо там. Так же, это позволяет нам самим удобно 
предоставлять информацию любым пользователям. 
Из данного направления следует несколько задач. Первая, 
автоматизация получения фотографий для панорам. Так как даже 
профессиональное оборудование необходимо долго настраивать и снимать 
панораму со всех ракурсов. То на съѐмку даже небольшого количества 
помещений может уйти целый день. После чего будет необходимо корректно 
склеить панорамы и обработать их. На что может уйти ещѐ несколько дней 
обработки. Из чего вытекает задача автоматизации, так как затрачивается 
огромное количество человеческих ресурсов. 
Данная проблема является тривиальной и решается использованием 
робота или машину с автопилотом для фотографий на больших дистанциях, к 
примеру, панорам сделанных для карт. В данной работе был использован 
несложный робот и веб камера для получения данных. Для создания панорам 
и их дальнейшей обработки. Так как мы имеем погрешности оборудования, 
таких, как движения робота, повороты робота, точность съѐмки веб камеры. 
Мы будим рассматривать эти данные как худший случай, если пользователь 
ограничен в ресурсах и использует не профессиональное оборудование. Так 
же мы рассматриваем идеальный случай, когда мы имеем более мощного 
робота и профессиональную камеру с возможностью съѐмки на 360 градусов. 
Для этого мы получили фото с профессиональной студии. И вручную 
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склеили панорамы в программе ptgui. В конечном счѐте, мы получили два 
набора изображений из которых потом будут строиться панорамные кубы. 
Второй задачей является, загрузка изображений на сервер их обработка 
и отображение посредством универсальных кроссплатформенных 
инструментов. Так как не многие сервисы имеют такую возможность. 
 Третей задачей является создания возможности плавного перехода 
между панорамами, что создаѐт иллюзию нахождения в фотореалистичной 
виртуальной реальности. 
Четвѐртая задача это хранение, кодировка и сжатие полученных 
данных, так как даже при создании 20 панорам, мы имеем 16-18 гигабайт 
изображений, которые нужно обрабатывать в видео памяти, хранить на 
жѐстком диске, отправлять и обрабатывать на сервере и загружать обратно 
пользователю. Если использовать изображения без сжатий и дополнительных 
алгоритмов хранения, то понадобиться непозволительно большие ресурсы 
компьютера и большое количество времени на обработку данных. Но, в 
данной бакалаврской работе эта задача не ставиться и мы используем 
небольшое количество данных. 
Так же для пользователей было бы необходимо разработать удобный 
веб интерфейс, на который люди бы могли отправлять свои изображения и 
получать панорамы, так же просматривать чужие панорамы. 
Было бы желательно дополнительно разработать удобный интерфейс 
для операторов, которые следят за роботом и получают панорамы с него. С 
возможностью редактирования, удаления и настрой, прямо во время съѐмки 
роботом, для более быстрой и эффективной работы.  
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1 ПОСТАНОВКА ЗАДАЧИ 
1.1 Загрузка, обработка и отображение изображений сервером 
Для выполнения бакалаврской работы необходимо изучить либо 
написать необходимое программное обеспечение для сервера. Серверу 
необходимо быстро и эффективно получить изображения от робота, 
используя параллельные вычисления для максимальной загруженности 
сервера и его быстрой работы. 
Необходимо изучить API робота, его функционал и возможности его 
сообщения посредством интерфейса с сервером. Необходимо на основе его 
функционала написать приложение, которое по заданным координатам 
помещения и командам оператора будет управлять роботом. 
От софта требуется возможность изменения правил рендеринг и доступ 
к ресурсам изображения, как получение цвета каждого пикселя, так и битовая 
информация. Так как для исследования необходимо не только использования 
готовых библиотек и алгоритмов, но и возможность написания своих. 
Из этого вытекает необходимость в мощной математической 
библиотеке. Которая будет содержать большое число встроенных алгоритмов 
обработки изображений и алгоритмов компьютерной геометрии. 
Посредством которых можно было бы упростить исследование и сократить 
время написания уже известных алгоритмов. 
Так же необходимо кроссплатформенность, чтобы проект могли бы 
использовать даже веб сервисы и различные другие платформы. Необходимо 
задействовать минимальное количество ресурсов компьютера на рендеринг, 
что бы использовать их для выполнения задачи обработки изображений. 
Этого так же можно добиться за счѐт модульности данной платформы, 
которая может отключать и добавлять нужные библиотеки при 
необходимости.  
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1.2 Создание плавного перехода между панорамами. 
Плавный переход между панорамами можно осуществить посредством 
анимации, которая будет визуально близка к видео. Но, так как запись видео 
из каждой точки панорамы в каждую соседнею с ней панораму во всех 
направлениях будет тратить много ресурсов компьютера, то такая идея пока 
что нереализуема.  
Мы же будим считать, что имеем не непрерывную запись по всей 
площади помещения, а дискретные точки, в которых мы сняли панораму и 
построили по ним кубы. Мы так же возьмѐм идеальный случай, с которым 
мы будем сравнивать алгоритмы создающие эффект плавного перехода 
между панорамами. Возьмѐм скорость камеры наблюдателя(точка, которая 
перемещается в 3D пространстве из которой пользователь наблюдает 
панорамы), 0.5м в секунду. Следовательно, нам необходимо как минимум 48 
панорам на каждый метр, чтобы человеческий глаз не заметил разности. Мы 
должны иметь плотность 2304 панорамы на метр квадратный. Такую 
большую плотность тяжело достичь на практике, поэтому мы будем 
использовать такие данные только как тест и на небольшой площади. Так же 
это будет занимать большое количество памяти компьютера, даже при 
низких разрешениях фото. 
Из практики так же вытекает проблема проходимости робота, когда 
робот не может снять панораму из-за своих габаритов либо поверхности, на 
которой он должен проехать. Из совокупности вышеперечисленных проблем 
вытекает основная задача, данной бакалаврской работы. Это заполнение 
пустот между панорамами. И построение сетки, с заполненными пустотами. 
Пример в приложении 1. Мы можем искусственно добавлять пустоты между 
исходными панорамами, чтобы алгоритм создавал  ещѐ большее количество 
промежуточных панорам. Тогда переход будет более мягким и плавным. 
Промежуточные панорамы мы можем получить посредством 
деформации, преобразований и склейки из исходных панорам. К примеру, 
существует самый простейший алгоритм обработки изображения morphing. 
Данный алгоритм очень прост в реализации и почти не требует 
вычислительных ресурсов. Его используют чаще всего при перемещении 
между панорамами, так же часто используют простое смазывание картинки. 
Задача состоит, в исследовании более сложных алгоритмов и 
написании своих. Сравнение на различных исходных данных, с различной 
плотностью панорам на метр квадратный. И выбор наиболее оптимального 
варианта.  
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2 Графический движок Night Rain 
2.1 Описание движка 
Данный графический движок было решено написать, так как он 
подходил по требованиям из поставленной задачи. Были проанализированы 
известные графические движки такие как: cocos2Dx, source, cryengine. Все 
они прекрасно выполняют свои функции, они кроссплатформенные, 
бесплатные и открытые. Cryengine не был использован, так как он тратил 
множество ресурсов компьютера на свою обработку и достаточно тяжело 
поддерживался небольшой группой программистов, так как он рассчитан на 
очень крупные проекты. Остальные не были использованы в силу 
необходимости более глубокого доступа к изменению рендеринга. Так же в 
новом движке минимизировались затраты ресурсов необходимых для 
обработки данной задачи и задач математической направленности. 
Night Rain направлен на использовании в небольших проектах где 
необходима минимальная графика. Если необходимы чертежи, графики, 3D 
графики, интерактивные развлечения, в том числе обработка фотографий. 
Позволяет быстро и эффективно писать небольшие модульные приложения. 
Технологии были выбраны кроссплатформенные, такие как OpenGL, 
для рендеринга графических объектов. Пользовательские события 
обрабатываться библиотекой SDL 2.0.  Движок представляет из себя 
множество абстрактных контейнеров-классов, которые хранят в свою 
очередь менее абстрактные контейнеры-классы. Все из них имеют набор 
интерфейсов обработки себя и хранимых объектов. Архитектура 
спроектирована с максимальной возможностью использования шаблонов, 
чтобы движок можно было модульно дописывать «на ходу», увеличивая его 
гибкость и простоту разработки.  
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2.2 Описание функционала 
Главным классом контейнером является ядро(Core). Через него 
пользователь взаимодействует с множеством окон, данными необходимыми 
движку и управляет менеджером событий(event manager). Пользователь 
создаѐт класс, который хранит данные пользователя, таких как базы данных, 
различные переменные и функции, через которые пользователю будет 
удобно взаимодействовать с движком. (user data) Он задаѐт класс через 
шаблон, затем отправляет экземпляр класса через интерфейсы. Так же этот 
класс может быть NULL, если пользователю это не нужно. 
Следующим этапом является создание и настройка окон, которые 
будут храниться в Core. Такие, как размеры, название начальное 
расположения окна. Каждое окно хранит по одному публичному экземпляру 
сцены(scene), ссылку на него возвращают конструкторы окна. 
Сцена является контейнером для объектов сцены. Объекты, которые 
нам необходимо отобразить на экране. Так же сцена хранит объект 
камера(camera). Данный класс получает информацию об изменении 
расположении камеры наблюдателя, в том числе и направлении просмотра. 
Затем полученные данные преобразовываются в матрицу преобразований. 
Потом передаются классу Core, вместе с информацией об объектах сцены, их 
расположение и размеры. В свою очередь Core проводит дополнительные 
преобразования с помощью матрицы проекции и затем OpenGL занимается 
изображением полученных результатов. 
С камерой взаимодействует класс менеджер событий, который является 
контейнером для событий(event). В зависимости от получаемых событий, он 
может изменять пользовательские данные, взаимодействовать с камерой, 
объектами сцены и прочим. Менеджер получает события посредством 
callback функций и шаблонных данных пользователя. Тут пользователь 
может описать свои функции или вызвать другие функции из 
пользовательского класса. Так же пользователь может сделать обработку 
событий ввода, вывода, работы системы и прочих, которые предоставляет 
библиотека SDL 2.0.   
Пользователь может задать таймер выполнения событий, посредством 
количество тиков(tick). Движок рисует финальное изображение, используя 
минимальные ресурсы компьютера, и при этом старается не терять качество 
и скорость анимации. Максимальное количество тиков в секунду составляет 
60, если всѐ это время будет происходить изменение изображения, то FPS 
будет равен 60. С другой стороны, к примеру, если  нам необходим 
статичный график, то изменений изображения не будет и FPS будет равным 1 
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и менее. Позволяя затрачивать минимальные ресурсы компьютера на 
обработку изображения. Остальные события, обрабатываются встроенной 
функцией SDL_PollEvent, которые ожидает события из библиотеки SDL 2.0 
Этот инструмент позволяет взаимодействовать пользователю и 
объекты сцены. Объекты сцены являются, унаследованными классами от 
абстрактного класса Scene Object. Имеющие свои наборы свойств и 
характеристик. К примеру, 2D и 3D объекты, точки и полигоны, так же есть 
сложные объекты сами являющиеся контейнерами, такие как объект 
координаты, состоящий из множества прямых. Это позволяет самим 
использовать этот класс, как основу и унаследовать от него свой класс более 
сложный.  
Графический движок Night Rain хорошо подходит для отображения 
проекта, но в нѐм недостаѐт математической части, готовых алгоритмов для 
обработки изображений и их деформации, и возможности получать 
изображения с веб камеры. С этими задачами прекрасно справляется 
OpenCV, мощный модульный и бесплатный инструмент работы с 
фотографией, видео, искусственным интеллектом и многим другим. 
OpenCV содержит удобный интерфейс взятия изображения с 
аппаратуры, так же преобразование в удобную математическую структуру(по 
сути матрицу) с готовыми операциями над этой структурой. Библиотека 
содержит встроенные алгоритмы триангуляции, нахождение диаграммы 
воронова, быстрых алгоритмов нахождение точки в полигоне. Так же есть 
функции обработки аффинных преобразований изображений.  
OpenCV имеет множество дополнительных модулей, один из которых 
содержит алгоритмы нахождения особых точек на фотографии. К примеру 
нахождение двойных частных производных по цвету, что позволяет находить 
экстремальные точки на изображении, максимумы и минимумы, которые 
потом можно анализировать для сравнения похожих изображений. 
По итогу мы получаем мощный инструмент, который позволяет быстро 
создавать небольшие графические проекты. Что отвечает запросам 
исследовательской работы по созданию проекта Night Vision.   
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3 Проект построения фотореалистичной виртуальной реальности 
Night Vision. 
3.1 Алгоритм morphing 
 
Алгоритм morphing самый простой и распространѐнный алгоритм получения 
промежуточных фотографий. 
Суть алгоритма, в том, что мы имеем два исходных изображения и нам 
нужно получить промежуточное изображение. За это в функции отвечает 
параметр  , если он равен 0, то мы имеем 1 изображение, если он равен 1, то 
мы имеем 2 изображение. Этот параметр означает насколько далеко мы от 1 
или 2 изображения. Это достигается за счѐт уровня прозрачности 
изображений и их наложения друг на друга. 
 
 (   )  (   ) (   )    (   ),     (3.1) 
   (   )      ,       (3.2) 
   (   )      ,       (3.3) 
 
где -первое изображение; 
  -второе изображение; 
 -промежуточное изображение; 
    -координаты пикселей.  
Но, для нашей задачи нужна двухмерная реализация данного 
алгоритма, так как камера перемещается не по прямой, а в плоскости. 
Следовательно, мы берѐм не два исходных изображения, а четыре. Это 
ближайшие изображения к камере наблюдателя. Формула теперь примет вид. 
 
 (   )  (   )(    ) (   )   (   ) (   )  
 (   )  (   )      (   ),       (3.4) 
 
где параметр   отвечает за перемещение по координате  ; 
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   за перемещение по координате  .  
Замечание: можно сразу увидеть, что количество данных избыточно, и 
количество исходных изображений из которых строиться промежуточное 
изображение, можно уменьшить с четырѐх до трѐх. Используя 
барицентрические координаты, которые будут описаны в следующей главе. 
Это решает не только проблему избыточности обрабатываемых данных, но и 
проблему нахождение ближайших четырѐх исходных изображений к камере 
наблюдателя. Так как мы не всегда на карте можем иметь разбиение на 
прямоугольники. Но, любой выпуклый многоугольник мы можем разбить на 
треугольники и работать внутри него. 
При использовании данного алгоритма на практике мы сразу можем 
заметить его главную проблему. Если мы хотим иметь качественный 
результат, мы можем использовать его только при небольших изменениях 
между панорамами. Такие как, случаи с высокой плотностью панорам на 
квадратный метр близкие к идеальному случаю, либо если проекция объекта 
не сильно изменяется при переходе от панорамы к панораме и сдвиг на 
изображениях не большой. Тогда при движении пользователь не заметит 
разницы и изображение будет немного смазанным. В противном случаи, 
картинка начнѐт рябить и мы не сможем достичь нужного результата. 
Поэтому необходим более сложный механизм обработки изображений. 
На его основе был разработан более улучшенный алгоритм с применением 
триангуляции Делоне, который может решить данную проблему.  
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3.2 Барицентрические координаты 
Опр. 3.1. Если точки              в  
  независимы, то их выпуклая 
оболочка называется n-мерным симплексом, а сами точки называются 
вершинами симплекса. 
Например, при n=2(т.е. на плоскости) симплекс является выпуклой 
оболочкой трѐх точек, трѐх точек, не лежащих на одной прямой, то есть 
треугольник. В трѐхмерном пространстве симплекс представляет собой 
выпуклую оболочку четырѐх точек лежащих не в одной плоскости, т.е. 
тетраэдр.  
Опр. 3.2. Обозначим через S симплекс с вершинами               в 
пространстве   . Так как S – выпуклая оболочка точек              , то 
каждая точка P этого симплекса выражается в виде комбинации: 
 
                      ,      (3.5) 
                  .        (3.6) 
 
Эти числа               называются барицентрическими 
координатами точки P относительно базисного симплекса S. 
 
 
 
Рисунок 3.1 - Пример барицентрических координат для размерности 2 
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3.3 Триангуляция Делоне 
Опр. 3.3. Триангуляцией называется планарный граф, все внутренние 
области которого являются треугольниками. 
Опр. 3.4. Выпуклой триангуляцией называется такая триангуляция, для 
которой минимальный многоугольник, охватывающий все треугольники, 
будет выпуклым. Триангуляция, не являющаяся выпуклой, называется 
невыпуклой. 
Опр. 3.5. Говорят, что триангуляция удовлетворяет условию Делоне, 
если внутрь окружности, описанной вокруг любого построенного 
треугольника, не попадает ни одна из заданных точек триангуляции. 
Опр. 3.6. Триангуляция называется триангуляцией Делоне, если она 
является выпуклой и удовлетворяет условию Делоне. 
Теорема 3.1. Триангуляция Делоне обладает максимальной суммой 
минимальных углов всех своих треугольников среди всех возможных 
триангуляций. 
Один из самых распространѐнных алгоритмов «Разделяй и властвуй» 
Итеративный алгоритм: 
Шаг 1. На первых трех исходных точках строим один треугольник. 
Шаг 2. В цикле по n для всех остальных точек выполняем шаги 3–5. 
Шаг 3. Очередная n-я точка добавляется в уже построенную структуру 
триангуляции следующим образом. Вначале производится локализация 
точки, т.е. находится треугольник (построенный ранее), в который попадает 
очередная точка. Либо, если точка не попадает внутрь триангуляции, 
находится треугольник на границе триангуляции, ближайший к очередной 
точке. 
Шаг 4. Если точка попала на ранее вставленный узел триангуляции, то 
такая точка обычно отбрасывается, иначе точка вставляется в триангуляцию 
в виде нового узла. При этом если точка попала на некоторое ребро, то оно 
разбивается на два новых, а оба смежных с ребром треугольника также 
делятся на два меньших. Если точка попала строго внутрь какого-нибудь 
треугольника, он разбивается на три новых. Если точка попала вне 
триангуляции, то строится один или более треугольников. 
Шаг 5. Проводятся локальные проверки вновь полученных 
треугольников на соответствие условию Делоне и выполняются 
необходимые перестроения. 
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Данный алгоритм имеет сложность для худшего (     ) и среднего 
случая  (    ). 
Рекурсивный алгоритм триангуляции «Разделяй и властвуй»: 
Шаг 1. Если число точек N = 3, то построить триангуляцию из 1 
треугольника. 
Шаг 2. Иначе, если число точек N = 4 , построить триангуляцию из 2 
или 3 треугольников. 
Шаг 3. Иначе, если число точек N = 8, разбить множества точек на две 
части по 4 точки, рекурсивно применить алгоритм, а затем склеить 
триангуляции. 
Шаг 4. Иначе, если число точек N <12 , разбить множества точек на две 
части по 3 и N − 3 точки, рекурсивно применить алгоритм, а затем склеить 
триангуляции. 
Шаг 5. Иначе (число точек N ≥12 ) разбить множества точек на две 
части по  [ N / 2 ] и [ N / 2 ] точки, рекурсивно применить алгоритм, а затем 
склеить триангуляции. 
Данный алгоритм имеет сложность для худшего и среднего случая 
 (     ). 
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3.4 Улучшенный алгоритм morphing 
На основе простого алгоритма morphing был разработан улучшенный 
вариант. Он решает главную проблему алгоритма, если объект движется и 
сильно меняет перспективу от одного изображения к другому. 
Алгоритм заключается в том, что мы находим общие точки на двух 
изображениях. Этот алгоритм используется в основном для изображений 
портретов с одним человеческим лицом. Так как нахождение общих точек 
для данного случая решена полностью, и найти пары общих точек является 
тривиальной задачей. К примеру, это точки глаз, ушей, бровей, подбородка, 
контура лица, и подобные. При этом мы имеем почти однозначный набор пар 
точек для двух изображений.  
Мы во время анимации должны перевести каждую точку из координат 
первого изображения в координаты второго изображения. Для этого на 
каждом из изображений строится триангуляция Делоне. OpenCV использует 
итеративный алгоритм и добавляет точки по очереди в каждом изображении. 
В итоге мы получим эквивалентные разбиения на треугольники.  
Так же мы воспользуемся теоремой 3.1, из которой видно получаемых 
свойство треугольников. Мы максимизируем сумму минимальных углов всех 
треугольников, что убирает «узкие» треугольники с маленькими углами, 
которые нежелательно обрабатывать на практике, при округлении 
вычислений, изменении изображения. 
Далее в алгоритме мы каждый треугольник сопоставляем со своей 
парой из другого изображения. Мы находим аффинные преобразования для 
каждой пары, чтобы из первого набора треугольников получить второй набор 
треугольников. Мы имеем параметр  , который отвечает за прозрачность 
изображения. Затем мы применяем аффинные преобразования к первому 
набору треугольников с коэффициентом   и прозрачностью (   ), и 
накладываем второй набор треугольников с аффинным преобразованием 
(   )(по сути, мы получаем обратные преобразования) и прозрачностью  . 
В итоге мы получим промежуточное изображение, которое плавно переходит 
из одного в другое. При этом уходит эффект, когда изображение двоится, 
который наблюдался при использовании обычного алгоритма.  
Данный алгоритм увеличивает на порядок качество промежуточных 
изображений, которые мы хотим получить в нашей работе. Эффект плавного 
перехода будет наблюдаться даже при низкой плотности панорам на 
квадратный метр. 
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3.5 Применение улучшенного алгоритма morphing к нашей задаче. 
Этот алгоритм изначально был рассчитан на использовании для двух 
изображений, нам же необходимо совместить изображения с нескольких 
панорам.  
Для корректного отображения панорам друг относительно друга мы 
используем «карту панорам», который представляет из себя, двухмерный 
массив, состоящий из нулей, если там нет панорамы и номеров панорам, 
которые находятся в данной координате. Координаты заданы в движке и 
соответствуют координатам камеры наблюдателя для x,y. По данным 
координатам мы задаѐм сетку состоящей из множества кубов исходных 
изображений и промежуточных изображений в координатах, где на «карте 
панорам» стоит 0. Возникает подзадача, найти для каждой пустой клетки 
ближайшие панорамы, из которых будут браться данные для создания 
промежуточной панорамы. 
Как мы отмечали выше, использование четырѐх изображений 
избыточно, так как одно из них будет являться линейной комбинацией 
других трѐх изображений, что позволяет уменьшить расчѐты и увеличить 
точность за счѐт уменьшения количество операций. Мы задаѐм 
триангуляцию Делоне на «карте панорам», и получаем набор треугольников. 
Если же «карта панорам» представляет из себя не выпуклый многоугольник, 
то мы разбиваем его на выпуклые многоугольники и решаем задачу для 
каждого из них отдельно. 
Затем мы находим треугольник в котором находиться точка(камера 
наблюдателя). Этот треугольник берѐтся за основу барицентрических 
координат. Пример кода в приложении 2. Используя данную функцию, мы 
получаем 3 барицентрические координаты. Эти координаты используются, 
как параметры для прозрачности изображений и аффинных преобразований 
для треугольников в улучшенном алгоритме morphing. За счѐт применение 
алгоритма с нужными параметрами мы получаем промежуточное 
изображение из трѐх исходных изображений для каждой пустой клетки на 
«карте панорам». 
Благодаря этому расширению мы теперь можем плавно перемещаться 
не только между двумя панорамами, но и всеми остальными во всех нужных 
нам направлениях. 
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3.6 Задачи нахождения общих точек 
В предыдущей главе в улучшенном алгоритме morphing, возникла 
задача нахождения общих точек между тремя изображениями, чтобы можно 
было провести однозначную триангуляцию и использовать тройки 
треугольников созданных из исходных изображений.  
Как подчѐркивалось выше, эта задача уже разрешена для некоторых 
типов изображений, в частности лиц людей. В данном проекте 
рассматриваются  все изображения, но при небольших изменениях между 
изображениями. Возникают две проблемы это нахождения общих точек для 
общего случая и создание анимации для точек, которые не входят, в какое 
либо изображение. В данном случаи, имеются в виду, точки находящиеся на 
краях изображений. Они образуют треугольники, которые во время анимации 
должны будут преобразоваться в вырожденные треугольники и стать 
отрезками.  
Вторую задачу мы не будем рассматривать в данной дипломной работе.  
Для нахождения особых точек используется множество алгоритмов в 
библиотеке OpenCV, мной были рассмотрены три основных алгоритма. Это 
SIFT(Scale-Invariant Feature Transform), SURF (Speeded-Up Robust Features), 
Harris Corner Detection. 
Harris Corner Detection был опубликован в 1988 году Chris Harris и Mike 
Stephens. Основная задача алгоритма поиск углов и граней на изображении. 
Мы рассматриваем небольшой прямоугольник на изображении, затем делаем 
небольшой сдвиг во всех направлениях относительно (u,v)  и получаем 
множество прямоугольников близких к исходному. 
 
 (   )   ∑  (   )[ (       )   (   )]   ,    (3.7) 
 
где w функция окна, является, либо прямоугольным окном, либо 
гауссовым окном и задаѐт вес пикселей под собой; 
  (       ) интенсивность сдвига; 
 (   ) интенсивность. 
Мы должны максимизировать эту функцию E (U, V) для обнаружения 
угла. Это означает, что мы должны максимизировать второй член функции. 
Применяя разложения Тейлора. 
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     являются собственным вектором матрицы. 
В зависимости от значений R мы получаем разные регионы.  
Когда R имеет небольшое значение, такой регион называется 
плоскость. 
Когда       или       намного больше, то такие регионы называются 
гранями. 
Когда        имеют большие значения, то мы нашли угол. 
Данный алгоритм показал хорошие результаты при нахождении особых 
точек на изображении. Но у него есть ряд недостатков. Первый это проблема 
с обработкой изображений имеющих малое количество углов и чѐтких 
граней, мы получаем разряженные результаты. Вторая проблема возникает 
при масштабировании изображений, тогда углы из-за закругления перестают 
быть углами. Данный алгоритм инвариантен относительно поворотов, но не 
масштабирования. 
Из-за этого были использованы алгоритм SIFT, который был 
опубликован в 1999 году. Основная идея алгоритма поиск точек экстремума, 
посредством сравнения с соседними пикселями и изменением цвета между 
ними. Как и в прошлом алгоритме мы имеем окно в рамках которого мы 
сравниваем пиксели, в зависимости от того как много экстремумов, мы 
изменяем масштаб окна. И затем ищем локальные экстремумы.  
После того как ключевые точки были найдены, они должны быть уточнены, 
чтобы получить более точные результаты. Для этого используется 
разложение в ряд Тейлора функции изменения цвета в зависимости от 
координаты пикселя. Если экстремум меньше порогового значения то точка 
удаляется. 
После нахождения особых точек на двух изображениях используется 
алгоритм Brute-Force Matcher он уже находит общие точки, в зависимости от 
признаков он возвращает самые близкие пары точек. 
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ЗАКЛЮЧЕНИЕ 
 
Было изучено API робота и написана программа взаимодействия с 
роботом, управлением роботом и его автоматизация для получения 
изображений. Был получен набор тестовых изображений посредством робота 
для использования их в построении панорам. Так же была провидена 
профессиональная фотосьѐмка для получения высококачественных 
изображений и панорам для проверки алгоритмов на худшем и идеальном 
случаи.  
Был написан графический движок Night Rain использующий последние 
технологии, такие как SDL 2.0, OpenGL 4.0, стандарты языка C++ 14. На 
основе этого движка написан проект Night Vision, который из исходных 
изображений строит панорамы и создаѐт промежуточные панорамы создавая 
эффект плавного перехода между ними. Для этого были изучены и 
реализованы алгоритм morphing и его улучшенная версия посредством 
триангуляции Делоне.  
В бакалаврской работе были исследованы библиотека OpenCV, 
алгоритмы нахождения общих точек, такие как SIFT, SURF, Harris Corner 
Detection. Было проведено сравнение на тестовых изображениях и написана 
программа использующая данные алгоритмы. 
Основные задачи, которые были поставлены в начале работы были 
выполнены и мы получили программный продукт, который можно 
использовать для создания панорам и плавного перехода между ними.  
Результаты бакалаврской работы докладывались на конференциях: 
«Международная научная конференция студентов, аспирантов и 
молодых ученых «Молодежь и наука: проспект Свободный-2016» 
(Красноярск, 2016)». 
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ПРИЛОЖЕНИЕ А 
Пример построения сетки с панорамами вид сверху 
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ПРИЛОЖЕНИЕ Б 
Пример функции перевода декартовых координат в барицентрические. 
/* 
Compute barycentric coordinates (u, v, w) for 
point p with respect to triangle (a, b, c) 
*/ 
std::vector<double> Vision::Barycentric(cv::Point p, std::vector<cv::Point> 
a) 
{ 
 std::vector<double> v(3); 
 const cv::Point v0 = a[1] - a[0], v1 = a[2] - a[0], v2 = p - a[0]; 
 double d00 = v0.dot(v0); 
 double d01 = v0.dot(v1); 
 double d11 = v1.dot(v1); 
 double d20 = v2.dot(v0); 
 double d21 = v2.dot(v1); 
 double _1_denom = 1. / (d00 * d11 - d01 * d01); 
 
 v[1] = (d11 * d20 - d01 * d21) * _1_denom; 
 v[2] = (d00 * d21 - d01 * d20) * _1_denom; 
 v[0] = 1.0f - v[1] - v[2]; 
 return v; 
} 
Мы имеем на входе точку Р, и координаты треугольника А, в 
результате мы получаем вектор V, который задаѐт точку P как 
барицентрические координаты в треугольнике А. Функция dot(dot-product) 
является скалярным произведением между векторами. 
Если мы зададим координаты P в декартовых как x,y, а в 
барицентрических как          то мы можем выразить их через формулы: 
 
                     , 
                     , 
               .  
 
Провести преобразование: 
 
   (      )      (      )        , 
  (      )      (      )        . 
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Мы получим линейное преобразование Т: 
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