In this paper we deep in the formal properties of an already stated discrepancy measure between a conditional assessment and the class of unconditional probability distributions compatible with the assessment domain.
Introduction
In this paper we deal with incoherent partial conditional probabilities assessments. Such kind of evaluations arise because often it is natural to give evaluations of probability only on relevant events, that are judged under specific circumstances. And it can happen that the numerical values do not fit well with each other, especially when information comes from different sources.
Inconsistency, if not adjusted, can be dangerous. In fact, often the assessment is intended to be used for inference purposes, i.e. to see how a further (conditional) event can be evaluated consistently with the initial assessment. Of course, the inferential results are meaningful only if the prior information encompassed in the initial assessment is coherent by itself.
Hence it is quite natural to search for a coherent assessment on the same domain that will preserve the opinion expressed by the initial assessment as much as possible, without introducing exogenous information. This goal is obtained by minimizing some kind of distance among partial conditional assessments.
Distances and pseudo-distances among probability distributions are usually measured through divergencies (e.g. Euclidean distance, Kulback-Leibler divergence, Csiszár f-divergences, etc.). Some of them can be applied only among unconditional full probability distributions; others could be applied to our context of partial conditional assessments (see for example [10, 15] ), but do not have a fully convincing probabilistic justification, being purely geometrical tools. Hence, for our purpose, in this paper we introduce an index of ''discrepancy" among partial conditional probability assessments which is derived by a particular scoring rule. Such a scoring rule is inspired by the one introduced by Lad in [12] for unconditional probability distributions, and adapted here to partial conditional frameworks.
A short description of the problem
We briefly describe the problem. A field expert, in the sequel named the ''assessor", elicits a finite family of conditional events E ¼ ½E 1 jH 1 ; . . . ; E n jH n as domain of his/her evaluations. The events E i 's usually represent the situations under consideration, while the H i 's usually represent the different contexts, or scenarios, under which the E i 's are evaluated.
The assessor is supposed to elicit numerical values p ¼ ðp 1 ; . . . ; p n Þ thought as his/her honest evaluation of the probabilities PðE i jH i Þ; i ¼ 1; . . . ; n. The problem consists to adjust such an evaluation when it turns out to be incoherent, i.e. incompatible with any probability distribution.
Preliminaries
The basic events E 1 ; . . . ; E n ; H 1 ; . . . ; H n can be endowed with logical constraints, that represent dependencies among particular configurations of them (e.g. incompatibilities, implications, partial or total coincidences, etc.).
In the following E i H i will denote the logical connection ''E i and H i ", E c i will indicate ''not E i " and the event H 0 ¼ W n i¼1 H i will represent the whole set of contexts.
For the sake of simplicity we skip from the present job the two extreme situations of incompatibility between situation and scenario or of inclusion of the scenario in the situation, i.e.
In fact, in these two cases the probability values are compulsorily determined by coherence
and any violation of them can be trivially adjusted.
Starting with the basic events E 1 ; . . . ; E n ; H 1 ; . . . ; H n , it is possible to span a sample space X ¼ fx 1 ; . . . ; x k g, where x j represents a generic atom that is the minimal element in the algebra generated by E i ; H i . Note that the sample space X, together with H 0 , are not part of the assessment but only auxiliary tools.
Every probability distribution a : PðXÞ ! R corresponds to a nonnegative vector a ¼ ½a 1 ; . . . ; a k , with a j ¼ aðx j Þ, then for every event E it results aðEÞ ¼
We need to introduce a nested hierarchy among sets of probability distributions:
represents the whole set of probability distributions on X;
let A 0 ¼ fa 2 AjaðH 0 Þ ¼ 1g be the subset of probability distributions on X that concentrate all the probability mass on the contemplated scenarios;
. . . ; ng be the subset of probability distributions on X that give positive probability to every scenario;
. . . ; ng be the subset of probability distributions that avoid boundary values {0, 1} for the conditional probabilities.
It is easy to see that the sets A i are convex sets and A 0 is the closure of A 2 (and A 1 ) in the usual topology. Note that in conditional frameworks the focusing on A 0 is commonly done to avoid unpleasant consequences. See Walley [16] about Avoiding Uniform Loss assessments or Holzer [9] about the Principle of Conditional Coherence.
Coherence
As already mentioned, we focus our attention on inconsistent assessments p. Consistency for partial assessments can be reduced to the compatibility with a well established mathematical model. For conditional probabilities the reference models are the so called full conditional probabilities, as introduced by Dubins [8] and in line also with De Finetti [7] , Krauss [11] and Rényi [14] thoughts. Full conditional probabilities are characterized by the following set of axioms: The pairs ðAjHÞ 2 B Â B 0 are called conditional events. Consequently we have:
. . . ; E n jH n is an arbitrary set of conditional events, an assessment PðÁjÁÞ on E is said to be coherent if there exists a full conditional probability P 0 ðÁjÁÞ defined on PðXÞ Â PðXÞ 0 (with PðXÞ the power set of X) which agrees with
PðÁjÁÞ on E.
Every probability distribution a 2 A 1 generates a coherent assessments q a on E through the usual formula
Note that q a is a continuous function of a when a 2 A 1 . When a 2 A 0 , previous formula (3) defines q a only on
Coherence of q a is guaranteed by the theorem of Coletti [5] and Coletti and Scozzafava [6] .
A discrepancy measure
Associated to any (coherent or not) assessment p 2 ð0; 1Þ n over E ¼ ½E 1 jH 1 ; . . . ; E n jH n we can introduce a scoring rule
where j Á j is the indicator function of unconditional events. Such score SðpÞ is an ''adaptation" of the ''proper scoring rule" for probability distributions proposed by Lad in [12, p. 355 ]. We have extended it to partial and conditional probability assessments. The motivation of such a score is that, for a conditional event E i jH i which is a three-valued logical entity partitioning X in three parts (the atoms satisfying E i H i and thus verifying the conditional, those satisfying E c i H i , thus falsifying the conditional, and those not fulfilling the context H i , to which the conditional may not be applied at all) the assessor ''loses less" the higher are the probabilities assessed for events that are verified, and at the same time, the lower are the probabilities assessed for those that are not verified. The values assessed on events that turn out to be undetermined do not influence the score. In fact the realization of the random value SðpÞ when the atom x j occurs is
We can introduce the ''discrepancy" between an assessment p over E and a distribution a 2 A 2 , with respect to its conditional coherent assessment q a , as
It is easy to see that
The restriction to the distributions a in A 2 is because only there the scoring rule Sðq a Þ is properly defined. Anyhow it is possible to extend by continuity Dðp; aÞ to any distribution a in A 0 by defining
adopting the usual convention 0 lnð0Þ ¼ 0.
Formal properties of Dðp; aÞ
In the sequel we will use the following two properties:
1 Boundary values 0 or 1 for the assessed probabilities are avoided to skip technical drawbacks in the definition of the scoring rule. This is anyhow consistent with our choice of avoiding trivial inconsistencies from the beginning (see (1) and (2), and the associated comments).
In fact, the line y ¼ t À 1 is tangent both to the strictly convex function t ln t and to the strictly concave function ln t at the point t = 1. Moreover in (11) and (12) Proof. The continuity on A 2 is trivial. The continuity on A 0 depends on the fact that
is bounded for q 2 ð0; 1Þ and hence every term in
is continuous even when aðH i Þ tends to 0. To prove (i) it suffices to prove that the function
is nonnegative for any x 2 ½0; 1 and y 2 ð0; 1Þ. But (13) can be rewritten as
so that, letting t :¼ x=y (or t :¼ ð1 À xÞ=ð1 À yÞ), we have that f ðx; yÞ is the sum of two terms like
which are nonnegatives by (11).
(ii) If a lies in A 1 we have aðH i Þ > 0; i ¼ 1; . . . ; n so that Dðp; aÞ results a sum of nonnegative terms. Hence
Since the function t ln t À t þ 1 vanishes only in t = 1 we have
() p q a : Ã Note that (ii) in Theorem 1 can be easily generalized for a 2 A 0 . In fact since in (10) there are only terms with aðH i Þ > 0, we have
where E a is defined as in (4). Now we can assert something about the convexity of our discrepancy and about its minimum value.
Theorem 2. Let p be an assessment on E ¼ ½E 1 jH 1 ; . . . ; E n jH n and Dðp; aÞ defined as in (10), with a 2 A 0 . Then Dðp; aÞ is a convex function with respect to a.
Proof. We first prove that Dðp; aÞ is convex in A 2 .
The expression (8) of Dðp; aÞ can be written as
Note that by definition
and then it will suffice to prove the convexity of D with respect to aðE i H i Þ and a
Letting
in order to prove the convexity of D it is sufficient to prove that rf ðx 0 ; y 0 Þðx À x 0 ; y À y 0 Þ þ f ðx 0 ; y 0 Þ 6 f ðx; yÞ:
It is easy to see that rf ðx 0 ; y 0 Þ ¼ ln
and then f(x, y) is convex if and only if
Since x > 0, last inequality reduces to
that holds by (12) 
So letting
we have
Consider now the following index sets
and then the function e F : ð0; 1Þ sþt ! R given by e F ðx;ỹÞ : 
Every term in the previous sum can be reduced in two terms of the form ln t À t þ 1; t 2 ð0; þ1Þ;
and by (12) we know that each one of such terms is nonpositive and it vanishes if and only if t = 1. Therefore by Eq. (19) it follows
It is easy to see that for the index i R A we have
Finally note that we can suppose that (15) and (16) hold without loss of generality. In fact, every distribution b in the segment ða; a 0 Þ minimizes Dðp; ÁÞ and gives
Hence all the distributions in ða; a 0 Þ generate assessments with 0 or 1 in the same components and then give the same correction.
Since q is continuous on A 1 we have q a q a 0 and then
Ã Separate consideration is needed when the minimum of Dðp; ÁÞ is attained in A 0 n A 1 . In fact in such a case the distribution that minimizes induces some aðH i Þ ¼ 0.
Theorem 4. If Dðp; ÁÞ attains its minimum value on A 0 n A 1 and a; a 0 2 A 0 n A 1 are distributions that minimize Dðp; ÁÞ with the same null conditioning events, then ðq a Þ i ¼ ðq a 0 Þ i for all i such that aðH i Þ > 0.
Proof. Without loss of generality we assume that aðH i Þ ¼ a 0 ðH i Þ ¼ 0; i ¼ 1; . . . ; t, while aðH l Þ > 0 and a p ¼ ðp tþ1 ; . . . ; p n Þ and X the sample space spanned by E. Notice that the elements of X are pairwise disjoint and are unions of elements of X.
Consider the distributions b and b 0 over X defined by
so that both b and b 0 result in A 1 (the analogous of A 1 associated to E). Moreover Proof. Let I and I 0 subsets of f1; . . . ; ng defined by
It is easy to see that all the probability distributions It is quite common to find a minimizer a in A 1 . For example, whenever p is unconditional then, obviously, all the distributions which minimize D are in A 1 . With respect to a general conditional framework, we found e.g. that all the examples given in [2] express a minimum in A 1 . Anyhow it is hard to characterize, from a theoretical point of view, the initial assessments ðE; pÞ which produce a minimum in A 1 . We can guess that this mainly depends on the logical structure of E similarly to what happens for the so called locally strong coherence (see [4] ). On the other hand, from a practical point of view, the procedure suggested in Section 4 suddenly reveals if there is a minimum in A 1 in its second step.
Note that Theorems 3 and 4, apart from the existence of the optimal solution they guarantee, are quite technical. Nevertheless Theorem 6 and its subsequent Corollary 7 enlighten their significance from a practical point of view and they suggest us how to proceed to find the solution, as it will be described in the next section.
Our correction procedure
The formal properties of the discrepancy Dðp; aÞ proved in the previous section permit us to propose a procedure to adjust an initial incoherent assessment with a coherent one.
The initial problem is to find an a in A 0 with minimum Dðp; aÞ. This procedure starts by looking for a solution a having maximum E a (whose existence is guaranteed by Theorem 6). In fact step (i2) looks for a solution a which maximizes the number of H i such that aðH i Þ > 0. Moreover, theorems in previous section ensure the existence of a unique coherent conditional assessment q a ''close" as much as possible to p. Unluckily such assessment q a could not be defined overall E but only on E a . This is because there could be some conditional events E i jH i -s such that the H i -s have null probability for all the distributions that induce q a . The further steps of the procedure extend q a to the rest of E so that Dðp; aÞ remains minimum.
Coherence for the correction q a requires that ðq a 2 Þ j with associated conditioning event H j with positive probability a coherent, our correction procedure will not modify the elements whose conditioning event can have positive probability, while it will change only those that are obliged to have zero-probability. What can be remarked here is that our procedure acquires relevance in presence of an initial assessment that incurs in a partial loss, i.e. whenever the set of agreeing precise coherent assessments is empty. In such situation the natural extension procedure cannot be applied, while ours can proceed undisturbed. Of course, our proposal is not a panacea to solve incoherence for conditional probability assessments. But the behavioral origin of the discrepancy through the scoring rule (see Eq. (6)) and its useful decomposition on the separate scenarios (see Eq. (9)) should be enough to justify its adoption. In fact in [2] we have also made some numerical comparisons among corrections obtained through other divergencies. Those that performed similarly to our discrepancy Dðp; aÞ were those with only geometrical motivations, like usual L1 and L2 metric distances suggested in [15] , but without either an intuitive or a probabilistic interpretation to be used as distances between conditional assessments. A straightforward adaptation of the usual logarithmic Bregman divergence to conditional probabilities produced less meaningful results, especially in presence of ''heavy" incoherences in the initial assessment. This is mainly because in its generating logarithmic scoring rule only the events that occur are taken, without considering those that turn out to be false. On the other side, others more intuitive divergences, that could maintain the relative proportions among the components p i 's, or among components p i 's and their complements 1 À p i , expressed computational drawbacks due to the presence of local minima.
The main development of our work will be to find practical applications where to test the effective goodness of the results and the effective solvability of the optimization steps (i1) and (i2) with large scale domains.
