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1. Introduction
In this paper we solve the trigonometric quantized Knizhnik-Zamolodchikov (qKZ) equation associ-
ated with the quantum group Uq(sl2) . The trigonometric qKZ equation associated with Uq(sl2) is a
system of difference equations for a function Ψ(z1, . . . , zn) with values in a tensor product V1 ⊗ . . . ⊗
Vn of Uq(sl2)-modules. The system of equations has the form
Ψ(z1, . . . , pzm, . . . , zn) = Rm,m−1(pzm/zm−1) . . . Rm,1(pzm/z1)κ
−Hm ×
× Rm,n(zm/zn) . . . Rm,m+1(zm/zm+1)Ψ(z1, . . . , zn) ,
m = 1, . . . , n , where p and κ are parameters of the qKZ equation, H is a generator of the Cartan
subalgebra of Uq(sl2) , Hm is H acting in the m-th factor, Rl,m(x) is the trigonometric R-matrix
RVlVm(x) ∈ End(Vl ⊗ Vm) acting in the l-th and m-th factors of the tensor product of Uq(sl2)-modules.
In this paper we consider only the steps p with absolute value less than 1.
The qKZ equation is an important system of difference equations. The qKZ equations had been
introduced in [FR] as equations for matrix elements of vertex operators of the quantum affine algebra.
An important special case of the qKZ equation had been introduced earlier in [S] as equations for form
factors in massive integrable models of quantum field theory; relevant solutions of these equations had
been given therein. Later the qKZ equations were derived as equations for correlation functions in lattice
integrable models, cf. [JM] and references therein.
In the quasiclassical limit the qKZ equation turns into the differential Knizhnik-Zamolodchikov equa-
tion for conformal blocks of the Wess-Zumino-Witten model of conformal field theory on the sphere.
Asymptotic solutions of the qKZ equation as the step p tends to 1 are closely related to diagonaliza-
tion of the transfer-matrix of the corresponding lattice integrable model by the algebraic Bethe ansatz
method [TV2].
We describe the space of solutions of the qKZ equation in terms of representation theory. Namely,
we consider the elliptic quantum group Eρ,γ(sl2) with parameters ρ and γ defined by p = e
2πiρ ,
q = e−2πiγ and the Eρ,γ(sl2)-modules V
e
1 (z1), . . . , V
e
n (zn) where V
e
m(zm) is the evaluation Verma mod-
ule over Eρ,γ(sl2) which corresponds to the Uq(sl2)-module Vm . Notice that as a vector space the
evaluation Verma module V em(zm) does not depend on zm . For every permutation τ ∈ S
n we consider
the tensor product V eτ1 ⊗ . . . ⊗ V
e
τn and establish a natural isomorphism of the space S of solutions of
the qKZ equation with values in V1 ⊗ . . .⊗ Vn and the space V
e
τ1 ⊗ . . .⊗ V
e
τn ⊗ F , where F is the space
of functions of z1, . . . , zn which are p -periodic with respect to each of the variables,
Cτ : V
e
τ1 ⊗ . . .⊗ V
e
τn ⊗ F → S ,
cf. (5.32). Notice that if Ψ(z) is a solution of the qKZ equation and F (z) is a p -periodic function, then
also F (z)Ψ(z) is a solution of the qKZ equation.
We call the isomorphisms Cτ the tensor coordinates on the space of solutions. The compositions of
the isomorphisms are linear maps
Cτ,τ ′(z1, . . . , zn) : V
e
τ ′1
⊗ . . .⊗ V eτ ′n → V
e
τ1 ⊗ . . .⊗ V
e
τn
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depending on z1, . . . , zn and p -periodic with respect to all variables. We call these compositions the
transition functions. It turns out that the transition functions are defined in terms of the elliptic
R-matrices R
ell
V e
l
V em
(x, λ) ∈ End(V el ⊗ V
e
m) acting in tensor products of Eρ,γ(sl2)-modules. Namely, for
any permutation τ and for any transposition (m,m+ 1) the transition function
Cτ,τ ·(m,m+1)(z1, . . . , zn) : V
e
τ1 ⊗ . . .⊗ V
e
τm+1 ⊗ V
e
τm ⊗ . . .⊗ V
e
τn → V
e
τ1 ⊗ . . .⊗ V
e
τn
equals the operator PV eτm+1V
e
τm
R
ell
V eτm+1V
e
τm
(
zτm+1/zτm , (η
H⊗ . . .⊗ ηH⊗ η−H
m-th
⊗ . . .⊗ η−H)η−1κ
)
twisted
by certain adjusting maps, cf. (5.34) and Theorem 4.16. Here PV e
l
V em
is the transposition of the tensor
factors.
We consider asymptotic zones |zτm/zτm+1| ≪ 1 , m = 1, . . . , n− 1 , labelled by permutations τ ∈ S
n .
For every asymptotic zone we define a basis of asymptotic solutions of the qKZ equation. We show
that for every permutation τ the basis of the corresponding asymptotic solutions is the image of the
standard monomial basis in V eτ1 ⊗ . . .⊗ V
e
τn under the map
V eτ1 ⊗ . . .⊗ V
e
τn → V
e
τ1 ⊗ . . .⊗ V
e
τn ⊗ 1 →֒ V
e
τ1 ⊗ . . .⊗ V
e
τn ⊗ F
Cτ−→ S ,
cf. Theorem 6.2. The last two statements express the transition functions between the asymptotic
solutions via the elliptic R-matrices.
The trigonometricR-matrix RVlVm(x) ∈ End(Vl⊗Vm) is defined in terms of the action of the quantum
loop algebra U ′q(g˜l2) in the tensor product of Uq(sl2)-modules. The quantum loop algebra U
′
q(g˜l2) is
a Hopf algebra which contains the quantum group Uq(sl2) as a Hopf subalgebra and has a family of
homomorphisms U ′q(g˜l2) → Uq(sl2) depending on a parameter. Therefore, each Uq(sl2)-module Vm
carries a U ′q(g˜l2)-module structure Vm(x) depending on a parameter. For Verma modules Vl, Vm over
Uq(sl2) the quantum loop algebra modules Vl(x)⊗Vm(y) and Vm(y)⊗Vl(x) are isomorphic for generic
x, y . Moreover, for irreducible Uq(sl2)-modules Vl, Vm the quantum loop algebra modules Vl(x)⊗Vm(y)
and Vm(y)⊗ Vl(x) are irreducible and isomorphic for generic x, y . The map
PVlVmRVlVm(x/y) : Vl(x) ⊗ Vm(y) → Vm(y)⊗ Vl(x)
is the unique suitably normalized intertwiner [T], [CP].
The elliptic R-matrix R
ell
V e
l
V em
(x, λ) ∈ End(V el ⊗ V
e
m) is defined in terms of the action of the elliptic
quantum group Eρ,γ(sl2) in the tensor product of evaluation Verma modules. For evaluation Verma
modules V el (x), V
e
m(y) over Eρ,γ(sl2) , the Eρ,γ(sl2)-modules V
e
l (x) ⊗ V
e
m(y) and V
e
m(y) ⊗ V
e
l (x) are
isomorphic for generic x, y . The map
PV e
l
V em
R
ell
V e
l
V em
(x/y, λ) : V el (x)⊗ V
e
m(y) → V
e
m(y)⊗ V
e
l (x)
is the unique suitably normalized intertwiner [F], [FV].
Our result on the transition functions between asymptotic solutions together with the indicated con-
struction of R-matrices shows that the qKZ equation establishes a connection between representation
theories of the quantum loop algebra U ′q(g˜l2) and the elliptic quantum group Eρ,γ(sl2) . Our result is
analogous to the Kohno-Drinfeld theorem on the monodromy group of the differential Knizhnik-Zamolod-
chikov equation [K], [D2]. The Kohno-Drinfeld theorem establishes a connection between representation
theories of a Lie algebra and the corresponding quantum group, see [D2]. Using the ideas of the Kohno-
Drinfeld result it was proved in [KL] that the category of representations of a quantum group is equivalent
to a suitably defined fusion category of representations of the corresponding affine Lie algebra. Similarly
to the Kazhdan-Lusztig theorem one could expect that our result for the difference qKZ equation could
be a base for a Kazhdan-Lusztig type result connecting certain categories of representations of quantum
affine algebras and elliptic quantum groups, cf. [KS].
In this paper we consider the trigonometric qKZ equation. There are other types of the qKZ equation:
the rational qKZ equation [FR] and the elliptic qKZB equation [F]. Here KZB stands for Knizhnik-Zamo-
lodchikov-Bernard, and the difference qKZB equation is a discretization of the differential KZB equation
for conformal blocks on the torus.
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The rational qKZ equation was considered in [TV3]. It is a system of difference equations analogous
to the trigonometric qKZ equation in which the role of the trigonometric R-matrix is played by the
rational R-matrix defined in terms of the Yangian representations. In [TV3] we solved the rational qKZ
equation in terms of multidimensional hypergeometric integrals of Mellin-Barnes type, introduced as-
ymptotic zones and described transition functions between asymptotic solutions in terms of trigonometric
R-matrices, thus showing that the rational qKZ equation gives a connection between representations of
Yangians and quantum affine algebras.
The elliptic qKZB equation is an analogue of the trigonometric qKZ equation in which the role of
the trigonometric R-matrix is played by the dynamical elliptic R-matrix [F]. The dynamical elliptic
R-matrix is a matrix acting in the tensor product of two evaluation modules over the elliptic quantum
group Eρ,γ(sl2) , and the elliptic quantum group is an elliptic analogue of the quantum affine algebra
Uq(s˜l2) associated with sl2 [F], [FV]. The elliptic quantum group depends on two parameters: an elliptic
curve C/(Z+ ρZ) and Planck’s constant γ . The elliptic qKZB equation is considered in [FTV1], [FTV2]
where we solve it in terms of multidimensional elliptic q-hypergeometric integrals. We formulate and
solve in [FTV2] a “monodromy” problem for the qKZB equation analogous to the problem of description
of the transition functions for the rational and trigonometric qKZ equations. We describe in [FTV2]
the “monodromy” matrices of the elliptic qKZB equation associated with the elliptic quantum group
Eρ,γ(sl2) in terms of the elliptic R-matrix associated with the elliptic quantum group Eα,γ(sl2) where
α is the step of the initial qKZB difference equation, thus showing the symmetric role of the elliptic
curves C/(Z+ ρZ) and C/(Z+ αZ) in the story.
In this paper, in order to establish a connection between representation theories of the quantum loop
algebra U ′q(g˜l2) and the elliptic quantum group Eρ,γ(sl2) we define a discrete analogue of a locally
trivial bundle and a local system on the space of bundle. We define a discrete analogue of the Gauss-
Manin connection for the discrete locally trivial bundle with a discrete local system and consider the
corresponding difference equation. We identify that difference Gauss-Manin equation with the difference
qKZ equation. To realize this idea we introduce a suitable discrete de Rham complex and its cohomology
group in the spirit of [A], then we define the homology group as the dual space to the cohomology group
and construct a family of discrete cycles, elements of the discrete homology group, using ideas of [S].
We construct the space of discrete cycles as a certain space of functions. Having a representative of a
discrete cohomology class (a function) and a discrete cycle (a function again) we define the pairing (the
hypergeometric pairing) between the cohomology class and the cycle as an integral of their product with
a certain fixed “hypergeometric phase function” over a certain fixed contour of the middle dimension. We
show that there are enough discrete cycles and they form the space dual to the quotient space of the space
of our discrete closed forms modulo discrete coboundaries. To prove this we compute the determinant
of the period matrix and get an explicit formula (5.9) for the determinant analogous to the determinant
formulae for the hypergeometric functions of Mellin-Barnes type [TV3] and for the “continuous” hyper-
geometric functions [V1], cf. Loeser’s determinant formula for the Frobenius transformation [L].
The form of our discrete cycles suggests a natural identification of the space of our discrete cycles with
a tensor product of Eρ,γ(sl2)-modules and this identification allows us to prove the result on transition
functions between asymptotic solutions.
The paper is organized as follows. Sections 2 – 6 contain constructions and statements and Section 7
contains proofs. We give necessary prelimimnaries, proofs of technical results and some applications in
Appendices.
Parts of this work had been written when the authors visited the University of Tokyo, the Kyoto
University, the Osaka University, the University Paris VI, the IHES at Bures sur Yvette, E´cole Normale
Supe´rieure de Lyon, the MSRI at Berkeley, the ETH at Zu¨rich. The authors thank those institutions for
hospitality. The authors thank G.Felder, P.Etingof and E.Mukhin for valuable discussions. The authors
also thank the referee for important comments.
2. Discrete flat connections and local systems
In this section we recall basic notions introduced in [TV3].
Discrete flat connections
Let C×= C \ {0} . Consider a complex vector space Cn called the base space. Let C×n be the
complement of the coordinate hyperplanes in the base space. Fix a complex number p , such that
p 6= 0, 1 , which is called the step.
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The lattice Zn acts on the base space by dilations:
l : (z1, . . . , zn) 7→ (p
l1z1, . . . , p
lnzn) , l ∈ Z
n .
Let B ⊂ C×n be an invariant subset of the base space. Say that there is a bundle with a discrete
connection over B if for any z ∈ B there are a vector space V (z) and linear isomorphisms
Am(z1, . . . , zn) : V (z1, . . . , pzm, . . . , zn) → V (z1, . . . , zn) , m = 1, . . . , n .
The connection is called flat (or integrable) if the isomorphisms A1, . . . , An commute:
(2.1) Al(z1, . . . , zn)Am(z1, . . . , pzl, . . . , zn) = Am(z1, . . . , zn)Al(z1, . . . , pzm, . . . , zn) .
Say that a discrete subbundle in B is given if a subspace in every fiber is distinguished and the family
of subspaces is invariant with respect to the connection.
A section s : z 7→ s(z) is called periodic (or horizontal) if its values are invariant with respect to the
connection:
(2.2) Am(z1, . . . , zn)s(z1, . . . , pzm, . . . , zn) = s(z1, . . . , zn) , m = 1, . . . , n .
A function f(z1, . . . , zn) on the base space is called a quasiconstant if
f(z1, . . . , pzm, . . . , zn) = f(z1, . . . , zn) , m = 1, . . . , n .
Periodic sections form a module over the ring of quasiconstants.
The dual bundle with the dual connection has fibers V ∗(z) and isomorphisms
A∗m(z1, . . . , zn) : V
∗(z1, . . . , zn) → V
∗(z1, . . . , pzm, . . . , zn) .
Let s1, . . . , sN be a basis of sections of the initial bundle. Then the isomorphisms Am of the connection
are given by matrices A(m) :
Am(z1, . . . , zn)sk(z1, . . . , pzm, . . . , zn) =
N∑
l=1
A
(m)
kl (z1, . . . , zn)sl(z1, . . . , zn) .
For any section ψ : z 7→ ψ(z) of the dual bundle denote by Ψ : z 7→ Ψ(z) its coordinate vector,
Ψk(z) = 〈ψ(z), sk(z)〉 . The section ψ is periodic if and only if its coordinate vector satisfies the system
of difference equations
Ψ(z1, . . . , pzm, . . . , zn) = A
(m)(z1, . . . , zn)Ψ(z1, . . . , zn) , m = 1, . . . , n .
This system of difference equations is called the periodic section equation.
Say that functions ϕ1, . . . , ϕn in variables z1, . . . , zn form a system of connection coefficients if
ϕl(z1, . . . , pzm, . . . , zn)ϕm(z1, . . . , zn) = ϕm(z1, . . . , pzl, . . . , zn)ϕl(z1, . . . , zn)
for all l,m = 1, . . . , n . These functions define a connection on the trivial complex one-dimensional
vector bundle.
The system of connection coefficients is called decomposable if it has the form
ϕm(z1, . . . , zn) = κm
[ ∏
16l<m
φlm(p
−1zl/zm)
]−1 ∏
m<l6n
φml(zm/zl) , m = 1, . . . , n ,
for certain functions φlm , l < m , in one variable and nonzero complex numbers κm . The functions
φlm are called primitive factors and κm are called scaling parameters .
A function Φ(z1, . . . , zn) is called a phase function of a system of connection coefficients if
Φ(z1, . . . , pzm, . . . , zn) = ϕm(z1, . . . , zn)Φ(z1, . . . , zn) , m = 1, . . . , n .
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Similarly, a function Φ(x) is called a phase function of a function φ(x) in one variable if Φ(px) =
φ(x)Φ(x) . Notice that the phase functions are not unique.
For any function f(z1, . . . , zn) define new functions Q1f, . . . , Qnf and D1f, . . . , Dnf by the rule:
(Qmf)(z1, . . . , zn) = ϕm(z1, . . . , zn)f(z1, . . . , pzm, . . . , zn) ,
and Dmf = Qmf − f , m = 1, . . . , n . The functions D1f, . . . , Dnf are the discrete partial derivatives
of the function f . We have that DlDmf = DmDlf for any l,m = 1, . . . , n .
Let F be a vector space of functions of z1, . . . , zn such that the operators Q1, . . . , Qn induce linear
isomorphisms of F :
Qm : F → F .
Say that the space F and the connection coefficients ϕ1, . . . , ϕn form a one-dimensional discrete local
system on C×n. F is called the functional space of the local system.
Define the de Rham complex
(
Ω•(F), D
)
of the local system in a standard way. Namely, set
Ωa =
{
ω =
∑
k1,...,ka
fk1,...,kaDzk1 ∧ . . . ∧Dzka
}
where Dz1, . . . , Dzn are formal symbols and the coefficients fk1,...,ka belong to F . Define the differential
of a function by Df =
n∑
m=1
Dmf Dzm , and the differential of a form by
Dω =
∑
k1,...,ka
Dfk1,...,ka ∧Dzk1 ∧ . . . ∧Dzka .
The cohomology groups H1, . . . , Hn of this complex are called the cohomology groups of C×n with
coefficients in the discrete local system. In particular, the top cohomology group is Hn = F/DF where
DF =
n∑
m=1
DmF . The dual spaces Ha = (H
a)∗ are called the homology groups .
Discrete Gauss-Manin connection
There is a geometric construction of bundles with discrete flat connections, a discrete version of the
Gauss-Manin connection construction.
Let π : C ℓ+n → Cn be an affine projection onto the base with fiber C ℓ. C ℓ+n will be called the
total space. Let z1, . . . , zn be coordinates on the base, t1, . . . , tℓ coordinates on the fiber, so that t1,
. . . , tℓ , z1, . . . , zn are coordinates on the total space. When it is convenient, we denote the coordinates
z1, . . . , zn by tℓ+1, . . . , tℓ+n .
Let F , ϕ1, . . . , ϕℓ+n be a local system on C
×(ℓ+n). For a point z ∈ C×n define a local system F(z) ,
ϕa(·; z) , a = 1, . . . , ℓ , on the fiber over z . Set
F(z) = {f
∣∣
π−1(z)
| f ∈ F} and ϕa(·; z) = ϕa
∣∣
π−1(z)
.
The de Rham complex, cohomology and homology groups of the fiber are denoted by
(
Ω•(z), D(z)
)
,
Ha(z) and Ha(z) , respectively.
There is a natural homomorphism of the de Rham complexes
(Ω
•
(C×(ℓ+n),F), D) → (Ω
•
(z), D(z)) , ω 7→ ω|π−1(z) ,
where the restriction of a form is defined in a standard way: all symbols Dz1, . . . , Dzn are replaced by
zero and all coefficients of the remaining monomials Dtk1 ∧ . . . ∧Dtka are restricted to the fiber.
For a fixed a the vector spaces Ha(z) form a bundle with a discrete flat connection. The linear maps
Am(z1, . . . , zn) : H
a(z1, . . . , pzm, . . . , zn) → H
a(z1, . . . , zn)
are defined as follows. Define Qm : Ω
a(C×(ℓ+n),F)→ Ωa(C×(ℓ+n),F) by
ω 7→
∑
k1,...,ka
Qmfk1,...,kaDzk1 ∧ . . . ∧Dzka .
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Then Qm induces a homomorphism of the de Rham complexes(
Ω
•
(z1, . . . , pzm, . . . , zn), D(z1, . . . , pzm, . . . , zn)
)
→
(
Ω
•
(z1, . . . , zn), D(z1, . . . , zn)
)
.
We set Am(z1, . . . , zn) to be equal to the induced map of the cohomology spaces. This connection is
called the discrete Gauss-Manin connection.
The Gauss-Manin connection on the cohomological bundle induces the dual flat connection on the
homological bundle:
A∗m(z1, . . . , zn) : Ha(z1, . . . , zn) → Ha(z1, . . . , pzm, . . . , zn) .
Connection coefficients of local systems
In this paper we study the Gauss-Manin connection for a class of local systems with decomposable
connection coefficients, namely for trigonometric sl2-type local systems [TV3], for the rational case see
[TV3] and for the elliptic case see [FTV1], [FTV2].
Primitive factors and scaling parameters of a trigonometric sl2-type local system have the following
form:
φab(x) =
x− η
ηx− 1
for a < b 6 ℓ ,
φab(x) =
ξb−ℓx− 1
x− ξb−ℓ
for a 6 ℓ < b ,
φab(x) = 1 for ℓ < a < b .
κa = κ for a 6 ℓ ,
κa = 1 for ℓ < a .
Such a system of connection coefficients depends on n + 2 nonzero complex numbers ξ1, . . . , ξn, η, κ .
The connection coefficients of a trigonometric sl2-type local system have the form
ϕa(t, z) = κ
n∏
m=1
ξmta − zm
ta − ξmzm
∏
a<b6ℓ
ta − ηtb
ηta − tb
∏
16b<a
pta − ηtb
pηta − tb
, a = 1, . . . , ℓ ,(2.3)
ϕℓ+m(t, z) =
ℓ∏
a=1
ta − pξmzm
ξmta − pzm
, m = 1, . . . , n .
Let Φ(x;α) be a phase function of the function (xα − 1)/(xα−1 − 1) . Then a phase function of the
system of connection coefficients is given by
Φ(t1, . . . , tℓ, z1, . . . , zn) = f(t1, . . . , tℓ, z1, . . . , zn)Φ(t1, . . . , tℓ, z1, . . . , zn)(2.4)
where
Φ(t1, . . . , tℓ, z1, . . . , zn) =
n∏
m=1
ℓ∏
a=1
Φ(ta/zm; ξm)
∏
16a<b6ℓ
Φ(ta/tb; η
−1)(2.5)
and f(t1, . . . , tℓ, z1, . . . , zn) is an arbitrary function such that
f(t1, . . . , pta, . . . , tℓ, z1, . . . , zn) = κη
ℓ−2a+1
n∏
m=1
ξ−1m f(t1, . . . , tℓ, z1, . . . , zn) ,(2.6)
f(t1, . . . , tℓ, z1, . . . , pzm, . . . , zn) = ξ
ℓ
m f(t1, . . . , tℓ, z1, . . . , zn) .
Later in this section we will describe a convenient space of such functions called the elliptic hyper-
geometric space.
The function Φ(t1, . . . , tℓ, z1, . . . , zn) will be called a short phase function.
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Example. Let 0 < |p| < 1 . Let (u)∞ =
∞∏
k=0
(1 − pku) . We can take
Φ(x;α) =
(xα−1)∞
(xα)∞
.
Then the phase function Φ(x;α) has a symmetry property
Φ(−x;α) = Φ(x;α)
(xα − 1)
(x− α)
θ(xα)
αθ(x/α)
where θ(u) = (u)∞(pu
−1)∞(p)∞ is the Jacobi theta-function. The symmetry property for Φ(x;α) leads
to a symmetry property
(2.7) Φ(t1, . . . , ta+1, ta, . . . , tℓ, z1, . . . , zn) = Φ(t1, . . . , tℓ, z1, . . . , zn)
(ta − ηta+1)
(ηta − ta+1)
ηθ(η−1ta/ta+1)
θ(ηta/ta+1)
of the short phase function of the system of connection coefficients. This property motivates definitions
(2.9) and (2.29) of certain actions of the symmetric group.
The functional space of a trigonometric sl2-type local system
Define the functional space F̂ of a trigonometric sl2-type local system as the space of rational func-
tions on the total space C ℓ+n with at most simple poles at the following hyperplanes:
(2.8) ta = p
s+1ξ−1m zm , ta = p
−sξmzm , ta = p
s+1ηtb , tb = p
sηta ,
1 6 a < b 6 ℓ , m = 1, . . . , n , s ∈ Z>0 , and any poles at the coordinate hyperplanes ta = 0 , a = 1,
. . . , ℓ , and zm = 0 , m = 1, . . . , n . It is easy to check that the functional space is invariant with respect
to all the shift operators Q±11 , . . . , Q
±1
n .
Define an action of the symmetric group Sℓ on the functional space:
σ : F̂ → F̂ , f 7→ [f ]
σ
, σ ∈ Sℓ,(2.9)
[f ]
σ
(t1, . . . , tℓ, z1, . . . , zn) = f(tσ1 , . . . , tσℓ , z1, . . . , zn)
∏
16a<b6ℓ
σa>σb
tσb − ηtσa
ηtσb − tσa
.
The operators Q1, . . . , Qℓ+n and D1, . . . , Dℓ+n commute with the action of the symmetric group.
We extend the Sℓ-action to the de Rham complex assuming that it respects the exterior product and
σ : Dta 7→ Dtσa , σ : Dzm 7→ Dzm , σ ∈ S
ℓ.
The same formulae define an action of the symmetric group on the de Rham complex of a fiber. The
homomorphism of the restriction of the de Rham complex of the total space to the de Rham complex of
a fiber commutes with the action of the symmetric group. The action of the symmetric group induces an
action of the symmetric group on the homology and cohomology groups. The Gauss-Manin connection
commutes with this action.
If a symmetric group acts on a vector space V , we denote by VΣ the subspace of invariant vectors
and by VA the subspace of skew-invariant vectors.
In this paper we are interested in the skew-invariant part Hℓ
A
(z) of the top cohomology group of a
fiber. This subspace is generated by forms fDt1 ∧ . . . ∧Dtℓ where f runs through the space F̂Σ(z) of
invariant functions.
Introduce an important trigonometric hypergeometric space F ⊂ F̂Σ as the subspace of functions of
the form
(2.10) P (t1, . . . , tℓ, z1, . . . , zn)
ℓ∏
a=1
ta
n∏
m=1
ℓ∏
a=1
1
ta − ξmzm
∏
16a<b6ℓ
ta − tb
ηta − tb
where P is a polynomial with complex coefficients which is symmetric in variables t1, . . . , tℓ and has
degree less than n in each of the variables t1, . . . , tℓ . The restriction of the trigonometric hypergeometric
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space to a fiber defines the trigonometric hypergeometric space F(z) ⊂ F̂Σ(z) of the fiber which is a
complex finite-dimensional vector space. If required, we will write down explicitly dependence of the
trigonometric hypergeometric spaces on z1, . . . , zn , ξ1, . . . , ξn and ℓ , that is
F = F [z1, . . . , zn; ξ1, . . . , ξn; ℓ ] and F(z) = F [z1, . . . , zn; ξ1, . . . , ξn; ℓ ](z) .
A form fDt1 ∧ . . . ∧Dtℓ with the coefficient f in the trigonometric hypergeometric space of a fiber
is called a hypergeometric form. The subspace H(z) ⊂ Hℓ
A
(z) of the top cohomology group of a fiber
generated by the hypergeometric forms is called the hypergeometric cohomology group.
The union of the hyperplanes
(2.11) ξl ξmzl/zm = p
sηr , r = 0, . . . , ℓ− 1 , s ∈ Z ,
l,m = 1, . . . , n , l 6= m , in the base space Cn is called the discriminant . The complement to the
discriminant in C×n will be denoted by B .
(2.12) Theorem. [V3], [TV1] The family of subspaces {H(z)}z∈B is invariant with respect to the
Gauss-Manin connection and, therefore, defines a discrete subbundle.
This subbundle is called the hypergeometric subbundle.
Later on we make the following assumptions. We always assume that the step p is such that 0 < |p| <
1 , and the parameters η , κ , ξ1, . . . , ξn , z1, . . . , zn are nonzero. We often assume that the parameter
η is such that
(2.13) ηr 6= ps , r = 1, . . . , ℓ , s ∈ Z ,
the parameters ξ1, . . . , ξn are such that
(2.14) ξ2m 6= p
sηr , m = 1, . . . , n , r = 1− ℓ, . . . , ℓ− 1 , s ∈ Z ,
and the coordinates z1, . . . , zn obey the condition
(2.15) ξ±1l ξ
±1
m zl/zm 6= p
sηr , l,m = 1, . . . , n , l 6= m, s ∈ Z ,
for any r = 1− ℓ, . . . , ℓ− 1 and for an arbitrary combination of signs.
(2.16) Theorem. Let κ 6= psη−r
n∏
m=1
ξm and κ 6= p
−s−1ηr
n∏
m=1
ξ−1m , r = 0, . . . , ℓ − 1 , s ∈ Z>0 . Let
0 < |p| < 1 . Let (2.13) – (2.15) hold. Then
dimH(z) = dimF(z) =
(
n+ ℓ− 1
n− 1
)
.
This means that
(2.17) H(z) ≃ F(z) .
In what follows we will consider in detail only two of the special values of the scaling parameter κ
mentioned in Theorem 2.16, namely κ = η1−ℓ
n∏
m=1
ξm and κ = p
−1ηℓ−1
n∏
m=1
ξ−1m , which correspond to the
values r = ℓ − 1 and s = 0 . In principle, all other special values of the scaling parameter κ can be
considered similarly.
(2.18) Theorem. Let either κ = η1−ℓ
n∏
m=1
ξm or κ = p
−1ηℓ−1
n∏
m=1
ξ−1m . Let 0 < |p| < 1 . Let (2.13) –
(2.15) hold. If
n∏
m=1
ξ2m 6= p
sηr for all r = ℓ−1, . . . , 2ℓ−2 and s ∈ Z<0 , then dimH(z) =
(
n+ ℓ− 2
n− 2
)
.
Theorems 2.16 and 2.18 follow from Theorems 5.9 and 5.10, 5.11, respectively, and Lemma 7.7.
Theorem 2.16 means that if the value of the scaling parameter κ is not special, then every nonzero
hypergeometric form defines a nonzero cohomology class. If either κ = η1−ℓ
n∏
m=1
ξm or κ = p
−1ηℓ−1
n∏
m=1
ξ−1m ,
then Theorem 2.18 says that there exist exact hypergeometric forms. We describe them in Lemma 2.23.
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Bases in the trigonometric hypergeometric space of a fiber
The finite-dimensional trigonometric hypergeometric space F(z) of a fiber has n! remarkable bases.
These bases will allow us to identify the geometry of an sl2-type local system with representation theory.
The bases are labelled by elements of the symmetric group Sn. First we define the basis corresponding
to the unit element of the symmetric group.
Let
(2.19) Znℓ = { l ∈ Z
n
>0 |
n∑
m=1
lm = ℓ} .
Set lm =
m∑
k=1
lk . In particular, l
0 = 0 , ln = ℓ . For any l ∈ Znℓ define a rational function wl ∈ F as
follows:
(2.20) wl(t1, . . . , tℓ, z1, . . . , zn) =
n∏
k=1
lk∏
s=1
1− η
1− ηs
∑
σ∈Sℓ
[ n∏
m=1
∏
a∈Γm
( ta
ta − ξmzm
∏
16l<m
ξl ta − zl
ta − ξlzl
)]
σ
where Γm = {1 + l
m−1 , . . . , lm} , m = 1, . . . , n . The functions wl are called the trigonometric weight
functions .
(2.21) Lemma. Let l ∈ Znℓ . Then
wl(t1, . . . , tℓ, z1, . . . , zn) =
∏
16a<b6ℓ
ta − tb
ηta − tb
×
×
∑
Γ1,...,Γn
{ n∏
m=1
∏
a∈Γm
( ta
ta − ξmzm
∏
16l<m
ξl ta − zl
ta − ξlzl
) ∏
16l<m6n
a∈Γl, b∈Γm
ηta − tb
ta − tb
}
where the summation is over all n-tuples Γ1, . . . , Γn of disjoint subsets of {1, . . . , ℓ} such that Γm has
lm elements.
The lemma is proved in Appendix A.
Example. For ℓ = 1 the trigonometric weight functions have the form
we(m)(t1, z1, . . . , zn) =
t1
t1 − ξmzm
∏
16l<m
ξl t1 − zl
t1 − ξlzl
where e(m) = (0, . . . , 1
m-th
, . . . , 0) , m = 1, . . . , n .
Example. For n = 1 the function w(ℓ) has the form
w(ℓ)(t1, . . . , tℓ, z1) =
ℓ∏
a=1
ta
ta − ξ1z1
∏
16a<b6ℓ
ta − tb
ηta − tb
.
Example. For ℓ = 2 and n = 2 the functions wl have the form
w(2,0)(t1, t2, z1, z2) =
t1t2
(t1 − ξ1z1)(t2 − ξ1z1)
t1 − t2
ηt1 − t2
,
w(1,1)(t1, t2, z1, z2) =
t1t2
(t1 − ξ1z1)(t2 − ξ2z2)
ξ1t2 − z1
t2 − ξ1z1
+
+
t1t2
(t2 − ξ1z1)(t1 − ξ2z2)
ξ1t1 − z1
t1 − ξ1z1
t1 − ηt2
ηt1 − t2
,
w(0,2)(t1, t2, z1, z2) =
t1t2
(t1 − ξ2z2)(t2 − ξ2z2)
(ξ1t1 − z1)(ξ1t2 − z1)
(t1 − ξ1z1)(t2 − ξ1z1)
t1 − t2
ηt1 − t2
.
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(2.22) Lemma. The functions wl , l ∈ Z
n
ℓ , restricted to a fiber over z form a basis in the trigonometric
hypergeometric space F(z) of the fiber provided that ξl ξmzm/zl 6= η
r , 1 6 l < m 6 n for any r = 0,
. . . , ℓ− 1 .
Lemma 2.22 is proved in Section 7.
Let e(m) = (0, . . . , 1
m-th
, . . . , 0) , m = 1, . . . , n .
(2.23) Lemma. Let κ = η1−ℓ
n∏
m=1
ξm . Then for any l ∈ Z
n
ℓ−1 the following relation holds:
n∑
m=1
wl+e(m) (1− η
lm+1)(ξm − η
lmξ−1m )
∏
16l6m
η−llξl = (1− η)
ℓ∑
a=1
Da
[
wl(t2, . . . , tℓ)
]
(1,a)
,
where (1, a) ∈ Sℓ are transpositions. Moreover, if R(z) is the subspace in F(z) generated by the
elements in the left hand side of the relations, then
dimF(z)/R(z) =
(
n+ ℓ− 2
n− 2
)
provided that ξl ξmzm/zl 6= η
r , 1 6 l 6 m 6 n , for any r = 0, . . . , ℓ− 1 .
(2.24) Lemma. Let κ = p−1ηℓ−1
n∏
m=1
ξ−1m . Then for any l ∈ Z
n
ℓ−1 the following relation holds:
n∑
m=1
wl+e(m) (1 − η
lm+1)(ξm − η
lmξ−1m ) zm
∏
16l<m
ηllξ−1l = (1 − η)
ℓ∑
a=1
Da
[
t1wl(t2, . . . , tℓ)
]
(1,a)
,
where (1, a) ∈ Sℓ are transpositions. Moreover, if R′(z) is the subspace in F(z) generated by the
elements in the left hand side of the relations, then
dimF(z)/R′(z) =
(
n+ ℓ− 2
n− 2
)
provided that ξl ξmzm/zl 6= η
r , 1 6 l 6 m 6 n , for any r = 0, . . . , ℓ− 1 .
Lemmas 2.23 and 2.24 are proved in Section 7.
The subspaces R(z),R′(z) ⊂ F(z) are called the coboundary subspaces .
For κ = η1−ℓ
n∏
m=1
ξm relations (2.23) induce the relations
n∑
m=1
⌊wl+e(m)Dt1 ∧ . . . ∧Dtℓ⌋(1− η
lm+1)(ξm − η
lmξ−1m )
∏
16l6m
η−llξl = 0 , l ∈ Z
n
ℓ−1 ,
in the cohomology group Hℓ(z) , where ⌊α⌋ denotes the cohomological class of a form α . Under
assumptions of Theorem 2.18 we have
(2.25) H(z) ≃ F(z)/R(z) .
Similarly, for κ = p−1ηℓ−1
n∏
m=1
ξ−1m relations (2.24) induce the relations
n∑
m=1
⌊wl+e(m)Dt1 ∧ . . . ∧Dtℓ⌋(1− η
lm+1)(ξm − η
lmξ−1m ) zm
∏
16l<m
ηllξ−1l = 0 , l ∈ Z
n
ℓ−1 ,
in the cohomology group Hℓ(z) , and under assumptions of Theorem 2.18 we have
(2.26) H(z) ≃ F(z)/R′(z) .
For any permutation τ ∈ Sn we define a basis {wτ
l
}
l∈Zn
ℓ
in the trigonometric hypergeometric space
of a fiber by formulae similar to (2.20). Namely, set
(2.27) wτ
l
(t1, . . . , tℓ, z1, . . . , zn; ξ1, . . . , ξn) = wτl(t1, . . . , tℓ, zτ1, . . . , zτn ; ξτ1 , . . . , ξτn)
where τl = (lτ1 , . . . , lτn) .
10
Example. For ℓ = 1 and a permutation τ = (n, n− 1, . . . , 1) the trigonometric weight functions have
the form
wτ
e(m)(t1, z1, . . . , zn) =
t1
t1 − ξmzm
∏
m<l6n
ξl t1 − zl
t1 − ξlzl
.
The elliptic hypergeometric space
In our study of the Gauss-Manin connection for the discrete local system (2.3) an important role is
played by the following elliptic hypergeometric space. The elliptic hypergeometric space is an elliptic
counterpart of the trigonometric hypergeometric space introduced above.
All over this section we assume that 0 < |p| < 1 . Let θ(u) = (u; p)∞(pu
−1; p)∞(p; p)∞ be the Jacobi
theta-function.
The elliptic hypergeometric space Fell is the space of functions of variables t1, . . . , tℓ, z1, . . . , zn
spanned over C by functions which have the form
Y (z1, . . . , zn)Θ(t1, . . . , tℓ, z1, . . . , zn)
n∏
m=1
ℓ∏
a=1
1
θ(ξ−1m ta/zm)
∏
16a<b6ℓ
θ(ta/tb)
θ(ηta/tb)
.
Here Y is a meromorphic function on C×n and Θ is a holomorphic function on C×(ℓ+n), symmetric in
the variables t1, . . . , tℓ ; we assume that the functions Y and Θ have the properties
Θ(t1, . . . , pta, . . . , tℓ, z1, . . . , zn) = (−ta)
−n κ
n∏
m=1
zm Θ(t1, . . . , tℓ, z1, . . . , zn) ,
Y (z1, . . . , pzm, . . . , zn)Θ(t1, . . . , tℓ, z1, . . . , pzm, . . . , zn) =
= (−p/zm)
n
ℓ∏
a=1
ta Y (z1, . . . , zn)Θ(t1, . . . , tℓ, z1, . . . , zn) .
The restriction of the elliptic hypergeometric space to a fiber defines the elliptic hypergeometric space
Fell(z) of the fiber. The elliptic hypergeometric space Fell(z) is a complex finite-dimensional vector space
of the same dimension as the trigonometric hypergeometric space of the fiber, see Appendix B.
All elements f(t, z) of the elliptic hypergeometric space satisfy the periodicity conditions
f(t1, . . . , pta, . . . , tℓ, z1, . . . , zn) = κη
ℓ−2a+1
n∏
m=1
ξ−1m f(t1, . . . , tℓ, z1, . . . , zn) ,(2.28)
f(t1, . . . , tℓ, z1, . . . , pzm, . . . , zn) = ξ
ℓ
m f(t1, . . . , tℓ, z1, . . . , zn) .
(cf. (2.6)). Therefore, if Φ(t, z) is a short phase function given by (2.5) and f(t, z) is any element of
the elliptic hypergeometric space, then Φ(t, z)f(t, z) is a phase function of our discrete local system.
Transformation properties (2.28) also mean that the elliptic hypergeometric spaces of fibers over z
and z′ are naturally identified if the points z and z′ lie in the same orbit of the Zn-action on the base
space.
We give basic facts about the elliptic hypergeometric space in Appendix B.
If required, we will write down explicitly the dependence of the elliptic hypergeometric spaces on κ ,
z1, . . . , zn , ξ1, . . . , ξn and ℓ , that is
Fell = Fell[κ; z1, . . . , zn; ξ1, . . . , ξn; ℓ ] and Fell(z) = Fell[κ; z1, . . . , zn; ξ1, . . . , ξn; ℓ ](z) .
Introduce a new action of the symmetric group Sℓ on functions,
f 7→ [[f ]]
σ
, σ ∈ Sℓ,(2.29)
[[f ]]
σ
(t1, . . . , tℓ, z1, . . . , zn) = f(tσ1 , . . . , tσℓ , z1, . . . , zn)
∏
16a<b6ℓ
σa>σb
ηθ(η−1tσb/tσa)
θ(ηtσb/tσa)
.
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The elliptic hypergeometric space is invariant with respect to this action. The action commutes with
the restriction of functions to a fiber.
The elliptic hypergeometric space of a fiber has n! remarkable bases. The bases are labelled by
elements of the symmetric group Sn. First we define the basis corresponding to the unit element of the
symmetric group. For any l ∈ Znℓ define a function Wl(t, z) as follows:
Wl(t1, . . . , tℓ, z1, . . . , zn) =(2.30)
=
n∏
k=1
lk∏
s=1
θ(η)
θ(ηs)
∑
σ∈Sℓ
[[ n∏
m=1
∏
a∈Γm
( θ(η2a−ℓ−1κ−1m ta/zm)
θ(ξ−1m ta/zm)
∏
16l<m
θ(ξl ta/zl)
θ(ξ−1l ta/zl)
)]]
σ
where Γm = {1 + l
m−1 , . . . , lm} and κm = κ
∏
16l<m
ξl
∏
m<l6n
ξ−1l , m = 1, . . . , n . The functions Wl are
called the elliptic weight functions .
(2.31) Lemma. Let l ∈ Znℓ . Then
Wl(t1, . . . , tℓ, z1, . . . , zn) =
∏
16a<b6ℓ
θ(ta/tb)
θ(ηta/tb)
×
×
∑
Γ1,...,Γn
{ n∏
m=1
∏
a∈Γm
( θ(κ−1
l,m ta/zm)
θ(ξ−1m ta/zm)
∏
16l<m
θ(ξl ta/zl)
θ(ξ−1l ta/zl)
) ∏
16l<m6n
a∈Γl, b∈Γm
θ(ηta/tb)
θ(ta/tb)
}
where κl,m = κ
∏
16i<m
η−liξi
∏
m<i6n
ηliξ−1i and the summation is over all n-tuples Γ1, . . . , Γn of disjoint
subsets of {1, . . . , ℓ} such that Γm has lm elements.
The lemma is proved in Appendix B.
Let Yl(z) be any meromorphic function such that
Yl(z1, . . . , pzm, . . . , zn) = αl,m Yl(z1, . . . , zn)(2.32)
where αl,m = κ
lm
∏
16l<m
η−lllmξlml ξ
ll
m
∏
m<l6n
ηlllmξ−lml ξ
−ll
m ,
m = 1, . . . , n . Then the product Yl(z)Wl(t, z) is an element of the elliptic hypergeometric space. The
function Yl will be called an adjusting factor for the weight function Wl . The adjusting factors can be
chosen to be meromorphic functions in parameters η , ξ1, . . . , ξn and κ .
Example. Let c1, . . . , cn be arbitrary nonzero complex numbers. Let αl,1, . . . , αl,n be the same as in
(2.32). Then the function
Yl(z1, . . . , zn) =
n∏
m=1
θ(cmzm/αl,m)
θ(cmzm)
is an adjusting factor for the weight function Wl .
Notice that an adjusting factor is not unique. In what follows we never need to know the adjusting
factors explicitly.
Example. For ℓ = 1 the elliptic weight functions have the form
We(m)(t1, z1, . . . , zn) =
θ(κ−1m t1/zm)
θ(ξ−1m t1/zm)
∏
16l<m
θ(ξl t1/zl)
θ(ξ−1l t1/zl)
where κm = κ
∏
16l<m
ξl
∏
m<l6n
ξ−1l , m = 1, . . . , n .
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Example. For n = 1 the function W(ℓ) has the form
W(ℓ)(t1, . . . , tℓ, z1) =
ℓ∏
a=1
θ(κ−1ta/z1)
θ(ξ−11 ta/z1)
∏
16a<b6ℓ
θ(ta/tb)
θ(ηta/tb)
.
Example. For ℓ = 2 and n = 2 the functions Wl have the form
W(2,0)(t1, t2, z1, z2) =
θ(κ−1ξ2t1/z1)θ(κ
−1ξ2t2/z1)
θ(ξ−11 t1/z1)θ(ξ
−1
1 t2/z1)
θ(t1/t2)
θ(ηt1/t2)
,
W(1,1)(t1, t2, z1, z2) =
θ(η−1κ−1ξ2t1/z1)θ(ηκ
−1ξ−11 t2/z2)θ(ξ1t2/z1)
θ(ξ−11 t1/z1)θ(ξ
−1
2 t2/z2)θ(ξ
−1
1 t2/z1)
+
+
θ(ηκ−1ξ−11 t1/z2)θ(η
−1κ−1ξ2t2/z1)θ(ξ1t1/z1)
θ(ξ−11 t1/z1)θ(ξ
−1
2 t1/z2)θ(ξ
−1
1 t2/z1)
ηθ(η−1t1/t2)
θ(ηt1/t2)
,
W(0,2)(t1, t2, z1, z2) =
θ(κ−1ξ−11 t1/z2)θ(κ
−1ξ−11 t2/z2)θ(ξ1t1/z1)θ(ξ1t2/z1)
θ(ξ−12 t1/z2)θ(ξ
−1
2 t2/z2)θ(ξ
−1
1 t1/z1)θ(ξ
−1
1 t2/z1)
θ(t1/t2)
θ(ηt1/t2)
.
(2.33) Lemma. The functions Wl , l ∈ Z
n
ℓ , restricted to a fiber over z form a basis in the elliptic
hypergeometric space Fell(z) of the fiber, provided that ξl ξmzm/zl 6= p
sηr , 1 6 l < m 6 n , for any
r = 0, . . . , ℓ − 1 , s ∈ Z , and κ
∏
16l6m
ξl
∏
m<l6n
ξ−1l 6= p
sηr for any m = 1, . . . , n− 1 and r = 1 − ℓ, . . . ,
ℓ− 1 , s ∈ Z .
Lemma 2.33 is proved in Section 7.
Let Q(z) be the space of functions of the form
∑
σ∈Sℓ
[
W (t2, . . . , tℓ)
]]
σ
,
where W ∈ Fell[η
−1κ; z1, . . . , zn; ξ1, . . . , ξn; ℓ− 1](z) . Let Q
′(z) be the space of functions of the form
∑
σ∈Sℓ
[[
W (t1, . . . , tℓ−1) t
−1
ℓ
n∏
m=1
θ(ξmtℓ/zm)
θ(ξ−1m tℓ/zm)
]]
σ
,
where W ∈ Fell[ηκ; z1, . . . , zn; ξ1, . . . , ξn; ℓ− 1](z) . In general, the spaces Q(z) and Q
′(z) are not sub-
spaces of the elliptic hypergeometric space of the fiber Fell(z) , because their elements do not have the
required quasiperiodicity properties. However, if κ = η1−ℓ
n∏
m=1
ξm , then the space Q(z) is a subspace of
Fell(z) , and if κ = p
−1ηℓ−1
n∏
m=1
ξ−1m , then the space Q
′(z) is a subspace of Fell(z) . The spaces Q(z),Q
′(z)
are called the boundary subspaces .
For any function f(t1, . . . , tℓ) and a point t
⋆= (t⋆1, . . . , t
⋆
ℓ) we define the multiple residue Res f(t)
∣∣
t=t⋆
by the formula
(2.34) Res f(t)
∣∣
t=t⋆
= Res
(
. . . Res f(t1, . . . , tℓ)
∣∣
tℓ=t
⋆
ℓ
. . .
)∣∣
t1=t
⋆
1
.
For any l ∈ Znℓ define the points x ⊲ l , y ⊳ l ∈ C
×ℓ as follows:
x ⊲ l = (η1−l1ξ1z1, η
2−l1ξ1z1, . . . , ξ1z1, η
1−l2ξ2z2, . . . , ξ2z2, . . . , η
1−lnξnzn, . . . , ξnzn) ,(2.35)
y ⊳ l = (ηl1−1ξ−11 z1, η
l1−2ξ−11 z1, . . . , ξ
−1
1 z1, η
l2−1ξ−12 z2, . . . , ξ
−1
2 z2, . . . , η
ln−1ξ−1n zn, . . . , ξ
−1
n zn) .
Example. Let ℓ = 1 and l = (0, . . . , 1
m-th
, . . . , 0) . Then x ⊲ l = ξmzm and y ⊳ l = ξ
−1
m zm .
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(2.36) Lemma. Let ηr 6= ps for any r = 1, . . . , ℓ − 1 , s ∈ Z . Assume that ξ−1l ξmz
−1
l zm 6= p
sηr ,
l,m = 1, . . . , n , l 6= m , for any r = 0, . . . , ℓ − 1 , s ∈ Z . Then Res f(t)
∣∣
t=x⊲m
= 0 for any f ∈ Q(z)
and m ∈ Znℓ . Moreover, if κ = η
1−ℓ
n∏
m=1
ξm and η
ℓ 6= ps, s ∈ Z , then
Q(z) = {f ∈ Fell(z) | Res f(t)
∣∣
t=x⊲m
= 0 for any m ∈ Znℓ } .
(2.37) Lemma. Let ηr 6= ps for any r = 1, . . . , ℓ − 1 , s ∈ Z . Assume that ξlξm
−1z−1l zm 6= p
sηr ,
l,m = 1, . . . , n , l 6= m , for any r = 0, . . . , ℓ − 1 , s ∈ Z . Then f(y ⊳ m) = 0 for any f ∈ Q′(z) and
m ∈ Znℓ . Moreover, if κ = p
−1ηℓ−1
n∏
m=1
ξ−1m and η
ℓ 6= ps, s ∈ Z , then
Q′(z) = {f ∈ Fell(z) | f(y ⊳m) = 0 for any m ∈ Z
n
ℓ } .
Lemmas 2.36, 2.37 are proved in Appendix B.
Example. Let ℓ = 1 . Then the spaces Q(z) and Q′(z) are one-dimensional. The space Q(z) is
the space of constant functions in one variable, and the space Q′(z) is spanned by the function
W (t1) = t
−1
1
n∏
m=1
θ(ξmt1/zm)
θ(ξ−1m t1/zm)
.
Let κ =
n∏
m=1
ξm . Then functions of the elliptic hypergeometric space of a fiber Fell(z) are p -periodic.
The space Fell(z) has a one-dimensional subspace of constant functions which is the boundary subspace
Q(z) . The constant functions are the only functions in Fell(z) which are regular in C
×. The regular
elliptic weight function is W(1,0,...,0) = 1 .
Let κ = p−1
n∏
m=1
ξ−1m . Then the elliptic weight function W(0,...,0,1) equals −ξ
−1
n znW and generates
the boundary subspace Q′(z) ⊂ Fell(z) . The function W is the only function in Fell(z) which vanishes
at all the points ξ−11 z1, . . . , ξ
−1
n zn .
(2.38) Lemma. Let κ = η1−ℓ
n∏
m=1
ξm . Let η
r 6= ps for any r = 2, . . . , ℓ , s ∈ Z . Then
dimFell(z)/Q(z) =
(
n+ ℓ− 2
n− 2
)
.
Moreover, the equivalence classes of functions Wl , l1 = 0 , l ∈ Z
n
ℓ , restricted to a fiber over z form a
basis in the space Fell(z)/Q(z) , provided that ξl ξmzm/zl 6= p
sηr , 1 6 l < m 6 n , for any r = 0, . . . ,
ℓ− 1 , s ∈ Z , and
∏
16l6m
ξ2l 6= p
sηr , m = 1, . . . , n− 1 , fro any r = 0, . . . , 2ℓ− 2 , s ∈ Z .
(2.39) Lemma. Let κ = p−1ηℓ−1
n∏
m=1
ξ−1m . Let η
r 6= ps for any r = 2, . . . , ℓ , s ∈ Z . Then
dimFell(z)/Q
′(z) =
(
n+ ℓ− 2
n− 2
)
.
Moreover, the equivalence classes of functions Wl , ln = 0 , l ∈ Z
n
ℓ , restricted to a fiber over z form a
basis in the space Fell(z)/Q
′(z) , provided that ξl ξmzm/zl 6= p
sηr , 1 6 l < m 6 n for any r = 0, . . . ,
ℓ− 1 , s ∈ Z , and
∏
m<l6n
ξ2l 6= p
sηr , m = 1, . . . , n− 1 , fro any r = 0, . . . , 2ℓ− 2 , s ∈ Z .
Lemmas 2.38, 2.39 are proved in Appendix B.
For any permutation τ ∈ Sn we define a basis {W τ
l
}
l∈Zn
ℓ
in the elliptic hypergeometric space of a
fiber by formulae similar to (2.30). Namely, set
(2.40) W τl (t1, . . . , tℓ, z1, . . . , zn; ξ1, . . . , ξn) = Wτl(t1, . . . , tℓ, zτ1 , . . . , zτn ; ξτ1 , . . . , ξτn)
where τl = (lτ1 , . . . , lτn) .
Example. For ℓ = 1 and a permutation τ = (n, n− 1, . . . , 1) the elliptic weight functions have the
form
W τ
e(m)(t1, z1, . . . , zn) =
θ(κ˜−1m t1/zm)
θ(ξ−1m t1/zm)
∏
m<l6n
θ(ξl t1/zl)
θ(ξ−1l t1/zl)
where κ˜m = κ
∏
16l<m
ξ−1l
∏
m<l6n
ξl , m = 1, . . . , n .
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3. R-matrices and the qKZ connection
Highest weight Uq(sl2)-modules
Let q be a nonzero complex number which is not a root of unity. Consider the quantum group Uq(sl2)
with generators E,F, q±H and relations:
qHq−H = q−HqH = 1 ,
qHE = qE qH , qHF = q−1F qH ,
[E,F ] =
q2H − q−2H
q − q−1
.
Let the coproduct ∆ : Uq(sl2) → Uq(sl2)⊗ Uq(sl2) be given by
∆(qH) = qH ⊗ qH , ∆(q−H) = q−H ⊗ q−H ,
∆(E) = E ⊗ q−H + qH ⊗ E , ∆(F ) = F ⊗ q−H + qH ⊗ F .
The coproduct defines a Uq(sl2)-module structure on a tensor product of Uq(sl2)-modules.
For a Uq(sl2)-module V let V =
⊕
λ
Vλ be its weight decomposition. Let V
∗ =
⊕
λ
V ∗λ be its restricted
dual. Define a structure of a Uq(sl2)-module on V
∗ by
〈Eϕ, x〉 = 〈ϕ, Fx〉 , 〈Fϕ, x〉 = 〈ϕ,Ex〉 , 〈q±Hϕ, x〉 = 〈ϕ, q±Hx〉 .
This Uq(sl2)-module structure on V
∗ will be called the dual module structure. For any Uq(sl2)-modules
V1, V2 , the tautological map V
∗
1 ⊗ V
∗
2 → (V1 ⊗ V2)
∗ is an isomorphism of Uq(sl2)-modules.
Let V be the Uq(sl2)-module with highest weight q
Λ. Let V =
∞⊕
l=0
VΛ−l be its weight decomposition.
For any nonzero complex number u define an operator uΛ−H ∈ End(V ) by uΛ−Hv = ulv for any
v ∈ VΛ−l .
Let V1, . . . , Vn be Uq(sl2)-modules with highest weights q
Λ1 , . . . , qΛn , respectively. We have the
weight decompositions
V1 ⊗ . . .⊗ Vn =
∞⊕
ℓ=0
(V1 ⊗ . . .⊗ Vn)ℓ and (V1 ⊗ . . .⊗ Vn)
∗ =
∞⊕
ℓ=0
(V1 ⊗ . . .⊗ Vn)
∗
ℓ
where ()ℓ denotes the eigenspace of q
H with eigenvalue q
n∑
m=1
Λm−ℓ
.
Let F (V1 ⊗ . . . ⊗ Vn)
∗
ℓ−1 ⊂ (V1 ⊗ . . . ⊗ Vn)
∗
ℓ be the image of the operator F . Let (V1 ⊗ . . . ⊗
Vn)
sing
ℓ ⊂ (V1 ⊗ . . .⊗ Vn)ℓ be the kernel of the operator E . There is a natural pairing
(3.1) (V1 ⊗ . . .⊗ Vn)
sing
ℓ ⊗ (V1 ⊗ . . .⊗ Vn)
∗
ℓ
/
F (V1 ⊗ . . .⊗ Vn)
∗
ℓ−1 → C .
Let z1, . . . , zn be nonzero complex numbers. Set
Ez =
n∑
m=1
q−H ⊗ . . .⊗ zmE
m-th
⊗ . . .⊗ qH and Fz =
n∑
m=1
q−H ⊗ . . .⊗ zmF
m-th
⊗ . . .⊗ qH .
Let Fz(V1 ⊗ . . .⊗ Vn)
∗
ℓ−1 ⊂ (V1 ⊗ . . .⊗ Vn)
∗
ℓ be the image of the operator Fz . Let (V1 ⊗ . . .⊗ Vn)
sing
ℓ,z
⊂ (V1 ⊗ . . .⊗ Vn)ℓ be the kernel of the operator Ez . There is a natural pairing
(3.2) (V1 ⊗ . . .⊗ Vn)
sing
ℓ,z ⊗ (V1 ⊗ . . .⊗ Vn)
∗
ℓ
/
Fz(V1 ⊗ . . .⊗ Vn)
∗
ℓ−1 → C .
Let V1, . . . , Vn be Verma modules, then pairings (3.1) and (3.2) are nondegenerate provided
n∏
m=1
ℓ−1∏
s=0
(1− q4Λm−2s) 6= 0 .
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The trigonometric R-matrix
Let V1, V2 be Verma modules for Uq(sl2) with highest weights q
Λ1, qΛ2 and generating vectors v1, v2 ,
respectively. Consider an End(V1 ⊗ V2)-valued meromorphic function RV1V2(x) with the following prop-
erties:
RV1V2(x)(F ⊗ q
−H + qH ⊗ F ) = (F ⊗ qH + q−H ⊗ F )RV1V2(x) ,(3.3)
RV1V2(x)(F ⊗ q
H + xq−H ⊗ F ) = (F ⊗ q−H + xqH ⊗ F )RV1V2(x)
in End(V1 ⊗ V2) and
(3.4) RV1V2(x)v1 ⊗ v2 = v1 ⊗ v2 .
Such a function RV1V2(x) exists and is uniquely determined. RV1V2(x) is called the sl2 trigonometric
R-matrix for the tensor product V1 ⊗ V2 .
The trigonometric R-matrix RV1V2(x) also satifies the following relations:
RV1V2(x)(E ⊗ q
−H + qH ⊗ E) = (E ⊗ qH + q−H ⊗ E)RV1V2(x) ,(3.5)
RV1V2(x)(xE ⊗ q
H + q−H ⊗ E) = (xE ⊗ q−H + qH ⊗ E)RV1V2(x) ,
RV1V2(x) q
H ⊗ qH = qH ⊗ qHRV1V2(x) .
In particular, RV1V2(x) respects the weight decomposition of V1 ⊗ V2 .
RV1V2(x) satisfies the inversion relation
(3.6) PV1V2RV1V2(x) =
(
RV2V1(x
−1)
)−1
PV1V2
where PV1V2 : V1 ⊗ V2 → V2 ⊗ V1 is the permutation map.
Let V1 ⊗ V2 =
∞⊕
l=0
V (l) be the decomposition of the Uq(sl2)-module V1 ⊗ V2 into the direct sum of
irreducibles, where the irreducible module V (l) is generated by a singular vector of weight qΛ1+Λ2−l.
Let Π(l) be the projector onto V (l) along the other summands. Then we have
RV1V2(x),= RV1V2(∞)
∞∑
l=0
Π(l) ·
l−1∏
s=0
x− q2s−2Λ1−2Λ2
x− q2Λ1+2Λ2−2s
(3.7)
where
RV1V2(∞) = q
2Λ1Λ2−2H⊗H
∞∑
k=0
(q2 − 1)2k
k∏
s=1
(1− q2s)−1 (q−HE ⊗ qHF )k .
Let V1, V2, V3 be Verma modules. The corresponding R-matrices satisfy the Yang-Baxter equation:
(3.8) RV1V2(x/y)RV1V3(x)RV2V3(y) = RV2V3(y)RV1V3(x)RV1V2(x/y) .
All of the properties of RV1V2(x) given above are well known (cf. [T], [D1], [J], [CP]).
The quantum loop algebra U ′q(g˜l2)
The trigonometric R-matrix is connected with an action of the quantum loop algebra U ′q(g˜l2) in a
tensor product of Uq(sl2)-modules. The quantum loop algebra U
′
q(g˜l2) is a Hopf algebra which contains
Uq(sl2) as a Hopf subalgebra. We give the necessary facts about U
′
q(g˜l2) in this section.
Let q be a complex number, q 6= ±1 . The quantum loop algebra Uq(g˜l2) is a unital associative
algebra with generators L
(+0)
ij , L
(−0)
ji , 1 6 j 6 i 6 2 , and L
(s)
ij , i, j = 1, 2 , s = ±1,±2, . . . , subject to
relations (3.9) [RS], [DF].
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Let eij , i, j = 1, 2 , be the 2×2 matrix with the only nonzero entry 1 at the intersection of the i-th
row and j-th column. Set
R(x) = (xq − q−1)(e11 ⊗ e11 + e22 ⊗ e22) +
+ (x− 1)(e11 ⊗ e22 + e22 ⊗ e11) + x(q − q
−1)e12 ⊗ e21 + (q − q
−1)e21 ⊗ e12 .
Introduce the generating series L±ij(u) = L
(±0)
ij +
∞∑
s=1
L
(±s)
ij u
±s. The relations in Uq(g˜l2) have the form
L
(+0)
ii L
(−0)
ii = 1 , L
(−0)
ii L
(+0)
ii = 1 , i = 1, 2 ,(3.9)
R(x/y)L+(1)(x)L
+
(2)(y) = L
+
(2)(y)L
+
(1)(x)R(x/y) ,
R(x/y)L+(1)(x)L
−
(2)(y) = L
−
(2)(y)L
+
(1)(x)R(x/y) ,
R(x/y)L−(1)(x)L
−
(2)(y) = L
−
(2)(y)L
−
(1)(x)R(x/y) ,
where Lν(1)(u) =
∑
ij
eij ⊗ 1⊗ L
ν
ij(u) and L
ν
(2)(u) =
∑
ij
1⊗ eij ⊗ L
ν
ij(u) , ν = ± .
Elements L
(+0)
11 L
(+0)
22 , L
(+0)
22 L
(+0)
11 , L
(−0)
11 L
(−0)
22 , L
(−0)
22 L
(−0)
11 are central in Uq(g˜l2) . Impose the fol-
lowing relations:
L
(+0)
11 L
(+0)
22 = 1 , L
(+0)
22 L
(+0)
11 = 1 , L
(−0)
11 L
(−0)
22 = 1 , L
(−0)
22 L
(−0)
11 = 1 ,
in addition to relations (3.9). Denote the corresponding quotient algebra by U ′q(g˜l2) .
The quantum loop algebra U ′q(g˜l2) is a Hopf algebra with a coproduct ∆ : U
′
q(g˜l2) → U
′
q(g˜l2) ⊗
U ′q(g˜l2) :
∆ : Lνij(u) 7→
∑
k
Lνik(u)⊗ L
ν
kj(u) , ν = ± .
There is an important one-parametric family of automorphisms ρx : U
′
q(g˜l2)→ U
′
q(g˜l2) :
ρx : L
ν
ij(u) 7→ L
ν
ij(u/x) , ν = ± ,
that is
ρx : L
(±0)
ij 7→ L
(±0)
ij and ρx : L
(s)
ij 7→ x
−sL
(s)
ij , s ∈ Z6=0 .
The quantum loop algebra U ′q(g˜l2) contains Uq(sl2) as a Hopf subalgebra; the embedding is given by
E 7→ − L
(+0)
21
/
(q − q−1) , F 7→ L
(−0)
12
/
(q − q−1) , qH 7→ L
(−0)
11 .
There is also an evaluation homomorphism ǫ : U ′q(g˜l2)→ Uq(sl2) :
ǫ : L+11(u) 7→ q
−H − qHu , ǫ : L+12(u) 7→ −F (q − q
−1)u ,
ǫ : L+21(u) 7→ −E(q − q
−1) , ǫ : L+22(u) 7→ q
H − q−Hu ,
ǫ : L−11(u) 7→ q
H − q−Hu−1 , ǫ : L−12(u) 7→ F (q − q
−1),
ǫ : L−21(u) 7→ E(q − q
−1)u−1 , ǫ : L−22(u) 7→ q
−H − qHu−1,
that is
ǫ : L
(+0)
11 7→ q
−H , ǫ : L
(1)
11 7→ −q
H , ǫ : L
(1)
12 7→ −F (q − q
−1) ,
ǫ : L
(+0)
21 7→ −E(q − q
−1) , ǫ : L
(+0)
22 7→ q
H , ǫ : L
(1)
22 7→ −q
−H ,
ǫ : L
(−0)
11 7→ q
H , ǫ : L
(−1)
11 7→ −q
−H , ǫ : L
(−0)
12 7→ F (q − q
−1) ,
ǫ : L
(−1)
21 7→ E(q − q
−1) , ǫ : L
(−0)
22 7→ q
−H , ǫ : L
(+1)
22 7→ −q
H
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and ǫ : L
(s)
ij 7→ 0 for all other generators L
(s)
ij .
Both the automorphisms ρx and ǫ restricted to the subalgebra Uq(sl2) are the identity maps.
For any Uq(sl2)-module V denote by V (x) the U
′
q(g˜l2)-module which is obtained from the module
V via the homomorphism ǫ ◦ ρx . The module V (x) is called the evaluation module.
Let V1, V2 be Verma modules for Uq(sl2) with generating vectors v1, v2 , respectively. For generic
complex numbers x, y the U ′q(g˜l2)-modules V1(x) ⊗ V2(y) and V2(y) ⊗ V1(x) are isomorphic and the
trigonometric R-matrix PV1V2RV1V2(x/y) intertwines them [T], [CP]. The vectors v1⊗v2 and v2⊗v1 are
respective generating vectors of the U ′q(g˜l2)-modules V1(x)⊗V2(y) and V2(y)⊗V1(x) . The trigonometric
R-matrix RV1V2(x/y) can be defined as the unique element of End(V1 ⊗ V2) with property (3.4) and
such that
(3.10) PV1V2RV1V2(x/y) : V1(x) ⊗ V2(y) → V2(y)⊗ V1(x)
is an isomorphism of the U ′q(g˜l2)-modules.
The trigonometric qKZ connection associated with sl2
Let V1, . . . , Vn be Uq(sl2)-modules. The qKZ connection is a discrete connection on the trivial bundle
over C×n with fiber V1 ⊗ . . .⊗ Vn . We define it below.
Let V1, . . . , Vn be Verma modules with highest weights q
Λ1 , . . . , qΛn , respectively. Let RViVj (x) be
the trigonometric R-matrices. Let Rij(x) ∈ End(V1 ⊗ . . .⊗ Vn) be defined in a standard way:
(3.11) Rij(x) =
∑
id⊗ . . .⊗ r(x)
i-th
⊗ . . .⊗ r′(x)
j-th
⊗ . . .⊗ id
provided that RViVj (x) =
∑
r(x) ⊗ r′(x) ∈ End(Vi ⊗ Vj) . For any X ∈ Uq(sl2) set
Xm = id⊗ . . .⊗ X
m-th
⊗ . . .⊗ id .
Let p, κ be complex numbers. For any m = 1, . . . , n set
Km(z1, . . . , zn) = Rm,m−1(pzm/zm−1) . . . Rm,1(pzm/z1)κ
Λm−Hm ×(3.12)
× Rm,n(zm/zn) . . . Rm,m+1(zm/zm+1) .
(3.13) Theorem. [FR] The linear maps K1(z), . . . ,Kn(z) obey the flatness conditions
Kl(z1, . . . , pzm, . . . , zn)Km(z1, . . . , zn) = Km(z1, . . . , pzl, . . . , zn)Kl(z1, . . . , zn) ,
l,m = 1, . . . , n .
The maps K1(z), . . . ,Kn(z) define a flat connection on the trivial bundle over C
×n with fiber V1 ⊗
. . .⊗ Vn . This connection is called the qKZ connection.
By (3.5) the operators K1(z), . . . ,Kn(z) commute with the action of q
H in V1 ⊗ . . .⊗ Vn :
[Km(z1, . . . , zn) , q
H ] = 0 , m = 1, . . . , n ,
and, therefore, preserve the weight decomposition of V1 ⊗ . . .⊗ Vn . Hence, the qKZ connection induces
the dual flat connection on the trivial bundle over C×n with fiber (V1 ⊗ . . . ⊗ Vn)
∗ . This connection
will be called the dual qKZ connection.
(3.14) Lemma. For any z ∈ C×n such that q2Λl+2Λm−2rzl/zm 6= p
s for all r = 0, . . . , ℓ − 1 , and
l,m = 1, . . . , n , l 6= m , s ∈ Z , the linear maps K∗1 (z), . . . ,K
∗
n(z) define isomorphisms of (V1 ⊗ . . . ⊗
Vn)
∗
ℓ .
This statement follows from formulae (3.7) and (3.12).
If κ = q
2
n∑
m=1
Λm−2ℓ+2
, then the dual qKZ connection admits a trivial discrete subbundle with fiber
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F (V1 ⊗ . . . ⊗ Vn)
∗
ℓ−1 and, therefore, it induces a flat connection on the trivial bundle with fiber (V1 ⊗
. . .⊗ Vn)
∗
ℓ
/
F (V1 ⊗ . . .⊗ Vn)
∗
ℓ−1 .
If κ = p−1q
−2
n∑
m=1
Λm+2ℓ−2
, then the dual qKZ connection admits a discrete subbundle with fiber
Fz(V1 ⊗ . . . ⊗ Vn)
∗
ℓ−1 and, therefore, it induces a flat connection on the discrete vector bundle with
fiber (V1 ⊗ . . .⊗ Vn)
∗
ℓ
/
Fz(V1 ⊗ . . .⊗ Vn)
∗
ℓ−1 .
Let V1, . . . , Vn be Uq(sl2)-modules. The qKZ equation for a V1 ⊗ . . .⊗ Vn-valued function Ψ(z1, . . . ,
zn) is the following system of equations:
Ψ(z1, . . . , pzm, . . . , zn) = Km(z1, . . . , zn)Ψ(z1, . . . , zn) , m = 1, . . . , n .
The qKZ equation is a remarkable difference equation, see [S], [FR], [JM], [Lu].
Modules over the elliptic quantum group Eρ,γ(sl2) and the elliptic R-matrices
In this section we recall the definitions concerning the elliptic quantum group Eρ,γ(sl2) , Eρ,γ(sl2)
modules and the R-matrices associated with tensor products of Eρ,γ(sl2)-modules. For a more detailed
exposition on the subject and proofs see [F], [FV].
Fix two complex numbers ρ, γ such that Im ρ > 0 . Set p = e2πiρ and η = e−4πiγ .
Let θ(u) = (u; p)∞ (pu
−1; p)∞ (p; p)∞ be the Jacobi theta-function and
α(x, λ) =
ηθ(x)θ(λ/η)
θ(ηx)θ(λ)
, β(x, λ) =
θ(η)θ(xλ)
θ(ηx)θ(λ)
.
Let eij , i, j = 1, 2 , be the 2×2 matrix with the only nonzero entry 1 at the intersection of the i-th
row and j-th column. Set
R(x, λ) = e11 ⊗ e11 + e22 ⊗ e22 + α(x, λ)e11 ⊗ e22 +
+ α(x, λ−1)e22 ⊗ e11 + β(x, λ)e12 ⊗ e21 + β(x, λ
−1)e21 ⊗ e12 .
Remark. In [FV] the elliptic quantum group Eρ,γ(sl2) is described in terms of the additive theta-function
Θ(u) = −
∞∑
m=−∞
exp
(
πi(m+ 1/2)2ρ+ 2πi(m+ 1/2)(u+ 1/2)
)
,
which is related to the multiplicative theta-function θ(x) by the equality
Θ(u) = i exp(πiρ/4− πiu)θ(e2πiu) .
Let h be the one-dimensional Lie algebra with the generator H . Let V be an h-module. Say that
V is diagonalizable if V is a direct sum of finite-dimensional eigenspaces of H :
V =
⊕
µ
Vµ , Hv = µv for v ∈ Vµ .
For a function X(µ) taking values in End(V ) we set X(H)v = X(µ)v for any v ∈ Vµ .
Let V1, . . . , Vn be diagonalizable h-modules. We have the decomposition
V1 ⊗ . . .⊗ Vn =
⊕
µ1,...,µn
(V1)µ1 ⊗ . . .⊗ (Vn)µn .
Set Hm = id⊗ . . .⊗ H
m-th
⊗ . . .⊗ id . For a function X(µ1, . . . , µn) taking values in End(V1 ⊗ . . .⊗ Vn)
we set X(H1, . . . , Hn)v = X(µ1, . . . , µn)v for any v ∈ (V1)µ1 ⊗ . . .⊗ (Vn)µn .
By definition [FV], a module over the elliptic quantum group Eρ,γ(sl2) is a diagonalizable h-module V
together with four End(V )-valued functions Tij(u, λ) , i, j = 1, 2 , which are meromorphic in u, λ ∈ C
×
and obey the following relations
[Tij(u, λ), H ] = (j − i)H , i, j = 1, 2 ,
R(x/y, η1⊗1⊗2Hλ)T(1)(x, λ)T(2)(y, η
2H⊗1⊗1λ) = T(2)(y, λ)T(1)(x, η
1⊗2H⊗1λ)R(x/y, λ) .
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Here T(1)(u, λ) =
∑
ij
eij ⊗ id ⊗ Tij(u, λ) , T(2)(u, λ) =
∑
ij
id ⊗ eij ⊗ Tij(u, λ) , and H acts in C
2 as
(e11 − e22)/2 .
Example. Fix a complex number Λ . Consider a diagonalizable h-module V Λ =
⊕
k∈Z>0
Cv [k] , such that
Hv [k] = (Λ − k)v [k] .
Let x be a nonzero complex number. Set
T11(u, λ)v
[k] =
θ(ηΛ−ku/x)θ(η−kλ)
θ(ηΛu/x)θ(λ)
ηkv [k] ,
T12(u, λ)v
[k] =
θ(ηΛ−k−1λu/x)θ(η)
θ(ηΛu/x)θ(λ)
v [k+1] ,
T21(u, λ)v
[k] =
uθ(ηΛ−k+1λx/u)θ(η2Λ−k+1)θ(ηk)
xθ(ηΛu/x)θ(λ)θ(η)
ηk−1−Λv [k−1] ,
T22(u, λ)v
[k] =
θ(ηk−Λu/x)θ(η2Λ−kλ)
θ(ηΛu/x)θ(λ)
v [k] .
These formulae make V Λ into an Eρ,γ(sl2)-module V
Λ(x) , which is called the evaluation Verma module
with highest weight Λ and evaluation point x [FV].
For any complex vector space V denote by Fun(V ) the space of V -valued meromorphic functions on
C×. The space V is naturally embedded in Fun(V ) as the subspace of constant functions.
Let V1, V2 be complex vector spaces. Any function ϕ ∈ Fun
(
Hom(V1, V2)
)
induces a linear map
Funϕ : Fun(V1) → Fun(V2) ,
Funϕ : f(λ) 7→ ϕ(λ)f(λ) .
For any Eρ,γ(sl2)-module V we define the associated operator algebra acting on the space Fun(V ) .
The operator algebra is generated by meromorphic functions in λ, ηH acting pointwise,
(3.15) ϕ(λ, ηH) : f(λ) 7→ ϕ(λ, ηH)f(λ) ,
and by values and residues with respect to x of the operator-valued meromorphic functions T˜ij(x) ,
i, j = 1, 2 , defined below:
T˜i1(x) : f(λ) 7→ Ti1(x, λ)f(ηλ) , T˜i2(x) : f(λ) 7→ Ti2(x, λ)f(η
−1λ) .
The relations obeyed by the generators of the operator algebra are described in detail in [FV].
Let V1, V2 be Eρ,γ(sl2)-modules. An element ϕ ∈ Fun
(
Hom(V1, V2)
)
such that the induced map
Funϕ intertwines the actions of the respective operator algebras is called amorphism of Eρ,γ(sl2)-modules
V1, V2 . A morphism ϕ is called an isomorphism if the linear map ϕ(λ) is nondegenerate for generic λ .
Example. Evaluation Verma modules V Λ(x) and V M(x) are isomorphic if ηΛ = ηM with the tauto-
logical isomorphism.
The elliptic quantum group Eρ,γ(sl2) has the coproduct ∆
ell :
∆
ell
: H 7→ H ⊗ 1 + 1⊗H , ∆
ell
: Tij(u, λ) 7→
∑
k
(
1⊗ Tik(u, η
2H⊗1λ)
)(
Tkj(u, λ)⊗ 1
)
.
The precise meaning of the coproduct is that it defines an Eρ,γ(sl2)-module structure on the tensor
product V1 ⊗ V2 of Eρ,γ(sl2)-modules V1, V2 . If V1, V2, V3 are Eρ,γ(sl2)-modules, then the modules
(V1 ⊗ V2)⊗ V3 and V1 ⊗ (V2 ⊗ V3) are naturally isomorphic [F].
Remark. Notice that we take the coproduct ∆ell which is opposite to the coproduct used in [F], [FV],
[FTV1]. The coproduct ∆ell is in a sence opposite to the coproduct ∆ taken for the quantum loop
algebra U ′q(g˜l2) .
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(3.16) Theorem. [FV], [FTV1] Let V Λ(x), V M(y) be evaluation Verma modules. Then for any Λ,M
and generic x, y there is a unique isomorphism R˜(x,y) of Eρ,γ(sl2)-modules V
Λ(x)⊗ V M(y) , V M(y)⊗
V Λ(x) such that R˜(x,y)(λ)v
[0] ⊗ v [0] = v [0] ⊗ v [0] . Moreover, R˜(x,y) has the form
R˜(x,y)(λ) = PVΛVMR
ell
VΛVM
(x/y, λ)
where PVΛVM : V
Λ ⊗ VM → V M ⊗ V Λ is the permutation map and R
ell
VΛVM(u, λ) is a meromorphic
function of u, λ ∈ C× with values in End(V Λ ⊗ V M) .
(3.17) Corollary. The function R
ell
VΛVM
(x, λ) satisfies the inversion relation
P
VΛVM
R
ell
VΛVM
(x, λ) =
(
R
ell
VMVΛ
(x−1, λ)
)−1
P
VΛVM
.
The function R
ell
VΛVM
(x, λ) is called the sl2 dynamical elliptic R-matrix for the tensor product V
Λ⊗
V M.
(3.18) Theorem. [FV], [FTV1] For any complex numbers Λ,M,N the corresponding elliptic R-matrices
satisfy the dynamical Yang-Baxter equation in the space End(V Λ ⊗ V M ⊗ V N) :
R
ell
VΛVM
(x/y, η1⊗1⊗2Hλ)R
ell
VΛVN
(x, λ)R
ell
VMVN
(y, η2H⊗1⊗1λ) =
= R
ell
VMVN(y, λ)R
ell
VΛVN(x, η
1⊗2H⊗1λ)R
ell
VΛVM(x/y, λ) .
One can associate a discrete flat connection with the dynamical elliptic R-matrix. This connection is
studied in [FTV1], [FTV2].
4. Tensor coordinates on the hypergeometric spaces
In this section we identify the Gauss-Manin connection and the qKZ connection.
Tensor coordinates on the trigonometric hypergeometric spaces of fibers
Let V1, . . . , Vn be Uq(sl2) Verma modules with highest weights q
Λ1 , . . . , qΛn and generating vectors
v1, . . . , vn , respectively. Consider the weight subspace (V1⊗ . . .⊗Vn)ℓ with a basis given by monomials
F l1v1 ⊗ . . .⊗ F
lnvn , l ∈ Z
n
ℓ . The dual space (V1 ⊗ . . .⊗ Vn)
∗
ℓ has the dual basis denoted by (F
l1v1 ⊗
. . .⊗ F lnvn)
∗ , l ∈ Znℓ .
Consider the trigonometric sl2-type local system with connection coefficients (2.3) where the param-
eters ξ1, . . . , ξn and η are related to the parameter q and the highest weights q
Λ1 , . . . , qΛn as follows:
η = q2 , ξm = q
2Λm , m = 1, . . . , n .
Let F = F [z1, . . . , zn; ξ1, . . . , ξn; ℓ ] be the corresponding trigonometric hypergeometric space. For any
z ∈ C×n and for any τ ∈ Sn denote by Bτ (z) the following linear map:
Bτ (z) : (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ → F(z) ,(4.1)
Bτ (z) : (F
lτ1 vτ1 ⊗ . . .⊗ F
lτn vτn)
∗ 7→ blw
τ
l (t, z) ,
where F(z) is the trigonometric hypergeometric space of the fiber and bl =
n∏
m=1
qlm(lm−1)/2+lmΛm , (cf.
(2.20), (2.27)). The linear maps Bτ (z) are called the tensor coordinates on the trigonometric hyper-
geometric space of a fiber. The composition maps
Bτ,τ ′(z) : (Vτ ′1 ⊗ . . .⊗ Vτ ′n)
∗
ℓ → (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ , Bτ,τ ′(z) = B
−1
τ (z) ◦Bτ ′(z) ,
are called the transition functions , cf. [V3], [TV3].
(4.2) Lemma. Let q2Λl+2Λm−2rzl/zm 6= 1 for any r = 0, . . . , ℓ− 1 , and l,m = 1, . . . , n , l 6= m . Then
for any permutation τ the linear map Bτ (z) : (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ → F(z) is nondegenerate.
The statement follows from Lemma 2.22 since ξl ξmzl/zm 6= η
r for any r = 0, . . . , ℓ− 1 , and l,m = 1,
. . . , n , l 6= m .
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Consider a tensor product Vτ1(zτ1) ⊗ . . . ⊗ Vτn(zτn) of evaluation modules over U
′
q(g˜l2) coinciding
with Vτ1 ⊗ . . .⊗ Vτn as a Uq(sl2)-module.
(4.3) Lemma. For any ϕ ∈ (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ we have
〈ϕ,L+12(t1) . . .L
+
12(tℓ)vτ1 ⊗ . . .⊗ vτn〉 =
(
Bτ (z)ϕ
)
(t1, . . . , tℓ) ×
× (q − q−1)ℓ q
ℓ(1−ℓ)/2−ℓ
n∑
m=1
Λm
ℓ∏
a=1
n∏
m=1
(ξm − ta/zm)
∏
16a<b6ℓ
ηta − tb
ta − tb
,
〈ϕ,L−12(t1) . . .L
−
12(tℓ)vτ1 ⊗ . . .⊗ vτn〉 =
(
Bτ (z)ϕ
)
(t1, . . . , tℓ) ×
× (q − q−1)ℓ q
ℓ(1−ℓ)/2−ℓ
n∑
m=1
Λm
ℓ∏
a=1
n∏
m=1
(1− ξmzm/ta)
∏
16a<b6ℓ
ηta − tb
ta − tb
.
It is easy to see that the right hand sides of the formulae above are polynomials in t1, . . . , tℓ and t
−1
1 , . . . ,
t−1ℓ , respectively, cf. (2.10) and (4.1). So both the formulae make sense without additional prescriptions.
Lemma 4.3 is proved in Section 7.
(4.4) Theorem. [V3] For any τ ∈ Sn and any transposition (m,m+1) , m = 1, . . . , n−1 , the transition
function
Bτ,τ ·(m,m+1)(z) : (Vτ1 ⊗ . . .⊗ Vτm+1 ⊗ Vτm ⊗ . . .⊗ Vτn)
∗
ℓ → (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ
equals the operator
(
PVτmVτm+1
RVτmVτm+1
(zτm/zτm+1)
)∗
acting in the m-th and (m+ 1)-th factors.
The theorem follows from Lemma 4.3 and formula (3.10).
Each Bτ (z) induces a linear map (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ → H(z) which also will be denoted by Bτ (z) .
(4.5) Theorem. Let κ 6= psη−r
n∏
m=1
ξm and κ 6= p
−s−1ηr
n∏
m=1
ξ−1m for any r = 0, . . . , ℓ−1 , s ∈ Z>0 . Let
0 < |p| < 1 . Let (2.13) – (2.15) hold. Then for any τ ∈ Sn the map Bτ (z) : (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ → H(z)
is an isomorphism.
This statement follows from Theorem 2.16 and Lemma 4.2. The assumption of the theorem means that
κ 6= psq
2
n∑
m=1
Λm−2r
and κ 6= p−s−1q
−2
n∑
m=1
Λm+2r
for any r = 0, . . . , ℓ− 1 , s ∈ Z>0 .
It is easy to see that for any τ ∈ Sn the images of F (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ−1 and Fz(Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ−1
under the map Bτ (z) coincide respectively with the coboundary subspaces R(z) and R
′(z) in the
trigonometric hypergeometric space of the fiber F(z) .
(4.6) Theorem. Let 0 < |p| < 1 . Let (2.13) – (2.15) hold. Let
n∏
m=1
ξ2m 6= p
sηr for any r = ℓ − 1, . . . ,
2ℓ − 2 , s ∈ Z<0 . If κ = η
1−ℓ
n∏
m=1
ξm , that is κ = q
2
n∑
m=1
Λm−2ℓ+2
, then for any τ ∈ Sn the map Bτ (z)
induces an isomorphism
(Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ
/
F (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ−1 → H(z) .
Similarly, if κ = p−1ηℓ−1
n∏
m=1
ξ−1m , that is κ = p
−1q
−2
n∑
m=1
Λm+2ℓ−2
, then for any τ ∈ Sn the map Bτ (z)
induces an isomorphism
(Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ
/
Fz(Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ−1 → H(z) .
The statements follow from Theorem 2.18 and Lemmas 2.22 – 2.24. The assumption of the theorem
means that q
4
n∑
m=1
Λm−2r
6= ps for any r = ℓ− 1, . . . , 2ℓ− 2 , s ∈ Z<0 .
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Taking into account formulae (3.1) and (3.2) we get an isomorphism
(
(Vτ1 ⊗ . . .⊗ Vτn)
sing
ℓ
)∗
→ H(z)
for κ = η1−ℓ
n∏
m=1
ξm and an isomorphism
(
(Vτ1 ⊗ . . .⊗ Vτn)
sing
ℓ,z
)∗
→ H(z)
for κ = p−1ηℓ−1
n∏
m=1
ξ−1m .
(4.7) Theorem. [V3], [TV1] For any m = 1, . . . , n , the following diagram is commutative:
(Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ
K∗m(zτ1 , . . . , zτn)−−−−−−−−−−−−−−→ (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ
Bτ (z1, . . . , pzm, . . . , zn)
y y Bτ (z1, . . . , zn)
H(z1, . . . , pzm, . . . , zn) −−−−−−−−−−−−−−→
Am(z1, . . . , zn)
H(z1, . . . , zn)
Here Am(z) are the operators of the Gauss-Manin connection, K
∗
m(z) are the operators dual to Km(z) ,
and Km(z) are the operators of the qKZ connection in (Vτ1 ⊗ . . .⊗ Vτn)ℓ defined by (3.12).
(4.8) Corollary. The construction above identifies the qKZ connection and the Gauss-Manin connec-
tion restricted to the hypergeometric subbundle.
Tensor coordinates on the elliptic hypergeometric spaces of fibers
Let V e1 (z1), . . . , V
e
n (zn) be evaluation Verma modules over Eρ,γ(sl2) with highest weights Λ1, . . . ,Λn
and evaluation points z1, . . . , zn , respectively. Let V
e
1 , . . . , V
e
n be the corresponding h-modules. The
weight subspace (V e1 ⊗ . . .⊗ V
e
n )ℓ has a basis given by the monomials v
[l1] ⊗ . . .⊗ v [ln] , l ∈ Znℓ .
Let Fell = Fell[κ; z1, . . . , zn; ξ1, . . . , ξn; ℓ ] be the elliptic hypergeometric space where the parameters ξ1,
. . . , ξn and the highest weights Λ1, . . . ,Λn are related as follows:
ξm = η
Λm , m = 1, . . . , n .
For any z ∈ B and for any τ ∈ Sn denote by Cτ (z) the following linear map:
Cτ (z) : (V
e
τ1 ⊗ . . .⊗ V
e
τn)ℓ → Fell(z) ,
Cτ (z) : v
[lτ1 ] ⊗ . . .⊗ v [lτn ] 7→ cτl W
τ
l (t, z) .
Here Fell(z) is the elliptic hypergeometric space of the fiber and c
τ
l
= cτ
l
(ξτ1 , . . . , ξτn) where
τl = (lτ1 ,
. . . , lτn) and
c
l
(ξ1, . . . , ξn) =
n∏
m=1
lm∏
s=1
θ(ηs)θ(η1−sξ2m)
θ(η)
∏
16l<m6n
η−lllmξ2llm ×(4.9)
×
( l1∏
s=1
θ
(
ηs−ℓκ−1
n∏
m=1
ξm
) ln∏
s=1
θ
(
ηℓ−sκ−1
n∏
m=1
ξ−1m
)
×
×
n−1∏
m=1
lm+1∏
s=−lm
s6=0
θ
(
ηsκ−1
∏
16l6m
η llξ−1l
∏
m<l6n
η−llξl
))−1
.
The linear maps Cτ (z) are called the tensor coordinates on the elliptic hypergeometric space of a fiber.
The composition maps
Cτ,τ ′(z) : (V
e
τ ′1
⊗ . . .⊗ V eτ ′n)ℓ → (V
e
τ1 ⊗ . . .⊗ V
e
τn)ℓ , Cτ,τ ′(z) = C
−1
τ (z) ◦ Cτ ′(z) ,
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are called the transition functions , cf. [V3], [TV3].
Example. For ℓ = 1 the coefficients cl have the form
ce(m)(ξ1, . . . , ξn) = θ(ξ
2
m)
(
θ
(
κ−1
∏
16l6m
ξ−1l
∏
m<l6n
ξl
)
θ
(
κ−1
∏
16l<m
ξ−1l
∏
m6l6n
ξl
))−1 ∏
m<l6n
ξ2l
where e(m) = (0, . . . , 1
m-th
, . . . , 0) , m = 1, . . . , n .
Example. For ℓ = 2 and n = 2 the coefficients cl have the form
c(2,0)(ξ1, ξ2) = ξ
4
2
θ(η2)
θ(η)
θ(ξ21)θ(η
−1ξ21)
(
θ(κ−1ξ1ξ2)θ(η
−1κ−1ξ1ξ2)θ(κ
−1ξ−11 ξ2)θ(ηκ
−1ξ−11 ξ2)
)−1
,
c(1,1)(ξ1, ξ2) = η
−1ξ22 θ(ξ
2
1)θ(ξ
2
2)
(
θ(η−1κ−1ξ1ξ2)θ(ηκ
−1ξ−11 ξ2)θ(η
−1κ−1ξ−11 ξ2)θ(ηκ
−1ξ−11 ξ
−1
2 )
)−1
,
c(0,2)(ξ1, ξ2) =
θ(η2)
θ(η)
θ(ξ22)θ(η
−1ξ22)
(
θ(κ−1ξ−11 ξ2)θ(η
−1κ−1ξ−11 ξ2)θ(κ
−1ξ−11 ξ
−1
2 )θ(ηκ
−1ξ−11 ξ
−1
2 )
)−1
.
(4.10) Lemma. Let ηr 6= ps for any r = 2, . . . , ℓ , s ∈ Z . Let ηΛl+Λmzl/zm 6= p
sηr for any l,m = 1,
. . . , n , and r = 0, . . . , ℓ− 1 , s ∈ Z . Let κ±1
n∏
m=1
ηΛm 6= psηr for any r = 0, . . . , ℓ− 1 , s ∈ Z . Assume
that for a permutation τ we have κ
∏
16l6m
ηΛτl
∏
m<l6n
η−Λτl 6= psηr for any m = 1, . . . , n−1 , and r = 1−ℓ,
. . . , ℓ− 1 , s ∈ Z . Then the linear map Cτ (z) : (V
e
τ1 ⊗ . . .⊗ V
e
τn)ℓ → Fell(z) is an isomorphism.
The statement follows from Lemma 2.33.
Remark. The map Cτ (z) considered as a function of κ has a simple pole at κ = η
1−ℓ
n∏
m=1
ξm because
of the factor θ
(
η1−ℓκ−1
n∏
m=1
ξm
)
in formula (4.9) for the coefficients c
l
, and
(4.11) Ker
(
Res+ Cτ (z)
)
= v [0] ⊗ (V eτ2 ⊗ . . .⊗ V
e
τn)ℓ , Im
(
Res+ Cτ (z)
)
= Q(z) ,
where Res+ Cτ (z) is the residue of Cτ (z) at κ = η
1−ℓ
n∏
m=1
ξm and Q(z) is the boundary subspace.
Similarly, the map Cτ (z) has a simple pole at κ = p
−1ηℓ−1
n∏
m=1
ξ−1m because of the factor
θ
(
ηℓ−1κ−1
n∏
m=1
ξ−1m
)
in formula (4.9) for the coefficients c
l
, and
(4.12) Ker
(
Res− Cτ (z)
)
= (V eτ1 ⊗ . . .⊗ V
e
τn−1)ℓ ⊗ v
[0] , Im
(
Res− Cτ (z)
)
= Q′(z) ,
where Res− Cτ (z) is the residue of Cτ (z) at κ = p
−1ηℓ−1
n∏
m=1
ξ−1m and Q
′(z) is the boundary subspace.
(4.13) Lemma. Let κ = η1−ℓ
n∏
m=1
ηΛm . Let ηr 6= ps for any r = 2, . . . , ℓ , s ∈ Z . Let ηΛl+Λmzl/zm 6=
psηr for any l,m = 2, . . . , n , and r = 0, . . . , ℓ − 1 , s ∈ Z . Let η2Λ1 6= psηr for any r = 0, . . . , ℓ − 1 ,
s ∈ Z . Let
n∏
m=1
η2Λm 6= psηr for any r = ℓ − 1, . . . , 2ℓ − 2 , s ∈ Z . Assume that for a permutation τ
we have
∏
16l6m
η2Λτl 6= psηr for any m = 2, . . . , n − 1 , and r = 0, . . . , 2ℓ − 2 , s ∈ Z . Then the linear
map Cτ (z) : v
[0] ⊗ (V eτ2 ⊗ . . .⊗ V
e
τn)ℓ → Fell(z)/Q(z) is an isomorphism.
The statement follows from Lemma 2.38.
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(4.14) Lemma. Let κ = p−1ηℓ−1
n∏
m=1
η−Λm . Let ηr 6= ps for any r = 2, . . . , ℓ , s ∈ Z . Let ηΛl+Λmzl/zm
6= psηr for any l,m = 1, . . . , n − 1 , and r = 0, . . . , ℓ − 1 , s ∈ Z . Let η2Λn 6= psηr for any r = 0, . . . ,
ℓ−1 , s ∈ Z . Let
n∏
m=1
η2Λm 6= psηr for any r = ℓ−1, . . . , 2ℓ−2 , s ∈ Z . Assume that for a permutation
τ we have
∏
m<l6n
η2Λτl 6= psηr for any m = 1, . . . , n− 2 , and r = 0, . . . , 2ℓ− 2 , s ∈ Z . Then the linear
map Cτ (z) : (V
e
τ1 ⊗ . . .⊗ V
e
τn−1)ℓ ⊗ v
[0] → Fell(z)/Q
′(z) is an isomorphism.
The statement follows from Lemma 2.39.
Consider a tensor product V eτ1(zτ1) ⊗ . . . ⊗ V
e
τn(zτn) of evaluation Verma modules over Eρ,γ(sl2)
coinciding with V eτ1 ⊗ . . .⊗ V
e
τn as an h-module.
(4.15) Lemma. Let λ = κ
n∏
m=1
ξ−1m . Then for any v ∈ (V
e
τ1 ⊗ . . .⊗ V
e
τn)ℓ we have
T21(t1, λ) . . . T21(tℓ, η
ℓ−1λ)v =
(
Cτ (z)v
)
(t1, . . . , tℓ) ×
×
ℓ−1∏
s=0
θ(ηsκ−1
n∏
m=1
ξ−1m )
ℓ∏
a=1
n∏
m=1
θ(ξ−1m ta/zm)
θ(ξmta/zm)
∏
16a<b6ℓ
θ(ηta/tb)
θ(ta/tb)
v [0] ⊗ . . .⊗ v [0] ,
The lemma is proved in Section 7.
(4.16) Theorem. For any τ ∈ Sn and any transposition (m,m+1) , m = 1, . . . , n− 1 , the transition
function
Cτ,τ ·(m,m+1)(z) : V
e
τ1 ⊗ . . .⊗ V
e
τm+1 ⊗ V
e
τm ⊗ . . .⊗ V
e
τn → V
e
τ1 ⊗ . . .⊗ V
e
τn
equals the operator PV eτm+1V
e
τm
R
ell
V eτm+1
V eτm
(
zτm+1/zτm , (η
H⊗ . . .⊗ ηH⊗ η−H
m-th
⊗ . . .⊗ η−H)η−1κ
)
.
The theorem follows from Lemma 4.15 and Theorem 3.16.
Remark. The elliptic R-matrix in Theorem 4.16 has an operator
K = (ηH ⊗ . . .⊗ ηH ⊗ η−H
m-th
⊗ . . .⊗ η−H)η−1κ
at the place of the second argument, and R
ell
V eτm+1V
e
τm
(x, λ) commutes with K for any values of x, λ .
The operator R
ell
V eτm+1V
e
τm
(x,K) is understood in the standard way:
R
ell
V eτm+1
V eτm
(x,K)v = R
ell
V eτm+1
V eτm
(x, λ)v
for any v ∈ V eτ1 ⊗ . . .⊗ V
e
τm+1 ⊗ V
e
τm ⊗ . . .⊗ V
e
τn such that Kv = λv .
Tensor products of the hypergeometric spaces
Let F [z1, . . . , zm; ξ1, . . . , ξm; l ] and Fell[α; z1, . . . , zm; ξ1, . . . , ξm; l ] be respectively the trigonometric
and the elliptic hypergeometric spaces defined for the projection C l+m→ Cm. In particular, in our
previous notations we have
F = F [z1, . . . , zn; ξ1, . . . , ξn; ℓ ] and Fell = Fell[κ; z1, . . . , zn; ξ1, . . . , ξn; ℓ ] .
There are maps
χ : F [z1, . . . , zk; ξ1, . . . , ξk; j ]⊗F [zk+1, . . . , zk+m; ξk+1, . . . , ξk+m; l ] →(4.17)
→ F [z1, . . . , zk+m; ξ1, . . . , ξk+m; j + l ]
and
χ
ell
: Fell[αη
l
m∏
i=1
ξ−1i+k; z1, . . . , zk; ξ1, . . . , ξk; j ]
(
(z1, . . . , zk)
)
⊗
⊗ Fell[αη
−j
k∏
i=1
ξi ; zk+1, . . . , zk+m; ξk+1, . . . , ξk+m; l ]
(
(zk+1, . . . , zk+m)
)
→
→ Fell[α; z1, . . . , zk+m; ξ1, . . . , ξk+m; j + l ]
(
(z1, . . . , zk+m)
)
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which are respectively defined by χ : f ⊗ g 7→ f ⋆ g and χ
ell
: f ⊗ g 7→ f ∗ g where
(f ⋆ g)(t1, . . . , tj+l) =
1
j! l!
∑
σ∈Sj+l
[
f(t1, . . . , tj)g(tj+1, . . . , tj+l)
k∏
i=1
l∏
a=1
ξita+j − zi
ta+j − ξizi
]
σ
,
and
(f ∗ g)(t1, . . . , tj+l) =
1
j! l!
∑
σ∈Sj+l
[[
f(t1, . . . , tj)g(tj+1, . . . , tj+l)
k∏
i=1
l∏
a=1
θ(ξi ta+j/zi)
θ(ξ−1i ta+j/zi)
]]
σ
,
We have the next lemmas.
(4.18) Lemma. Assume that ξi ξj+kzj+k/zi 6= η
r for any i = 1, . . . , k , j = 1, . . . ,m , r = 0, . . . , l−1 .
Then the map
χ :
⊕
i+j=l
F [z1, . . . , zk; ξ1, . . . , ξk; i]
(
(z1, . . . , zk)
)
⊗
⊗F [zk+1, . . . , zk+m; ξk+1, . . . , ξk+m; j ]
(
(zk+1, . . . , zk+m)
)
→
→ F [z1, . . . , zk+m; ξ1, . . . , ξk+m; l ]
(
(z1, . . . , zk+m)
)
defined by linearity is bijective.
(4.19) Lemma. Assume that ξi ξj+kzj+k/zi 6= p
sηr and α
k∏
a=1
ξa
m∏
a=1
ξ−1a+k 6= p
sη±r for any i = 1, . . . ,
k , j = 1, . . . ,m , r = 0, . . . , l− 1 , s ∈ Z . Then the map
χ
ell
:
⊕
i+j=l
Fell[αη
j
m∏
a=1
ξ−1a+k; z1, . . . , zk; ξ1, . . . , ξk; i]
(
(z1, . . . , zk)
)
⊗
⊗Fell[αη
−i
k∏
a=1
ξa ; zk+1, . . . , zk+m; ξk+1, . . . , ξk+m; j ]
(
(zk+1, . . . , zk+m)
)
→
→ Fell[α; z1, . . . , zk+m; ξ1, . . . , ξk+m; l ]
(
(z1, . . . , zk+m)
)
defined by linearity is bijective
Lemmas 4.18 and 4.19 are proved in Section 7.
It is clear that for any functions f, g, h we have (f ⋆ g) ⋆ h = f ⋆ (g ⋆ h) and for any functions f, g, h
we have (f ∗ g) ∗ h = f ∗ (g ∗ h) . Lemmas 4.18, 4.19 can be extended naturally to an arbitrary number
of factors.
The map χ
ell
admits the following generalization. Fix a nonnegative integer k . Let n0, . . . , nk be
integers such that
0 = n0 < n1 < . . . < nk .
Fix nonnegative integers l1, . . . , lk . Let
F i
ell
= Fell[αi; zni−1+1, . . . , zni ; ξni−1+1, . . . , ξni ; li ]
where αi = αη
∑
j>i
lj−
∑
j<i
lj ∏
j6ni−1
ξj
∏
j>ni
ξ−1j . Let h(z1, . . . , znk) be a meromorphic function on C
×nk such
that
h(z1, . . . , pzi, . . . , znk) = ξ
∑
j<i
lj−
∑
j>i
lj
i h(z1, . . . , znk)
for any i = 1, . . . , nk . Then we have a well defined map
F1
ell
⊗ . . .⊗Fk
ell
→ Fell[α; z1, . . . , znk ; ξ1, . . . , ξnk ; l1 + . . .+ lk ] ,(4.20)
f1 ⊗ . . .⊗ fk 7→ (f1 ∗ . . . ∗ fk)h
of the elliptic hypergeometric spaces. We call the function h(z1, . . . , znk) an adjusting factor for the
tensor product of the elliptic hypergeometric spaces F1
ell
⊗ . . .⊗Fk
ell
.
26
5. The hypergeometric pairing and the hypergeometric solutions of the qKZ equation
In this section we define the main object of this paper, the hypergeometric pairing. We define a
pairing between the trigonometric and the elliptic hypergeometric spaces of a fiber.
The hypergeometric integral
For any functions w ∈ F(z) and W ∈ Fell(z) we define the hypergeometric integral by
(5.1) I(W,w) =
∫
T˜ℓ
Φ(t)w(t)W (t) (dt/t)ℓ
where (dt/t)ℓ =
ℓ∏
a=1
dta/ta , Φ(t) is the short phase function defined in (5.2) and T˜
ℓ is a suitable defor-
mation of the torus
T
ℓ = {t ∈ C ℓ | |t1| = 1 , . . . , |tℓ| = 1} .
Recall that we always have 0 < |p| < 1 . Let (u)∞ =
∞∏
k=0
(1− pku) . We take Φ(x;α) =
(xα−1)∞
(xα)∞
in
(2.5) so that the short phase function has the form
(5.2) Φ(t1, . . . , tℓ, z1, . . . , zn) =
n∏
m=1
ℓ∏
a=1
(ξ−1m ta/zm)∞
(ξmta/zm)∞
∏
16a<b6ℓ
(ηta/tb)∞
(η−1ta/tb)∞
.
We define the hypergeometric integral as follows. Assume that |η| > 1 and |zm| = 1 , |ξm| < 1 ,
m = 1, . . . , n . Set
(5.3) I(W,w) =
∫
Tℓ
Φ(t)w(t)W (t) (dt/t)ℓ .
Notice that the integrand has simple poles at the hyperplanes
ta/zm = (p
sξm)
±1 , a = 1, . . . , ℓ , m = 1, . . . , n ,(5.4)
ta/tb = (p
sη−1)±1 , 1 6 a < b 6 ℓ ,
for s ∈ Z>0 and essential singularities at the coordinate hyperplanes. The set of hyperplanes (5.4) could
be decomposed into subsets corresponding to couples {a,m} or {a, b} . Under the above assumptions
for each subset of the hyperplanes the torus Tℓ separates the hyperplanes corresponding to different
choices of the sign.
The hypergeometric integral for generic ξ1, . . . , ξn , z1, . . . , zn and arbitrary η is defined by analytic
continuation with respect to ξ1, . . . , ξn , z1, . . . , zn and η . This analytic continuation makes sence since
the integrand is analytic in ξ1, . . . , ξn , z1, . . . , zn and η , cf. (2.5), (2.20), (2.30). More precisely, first
we define the hypergeometric integral for basis functions wl , Wm and then extend the definition by
linearity to arbitrary functions w ∈ F(z) , W ∈ Fell(z) . The result of the analytic continuation can be
represented as an integral of the integrand over a suitably deformed torus. Namely, the poles of the
integrand of the hypergeometric integral I(Wl, wm) are located at the hyperplanes
(5.5) ta = p
sξmzm , ta = p
−sξ−1m zm , ta = p
sη−1tb , ta = p
−sηtb ,
1 6 b < a 6 ℓ , m = 1, . . . , n , s ∈ Z>0 . We deform ξ1, . . . , ξn , z1, . . . , zn and η in such a way that
the topology of the complement in C×ℓ to the union of hyperplanes (5.5) does not change. We deform
accordingly the torus Tℓ so that it does not intersect the hyperplanes (5.5) at every moment of the
deformation. The deformed torus is denoted by T˜ℓ . Then the analytic continuation of the integral (5.3)
is given by formula (5.1).
(5.6) Theorem. For any l,m ∈ Znℓ the hypergeometric integral I(Wl, wm) can be analytically contin-
ued as a holomorphic univalued function of complex variables η , ξ1, . . . , ξn , z1, . . . , zn to the region:
η 6= 0 , ξm 6= 0 , zm 6= 0 , m = 1, . . . , n ,
ηr+1 6= ps , ξ2m 6= p
sηr , m = 1, . . . , n ,
ξ±1l ξ
±1
m zl/zm 6= p
sηr , l,m = 1, . . . , n , l 6= m,
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where r = 0, . . . , ℓ− 1 , s ∈ Z , and the combination of signs ±1 can be arbitrary (cf. (2.13) – (2.15)).
The proof of the theorem is the same as the proof of Theorem 5.7 in [TV3].
Let R(z),R′(z) ⊂ F(z) be the coboundary subspaces and let Q(z),Q′(z) ⊂ Fell(z) be the boundary
subspaces.
(5.7) Lemma. Let κ = η1−ℓ
n∏
m=1
ξm . Let (2.13) – (2.15) hold. Then
a) For any w ∈ R(z) , W ∈ Fell(z) , the hypergeometric integral I(W,w) equals zero.
b) For any w ∈ F(z) , W ∈ Q(z) , the hypergeometric integral I(W,w) equals zero.
Example. Let ℓ = 1 and κ =
n∏
m=1
ξm . Then the space Q(z) is one-dimensional and is spanned by the
function W (t1) = 1 . Assume for simplicity that |zm| = 1 , |ξm| < 1 for any m = 1, . . . , n . Then the
hypergeometric integral I(W,w) is given by
I(W,w) =
∫
|t1|=1
w(t1)
n∏
m=1
(ξ−1m t1/zm)∞
(ξmt1/zm)∞
dt1
t1
.
Since w(0) = 0 for any w ∈ F(z) , the integrand is regular in the disk |t1| 6 1 . Hence, I(W,w) = 0
for any w ∈ F(z) .
(5.8) Lemma. Let κ = p−1ηℓ−1
n∏
m=1
ξ−1m . Let (2.13) – (2.15) hold. Then
a) For any w ∈ R′(z) , W ∈ Fell(z) , the hypergeometric integral I(W,w) equals zero.
b) For any w ∈ F(z) , W ∈ Q′(z) , the hypergeometric integral I(W,w) equals zero.
Example. Let ℓ = 1 and κ =
n∏
m=1
ξ−1m . Then the space Q
′(z) is one-dimensional and is spanned by the
function W (t1) = t
−1
1
n∏
m=1
θ(ξmt1/zm)
θ(ξ−1m t1/zm)
. Assume for simplicity that |zm| = 1 , |ξm| < 1 for any m = 1,
. . . , n . Then the hypergeometric integral I(W,w) is given by
I(W,w) =
∫
|t1|=1
w(t1)
n∏
m=1
(pξ−1m zm/t1)∞
(pξmzm/t1)∞
dt1
t21
.
Since w(t1) = O(1) as t1 →∞ for any w ∈ F(z) , the integrand is regular in the domain |t1| > 1 and
behaves as O(t−21 ) as t1 →∞ . Hence, I(W,w) = 0 for any w ∈ F(z) .
Lemmas 5.7 and 5.8 are proved in Section 7.
Determinant formulae for the hypergeometric pairing
The hypergeometric integral defines the hypergeometric pairing
I : Fell(z)⊗F(z) → C
which induces the hypergeometric pairings
I
◦
: Fell(z)/Q(z)⊗F(z)/R(z) → C
for κ = η1−ℓ
n∏
m=1
ξm and
I ′ : Fell(z)/Q
′(z)⊗F(z)/R′(z) → C
for κ = p−1ηℓ−1
n∏
m=1
ξ−1m . According to (2.17), (2.25) and Lemmas 2.38, 2.39 this can be respectively
written as
I : Fell(z)⊗H(z) → C ,
I
◦
: Fell(z)/Q(z)⊗H(z) → C and I
′ : Fell(z)/Q
′(z)⊗H(z) → C .
Set d(n,m, ℓ, s) =
∑
i,j>0
i+j<ℓ
i−j=s
(
m− 1 + i
m− 1
)(
n−m− 1 + j
n−m− 1
)
.
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(5.9) Theorem. Let κ 6= psη−r
n∏
m=1
ξm and κ 6= p
−s−1ηr
n∏
m=1
ξ−1m , r = 0, . . . , ℓ − 1 , s ∈ Z>0 . Let
(2.13) – (2.15) hold. Then the hypergeometric pairing I : Fell(z)⊗F(z)→ C is nondegenerate. Moreover,
det
[
I(Wl, wm)
]
l,m∈Zn
ℓ
= (2πi)
ℓ
(
n+ℓ−1
n−1
)
ℓ!
(
n+ℓ−1
n−1
)
η
−n
(
n+ℓ−1
n+1
)
×
×
n∏
m=1
ξ
(n−m)
(
n+ℓ−1
n
)
m
ℓ−1∏
s=1−ℓ
n−1∏
m=1
θ
(
ηsκ−1
∏
16l6m
ξ−1l
∏
m<l6n
ξl
)d(n,m,ℓ,s)
×
×
ℓ−1∏
s=0
[ (η−1)n∞ (ηs+1−ℓκ−1∏ ξm)∞ (pηs+1−ℓκ∏ ξm)∞
(η−s−1)n∞ (p)
2n−1
∞
∏
(η−sξ2m)∞
∏
16l<m6n
(ηsξ−1l ξ
−1
m zl/zm)∞
(η−sξlξmzl/zm)∞
](n+ℓ−s−2
n−1
)
.
(5.10) Theorem. Let κ = η1−ℓ
n∏
m=1
ξm . Let (2.13) – (2.15) hold. If
n∏
m=1
ξ2m 6= p
sηr for all r = ℓ − 1,
. . . , 2ℓ− 2 and s ∈ Z<0 , then the hypergeometric pairing I
◦ : Fell(z)/Q(z)⊗F(z)/R(z)→ C is nonde-
generate. Moreover,
det
[
I(Wl, wm)
]
l,m∈Znℓ
l1=m1=0
= (2πi)
ℓ
(
n+ℓ−2
n−2
)
ℓ!
(
n+ℓ−2
n−2
)
η
(1−n)
(
n+ℓ−2
n
)
×
×
n∏
m=1
ξ
(n−m)
(
n+ℓ−2
n−1
)
m
ℓ−1∏
s=1−ℓ
n−1∏
m=2
θ
(
ηs+ℓ−1
∏
16l6m
ξ−2l
)d(n−1,m−1,ℓ,s)
×
×
ℓ−1∏
s=0
[ (η−1)n−1∞ (pηs+2−2ℓ∏ ξ2m)∞ (ηsξ−21 )∞
(η−s−1)n−1∞ (p)
2n−3
∞
∏
1<m6n
(η−sξ2m)∞
∏
16l<m6n
(ηsξ−1l ξ
−1
m zl/zm)∞
(η−sξlξmzl/zm)∞
](n+ℓ−s−3
n−2
)
.
(5.11) Theorem. Let κ = p−1ηℓ−1
n∏
m=1
ξ−1m . Let (2.13) – (2.15) hold. If
n∏
m=1
ξ2m 6= p
sηr for all r =
ℓ − 1, . . . , 2ℓ − 2 and s ∈ Z<0 , then the hypergeometric pairing I
′ : Fell(z)/Q
′(z)⊗F(z)/R′(z)→ C is
nondegenerate. Moreover,
det
[
I(Wl, wm)
]
l,m∈Znℓ
ln=mn=0
= (2πi)
ℓ
(
n+ℓ−2
n−2
)
ℓ!
(
n+ℓ−2
n−2
)
η
(1−n)
(
n+ℓ−2
n
)
×
×
n−1∏
m=1
ξ
(n−m−1)
(
n+ℓ−2
n−1
)
m
ℓ−1∏
s=1−ℓ
n−2∏
m=1
θ
(
pηs+1−ℓ
∏
m<l6n
ξ2l
)d(n−1,m,ℓ,s)
×
×
ℓ−1∏
s=0
[ (η−1)n−1∞ (pηs+2−2ℓ∏ ξ2m)∞ (ηsξ−2n )∞
(η−s−1)n−1∞ (p)
2n−3
∞
∏
16m<n
(η−sξ2m)∞
∏
16l<m6n
(ηsξ−1l ξ
−1
m zl/zm)∞
(η−sξlξmzl/zm)∞
](n+ℓ−s−3
n−2
)
.
In Theorems 5.9 – 5.11, the product
∏
without limits stands for
n∏
m=1
.
Theorems 5.9 – 5.11 are proved in Section 7.
Example. Theorem 5.9 for n = 1 , ℓ = 1 gives∫
C
θ(ct)
(at)∞(b/t)∞
dt
t
= 2πi
(pa/c)∞ (bc)∞
(ab)∞
.
Here C is an anticlockwise oriented contour around the origin t = 0 separating the sets {ps/a | s ∈ Z60}
and {psb | s ∈ Z>0} .
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Example. Theorems 5.10 and 5.11 for n = 2 , ℓ = 1 give particular cases of the Askey-Roy formula
[GR, (4.11.2)]
(5.12)
∫
C
θ(pt/c)θ(abct)
(at)∞(bt)∞(α/t)∞(β/t)∞
dt
t
= 2πi
(abαβ)∞ θ(ac)θ(bc)
(p)∞(aα)∞(aβ)∞(bα)∞(bβ)∞
.
Here C is an anticlockwise oriented contour around the origin t = 0 separating the sets {ps/a, ps/b |
s ∈ Z60} and {p
sα, psβ | s ∈ Z>0} .
Example. There are p -analogues of the gamma-function and the power function:
Γp(x) = (1− p)
1−x(p)∞/(p
x)∞ , (1− u)
2x
p = (p
−xu)∞/(p
xu)∞ .
Introduce new functions {− u}2xp = θ(p
−xu)/θ(pxu) and
sinp(πx) =
π
Γp(x)Γp(1− x)
=
πθ(px)
(1− p)(p)3∞
.
We have (1− u)2xp = {− u}
2x
p (1− pu
−1)2xp .
Theorems 5.10 and 5.11 for ℓ = 1 give respectively the following formulae:
det
[ ∫
C
p2∆l − 1
t− p∆lzl
n∏
m=1
(1− t/zm)
2∆m
p
{
− p
−
∑
16j6k
∆j
t/zk
}2 ∑
16j<k
∆j
p ×
×
∏
16j<k
{− t/zj}
−2∆j
p
∏
16j<l
t− p−∆jzj
t− p∆jzj
dt
p− 1
]n
k,l=2
=
= Γp(1 + 2
n∑
m=1
∆m)
−1
n∏
m=1
Γp(1 + 2∆m)
∏
16l<m6n
(1 − zl/zm)
2(∆l+∆m)
p
n−1∏
m=1
2i sinp
(
−2π
∑
16j6m
∆j
)
and
det
[ ∫
C
p∆l − p−∆l
t/zl − p∆l
n∏
m=1
(1 − t/zm)
2∆m
p
{
− p
∑
k<j6n
∆j
t/zk
}−2 ∑
k6j6n
∆j
p ×
×
∏
16j<k
{−t/zj}
−2∆j
p
∏
16j<l
t− p−∆jzj
t− p∆jzj
dt
t(p− 1)
]n−1
k,l=1
=
= Γp(1 + 2
n∑
m=1
∆m)
−1
n∏
m=1
Γp(1 + 2∆m)
∏
16l<m6n
(1− zl/zm)
2(∆l+∆m)
p
n−1∏
m=1
2i sinp
(
2π
∑
m<j6n
∆j
)
where C is an anticlockwise oriented contour around the origin t = 0 separating the sets {ps−∆mzm
| m = 1, . . . , n , s ∈ Z60} and {p
s+∆mzm | m = 1, . . . , n , s ∈ Z>0} . These formulae are analogues of
the next formula [V1] :
det
[ zk+1∫
zk
λl
t− zl
n∏
m=1
(t− zm)
λm dt
]n−1
k,l=1
= Γ(1 +
n∑
m=1
λm)
−1
n∏
m=1
Γ(1 + λm)
∏
l 6=m
(zl − zm)
λm .
Example. Theorem 5.9 for n = 1 and arbitrary ℓ gives the following q-beta integral
(5.13)
∫
Tℓ
ℓ∏
k=1
θ(ctk)
tk (atk)∞ (b/tk)∞
ℓ∏
j=1
ℓ∏
k=1
k 6=j
(tj/tk)∞
(xtj/tk)∞
dℓt = (2πi)ℓ ℓ!
ℓ−1∏
s=0
(x)∞ (x
sbc)∞ (px
sa/c)∞
(xs+1)∞ (x
sab)∞
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where |a| < 1 , |b| < 1 , |x| < 1 . In Section 7 we use this formula to prove Theorems 5.9 – 5.11. We give
a proof of the formula in Appendix D and show there that the calculation of the integral by residues
inside the torus Tℓ implies the formula for the q-Selberg integral proved by Aomoto [AK, Theorem 3.2],
see formula (D.9).
Example. The formulae of Theorems 5.10 and 5.11 for n = 2 are particular cases of the following
formula
∫
Tℓ
ℓ∏
k=1
θ(ptk/c)θ(x
ℓ−1abctk)
tk (atk)∞ (btk)∞ (α/tk)∞ (β/tk)∞
ℓ∏
j=1
ℓ∏
k=1
k 6=j
(tj/tk)∞
(xtj/tk)∞
dℓt =(5.14)
= (2πi)ℓ ℓ!
ℓ−1∏
s=0
(x)∞ (x
ℓ+s−1abαβ)∞ θ(x
sac)θ(xsbc)
(xs+1)∞ (x
saα)∞ (x
saβ)∞ (x
sbα)∞ (x
sbβ)∞ (p)∞
where |a| < 1 , |b| < 1 , |α| < 1 , |β| < 1 , |x| < 1 . This formula is a multidimensional generalization
of the Askey-Roy formula (5.12). In Appendix E we give a proof of this formula and show that the
calculation of the integral by residues outside the torus Tℓ implies the formula for the most general
multidimensional q-beta integral conjectured by Askey [As, Conjecture 8], see formula (E.8).
Remark. It is plausible that the assumptions on p , ξ1, . . . , ξn , z1, . . . , zn of Theorems 5.9 – 5.11 as well
as of Theorems and Lemmas 2.16, 2.18, 4.5, 4.6, 5.7, 5.8, 6.2, 6.5, 6.6 could be replaced by the following
weaker assumptions: the step p and the parameter η are such that (2.13) holds, and the parameters
ξ1, . . . , ξn and z1, . . . , zn are such that
ξlξmzl/zm 6= p
sηr , l,m = 1, . . . , n , s ∈ Z ,
for any r = 0, . . . , ℓ− 1 and s ∈ Z .
The hypergeometric solutions of the qKZ equation
Let W be any element of the elliptic hypergeometric space Fell . The restriction of the function W
to a fiber defines an element W |z ∈ Fell(z) of the elliptic hypergeometric space of the fiber. The hyper-
geometric pairing allows us to consider the element W |z ∈ Fell(z) as an element sW (z) of the space
H∗(z) dual to the hypergeometric cohomology group H(z) . This construction defines a section of the
bundle over C×n with fiber H∗(z) .
There is a simple but important statement.
(5.15) Theorem. Let ξ1, . . . , ξn obey (2.14). Then the section sW is a periodic section with respect
to the Gauss-Manin connection.
The theorem is proved in Section 7.
Consider the hypergeometric pairing as a map I¯(z) : Fell(z)→
(
F(z)
)∗
so that for any W ∈ Fell we
have sW = I¯(z)W |z . Let V1, . . . , Vn be Verma modules over Uq(sl2) with highest weights q
Λ1 , . . . ,
qΛn . Recall that
q2 = η , ηΛm = ξm , m = 1, . . . , n .
The map I¯(z) and the tensor coordinates Bτ (z) induce a map
(
Bτ (z)
)∗
◦ I¯(z) : Fell(z) → (Vτ1 ⊗ . . .⊗ Vτn)ℓ .
(5.16) Lemma. Let κ = η1−ℓ
n∏
m=1
ξm . Let (2.13) – (2.15) hold. Then for any W ∈ Fell(z) we have that(
Bτ (z)
)∗
◦ I¯(z) ·W ∈ (Vτ1 ⊗ . . .⊗ Vτn)
sing
ℓ .
(5.17) Lemma. Let κ = p−1ηℓ−1
n∏
m=1
ξ−1m . Let (2.13) – (2.15) hold. Then for any W ∈ Fell(z) we have
that
(
Bτ (z)
)∗
◦ I¯(z) ·W ∈ (Vτ1 ⊗ . . .⊗ Vτn)
sing
ℓ,z .
Lemmas 5.16, 5.17 follow from Lemmas 5.7, 5.8, respectively.
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A section sW and the tensor coordinates Bτ induce a section
(5.18) ΨτW : z 7→ B
∗
τ (z
τ−1) sW (z
τ−1) ∈ (Vτ1 ⊗ . . .⊗ Vτn)ℓ
of the trivial bundle with fiber (Vτ1 ⊗ . . .⊗ Vτn)ℓ . Here z
σ = (zσ1 , . . . , zσn) . If τ is the identity per-
mutation, then we write ΨW instead of Ψ
id
W .
Theorems 5.15, 4.7 and Lemmas 5.16, 5.17 imply the following statement.
(5.19) Corollary. The section ΨτW is a solution of the qKZ equation with values in (Vτ1⊗ . . .⊗Vτn)ℓ .
Moreover, if κ = η1−ℓ
n∏
m=1
ξm , then Ψ
τ
W takes values in (Vτ1⊗ . . .⊗Vτn)
sing
ℓ , and if κ = p
−1ηℓ−1
n∏
m=1
ξ−1m ,
then ΨτW takes values in (Vτ1 ⊗ . . .⊗ Vτn)
sing
ℓ,z .
We call solutions ΨτW the hypergeometric solutions of the qKZ equation.
Let Sm,τ (z1, . . . , zn) : Vτ1 ⊗ . . .⊗ Vτn → Vτ1 ⊗ . . .⊗ Vτm+1 ⊗ Vτm ⊗ . . .⊗ Vτn equal the operator
PVτmVτm+1
RVτmVτm+1
(zm/zm+1) acting in them-th and (m+ 1)-th factors. Define operators Sˆτ,τ ′ acting
on functions of z1, . . . , zn by the following formulae:
(
Sˆτ ·(m,m+1),τ f
)
(z1, . . . , zn) = Sm,τ (z1, . . . , zm+1, zm, . . . , zn)f(z1, . . . , zm+1, zm, . . . , zn) ,(5.20)
Sˆτ,τ ′ Sˆτ ′,τ ′′ = Sˆτ,τ ′′
where (m,m + 1) is a transposition, m = 1, . . . , n − 1 , and τ, τ ′, τ ′′ ∈ Sn are arbitrary permutations.
The operator Sˆτ,τ ′ acts on a function taking values in Vτ ′1 ⊗ . . .⊗Vτ ′n and the result is a function taking
values in Vτ1 ⊗ . . .⊗ Vτn .
(5.21) Lemma. Formulae (5.20) define operators Sˆτ,τ ′ selfconsistently.
The statement follows from the inversion relation (3.6) and the Yang-Baxter equation (3.8).
The qKZ equation has the following important property.
(5.22) Theorem. The qKZ equation is functorial. Namely, for any permutations τ, τ ′ ∈ Sn and any
solution Ψ of the qKZ equation with values in Vτ ′1 ⊗ . . .⊗ Vτ ′n , the function Sˆτ,τ ′Ψ is a solution of the
qKZ equation with values in Vτ1 ⊗ . . .⊗ Vτn .
(5.23) Theorem. The hypergeometric solutions ΨτW of the qKZ equation are functorial. Namely, for
any permutations τ, τ ′ ∈ Sn and any function W ∈ Fell we have that Sˆτ,τ ′Ψ
τ ′
W = Ψ
τ
W .
The statement follows from Theorem 4.4.
The hypergeometric map
Let V e1 (z1), . . . , V
e
n (zn) be evaluation Verma modules over Eρ,γ(sl2) with highest weights Λ1, . . . ,
Λn and evaluation points z1, . . . , zn . Let V
e
1 , . . . , V
e
n be the corresponding h-modules. The tensor
coordinates Bτ (z) , Cτ ′(z) induce the hypergeometric map
Iτ,τ ′(z) : (V
e
τ ′1
⊗ . . .⊗ V eτ ′n)ℓ → (Vτ1 ⊗ . . .⊗ Vτn)ℓ ,(5.24)
Iτ,τ ′(z) = (Bτ (z)
)∗
◦ I¯(z) ◦ Cτ ′(z) .
(5.25) Theorem. Let (2.13) – (2.15) hold. Let κ±1
n∏
m=1
ηΛm 6= psηr for any r = 0, . . . , ℓ − 1 , s ∈ Z .
Assume that for a permutation τ ′ we have κ
∏
16l6m
η
Λτ′
l
∏
m<l6n
η
−Λτ′
l 6= psηr for any m = 1, . . . , n− 1 , and
r = 1− ℓ, . . . , ℓ− 1 , s ∈ Z . Then the hypergeometric map Iτ,τ ′(z) is well defined and nondegenerate.
The statement follows from Lemmas 4.2, 4.10 and Theorem 5.9.
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(5.26) Theorem. Let (2.13) – (2.15) hold. Let
n∏
m=1
η2Λm 6= psηr for any r = ℓ− 1, . . . , 2ℓ− 2 , s ∈ Z .
Assume that for a permutation τ ′ we have
∏
16l6m
η
2Λτ′
l 6= psηr for any m = 1, . . . , n − 1 , and r = 0,
. . . , 2ℓ− 2 , s ∈ Z . Then the hypergeometric map Iτ,τ ′(z) is well defined and nondegenerate for any κ
in the punctured neighbourhood of η1−ℓ
n∏
m=1
ηΛm . Moreover, Iτ,τ ′(z) considered as a function of κ has
a finite limit as κ→ η1−ℓ
n∏
m=1
ηΛm and the limit lim Iτ,τ ′(z) is nondegenerate.
Define the hypergeometric map Iτ,τ ′(z) at κ = η
1−ℓ
n∏
m=1
ηΛm by the analytic continuation with
respect to κ . Notice that the restriction of the map Iτ,τ ′(z) to the subspace v
[0]⊗ (V eτ ′2
⊗ . . .⊗V eτ ′n)ℓ is
regular at κ = η1−ℓ
n∏
m=1
ηΛm , since in this case all the maps involved in definition (5.24) are well defined
at κ = η1−ℓ
n∏
m=1
ηΛm .
(5.27) Corollary. Let κ = η1−ℓ
n∏
m=1
ηΛm and the assumptions of Theorem 5.26 hold. Then
Iτ,τ ′(z)
(
v [0] ⊗ (V eτ ′2 ⊗ . . .⊗ V
e
τ ′n
)ℓ
)
= (Vτ1 ⊗ . . .⊗ Vτn)
sing
ℓ .
The statement follows from Lemma 5.16.
(5.28) Theorem. Let (2.13) – (2.15) hold. Let
n∏
m=1
η2Λm 6= psηr for any r = ℓ− 1, . . . , 2ℓ− 2 , s ∈ Z .
Assume that for a permutation τ ′ we have
∏
m<l6n
η
2Λτ′
l 6= psηr for any m = 1, . . . , n − 1 , and r = 0,
. . . , 2ℓ− 2 , s ∈ Z . Then the hypergeometric map Iτ,τ ′(z) is well defined and nondegenerate for any κ
in the punctured neighbourhood of p−1ηℓ−1
n∏
m=1
η−Λm . Moreover, Iτ,τ ′(z) considered as a function of κ
has a finite limit as κ→ p−1ηℓ−1
n∏
m=1
η−Λm and the limit lim Iτ,τ ′(z) is nondegenerate.
Define the hypergeometric map Iτ,τ ′(z) at κ = p
−1ηℓ−1
n∏
m=1
η−Λm by the analytic continuation with
respect to κ . Notice that the restriction of the map Iτ,τ ′(z) to the subspace (V
e
τ ′1
⊗ . . .⊗ V eτ ′n−1
)ℓ ⊗ v
[0]
is regular at κ = p−1ηℓ−1
n∏
m=1
η−Λm , since in this case all the maps involved in definition (5.24) are well
defined at κ = p−1ηℓ−1
n∏
m=1
η−Λm .
(5.29) Corollary. Let κ = p−1ηℓ−1
n∏
m=1
η−Λm and the assumptions of Theorem 5.28 hold. Then
Iτ,τ ′(z)
(
(V eτ1 ⊗ . . .⊗ V
e
τn−1)ℓ ⊗ v
[0]
)
= (Vτ1 ⊗ . . .⊗ Vτn)
sing
ℓ,z .
The statement follows from Lemma 5.17.
Theorems 5.26 and 5.28 are proved in Section 7.
Therefore, we constructed the hypergeometric maps
Iτ,τ ′(z) : V
e
τ ′1
(zτ ′1)⊗ . . .⊗ V
e
τ ′n
(zτ ′n) → Vτ1(zτ1)⊗ . . .⊗ Vτn(zτn)
from modules over the elliptic quantum group to modules over the quantum loop algebra. The maps
have the following properties:
Iτ ·(m,m+1),τ ′(z) = PVτmVτm+1
RVτmVτm+1
(zτm/zτm+1) Iτ,τ ′(z) ,(5.30)
Iτ,τ ′·(m,m+1)(z) = Iτ,τ ′(z) ×
× PV e
τ′
m+1
V e
τ′m
R
ell
V e
τ′
m+1
V e
τ′m
(
zτ ′m+1/zτ ′m , (η
H ⊗ . . .⊗ ηH ⊗ η−H
m-th
⊗ . . .⊗ η−H)η−1κ
)
,
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where (m,m+ 1) is a transposition.
For any elliptic weight function W τ
l
(t, z) let Y τ
l
(z) be the corresponding adjusting factor. Recall
that this means that the product Y τ
l
(z)W τ
l
(t, z) is an element of the elliptic hypergeometric space.
Define a map Y τ (z) ∈ End(V eτ1 ⊗ . . .⊗ V
e
τn) by the rule:
Y τ (z) : v [lτ1 ] ⊗ . . .⊗ v [lτn ] → Y τ
l
(z)v [lτ1 ] ⊗ . . .⊗ v [lτn ] .
The map Y τ (z) is called an adjusting map for the tensor product V eτ1 ⊗ . . .⊗ V
e
τn .
If v ∈ V eτ ′1
⊗ . . .⊗ V eτ ′n , then the hypergeometric map Iτ,τ
′(z) and the adjusting map Y τ
′
(z) define
a section
Ψτ
v,Y τ
′ : z 7→ Iτ,τ ′(z
τ−1)Y τ
′
(zτ
−1
)· v ∈ Vτ1 ⊗ . . .⊗ Vτn
where zσ = (zσ1 , . . . , zσn) .
(5.31) Theorem. For any adjusting map Y τ
′
(z) and any v ∈ (V eτ ′1
⊗ . . . ⊗ V eτ ′n)ℓ the section Ψ
τ
v,Y τ
′
is a solution of the qKZ equation with values in (Vτ1 ⊗ . . . ⊗ Vτn)ℓ . Under assumptions of each of the
Theorems 5.9 – 5.11 all solutions are constructed in this way.
The theorem is proved in Section 7.
Remark. Theorem 5.31 can be reformulated as follows. For a given adjusting map Y τ (z) the assignment
v 7→ Ψidv,Y τ defines an isomorphism of the space S of solutions of the qKZ equation with values in V1⊗
. . .⊗ Vn and the space V
e
τ1 ⊗ . . .⊗ V
e
τn ⊗ F , where F is the space of functions of z1, . . . , zn which are
p -periodic with respect to each of the variables,
(5.32) Cτ : V
e
τ1 ⊗ . . .⊗ V
e
τn ⊗ F → S.
The compositions of the isomorphisms: Cτ,τ ′ = C
−1
τ Cτ ′ , define linear maps
(5.33) Cτ,τ ′(z) : V
e
τ ′1
⊗ . . .⊗ V eτ ′n → V
e
τ1 ⊗ . . .⊗ V
e
τn
depending on z1, . . . , zn and p -periodic with respect to all the variables. We call these compositions the
transition functions. Theorem 6.2 in the next section shows that Cτ,τ ′(z) is a transition function from
the asymptotic solution of the qKZ equation in the asymptotic zone Aτ to the asymptotic solution in
the asymptotic zone Aτ ′ , cf. (6.1).
Notice that Cτ,τ ′(z) differs from the transition function Cτ,τ ′(z) defined in Section 4, namely
(5.34) Cτ,τ ′(z) =
(
Y τ (z)
)−1
Cτ,τ ′(z)Y
τ ′(z) .
Let Sˆτ,τ ′ be operators defined by formulae (5.20). We extend their action to matrix-valued functions
in a natural way.
The maps I¯τ (z) = Iτ,τ (z
τ−1)Y τ (zτ
−1
) satisfy the qKZ equations with values in Vτ1 ⊗ . . .⊗ Vτn , re-
spectively. The following theorem describes their “monodromy” properties with respect to permutations
of the variables z1, . . . , zn in terms of the elliptic R-matrices.
(5.35) Theorem. For any permutation τ ∈ Sn and any transposition (m,m+ 1) , m = 1, . . . , n− 1 ,
we have that
(
Sˆτ,τ ·(m,m+1) I¯τ ·(m,m+1)
)
(z) = I¯τ (z)
(
Y τ (zτ
−1
)
)−1
×
× PV eτm+1V
e
τm
R
ell
V eτm+1V
e
τm
(
zm+1/zm, (η
H⊗ . . .⊗ ηH⊗ η−H
m-th
⊗ . . .⊗ η−H)η−1κ
)
×
× Y τ ·(m,m+1)(z(m,m+1)·τ
−1
) .
The statement follows from formulae (5.30).
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6. Asymptotic solutions of the qKZ equation
One of the most important characteristics of a differential equation is the monodromy group of its
solutions. For the differential KZ equation with values in a tensor product of representations of a simple
Lie algebra its monodromy group is described in terms of the corresponding quantum group. This fact
establishes a remarkable connection between representation theories of simple Lie algebras and their
quantum groups, see [K], [D2], [KL], [SV2], [V2], [V4].
The analogue of the monodromy group for difference equations is the set of transition functions
between asymptotic solutions. For a difference equation one defines suitable asymptotic zones in the
domain of the definition of the equation and then an asymptotic solution for every zone. Thus, for every
pair of asymptotic zones one gets a transition function between the corresponding asymptotic solutions,
cf. [TV3].
In this section we describe asymptotic zones, asymptotic solutions, and their transition functions
for the qKZ equation with values in a tensor product of Uq(sl2)-modules. A remarkable fact is that
the transition functions are described in terms of the elliptic R-matrices acting in the tensor product
of the corresponding Eρ,γ(sl2)-modules. This fact establishes a correspondence between representation
theories of quantum loop algebras and elliptic quantum groups, since the qKZ equation is defined in
terms of the trigonometric R-matrix action in the tensor product of Uq(sl2)-modules (and, therefore, in
terms of the quantum loop algebra action), and the elliptic R-matrix action in the tensor product of
Eρ,γ(sl2)-modules is defined in terms of the action of the elliptic quantum group.
Consider the qKZ equation with values in (V1⊗. . .⊗Vn)ℓ . For every permutation τ ∈ S
n we consider
an asymptotic zone Aτ in C
×n given by
(6.1) Aτ = {z ∈ C
×n | |zτm/zτm+1| ≪ 1 , m = 1, . . . , n− 1} .
Say that z tends to limit in the asymptotic zone, z ⇒ Aτ , if zτm/zτm+1→ 0 for all m = 1, . . . , n− 1 .
Say that a basis Ψ1, . . . ,ΨN of solutions of qKZ equation form an asymptotic solution in the asymp-
totic zone Aτ if
Ψj(z) = hj(z)
(
vj + o(1)
)
,
where h1(z), . . . , hN (z) are meromorphic functions such that
hj(z1, . . . , pzm, . . . , zn) = ajmhj(z1, . . . , zn)
for suitable numbers ajm , v1, . . . , vN are constant vectors which form a basis in (V1 ⊗ . . .⊗ Vn)ℓ , and
o(1) tends to 0 as z ⇒ Aτ .
For every permutation τ ∈ Sn we constructed the functions W τ
l
, l ∈ Znℓ , whose restriction to a fiber
gives a basis in the elliptic hypergeometric space of the fiber. Let Y τ
l
, l ∈ Znℓ , be the corresponding
adjusting factors so that the functions Y τ
l
W τ
l
are in the elliptic hypergeometric space. These functions
define a basis ΨY τ
l
W τ
l
, l ∈ Znℓ , of solutions of the qKZ equation, cf. (5.18).
Recall that τl = (lτ1 , . . . , lτn) for any l ∈ Z
n
ℓ . For l,m ∈ Z
n
ℓ say that l≪ m if l 6= m and
m∑
i=1
li 6
m∑
i=1
mi for any m = 1, . . . , n− 1 .
(6.2) Theorem. Let the parameters ξ1, . . . , ξn obey condition (2.14). Then for any permutation
τ ∈ Sn the basis ΨY τ
l
W τ
l
, l ∈ Znℓ , is an asymptotic solution in the asymptotic zone Aτ . Namely,
ΨY τ
l
W τ
l
(z) = Y τ
l
(z)
(
Ωτ
l
+ o(1)
)
as z tends to limit in the asymptotic zone, z ⇒ Aτ , so that at any moment assumption (2.15) holds.
Here
Ωτ
l
= Ξτ
l
F l1v1 ⊗ . . .⊗ F
lnvn +
∑
τm≫τl
N τ
lm
Fm1v1 ⊗ . . .⊗ F
mnvn
for suitable constant coefficients N τ
lm
and Ξτ
l
, and the constant Ξτ
l
is given by
Ξτ
l
= (2πi)ℓ ℓ!
n∏
m=1
(
qlm(1−lm)/2+lmΛm
∏
16l<m
σl<σm
ξlml
∏
16l<m
σl>σm
ηlllmξ−lml ×
×
lm−1∏
s=0
(η−1)∞ (η
−s(κτ
l,m)
−1ξm)∞ (pη
−sκτ
l,mξm)∞
(η−s−1)∞ (η
−sξ2m)∞ (p)∞
)
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where σ = τ−1 and κτ
l,m = κ
∏
16σl<σm
η−llξl
∏
σm<σl6n
ηllξ−1l .
The theorem is proved in Section 7.
Remark. The trigonometric R-matrix R(x) has finite limits as x tends to zero or infinity, cf. (3.7).
Thus, the qKZ operators K1(z), . . . ,Kn(z) have finite limits as z tends to limit in an asymptotic zone:
Km(z) = K
τ
m
(
1 + o(1)
)
, z ⇒ Aτ , m = 1, . . . , n .
where Kτm are some operators independent of z . The vectors Ω
τ
l
form an eigenbasis of the operators
Kτm with eigenvalues a
τ
l,m , cf. (6.3).
Remark. Recall that the adjusting factors Y τ
l
(z) have the following properties:
Y τl (z1, . . . , pzm, . . . , zn) = a
τ
l,mY
τ
l (z1, . . . , zn) ,(6.3)
aτ
l,m = κ
lm
∏
16σl<σm
η−lllmξlml ξ
ll
m
∏
σm<σl6n
ηlllmξ−lml ξ
−ll
m ,
for any τ ∈ Sℓ , l ∈ Znℓ , m = 1, . . . , n . Here σ = τ
−1 .
Remark. If the absolute value of κ is sufficiently small, then the relation Y τm(z) = o
(
Y τ
l
(z)
)
as z tends
to limit in the asymptotic zone, z ⇒ Aτ , implies that
τm≫ τl , cf. (6.3). Similarly, if the absolute value
of κ is sufficiently large, then the relation Y τm(z) = o
(
Y τ
l
(z)
)
as z tends to limit in the asymptotic
zone, z ⇒ Aτ , implies that
τm≪ τl .
For example, assume that |η| = 1 , |ξm| = 1 , m = 1, . . . , n , |κ| < 1 , and all the adjusting factors
Y τm(z) are regular at point (1, . . . , 1) ∈ C
×n. Let z = (ps1 , . . . , psn) where s1, . . . , sn are integers. Then
the relation Y τ
m
(z) = o
(
Y τ
l
(z)
)
as z ⇒ Aτ implies that the sum
n∑
i=1
si(mi − li) is large positive if all
the differences sτm− sτm+1 , m = 1, . . . , n− 1 are large positive. Since
n∑
i=1
li =
n∑
i=1
mi we have that
n∑
i=1
si(mi − li) =
n−1∑
i=1
(sτi − sτi+1)
i∑
j=1
(mτj − lτj ) .
Therefore,
i∑
j=1
mτj >
i∑
j=1
lτj for any i = 1, . . . , n− 1 , and m 6= l , that is
τm≫ τl .
Remark. The qKZ equation depends meromorphically on parameters κ , ξ1, . . . , ξn . Let the adjusting
factors Y τ
l
depend meromorphically on κ , ξ1, . . . , ξn . Then the basis of solutions ΨY τ
l
W τ
l
, l ∈ Znℓ also
depends meromorphically on κ , ξ1, . . . , ξn . The asymptotics of the basis ΨY τ
l
W τ
l
, l ∈ Znℓ , described in
Theorem 6.2 determine the basis uniquely. Namely, if a basis of solutions meromorphically depends on
the parameters κ , ξ1, . . . , ξn and has asymptotics in Aτ described in Theorem 6.2, then such a basis
coincides with the basis ΨY τ
l
W τ
l
. In fact, elements of any such a basis are linear combinations of the
functions ΨY τ
l
W τ
l
with coefficients meromorphically depending on κ , ξ1, . . . , ξn and p -periodic in z1,
. . . , zn . To preserve the asymptotics one can add to an element ΨY τ
l
W τ
l
any other functions ΨY τ
m
W τ
m
having smaller asymptotics. If the absolute value of κ is sufficiently small, then one can add only the
functions ΨY τ
m
W τ
m
with τm ≫ τl , and if the absolute value of κ is sufficiently large, then one can add
only the functions ΨY τ
m
W τ
m
with τm≪ τl , see the previous Remark. Since the coefficients of added terms
are meromorphic they have to be zero.
Remark. The asymptotic solution ΨY τ
l
W τ
l
, l ∈ Znℓ , in the asymptotic zone Aτ of the qKZ equation
with values in (V1 ⊗ . . .⊗ Vn)ℓ , cf. Theorem 6.2, is an image of the monomial basis v
[lτ1 ] ⊗ . . .⊗ v [lτn ] ,
l ∈ Znℓ , of (V
e
τ1 ⊗ . . .⊗ V
e
τn)ℓ under the composition Iid,τ (z)Y
τ (z) of the hypergeometric map and the
adjusting map, cf. Theorem 5.31. The transition functions between the asymptotic solutions are linear
maps Cτ,τ ′ , see (5.33). Formula (5.34) and Theorem 4.16 show that the transition functions between
asymptotic solutions corresponding to neighbouring asymptotic zones are given by the dynamical elliptic
R-matrices twisted by the corresponding adjusting maps.
Example. Theorem 6.2, formula (5.34) and Theorem 4.16 allow us to write an elliptic R-matrix as an
infinite product of trigonometric R-matrices. Namely, consider the qKZ equation with values in the
tensor product of two Uq(sl2) Verma modules V1⊗V2 with highest weights q
Λ1 , qΛ2 , respectively. Then
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there are two asymptotic zones |z1/z2| ≫ 1 and |z1/z2| ≪ 1 . Our result on the transition function
from the first asymptotic zone to the second one is the following statement.
Let V e1 , V
e
2 be the evaluation Verma module over Eρ,γ(sl2) with highest weights Λ1,Λ2 , respectively.
Then we have
(6.4)
(
R
ell
V e1 V
e
2
(x)
)−1
=
∞∏
s=−∞
κ−H⊗idRV1V2(p
sx) ,
provided the infinite product in the right hand side is suitably regularized and the factors of the product
are ordered in such a way that s grows from the right to the left, see the example below. The restriction
of formula (6.4) to the weight subspace (V1 ⊗ V2)1 of weight q
Λ1+Λ2−1 can be transformed into the
infinite product formula for 2×2 matrices, which looks as follows.
Let a, b, c, d, α, δ, p be nonzero complex numbers such that |p| < 1 and
α/δ 6= ps, a/d 6= ps, bc 6= (1− ps)(p−sαd− δa)
for any s ∈ Z . Set A(u) =
(
a− αu bu
c d− δu
)
. Let λ, µ be two solutions of the quadratic equation
detA(u) = 0 . Then
lim
s→∞
(
a 0
c d
)−s ( s∏
r=−s
A(pru)
) (
−α b
0 −δ
)−s
u−s ps(s+1)/2 =
=

 1 0c
a− d
1




aθ(αu/a)(pλδ/a)∞ (pµδ/a)∞
(pd/a)∞ (pδ/α)∞ (p)∞
buθ(u−1a/δ)(pλα/a)∞ (pµα/a)∞
(pd/a)∞ (α/δ)∞ (p)∞
cθ(αu/d)(pλδ/d)∞ (pµδ/d)∞
(a/d)∞ (pδ/α)∞ (p)∞
dθ(δu/d)(λα/d)∞ (µα/d)∞
(a/d)∞ (α/δ)∞ (p)∞



 1
b
δ − α
0 1


where the factors of the product are ordered in such a way that r grows from the right to the left.
Theorem 6.2 admits the following generalization. Fix a nonnegative integer k not greater than n .
Fix nonnegative integers n0, . . . , nk such that
0 = n0 < n1 < . . . < nk = n
and consider an asymptotic zone in C×n given by
A = {z ∈ C×n | |zmi/zmi+1 | ≪ 1 for all m1, . . . ,mk such that ni−1 < mi 6 ni , i = 1, . . . , k} .
We say that z tends to limit in the asymptotic zone, z ⇒ A , if zl/zm→ 0 for all l,m such that
ni−1 < l 6 ni < m 6 ni+1 for some i = 1, . . . , k − 1 , and |zl/zm| remains bounded for all l,m such
that ni−1 < l,m 6 ni for some i = 1, . . . , k .
Fix nonnegative integers ℓ1, . . . , ℓk such that
k∑
i=1
ℓi = ℓ . Let
F i[ℓi ] = F [zni−1+1, . . . , zni ; ξni−1+1, . . . , ξni ; ℓi ]
and
F i
ell
[ℓi ] = Fell[κi; zni−1+1, . . . , zni ; ξni−1+1, . . . , ξni ; ℓi ]
where κi = κη
∑
j>i
ℓj−
∑
j<i
ℓj ∏
l6ni−1
ξl
∏
l>ni
ξ−1l . Let Y (z1, . . . , zn) be an adjusting factor for the tensor product
F1
ell
[ℓ1 ]⊗ . . .⊗F
k
ell
[ℓk ] , cf. (4.20). Then we have linear maps
F1[ℓ1 ]⊗ . . .⊗F
k[ℓk ] →֒ F
f1 ⊗ . . .⊗ fk 7→ f1 ⋆ . . . ⋆ fk
and
F1
ell
[ℓ1 ]⊗ . . .⊗F
k
ell
[ℓk ] →֒ Fell
f1 ⊗ . . .⊗ fk 7→ (f1 ∗ . . . ∗ fk)Y
with respect to the tensor products introduced in Section 4.
Let m ∈ Znℓ . Say that m≫ (ℓ1, . . . , ℓk) if
ni∑
l=1
ml >
i∑
j=1
ℓj for any i = 1, . . . , k− 1 , and at least one
of the inequalities is strict.
37
For any W ∈ F i
ell
[ℓi ] let ΨW (zni−1+1, . . . , zni) be the solution of the qKZ equation with values in
(Vni−1+1 ⊗ . . .⊗ Vni)ℓi corresponding to W (cf. (5.18)).
(6.5) Theorem. Let the parameters ξ1, . . . , ξn obey condition (2.14). Let Wi ∈ F
i
ell
[ℓi ] , i = 1, . . . , k .
Let W =W1 ∗ . . . ∗Wk and let Y be an adjusting factor for the tensor product F
1
ell
[ℓ1 ]⊗ . . .⊗F
k
ell
[ℓk ] .
Then the solution ΨYW (z1, . . . , zn) of the qKZ equation with values in (V1⊗ . . .⊗Vn)ℓ has the following
asymptotics as z tends to limit in the asymptotic zone, z ⇒ A , so that at any moment assumption
(2.15) holds:
ΨYW (z) =
ℓ !
ℓ1! . . . ℓk!
k∏
i=1
∏
16 j6ni−1
ξℓij Y (z)
(
ΩW (z) + o(1)
)
where
ΩW (z1, . . . , zn) = ΨW1(z1, . . . , zn1)⊗ . . .⊗ΨWk(znk−1+1, . . . , zn) +
+
∑
m≫(ℓ1,...,ℓk)
k∏
i=1
N
(i)
W,m(zni−1+1, . . . , zni)F
m1v1 ⊗ . . .⊗ F
mnvn
for suitable coefficients N
(i)
W,m(zni−1+1, . . . , zni) .
Theorem 6.5 follows from Theorem 6.6 below which describes asymptotics of the hypergeometric pairing.
Let ℓ′1, . . . , ℓ
′
k be nonnegative integers such that
k∑
i=1
ℓ′i = ℓ . Say that (ℓ
′
1, . . . , ℓ
′
k) ≫ (ℓ1, . . . , ℓk) if
i∑
j=1
ℓ′j >
i∑
j=1
ℓj for any i = 1, . . . , k − 1 , and (ℓ
′
1, . . . , ℓ
′
k) 6= (ℓ1, . . . , ℓk) .
(6.6) Theorem. Let the parameters ξ1, . . . , ξn obey condition (2.14). Let wi ∈ F
i[ℓ′i ] and Wi ∈ F
i
ell
[ℓi ] ,
i = 1, . . . , k . Let w = w1 ⋆ . . . ⋆ wk and W =W1 ∗ . . . ∗Wk . Then the hypergeometric integral I(W,w)
has the following asymptotics as z tends to limit in the asymptotic zone, z ⇒ A , so that at any moment
assumption (2.15) holds:
I(W,w) =
ℓ !
ℓ1! . . . ℓk!
k∏
i=1
∏
16 j6ni−1
ξℓij
( k∏
i=1
I(Wi, wi) + o(1)
)
for (ℓ′1, . . . , ℓ
′
k) = (ℓ1, . . . , ℓk) and
I(W,w) = O(1) for (ℓ′1, . . . , ℓ
′
k)≫ (ℓ1, . . . , ℓk) ,
I(W,w) = o(1) , otherwise .
The theorem is proved in Section 7.
7. Proofs
This section contains proofs of the statements formulated in Sections 2 – 6. Basic facts about the
trigonometric and elliptic hypergeometric spaces are given in Appendices A and B, respectively. In
particular, we give there proofs of Lemmas 2.21, 2.31, 2.36 – 2.39.
Proof of Lemmas 2.22, 2.33. The statements immediately follows from Theorems A.7, B.8, respectively.

Proof of Lemmas 2.23, 2.24. The first claims of the lemmas are respectively equivalent to the first and
second formulae in (A.5). The second claims of the lemmas are the same as Corollary A.8. 
Lemma 4.3 follows from formula (A.3) in [IK] and the definition of the evaluation modules by induction
with respect to the number of factors in the tensor product. Nevertheless, we give here an independent
proof of Lemma 4.3 which is similar to the proof of Lemma 4.15 in the elliptic case.
Proof of Lemma 4.3. Without loss of generality we can assume that τ is the identity permutation. We
give a proof of the second formula of the lemma. The proof of the first formula is similar.
It suffices to prove the formula for generic values of parameters η , ξ1, . . . , ξn , z1, . . . , zn , since both
sides of the formula are analytic functions of the parameters.
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Define functions Xl(t1, . . . , tℓ) , l ∈ Z
n
ℓ , by the rule:
L−12(t1) . . . L
−
12(tℓ)v1⊗. . .⊗vn =
∑
l∈Zn
ℓ
Xl(t1, . . . , tℓ)
∏
16l<m6n
qlmΛl−llΛm−lllm
ℓ∏
a=1
tℓ(1−n)a F
l1v1⊗. . .⊗F
lnvn .
The claim of the lemma means that for any l ∈ Znℓ the function Xl coincides with the polynomial Pl
defined by formula (A.9).
For l,m ∈ Znℓ say that l≪== m if
m∑
i=1
li 6
m∑
i=1
mi for any m = 1, . . . , n− 1 . Say that l≪ m if l 6= m
and l≪
==
m .
By the definition of functions Xl , they are symmetric polynomials in ℓ variables of degree less than
n in each of the variable. Hence, they are linear combinations of polynomials Pl :
Xl(t) = (q − q
−1)
ℓ ∑
m∈Zn
ℓ
UlmPm(t) , l ∈ Z
n
ℓ .
By Lemmas 7.1, A.12 the matrix U is upper triangular: Ulm = 0 unless l ≪
==
m , as a ratio of upper
triangular matrices, and simultaneously lower triangular: Ulm = 0 unless l ≫
==
m , as a ratio of lower
triangular matrices. Therefore, the matrix U is diagonal. Moreover, by the same lemmas Ull = 1 for
any l ∈ Znℓ . Hence, U is the unit matrix. Lemma 4.3 is proved. 
For any l ∈ Znℓ let x ⊲ l, y ⊳ l ∈ C
×ℓ be the following points:
x ⊲ l = (η1−l1ξ1z1, η
2−l1ξ1z1, . . . , ξ1z1, η
1−l2ξ2z2, . . . , ξ2z2, . . . , η
1−lnξnzn, . . . , ξnzn) ,
y ⊳ l = (ηl1−1ξ−11 z1, η
l1−2ξ−11 z1, . . . , ξ
−1
1 z1, η
l2−1ξ−12 z2, . . . , ξ
−1
2 z2, . . . , η
ln−1ξ−1n zn, . . . , ξ
−1
n zn) ,
cf. (2.35), (A.11).
(7.1) Lemma. Xl(x ⊲m) = 0 unless l≪
==
m . Xl(y ⊳m) = 0 unless l≫
==
m . Moreover,
Xl(x ⊲ l) = (q − q
−1)
ℓ
n∏
m=1
lm−1∏
s=0
( ∏
16l<m
(η−sξmzm − ξ
−1
l zl)
∏
m<l6n
(ηll−sξmzm − ξlzl)
)
.
Proof. The proof is given by the straightforward calculation based on the definition of the coproduct in
the quantum loop algebra U ′q(g˜l2) . We illustrate the calculation by the following example.
Let n = 3 . Let ∆
(3)
= (∆⊗ id) ◦∆ : U ′q(g˜l2)→ U
′
q(g˜l2)
⊗3 be the iterated coproduct. We have that
∆
(3)
(L−12(t)) = L
−
11(t)⊗ L
−
11(t)⊗ L
−
12(t) + L
−
11(t)⊗ L
−
12(t)⊗ L
−
22(t) +(7.2)
+ L−12(t)⊗ L
−
22(t)⊗ L
−
22(t) + L
−
12(t)⊗ L
−
21(t)⊗ L
−
12(t) .
Let ℓ = 4 , m = (1, 1, 2) . Recall that η = q2 and ξm = q
2Λm .
We have to calculate the following expressions
L−12(ξ1z1)L
−
12(ξ2z2)L
−
12(η
−1ξ3z3)L
−
12(ξ3z3)v1 ⊗ v2 ⊗ v3 ,(7.3)
L−12(ξ
−1
1 z1)L
−
12(ξ
−1
2 z2)L
−
12(ηξ
−1
3 z3)L
−
12(ξ
−1
3 z3)v1 ⊗ v2 ⊗ v3 .(7.4)
To compute L−12(η
−1ξ3z3)L
−
12(ξ3z3)v1 ⊗ v2 ⊗ v3 we need only the first term in the right hand side of for-
mula (7.2), since all other terms vanish. Then to compute L−12(ξ2z2)L
−
12(η
−1ξ3z3)L
−
12(ξ3z3)v1 ⊗ v2 ⊗ v3
we need only the first and second terms in the right hand side of formula (7.2) for the same reason.
Finally, at the last step we have to use all four terms in (7.2) and we find that expression (7.3) is a linear
combination of vectors
Fv1 ⊗ Fv2 ⊗ F
2v3 , Fv1 ⊗ v2 ⊗ F
3v3 , v1 ⊗ F
2v2 ⊗ F
2v3 , v1 ⊗ Fv2 ⊗ F
3v3 , v1 ⊗ v2 ⊗ F
4v3 .
The coefficient of vector Fv1 ⊗ Fv2 ⊗ F
2v3 can be easily calculated and it has the prescribed form.
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To calculate expression (7.4) we first use the commutativity of the factors in the product and transform
the expression as follows:
L−12(ηξ
−1
3 z3)L
−
12(ξ
−1
3 z3)L
−
12(ξ
−1
2 z2)L
−
12(ξ
−1
1 z1)v1 ⊗ v2 ⊗ v3 .
Then to compute L−12(ξ
−1
1 z1)v1 ⊗ v2 ⊗ v3 we need only the third term in the right hand side of formula
(7.2), and to compute L−12(ξ
−1
2 z2)L
−
12(ξ
−1
1 z1)v1 ⊗ v2 ⊗ v3 we need only the second and third terms. The
rest of the calculation is clear.
The general case can be considered similarly. 
Proof of Lemma 4.15. The proof is similar to the proof of Lemma 4.3. So we give only the main points
of the proof.
Without loss of generality we can assume that parameters η , ξ1, . . . , ξn , z1, . . . , zn are generic, and
τ is the identity permutation. Define functions Ξl(t1, . . . , tℓ) , l ∈ Z
n
ℓ , by the rule:
T21(t1, λ) . . . T21(tℓ, η
ℓ−1λ)F l1v1 ⊗ . . .⊗ F
lnvn =(7.5)
= Ξl(t1, . . . , tℓ)
ℓ−1∏
s=0
θ(ηsκ−1
n∏
m=1
ξ−1m )
ℓ∏
a=1
n∏
m=1
θ(ξ−1m ta/zm) v1 ⊗ . . .⊗ vn .
Here λ = κ
n∏
m=1
ξ−1m . We have to show that Ξl = clJl for any l ∈ Z
n
ℓ , where the constant cl and the
function Jl are given by formulae (4.9) and (B.9), respectively.
By the definition of functions Ξl , they are holomorphic function on C
×ℓ having the property
Ξl(t1, . . . , pta, . . . , tℓ) = κ
n∏
m=1
zm (−ta)
−nΞl(t1, . . . , tℓ) .
Therefore, they are linear combinations of the functions Jl : Ξl(t) =
∑
m∈Zn
ℓ
U
ell
lmJm(t) , l ∈ Z
n
ℓ . Lem-
mas 7.6 and B.10 imply that the matrix U ell is diagonal and U ell
ll
= c
l
, l ∈ Znℓ . Lemma 4.15 is proved.

(7.6) Lemma. Ξl(x ⊲m) = 0 unless l≪
==
m . Ξl(y ⊳m) = 0 unless l≫
==
m . Moreover,
Ξl(x ⊲ l) =
∏
16l<m6n
η−lllmξ2llm
n∏
m=1
lm−1∏
s=0
( θ(ηs)θ(η1−sξ2m)
θ(η)θ
(
ηs+1κ−1
∏
16l6m
ηllξ−1l
∏
m<l6n
η−llξl
) ×
×
∏
16l<m
θ(η−sξlξmzm/zl)
∏
m<l6n
θ(ηll−sξ−1l ξmzm/zl)
)
.
Proof. The proof is similar to the proof of Lemma 7.1 and is given by the straightforward calculation
based on the definition of the coproduct in the elliptic quantum group Eρ,γ(sl2) . Two remarks on the
calculation is to be done.
The calculation becomes more transparent if it is done in the dual picture, that is if we replace formula
(7.5) by the dual one
(
T21(t1, λ) . . . T21(tℓ, η
ℓ−1λ)
)∗
(v1 ⊗ . . .⊗ vn)
∗ =
=
∑
l∈Zn
ℓ
Ξl(t1, . . . , tℓ)
ℓ−1∏
s=0
θ(ηsκ−1
n∏
m=1
ξ−1m )
ℓ∏
a=1
n∏
m=1
θ(ξ−1m ta/zm) (F
l1v1 ⊗ . . .⊗ F
lnvn)
∗.
The factors in the product in the left hand side of this formula should be put in the suitable order,
which can be done using commutation relations in the elliptic quantum group Eρ,γ(sl2) . For instance,
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if ℓ = 4 and m = (1, 1, 2) , then for the point x ⊲m the suitable form of the corresponding product is
T21(ξ3z3, λ)T21(η
−1ξ3z3, ηλ)T21(ξ2z2, η
2λ)T21(ξ1z1, η
3λ) =
= T21(ξ1z1, λ)T21(ξ2z2, ηλ)T21(η
−1ξ3z3, η
2λ)T21(ξ3z3, η
3λ)
and for the point y ⊳m the suitable form of the corresponding product is
T21(ξ
−1
1 z1, λ)T21(ξ
−1
2 z2, ηλ)T21(ξ
−1
3 z3, η
2λ)T21(ηξ
−1
3 z3, η
3λ) =
= T21(ξ
−1
1 z1, λ)T21(ξ
−1
2 z2, ηλ)T21(ηξ
−1
3 z3, η
2λ)T21(ξ
−1
3 z3, η
3λ) .
The necessary transformation of the product in the general case is similar. 
Proof of Lemmas 4.18, 4.19. The statements follow from definitions (2.20), (2.30) of the weight functions
and Theorems A.7, B.8, respectively. 
We extend the notion of the hypergeometric integral I(W,w) and consider the hypergeometric integral
for any function w in the functional space F̂(z) of a fiber. Namely, let w(t, z) ∈ F̂(z) be a function of
the form
P (t1, . . . , tℓ, z1, . . . , zn, ξ1, . . . , ξn, η)
r∏
s=0
[ n∏
m=1
ℓ∏
a=1
1
(psta − ξmzm)(ξmta − ps+1zm)
×
×
∏
16a<b6ℓ
1
(psηta − tb)(ta − ps+1ηtb)
]
where P is a Laurent polynomial. If |zm| = 1 for any m = 1, . . . , n , the absolute values of the
parameters ξ1, . . . , ξn are small and the absolute value of the parameter η is large, then we define the
hypergeometric integrals I(Wl, w) by formula (5.3). For generic η , ξ1, . . . , ξn , z1, . . . , zn we define the
hypergeometric integrals I(Wl, w) by the analytic continuation with respect to η , ξ1, . . . , ξn , z1, . . . , zn .
Similar to Theorem 5.6 one can show that this hypergeometric integrals can be analytically continued as
holomorphic univalued functions of complex variables η , ξ1, . . . , ξn , z1, . . . , zn to the region described
in Theorem 5.6. For arbitrary functions w ∈ F̂(z) , W ∈ Fell(z) we define the hypergeometric integral
I(W,w) by linearity.
Let DF̂(z) = {Dw | w ∈ F̂(z)} .
(7.7) Lemma. Let 0 < |p| < 1 . Let (2.13) – (2.15) hold. Then the hypergeometric integral I(W,w)
equals zero for any function w ∈ DF̂(z) .
Proof. The claim is clear if |zm| = 1 for any m = 1, . . . , n , the absolute values of the parameters ξ1,
. . . , ξn are small and the absolute value of the parameter η is large. For general η , ξ1, . . . , ξn , z1, . . . ,
zn the claim is proved by the analytic continuation. 
Proof of Lemma 5.7. The first claim of the lemma follows from Lemma 2.23 and 7.7.
It suffices to prove the second claim under the assumptions that |zm| = 1 , m = 1, . . . , n , |η | > 1
and the absolute values of ξ1, . . . , ξn are small, when the hypergeometric integral I(W,w) is given by
formula (5.3).
Let W ∈ Q(z) , that is
W (t1, . . . , tℓ) =
∑
σ∈Sℓ
[
W ′(t2, . . . , tℓ)
]]
σ
for a suitable function W ′ ∈ Fell[η
−ℓ
n∏
m=1
ξm; z1, . . . , zn; ξ1, . . . , ξn; ℓ− 1](z) . Due to formula (2.7), we
have that
(7.8) I(W,w) = ℓ!
∫
Tℓ
Φ(t1, . . . , tℓ)w(t1, . . . , tℓ)W
′(t2, . . . , tℓ) (dt/t)
ℓ
because the torus Tℓ is invariant under permutations of the variables t1, . . . , tℓ .
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Since w(0, t2, . . . , tℓ) = 0 for any w ∈ F(z) , the integrand Φ(t)w(t)W
′(t) considered as a function
of t1 is regular in the disk |t1| 6 1 . Hence, I(W,w) = 0 for any w ∈ F(z) . 
Proof of Lemma 5.8. The proof is similar to the proof of Lemma 5.7. For the proof of the first claim
Lemma 2.23 is to be replaced by Lemma 2.24. In the proof of the second claim the corresponding
integrand is regular outside the disk |tℓ| > 1 decreasing as O(t
−2
ℓ ) at infinity. 
The hypergeometric integral defines linear functionals I(W, ·) on the functional space of a fiber.
Lemma 7.7 means that these linear functionals can be considered as elements of the top homology group
Hℓ(z) , the dual space to the top cohomology group of the de Rham complex of the discrete local system
of the fiber.
Proof of Theorem 5.15. Recall, that in general the definition of the hypergeometric integral depends on
z . In this proof we will indicate this dependence explicitly as a subscript: I(·,·) = Iz(·,·) . g
The section sW is defined by sW (z) = Iz(W |z, ·) where W |z ∈ Fell(z) denotes the restriction of the
function W ∈ Fell to the fiber over z . The theorem is a direct corollary of the quasiperiodicity of the
function W with respect to each of the variables z1, . . . , zn :
W (t, z1, . . . , pzm, . . . , zn) = ξ
ℓ
mW (t, z1, . . . , zn) , m = 1, . . . , n .
Namely, the periodicity of the section sW with respect to the translation zm 7→ pzm means that
(7.9) Iz′(W |z′ , w) = Iz(W |z, (ϕℓ+m)|zw)
for any w ∈ F̂(z′) . Here z′ = (z1, . . . , pzm, . . . , zn) and ϕℓ+m is the corresponding connection coeffi-
cient of the sl2-type local system, see (2.3).
Without loss of generality we can assume that both w and W are meromorphic function of the
parameters ξ1, . . . , ξn and η . So it suffices to prove (7.9) under the assumption that the absolute values
of ξ1, . . . , ξn are small and the absolute value of η is large. Then, the hypergeometric integral is given
by formula (5.3) and we have
Iz′ (W |z′ , w) =
∫
Tℓ
Φ(t, z′)w(t)W (t, z′) (dt/t)ℓ =
=
∫
Tℓ
Φ(t, z)ϕℓ+m(t, z)w(t)W (t, z) (dt/t)
ℓ = Iz(W |z, (ϕℓ+m)|zw)
The middle equality reflects the fact that the product ΦW is a phase function of system of connection
coefficients (2.3). 
Proof of Lemmas 5.16, 5.17. We give here a proof of Lemma 5.16. The proof of Lemma 5.17 is similar.
Without loss of generality we can assume that τ = id . Let
vl = F l1v1 ⊗ . . .⊗ F
lnvn , bl =
n∏
m=1
qlm(lm−1)/2+lmΛm ,
BE(t, z) = (q − q−1)
∑
l∈Zn
ℓ
blwl(t, z)Ev
l ∈ F(z)⊗ (V1 ⊗ . . .⊗ Vn)ℓ−1 .
Here E is a generator of Uq(sl2) acting in V1 ⊗ . . .⊗ Vn .
By the definition of the tensor coordinates Bid(z) , cf. (4.1), and the map I¯(z) , the claim of
Lemma 5.16 is equivalent to the following statement:
I(W,BE) = 0 .
Let e(m) = (0, . . . , 1
m-th
, . . . , 0) , m = 1, . . . , n . Since
(q − q−1)Evl =
n∑
m=1
(qlm − q−lm)(q2Λm−lm+1− qlm−2Λm−1)
∏
16l6m
qΛl−ll
∏
m<l6n
qll−Λl · vl−e(m),
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and recalling that η = q2 , ξm = q
2Λm , m = 1, . . . , n , we obtain
BE = − q
ℓ−1−
n∑
m=1
Λm ∑
l∈Znℓ−1
( n∑
m=1
wl+e(m) (1− η
lm+1)(ξm − η
lmξ−1m )
∏
16l6m
η−llξl
)
bl v
l .
Therefore, BE ∈ R(z)⊗ (V1 ⊗ . . .⊗ Vn)ℓ−1 , see Lemma 2.23, and applying Lemma 5.7 we complete the
proof. 
Our further strategy is as follows. First we prove Theorem 6.6 which, together with formula (5.13),
implies Theorem 6.2. Using Theorem 6.2 we prove that the hypergeometric pairing is nondegenerate, cf.
Theorem 5.9 – 5.11. At last, we prove Theorems 5.26, 5.28.
Proof of Theorem 6.6. To simplify notations we give a proof only for the case k = n , so that nm = m ,
m = 1, . . . , n . The general case is similar.
Let w
(m)
(l) ∈ F [zm; ξm; l ] and W
(m)
(l) [α] ∈ Fell[α; zm; ξm; l ] be the following functions:
w
(m)
(l) (t1, . . . , tl, zm) =
l∏
s=1
1− η
1− ηs
∑
σ∈Sl
[ l∏
a=1
ta
ta − ξmzm
]
σ
,(7.10)
W
(m)
(l) [α](t1, . . . , tl, zm) =
l∏
s=1
θ(η)
θ(ηs)
∑
σ∈Sl
[[ l∏
a=1
θ(η2a−l−1α−1ta/zm)
θ(ξ−1m ta/zm)
]]
σ
,
cf. (2.20), (2.30). We have the equalities
wl = w
(1)
(l1)
⋆ . . . ⋆ w
(n)
(ln)
and Wl = W
(1)
(l1)
[κl,1] ∗ . . . ∗W
(n)
(ln)
[κl,n]
where κl,m = κ
∏
16i<m
η−liξi
∏
m<i6n
ηliξ−1i . Therefore, we have to study the asymptotics of the hyper-
geometric integrals I(Wl, wm) .
Consider the hypergeometric integral I(Wl, wm) . Due to property (2.7) all the terms in formula
(2.30) for the function Wl give the same contribution to the integral. So we can replace the integrand
Φ(t)wm(t)Wl(t) by the following integrand give the same contribution to the integral. So we can replace
the integrand Φ(t)wm(t)Wl(t) by the following integrand
F (t) = ℓ!wm(t)
∏
16a<b6ℓ
(ηta/tb)∞
(η−1ta/tb)∞
n∏
m=1
( lm∏
s=1
θ(η)
θ(ηs)
×
×
∏
a∈Γm
θ(κ−1
l,m ta/zm)
(p)∞ (ξmta/zm)∞ (pξmzm/ta)∞
∏
16l<m
(pξ−1l zl/ta)∞
(pξlzl/ta)∞
∏
m<l6n
(ξ−1l ta/zl)∞
(ξlta/zl)∞
)
where Γm = {1 + l
m−1 , . . . , lm} , m = 1, . . . , n .
Assume that η > 1 and |ξm| < 1 for any m = 1, . . . , n . If |zm| = 1 for all m = 1, . . . , n , then we
have
I(Wl, wm) =
∫
Tℓ
F (t) (dt/t)ℓ .
The analytic continuation of I(Wl, wm) to the region |z1| < . . . < |zn| is given by
I(Wl, wm) =
∫
T
l1
1 ×...×T
ln
n
F (t) (dt/t)ℓ
where
T
lm
m = {(t1+lm−1 , . . . , tlm) ∈ C
lm | |ta| = |zm| , l
m−1 < a 6 lm}
since the integrand has no poles at the hyperplanes ta = p
−sξ−1l zl , s ∈ Z , for l
m−1 < a 6 lm , m > l ,
has no poles at the hyperplanes ta = p
sξlzl , s ∈ Z , for l
m−1 < a 6 lm , m < l , and has no poles at the
hyperplanes ta = p
sηtb , s ∈ Z , for a > b .
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Let z tends to limit in the asymptotic zone, z ⇒ A , that is |zm/zm+1| → 0 for all m = 1, . . . , n− 1 .
Consider the case l = m . Transform the hypergeometric integral I(Wl, wl) as above and replace the
integrand by its asymptotics as z ⇒ A . Since
(7.11) wl(t1, . . . , tℓ) =
∏
16l<m6n
ξlml
n∏
m=1
w
(m)
(lm)
(tlm−1+1, . . . , tlm) + o(1)
as z ⇒ A and t ∈ Tl11 × . . .× T
ln
n , we obtain that
I(Wl, wl) = ℓ!
n∏
m=1
( lm∏
s=1
θ(η)
θ(ηs)
∫
T
lm
m
w
(m)
(lm)
(tlm−1+1, . . . , tlm) ×
×
∏
a∈Γm
((
(ξmta/zm)∞ (pξmzm/ta)∞
)−1 ∏
b<a
b∈Γm
(ηtb/ta)∞
(η−1tb/ta)∞
dta
ta
)) (
1 + o(1)
)
,
as z ⇒ A . Due to (2.7) the integrals over Tlmm are the hypergeometric integrals I(W
(m)
(lm)
[κl,m], w
(m)
(lm)
)
up to simple factors. Hence, we finally obtain that
I(Wl, wl) =
ℓ!
l1! . . . ln!
∏
16l<m6n
ξlml
( n∏
m=1
I(W
(m)
(lm)
[κl,m], w
(m)
(lm)
) + o(1)
)
.
The hypergeometric integral I(Wl, wm) for l 6= m can be treated similarly to the hypergeometric integral
I(Wl, wl) considered above. The final answer is
I(Wl, wm) = O(1) for l≪ m ,
I(Wl, wm) = o(1) , otherwise ,
which completes the proof if η > 1 and |ξm| < 1 , m = 1, . . . , n .
For general ξ1, . . . , ξn and η the proof is similar. The analytic continuation of I(Wl, wm) to the
region |z1| ≪ . . .≪ |zn| is given by
I(Wl, wm) =
∫
T˜
l1
1 ×...×T˜
ln
n
F (t) dℓt
where T˜lmm is the respective deformation of T
lm
m . On every contour T˜
lm
m the quantities ta/zm remain
bounded and separated from zero as z tends to limit, z ⇒ A , for all a such that lm−1 < a 6 lm , and
the rest of the proof remains the same as before.
Theorem 6.6 is proved. 
(7.12) Theorem. Let the parameters ξ1, . . . , ξn obey condition (2.14). Then for any permutation
τ ∈ Sn the hypergeometric integral I(W τ
l
, wm) has the following asymptotics as z tends to limit in the
asymptotic zone, z ⇒ Aτ , so that at any moment assumption (2.15) holds:
I(W τl , wm) =
ℓ!
l1! . . . ln!
∏
16l<m
σl<σm
ξlml
∏
16l<m
σl>σm
ηlllmξ−lml
( n∏
m=1
I(W
(m)
(lm)
[κτl,m], w
(m)
(lm)
) + o(1)
)
,
I(W τl , wm) = O(1) for
τl≪ τm ,
I(W τ
l
, wm) = o(1) , otherwise .
Here σ = τ−1 , the functions w
(m)
(lm)
and W
(m)
(lm)
[κτ
l,m] are defined by formulae (7.10),
τl = (lτ1 , . . . , lτn)
and κτ
l,m = κ
∏
16σl<σm
η−llξl
∏
σm<σl6n
ηllξ−1l .
The proof is similar to the proof of Theorem 6.6.
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Proof of Theorem 6.2. The statement follows from Theorem 7.12 and formula (5.13). 
Proof of Theorem 5.9. Since both sides of formula (5.9) are analytic functions of ξ1, . . . , ξn and η , it
suffices to prove the formula under the assumption that |η | > 1 and |ξm| < 1 , m = 1, . . . , n .
Denote by F (z) the determinant det
[
I(Wl, wm)
]
l,m∈Zn
ℓ
and by G(z) the right hand side of formula
(5.9). Let Yl be an adjusting factor for the elliptic weight function Wl and αl,m be the corresponding
multipliers defined by formulae (2.32).
Since for every l ∈ Znℓ the section ΨYlWl is a (V1 ⊗ . . .⊗ Vn)ℓ -valued solution of the qKZ equation,
F (z) solves the following system of difference equations:
F (z1, . . . , pzm, . . . , zn) =
(ℓ)
detKm(z1, . . . , zn)
∏
l∈Zn
ℓ
α−1
l,mF (z1, . . . , zn) .
Here
(ℓ)
detKm(z) stands for the determinant of the operator Km(z) (3.12) acting in the weight subspace
(V1 ⊗ . . .⊗ Vn)ℓ . Using either formula (3.7) or Theorem A.7 we see that
(ℓ)
detKm(z1, . . . , zn)
∏
l∈Zn
ℓ
α−1
l,m =
=
ℓ−1∏
s=0
( ∏
16l<m
pzm − η
sξ−1l ξ
−1
m zl
pzm − η−sξlξmzl
∏
m<l6n
zl − η
−sξlξmzm
zl − ηsξ
−1
l ξ
−1
m zm
)(n+ℓ−s−2
n−1
)
.
Therefore, the ratio F (z)/G(z) is a p -periodic function of each of the variables z1, . . . , zn :
F
G
(z1, . . . , pzm, . . . , zn) =
F
G
(z1, . . . , zn) .
Theorem 6.6 implies that the ratio F (z)/G(z) tends to 1 as z tends to limit in the asymptotic zone,
z ⇒ A . Hence, this ratio equals 1 identically, which completes the proof of the determinant formula.
Let functions Gl , l ∈ Z
n
ℓ , be defined by formula (B.3). They form a basis in the elliptic hyper-
geometric space of the fiber Fell(z) . Using Theorem B.8 we have that
det
[
I(Gl, wm)
]
l,m∈Zn
ℓ
= Ξ−1 (2πi)
ℓ
(
n+ℓ−1
n−1
)
ℓ!
(
n+ℓ−1
n−1
)
η
−n
(
n+ℓ−1
n+1
) n∏
m=1
z
(n−m)
(
n+ℓ−1
n
)
m ×
×
ℓ−1∏
s=0
[ (η−1)n∞ (ηs+1−ℓκ−1∏ ξm)∞ (pηs+1−ℓκ∏ ξm)∞
(η−s−1)n∞ (p)
2n−1
∞
∏
(η−sξ2m)∞
×
×
∏
16l<m6n
1
(p)∞ (η
−sξlξmzl/zm)∞ (pη
−sξlξmzm/zl)∞
](n+ℓ−s−2
n−1
)
where Ξ is the constant given in Theorem B.8. Under the assumptions of Theorem 5.9 we have that
det
[
I(Gl, wm)
]
l,m∈Zn
ℓ
6= 0 which means that the hypergeometric pairing I : Fell(z)⊗F(z)→ C is non-
degenerate. Theorem 5.9 is proved. 
Proof of Theorem 5.10. Since both sides of formula (5.9) are analytic functions of ξ1, . . . , ξn and η , it
suffices to prove the formula under the assumption that |η | > 1 and |ξm| < 1 , m = 1, . . . , n .
Consider the determinant det
[
I(Wl, wm)
]
l,m∈Zn
ℓ
as a function of κ and denote it by Det (κ; ℓ) . Set
ε =
(
1− κ−1η1−ℓ
n∏
m=1
ξm
)
. We will show that
Det (κ; ℓ) =
ℓ−1∏
s=0
( 2πiεℓ
(1− η−sξ21)
(1− η)
(1− ηs+1)
θ(η)
θ(ηs+1)
)(n+ℓ−s−3
n−2
)
×(7.13)
×
(
Det (η−ℓ
n∏
m=1
ξm; ℓ− 1) det
[
I(Wl, wm)
]
l,m∈Znℓ
l1=m1=0
+ o(1)
)
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as ε → 0 , that is κ → η1−ℓ
n∏
m=1
ξm . This equality and the determinant formula (5.9) imply the
determinant formula (5.10).
Let e(m) = (0, . . . , 1
m-th
, . . . , 0) , m = 1, . . . , n . Introduce a new basis w′
l
, l ∈ Znℓ , of the trigonometric
hypergeometric space of a fiber by the rule: w′
l
= w
l
for l1 = 0 and
w′
l
= w
l
(1− ηl1)(1− η1−l1ξ21) −
n∑
m=2
wl−e(1)+e(m) (1− η
lm+1)(ξm − η
lmξ−1m )
∏
16l6m
η−llξl
for l1 > 0. We have that
Det (κ; ℓ) =
ℓ−1∏
s=0
(
(1− ηs+1)(1 − η−sξ21)
)−(n+ℓ−s−3n−2 ) det[I(Wl, w′m)]l,m∈Zn
ℓ
.
The main property of the new basis follows from Lemma 5.7. Namely, we have that I(Wl, wm) = O(ε)
as ε→ 0 , if either l1 > 0 or m1 > 0 . Therefore,
det
[
I(Wl, w
′
m
)
]
l,m∈Zn
ℓ
= det
[
I(Wl, wm)
]
l,m∈Znℓ
l1=m1=0
det
[
I(Wl, w
′
m
)
]
l,m∈Znℓ
l1>0,m1>0
+ o
(
ε
(
n+ℓ−2
n−1
))
.
If m1 > 0 , then by Lemmas 2.23 and A.5
w′
m
(t1, . . . , tℓ) = ε
ℓ∑
a=1
[
wm−e(1)(t2, . . . , tℓ)
]
(1,a)
− (1− ε)
ℓ∑
a=1
Da
[
wm−e(1)(t2, . . . , tℓ)
]
(1,a)
where (1, a) ∈ Sℓ are transpositions. Then using Lemma 7.7 we see that I(Wl, w
′
m) = εI(Wl, w
′′
m−e(1))
where
(7.14) w′′n(t1, . . . , tℓ) =
ℓ∑
a=1
[
wn(t2, . . . , tℓ)
]
(1,a)
, n ∈ Znℓ−1 .
The next step is to calculate the hypergeometric integral I(Wl, w
′′
m−e(1)) at κ = η
1−ℓ
n∏
m=1
ξm . We
will indicate explicitly the dependence of the elliptic weight functions on κ . Namely, the elliptic weight
function Wl[κ] is an element of the elliptic hypergeometric space of a fiber Fell[κ,
n∑
m=1
lm](z) .
If l1 > 0 , then
Wl[η
1−ℓ
n∏
m=1
ξm ](t1, . . . , tℓ) =
θ(η)
θ(ηl1)
∑
σ∈Sℓ
[[
Wl−e(1)[η
−ℓ
n∏
m=1
ξm ](t2, . . . , tℓ)
]]
σ
,
and due to formula (2.7) we have that
I(Wl[η
1−ℓ
n∏
m=1
ξm ], w
′′
m
) = ℓ
θ(η)
θ(ηl1)
∫
Tℓ
Φ(t1, . . . , tℓ)w
′′
m
(t1, . . . , tℓ)Wl−e(1)[η
−ℓ
n∏
m=1
ξm ](t2, . . . , tℓ) (dt/t)
ℓ
because the torus Tℓ is invariant under permutations of the variables t1, . . . , tℓ . Substitute formula
(7.14) into the above integral. Similar to the proof of the second claim of Lemma 5.7 we obtain that
∫
Tℓ
Φ(t1, . . . , tℓ)
[
wm−e(1)(t2, . . . , tℓ)
]
(1,a)
Wl−e(1)[η
−ℓ
n∏
m=1
ξm ](t2, . . . , tℓ) (dt/t)
ℓ =
= 2πi δ1a I(Wl−e(1), wm−e(1)) .
Hence,
I(Wl[η
1−ℓ
n∏
m=1
ξm ], w
′′
m−e(1)) = 2πiℓ
θ(η)
θ(ηl1)
I(Wl−e(1)[η
−ℓ
n∏
m=1
ξm ], wm−e(1))
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and finally
det
[
I(Wl, w
′
m
)
]
l,m∈Znℓ
l1>0,m1>0
=
ℓ−1∏
s=0
( 2πiεℓ θ(η)
θ(ηs+1)
)(n+ℓ−s−3
n−2
) (
Det (η−ℓ
n∏
m=1
ξm; ℓ− 1) + o(1)
)
as ε→ 0 . Formula (7.13) is proved.
The rest of the proof is similar to the end of the proof of Theorem 5.9. Consider the space
Fell[κξ1; z2, . . . , zn; ξ2, . . . , ξn; ℓ ](z) . It has a basis given by functions G˜l(t) , l ∈ Z
n−1
ℓ , defined similarly
to formula (B.3). Set
G′l(t) = G˜l(t)
ℓ∏
a=1
θ(ξ1ta/z1)
θ(ξ−11 ta/z1)
, l ∈ Zn−1ℓ .
The functions Wl[κ] such that l1 = 0 , l ∈ Z
n
ℓ , are linear combinations of the functions G
′
m
, m ∈ Zn−1ℓ .
Formula 5.10 and Theorem B.8 imply that
det
[
I(G′l, w(0,m))
]
l,m∈Zn−1
ℓ
= K (2πiξ1)
ℓ
(
n+ℓ−2
n−2
)
ℓ!
(
n+ℓ−2
n−2
)
η
−n
(
n+ℓ−2
n
) n∏
m=2
z
(n−m)
(
n+ℓ−2
n−1
)
m ×
×
ℓ−1∏
s=0
[ (η−1)n−1∞ (pηs+2−2ℓ∏ ξ2m)∞ (ηsξ−21 )∞
(η−s−1)n−1∞ (p)
2n−3
∞
∏
1<m6n
(η−sξ2m)∞
n∏
m=2
(ηsξ−11 ξ
−1
m z1/zm)∞
(η−sξ1ξmz1/zm)∞
×
×
∏
26l<m6n
1
(p)∞ (η
−sξlξmzl/zm)∞ (pη
−sξlξmzm/zl)∞
](n+ℓ−s−3
n−2
)
where K =
[
(p)∞
n(n−2)
n−2∏
m=1
( e2πim/(n−1)− 1
θ(e2πim/(n−1))
)n−m−1 ](n+ℓ−2
n−1
)
.
Under the assumptions of Theorem 5.10 we have that det
[
I(G′
l
, w(0,m))
]
l,m∈Zn−1
ℓ
6= 0 which means
that the hypergeometric pairing I : Fell(z)/Q(z)⊗F(z)/R(z)→ C is nondegenerate. Theorem 5.10 is
proved. 
Proof of Theorem 5.11. The proof is similar to the proof of Theorem 5.10. 
Proof of Theorem 5.26. Under assumptions of the theorem, for any κ in the puctured neighbourhood
of η1−ℓ
n∏
m=1
ηΛm the assumptions of Theorem 5.25 are valid. Therefore, the hypergeometric map Iτ,τ ′(z)
is well defined and nondegenerate for any such κ .
Introduce a matrix X by the rule:
Iτ,τ ′(z)v
[lτ′
1
]
⊗ . . .⊗ v [lτ′n ] =
∑
m∈Zn
ℓ
XlmF
mτ1 vτ1 ⊗ . . .⊗ F
mτn vτn , l ∈ Z
n
ℓ .
We have to show that the matrix X has a finite limit as κ→ η1−ℓ
n∏
m=1
ηΛm and limdetX 6= 0 .
Consider the hypergeometric integral I(W τ
′
l
, wτ
m
) . It is a holomorphic function of κ since the corre-
sponding integrand is a holomorphic function of κ and the integration is over a compact contour. Hence,
Lemmas 5.7 and 2.38 imply that
(
κ−η1−ℓ
n∏
m=1
ηΛm
)−1
I(W τ
′
l
, wτ
m
) has a finite limit as κ→ η1−ℓ
n∏
m=1
ηΛm
if l1 > 0 . Therefore, the entries Xlm with l1 > 0 have finite limits and the entries Xlm with l1 = 0
are regular at κ = η1−ℓ
n∏
m=1
ηΛm . That is the matrix X has a finite limit as κ→ η1−ℓ
n∏
m=1
ηΛm .
The explicit formula for the determinant detX for general κ can be easily obtained using Theo-
rems 5.9, A.7, B.8, formula (4.9) and the definition of the hypergeometric map Iτ,τ ′(z) . It follows from
the obtained expression that under the assumptions of Theorem 5.26 the limit of the determinant detX
as κ→ η1−ℓ
n∏
m=1
ηΛm is not equal to zero. The theorem is proved. 
Proof of Theorem 5.28. The proof is similar to the proof of Theorem 5.26. 
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Proof of Theorem 5.31. Without loss of generality we can assume that the adjusting map Y τ
′
(z) ana-
lytically depends on κ . Hence, the same do the section Ψτv,Y τ
′ . The qKZ operators analytically depend
on κ as well.
For general κ the section Ψτv,Y τ′ solves the qKZ equation with values in (Vτ1 ⊗ . . . ⊗ Vτn)ℓ due
to Corollary 5.19. For special values of κ : κ = η1−ℓ
n∏
m=1
ηΛm and κ = p−1ηℓ−1
n∏
m=1
η−Λm , the qKZ
equation remains valid by the analytic continuation.
Theorems 5.25, 5.26 and 5.28 imply that under the assumptions of each of Theorems 5.9 – 5.11 the
sections Ψτ
v,Y τ
′ , v ∈ (V eτ ′1
⊗ . . .⊗ V eτ ′n)ℓ , span the space of solutions of the qKZ equation over the field
of p -periodic functions (quasiconstants). Theorem 5.31 is proved. 
Appendix A. Basic facts about the trigonometric hypergeometric space
Let F = F [z1, . . . , zn; ξ1, . . . , ξn; ℓ ] be the trigonometric hypergeometric space.
By construction, the trigonometric hypergeometric space of a fiber has the same dimension as the
space of symmetric polynomials in ℓ variables of degree less than n in each of the variables, that is
dimF(z) =
(
n+ ℓ− 1
n− 1
)
.
(A.1) Lemma. For any l ∈ Znℓ the trigonometric weight function wl is in the trigonometric hyper-
geometric space F .
Proof. It is clear from definiton (2.20) that the function wl(t, z) has the form
Q(t1, . . . , tℓ, z1, . . . , zn)
ℓ∏
a=1
ta
n∏
m=1
ℓ∏
a=1
1
ta − ξmzm
∏
16a<b6ℓ
1
ηta − tb
where Q is a polynomial which has degree less than n + ℓ − 1 in each of the variables t1, . . . , tℓ .
Furthermore, by construction the function wl as a function of t1, . . . , tℓ is invariant with respect to the
action (2.9) of the symmetric group Sℓ, which means that the polynomial Q is skewsymmetric with
respect to the variables t1, . . . , tℓ . Hence, the polynomial Q is divisible by
∏
16a<b6ℓ
(ta− tb) and the ratio
is a polynomial which is symmetric in variables t1, . . . , tℓ and has degree less than n in each of the
variables t1, . . . , tℓ ; that is the function wl is in the trigonometric hypergeometric space. 
(A.2) Corollary. Let n = 1 . Then
w(ℓ)(t1, . . . , tℓ, z1) =
ℓ∏
a=1
ta
ta − ξ1z1
∏
16a<b6ℓ
ta − tb
ηta − tb
.
Proof. Denote by f(t, z1) the ratio w(ℓ)(t, z1)
[ ℓ∏
a=1
ta
ta − ξ1z1
∏
16a<b6ℓ
ta − tb
ηta − tb
]−1
. Since for n = 1 the
trigonometric hypergeometric space of a fiber is one-dimensional, f(t, z1) does not depend on t . Let
t⋆ = (t1, η
−1t1, . . . , η
1−ℓt1) . Only the term corresponding to the identity permutation in the right hand
side of (2.20) contributes to w(t⋆, z1) and by a straightforward calculation we get f(t
⋆, z1) = 1 . 
(A.3) Lemma. Let n = 1 . Then
(1 − ηℓ)(η1−ℓξ1 − ξ
−1
1 )w(ℓ)(t1, . . . , tℓ, z1) =
= (1− η)
ℓ∑
a=1
[( ξ1t1 − z1
ξ−11 t1 − z1
ℓ∏
b=2
η−1t1 − tb
ηt1 − tb
− 1
)
w(ℓ−1)(t2, . . . , tℓ)
]
(1,a)
,
(1 − ηℓ)(ξ1 − η
ℓ−1ξ−11 )w(ℓ)(t1, . . . , tℓ, z1) =
= (1− η)
ℓ∑
a=1
[( t1 − ξ−11 z1
t1 − ξ1z1
ℓ∏
b=2
t1 − ηtb
t1 − η−1tb
− 1
)
t1w(ℓ−1)(t2, . . . , tℓ)
]
(1,a)
.
Here (1, a) ∈ Sℓ are transpositions.
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Proof. Similar to the proof of Lemma A.1 one can show that the right hand sides of the both above
formulae are elements of the trigonometric hypergeometric space. The rest of the proof is similar to the
proof of Corollary A.2. 
(A.4) Lemma. Let n = 1 . Then
w(ℓ)(t1, . . . , tℓ, z1) =
∑
σ∈Sℓ
[ ℓ∏
a=1
ta
ta − ηta−1
]
σ
.
Here t0 = η
−1ξ1z1 .
Proof. The right hand side of the above formula is an element of the trigonometric hypergeometric space.
Comparing residues of both sides at t = (ξ1z1, . . . , η
ℓ−1ξ1z1) completes the proof. 
Proof of Lemma 2.21. Let Sl1× . . .× Sln ⊂ Sℓ be the subgroup of permutations preserving the subsets
Γm = {1 + l
m−1 , . . . , lm} , m = 1, . . . , n . The coset space Sℓ/(Sl1× . . . × Sln) is in one-to-one corre-
spondence with the set of all n-tuples Γ1, . . . , Γn of disjoint subsets of {1, . . . , ℓ} such that Γm has lm
elements. Namely, a permutation σ ∈ Sℓ corresponds to an n-tuple σ(Γ1), . . . , σ(Γn) , and the n-tuple
depends only on the coset of the permutation σ .
Perform the summation in the right hand side of formulae (2.20) in two steps. First take a sum over
the subgroup Sl1× . . .× Sln . This can be done explicitly using Corollary A.2. The remaining sum over
the coset space Sℓ/(Sl1× . . .× Sln) is equivalent to the right hand side of formula (2.21). The lemma
is proved. 
(A.5) Lemma. For any l ∈ Znℓ−1 the following relations hold:
n∑
m=1
wl+e(m) (1− η
lm+1)(ξm − η
lmξ−1m )
∏
16l6m
η−llξl =
= (1− η)
ℓ∑
a=1
[( n∏
m=1
ξmt1 − zm
ξ−1m t1 − zm
ℓ∏
b=2
η−1t1 − tb
ηt1 − tb
− 1
)
wl(t2, . . . , tℓ)
]
(1,a)
,
n∑
m=1
wl+e(m) (1− η
lm+1)(ξm − η
lmξ−1m ) zm
∏
16l<m
ηllξ−1l =
= (1− η)
ℓ∑
a=1
[( n∏
m=1
t1 − ξ
−1
m zm
t1 − ξmzm
ℓ∏
b=2
t1 − ηtb
t1 − η−1tb
− 1
)
t1wl(t2, . . . , tℓ)
]
(1,a)
where (1, a) ∈ Sℓ are transpositions.
The proof is similar to the proof of Lemma 2.21 using Lemma A.3 instead of Corollary A.2.
For any l ∈ Znℓ denote by Ql(t1, . . . , tℓ) the following symmetric polynomial:
(A.6) Ql(t1, . . . , tℓ) =
1
l1! . . . ln!
∑
σ∈Sℓ
n∏
m=1
∏
a∈Γm
tm−1σa
where Γm = {1 + l
m−1 , . . . , lm} , m = 1, . . . , n . Consider a basis in the space F(z) given by functions
gl(t, z) = Ql(t1, . . . , tℓ)
ℓ∏
a=1
ta
n∏
m=1
ℓ∏
a=1
1
ta − ξmzm
∏
16a<b6ℓ
ta − tb
ηta − tb
, l ∈ Znℓ .
Define a matrix M(z) by the rule:
wl(t, z) =
∑
m∈Zn
ℓ
Mlm(z)gm(t, z) , l ∈ Z
n
ℓ .
(A.7) Theorem.
detM =
ℓ−1∏
s=0
∏
16l<m6n
(ηszl − ξlξmzm)
(
n+ℓ−s−2
n−1
)
.
49
The theorem is equivalent to Lemma 2.2 in [T]. Nevertheless, we give below another proof of Theorem A.7
which is similar to the proof of Theorem B.8 in the elliptic case.
(A.8) Corollary. Let R(z), R′(z) be the coboundary subspaces. Then
dimF(z)/R(z) = dimF(z)/R′(z) =
(
n+ ℓ− 2
n− 2
)
provided that ξl ξmzm/zl 6= η
r , 1 6 l 6 m 6 n , for any r = 0, . . . , ℓ− 1 .
Proof. Under assumptions of the corollary, both spaces F(z)/R(z) and F(z)/R′(z) have bases induced
by the set {wl(t, z) | l ∈ Z
n
ℓ , ln = 0} . 
Proof of Theorem A.7. For any l ∈ Znℓ define a symmetric polynomial Pl(t1, . . . , tℓ) by the rule:
(A.9) wl(t, z) = Pl(t1, . . . , tℓ)
ℓ∏
a=1
ta
∏
16l<m6n
ξlml
n∏
m=1
ℓ∏
a=1
1
ta − ξmzm
∏
16a<b6ℓ
ta − tb
ηta − tb
.
Introduce new variables x1, . . . , xn , y1, . . . , yn :
xm = ξmzm , ym = ξ
−1
m zm , m = 1, . . . , n .
Then the polynomial Pl(t) has the form:
Pl(t1, . . . , tℓ) =
∑
Γ1,...,Γn
{ ∏
16m<l6n
a∈Γm
(ta − xl)
∏
16l<m6n
a∈Γm
(ta − yl)
∏
16l<m6n
a∈Γl, b∈Γm
ηta − tb
ta − tb
}
where the summation is over all n-tuples Γ1, . . . , Γn of disjoint subsets of {1, . . . , ℓ} such that Γm has
lm elements.
Define a matrix N by the rule:
Pl(t) =
∑
m∈Zn
ℓ
NlmQm(t) , l ∈ Z
n
ℓ .
Then the claim of the theorem takes the form
(A.10) detN =
ℓ−1∏
s=0
∏
16l<m6n
(ηsyl − xm)
(
n+ℓ−s−2
n−1
)
.
For l,m ∈ Znℓ say that l≪== m if
m∑
i=1
li 6
m∑
i=1
mi for any m = 1, . . . , n− 1 . Say that l≪ m if l 6= m
and l≪
==
m .
For any x, y ∈ Cn and l ∈ Znℓ set
x ⊲ l = (η1−l1x1, η
2−l1x1, . . . , x1, η
1−l2x2, . . . , x2, . . . , η
1−lnxn, . . . , xn) ,(A.11)
y ⊳ l = (ηl1−1y1, η
l1−2y1, . . . , y1, η
l2−1y2, . . . , y2, . . . , η
ln−1yn, . . . , yn) .g
(A.12) Lemma. Pl(x ⊲m) = 0 unless l≪
==
m . Pl(y ⊳m) = 0 unless l≫
==
m . Moreover,
Pl(x ⊲ l) =
n∏
m=1
lm−1∏
s=0
( ∏
16l<m
(η−sxm − yl)
∏
m<l6n
(ηll−sxm − xl)
)
,
Pl(y ⊳ l) =
n∏
m=1
lm−1∏
s=0
( ∏
16l<m
(ηsym − η
llyl)
∏
m<l6n
(ηsym − xl)
)
.
The proof is straightforward.
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Set D(n, ℓ, s) =
∑
r∈Z>0
2r6ℓ−|s|−1
(
n+ ℓ− |s| − 2r − 3
n− 2
)
.
(A.13) Lemma.
det
[
Pl(x ⊲m)
]
l,m∈Zn
ℓ
=
ℓ−1∏
s=0
∏
16l<m6n
(yl − η
−sxm)
(
n+ℓ−s−2
n−1
) ℓ−1∏
s=1−ℓ
∏
16l<m6n
(ηsxm − xl)
D(n,ℓ,s)
,
det
[
Pl(y ⊳m)
]
l,m∈Zn
ℓ
= η
n(n−1)/2·
(
n+ℓ−1
n+1
) ℓ−1∏
s=0
∏
16l<m6n
(ηsyl − xm)
(
n+ℓ−s−2
n−1
)
×
×
ℓ−1∏
s=1−ℓ
∏
16l<m6n
(ηsym − yl)
D(n,ℓ,s)
,
Proof. Lemma A.12 implies that
det
[
Pl(x ⊲m)
]
=
∏
l∈Zn
ℓ
Pl(x ⊲ l) and det
[
Pl(y ⊳m)
]
=
∏
l∈Zn
ℓ
Pl(y ⊳ l) .
The rest of the proof consists of several applications of identity (G.1). 
Consider two more determinants, det
[
Ql(x ⊲m)
]
l,m∈Zn
ℓ
and det
[
Ql(y ⊳m)
]
l,m∈Zn
ℓ
. Since
det
[
Pl(x ⊲m)
]
= detN · det
[
Ql(x ⊲m)
]
and det
[
Pl(y ⊳m)
]
= detN · det
[
Ql(y ⊳m)
]
,
we have
det
[
Pl(x ⊲m)
]
det
[
Pl(y ⊳m)
] = det[Ql(x ⊲m)]
det
[
Ql(y ⊳m)
] ,
and by standard arguments of the separation of variables we obtain that
det
[
Ql(x ⊲m)
]
l,m∈Zn
ℓ
= Cη
n(1−n)/2·
(
n+ℓ−1
n+1
) ℓ−1∏
s=1−ℓ
∏
16l<m6n
(ηsxm − xl)
D(n,ℓ,s)
,(A.14)
det
[
Ql(y ⊳m)
]
l,m∈Zn
ℓ
= Cη
n(n−1)/2·
(
n+ℓ−1
n+1
) ℓ−1∏
s=1−ℓ
∏
16l<m6n
(ηsym − yl)
D(n,ℓ,s)
where C is a nonzero constant, which does not depend on x1, . . . , xn , y1, . . . , yn . Formulae (A.13),
(A.14) imply formula (A.10) up to a factor:
(A.15) detN = C−1
ℓ−1∏
s=0
∏
16l<m6n
(ηsyl − xm)
(
n+ℓ−s−2
n−1
)
.
To calculate the constant C we consider its dependence on η . The left hand side of formula (A.15)
is a polynomial in η of degree n(n− 1)/2 ·
(
n+ ℓ− 1
n+ 1
)
, the same as the double product in the right
hand side. Thus, C is a rational function in η with no pole at infinity. Moreover, since C does not
depend on x1, . . . , xn , y1, . . . , yn , it has no zeros as a function of η . Hence, C does not depend on η
at all.
Let η = 1 , xm = x1 , ym = 0 , m = 1, . . . , n , and consider the limit x1 →∞ . In this limit
Pl(t) = (−x1)
n∑
m=1
(n−m)lm (
Ql(t) + o(1)
)
.
Therefore, C = 1 . The theorem is proved. 
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Appendix B. Basic facts about the elliptic hypergeometric space
Let ω = exp(2πi/n) all over the section. Fix a complex number α such that αn = p . Let θ(u) =
(u, p)∞(p/u, p)∞(p, p)∞ be the Jacobi theta-function.
Let A = κ
n∏
m=1
zm . Fix a complex number ζ such that ζ
n = (−1)n−1A−1. Let E [A] be the space of
holomorphic functions on C× such that f(pu) = A(−u)−nf(u) . It is easy to see that dim E [A] = n ,
say by Fourier series. Set
ϑl(u) = u
l−1
n∏
m=1
θ(ζαl−1ωmu) , l = 1, . . . , n .
(B.1) Lemma. The functions ϑ1, . . . , ϑn form a basis in the space E [A] .
Proof. Clearly, ϑl ∈ E [A] for any l = 1, . . . , n . Moreover, ϑl(ωu) = ω
l−1ϑl(u) , that is the functions ϑ1,
. . . , ϑn are eigenfunctions of the translation operator with distinct eigenvalues. Hence, they are linearly
independent. 
Let Eℓ[A] be the space of symmetric functions in variables t1, . . . , tℓ which are holomorphic on C
×ℓ
and have the property
f(t1, . . . , pta, . . . , tℓ) = A(−ta)
−n f(t1, . . . , tℓ) .
In particular, E1[A] = E [A] . The space Eℓ[A] has dimension
(
n+ ℓ− 1
n− 1
)
. A basis in the space Eℓ[A]
is given by functions Θl(t1, . . . , tℓ) , l ∈ Z
n
ℓ :
(B.2) Θl(t1, . . . , tℓ) =
1
l1! . . . ln!
∑
σ∈Sℓ
n∏
m=1
∏
a∈Γm
ϑm(tσa) .
Here Γm = {1 + l
m−1 , . . . , lm} , m = 1, . . . , n .
Let Fell = Fell[κ; z1, . . . , zn; ξ1, . . . , ξn; ℓ ] be the elliptic hypergeometric space. The elliptic hyper-
geometric space Fell(z) of a fiber is isomorphic to the space Eℓ[A] by definition. Therefore
dimFell(z) =
(
n+ ℓ− 1
n− 1
)
.
Set
Gl(t, z) = Θl(t1, . . . , tℓ)
n∏
m=1
ℓ∏
a=1
1
θ(ξ−1m ta/zm)
∏
16a<b6ℓ
θ(ta/tb)
θ(ηta/tb)
.(B.3)
The functions Gl , l ∈ Z
n
ℓ form a basis in Fell(z) .
(B.4) Lemma. For any l ∈ Znℓ and z ∈ C
×n the elliptic weight function Wl(t, z) is in the elliptic
hypergeometric space Fell(z) of the fiber.
Proof. It is clear from definiton (2.30) that the function Wl(t, z) has the form
Q(t1, . . . , tℓ, z1, . . . , zn)
n∏
m=1
ℓ∏
a=1
1
θ(taξ
−1
m /zm)
∏
16a<b6ℓ
1
θ(ηta/tb)
where Q is a holomorphic function on C×(ℓ+n) with the properties
Q(t1, . . . , pta, . . . , tℓ, z1, . . . , zn) = (−ta)
−ℓ−n
ℓ∏
b=1
tb · p
1−aκ
n∏
m=1
zm Q(t1, . . . , tℓ, z1, . . . , zn) ,
a = 1, . . . , ℓ . Furthermore, by construction the function Wl as a function of t1, . . . , tℓ is invariant with
respect to the action (2.29) of the symmetric group Sℓ, which means that the holomorphic function Q
is skewsymmetric with respect to the variables t1, . . . , tℓ . Hence, the ratio Θ of the function Q and
the product
∏
16a<b6ℓ
θ(ta/tb) is a holomorphic function on C
×(ℓ+n) which is symmetric in the variables
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t1, . . . , tℓ and has the properties
Θ(t1, . . . , pta, . . . , tℓ, z1, . . . , zn) = (−ta)
−n κ
n∏
m=1
zm Θ(t1, . . . , tℓ, z1, . . . , zn) ,
a = 1, . . . , ℓ ; that is the function Wl is in the elliptic hypergeometric space of the fiber. 
(B.5) Corollary. Let n = 1 . Then
W(ℓ)(t1, . . . , tℓ, z1) =
ℓ∏
a=1
θ(κ−1ta/z1)
θ(ξ−11 ta/z1)
∏
16a<b6ℓ
θ(ta/tb)
θ(ηta/tb)
.
The proof is similar to the proof of Corollary A.2.
(B.6) Lemma. Let n = 1 . Then
W(ℓ)(t1, . . . , tℓ, z1) =
ℓ−1∏
s=0
θ(η−sκξ−11 )
θ(ηs(s−ℓ)κℓ−sξs−ℓ1 )
∑
σ∈Sℓ
[[ ℓ∏
a=1
θ(η1+(a−1)(a−1−ℓ)κℓ−a+1ξa−1−ℓ1 ta−1/ta)
θ(ηta−1/ta)
]]
σ
.
Here t0 = η
−1ξ1z1 .
The proof is similar to the proof of Lemma A.4.
Proof of Lemma 2.31. The proof is similar to the proof of Lemma 2.21. The summation over the
subgroup Sl1× . . .× Sln ⊂ Sℓ can be done explicitly using Corollary B.5. 
Let Wl , l ∈ Z
n
ℓ , be the elliptic weight functions. Define a matrix M
ell by the rule:
(B.7) Wl(t, z) =
∑
m∈Zn
ℓ
M
ell
lm
(z)Gm(t, z) , l ∈ Z
n
ℓ .
Set d(n,m, ℓ, s) =
∑
i,j>0
i+j<ℓ
i−j=s
(
m− 1 + i
m− 1
)(
n−m− 1 + j
n−m− 1
)
.
(B.8) Theorem.
detM
ell
(z) = Ξ
ℓ−1∏
s=1−ℓ
n−1∏
m=1
θ
(
ηsκ−1
∏
16l6m
ξ−1l
∏
m<l6n
ξl
)d(n,m,ℓ,s)
×
×
n∏
m=1
(ξ−1m zm)
(m−n)
(
n+ℓ−1
n
) ℓ−1∏
s=0
∏
16l<m6n
θ(ηsξ−1l ξ
−1
m zl/zm)
(
n+ℓ−s−2
n−1
)
where
Ξ =
[
(p)∞
1−n2
n−1∏
m=1
( θ(ωm)
ωm − 1
)n−m ](n+ℓ−1
n
)
.
Proof. For any l ∈ Znℓ define a function Jl(t1, . . . , tℓ) by the rule:
(B.9) Wl(t, z) = Jl(t1, . . . , tℓ)
n∏
m=1
ℓ∏
a=1
1
θ(ξ−1m ta/zm)
∏
16a<b6ℓ
θ(ta/tb)
θ(ηta/tb)
,
so that Jl(t, z) =
∑
m∈Zn
ℓ
M
ell
lm(z)Θm(t, z) , l ∈ Z
n
ℓ . Introduce new variables A , x1, . . . , xn , y1, . . . ,
yn :
A = κ
n∏
m=1
zm , xm = ξmzm , ym = ξ
−1
m zm , m = 1, . . . , n ,
and for any x, y ∈ Cn, l ∈ Znℓ , define x ⊲ l , y ⊳ l by formulae (A.11).
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(B.10) Lemma. Jl(x ⊲m) = 0 unless l≪
==
m . Jl(y ⊳m) = 0 unless l≫
==
m . Moreover,
Jl(x ⊲ l) =
n∏
m=1
lm−1∏
s=0
(
θ
(
ηs+1A−1
∏
16l<m
ηllyl
∏
m6l6n
η−llxl
) ∏
16l<m
θ(η−sxm/yl)
∏
m<l6n
θ(ηll−sxm/xl)
)
,
Jl(y ⊳ l) =
∏
16l<m6n
ηlllm
n∏
m=1
lm−1∏
s=0
(
θ
(
η−s−1A−1
∏
16l6m
ηllyl
∏
m<l6n
η−llxl
)
×
×
∏
16l<m
θ(ηs−llym/yl)
∏
m<l6n
θ(ηsym/xl)
)
.
The proof is straightforward.
The rest of the proof is similar to the proof of Theorem A.7. Using Lemma B.10 we calculate the
determinants det
[
Jl(x ⊲m)
]
, det
[
Jl(y ⊳m)
]
, cf. Lemma A.13. Then by the separation of variables we
obtain the following formulae
det
[
Θl(x ⊲m)
]
l,m∈Zn
ℓ
= Kη
n(1−n)/2·
(
n+ℓ−1
n+1
) n∏
m=1
(−xm)
(m−1)
(
n+ℓ−1
n
)
×(B.11)
×
ℓ−1∏
s=0
θ
(
η−sA−1
n∏
m=1
xm
)(n+s−1
n−1
) ℓ−1∏
s=1−ℓ
∏
16l<m6n
θ(ηsxl/xm)
D(n,ℓ,s)
,
det
[
Θl(y ⊳m)
]
l,m∈Zn
ℓ
= Kη
n(n−1)/2·
(
n+ℓ−1
n+1
) n∏
m=1
ym
(n−m)
(
n+ℓ−1
n
)
×
×
ℓ−1∏
s=0
θ
(
ηsA−1
n∏
m=1
ym
)(n+s−1
n−1
) ℓ−1∏
s=1−ℓ
∏
16l<m6n
θ(ηsym/yl)
D(n,ℓ,s)
as well as the required formula for detM ell(z) with the constant Ξ replaced by K−1. Here functions
Θl are given by formula (B.2), K is a nonzero constant which does not depend on x1, . . . , xn , y1, . . . ,
yn and
D(n, ℓ, s) =
∑
r∈Z>0
2r6ℓ−|s|−1
(
n+ ℓ− |s| − 2r − 3
n− 2
)
.
To calculate the constant K we consider its dependence on η . Any of formulae (B.11) shows that
K is a holomorphic function in η on C× and K(pη) = K(η) . Hence, K does not depend on η at all.
Let ω = exp(2πi/n) . Take η = 1 , xm = ym = ω
m−1x1 , m = 1, . . . , n . In this case we have
Θl(x ⊲m) = Ql(x ⊲m)
n∏
m=1
(
x1−m1 ϑm(x1)
)lm
for any l,m ∈ Znℓ , where the function Ql is defined by (A.6). Hence, comparing formulae (A.14) and
(B.11) we find that K = Ξ−1. In calculations we use Lemma B.12 and the equality
ℓ−1∑
s=1−ℓ
D(n, ℓ, s) =
(
n+ ℓ− 1
n
)
following from (G.1). The theorem is proved. 
(B.12) Lemma. Let αn = p . Then
n∏
l=1
n∏
m=1
θ(αl−1ωmu) = (p)
n2−1
∞ θ(u
n) .
The proof is straightforward using the definition θ(u) = (u)∞(p/u)∞(p)∞ .
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Proof of Lemma 2.38. We will indicate explicitly the dependence of the elliptic weight functions on κ .
Namely, the elliptic weight function Wl[κ] is an element of the elliptic hypergeometric space of a fiber
Fell[κ,
n∑
m=1
lm](z) .
Under the assumptions of the lemma, the functions Wl[η
1−ℓ
n∏
m=1
ξm ] , l ∈ Z
n
ℓ , form a basis of the
space Fell(z) = Fell[η
1−ℓ
n∏
m=1
ξm; ℓ ](z) and the functions Wl[η
−ℓ
n∏
m=1
ξm ] , l ∈ Z
n
ℓ−1 , form a basis of the
space Fell[η
−ℓ
n∏
m=1
ξm; ℓ− 1](z) . Since
Wl[η
1−ℓ
n∏
m=1
ξm](t1, . . . , tℓ) =
1
l2! . . . ln!
θ(η)
θ(ηl1)
∑
σ∈Sℓ
[[
Wl−e(1)[η
−ℓ
n∏
m=1
ξm](t2, . . . , tℓ)
]]
σ
,
for any l ∈ Znℓ such that l1 > 0 , the functions Wl[η
1−ℓ
n∏
m=1
ξm ] , l1 > 0 , l ∈ Z
n
ℓ , form a basis of the
boundary subspace Q(z) ⊂ Fell(z) , and the equivalence classes of the functions Wl[η
1−ℓ
n∏
m=1
ξm ] , l1 = 0 ,
l ∈ Znℓ , form a basis of the quotient space Fell(z)/Q(z) .
Recall that the space Fell[α; l ](z) is naturally isomorphic to the space El[A] of symmetric functions
in variables t1, . . . , tl which are holomorphic on C
×l and have the property
f(t1, . . . , pta, . . . , tl) = A(−ta)
−n f(t1, . . . , tl) ,
where A = α
n∏
m=1
zm . Using this isomorphism we observe that the rank of the map
Fell[η
−ℓ
n∏
m=1
ξm; z1, . . . , zn; ξ1, . . . , ξn; ℓ− 1](z) → Fell[η
1−ℓ
n∏
m=1
ξm; z1, . . . , zn; ξ1, . . . , ξn; ℓ ](z) ,
W (t1, . . . , tℓ−1) 7→
∑
σ∈Sℓ
[
W (t2, . . . , tℓ)
]]
σ
,
does not depend on ξ1, . . . , ξn . Therefore,
dimQ(z) =
(
n+ ℓ− 2
n− 1
)
and dimFell(z)/Q(z) =
(
n+ ℓ− 2
n− 2
)
provided that ηr 6= ps for any r = 2, . . . , ℓ , s ∈ Z . Lemma 2.38 is proved. 
Proof of Lemma 2.39. The proof is similar to the proof of Lemma 2.38. 
Proof of Lemma 2.36. Let f(t) =
∑
σ∈Sℓ
[[
W (t2, . . . , tℓ)
]]
σ
be an element of the boundary subspace Q(z) .
One can see that the term of the sum corresponding to a permutation σ does not contribute to
Res f(t)
∣∣
t=x⊲m
unless
σmk+1 > . . . > σmk+1 > 1 , k = 0, . . . , n− 1 .
Here mi =
i∑
j=1
mj . Since no permutation satisfies above conditions, the first claim of the lemma is
proved.
Consider the determinant det
[
Res Gl(t)
∣∣
t=x⊲m
]
l,m∈Zn
ℓ
where functions Gl are given by (B.3). Under
assumptions of the lemma the first of formulae (B.11) implies that the determinant as a function of κ
is not zero for generic κ and it has a zero of multiplicity
(
n+ ℓ− 2
n− 1
)
at κ = η1−ℓ
n∏
m=1
ξm . Hence, for
κ = η1−ℓ
n∏
m=1
ξm we have
dim {f ∈ Fell(z) | Res f(t)
∣∣
t=x⊲m
= 0 , m ∈ Znℓ } 6
(
n+ ℓ− 2
n− 1
)
.
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Let κ = η1−ℓ
n∏
m=1
ξm . We have proved already that
Q(z) ⊂ {f ∈ Fell(z) | Res f(t)
∣∣
t=x⊲m
= 0 , m ∈ Znℓ } .
Since dimQ(z) =
(
n+ ℓ− 2
n− 1
)
by Lemma 2.38, the second claim of Lemma 2.36 is proved. 
Proof of Lemma 2.37. The proof is similar to the proof of Lemma 2.36. 
Appendix C. The Shapovalov pairings of the hypergeometric spaces of fibers
In this section we define pairings of the hypergeometric spaces of fibers which provides a geometric
interpretation for the coefficients cτ
l
, cf. (4.9), used in the definition of the tensor coordinates on the
elliptic hypergeometric space of a fiber, see formula (C.5).
In this section we always suppose that assumptions (2.13) – (2.15) hold. Set
(C.1) Ωell(t1, . . . , tℓ) =
ℓ∏
a=1
t−1a
n∏
m=1
ℓ∏
a=1
θ(ξ−1m ta/zm)
θ(ξmta/zm)
∏
16a<b6ℓ
θ(ηta/tb)
ηθ(η−1ta/tb)
.
Let x ⊲ l and y ⊳ l , l ∈ Znℓ , be the points defined by (2.35). Recall that we define the multiple residue
Res f(t)
∣∣
t=t⋆
by formula (2.34).
Consider the elliptic hypergeometric spaces of a fiber Fell(z) = Fell[κ; ℓ ](z) and F˜ell(z) = Fell[κ
−1; ℓ ](z) .
For any functions W ∈ Fell(z) and W˜ ∈ F˜ell(z) set
(C.2) Sell(W, W˜ ) =
∑
m∈Zn
ℓ
Res
(
Ωell(t)W (t)W˜ (t)
)∣∣
t=x⊲m
.
(C.3) Lemma. For any functions W ∈ Fell(z) and W˜ ∈ F˜ell(z) we have that
Sell(W, W˜ ) = (−1)
ℓ
∑
m∈Zn
ℓ
Res
(
Ωell(t)W (t)W˜ (t)
)∣∣
t=y⊳m
.
The statement follows from Lemma C.11.
The pairing Sell : Fell(z)⊗ F˜ell(z) → C is called the Shapovalov pairing of the elliptic hypergeometric
spaces of a fiber.
We will indicate explicitly the dependence of the elliptic weight functions on κ . Namely, the elliptic
weight function W τ
l
[κ] is an element of the elliptic hypergeometric space of a fiber Fell[κ; ℓ ](z) .
(C.4) Theorem. Let ω ∈ Sn be the permutation of the maximal length. Let (2.13) – (2.15) hold.
Then for any permutation τ ∈ Sn and any l,m ∈ Znℓ we have that
Sell
(
W τl [κ],W
τω
m [κ
−1]
)
= δlmN
τ
l .
Here δlm is the Kronecker symbol and N
τ
l
= Nτ
l
(ξτ1 , . . . , ξτn) where
τl = (lτ1 , . . . , lτn) and
Nl(ξ1, . . . , ξn) =
n∏
m=1
lm∏
s=1
( θ(η)
θ′(1)θ(ηs)θ(η1−sξ2m)
×
× θ
(
ηsκ−1
∏
16l<m
η llξ−1l
∏
m6l6n
η−llξl
)
θ
(
ηsκ
∏
16l6m
η−llξl
∏
m<l6n
η llξ−1l
))
,
θ′(1) =
d
du
θ(u)
∣∣
u=1
= −(p)3∞ .
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Proof. For l,m ∈ Znℓ say that l≪== m if
m∑
i=1
li 6
m∑
i=1
mi for any m = 1, . . . , n − 1 . Formulae (2.31)
and (2.40) for the elliptic weight functions imply that
Res
(
Ωell(t)W
τ
l [κ](t)W
τω
m [κ
−1](t)
)∣∣
t=x⊲n
= 0 ,
Res
(
Ωell(t)W
τ
m
[κ](t)W τω
l
[κ−1](t)
)∣∣
t=y⊳n
= 0 ,
unless l≪
==
n≪
==
m , and
Res
(
Ωell(t)W
τ
l
[κ](t)W τω
l
[κ−1](t)
)∣∣
t=x⊲l
= N τ
l
.
Therefore, by formula (C.2) we have that Sell
(
W τ
l
[κ],W τω
m
[κ−1]
)
= 0 , unless l≪
==
m and
Sell
(
W τl [κ],W
τω
l [κ
−1]
)
= N τl .
Similarly, by formula (C.3) we have that Sell
(
W τ
l
[κ],W τωm [κ
−1]
)
= 0 , unless l ≫
==
m . The theorem is
proved. 
Remark. The coefficients c
l
(ξ1, . . . , ξn) defined by formula (4.9) are inverse to the coefficients Nl(ξ1,
. . . , ξn) defined in Theorem C.4 up to a common factor. Namely,
(C.5) c
l
(ξ1, . . . , ξn) =
ηℓ(1−ℓ)/2κℓ
(p)3ℓ∞Nl(ξ1, . . . , ξn)
n∏
m=1
ξℓm .
The Shapovalov pairing of the trigonometric hypergeometric spaces of a fiber is defined similarly to
the Shapovalov pairing of the elliptic hypergeometric spaces of a fiber. Assumptions (2.13) – (2.15) can
be replaced by weaker assumptions
ηr 6= 1 , r = 1, . . . , ℓ ,(C.6)
ξ2m 6= η
r , m = 1, . . . , n , r = 1− ℓ, . . . , ℓ− 1 ,
ξ±1l ξ
±1
m zl/zm 6= η
r , l,m = 1, . . . , n , l 6= m, r = 1− ℓ, . . . , ℓ− 1 .
Let
Ω(t1, . . . , tℓ) =
ℓ∏
a=1
t−2a
n∏
m=1
ℓ∏
a=1
ta − ξmzm
ξmta − zm
∏
16a<b6ℓ
ηta − tb
ta − ηtb
.(C.7)
For any functions w, w˜ in the trigonometric hypergeometric space of a fiber F(z) set
S(w, w˜) =
∑
m∈Zn
ℓ
Res
(
Ω(t)w(t)w˜(t)
)∣∣
t=x⊲m
.
(C.8) Lemma. For any functions w, w˜ ∈ F(z) we have that
S(w, w˜) = (−1)ℓ
∑
m∈Zn
ℓ
Res
(
Ω(t)w(t)w˜(t)
)∣∣
t=y⊳m
.
Proof. Due to Lemma 2.22 it suffices to prove the statement if both functions w, w˜ are trigonometric
weight functions. Moreover, since S(wl, wm) depends analytically on parameters η , ξ1, . . . , ξn , z1, . . . ,
zn , it is enough to prove the lemma under the assumptions: |η | > 1 and |zm| = 1 , |ξm| < 1 , m = 1,
. . . , n .
Consider the integral
∫
Tℓ
Ω(t)w(t)w˜(t) dℓt where Tℓ = {t ∈ C ℓ | |t1| = 1 , . . . , |tℓ| = 1} . Similarly
to Theorems F.1 and F.2 one can show that under the above assumptions∫
Tℓ
Ω(t)w(t)w˜(t) dℓt = (2πi)ℓ ℓ!
∑
m∈Zn
ℓ
Res
(
Ω(t)w(t)w˜(t)
)∣∣
t=x⊲m
and ∫
Tℓ
Ω(t)w(t)w˜(t) dℓt = (−2πi)ℓ ℓ!
∑
m∈Zn
ℓ
Res
(
Ω(t)w(t)w˜(t)
)∣∣
t=y⊳m
.
The lemma is proved. 
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(C.9) Theorem. Let ω ∈ Sn be the permutation of the maximal length. Let assumptions (C.6) hold.
Then for any permutation τ ∈ Sn and any l,m ∈ Znℓ we have that
S(wτ
l
, wτω
m
) = δlm
n∏
m=1
lm∏
s=1
1− η
zm (1− ηs)(ξ2m − η
s−1)
where δlm is the Kronecker symbol.
The proof is similar to the proof of Theorem C.4.
The pairing S : F(z)⊗F(z) → C is called the Shapovalov pairing of the trigonometric hypergeometric
spaces of a fiber.
The trigonometric Shapovalov pairing S can be considered as a degeneration either of the elliptic
Shapovalov pairing Sell or the hypergeometric pairing I : Fell(z)⊗F(z) → C . Namely, let p → 0 and
after that κ→∞ . Then in this limit we have that
(u)∞ → 1− u , θ(u) → 1− u , (p)∞ → 1 ,
the elliptic weight functions tend to the respective trigonometric weight functions:
Wl[κ](t) → wl(t) (−1)
ℓ
ℓ∏
a=1
t−1a
n∏
m=1
zlmm
∏
16l<m6n
ξlml , κ
−ℓWl[κ
−1](t) → wl(t)
∏
16l<m6n
ξllm ,
the function Ωell defined in (C.1) and the short phase function Φ defined in (5.2) turn into the function
Ω given by (C.7):
Ωell(t) → Ω(t)
ℓ∏
a=1
ta
n∏
m=1
ξ−ℓm , Φ(t) → Ω(t) η
ℓ(ℓ−1)/2
ℓ∏
a=1
t2a
n∏
m=1
ξ−ℓm ,
and both the elliptic Shapovalov pairing and the hypergeometric pairing become the trigonometric
Shapovalov pairing:
κ−ℓ Sell
(
Wl[κ],Wm[κ
−1]
)
→ S(wl, wm) (−1)
ℓ
n∏
m=1
zlmm
∏
16l<m6n
ξml−llm ,
I
(
Wl[κ], wm
)
→ S(wl, wm) (−1)
ℓ ηℓ(ℓ−1)/2
n∏
m=1
zlmm
∏
16l<m6n
ξ−llm .
In the rest of the section we formulate and prove Lemma C.11 which implies Lemma C.3.
Let u1, . . . , uk be nonzero complex numbers. Consider a function F (t1, . . . , tℓ) which is quasiperiodic
with respect to each of the variables t1, . . . , tℓ :
F (t1, . . . , pta, . . . , tℓ) = p
−1F (t1, . . . , tℓ) ,
and which has the form
f(t1, . . . , tℓ)
k∏
j=1
ℓ∏
a=1
1
θ(tk/uj)
ℓ∏
a=1
ℓ∏
b=1
b6=a
θ(ta/tb)
θ(ηta/tb)
(C.10)
where f(t1, . . . , tℓ) is a symmetric holomorphic function on C
×ℓ. We call the points u1, . . . , uk the
“root” singularities of the function F .
For any l ∈ Zk>0 ,
k∑
j=1
lm = ℓ , introduce the points u ⊲ l, u ⊳ l ∈ C
×ℓ by the rule:
u ⊲ l = (η1−l1u1, η
2−l1u1, . . . , u1, η
1−l2u2, . . . , u2, . . . , η
1−lkuk, . . . , uk) ,
u ⊳ l = (ηl1−1u1, η
l1−2u1, . . . , u1, η
l2−1u2, . . . , u2, . . . , η
lk−1uk, . . . , uk) ,
58
cf. (2.35). For any i = 1, . . . , k let
Z
+
i = { l ∈ Z
k
>0 | li+1 = . . . = lk = 0 ,
k∑
j=1
lj = ℓ }
and
Z
−
i = { l ∈ Z
k
>0 | l1 = . . . = li = 0 ,
k∑
j=1
lj = ℓ } .
In particular, Z+0 = Z
−
k = ∅ and Z
+
k = Z
−
0 = { l ∈ Z
k
>0 |
k∑
j=1
lj = ℓ} .
(C.11) Lemma. For any i = 1, . . . , k we have that
∑
m∈Z
+
i
Res F (t)
∣∣
t=u⊲m
= (−1)ℓ
∑
m∈Z
−
i
Res F (t)
∣∣
t=u⊳m
,
provided that the singularity hyperplanes
ta = uj ,
ta = ηtb ,
a = 1, . . . , ℓ , j = 1, . . . , k ,
a, b = 1, . . . , ℓ , a 6= b ,
have no multiple intersections at the points u ⊲m , m ∈ Z+i , and at the points u ⊳m , m ∈ Z
−
i .
Proof. We prove the lemma by induction with respect to ℓ . For ℓ = 1 the statement is standard, which
provides the base of induction.
Let ℓ > 1 . To avoid complicated notations we first give the idea of the proof in the general case and
then explain technical details for the example ℓ = 3 , k = 3 , i = 1 .
The function F considered as a function of t2, . . . , tℓ for a fixed t1 has a form similar to (C.10) with
the “root” singularities at the points ηt1, η
−1t1, u1, . . . , uk . Using the induction assumption we apply
the lemma in this case taking in the left hand side of the formula the sum of residues corresponding to
the “root” singularities u1, . . . , ui, η
−1t1 and taking in the right hand side of the formula the sum of
residues corresponding to the “root” singularities ui+1, . . . , uk, ηt1 . To complete the proof we apply the
lemma to the function of t1 given by the sum of residues in the left hand side of the formula obtained
at the previous step.
Consider the example ℓ = 3 , k = 3 , i = 1 . At the first step we get
Res
(
Res F (t)
∣∣
t3=u1
)∣∣
t2=η
−1u1
+ Res
(
Res F (t)
∣∣
t3=u1
)∣∣
t2=η
−1t1
+ Res
(
Res F (t)
∣∣
t3=η
−1t1
)∣∣
t2=η
−2t1
=
= Res
(
Res F (t)
∣∣
t3=u2
)∣∣
t2=ηu2
+ Res
(
Res F (t)
∣∣
t3=u3
)∣∣
t2=ηu3
+ Res
(
Res F (t)
∣∣
t3=u3
)∣∣
t2=u2
+
+ Res
(
Res F (t)
∣∣
t3=u2
)∣∣
t2=ηt1
+ Res
(
Res F (t)
∣∣
t3=u3
)∣∣
t2=ηt1
+ Res
(
Res F (t)
∣∣
t3=ηt1
)∣∣
t2=η
2t1
.
Denote by G(t1) the sum of residues in the left hand side of the above formula, or equivalently, the
sum of residues in the right hand side of the above formula. The function G can have poles only at the
following points: psη−ru1, p
sηru2, p
sηru3 , r = 0, 1, 2 , s ∈ Z , because at any other point at least one
of the defining expressions for the function G has no pole. Hence, we have that
−
2∑
s=0
Res G(t1)
∣∣
t1=η
−su1
=
2∑
s=0
(
Res G(t1)
∣∣
t1=η
su2
+ Res G(t1)
∣∣
t1=η
su3
)
.
Substituting respectively the left (right) hand side definition of the function G into the left (right) hand
side of the above formula, we obtain that
−


t3 = u1
t2 = η
−1u1
t1 = η
−2u1

 −


t3 = u1
t2 = η
−1t1
t1 = η
−1u1

 −


t3 = η
−1t1
t2 = η
−2t1
t1 = u1

 =


t3 = u2
t2 = ηu2
t1 = η
2u2

 +


t3 = u2
t2 = ηu2
t1 = u3

 +
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+

t3 = u3
t2 = ηu3
t1 = u2

 +


t3 = u3
t2 = ηu3
t1 = η
2u3

 +


t3 = u3
t2 = u2
t1 = ηu2

 +


t3 = u3
t2 = u2
t1 = ηu3

 +


t3 = u2
t2 = ηt1
t1 = ηu2

 +
+


t3 = u2
t2 = ηt1
t1 = u3

 +


t3 = u3
t2 = ηt1
t1 = u2

 +


t3 = u3
t2 = ηt1
t1 = ηu3

 +


t3 = ηt1
t2 = η
2t1
t1 = u2

 +


t3 = ηt1
t2 = η
2t1
t1 = u3


where we use the notation


t3 = c
t2 = b
t1 = a

 = Res( Res(Res F (t)∣∣t3=c)∣∣t2=b)∣∣t1=a .
To complete the proof we have to transform the multiple residues to the form (2.34). This is straight-
forward under the assumptions of the lemma because at each step we have to calculate residues only
at simple poles and the function F is symmetric. The transformation can be done term by term, for
instance,
Res
(
Res
(
Res F (t)
∣∣
t3=u2
)∣∣
t2=ηt1
)∣∣
t1=u3
= Res
(
Res
(
Res F (t)
∣∣
t3=u2
)∣∣
t1=u3
)∣∣
t2=ηu3
=
= Res
(
Res
(
Res F (t)
∣∣
t3=u3
)∣∣
t2=ηu3
)∣∣
t1=u2
.
The lemma is proved. 
Appendix D. The q-Selberg integral
In this section we give proofs of formulae (5.13) and (D.9). The last formula is equivalent to the
formula for the q-Selberg integral, see [AK, Theorem 3.2].
Denote by F (t1, . . . , tℓ ; a, b, c) the integrand of the integral (5.13):
(D.1) F (t1, . . . , tℓ ; a, b, c) =
ℓ∏
k=1
θ(ctk)
tk (atk)∞ (b/tk)∞
ℓ∏
j=1
ℓ∏
k=1
k 6=j
(tj/tk)∞
(xtj/tk)∞
.
Proof of formula (5.13). Consider the integral in the left hand side of (5.13) as a function of c and
denote it by S(c) . Let f(c) be the ratio of S(c) and the right hand side of formula (5.13).
The function S(c) satisfies a difference equation
(D.2) S(pc) = S(c)
ℓ−1∏
s=0
1− xsa/c
1− xsbc
,
cf. Corollary D.6. The right hand side of formula (5.13) solves the same difference equation with respect
to c . Therefore, f(c) is a p -periodic function: f(pc) = f(c) .
S(c) is a holomorphic function of c on C× , since the integrand F (t1, . . . , tℓ ; a, b, c) is a holomorphic
function of c on C× and the integration contour is compact. So, the function f(c) is regular in the
annulus |pa| < |c| < |b|−1 of width greater than |p| . Hence, f(c) is a holomorphic function of c on
C×, and therefore, f(c) is a constant function.
We will show that f = 1 by induction with respect to ℓ . We will indicate the dependence of ℓ
explicitly, that is S(c) = Sℓ(c) and f = fℓ . The trivial case ℓ = 0 provides the base of the induction.
Formulae (2.30) and (B.5) after a suitable change of notation give the following identity:
ℓ∏
k=1
θ(ctk) =
ℓ∏
s=1
θ(x)
θ(xs)
∑
σ∈Sℓ
( ℓ∏
k=1
θ(xℓ−2k+1ctσk)
∏
16j<k6ℓ
θ(xtσk/tσj )
θ(tσk/tσj )
)
.
Replace the product
ℓ∏
k=1
θ(ctk) in the integrand F (t1, . . . , tℓ) by the right hand side of the identity.
Since the rest of the integrand is a symmetric function in t1, . . . , tℓ and the integration contour is
invariant with respect to permutations of the variables t1, . . . , tℓ , we can keep in the sum only the
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term corresponding to the identity permutation and then multiply the result of the integration by ℓ! .
Therefore, we have that
Sℓ(c) = ℓ!
ℓ∏
s=1
θ(x)
θ(xs)
∫
Tℓ
ℓ∏
k=1
θ(xℓ−2k+1ctk)
tk (atk)∞ (b/tk)∞
∏
16j<k6ℓ
(1− tj/tk)(px
−1tj/tk)∞
(xtj/tk)∞
dℓt .
Let c = px1−ℓb−1 . Then the integrand of the above integral is regular in the punctured disk 0 <
|t1| 6 1 and has a simple pole at t1 = 0 . Perfoming the integration with respect to t1 we obtain
Sℓ(px
1−ℓb−1) = 2πiℓ(p)∞
θ(x)
θ(xℓ)
Sℓ−1(px
−ℓb−1) .
The right hand side of formula (5.13) satisfies the same recurrence relation with respect to ℓ . Hence,
fℓ = fℓ−1 , which completes the proof. 
(D.3) Lemma. Let Xk =
∫
Tℓ
t1 . . . tkF (t1, . . . , tℓ ; a, b, c) d
ℓt , k = 0, . . . , ℓ . The following recurrence
relation holds:
Xk = Xk−1
k (1− xℓ−k+1)(p− xk−1bc)
(ℓ − k + 1)(1− xk)(pxℓ−ka− c)
, k = 1, . . . , ℓ .
Proof. Consider the integrals
(D.4) X˜k =
∫
Tℓ
(1− at1)t2, . . . , tk
ℓ∏
j=2
xt1 − tj
t1 − tj
F (t1, . . . , tℓ ; a, b, c) d
ℓt ,
k = 1, . . . , ℓ . Notice that the integrands are regular on Tℓ since F (t1, . . . , tℓ ; a, b, c) vanishes at all
diagonals ti = tj .
Replacing t1 by t1/p in the integrand and using the explicit formula for F (t1, . . . , tℓ ; a, b, c) we
obtain that
X˜k =
∫
Tp×Tℓ−1
p−1c(b − t1)t2, . . . , tk
ℓ∏
j=2
t1 − xtj
t1 − tj
F (t1, . . . , tℓ ; a, b, c) d
ℓt
where Tp = {t1 ∈ C | |t1| = p} . The integrand considered as a function of t1 is regular in the annulus
p 6 |t1| 6 1 . Therefore, we can replace the integration contour Tp × T
ℓ−1 in the above integral by Tℓ
without changing the integral:
(D.5) X˜k =
∫
Tℓ
p−1c(b− t1)t2, . . . , tk
ℓ∏
j=2
t1 − xtj
t1 − tj
F (t1, . . . , tℓ ; a, b, c) d
ℓt .
Since the integration contour Tℓ is invariant with respect to permutations of the variables t1, . . . , tℓ ,
we can symmetrize the integrands in the formulae for X0, . . . , Xℓ and X˜1, . . . , X˜ℓ . Then formula (D.4)
and the first two identities (D.7) imply that
(1− x)X˜k =
1− xℓ−k+1
ℓ− k + 1
Xk−1 −
xℓ−k − xℓ
k
aXk , k = 1, . . . , ℓ ,
and formula (D.5) and the last two identities (D.7) imply that
(1 − x)X˜k =
xk−1 − xℓ
ℓ− k + 1
p−1bcXk−1 −
1− xk
k
p−1cXk , k = 1, . . . , ℓ ,
because the function F (t1, . . . , tℓ ; a, b, c) is symmetric in the variables t1, . . . , tℓ . The rest of the proof
is obvious. The lemma is proved. 
61
(D.6) Corollary. The difference equation (D.2) holds.
Proof. The statement is clear since S(c) = X0 and S(c/p) = (−c/p)
ℓXℓ . 
(D.7) Lemma. The following identities hold:
k (1 − x)
∑
σ∈Sℓ
(
tσ1 . . . tσk
ℓ∏
j=2
xtσ1 − tσj
tσ1 − tσj
)
= (xℓ−k − xℓ)
∑
σ∈Sℓ
tσ1 . . . tσk ,
(ℓ− k)(1 − x)
∑
σ∈Sℓ
(
tσ1 . . . tσk
ℓ−1∏
j=1
xtσ1 − tσj
tσ1 − tσj
)
= (1− xℓ−k)
∑
σ∈Sℓ
tσ1 . . . tσk ,
k (1 − x)
∑
σ∈Sℓ
(
tσ1 . . . tσk
ℓ∏
j=2
tσ1 − xtσj
tσ1 − tσj
)
= (1− xk)
∑
σ∈Sℓ
tσ1 . . . tσk ,
(ℓ− k)(1 − x)
∑
σ∈Sℓ
(
tσ1 . . . tσk
ℓ−1∏
j=1
tσ1 − xtσj
tσ1 − tσj
)
= (xk − xℓ)
∑
σ∈Sℓ
tσ1 . . . tσk .
Proof. The left hand sides of the above formulae are homogeneous symmetric polynomials in the variables
t1, . . . , tℓ of the homogeneous degree k and of degree one in each of the variables t1, . . . , tℓ . Hence, they
are proportional to
∑
σ∈Sℓ
tσ1 . . . tσk .
Restrict the polynomials in question to the line tj = x
j−1t1 , j = 1, . . . , ℓ , and use the following
identity
(D.8)
∑
06r1<...<rk6ℓ
xr1+...+rk =
k−1∏
s=0
xs − xℓ
1− xs+1
.
Then the calculation of the proportionality coefficients is straighforward. Identity (D.8) can be proved
by induction with respect to ℓ . 
Let
S(t1, . . . , tℓ) =
ℓ∏
k=1
(ptk)∞
(αtk)∞
∏
16j<k6ℓ
(1− tk/tj)(px
−1tk/tj)∞
(xtk/tj)∞
.
(D.9) Theorem. Let |u| < min (1, |xℓ−1|) . Then
ℓ∑
k=1
∞∑
rk=0
u
ℓ∑
i=1
(ℓ−i+1)ri
x
−
ℓ∑
i=1
(i−1)(ℓ−i+1)ri
S(pr1 , pr1+r2x, . . . , pr1+...+rℓxℓ−1) =
=
ℓ−1∏
s=0
(x)∞ (x
sαu)∞ (p)∞
(xs+1)∞ (x
sα)∞(x
−su)∞
provided the parameters α and x are such that all the terms of the sum are regular.
Proof. The sum in the left hand side of the formula is absolutely convergent and, hence, defines an ana-
lytic function of the parameters α, u, x . Therefore, it suffices to prove the formula under the assumption
|α| < 1 , |x| < 1 .
Under this assumption formula (D.9) follows from formula (5.13) and Lemma D.10, since the sum
in formula (D.9) is proportional term by term to the sum in formula (D.10) if we identify α = ab ,
u = pb−1c−1 and the proportionality coefficient equals
ℓ−1∏
s=0
(
(p)2∞/θ(x
−su)
)
. 
(D.10) Lemma. Let |a| < 1 , |b| < 1 , |x| < 1 and |xℓ−1bc| > |p| . Then∫
Tℓ
F (t1, . . . , tℓ ; a, b, c) d
ℓt =
= (2πi)ℓ ℓ!
ℓ∑
k=1
∞∑
rk=0
Res
(
Res
(
. . . Res F (t1, . . . , tℓ ; a, b, c)
∣∣
tℓ=p
rℓxtℓ−1
. . .
)∣∣
t2=p
r2xt1
)∣∣
t1=p
r1b
.
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Proof. We begin the proof with the next identity which follows from formulae (B.5), (B.6) after a suitable
change of notations:
ℓ∏
k=1
θ(ctk)
θ(tk/b)
=
ℓ−1∏
s=0
θ(pxsbc)
θ(xs(s−ℓ)(bc)s−ℓ)
×
×
∑
σ∈Sℓ
( ℓ∏
k=1
θ(x1+(k−1)(k−1−ℓ)(bc)k−1−ℓtσk−1/tσk)
θ(xtσk−1/tσk)
∏
16j<k6ℓ
θ(xtσj/tσk)
θ(tσj /tσk)
)
where σ0 = 0 . Here and below we set t0 = x
−1b . Using the identity we obtain that
∫
Tℓ
F (t1, . . . , tℓ ; a, b, c) d
ℓt = ℓ!
∫
Tℓ
F˜ (t1, . . . , tℓ) d
ℓt ,(D.11)
F˜ (t1, . . . , tℓ) = (−b)
−ℓ (p)ℓ∞
ℓ−1∏
s=0
θ(pxsbc)
θ(xs(s−ℓ)(bc)s−ℓ)
×
×
ℓ∏
k=1
θ(x1+(k−1)(k−1−ℓ)(bc)k−1−ℓtk−1/tk)(ptk/b)∞
θ(xtk−1/tk)(atk)∞
∏
16j<k6ℓ
(1− tk/tj)(px
−1tk/tj)∞
(xtk/tj)∞
.
This step is similar to the transformation of the integral in the proof of formula (5.13).
Suppose that the variables t1, . . . , tℓ−1 are fixed and |tk| = 1 , k = 1, . . . , ℓ − 1 . Then poles of the
function F˜ (t1, . . . , tℓ) in the punctured disk 0 < |tℓ| < 1 form the following set: {p
rb | r ∈ Z>0} .
Hence,∫
Tℓ
F˜ (t1, . . . , tℓ) d
ℓt =
∫
Tℓ−1×Tpsxε
F˜ (t1, . . . , tℓ) d
ℓt + 2πi
s−1∑
r=0
∫
Tℓ−1
Res F˜ (t1, . . . , tℓ)
∣∣
tℓ=p
rxtℓ−1
dℓ−1t ,
where Ty = {tℓ ∈ C | |tℓ| = y} , ε is an arbitrary positive number between |p| and 1 , and the residues
are calculated with respect to the variable tℓ , all other variables being fixed. Due to the functional
relation
F˜ (t1, . . . , tℓ−1, ptℓ)
F˜ (t1, . . . , tℓ)
= x1−ℓ (bc)−1
1− atℓ
1− pb−1tℓ
ℓ−1∏
k=1
(tk − ptℓ)(tk − xtℓ)
(tk − tℓ)(tk − px−1tℓ)
we see that F˜ (t1, . . . , tℓ) = O
(
(xℓ−1bc)−s
)
uniformly at Tℓ−1 × Tpsxε and
Res F˜ (t1, . . . , tℓ)
∣∣
tℓ=p
rxtℓ−1
= O
(
ps(xℓ−1bc)−s
)
as s→∞. Therefore,
∫
Tℓ
F˜ (t1, . . . , tℓ) d
ℓt = 2πi
∞∑
r=0
∫
Tℓ−1
Res F˜ (t1, . . . , tℓ)
∣∣
tℓ=p
rxtℓ−1
dℓ−1t .
Similarly to the previous consideration we transform the integrals in the right hand side of the above
formula and obtain that∫
Tℓ
F˜ (t1, . . . , tℓ) d
ℓt = (2πi)2
∞∑
rℓ=0
∞∑
rℓ−1=0
∫
Tℓ−2
Res
(
Res F˜ (t1, . . . , tℓ)
∣∣
tℓ=p
rℓxtℓ−1
)∣∣
tℓ−1=p
rℓ−1xtℓ−2
dℓ−2t .
It is clear that the order of summation is irrelevant. Repeating the procedure ℓ times we get the following
formula ∫
Tℓ
F˜ (t1, . . . , tℓ) d
ℓt =
= (2πi)ℓ
ℓ∑
k=1
∞∑
rk=0
Res
(
Res
(
. . . Res F˜ (t1, . . . , tℓ)
∣∣
tℓ=p
rℓxtℓ−1
. . .
)∣∣
t2=p
r2xt1
)∣∣
t1=p
r1 b
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which is equivalent to formula (D.10) because of relation (D.11) and the equality
Res
(
Res
(
. . . Res F (t1, . . . , tℓ ; a, b, c)
∣∣
tℓ=p
rℓxtℓ−1
. . .
)∣∣
t2=p
r2xt1
)∣∣
t1=p
r1 b
=
= Res
(
Res
(
. . . Res F˜ (t1, . . . , tℓ)
∣∣
tℓ=p
rℓxtℓ−1
. . .
)∣∣
t2=p
r2xt1
)∣∣
t1=p
r1 b
.
The lemma is proved. 
Appendix E. The multidimensional Askey-Roy formula and Askey’s conjecture
In this section we give proofs of formula (5.14) and Askey’s conjecture [As, Conjecture 8], see formula
(E.8).
Proof of formula (5.14). Let n = 2 and κ = p−1ηℓ−1ξ−11 ξ
−1
2 . Assume that parameters ξ1, ξ2, z1, z2
and η are generic. Consider formula (5.11). It takes the form
(E.1) I(W0, w) =
ℓ−1∏
s=0
(η−1)∞ (pη
s+2−ℓξ21ξ
2
2)∞ (η
sξ−22 )∞ (η
sξ−11 ξ
−1
2 z1/z2)∞
(η−s−1)∞ (p)∞ (η
−sξ21)∞ (η
sξ1ξ2z1/z2)∞
.
Here and after we use the simplified notations: w0 = w(ℓ,0) , Wk = W(ℓ−k,k) , k = 0, . . . , ℓ , and I
denotes the hypergeometric integral (5.1) as usual.
In the case in question the quotient space Fell(z)/Q
′(z) is one-dimensional and is spanned by the
equivalence class of the function W0 , see Lemma 2.39. Let y ∈ C
×ℓ be the following point:
y = (ηℓ−1ξ−11 z1, η
ℓ−2ξ−11 z1, . . . , ξ
−1
1 z1) .
Lemma 2.37 means that for any element W (t) of the elliptic hypergeometric space Fell(z) of a fiber
the function W (t)W0(y)−W0(t)W (y) is an element of the boundary subspace Q
′(z) . Therefore, by
Lemma 5.8 for any W ∈ Fell(z) we have that
(E.2) I(W,w0) = I(W0, w0)
W (y)
W0(y)
.
Let ζ be a nonzero complex number. The next function is an element of the space Fell(z) :
(E.3) W (t1, . . . , tℓ) =
ℓ∏
a=1
θ(pη1−ℓξ1ξ2ζ
−1ta/z1)θ(ζ ta/z2)
θ(ξ−11 ta/z1)θ(ξ
−1
2 ta/z2)
∏
16a<b6ℓ
θ(ta/tb)
θ(ηta/tb)
.
In particular, for ζ = ξ−12 we get the function W0 .
Let |z1| = |z2| = 1 , |ξ1| < 1 , |pξ2| < 1 and |η | > 1 . Under these assumptions for any function
W ∈ Fell(z) the hypergeometric integral I(W,w0) is given by formula (5.3):
I(W,w0) =
∫
Tℓ
Φ(t)w0(t)W (t) (dt/t)
ℓ .
Calculating the hypergeometric integral I(W,w0) for a function W of the form (E.3) via formulae
(E.1) and (E.2) we obtain formula (5.14) for generic values of parameters a, b, c, α, β, x up to a change
of notations:
(E.4) a = ξ1/z1 , b = ξ2/z2 , c = pz2/ζ , α = ξ1z1 , β = pξ2z2 , x = η
−1 .
Formula (5.14) extends to arbitrary values of parameters a, b, c, α, β, x by the analytic continuation. 
Formula (5.14) admits the following modifications.
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(E.5) Lemma. Let |a| < 1 , |b| < 1 , |α| < 1 , |β| < 1 , |x| < 1 . Then
∫
Tℓ
ℓ∏
k=1
θ(ptk/c)θ(x
ℓ−1abctk)
tk (atk)∞ (btk)∞ (α/tk)∞ (β/tk)∞
∏
16j<k6ℓ
θ(tj/tk)∞
(xtj/tk)∞ (pxtk/tj)∞
dℓt =
= (2πi)ℓ (p)ℓ(ℓ−3)/2∞
ℓ−1∏
s=0
(px)∞ (x
ℓ+s−1abαβ)∞ θ(x
sac)θ(xsbc)
(pxs+1)∞ (x
saα)∞ (x
saβ)∞ (x
sbα)∞ (x
sbβ)∞
.
(E.6) Lemma. Let |a| < 1 , |b| < 1 , |α| < 1 , |β| < 1 , |x| < 1 . Then
∫
Tℓ
ℓ∏
k=1
θ(ptk/c)θ(x
ℓ−1abctk)
tk (atk)∞ (btk)∞ (α/tk)∞ (β/tk)∞
∏
16j<k6ℓ
θ(tk/tj)∞
(xtk/tj)∞ (pxtj/tk)∞
dℓt =
= (2πi)ℓ (p)ℓ(ℓ−3)/2∞
ℓ−1∏
s=0
(px)∞ (x
ℓ+s−1abαβ)∞ θ(x
sac)θ(xsbc)
(pxs+1)∞ (x
saα)∞ (x
saβ)∞ (x
sbα)∞ (x
sbβ)∞
.
Proof of Lemma E.5. Denote by f(t1, . . . , tℓ) the integrand in formula (5.14). Then the integrand in
the first formula of the lemma equals
f(t1, . . . , tℓ)(p)
ℓ(ℓ−1)/2
∞
∏
16j<k6ℓ
tj − xtk
tj − tk
.
Since the integration contour Tℓ is invariant with respect to permutations of the variables t1, . . . , tℓ ,
the first formula follows from formula (5.14) and the next identity:
∑
σ∈Sℓ
∏
16j<k6ℓ
tσj − xtσk
tσj − tσk
=
ℓ∏
s=1
1− xs
1− x
.
The identity is equivalent to Corollary A.2 up to a change of notations. 
The proof of Lemma E.6 is similar.
Introduce points vs ∈ C , s ∈ Z , by the rule:
vs = p
sb for s > 0 , vs = p
−s−1a for s < 0 .(E.7)
Set
A(u1, . . . , uℓ;x) =
ℓ∏
k=1
uk (puk/a)∞ (puk/b)∞
(αuk)∞ (βuk)∞
∏
16j<k6ℓ
(px−1uk/uj)∞
(pxuk/uj)∞
.
(E.8) Theorem. Let m be a nonnegative integer. Then
ℓ∑
k=1
∑
rk∈Z
sgn(rk)A(vr1 , . . . , vrℓ ; p
m)
ℓ∏
k=1
v2m(ℓ−k)rk =
= pm
2
(
ℓ
3
)
−
(
m
2
)(
ℓ
2
) ℓ−1∏
s=0
(pm+1)∞ (p
m(ℓ+s−1)abαβ)∞ (−ab)
ms bθ(a/b)
(pm(s+1)+1)∞ (p
msaα)∞ (p
msaβ)∞ (p
msbα)∞ (p
msbβ)∞
provided the parameters a, b, α, β are such that all the terms of the sum are regular. Here sgn(r) = 1
for r > 0 , and sgn(r) = −1 for r < 0 .
Remark. The above formula was conjectured by Askey [As, Conjecture 8]. There is the following corre-
spondence of notations:
p = q , a = −c , b = d , α = −qx/c , β = qy/d , m = k , ℓ = n
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where notations in the left hand side are from this paper and notations in the right hand sides are from
[As]. The above formula differs from the conjectured formula in [As] by the factor pm
2
(
ℓ
3
)
−
(
m
2
)(
ℓ
2
)
.
Remark. After this paper was written we found out that formula (E.8) was proved in [E].
Proof of Theorem E.8. The sum in the left hand side of the formula is absolutely convergent since
A(vr1 , . . . , vrℓ ; p
m)
ℓ∏
k=1
v2m(ℓ−k)rk = O(p
|r1|+...+|rℓ|)
as |r1| + . . . + |rℓ| → ∞ . Hence, the sum defines an analytic function of the parameters a, b, α, β .
Therefore, it suffices to prove the formula under the assumptions |a| < 1 , |b| < 1 , |α| < 1 , |β < 1| .
Consider the integral in the left hand side of formula (E.6) for x = pm , and denote the integrand by
f(t1, . . . , tℓ) . The poles of the integrand are located at the hyperplanes
tj = p
−sa−1 , tj = p
−sb−1 , tj = p
sα , tj = p
sβ ,
j = 1, . . . , ℓ , s ∈ Z>0 . Due to Lemma E.6 the formula (E.8) is equivalent to the next formula∫
Tℓ
f(t1, . . . , tℓ) d
ℓt =(E.9)
= (−2πi)ℓ
ℓ∑
k=1
∑
rk∈Z
Res
(
Res
(
. . . Res f(t1, . . . , tℓ)
∣∣
tℓ=v
−1
rℓ
. . .
)∣∣
t2=v
−1
r2
)∣∣
t1=v
−1
r1
,
since the sum of residues in the right hand side coincides with the sum in the left hand side of formula
(E.8). Formula (E.9) can be proved by standard arguments, cf. definition (E.7) of points vs , s ∈ Z .
The theorem is proved. 
Theorem E.8 admits the following generalization. Set
A˜(u1, . . . , uℓ;x) =
ℓ∏
k=1
uk (puk/a)∞ (puk/b)∞
(αuk)∞ (βuk)∞
∏
16j<k6ℓ
(1 − uk/uj)(px
−1uk/uj)∞
(xuk/uj)∞
.
(E.10) Theorem. Let |pxℓ−1| < 1 . Then
ℓ∑
j=0
ℓ∑
k=1
∞∑
rk=0
(−1)
j
x
ℓ∑
i=1
(ℓ−i)(ℓ−i+1)ri− (ℓ−j−1)(ℓ−j)(1+2
j∑
i=1
ri)/2
ℓ−j−1∏
s=0
θ(xj+sa/b)
θ(xj−sa/b)
×
× A˜(pr1a, pr1+r2xa, . . . , pr1+...+rjxj−1a, prj+1b, . . . , prj+1+...+rℓxℓ−j−1b;x) =
=
ℓ−1∏
s=0
(x)∞ (x
ℓ+s−1abαβ)∞ bθ(x
sa/b)
(xs+1)∞ (x
saα)∞ (x
saβ)∞ (x
sbα)∞ (x
sbβ)∞
provided the parameters a, b, α, β, x are such that all the terms of the sum are regular.
Proof. The proof is similar to the proof of the previous Theorem. The terms of the sum behave as
O
(
(pxℓ−1)
r1+...+rℓ) for r1 + . . . + rℓ going to infinity. Hence, the sum is absolutely convergent and
defines an analytic function of the parameters a, b, α, β, x . Therefore, it suffices to prove the formula
under the assumptions |a| < 1 , |b| < 1 , |α| < 1 , |β < 1| , |x| < 1 .
Consider the integral in the left hand side of formula (5.14) and denote the integrand by f(t1, . . . ,
tℓ) . The poles of the integrand are located at the hyperplanes
tj = p
−sa−1 , tj = p
−sb−1 , tj = p
sα , tj = p
sβ ,
j = 1, . . . , ℓ , s ∈ Z>0 , and at the hyperplanes
tj = p
sxtk , j, k = 1, . . . , ℓ, j 6= k , s ∈ Z>0 .
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Moreover, the integrand vanishes at the hyperplanes
tj = p
stk , j, k = 1, . . . , ℓ, j 6= k , s ∈ Z ,
and it is a symmetric function of the integration variables t1, . . . , tℓ . Using these properties of the
integrand by standard arguments we obtain the following formula
∫
Tℓ
f(t1, . . . , tℓ) d
ℓt = (2πi)ℓ ℓ! ×(E.11)
×
ℓ∑
j=0
ℓ∑
k=1
∞∑
rk=0
Res
(
. . . Res
(
Res
(
. . . Res f(t1, . . . , tℓ)
∣∣
tℓ=p
−rℓx−1tℓ−1
. . .
)∣∣
tj+1=p
−rj+1 b−1
)∣∣
tj=p
−rjx−1tj−1
. . .
)∣∣
t1=p
−r1a−1
)
,
Formula (E.11) is a particular case of formula (F.2). We will give a detailed proof of a more general
formula in Appendix F.
Due to formula (5.14) the formula (E.10) is equivalent to formula (E.11) since the sum of residues in
the right hand side of formula (E.11) coisides with the sum in the left hand side of formula (E.10). 
Appendix F. The Jackson integrals via the hypergeometric integrals
In this section we present two theorems which connect the hypergeometric integrals described in this
paper with symmetric A-type Jackson integrals.
Let s = (s1, . . . , sℓ) be a vector with integer components. For any l ∈ Z
n
ℓ define the points x ⊲
(l, s), y ⊳ (l, s) ∈ C×ℓ as follows:
x ⊲ (l, s) = (ps1+...+sl1 η1−l1ξ1z1, p
s2+...+sl1η2−l1ξ1z1, . . . , p
sl1 ξ1z1,
psl1+1+...+sl1+l2 η1−l2ξ2z2, . . . , p
sl1+l2 ξ2z2, . . . , p
sℓ−ln+1+...+sℓη1−lnξnzn, . . . , p
sℓξnzn) ,
y ⊳ (l, s) = (ps1+...+sl1 ηl1−1ξ−11 z1, p
s2+...+sl1 ηl1−2ξ−11 z1, . . . , p
sl1 ξ−11 z1,
psl1+1+...+sl1+l2ηl2−1ξ−12 z2, . . . , p
sl1+l2 ξ−12 z2, . . . , p
sℓ−ln+1+...+sℓηln−1ξ−1n zn, . . . , p
sℓξ−1n zn) ,
cf. (2.35). In particular, for s = (0, . . . , 0) we have x ⊲ (l, s) = x ⊲ l and y ⊳ (l, s) = y ⊳ l .
Recall, that the short phase function Φ(t, z) is given by formula (5.2) and we define the multiple
residue by formula (2.34). Set Φ˜(t, z) = t−11 . . . t
−1
ℓ Φ(t, z) .
(F.1) Theorem. Let |pκ
n∏
m=1
ξ−1m | < min (1, |η |
1−ℓ) . Let (2.13) – (2.15) hold. Then for any functions
w ∈ F(z) and W ∈ Fell(z) we have that
I(W,w) = (2πi)ℓ ℓ!
∑
m∈Zn
ℓ
∑
s∈Zℓ
>0
Res
(
Φ˜(t)w(t)W (t)
)∣∣
t=x⊲(m,s)
.
(F.2) Theorem. Let |κ
n∏
m=1
ξm| > max (1, |η |
ℓ−1) . Let (2.13) – (2.15) hold. Then for any functions
w ∈ F(z) and W ∈ Fell(z) we have that
I(W,w) = (−2πi)ℓ ℓ!
∑
m∈Zn
ℓ
∑
s∈Zℓ
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Res
(
Φ˜(t)w(t)W (t)
)∣∣
t=y⊳(m,s)
.
Proof of Theorem F.1. We prove the theorem assuming that the functions w and W are the trigono-
metric and elliptic weight function, respectively. For arbitrary functions w and W the statement holds
by linearity.
Let ζ = max (1, |η |ℓ−1) |pκ
n∏
m=1
ξ−1m | , that is 0 < ζ < 1 under the assumptions of the theorem. Using
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the functional relation
(F.3)
Φ(t1, . . . , pta, . . . , tℓ)W (t1, . . . , pta, . . . , tℓ)
Φ(t1, . . . , tℓ)W (t1, . . . , tℓ)
= κ
n∏
m=1
ξmta − zm
ta − ξmzm
∏
a<b6ℓ
ta − ηtb
ηta − tb
∏
16b<a
ta − pηtb
pηta − tb
,
a = 1, . . . , ℓ , we estimate the residues: Res
(
Φ˜(t)w(t)W (t)
)∣∣
t=x⊲(m,s)
= O(ζs1+...+sℓ) , and obtain that
the sum is absolutely convergent. Therefore, the sum defines an analytic function of the parameters
η , ξ1, . . . , ξn , z1, . . . , zn , and it suffices to prove the formula under the assumptions that |η | > 1 and
|zm| = 1 , |ξm| < 1 , m = 1, . . . , n .
Under these assumptions the hypergeometric integral I(W,w) is given by formula (5.3) and the claim
of the theorem is equivalent to Lemma F.4 for f = 1 . Theorem F.1 is proved. 
(F.4) Lemma. Let |η | > 1 and |ξlzl| < |ξ
−1
m zm| for all l,m = 1, . . . , n . Let |pκ
n∏
m=1
ξ−1m | < 1 . Let
(2.13) – (2.15) hold. Let α be a real number such that max (|ξ1z1|, . . . , |ξnzn|) < α < min (|ξ
−1
1 z1|,
. . . , |ξ−1n zn|) . Then,∫
Tℓα
Φ(t)w(t)W (t)f(t) (dt/t)ℓ = (2πi)ℓ ℓ!
∑
m∈Zn
ℓ
∑
s∈Zℓ
>0
Res
(
Φ˜(t)w(t)W (t)f(t)
)∣∣
t=x⊲(m,s)
for any symmetric function f(t) regular inside the torus Tℓα = {t ∈ C
ℓ | |t1| = α , . . . , |tℓ| = α} .
Proof. We prove the lemma by induction with respect to ℓ , the number of integrations.
Notice that the integral does not change if we replace the integration contour in the integral by Tα1×
. . .× Tαℓ , where α1, . . . , αℓ are pairwise distinct real numbers close to α .
Similar to the proof of Theorem F.1 we see that the sum of residues is absolutely convergent. Hence,
the sum defines a holomorphic function of the parameters η , ξ1, . . . , ξn , z1, . . . , zn , and the same does
the integral in the left hand side of formula (F.4). Therefore, without loss of generality we can assume
that all the numbers |psαm| , |p
sξmzm| , m = 1, . . . , n , s ∈ Z>0 , are pairwise distinct.
Replace the integration contour in the integral by Tεα1× . . .× Tεαℓ for real ε , so that at ε = 1
we have the initial integral. If ε is decreasing starting from 1 , the integral is not changing until the
integration contour touches one of the hyperplanes where the integrand has a pole. And every time when
the integration contour crosses the singularity hyperplane we pick up the integral of dimension ℓ − 1
of the corresponding residue. Notice that during the described deformation the integration contour can
touch only the singularity hyperplanes of the form ta = p
sξmzm , s ∈ Z>0 . Finally, for any positive
integer r we get
∫
Tℓα
Φ(t)w(t)W (t)f(t) (dt/t)ℓ =
∫
T
ℓ
prα
Φ(t)w(t)W (t)f(t) (dt/t)ℓ +
+ 2πi
∑
(r)
∫
Res
(
t−1a Φ(t)w(t)W (t)f(t)
)∣∣
ta=p
sξmzm
(dt/t)ℓ−1 ,
where each term of the sum
∑
(r) corresponds to a passing of the integration contour through a singu-
larity hyperplane when ε goes from 1 to pr .
Using relation (F.3) it is easy to show that
∫
T
ℓ
prα
Φ(t)w(t)W (t)f(t) (dt/t)ℓ = O
(
|pκ
n∏
m=1
ξ−1m |
ℓr)
as r →∞ . Hence, the integral disappears as r →∞ .
All integrals of smaller dimension in the sum
∑
(r) are of the same form as the initial integral and
can be replaced by the sums of residues according to formula (F.4) because of the induction assumption.
Since Φ˜(t)w(t)W (t)f(t) is a symmetric function of t1, . . . , tℓ , it is straightforward to show that the
resulting sum of residues can be transformed to the sum in the right hand side of formula (F.4). The
lemma is proved. 
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The proof of Theorem F.2 is similar to the proof of Theorem F.1.
The sums of residues in formulae (F.1) and (F.2) coincide with symmetric A-type Jackson integrals,
see for example [AK]. This means that the transition functions between asymptotic solutions of the
qKZ equation coincide with the connection matrices for symmetric A-type Jackson integrals. The Gauss
decomposition of the connection matrices studied in [AK] is related to Lemmas B.10 and 7.6 in this
paper.
Appendix G. One useful identity
Particular specializations of the following identity:
(G.1)
l∑
a=0
(
j + a
j
)(
j + k + a
k
)(
l +m− a
m
)
=
(
j + k
k
)(
j + k + l +m+ 1
j + k +m+ 1
)
,
are often used in the paper. The identity can be proved by induction with respect to l and m .
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Abstract. The trigonometric quantized Knizhnik-Zamolodchikov (qKZ) equation associated with
the quantum group Uq(sl2) is a system of linear difference equations with values in a tensor product
of Uq(sl2) Verma modules. We solve the equation in terms of multidimensional q-hypergeometric
functions and define a natural isomorphism of the space of solutions and the tensor product of
the corresponding evaluation Verma modules over the elliptic quantum group Eρ,γ(sl2) where
parameters ρ and γ are related to the parameter q of the quantum group Uq(sl2) and the step
p of the qKZ equation via p = e2πiρ and q = e−2πiγ .
We construct asymptotic solutions associated with suitable asymptotic zones and compute the
transition functions between the asymptotic solutions in terms of the dynamical elliptic R-matrices.
This description of the transition functions gives a connection between representation theories of
the quantum loop algebra Uq(g˜l2) and the elliptic quantum group Eρ,γ(sl2) and is analogous to
the Kohno-Drinfeld theorem on the monodromy group of the differential KZ equation.
In order to establish these results we construct a discrete Gauss-Manin connection, in particular,
a suitable discrete local system, discrete homology and cohomology groups with coefficients in this
local system, and identify an associated difference equation with the qKZ equation.
