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Abstract
The knowledge of uncertain parameter distributions is often required to investigate any typical stochastic problem. It may be
possible to directly measure uncertain parameters but this is often quite easier to identifying these parameters from system outputs
by solving an inverse problem. In this paper, a robust and efﬁcient inverse method based of the non–sampling technique, i.e.
generalized polynomial chaos expansion, is presented to identifying uncertain elastic parameters from experimental modal data. We
review the general polynomial chaos theory and relating issues for uncertain parameter identiﬁcation. An application is presented
in which the elastic parameters of orthotropic plates are identiﬁed from the modal data. The distribution functions of uncertain
parameters are derived from experimental eigen–frequencies via an inverse stochastic problem. The Pearson model is used to
identify the type of density functions. This realization then is employed to construct random orthogonal basis for each uncertain
parameter.
c© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Karlsruhe Institute of
Technology (KIT), Institute of the Engineering Mechanics.
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1. Introduction
The construction of stochastic models has become an important tool for analysis and design of real structures
exhibit some degrees of uncertainty relating material properties, geometry, boundary conditions, forcing, etc. Deter-
ministic numerical models for such structures lead to nominal results. For instance, most models to investigate the
behavior of composite materials assume an effective homogenized set of material properties, see Fig. 1. These models
fail to capture the true behavior of the wide variety of composite materials that exhibit signiﬁcant inherent random-
ness [1]. There are also modeling errors that can be treated as modeling uncertainty. Due to the subscale structural
complexity of such structures, direct measuring of material properties and corresponding randomness and uncertain-
ties may be difﬁcult. However, this randomness will appear effectively in macroscale structure responses which are
mostly measurable. This is shown in Fig. 2 where the experimental Frequency Response Function (FRF) and the
phase of sample laminated composite plates are shown. The results show large impact of uncertainty, deﬁnitely, in the
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Figure 1. (a)– Many composite models assume that inclusions such as ﬁbers are spaced at regular intervals (HOM). In some cases, (b)–(d), this
assumption is not valid [1].
phase diagram in comparison with the nominal solution. Owing the fact that uncertainty has a probabilistic basis and
reﬂects the randomness of the structure under test; any identiﬁed parameter is also affected by this randomness. To
show the range of this randomness the Probability Density Function (PDF) of the ﬁrst eigen–frequency of the plate is
shown in Fig. 3. It includes a variation from 637 to 700 Hz with deterministic nominal value of 675 Hz. The major
issue relating such a data PDF in probabilistic theory is to knowing the type of PDF. The central limit theorem states
that, the mean of a sufﬁciently large number of independent random variables, each with ﬁnite mean and variance,
will be approximately normally distributed. However, this is not applicable in practice physical and engineering data
where a limited non–Gaussian data is available on a parameter. Therefore forcing any distribution, especially those
with non–zero skewness to be a Gaussian distribution can fundamentally introduce large errors.
One common goal in material identiﬁcation in structural analysis is to identify physical parameters, e.g. E–moduli
of structure, from such measurement. These identiﬁed parameters can be further used as indicator for the status
of the structure. If a material parameter has to be identiﬁed from structure responses, it may also be affected by
the involved uncertainty. The main issue relating for representation of the uncertainty is still remained due to the
fact that the PDF of the measured data is unknown. Monte Carlo (MC) simulation methods offer a promising means
regardless of the number of uncertain parameters. However, it is not efﬁcient for estimation of PDF because it requires
a large number of samples in order to obtain a sufﬁcient number of rare failed samples. A usual solution is to use
parametric PDF and identiﬁcation of the parameters by using maximum likelihood estimation. This is shown in Fig. 4
in which all valid identiﬁed PDFs to representing the ﬁrst eigen–frequency with average %7 error in Cumulative
Density Function (CDF) estimation are plotted. More generally, any situation where a statistical model will invariably
have more than one set of parameters which generate a range of distribution to observations. Clearly, a PDF which
its parameters minimize the likelihood function is the best to represent the data. Now assuming that the ﬁrst 10
eigen–frequencies represented by 10 different PDFs are considered as system responses to identifying the structure
parameters. This means that the corresponding stochastic space is 10–dimensional one [2]. PDF Identiﬁcation with
some reasonable error will decrease the dimension of the random space effectively so that the most of the measured
system responses are represented with a minimum number of random variables. The minimum number of random
variable will guarantee a dimension reduction in random space.
As the probability properties of structure response are known, the indirect observation of material properties then
is investigated via an inverse stochastic problem from the measured response data. In contrast to the deterministic
inverse problem in which the unknown parameters are determined as estimated values, a stochastic inverse problem
is an inverse problem for which the subject of the inversion parameters is a probability measure. In such cases,
the distributions of system outputs are characterized by certain types of PDFs, e.g. Gaussian, normal, etc. The
uncertainties in the system outputs propagate through the system inverse model. Bayesian inference techniques are
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Figure 2. Experimental frequency response function and phase of orthotropic composite plates, the bold lines show the corresponding nominal
solution.
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Figure 3. Distribution of the ﬁrst experimental eigen–frequency.
the most used methods which provide a robust approach to taking in account the system variability and parameter
uncertainties. The method includes all known information about parameter and system uncertainties into a prior
distribution model which can be combined with the likelihood to formulate the posterior probability density function.
The procedure can be used to ﬁnd the most probable model within a speciﬁed class of dynamical models as well
as the most probable values of the system modal frequencies and the full system mode shapes. The method does
not require matching measured modes with corresponding modes from the dynamical model, which is in contrast to
many existing methods. It has been used successfully in many problems [3–6]. However, extremely dependence of
higher order statistics of the uncertain parameters to the form of prior distribution, using deterministic input sensor
measurements, and providing no information for PDF of measured quantities cause that this framework has not been
applied to design problems of multiple source of uncertainties. To overcome these issues, in recent years, a method
based on the spectral stochastic formulation was proposed. The generalized Polynomial Chaos (gPC) expansion plays
the main rule in this method. The propagation of uncertainty due to time–invariant parameters is approximated by
gPC expansion with deterministic coefﬁcients. Orthogonal polynomial basis functions are constructed according to
the identiﬁed PDF for the uncertain measured data and parameters. This mans for a given set of observation data,
a priori information on the PDF is necessary to construct the corresponding gPC expansions and identifying the
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Figure 4. With the average %7 error in CDF estimation, all the plotted PDFs can be used to represent the ﬁrst eigen–frequency.
uncertain parameters. In this method the ill–posed stochastic inverse problem is transferred to a well–posed ones
because the deterministic coefﬁcients of the gPC expansions have to be calculated instead of parameter probability
measures. It has been used by many researchers in many problems [7–13].
In this paper we focus on the determination of the gPC coefﬁcients of non–Gaussian uncertain parameters from real
experimental data. These experimental data are related to an observation vector which is the response of a stochastic
structure. The parameters are approximated by the gPC expansions where the unknown coefﬁcients are calculated
via a stochastic inverse problem. Deﬁnitely, the experimental eigen–frequencies of nominally identical laminated
composite plates are used to estimate the coefﬁcients of gPC expansion of uncertain material properties, i.e. elasticity
moduli and Poisson’s ratio. It is indicated that how the methodology transfers the stochastic inverse problem to a
deterministic one with a valid results. It is also shown that the reconstructed PDFs from the gPC of eigen–frequency
have reasonable accuracy for the PDF tails of the actual experimental as same as the main PDF bodies. The obtained
results for material identiﬁcation from experimental modal data indicate satisfactory performance of the gPC method
even for large uncertainty propagations. To provide the prior information on the PDF type of experimental data, the
Pearson system is used [14]. Since the PDF identiﬁcation by Pearson system is originally depended on the third and
fourth statistical moments of observations, the identiﬁed PDF type is unique. Knowing the type of PDF provides prior
information on the random variables and orthogonal polynomials which are used to construct the gPC expansions of
data.
In the next section we present an introduction on theory of the gPC and its application for representation of uncer-
tain parameters. The stochastic inverse modal analysis is discussed in section 3 follows by the construction methods
for PDF identiﬁcation of experimental data in section 4. Section 5 presents the experimental investigation of the
procedure. The conclusions are discussed in the last section of paper.
2. Polynomial chaos theory
The polynomial chaos expansion is an effective tool for solving stochastic systems. It was ﬁrst introduced as the
homogeneous chaos by Wiener [15]. The basic idea is to project the random variables of problem onto a stochastic
space spanned by a set of complete orthogonal polynomials. Let (Ω,A ,P) be a probability space, in which Ω is a
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sample space, A is a σ–algebra on Ω, and P is a probability measure on Ω. Any uncertain parameter X : Ω −→ R
with ﬁnite variance, i.e. X ∈ L2(Ω), can be represented as [16–18]
X = x0Ψ0+
∞
∑
i1=1
xi1Ψ1(ξi1)+
∞
∑
i1=1
i1
∑
i2=1
xi1i2Ψ2(ξi1 ,ξi2)
+
∞
∑
i1=1
i1
∑
i2=1
i2
∑
i3=1
xi1i2i3Ψ3(ξi1 ,ξi2 ,ξi3)+ . . . (1)
or in a more compact form
X =
∞
∑
i=0
xiΨi(ξ ) , (2)
It is called the gPC expansion of X . The orthogonal polynomials Ψi are functions of the multidimensional stan-
dard random vector ξ = {ξ1,ξ2, ...,ξn}T . The standard random variables are functions deﬁned on particular sample
spaces, i.e. ξi ∈ Ωi, i = 1,2, . . . ,n. Depending on the type of the uncertain parameter, a set of ({ξi} , Ψi) can be
selected. Accordingly, Gaussian variables are best approximated by Hermite polynomials. Laguerre polynomials
account for the best approximation of a Gamma distributed variable whereas Jacobi polynomials should be used for
Beta distributions, etc. [17, 19]. The deterministic unknown coefﬁcients, xi, are denoted as the weights of random
space discretization. Furthermore, in practice, it is not useful to retain inﬁnite summations and a truncated expansion
of order N is used [2]. The random base functions have orthogonality with respect to the inner product on L2(Ω), i.e.
E[Ψi,Ψ j] = E[Ψ2i ]δi j , (3)
in which δi j represents the Kronecker delta and E denotes the expectation value with respect to the probability space.
This property can be used to calculate the truncated the gPC representation of X by projecting onto the orthogonal
basis:
xi =
1〈
Ψ2i
〉 ∫
Ω
〈X , Ψk(ξ )〉dμ(ξ ) , i,k = 0,1,2, . . . (4)
where dμ(ξ ) is the probability measure corresponding to the random spaceΩ. If all random variables are independent
and continuous, then dμ(ξ ) can be stated as
dμ(ξ ) = ρ1(ξ1)ρ2(ξ2) . . .ρn(ξn)dξ1dξ2 . . .dξn , (5)
and ρi(ξi) is PDF of ξi. Successively, Eq. (4) is expanded as
xi =
1〈
Ψ2i
〉 ∫
Ω1
∫
Ω2
. . .
∫
Ωn
X Ψk(ξ )ρ1(ξ1)ρ2(ξ2) . . .ρn(ξn)dξ1dξ2 . . .dξn . (6)
Equation (6) represents the polynomial chaos transform of X which minimizes the least–square error on the space
spanned by Ψk. In this way, the determination of uncertain parameter X is shifted to the calculation of deterministic
coefﬁcients xi. These coefﬁcients completely characterize the identiﬁcation of uncertain parameter X . Clearly, the
accuracy of this characterization is hardly depended on the number of these coefﬁcients and selection of orthogonal
basis, cf. [17].
3. Stochastic inverse modal analysis
A range of modal data and parameter values frequently can be produced from observed measurements, particu-
larly in the presence of measurement noise and uncertainty. Generally, Observational data are invariably affected by
noise and uncertainty, which translates to uncertainties in model structure and parameters. The problem is to recon-
struct these uncertain parameters from the given statistical sensor data. The solution of such problems can be very
challenging. The combination of stochastic inverse problem and the gPC techniques can be used in such situations
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where the coefﬁcients of uncertain parameters are calculated instead of parameter probability measures. Speciﬁcally,
a non–statistical framework is developed that only utilizes deterministic simulators for the inverse analysis uncertain
systems. This is in contrast to the Bayesian inference techniques which provide a complete probabilistic description
of the uncertain parameters and given measurement data.
Identiﬁcation statement of the structure properties depends on the availability of stochastic properties for system
responses. This statement has to show how one can determine the material properties when the structure modal
responses are known by a stated probability measures. We assumed that the unknown system parameters can be
represented by appropriate gPC expansions. With this assumption, the problem of probability measure computing for
the stochastic parameters is transferred into a problem of computing a ﬁnite set of the deterministic gPC coefﬁcients.
Almost, in design application of such problems, the unknown gPC coefﬁcients can be interpreted as design variables
of an optimization problem. Given experimental modal data, the gPC expansions of system outputs are derived based
on the statistical moments of quantities. Assuming that the uncertain parameter P can be represented by a truncated
gPC expansion with uncorrelated random variables vector of ξ as
P(ξ ) =
Nm
∑
j=0
p jΨ j(ξ ) (7)
The kth normalized central statistical moment of P can be derived from the gPC expansion [2]
MgPCk =
∫
Ω
(
N
∑
i=1
aiΨi(ξ )
)k
ρ(ξ )dξ , k = 2,3, . . . ,m (8)
Accordingly, if a set of experimental data {p1, p2, . . . , pN}T are available on P , the normalized central moments are
calculated as
Mk =
1
N
N
∑
j=1
〈
[p j −E {P}]
σ
〉k
, k = 2,3, . . . ,m (9)
In which σ is the standard deviation of ﬁnite subset. A error function corresponding to the difference between the
moments derived from Eq. (8) and (9) can be used to calculate the coefﬁcients of the gPC of uncertain parameter.
However, due to the lack of knowledge on the vector of random variable ξ and consequently orthogonal polynomials
Ψi, determination of the moments from Eq. ( 8) is not possible. This needs to identify the PDF of observed data.
Various observed data can be used as the system response in modal problems depended to the measurement system
used for the experimental modal analysis. The data can be eigen–frequencies, eigen–mode shapes, damping coefﬁ-
cients, etc. We attempt to use the structural modal eigen–frequencies for the measured system data. Without loss of
generality, we assume that the relation of the system parameters and measured data in the stochastic direct problem
can be represented as
F = G (P) (10)
In whichF is the vector of desired system response frequencies (observed data) and G (·) is direct operator, i.e. system
governing equation(s) or ﬁnite element model. Assuming that the prior PDF on the observed data is available they are
represented by the gPC expansions, see Fig. 5. The only remained issue is the determination of system operator G for
identiﬁcation of the material properties. The solution of inverse uncertainty propagation problem needs to solve the
Inverse
Model/FEM
fi (P(ξ)) =
∑N1
j=0 ajΨj(ξ) P(ξ) =
∑N2
j=0 pjΨj(ξ)
Figure 5. Using the gPC expansion in stochastic inverse model. The deterministic coefﬁcients p j are derived if a j are available.
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inverse problem of Eq. (10), i.e.
P = G−1(F ) (11)
In this way, the uncertainty quantiﬁcation in system parameters can be performed by using standard uncertainty prop-
agation techniques. For instance, the identiﬁcation of the elasticity moduli for the laminated orthotropic plate can be
directly carried out by using stochastic modal frequencies if the Poisson’s ratios are considered as deterministic values
[18]. In this case the system operator is linear and G−1 can be determined. However, the stochastic identiﬁcation of
both elasticity moduli as well as Poisson’s ratios implies in a nonlinear system operator and, hence, the determination
of G−1 is not possible. In this case the stochastic inverse problem yields an optimization problem. Following the
conventional approach, the parameter identiﬁcation problem is reduced to the minimization of some least–squares
functional (error functional) as
P = arg min
P∈P
F(P) (12)
where P ⊆ Rn represents the set of admissible parameters. The error functional represents the discrepancy between
the measurements data and corresponding model predictions. A generic form of the goodness–of–ﬁt function is
minimization of the least–squares of measured frequencies and those which are calculated from the gPC expansions:
F(P,ξ ) =
1
2
N
∑
i=1
wi
{
fi [P(ξ )]− f¯ expi (ξ )
}2 (13)
In which f¯ expi is measured eigen–frequency corresponding to the i
th mode, fi [P(ξ )] is the eigen–frequency from the
dynamical model with uncertain parameter vector P for the same mode, and wi are chosen weighting that depend
on the speciﬁc method. One major difﬁculty is that mode matching is required, i.e., it is necessary to determine
which model mode matches which measured mode. Here, only measurements of partial mode shapes are available,
and therefore this will not be a trivial task. The optimization constraints induced by the symmetries and positiveness
properties. The gPC representation of both uncertain parameters and measured data transforms the optimization
problem into a problem of determining a set of unknown deterministic gPC coefﬁcients. Namely, the problem of
uncertain parameter identiﬁcations is shifted to the identiﬁcation of the gPC coefﬁcients for the parameters. This
technique transfers the ill–posed inverse problem of parameter identiﬁcation, which might not have a solution in the
strict sense, to a well–posed ones for determination of the gPC coefﬁcients. In this case, the cost function must
measure how well the stochastic parameter moments satisfy the moments of the measured frequencies. Furthermore,
the measurements are contaminated by measurement noise but this formulation does not have an explicit treatment on
it.
4. Prior PDF of experimental data
The ﬁrst step in material identiﬁcation from experimental data is to identifying the PDF. We assume that a collo-
cation of experimental data is observed over a ﬁnite subset for data, i.e. F = {F1,F2, . . . ,FN}T . Conservative non-
parametric analysis enables us to identifying the PDF from the available data without imposing untenable assumptions.
It also makes plain the limitations of the available data. However, converging to a unique PDF through this method is
very difﬁcult, due to the fact that they are sampling–based methods. Furthermore, that all sampling realizations may
not be observable. An empirical non–sampling PDF identiﬁcation method, on the other side, over a sample of ﬁnite
size N must contend with issues of statistical inference as well as unique identiﬁcation. Let ξ = {ξ1,ξ2, . . . ,ξM}T be a
RM–valued random vector with probability measure of dμ(ξ ), that is absolutely continuous in respect to the Lebesgue
measure. It is assumed that all random variables are independent which implying that dμ(ξ ) = ∏Mi=1 ρi(ξi)dξi, cf.
Eq (5). The goal is to ﬁnd general mapping ρi such that ξi
ρi−→F and it is equal in PDF of data set F . The function
ρi(ξi) is then used to construct the gPC expansions of uncertain parameters with respect to the chosen probability
measure. To identify this mapping, however, we need to know the properties of random variable ξi and mapping ρi.
That means the PDF type must be pre–known by prior. This can be achieved by using a PDF identiﬁcation procedure.
Here, we use general Pearson model as following [14]
dρi(ξi)
dξi
=
ξi−a0
b0 + b1ξi + b2ξ 2i
ρi(ξi) (14)
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In which a0 and bi are constants related to the statistical moments of the distribution function. The most important
advantage of the Pearson model is that the calculations of these constants are depends only on the third and fourth
statistical central moments, skewness and kurtosis, respectively [14]. Depending on the roots of quadratic function
D = 4b0b2 − b21 and values b2, the solution of the differential equation in Eq. (14) yields to various PDF types. For
instance, if D = 0 and b2 = 0, the solution of Pearson model is ρi(ξi) =Cexp(−ξ 2i /2) which is considered as normal
distribution. To empirical identifying the PDF type, we use the diagram of the Pearson system showing various
distribution types in terms of β1 (squared skewness) and β2 (traditional kurtosis), i.e.
β1 =
M23
σ32
, β2 =
M4
σ22
(15)
Where M3 and M4 are 3rd and 4th normalized central moments respectively. Pearson family contains many popular
PDFs (e.g. Normal, Beta, and Gamma) as well as general nonstandard type. However, since the estimation of these
parameters is unique, the Pearson system provides a unique PDF for each uncertain parameter. Furthermore, since
the the 3rd and 4th central moments of subsets are precisely evaluated for calculating of β1 and β2, the Pearson model
provides the approximated PDF with a much higher accuracy in a wide probability range.
5. Results
A set of observed modal output at some ﬁnite number of plate locations are measured using experimental modal
tests, cf. Fig. 6. The experimental modal frequencies are used as the system measured data. The goal is the identiﬁ-
. . .
← 100 samples →
Free – supported plates
Sensor
Hammer
FFT Analyzer
Post-processing software
Figure 6. Layout of experimental model analysis.
cation of elasticity moduli E11 and E22, shear modulus G12 and Poisson’s ratio ν12 for laminated orthotropic plates.
To reduce the errors at higher modes and avoiding mode coupling, only the ﬁrst 5 frequencies are considered in the
identiﬁcation process, see Fig. 7. The statistical moments of experimental frequencies can be calculated from Eq. (9).
The mean values, the non–zero normalized central moments up to the fourth order and (β1 , β2) coordination for these
frequencies are shown in Table. 1. Owing the fact that the measure of β2 is related to the 4th moment, this measure
really measures heavy tails and not peakedness. For this measure, higher values means more of the variance is the
result of infrequent extreme deviations, as opposed to frequent modestly sized deviations. It is common practice to
use an adjusted version of β2 to provide a comparison of the shape of a given PDF to that of the normal distribution.
The PDF types are identiﬁed by using Pearson model as presented in section 4. As shown in Fig. 8, the (β1,β2)
coordination of measured eigen–frequencies except for f4 are located in the area which identiﬁed with Pearson type I
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Figure 7. The propagation of measured eigen–frequencies.
Table 1. The statistical properties of the experimental eigen–frequencies
f1 f2 f3 f4 f5
mean (×103) 0.6750 1.3322 1.4857 1.8446 1.9562
variance (×103) 0.1074 1.8054 4.2382 2.2262 3.1802
3rd moment (×104) -0.0737 -4.7605 9.6192 -9.9310 4.2147
4th moment (×107) 0.0042 0.9696 3.7453 2.2034 2.4724
β1 0.438 0.385 0.122 0.894 0.055
β2 3.647 2.975 2.085 4.446 2.445
with the four–parameter beta distribution . This means that the gPC expansions of frequencies can be represented as
f4(ξ1) =
N1
∑
i=0
aiΨi(ξ1) , fn(ξ2) =
N2
∑
i=0
aiJi(ξ2), n = 1,2,3,5 (16)
In which Ji are Jacobi orthogonal polynomials. Namely, the PDF of f4 is identiﬁed as F–Location type and accordingly
it is represented with the gPC expansion differ from other eigen–frequencies. Consequently, a 2–dimensional random
space is needed to identify the uncertain parameters, i.e. from Eq. 7
P(ξ ) =
Nm
∑
j=0
p jΨ j(ξ1,ξ2) (17)
However, the Pearson plot shows that the coordination of f4 is very close to the area of type I, means that with some
reasonable error it can be represented with beta distribution. This is shown in Fig. 9 where the beta PDF is used
to represent the distribution of f4 with average error of %5 in the CDF estimation. This implies the same random
variable ξ2 and orthogonal Jacobi polynomials to representing the gPC expansion for f4. The gPC coefﬁcients for
the ﬁrst 5 experimental frequencies are tabulated in Table 2. It should be reminded that the frequencies have been
deﬁned positive, i.e. fi ∈ R+, but the expansion coefﬁcients ai ∈ R which can be positive or negative. The PDFs of
eigen–frequencies are shown in Fig. 10 in comparison with the identiﬁed PDFs by kernel density estimation (kde)
method. It seems that the gPC has very good accuracy for the representation of the eigen–frequencies in respect to
the kde simulations and experimental data. More accuracy on the PDF representation by the gPC may be achieved
by increasing the order of polynomials. The PDFs then can be used directly to calculate the gPC coefﬁcients for the
uncertain parameters. The calculated coefﬁcients for the uncertain parameters are shown in Table 3. The results show
that the ﬁrst coefﬁcients, p0, for the uncertain parameters are nearly the same in compare with the experimental mean
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Figure 9. The Beta PDF can be used to represent the fourth eigen–frequency with average error of %5 in CDF.
values. It is axiomatic, due to the fact that the ﬁrst coefﬁcient of the gPC expansion is equal to the deterministic
mean value of parameters. To show the accuracy of gPC coefﬁcients, the representation of PDFs for the uncertain
parameters are shown in Fig. 11. The true values in this plot are calculated by using the relation between the parameters
and measured eigen–frequencies for each individual plate. The results indicate satisfactory performance of the method
for identiﬁcation of the parameters compared with the experimental values. This improvement is possible due to fact
that the PDF identiﬁcation of eigen–frequencies are highly dependent on the third and fourth statistical moments.
These have remarkable effects on the calculation of gPC coefﬁcients of parameters. It shows that the reconstructed
PDFs from the gPC have reasonable accuracy for the PDF tails of the actual experimental as same as the main PDF
bodies. It is also desirable to know the chance of regenerating of the empirical data by using the approximated
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Table 2. The gPC coefﬁcients of the ﬁrst 5 experimental eigen–frequencies for the orthotropic plate.
gPC coefﬁcients, [Hz]
a0 a1 a2 a3
f1 675.05 10.2893 -1.1404 0.0272
f2 1332.2 -41.9021 -5.3736 1.2948
f3 1485.7 -62.6373 7.0744 6.5507
f4 1844.6 46.3146 -7.1521 0.4754
f5 1956.2 -56.3187 2.7784 2.0437
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Figure 10. Representation of PDFs for the ﬁrst 5 eigen–frequencies; bold line: gPC, dashed line: kde.
gPC expansions. This is shown in Fig. 12 where the 100 random generated samples of the uncertain parameters are
compared to the corresponding real experimental results. The results show the best correlation between the generated
data and the experimental values. The Poisson’s ratio has less correlation coefﬁcient of 0.972. This is due to the fact
that the Poisson’s ratio has no linear relationship to the measured frequencies. A solution to this issue to achieving
more correlation is to identifying the random matrix model for the stiffness or compliance instead of parameters. This
means, for in–plane orthotropic material, the reduced stiffness coefﬁcientsCi j are identiﬁed as elements of compliance
matrix, i.e.
C11 =
E1
1−ν12ν21 , C22 =
E2
1−ν12ν21 , C12 =
ν12E2
1−ν12ν21 , C66 = G12 . (18)
More details on the method can be found in [6, 12, 20].
6. Conclusions
A method providing optimal estimate of probability density functions (PDFs) from real limited experimental data
is proposed in which the application of the gPC method in combination with stochastic inverse technique is used.
To show the effective means of gPC method for uncertainty quantiﬁcation in real systems, we used the method for
parameter identiﬁcation in the practical vibration problems, i.e. experimental modal analysis. Namely, the method
has been applied for identiﬁcation of the elasticity moduli and Poisson’s ratio from experimental modal data available
for laminated orthotropic plates. It is indicated that how the methodology transfers the stochastic inverse problem to a
deterministic ones with a valid results. It is shown that gPC representation of parameters shifts the stochastic inverse
problem to a well–posed deterministic inverse problem, where the gPC coefﬁcients should be identiﬁed instead of
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Table 3. The gPC coefﬁcients of moduli and Poisson’s ratio, the values in brackets show the mean value from experimental data.
gPC coefﬁcients
P unit p0 p1 p2 p3
E11 Gpa 13.6831 0.7799 0.0222 0.0004
[13.65]
E22 Gpa 1.3054 0.1052 0.0042 0.0001
[1.30]
G12 Gpa 0.8623 0.0254 0.0004 0.0000
[0.87]
ν12 − 0.4826 0.0631 0.0041 0.0002
[0.48]
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Figure 11. The identiﬁed PDFs for the uncertain E–moduli and Poisson’s ration.
probability measures for unknown parameters. It is also shown that the reconstructed PDFs from the frequency
gPC expansions have reasonable accuracy for the PDF tails of the actual experimental as same as the main PDF
bodies. Because the third and fourth statistical moments of the data are used to identifying the PDF type via the
Pearson system. The obtained results for material identiﬁcation from experimental modal data indicate satisfactory
performance of the gPC method even for large uncertainty propagations.
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