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Abstract
Neurodegenerative and cerebrovascular diseases, and mental disorders, are the leading
cause of physical and mental disability in the population of developed countries and thus
have a huge and increasing socio-economic impact. Recent researches show that these
diseases and disorders also affect the physical structure of human brain, e.g. through
neuronal loss that can be observed as atrophy of normal brain tissues or the occurrence
of scars or lesions in the brain tissues. Currently, magnetic resonance (MR) tomographic
imaging is by far the most sensitive technique for visualizing normal and pathological
brain structures, but is also being increasingly used for their quantification. This Thesis is
focused on the problem of automated delineation or segmentation of brain MR images
into normal and pathological structures. Accurate, reliable and computationally efficient
segmentation methods are nowadays required in clinical routine so as to extract various
neuroimaging biomarkers, an important paraclinical tool used to characterize, monitor
and optimize treatment of several neurological and cerebrovascular diseases and mental
disorders.
Segmentation of brain MR images can be performed manually by delineating each of
the structures of interest, however, this task is cumbersome, time-consuming, expensive,
but most of all subjective and thus unreliable. Especially in large clinical trials that involve
processing of a large number of MR images, there is a need for accurate, reliable and
computationally efficient automated segmentation methods so as to deliver timely and
consistent quantitative measurements or biomarkers. Nevertheless, automated segmentation
is difficult and may be hampered due to numerous sources of variability in MR images
that are inherent to brain MR imaging, e.g. intensity inhomogeneity that may depend on
the imaged object, differences in multi-center MR image acquisition protocols, anatomical
variability across population and heterogeneity of pathology manifestation across different
patients.
This Thesis advances state-of-the-art in the field of automated brain MR image
segmentation in several major aspects. Models of multi-sequence MR intensity of normal
brain structures, which capture the aforementioned MR intensity variabilities, and accurate
and robust estimation of the models are a crucial part of most state-of-the-art segmentation
methods. In the Thesis a novel method is proposed for estimation of a mixture model of
normal brain structures that is robust to unbalanced samples with outliers. The method is
particularly suited for the estimation of MR intensity models and thus for brain structure
segmentation methods, while its main advantage is high tolerance to the presence and
large variations of pathological structures. Secondly, a novel model of otherwise complex
whole-brain multi-sequence MR intensities is proposed that employs spatial stratification of
the complex model into several simplified models and their independent, robust estimation.
Subsequent recombination of the obtained simplified models resulted in accurate whole-
brain MR intensity model. Thirdly, a method for segmenting normal and pathological
brain structures based on locally-adaptive MR intensity model of normal-appearing brain
structures is proposed. The main advantage of the method is its robustness against different
imaging artifacts and anatomical variations due to a successful compilation of adaptive local
modeling and robust model estimation. Finally, a quantitative and comparative evaluation
of the proposed and several state-of-the-art methods for segmenting normal-appearing
structures and white-matter lesions in MR images of multiple sclerosis patients, having
different disease severity characterized by total lesion load, revealed that herein developed
methodological contributions substantially improve the performance of segmentation of
both normal appearing and pathological brain structures. Based on the observed accuracy,
reliability and efficiency the proposed methods seem as good tools for the extraction of
neuroimaging biomarkers.
Povzetek
Nevrološke in možganskožilne ter duševne bolezni so med največjimi povzročitelji telesne
invalidnosti in mentalne prizadetosti v družbah razvitih držav, posledično pa imajo zelo velik
in zaradi demografskih trendov še naraščajoč socialno-ekonomski učinek. Zadnje raziskave
kažejo, da te bolezni vplivajo tudi na fizično strukturo možganov, npr. preko izgube
nevronov, ki se odraža kot atrofija zdravih možganskih struktur ali pojav brazgotin oziroma
lezij v možganskih tkivih. Trenutno je tomografsko slikanje z magnetno resonanco (MR)
najbolj občutljiva tehnika za prikazovanje zdravih in patoloških možganskih struktur, v
zadnjem času pa tudi za kvantitativno analizo teh struktur. V doktorski disertaciji smo
se osredotočili na problem avtomatskega obrisovanja oziroma razgradnje MR slik glave
na zdrave in patološke strukture. Natančna, zanesljiva in računsko učinkovita razgradnja
pridobiva na pomenu v današnji klinični praksi, ker je potrebna za določanje biomarkerjev.
Na podlagi MR slik določeni biomarkerji so pomembno orodje za vrednotenje, spremljanje
in optimiranje zdravljenja številnih nevroloških, možganskožilnih in duševnih bolezni.
Razgradnjo MR slik glave lahko naredimo z ročnim obrisovanjem posameznih struktur
zanimanja, a je to opravilo precej težavno, zamudno, stroškovno neučinkovito, predvsem
pa subjektivno in zato nezanesljivo. V obsežnih kliničnih študijah, ki vključujejo obdelavo
velikega števila MR slik, je očitna potreba po natančnih, zanesljivih in računsko učinkovitih
avtomatskih postopkih razgradnje, ki bi v primerjavi z ročnim obrisovanjem v krajšem času
in konsistetno obrisali strukture, kar je pomembno za kvantitativne meritve teh struktur
oziroma določanje biomarkerjev. Po drugi strani je avtomatska razgradnja zelo zahtevna
in občutljiva na številne vire variabilnosti v zajemu MR slik, kot so od objekta slikanja
odvisna sivinska nehomogenost zaradi različnih parametrov zajema MR slik ali razlike v
kvaliteti slik med različnimi MR napravami, anatomske variabilnosti struktur zanimanja v
populaciji in raznolike pojavnosti patoloških struktur.
Doktorska disertacija v različnih pogledih uvaja pomembne izboljšave na področju
avtomatske razgradnje MR slik in tudi širše. Za razgradnjo MR slik se pogosto uporabljajo
kompleksni modeli sivinskih vrednosti večsekvenčnih MR slik, ki opisujejo številne prej
omenjene vire variabilnosti MR slik. Poleg strukture modela je ključnega pomena za
uporabnost modela tudi postopek za določanje parametrov tega modela iz dane MR slike,
ki mora biti čimbolj natančen in robusten. V doktorski disertaciji predlagamo nov postopek
za oceno modelov mešanic, ki se navadno uporabljajo za opis zdravih možganskih struktur.
Novi postopek je robusten na neenakomerno vzorčenje teh struktur in na prisotnost motilnih
vzorcev. Postopek je še posebej primeren za namen razgradnje možganskih struktur, ker
deluje zanesljivo ne glede na velikost patoloških struktur v MR slikah. V nadaljevanju
predlagamo nov način modeliranja sivinskih vrednosti večsekvenčnih MR slik, ki vključuje
prostorsko porazdeljene poenostavljene modele in jih neodvisno drug od drugega določi s
prej omenjenim robustnim postopkom. Združevanje tako dobljenih porazdeljenih modelov
je pripeljalo do kompleksnega, a natančnega modela celotne MR slike. V zadnjem delu
disertacije predlagamo nov postopek za razgradnjo zdravih in patoloških možganskih
struktur na podlagi porazdeljenih modelov. Sistematično in objektivno kvantitativno
vrednotenje zmogljivosti novega in še nekaterih uveljavljenih postopkov razgradnje zdravih
možganskih struktur in lezij v beli možganovini na MR slikah bolnikov z multiplo sklerozo
je pokazalo precejšnje povečanje natančnosti in zanesljivosti razgradnje z novim postopkom.
Zaradi možnosti učinkovite paralelne implementacije je postopek računsko nezahteven.
Glede na visoko natančnost, zanesljivost in učinkovitost so novi postopki primerni za
določanje biomarkerjev nevroloških, možganskožilnih in duševnih bolezni.
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Chapter 1
Introduction and Summary
Advances in medical imaging and medical image analysis are continuously improving
our understanding of normal and pathological anatomy, and contributing to a better
diagnosis and treatment in everyday clinical routines. The diagnosis and treatment have
been revolutionized by the development of modern imaging techniques such as computed
tomography, magnetic resonance (MR) and ultrasound imaging, and positron emission
tomography, which enabled acquisition of multi-dimensional digital medical images (B. M.
ter Haar Romeny et al., 1998). The development of these, and several other, techniques
enabled in vivo imaging of structural and functional characteristics of the human anatomy
and contributed significantly to better understanding of the mechanisms of diseases, to
establishing disease biomarkers1, and created a possibility for optimized and personalized
therapy (Doi, 2006). The field of medical image analysis provides the required tools to
exploit the information-rich multi-dimensional medical images and extract biomarkers
from the images. Medical image analysis covers several disciplines owing to the high
number of medical imaging techniques, high complexity and biological variability of the
human anatomy and physiology, and also due to the large variety of tasks performed
in medical routine. For example, the field of medical image analysis encompasses image
enhancement and image fusion, modeling, analysis and visualization of structural and
functional characteristics of anatomical structures, computer aided diagnosis and image-
guided interventions to name a few (Duncan and Ayache, 2000). The level of automation and
the accuracy, reliability and reproducibility of image analysis methods play an important
role in translation of medical image analysis methods to solving tasks in clinical routine.
Diseases and disorders affecting the human brain are the leading cause of physical and
mental disability and have a huge and increasing socio-economic impact. The neurological
and mental disorders are among the largest contributors to the years lived with disability
(30% of all diseases), which is linked to enormous costs of patient treatment and care (Olesen
et al., 2012). Long-term reduction of the number of patients, severity of disease expression,
and the related enormous costs is only possible through advanced understanding of
the associated risk factors, disease pathogenesis and progression, and through objective,
1biomarker, or biological marker, is a subcategory of medical signs, i.e., objective indications of medical
state observed from outside the patient, which can be measured accurately and reproducibly
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early and reliable assessment of novel drugs and other innovative ways of therapy. Brain
diseases and disorders affect the physical structure of the brain through neuronal loss
that can be observed as atrophy of normal brain structures or the occurrence of lesions
of different etiology in the brain tissues. Currently, MR imaging is by far the most
sensitive technique for visualizing normal and pathological brain structures, but also
for their quantification (Rocca et al., 2013). This Thesis is focused on the problem of
automated delineation, or segmentation, of brain MR images into normal and pathological
structures. Accurate, reliable and computationally efficient segmentation methods are
nowadays required in clinical routine so as to extract various neuroimaging biomarkers,
an important paraclinical tool used to characterize, monitor and optimize treatment of
several of neurological and cerebrovascular diseases and mental disorders.
1.1 Segmentation of normal and pathological brain structures
in MR images
For automated segmentation2 of brain structures, structural MR imaging (see Figure 1.1)
is usually the modality of a choice, since it provides images with high soft tissue and
fluid contrast and with high spatial resolution, and presents no health risk for the patient.
Segmentation of brain MR images into normal (healthy) and/or pathological (diseased)
structures is used extensively for characterization of brain disorders. Tissue atrophy, for
example, is a common biomarker used in diagnosis and follow-up procedures in Alzheimer’s
disease (Brys et al., 2009), epilepsy (Kuzniecky, 2005), schizophrenia (Shenton et al.,
2001) and multiple sclerosis (MS) (Bakshi et al., 2005) (see Figure 1.2). To quantify
tissue atrophy, quantitative measurements of the normal and/or abnormal brain tissues
are needed. These measurements can only be performed based on prior segmentation of
MR images. For treatment of brain tumors, the detection and precise localization of the
tumors and surrounding healthy structures are crucial for diagnosis, surgical planning,
post-operative analysis and radiotherapy planning (Grant, 2004; Rees, 2011; Bauer et al.,
2013). Here, the detection and localization of brain tumors and normal tissues can be based
on MR image segmentation. Quantitative and qualitative characterization of normal and
pathological structures, both in space and time, are often part of clinical trials, in which
the effects of treatment are studied on a cohort of patients and normal controls (Hofman
et al., 2011; Xie et al., 2012).
A lesion is an abnormal tissue caused by trauma or disease. Brain lesions are related
to various brain disorders or head injuries, or result from cerebrovascular, psychiatric
and autoimmune diseases. The etiology of brain lesions can be inflammation, infarction,
neoplasm, etc. Segmentation of brain lesions in MR images is crucial for the diagnosis
and follow-up of patients with diseases like small vessel disease, Alzheimer’s or MS (Prins
2segmentation is a process of image annotation that produces labels of the elementary components
(pixels in case of two-dimensional (2D) images, and voxels in case of three-dimensional (3D) images)
achieved through detection and delineation of structures of interest
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and Scheltens, 2015; Ramirez et al., 2014; Filippi et al., 2012), and can be used in clinical
trials to evaluate treatment efficacy as the evolution of these diseases has been strongly
correlated to structural changes in the brain (Ramirez et al., 2014; Rocca et al., 2013;
Susanto et al., 2015), which often appear ahead of clinical symptoms (Lebrun et al., 2008;
Risacher et al., 2009).
Manual segmentation of brain lesions is a tedious and time-consuming task, where the
segmentation quality depends on the rater’s experience and is subjected to relatively high
inter- and intra-rater variability (see Figure 1.3). While semi-automated segmentation
methods address the inter- and intra-rater variability issues by automating to some degree
the lesion delineation process (Udupa et al., 2001), these methods do not attempt to detect
the lesions automatically. Therefore, the development of fully automated methods for
segmentation of brain lesions is required. A good automated method should perform both
delineation and detection, or segmentation, in a reliable and reproducible manner, with
the accuracy comparable to manual expert segmentations.
Figure 1.1: Example of the structural brain MR images: (a) ex vivo photograph of a trans-axial cut of
the brain; (b) T1-weighted, (c) T2-weighted, (d) FLAIR trans-axial slices of in vivo MR images of the
brain, and (e) corresponding segmentation of the brain structures - cerebrospinal fluid, gray, and white
matter - encoded from darkest to brightest.
1.2 Automated segmentation of normal brain structures in MR
images
Automated segmentation of normal appearing brain structures (NABS), i.e., cerebrospinal
fluid (CSF), gray matter (GM), and white matter (WM), not to mention the automated
segmentation of pathological structures (lesions, tumors, etc.), is a difficult task. The main
challenges are due to the complex brain anatomy and relatively unpredictable appearances
and locations of the manifesting pathologies. To improve the separation between the
NABS classes and between normal and pathological structures, multiple MR sequences
are often used in the segmentation process. Figure 1.1 depicts an MR dataset consisting of
T1-weighted (T1w), T2-weighted (T2w) and fluid-attenuated inversion recovery (FLAIR)
MR sequences. These three MR sequences are typically used for the visualization of brain
structures and for the diagnosis of brain pathologies, since the T1w sequence generally
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Figure 1.2: Example of the different levels of brain atrophy as seen on MR images, shown on trans-axial
slices (top row) and coronal slices (bottom row). The increase in atrophy (from left to right) is typically
characterized by dilated lateral ventricles and sulcal space.
has the highest contrast between the normal brain tissues (white and gray matter), the
T2w sequence highlights fluids (cerebrospinal fluid) and inflammations, while FLAIR is
complementary to the T2w sequence, but suppresses the fluid-related signals. Therefore,
segmentation is performed on datasets consisting of several MR sequences.
Prior to segmentation, a number of preprocessing steps have to be conducted that are
challenging by themselves. Firstly, the MR sequences need to be spatially aligned to ensure
voxel3-wise correspondence within a dataset. Secondly, digital brain mask extraction is
required for anatomical localization of the volume of interest. NABS segmentation also
requires description of the complex brain anatomy by some discriminative4 or generative5
model, which is not an easy task. Finally, automated segmentation is difficult due to
the image acquisition phenomena characteristic of MR imaging, such as the lack of
MR intensity signal standardization (Shah et al., 2011), partial volume effect (PVE)
at interfaces of brain structures (Van Leemput et al., 2003; Cuadra et al., 2005), non-
stationary Rician noise (Gudbjartsson and Patz, 1995; Manjón et al., 2010), presence of
spatial intensity variations due to MR bias field (Vovk et al., 2007) and spatially-varying
structure properties (Xiao et al., 2010)
In the literature, a number of methods have been proposed to address the aforementioned
problems. The MR-acquisition related phenomena are typically addressed in a preprocessing
step, by standardizing the intensity range and correcting the intensity inhomogeneity
in MR images prior to the application of a segmentation method (Zhuge and Udupa,
2009). Alternatively, methods were proposed that simultaneously perform segmentation
3voxel is the elementary cuboid component of a digital 3D image
4discriminative models encode a conditional probability distribution of voxels labels with respect to a
set of image features
5generative models specify a joint probability distribution over a set of image features and all labels
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and compensation of the MR-acquisition related phenomena (Pham and Prince, 1999;
Van Leemput et al., 1999). The PVE can be addressed either by explicit modeling (Cuadra
et al., 2005), upsampling of MR images (Rousseau, 2008; Van Leemput et al., 2003), or
analytical modeling from estimated NABS models (Dugas-Phocion et al., 2004).
More challenging imaging phenomena, such as spatially-varying noise (Manjón et al.,
2010) and structure-dependent intensity inhomogeneity (Xiao et al., 2010), cannot be easily
compensated without an accurate NABS intensity model at hand. In order to implicitly
compensate the intensity bias of different origins, a number of methods for segmentation of
NABS which perform local NABS modeling were proposed (Scherrer et al., 2009; Rajapakse
et al., 1997; Shattuck et al., 2001). The NABS segmentation method by Scherrer et al.
(2009) is based on the estimation of local and cooperative Markov random fields (MRFs)
on non-overlapping cubic subvolumes that fit precisely to the local intensity distribution
and thus handle the non-uniformity without explicit bias field modeling. Conversely, in
method by Shattuck et al. (2001) the bias field is estimated and corrected prior to the
segmentation by the estimation of local NABS intensity models in overlapping subvolumes.
Tohka et al. (2010) estimated local MR intensity models on subregions corresponding to
anatomical regions of the brain using a co-registered brain atlas.
To describe the brain anatomy, many models have been proposed, including intensity
models of NABS (Van Leemput et al., 1999; Zhang et al., 2001; Pham and Prince,
2004; Ashburner and Friston, 2005; Scherrer et al., 2009; Tohka et al., 2010; Roy et al.,
2012), shape models (Duncan et al., 2004; Huang et al., 2009), statistical and topological
models or brain atlases (Warfield et al., 2000; Bazin and Pham, 2008), and discriminative
models learned through random forest classifiers (Yi et al., 2009), k-nearest neighbor
classifiers (Vrooman et al., 2007), and support vector machines (van Opbroek et al., 2013).
In presence of brain pathology, e.g. lesions, the NABS segmentation may become inaccu-
rate and thus provide unreliable quantitative measurements (Gelineau-Morel et al., 2012).
A number of methods have been proposed to address this bias by so-called lesion-filling
techniques, that suggest first segmenting the lesions, then restoring the healthy structure
intensities and finally applying NABS segmentation methods on modified images (Valverde
et al., 2014; Popescu et al., 2014). On the other hand, some lesion segmentation methods
require NABS segmentation beforehand to detect the pathological structures by analyz-
ing the atypicalities in the obtained classes (Freifeld et al., 2009; Souplet et al., 2008).
Compared to addressing these segmentation tasks separately, a more natural and robust
approach is segmentation of NABS in conjuction with the detection and delineation (or
segmentation) of pathological brain structures (Van Leemput et al., 2001; Shiee et al., 2010;
Harmouche et al., 2014; Sudre et al., 2015). Reliable automated segmentation methods
that allow segmentation of both the NABS and pathological brain structures are therefore
of great interest.
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Figure 1.3: An example of manual segmentations of lesions by two raters (first and second left) and
their final consensus segmentation (rightmost) as rendered in 3D over a sagittal slice of the FLAIR
sequence.
1.3 Automated segmentation of brain lesions in MR images
Automated segmentation of normal and pathological structures in brain MR images
of patients with lesions is especially challenging, because the underlying diseases and
disorders often cause other pathological changes in white and gray matter. For instance,
the early inflammatory process leads to a diffuse tissue damage, the dirty-appearing
white matter, characterized by an increase in T2w intensity (García-Lorenzo et al., 2013).
Neurodegeneration is also associated with an increased iron content in the deep gray matter,
characterized by T2-hypointensity and also blurred differences in signal intensities between
gray and white matter in T1-weighted sequences (Bermel et al., 2005). Moreover, changes
also occur in the normal appearing gray and white matter. Quantitative investigations of
NABS, such as measurements of cortical thickness and cortical atrophy, require accurate
segmentation of NABS, while the presence of brain lesions may affect the accuracy of
NABS segmentation. For this reason, simultaneous segmentation of NABS and brain
lesions could improve NABS segmentation and quantitative analyses (Shiee et al., 2010).
Recent reviews on segmentation of lesions in brain MR images (Lladó et al., 2012;
García-Lorenzo et al., 2013) have classified the automated methods into supervised and
unsupervised methods. Supervised learning uses training datasets with reference segmen-
tations to combine various MR intensity derived features with different classifiers. The
features can be multi-sequence MR (msMR) intensities normalized across datasets (Shah
et al., 2011), voxel spatial locations (Anbeek et al., 2004), aggregative features of msMR
intensity, shape, location, and neighborhood derived from image subregions (Akselrod-
Ballin et al., 2009), or sagittal brain symmetry features (Geremia et al., 2011), while the
classifiers can be k nearest neighbor (k-NN) (Cocosco et al., 2003; Anbeek et al., 2004;
Warfield et al., 2000; Steenwijk et al., 2013), random decision forests (Akselrod-Ballin
et al., 2009; Geremia et al., 2011), Parzen window classifiers (Datta and Narayana, 2013),
support vector machines (Lao et al., 2008), relevance vector machines (Karimaghaloo
et al., 2012), and regression models (Sweeney et al., 2013). Unsupervised learning, on the
other hand, does not require training datasets as it searches for natural clusters of image
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features formed by the theoretical sources of imaging processes, e.g. in msMR intensity
distributions (Van Leemput et al., 2001; García-Lorenzo et al., 2011; Khayati et al., 2008;
Sudre et al., 2014), combined space-intensity distributions (García-Lorenzo et al., 2008;
Freifeld et al., 2009), and image patch distributions (Kadoury et al., 2012; Weiss et al.,
2013). Both supervised and unsupervised learning strategies may benefit from incorpo-
ration of prior anatomical knowledge in the form of statistical atlases (Warfield et al.,
2000; Van Leemput et al., 2001), topological atlases (Shiee et al., 2010), disease-related
rules (García-Lorenzo et al., 2011), physical models of lesion growth (Prastawa and Gerig,
2008), or healthy population intensity distributions (Roy et al., 2014; Tomas-Fernandez
and Warfield, 2015).
Besides the heterogeneity of NABS and lesions, other major sources of MR intensity
variability that hamper the use of simple discriminative and generative models for lesion
segmentation are the lack of MR intensity signal standardization (Shah et al., 2011),
presence of spatial intensity variations due to MR bias field (Vovk et al., 2007) and varying
tissue properties (Xiao et al., 2010), PVE at interfaces of brain structures (Cuadra et al.,
2005) and non-stationary Rician noise (Gudbjartsson and Patz, 1995; Manjón et al., 2010).
In this respect the discriminative models have a serious drawback as they can, in general,
handle only the variability captured in the training dataset. Moreover, in order to better
capture the biological variability they require imaging a large number of patients for the
training dataset, not to mention performing manual segmentations, the accuracy of which
directly impacts the accuracy of segmentations based on discriminative models. Consider
also the variability arising from images obtained with different MR acquisition parameters
or imaging on MR machines of different vendors (Shah et al., 2011), typical in multi-center
clinical trials. For these reasons, the supervised methods based on discriminative models
are mainly used in mono-center studies, where the variability of the acquired MR images
can be controlled to a large extent. On the other hand, an advanced generative model may
have the ability to capture several sources of intensity variability in any given MR image
and thus lead to a more versatile automated segmentation method.
Several advanced generative models were developed to deal with the MR intensity
variability in images of brains with pathologies. Souplet et al. (2008) used a statistical
framework based on a generative model that accounted for PVE from NABS estimates.
Harmouche et al. (2014) trained local MR intensity models of normal structures and
lesions to use in a Bayesian framework. While MR bias field is usually corrected by
specialized methods (Vovk et al., 2007) prior to model estimation (García-Lorenzo et al.,
2011), Van Leemput et al. (2001) used robust estimation methods to fit a three-component
Gaussian mixture model (GMM) simultaneously with bias field correction on MR images of
brains containing lesions. Xiao et al. (2010) considered that distribution of msMR intensities
of each of the NABS and the MS lesions to be multi-modal, instead of unimodal, and showed
that mixtures of GMMs can better model these distributions. Their model represented the
intensity likelihood of NABS in a supervised lesion segmentation method (Elliott et al.,
2013; Xiao et al., 2010). The increasing complexity of generative models as they aim to
account for various sources of MR intensity variability and lesion heterogeneity, renders
8 Introduction and Summary
robust estimation of these models in an unsupervised setting an increasingly challenging
problem.
The heterogeneity of lesions can be accounted either by explicit modeling of lesion
appearance or, in the approach based on model outlier detection, by robust estimators
of the generative model of NABS. For example, in the work of Kikinis et al. (1999)
segmentation of the brain MR image was performed based on a method by Wells et al.
(1996), using a four-component GMM that captured three NABS classes and one brain
lesion class. Van Leemput et al. (2001) used W-estimators, while García-Lorenzo et al.
(2011) used a trimmed likelihood estimator (TLE) (Neykov et al., 2007), in which a
fraction of outliers of the NABS model of msMR intensities is specified in advance. Wu
et al. (2011) modeled the WM and GM class intensities as being drawn from a generalized
Gaussian distributions, the CSF as Rician distribution and the lesions as outliers of the
model of msMR intensities of NABS estimated by the TLE. A model combining three-
component GMM to capture the distribution of msMR intensities of NABS and a uniform
distribution to capture msMR intensities of lesions was proposed by Rouaïnia et al. (2006).
Lesion segmentation can be improved by considering spatial information, usually through
the use of MRFs (Van Leemput et al., 2001; Subbanna et al., 2009). Khayati et al. (2008)
modeled the intensity distributions in FLAIR MR images by a three-component GMM,
with the components corresponding to the cerebrospinal fluid, the joint gray and white
matter, and the brain lesions classes.
Accurate segmentation of brain lesions should also benefit from the incorporation of
spatial information, usually by considering MRF in the intensity models (Van Leemput
et al., 2001; Subbanna et al., 2009). Decomposition of brain MR images into homogeneous
regions prior to segmentation was employed to capture spatial intensity variability and
the heterogeneity of lesions (García-Lorenzo et al., 2008; Freifeld et al., 2009). In addition,
lesion boundary re-estimation using variational approaches (Freifeld et al., 2009), local
region-growing cellular automata (Biediger et al., 2014) and disease-specific rule-based
elimination of false positives (Khayati et al., 2008; García-Lorenzo et al., 2011) may
improve the segmentation of lesions. Although many automated brain lesion segmentation
methods have been proposed, none can yet be considered as a standard method (Lladó
et al., 2012; Vrenken et al., 2013; García-Lorenzo et al., 2013) and the development of
accurate, reproducible and efficient methods remains an open challenge.
1.4 Validation of segmentation methods
Validation of methods is performed by running the segmentation on image datasets, for
which reference segmentations are available, and comparing the reference and obtained
segmentations. Validation should highlight the performance and limitations of a method
and demonstrate its potential in clinical use (Jannin et al., 2002; Udupa et al., 2006).
Usually, the performance of segmentation methods is measured by statistical analysis
of the quantitative metrics such as the accuracy, sensitivity, specificity, overlap, etc.
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However, to obtain an objective performance evaluation, the datasets under analysis
must be representative of the disease manifestation, e.g. location, size, shape, and volume
of pathological structure. Moreover, the evaluation of quantitative metrics is usually
complicated due to the lack of ground truth (Warfield et al., 2004). Therefore, brain tissue
segmentation methods are often validated on synthetic and real image datasets.
Synthetic image datasets have the advantage that the ground truth is known and,
usually, the degree of image-quality-affecting factors and the pathology manifestation can
be controlled. Here, the image-quality-affecting factors are introduced so as to evaluate
the reliability and reproducibility of segmentation methods. Commonly used are arbitrary
piece-wise constant synthetic images degraded with different noise levels using the Gibbs
sampler (Zhang et al., 2001) and image datasets created by the MR simulators, e.g.
the BrainWeb image datasets (Aubert-Broche et al., 2006; Kwan et al., 1999), that
include datasets of different normal brain phantoms and phantoms with MS lesions. The
BrainWeb image datasets can be used to evaluate NABS segmentation and/or brain lesion
segmentation methods; they provide brain phantoms with multi-sequence MR images,
various intensity inhomogeneity and image noise levels. Although the brain phantoms in the
MS BrainWeb image datasets have three different lesion loads, they are based on the same
healthy brain phantom and therefore do not provide a realistic variability of the appearance
of a brain with pathological structures. The use of a recently developed realistic simulator
of 3D brain tumor growth (TumorSim) by Prastawa et al. (2009) in conjunction with the
20 normal BrainWeb phantoms allows creation of datasets with different anatomical and
pathological variability. By placing an initial tumor seed at different locations inside the
healthy brain phantom and varying the simulator parameters, one can obtain a set of
brain phantoms with lesions or tumors of highly variable appearances. Also, the resulting
multi-sequence MR image datasets contain various MR-specific artifacts, such as Rician
noise, PVE, brain extraction errors and intensity inhomogeneity.
Validation on real, clinical image datasets usually relies on a reference manual delin-
eation, which is obtained by merging several manual outlines through consensus of a group
of experts. The manual delineation is traditionally performed slice-by-slice in the FLAIR
MR image, with cross-examination of the outlines in corresponding T2w and T1w MR
images, and therefore is tedious, inaccurate, labor intensive, and time-consuming process,
which is also subjective as it depends on the skills of the operator and other factors.
Creation of multi-label segmentations with several normal and pathological structures (see
Figure 1.4) is especially challenging for human raters, and might take weeks to complete
the annotation of one dataset. As the construction of reference manual outlines requires
significant effort from multiple experts, such outlines can only be obtained for a limited
number of MR images (Styner et al., 2008). Therefore, it is crucial that datasets have high
enough variability of the pathology appearances in order to be representative. In case of
brain lesions, this variability is commonly expressed in terms of total lesion load (TLL),
i.e., the volume estimate of the pathology (see Figure 1.4). Because it is important that
automated methods can perform well over different levels of TLL, methods are commonly
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evaluated over datasets grouped according to TLL, e.g. datasets with mild, moderate and
severe TLL.
Despite a large number of methods proposed for the segmentation of brain lesions
in MR images, the comparative evaluation of these methods is most often limited, or
even impossible, as methods were tested on different (and publicly unavailable) image
datasets or the authors have used different evaluation metrics (García-Lorenzo et al.,
2013). Therefore, quantitative and comparative evaluation of any new and state-of-the-art
segmentation methods is required to objectively find the best performing method that has
the potential to be used in clinical applications.
1.5 Motivation
Computation of disease biomarkers such as quantity, size, volume and spatial distribution
of normal and pathological brain structures, requires their accurate segmentation based
on datasets of 3D MR images of several conventional sequences. Segmentation can be
performed manually by delineating each of the 2D image slices, however, this task is
cumbersome and time-consuming, but most of all subjective and thus unreliable. Especially
in large clinical trials that involve processing of a large number of MR images, there
is a need for efficient, accurate and reliable automated segmentation so as to deliver
timely and consistent quantitative measurements of NABS, tumors, lesions, and other
brain pathologies. Although automated segmentation is becoming a general routine in
large clinical trials, none of the current methods can yet be considered as a standard
method (Lladó et al., 2012; Vrenken et al., 2013; García-Lorenzo et al., 2013). This is
mainly because the current methods lack robustness to numerous sources of variability
in MR images that are inherent to (brain) MR imaging, and due to differences in multi-
center MR image acquisition protocols and the heterogeneity of healthy and pathological
anatomy. Therefore, the development of automated methods for segmentation of normal
and pathological structures in brain MR images remains an open challenge.
1.6 Contributions
The main contributions of this Thesis are united under the design, development and
validation of methods for modeling, estimation and segmentation of brain MR images into
normal and pathological structures.
1.6.1 Development of a novel method for robust estimation of mixture mod-
els from unbalanced samples with outliers
Chapter 2: Robust estimation of unbalanced mixture models on
samples with outliers
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Figure 1.4: An example of datasets with different lesion loads on images of MS patients, from left
to right mild, moderate and severe lesion loads. Top rows depict an axial slice of the corresponding
T1w, T2w, and FLAIR images and the bottom row shows the reference manual segmentation, where
the normal brain structures – cerebrospinal fluid, gray, and white matter – are encoded from darkest to
brightest brown, and the pathological structures – lesions – are encoded in red.
We proposed a novel robust mixture estimator incorporating trimming of the out-
liers based on component-wise confidence level ordering of observations. The proposed
method was validated and compared to the state-of-the-art fast trimmed-likelihood esti-
mation (FAST-TLE) method on two datasets, one consisting of synthetic samples with a
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varying fraction of outliers and a varying balance between mixture weights, while the other
dataset contained structural MR images of the brain with tumors of varying volumes. The
results on both datasets clearly indicated that the proposed method is capable to robustly
estimate unbalanced mixtures over a broad range of outlier fractions. As such, the method
is applicable to real-world samples, in which the outlier fraction cannot be estimated in
advance.
1.6.2 Development of a novel approach for modeling the intensity of normal-
appearing brain structures
Chapter 3: Stratified mixture modeling for segmentation of white-
matter lesions in brain MR images
We proposed a novel approach employing stratified mixture modeling, where the main
premise is that the otherwise complex whole-brain model can be reduced to a tractable
parametric form in small brain subregions. We showed on MR images of multiple sclerosis
(MS) patients with different lesion loads that previously developed robust estimator
enables accurate mixture modeling of MR intensity in small brain subregions even in the
presence of lesions. Increasing the number of subregions and, thereby, the model complexity,
consistently improved whole-brain MR intensity modeling. The proposed approach was
incorporated into three unsupervised lesion segmentation methods and, when compared to
the original, the proposed modeling approach significantly improved lesion segmentation
according to increased Dice similarity indices and lower number of false positives on real
MR images of 30 patients with MS.
1.6.3 Development of a method for segmenting pathological brain structures
in MR images based on the locally-adaptive intensity model of normal-
appearing brain structures
Chapter 4: Locally-adaptive MR intensity models and MRF-based segmentation of
multiple sclerosis lesions
We proposed a novel method for segmentation of normal and pathological structures in
brain MR images of MS patients that is based on locally-adaptive NABS model, a robust
method for the estimation of model parameters and a MRF-based segmentation framework.
Experiments on multi-sequence brain MR images of MS patients show that, compared to
whole-brain model and compared to four state-of-the-art methods, the locally-adaptive
NABS model increases the accuracy of MS lesion segmentation.
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1.6.4 A quantitative and comparative evaluation of the proposed and several
state-of-the-art methods for segmenting white-matter lesions in MR
images
Chapter 3: Stratified mixture modeling for segmentation of white-
matter lesions in brain MR images
Chapter 4: Locally-adaptive MR intensity models and MRF-based
segmentation of multiple sclerosis lesions
We compared the performance of several unsupervised white-matter lesion segmentation
methods on our multi-sequence MR image datasets of MS patients with various levels
of pathology in terms of total lesion load. Three methods that are based on outlier
detection methodology were implemented in their original versions and versions upgraded
by our stratified mixture modeling approach. Several methods with publicly available
implementations were analyzed and the one that provided satisfactory performance was
added to the pool of the methods in comparison. Our segmentation method based on
locally-adaptive NABS model outperformed all the compared methods in cases with
moderate and severe total lesion loads and was the second best in cases with mild lesion
load. Moreover, with the proposed method the NABS segmentation performance was most
stable across datasets and the overlap with manual segmentation was better or at least
comparable to other used methods.
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Chapter 2
Robust estimation of unbalanced mixture
models on samples with outliers
Alfiia Galimzianova, Franjo Pernuš, Boštjan Likar, and Žiga Špiclin
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Abstract
Mixture models are often used to compactly represent samples from heterogeneous sources.
However, in real world, the samples generally contain an unknown fraction of outliers and
the sources generate different or unbalanced numbers of observations. Such unbalanced and
contaminated samples may, for instance, be obtained by high density data sensors such
as imaging devices. Estimation of unbalanced mixture models from samples with outliers
requires robust estimation methods. In this paper, we propose a novel robust mixture
estimator incorporating trimming of the outliers based on component-wise confidence
level ordering of observations. The proposed method is validated and compared to the
state-of-the-art FAST-TLE method on two datasets, one consisting of synthetic samples
with a varying fraction of outliers and a varying balance between mixture weights, while
the other dataset contained structural magnetic resonance images of the brain with tumors
of varying volumes. The results on both datasets clearly indicate that the proposed method
is capable to robustly estimate unbalanced mixtures over a broad range of outlier fractions.
As such, it is applicable to real-world samples, in which the outlier fraction cannot be
estimated in advance.
2.1 Introduction
Mixture models are widely used in pattern recognition, computer vision, medical image
analysis, etc. (McLachlan and Peel, 2005), because they compactly and efficiently model
samples from heterogeneous sources. The components of the mixture model carry informa-
tion about the sources of observations. To extract this information from the sample, the
mixture model component parameters and mixture weights have to be estimated. Most
often the mixture model parameters are estimated by maximum likelihood estimators
(MLEs), because these generally have several desirable properties such as consistency and
efficiency (Hadi and Luceño, 1997). For fitting mixture models by MLEs, the expectation-
maximization (EM) algorithm (Dempster et al., 1977) is usually the preferred technique.
Although MLE-EM methods are known for their high convergence rate, the correct
convergence cannot be guaranteed especially when sample sources generate different or
unbalanced numbers of observations, which, besides, are mixed to some extent (Ma and
Fu, 2005). The problem of estimating unbalanced mixtures on samples without outliers
was addressed by deterministic annealing MLE-EM (Naim and Gildea, 2012).
However, real-world samples not only contain unbalanced and overlapping observations,
but are generally contaminated by outlying observations or outliers, i.e., noisy and erroneous
observations that do not conform the theoretical mixture model of heterogeneous sources.
The outliers may adversely affect the estimation of mixture parameters and are very critical
in the MLE, since even a single outlier can lead to a degenerate mixture estimate, which
does not provide information about the distribution of inlying observations (Neykov and
Müller, 2003; Maronna et al., 2006). The fraction of outliers can vary significantly between
2.1 Introduction 17
different samples and it is often difficult, if at all possible, to determine the fraction of
outliers in advance. In samples drawn from unbalanced mixtures with outliers, robust
estimation of parameters of components represented by a small number of observations
thus requires a careful selection of corresponding inlying observations.
2.1.1 Previous work
The degree of contamination by outliers in a sample is usually expressed by outlier fraction
h, i.e., the number of outliers versus sample size N , while the robustness of an estimator
is measured by its breakdown point (BDP), defined as the smallest fraction of outliers
that can cause degenerate mixture estimates. Neykov and Müller (2003) showed that
MLE has BDP of zero. To overcome this deficiency of MLE, several estimators based on
MLE were developed that trade some of its efficiency for robustness to outliers, while
still providing consistent estimates of mixture model parameters (Hadi and Luceño, 1997;
McLachlan et al., 2006; Neykov et al., 2007; Gallegos and Ritter, 2009b). There are
three main approaches to robust mixture parameter estimation: 1) capturing outliers in a
separate mixture component (Gallegos and Ritter, 2005; Browne et al., 2012), 2) capturing
outliers by using heavy-tailed component models (e.g., t-distributions and skew-symmetric
distributions) (McLachlan et al., 2006; Lee and McLachlan, 2013; Franczak et al., 2013;
Yao et al., 2014) or 3) trimming to discard the outliers (Hadi and Luceño, 1997; Neykov
and Müller, 2003; Neykov et al., 2007; Cuesta-Albertos et al., 2008; Gallegos and Ritter,
2009a). Modeling the outliers in the first two approaches is difficult on samples, for which
the amount and distribution of the outliers are highly unpredictable. Moreover, as the
outliers lying arbitrarily far from the mixture model may cause degenerate estimates, the
BDP of methods incorporating heavy-tailed distributions is the same as when using the
normal distribution, thus these methods may also benefit from trimming (Yao et al., 2014).
We focus on the trimming approach, which can achieve a BDP of up to 50% (Neykov
et al., 2007).
The central idea in trimming is to detect the outliers and to discard them from the
likelihood function. If the current estimate of mixture model is close to optimal, the
outliers are likely to correspond to observations with low likelihood, therefore, Hadi and
Luceño (Hadi and Luceño, 1997) proposed to trim the observations with low contribution
to the likelihood function. Their maximum trimmed likelihood estimator (MTLE) proceeds
by drawing all possible subsamples of size M from the given sample of size N , i.e., a total
of
(
N
M
)
samples, and fitting to each sample the mixture model by MLE. Final mixture
parameters are given by the sample with highest trimmed likelihood. Even though MTLE
can achieve a BDP of up to 50%, the combinatorial sampling renders it is less efficient
for high BDP and, especially, for applications involving large samples. For large samples,
Neykov et al. (Neykov and Müller, 2003; Neykov et al., 2007) developed fast trimmed
likelihood estimator (FAST-TLE), an efficient approximation to MTLE, based on iterative
resampling techniques proposed by Rousseeuw and Driessen (1999). The basic idea is
to take a predefined, finite number of random samples of size M∗ < N , fit to each the
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initial mixture model by MLE and then for each sample 1) find new samples based on
ordering all N observations according to their contributions to the likelihood function and
trimming to sample size M > M∗, and 2) improve the fit by MLE on new samples. Steps
1 and 2 are iterated until convergence and the final mixture parameters are given by the
sample corresponding to highest trimmed likelihood. For normal mixture models, similar
ideas were adopted in robust model based clustering methods such as EMT (Gallegos and
Ritter, 2009a) and TCLUST (García-Escudero et al., 2008), however, FAST-TLE has the
advantage as it can be used with various models of component distributions and with any
MLE.
A crucial parameter of trimming approach is the trimming fraction, defined as α =
(N −M)/N . Trimming fraction should be set equal or, to increase the BDP margin, even
higher than the expected amount of outliers in the contaminated sample (α ≥ h). In some
applications, trimming fraction can be determined by tuning the value of α to achieve
best performance on given training samples (García-Lorenzo et al., 2011). However, this is
often not possible and the trimming fraction should be set to a high, marginal value of
expected outlier fraction (Neykov et al., 2012).
Our goal is to obtain robust estimates on large samples of highly unbalanced mixtures,
which contain a high and unpredictable amount of outliers. The main challenge of parameter
estimation on samples of unbalanced mixtures is to prevent trimming of those observations
belonging to the component(s) with a low number of observations, since in such situation
the estimation method will not be able to recover the optimal parameters of the particular
component. Besides, if a high fraction of outliers is expected in a sample, then also a high
fraction of observations must be trimmed, therefore, a careful selection of observations to
be trimmed is very critical.
The existing state-of-the-art robust methods, however, have not proved adequate for
robust estimation of unbalanced mixtures. For example, the FAST-TLE method uses the
likelihood based ordering of the observations that assigns a lower rank to observations
belonging to components represented by a smaller number of observations and components
with larger scales, which is especially critical when the trimming fraction is set much
higher than the actual outlier fraction. Therefore, the estimation of unbalanced mixtures
and mixtures with unbalanced scales in the presence of outliers may not be robust by the
FAST-TLE method.
2.1.2 Contribution
Basing on our previous work (Galimzianova et al., 2014), we propose a novel method
for estimation of mixtures on samples contaminated with outliers that is robust to the
unknown fraction of outliers. The proposed method is robust even on highly unbalanced
mixtures and efficient on large samples. The robustness is achieved by selecting the outliers
based on component-wise confidence level ordering of observations, which also enables the
estimation of highly unbalanced mixtures. The computational efficiency is achieved by
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two computational approximations of the ordering of observations. Both approximations
provide a compact representation of the sample space and enable the application of
confidence level ordering to any model of mixture components. The proposed method was
extensively validated and compared to the state-of-the-art FAST-TLE method (Neykov
et al., 2007) in two experiments. For the first experiment, synthetic samples were generated
with known fractions of outliers and with known unbalanced mixture weights so as to
evaluate the robustness of the methods. In the second experiment, realistic samples from
multisequence structural MR brain images that contained tumors of varying volumes
were used to test the two methods for robust estimation of structural intensity model
and segmentation of the normal brain structures. The results indicate that the proposed
method is robust over a broad range of trimming fractions regardless of the actual outlier
fraction. This characteristic is very important as it makes the method applicable to a wide
range of mixture modeling applications.
The paper is organized as follows. Section 2.2 describes the proposed method. Extensive
evaluation of the proposed and FAST-TLE methods using synthetic samples is presented
Section 2.3, while Section 2.4 presents a practical application of the methods for segmenting
normal structures in the brain MR images, which also contain large pathological structures.
Analysis of performance is reported in Section 2.5, while Discussion is given in Section 2.6.
2.2 Methods
2.2.1 Maximum likelihood estimators
Let X = {x1, x2, . . . xN}, xj ∈ Rd represent a random sample of N i.i.d. observations drawn
from an unobservable d-variate multimodal distribution ψ˜. By assuming ψ˜ has K distinct
modes, each belonging to a known family of parametric unimodal distribution models, the
distribution ψ˜ can be represented as a K-component mixture (McLachlan and Peel, 2005):
ψ˜ ≈ ψ(x|Θ) =
K∑
k=1
pik p(x|θk), (2.1)
where Θ = {pik, θk}Kk=1 denotes a set of unknown mixture parameters, with mixing weights
pik that obey pik > 0, ∀k and ∑Kk=1 pik = 1, and parameters θk ⊂ Rd of d-variate distribution
model p(x|θk) of the kth component. In normal mixtures, the parameters θk represent the
location µk and scale Σk of the kth component. The unknown mixture parameters Θ can
be found by maximizing the likelihood function l(Θ|X) = ∏x∈X ψ(x|Θ) of sample X or,
equivalently, by maximizing the corresponding log-likelihood function
L(Θ|X) = ∑
x∈X
log(ψ(x|Θ)). (2.2)
If the sample X is contaminated by outliers, maximizing the log-likelihood (Equa-
tion 2.2) will lead to biased estimates of Θ (Neykov and Müller, 2003). An unbiased
estimator is obtained by trimming the outliers such that the log-likelihood is computed on
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a subsample XH , i.e., L(Θ|XH), which does not contain any outliers (Hadi and Luceño,
1997; Neykov et al., 2007; Luis Angel García-Escudero, 2010). Subsample XH of size
H = [N(1 − α)] is obtained by trimming a fraction α of all the observations, where α
should be set higher or equal to the expected outlier fraction h (α ≥ h). Selection of these
H observations is a critical step that requires a specific ordering of observations, based on
which the inlying observations are more likely to be selected into subsample XH than the
outliers.
2.2.2 Ordering observations for likelihood trimming
If mixture parameters Θ are initialized close enough to their optimal values, then the
outliers can be selected based on their conformance with the current estimate of the
mixture model ψ(x|Θ). Consider an ordering of sample indices v(X|Θ) = (v1, . . . , vN)
based on monotonically non-increasing log-likelihood
log(ψ(xv1 |Θ)) ≥ . . . ≥ log(ψ(xvN |Θ)) (2.3)
Figure 2.1: An unbalanced three-component normal mixture model with heterogeneous scales and
the corresponding color-coded normalized ordering ranks obtained by the log-likelihood (left) and the
proposed confidence level ordering (right).
Based on the log-likelihood ordering v(X|Θ) a trimmed subsample is obtained as
XH = {xvj}Hj=1 and the trimmed log-likelihood function L(Θ|XH) is computed using
(Equation 2.2). The log-likelihood ordering was used in FAST-TLE (Neykov and Müller,
2003; Neykov et al., 2007) and TCLUST (García-Escudero et al., 2008) methods. For
unbalanced mixtures, however, the log-likelihood ordering is biased towards the components
with higher mixture weights; for any pair of observations xi and xj belonging to kth and
lth components (xi ∈ Xk, xj ∈ Xl), respectively, and the corresponding mixture weights
pik and pil, where pik  pil and pil → 0, the following ordering is expected log(ψ(xi|Θ)) >
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log(ψ(xj|Θ)). Therefore, the use of log-likelihood ordering and a high trimming fraction
α on the unbalanced mixtures could easily lead to trimming of all the observations of
a component with a small mixture weight. Besides, the log-likelihood ordering is biased
towards components with small scales (for the location-scale component models), since the
observations belonging to small scale components are assigned a higher rank as compared
to the observations belonging to large scale components. The influence of unbalanced
mixture weights and component scales on the log-likelihood ordering is shown in Figure
2.1.
2.2.3 Confidence level ordering
The log-likelihood ordering cannot be used to obtain robust estimates of the parameters
of unbalanced mixtures and unbalanced scales, therefore, we propose a new ordering of
observations v˜(X|Θ) = (v˜1, . . . , v˜N) based on monotonically increasing component-wise
confidence levels of the observations∫
Ω(x
v˜1
)
p(ω|θz
v˜1
) dω ≤ . . . ≤
∫
Ω(x
v˜N
)
p(ω|θz
v˜N
) dω (2.4)
where Ω(xj) = {ω ∈ Ω : p(ω|θzj) ≥ p(xj|θzj)} are corresponding confidence regions,
Ω ⊆ Rd is the sample space, and zj ∈ {1, . . . , K} is a classification of observations to one
of the K components. If the EM algorithm (Dempster et al., 1977) is used to estimate the
mixture parameters Θ, the observations xj ∈ X can be classified based on the maximum
posterior probability (MAP) as
zj = arg max
k=1,...,K
τ(xj|θk), (2.5)
where τ(xj|θk) = pik p(xj|θk)/∑Kl=1 pil p(xj|θl). In the normal mixtures, each observation
xj ∈ X can be classified based on component-wise Mahalanobis distances d2Σ(xj|µk,Σk) =
(xj − µk) Σ−1k (xj − µk)T as
zj = arg min
k=1,...,K
d2Σ(xj|µk,Σk). (2.6)
The confidence levels required for the ordering (Equation 2.4) can be computed from the
Mahalanobis distances d2Σ(xj|µzj ,Σzj)j=1,...,N as the value of cumulative density function
of a χ2d distribution. However, this approach may be computationally demanding for
large samples as the Mahalanobis distances have to be computed K times for each
of the observations. Besides, this approach can be used only in normal mixtures. The
approximate confidence levels can be obtained by using the stochastic density quantile
algorithm (Hyndman, 1996) or numerical integration of the sample space Ω, both of which
are computationally efficient due to a compact representation of the sample space and
both enable the use of confidence level ordering with any type of mixture distributions.
Here we will compute the confidence levels by numerical integration (Algorithm 2.1).
Given the confidence level ordering v˜(X|Θ) and the corresponding subsample X˜H =
{xv˜j}Hj=1 the objective of parameter estimation is to maximize the log-likelihood function
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L(Θ|X˜H). In the following section we propose a robust method for maximizing the log-
likelihood objective function based on confidence level ordering.
Algorithm 2.1 Computation of confidence levels based on numerical integration
Input: samples Xk = {xj : zj = k}, j = 1, . . . , N , one for each mixture component
k = 1, . . . , K, integration precision level ξ
Numerical integration: for each mixture component k
1. Set integration limits as the bounding box of confidence level ellipse, which corre-
sponds to the observation of the smallest value of the probability density function
(PDF), i.e., minxj∈Xk p(xj|θk)
2. Compute the confidence levels on a rectangular grid using the rectangle integration
method and selectively increase the grid density to reach the integration precision
level ξ
3. Assign the computed confidence levels to the corresponding observations in sample
Xk ⊂ X
2.2.4 Likelihood maximization based on confidence level ordering
Methods based on trimming usually start with multiple random initial guesses of mixture
parameters Θ and then, for each initial guess, maximize the log-likelihood in a concentration
process (Rousseeuw and Driessen, 1999; Neykov and Müller, 2003; Neykov et al., 2007;
García-Escudero et al., 2008). However, performing multiple concentration processes is
computationally too demanding for large samples and high trimming fractions α because
a high number of the random initial guesses is required to obtain robust mixture estimates
(Hadi and Luceño, 1997). For the application of mixture models on large samples (e.g., in
image analysis) a good initial guess of the mixture parameters can be obtained by machine
learning techniques, prior knowledge, etc. (García-Lorenzo et al., 2011).
The concentration process is generally a two-step iterative procedure. In the first step
the observations are trimmed according to their ordering, while in the second step the log-
likelihood function is maximized on the trimmed subsample XH of size H = [N(1−α)]. The
log-likelihood should increase in each iteration of the concentration process, however, unlike
the log-likelihood ordering v(X|Θ), the proposed confidence level ordering v˜(X|Θ) does not
guarantee the increase of the log-likelihood. We solve this by progressively trimming the
ordered subsample X˜H to size H∗ < H in each iteration until the log-likelihood is higher
than in the previous iteration, whereas the log-likelihood is increased only if the trimmed
observations correspond to negative log-likelihoods. Trimming more observations is likely
to remove outliers from the parameter update step, which is based on MLE and thus
sensitive to outliers. Hence, additional trimming can improve convergence of the estimates.
Since for any mixture parameter estimates Θ the log-likelihood (Equation 2.2) is maximal
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for a subsample XH obtained by trimming based on the log-likelihood ordering v(X|Θ)
(Equation 2.3), the progressive trimming of X˜H is performed only until the following
inequalities hold
L(Θ|XH) ≥ L(Θ|X˜H∗) > L(Θ|X˜H)) (2.7)
Therefore, whenever L(Θ|XH) is bounded (i.e., the FAST-TLE), the proposed log-likelihood
function L(Θ|X˜H) is bounded as well. The proposed method for likelihood maximization
based on confidence level ordering is given in Algorithm 2.2.
Algorithm 2.2 Method for likelihood maximization based on confidence level ordering
Input: trimming fraction α, the initial mixture parameters Θ(0) =
{pi(0)1 , . . . , pi(0)K , θ(0)1 , . . . , θ(0)K }, and a log-likelihood termination threshold .
Concentration process: for each mixture component k
1. Given the mixture parameters Θ(i−1), classify each observation xj ∈ X to one of K
components according to (Equation 2.6) or (Equation 2.5).
2. Perform confidence level ordering v˜(X|Θ(i−1)) according to (Equation 2.4) and obtain
a subsample X˜(i)H = {xv˜1 , . . . , xv˜H} of size H = [N(1− α)].
3. Compute log-likelihood L(Θ(i−1)|X˜(i)H ) on the subsample X˜(i)H using (Equation 2.2).
If in the first iteration (i = 1) or if the log-likelihood has increased over the previous
iteration, i.e., L(Θ(i−1)|X˜(i)H ) > L(Θ(i−1)|X˜(i−1)H ), then continue to step 5.
4. Progressively trim the subsample X˜(i)H by taking into account the lexicographic
ordering of v˜j, j = 1, . . . , H, until the trimmed subsample X˜(i)H∗ = {xv˜1 , . . . , xv˜H∗}
of size H∗ < H satisfies condition (Equation 2.7). If condition (Equation 2.7) is
satisfied, set X˜(i)H = X˜
(i)
H∗ and continue to step 5. Otherwise, terminate iteration and
return the previous mixture parameters Θ(i−1).
5. Improve the mixture parameters Θ(i−1) by maximizing the log-likelihood Θ(i) =
arg maxΘ L(Θ|X˜(i)H ) , e.g., by using EM on the subsample X˜(i)H .
6. If the relative increase of the log-likelihood is below the termination threshold ,
i.e.,
(
L(Θ(i)|X˜(i)H )− L(Θ(i−1)|X˜(i−1)H )
)
/L(Θ(i−1)|X˜(i−1)H ) ≤ , terminate iteration and
return the mixture parameters Θ(i). Otherwise, continue to step 1 and start iteration
i+ 1.
The key ingredient of the proposed method is the confidence level ordering (Equa-
tion 2.4), which preserves the inlying observations of all the mixture components even for
samples of highly unbalanced mixtures and components of heterogeneous scales. For this
reason, even for a trimming fraction α that is much higher than the expected fraction of
the outliers h, the proposed method enables robust estimation of mixture parameters, the
characteristic which we experimentally verify in the next sections.
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2.3 Experiments on synthetic samples
The purpose of these experiments was to evaluate the performance of the proposed and
FAST-TLE methods on synthetic samples that were generated by drawing observations
from synthetic mixtures with known parameters. The balance between component weights
was controlled and the synthetic samples were contaminated by a varying fraction of
outliers.
2.3.1 Creation of synthetic samples with outliers
The synthetic samples were composed of inlying and outlying observations, each of which
were generated using a specific random sampling process. The inlying observations were
obtained by randomly sampling from different synthetic mixtures, which consisted of three
normal (Gaussian) components in the two-dimensional (2D) real domain. Each synthetic
mixture was defined by parameters Θ = {pik, µk,Σk}3k=1 , where pik were the weights, µk the
means (locations), and Σk the covariances (scales) of the normal components. Generation of
a new synthetic mixture involved random sampling of the values of parameters pik, µk and
Σk from uniform distributions U(a, b) in the range from a to b. The weights pik were drawn
from U(0, 1) and are normalized to sum up to one (∑3k=1 pik = 1). The coordinates of the
means µk, k = 1, 2, 3 were drawn from U(−1, 1) and labeled such that their first coordinates
were in ascending order, i.e., µ1,1 < µ2,1 < µ3,1. To ensure the observations belonging to
the mixture components could be reliably distinguished from each other (McLachlan and
Peel, 2005), we verified that the minimal distance between the first coordinates µ1,1, µ2,1
and µ3,1 was at least 1/K; otherwise, new coordinates for the means were drawn as long
as this condition was not satisfied. The covariances Σk were generated as Σk = SST ◦ A,
which ensured Σk was positive-definite and where S = S2×2 = {sij : sij ∼ U(−1, 1)}
was a random nonsingular matrix and A = 1
δK
(I2×2 + 1) the scaling matrix with δ a
positive constant set to 5. To test if the resulting synthetic mixture was well-separated,
the overlap between the three mixture components was measured by Bayes error rate
(BER) and the synthetic mixture was discarded if BER was higher than BERmax = 0.05.
In order to avoid mixtures with badly scaled components, the lower limit to the covariance
determinant was set to 0.5 · 10−4. Finally, the means and covariances were rescaled as
µk = γµk and Σk = γ2Σk using γ = 10 so that the observations x drawn from the synthetic
mixtures lied in the 2D domain of [−20, 20]× [−20, 20]. The obtained synthetic samples
were contaminated by a varying fraction of outliers, the coordinates of which were drawn
uniformly from U(-20,20) and, then, the observations within the 95% confidence area of
any of the three components of the normal mixture were rejected. Because the outliers
were clearly separable from the inliers, trimming should effectively remove these outliers.
In this way, we can assess the impact of ordering schemes used for trimming and, thus,
the robustness of the mixture estimation methods with respect to varying the trimming
fraction α and varying the outlier fraction h.
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2.3.2 Experiment description
Experiment A: FAST-TLE and the proposed method were used to estimate the three-
component normal mixtures from synthetic samples contaminated by an apriori unknown
fraction of outliers h. The synthetic samples of N = 104 observations were drawn from
the randomly generated normal mixtures and a varying number of outliers were added to
each of these samples such that their fraction h varied from 0.0 to 0.5 with a step of 0.05.
The two methods were tested with α from 0.0 to 0.5 in 0.05 intervals. For each tested
value of h a set of 100 random mixtures was generated and, from each, three samples of
size N were drawn and, then, the outliers with uniform distribution were added to the
three samples. As there were 11 different values of outlier fraction h and 300 test samples
were generated for each h, we obtained a total of 3300 test samples. Experiments were
also performed on synthetic mixtures with normally distributed outliers (see Supplemental
materials in Section 2.7).
Experiment B: FAST-TLE and the proposed method were used to estimate the three-
component normal mixtures with unbalanced component weights. The degree to which
the mixture weights were unbalanced was represented by the value of the minimal weight.
The value of the minimal weight was drawn from 11 intervals of equal size in the range
[0.01, 0.33] and, for each interval, 100 normal mixtures were generated. Three synthetic
samples of N = 104 observations were drawn from each of these mixtures and each sample
was added 103 of uniformly distributed outliers (h = 0.1). Overall, 3300 test samples were
obtained.
In Experiment A and Experiment B, FAST-TLE and the proposed method were
executed on all test samples and, on each sample, both methods were initialized with the
same values of the mixture parameters Θ(0) = {pi(0)k , µ(0)k ,Σ(0)k }3k=1. The initial mean values
µ
(0)
k were randomly selected among the inliers of the kth component as observations within
the 95% confidence ellipses, while the initial covariance matrices Σ(0)k were set to 0.3 I2×2
and the initial mixture weights were set to pi(0)k = 1/K. Both tested methods used the EM
algorithm (Dempster et al., 1977) to estimate the mixture parameters on the trimmed
subsamples XH and were executed with a maximum of 50 iterations. The final mixture
parameters were used to classify the inlying observations based on MAP (Equation 2.5) and
the performance of the two methods was evaluated by the misclassification ratio (MCR),
computed as the ratio between the number of incorrectly classified inlying observations
and the total number of inlying observations N :
MCR = 1
N
K∑
k=1
|{xj ∈ X : (xj ∈ Xk) ∧ (zj 6= k)}| (2.8)
For any combination of h and α the reported MCR values were averaged over the three
samples drawn from the corresponding normal mixture.
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2.3.3 Results
The impact of the choice of trimming fraction α on the performance of FAST-TLE and the
proposed method on one test sample with outlier fraction h = 0.1 used in the experiment
is demonstrated in Figure 2.2. The sample shown in Figure 2.2 was composed of three
normal components with slightly unbalanced component weights, i.e., pi1 ≈ 0.34, pi2 ≈ 0.55,
pi3 ≈ 0.11. When the trimming fraction α was lower than the outlier fraction h, trimming
could not remove all the outliers from the original sample, thus, in both of the tested
methods the MLE estimator employed on the trimmed sample produced degenerate mixture
estimates. Figure 2.2 shows that the mixture component with the smallest mixture weight
(rightmost) was most affected, with over-estimated covariance and the mean shifted away
from its true value. The reason was that some outliers were not trimmed and thus had
an adverse influence on the EM-based mixture parameter estimation. For α = h the
FAST-TLE method accurately estimated the mixture parameters, however, the estimates
of the third component (the component with the smallest component weight pi3 ≈ 0.11)
became less accurate for α > 0.3. The reason was that the log-likelihood ordering led to the
trimming of most of the observations belonging to the third component and thus reduced
the estimate of the covariance Σ3. On the other hand, the proposed method accurately
estimated all the mixture parameters for α in the range from 0.1 to 0.5. The advantage
was obtained by the use of confidence level ordering (Equation 2.4), which preserved most
of the inlying observations of all the components regardless of the component weight and
regardless of the value of α. For the same test sample, Figure 2.3 shows the values of
MCR for different values of α that enables a parallel insight into the performance of the
tested methods. Note that high MCR values correspond to false classification of inlying
observations due to the degenerate values of the mixture parameters. For α = 0.1 the MCR
was the lowest for both of the two methods and then slowly increased for the proposed
method, while for the FAST-TLE method the MCR increase was considerably higher.
Experiment A: Table 2.1 reports median MCR (mMCR) values obtained after executing
the two mixture parameter estimation methods on all of the test samples with uniformly
distributed outliers. The results are presented for six intervals of increasing outlier fraction h
(i.e., [0.0, 0.0], [0.0, 0.1], [0.0, 0.2], [0.0, 0.3], [0.0, 0.4], [0.0, 0.5]). The mMCR was computed
separately for samples, in which α = hmax, α > hmax and α < hmax and where hmax was
the maximal outlier fraction over all of the samples in the considered outlier fraction
interval. The proposed method outperformed the FAST-TLE method and was less affected
at high and highly variable outlier fractions (e.g., interval [0.0, 0.5]). Figure 2.4 shows
the mMCR values for each combination of h and α. Both FAST-TLE and the proposed
method performed poorly (high mMCR) if the trimming fraction α was lower than the
outlier fraction h (i.e., values below diagonal in Figure 2.4). FAST-TLE performed best
(i.e., lowest mMCR) when the trimming fraction was similar to the true outlier fraction
(α ≈ h, i.e., values on the diagonal in Figure 2.4), while by increasing α beyond the value
of h, the mMCR progressively increased. The proposed method, however, showed a good
and stable performance also for values α > h (i.e., values above the diagonal in Figure
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Figure 2.2: Test sample consisted of inlying observations (gray dots) of three-component normal
mixture and a fraction of h = 0.1 (10%) of uniformly distributed outliers (gray crosses). The ellipses
show the 99% confidence regions of the mixture components for the initial (black) and true (dashed
black) mixture parameters, while the colored ellipses show the 99% confidence regions of the estimated
mixture components for different values of the trimming fraction.
2.4). Similar results were obtained on test samples with normally distributed outliers (see
Supplemental materials).
Experiment B: Table 2.2 reports the mMCR and median absolute deviations (MAD)
on 5 intervals of the minimal weight computed over all trimming fraction values considered,
α ∈ {0.00, 0.05, . . . , 0.50}. The proposed method outperformed the FAST-TLE method
in each of the tested intervals, which corresponded to varying balance between mixture
weights. Figure 2.5 presents the mMCR values obtained by FAST-TLE and the proposed
methods on all 11 intervals by increasing the minimal weight value. Figure 2.5 confirms
the hypothesis that the robustness of FAST-TLE depends drastically on balance between
mixture weights, since at high values of trimming fraction α the inliers of the component
with minimal weight are trimmed and, therefore, the component’s parameters cannot be
recovered. However, the proposed method successfully addressed this problem and gave
stable results for trimming fractions higher than 0.1, which was the outlier fraction used in
this experiment. The proposed method performed slightly worse in cases when the minimal
mixture weight was much lower than the outlier fraction (pimin ≤ 0.05), while at the same
time the trimming fraction was set very high (α ≥ 0.4). The reason is that, depending
on the initialization, the outliers uniformly distributed around the inliers of the minimal
component will have a significant effect during the first few iterations.
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Figure 2.3: Plots of misclassification ratio (MCR) for the mixtures estimated by FAST-TLE (dashed
blue) and the proposed method (red) at different trimming fractions α on the test samples in Figure
2.2 with uniformly distributed outliers.
Figure 2.4: Median misclassification ratio (mMCR) on test samples with uniformly distributed outliers
for the mixtures estimated by FAST-TLE (left) and the proposed method (right).
Figure 2.5: Median misclassification ratio (mMCR) on test samples of synthetic mixtures with different
values of the minimal mixture weight. Mixtures were estimated by FAST-TLE (left) and the proposed
method (right) for different trimming fractions α.
Table 2.1: Median misclassification ratio (mMCR, ×10−2) and median absolute deviation (in parentheses) computed for the mixtures estimated by FAST-TLE
and the proposed method on test samples with uniformly distributed outliers for six different intervals of the outlier fraction. The numbers in bold correspond
to the best performing method.
Trimming
fraction α Method
Interval of the outlier fraction h, [0,hmax]
[0.0, 0.0] [0.0, 0.1] [0.0, 0.2] [0.0, 0.3] [0.0, 0.4] [0.0, 0.5]
α = hmax
FAST-TLE 2.2 (1.2) 2.7 (1.6) 3.5 (2.1) 4.3 (3.2) 6.1 (4.9) 11.3 (8.9)
Proposed 2.2 (1.2) 2.2 (1.4) 2.4 (1.4) 2.6 (1.6) 2.8 (1.7) 3.2 (1.9)
α > hmax
FAST-TLE 2.8 (1.4) 3.5 (2.0) 4.3 (3.1) 5.8 (4.7) 9.8 (7.9) −
Proposed 2.2 (1.2) 2.2 (1.4) 2.4 (1.5) 2.7 (1.6) 3.1 (1.8) −
α < hmax
FAST-TLE − 2.7 (1.6) 3.3 (1.9) 3.9 (2.7) 4.9 (3.7) 7.6 (6.3)
Proposed − 2.6 (1.4) 2.7 (1.6) 2.8 (1.7) 3.0 (1.8) 3.4 (2.1)
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Table 2.2: Median misclassification ratio (mMCR, ×10−2) and median absolute deviation (in paren-
theses) computed for the mixtures estimated by FAST-TLE and the proposed method on test samples
with uniformly distributed outliers for six different intervals of the outlier fraction. The numbers in bold
correspond to the best performing method.
Method
Interval of the minimal component weight [0, pimin]
[0.01, 0.07] [0.07, 0.14] [0.14, 0.20] [0.20, 0.27] [0.27, 0.33]
FAST-TLE 15.6 (12.9) 6.5 (4.9) 4.2 (3.0) 3.5 (2.1) 3.3 (1.6)
Proposed 3.2 (2.8) 2.7 (1.7) 2.8 (1.6) 2.6 (1.5) 2.8 (1.4)
2.4 Experiments on brain MR images
The analysis of brain MR images is typically approached by modeling the intensity
distribution of brain structures, which can be performed through the estimation of a
corresponding mixture model and which is then used for the task of brain structure
segmentation, intensity nonuniformity correction, partial volume estimation, pathology
detection, etc. (Tohka et al., 2007; Wells et al., 1996; Cuadra et al., 2005; García-Lorenzo
et al., 2011). If the brain structures contain pathologies, then the modeling of the intensity
distribution of these structures requires the use of robust mixture estimation methods,
since the MR intensities corresponding to the pathological structures do not conform to the
intensity distribution of the normal structures. The intensities of pathological structures
such as tumor and brain lesions thus represent outliers in the intensity distribution. The
fraction of outliers is directly proportional to the volume of the pathological structures that
can vary significantly compared to the volume of the normal brain structures, therefore,
the mixture estimation methods need to be robust to high variations of the outlier fraction.
To evaluate the performance of FAST-TLE and the proposed method for the purpose
of modeling the intensity distribution of brain structures, we created a database of MR
images of brains that contained tumors of varying volumes. The mixture models estimated
by the two tested methods were used to segment the normal brain structures such as the
white matter (WM) and gray matter (GM) tissues, and cerebrospinal fluid (CSF), and the
tumors.
2.4.1 Creation of brain MR image database
A database1 of 100 sets of MR images of brains with tumors of varying volumes was
created from 20 different brain phantoms in the BrainWeb database (Aubert-Broche et al.,
2006). From each of the 20 brain phantoms, five sets of MR images with tumors of different
volumes were created, resulting in a total of 100 sets of MR images. Tumors were generated
1The brain tumor MR image database is publicly available online at: http://lit.fe.uni-lj.si/
tools.
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by a realistic simulator of 3D brain tumor growth (TumorSim) (Prastawa et al., 2009)
such that an initial tumor seed was placed at a random location inside the WM or GM
tissue. The output of the TumorSim simulator that we used consisted of modified T1-,
T2-weighted and FLAIR MR sequences, and a modified ground truth segmentation of the
brain structures and the tumor (Figure 2.6). These three MR sequences are typically used
for the visualization of the brain structures and for the diagnosis of the brain pathologies,
since the T1w sequence generally has the highest contrast between the normal brain
tissues (WM, GM), the T2w sequence highlights fluids (CSF) and inflammations, while
FLAIR is complementary to T2w sequence, but suppresses the fluid-related signals. All
MR images had 256×256×128 voxels with isotropic resolution 1×1×1mm3 and contained
MR-specific artifacts, such as Rician noise, partial volume and intensity inhomogeneity.
The obtained five sets of MR images per each brain phantom corresponded to five
initial tumor seeds of increasing volumes and, since the volumes of the simulated tumors
were proportional to the volume of the initial tumor seed, the final tumor volumes were
different with mean volumes over all the 20 phantoms of 1.6, 10.6, 27.8, 44.9 and 66.0 cm3
(Figure 2.6).
2.4.2 Experiment description
The aim of this experiment was to investigate the performance of FAST-TLE and the
proposed method for the task of modeling the intensity distribution of normal brain
structures in the presence of a varying amount of pathological structures. The methods
were tested on 100 sets of MR images with varying tumor volumes by modeling the
MR intensity distribution as a three-component normal mixture with the components
corresponding to the WM, GM and CSF structures. The estimation of the normal mixture
was performed on the intensities of T1w, T2w, and FLAIR sequences in those voxels,
which lied within the brain mask as given by the ground truth segmentation. The number
of voxels captured within the brain mask varied between different phantoms and was
2 · 106 on average. FAST-TLE and the proposed method were tested with different values
of the trimming fraction α that varied from 0.0 to 0.5 with a step of 0.05. Mixture
parameters were initialized based on a coarse segmentation of T1w sequence into the
WM, GM and CSF structures, obtained by unsupervised dual-threshold Otsu’s algorithm
(Otsu, 1979). The initial means µk and covariances Σk of mixture components were set
to corresponding sample means and sample covariances, and pik were set to the fraction
of voxels corresponding to each structure. Both of the two tested methods used the EM
algorithm (Dempster et al., 1977) on the trimmed subsample to estimate the mixture
parameters and were executed with a maximum of 50 iterations.
The estimated mixture models were used to segment the brain MR images into WM,
GM and CSF structures based on MAP (Equation 2.5), while the samples of trimmed
observations, or outliers, {X \XH}, as obtained by FAST-TLE and the proposed method,
were further analyzed to segment the tumor. Besides the voxels corresponding to the tumor
intensities, the samples of outliers may contain voxels with other atypical intensity values
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that deviate from the normal intensity model of brain structures due to partial volume,
Rician noise (Gudbjartsson and Patz, 1995), intensity inhomogeneity (Vovk et al., 2007), etc.
Therefore, the voxels in each sample of outliers were classified as tumor or non-tumor voxels
based on a heuristic hyper-intensity rule (García-Lorenzo et al., 2011). A particular voxel
j was put into sample XT (the sample of tumor voxels) if its T2w and FLAIR intensities
xj,T2w and xj,FLAIR, respectively, deviated from the corresponding intensity distributions
of the WM voxels. At a given significance levels pT2w and pFLAIR, the corresponding
intensity thresholds tT2w and tFLAIR were computed from ps =
∫∞
ts
N(µWM,s, σWM,s)dt,
s ∈ {T2w,FLAIR}, i.e., the Gaussian intensity distribution of WM voxels, and were used
to classify the tumor voxels as
XT = {xj ∈ X : (xj,T2w > tT2w ∧ xj,FLAIR > tFLAIR)
∧ zj /∈ {WM,GM,CSF} } ,
(2.9)
The intensity thresholds were obtained at the corresponding significance levels pT2w and
pFLAIR set to 10−4. The outlier voxels that were not classified as tumors were subsequently
classified as WM, GM or CSF based on the MAP and merged with their corresponding
segmentations. Based on the ground truth segmentations, the accuracy of the estimated
normal mixtures was evaluated as in Section 2.3 by computing the median misclassification
ratio (mMCR) (Equation 2.8) over 20 phantoms for each of the five mean tumor volumes
and for each setting of the trimming fraction α. The overlap between the obtained and
ground truth segmentations was evaluated by Dice similarity coefficient (DSC):
DSCk =
2 |Zk ∩ Zgtk |
|Zk|+ |Zgtk |
. (2.10)
The DSC was computed for each of the three normal brain structures k ∈
{WM,GM,CSF} between the obtained Zk and the ground truth segmentations Zgtk .
The median of DSC (mDSC) was computed over 20 phantoms for each of the five mean
tumor volumes and for each setting of the trimming fraction α.
2.4.3 Results
Table 2.3 reports the mMCR for the normal mixtures computed by the standard MLE,
FAST-TLE and the proposed method. The MLE used the EM algorithm and was equivalent
to FAST-TLE and the proposed method with the trimming fraction α set to 0. The mMCR
was generally higher for the MLE method compared to the other two methods that
employed trimming, indicating the advantage of using robust mixture estimation methods.
Nevertheless, the mMCR for the FAST-TLE method varied significantly for α > 0.3 and
was sometimes even higher than the mMCR of the MLE method, especially in the MR
image sets with small tumors. On the other hand, the performance of the proposed method
was not affected at high trimming fractions α, for which the method achieved the lowest
mean mMCR. The left of Figure 2.7 shows the mMCR values for each combination of
mean tumor volume and α. The observed performance is consistent with the performance
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observed on the synthetic samples (Section 2.3), in which FAST-TLE achieved the lowest
mMCR when the trimming fraction α was close to the true outlier fraction h, while the
proposed method had low and stable mMCR when α > h. As the exact outlier fraction h
is not known for the MR image sets, as in datasets of many other applications, the ability
to set the trimming fraction α arbitrarily high (up to 0.5) without trading performance
has an important advantage for the practical use of mixture estimation methods.
The accuracy of the estimated mixtures has an important impact on the segmentation
of normal brain structures. The performance of segmentation reported by mDSC is shown
on the right of Figure 2.7. FAST-TLE achieved best mDSC in the range of trimming
fraction α from 0.25 to 0.35, while for higher values of α, the mDSC for the CSF and
GM structures decreased significantly. The main reason is that the log-likelihood ordering
(Equation 2.3) resulted in trimming most of the voxels belonging to the CSF (Figure 2.8),
while the mixture component corresponding to CSF then modeled the CSF-GM interface
and, thus, the resulting segmentation of both the CSF and GM became inaccurate. The
proposed method achieved stable mDSC for α in the range from 0.3 to 0.5 and resulted
in accurate segmentation of normal brain structures and tumors. Figure 2.8 shows the
segmentations with respect to α obtained by FAST-TLE and the proposed method.
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Figure 2.6: First column from top to bottom: Axial cross-sections of ground truth segmentations of
the brain MR images with increasing tumor volume. The cross-sections are shown for different brain
phantoms and each of the axial cross-sections was taken at the largest axial cross-sectional area of the
tumor. Second column from top to bottom: A set of MR images, i.e., the ground truth segmentation of
the brain structures and tumor, tumor infiltration map, T1-, T2-weighted and FLAIR sequences with
delineated tumor (red line).The tumor also affected the MR intensities outside its boundary (arrows).
Third column from top to bottom: Inlier and outlier classes estimated from ground truth segmenations,
outliers estimated from the ground truth segmentation, T1w–T2w distribution of inliers and T2w–FLAIR
distribution of outliers with superimposed ellipses of mixture components based on the ground truth,
and the legend.
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Figure 2.7: Performance of the MR intensity mixture estimation and MR image segmentation: (a)
median misclassification ratio (mMCR) and (b) median Dice similarity coefficient (mDSC), respectively.
Low mMCR corresponds to accurate mixture estimation, while high mDSC corresponds to accurate
segmentation of MR images. Results for FAST-TLE (top) and the proposed method (bottom) are shown
for different mean tumor volumes and trimming fractions α, and for the cerebrospinal fluid (CSF), gray
matter (GM) and white matter (WM).
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Figure 2.8: Analysis of MR images shown in Figure 2.6 and their cross-sections: outlier voxels (first two
columns) and segmentation (last two columns) of the normal brain structures and tumors for FAST-TLE
and the proposed method for different trimming fractions α. The color-coding of the segmentations is
the same as in Figure 2.6.
Table 2.3: Median misclassification ratio (mMCR, ×10−1) and its median absolute deviation (in parentheses) for the three component normal mixtures
estimated on the MR image sets by FAST-TLE and the proposed method for different values of trimming fractions α. The values in bold correspond to the
best performing method in terms of mMCR.
Trimming
fraction α Method
Median MCR (mMCR) for different mean tumor volumes Overall
mMCR1.6cm3 10.6cm3 27.8cm3 44.9cm3 66.0cm3
0.0 MLE 3.4(0.6) 3.9(0.4) 4.1(0.5) 3.4(0.5) 3.7(0.5) 3.7(0.6)
0.1
FAST-TLE 3.3 (0.7) 3.0 (0.5) 3.3 (0.6) 3.1 (0.5) 3.6 (0.3) 3.2 (0.6)
Proposed 3.1 (0.7) 2.9 (0.7) 3.2 (0.8) 2.9 (0.4) 3.5 (0.3) 3.1 (0.6)
0.2
FAST-TLE 2.3 (0.4) 2.4 (0.5) 2.4 (0.3) 2.9 (0.5) 3.1 (0.5) 2.6 (0.5)
Proposed 2.3 (0.5) 2.2 (0.5) 2.6 (0.4) 2.7 (0.6) 3.1 (0.5) 2.6 (0.5)
0.3
FAST-TLE 2.2 (0.4) 2.1 (0.5) 2.2 (0.5) 2.0 (0.5) 2.4 (0.5) 2.2 (0.5)
Proposed 2.2 (0.2) 2.2 (0.5) 2.1 (0.3) 2.7 (0.7) 2.3 (0.5) 2.2 (0.4)
0.4
FAST-TLE 3.2 (1.2) 2.6 (1.1) 4.0 (0.9) 2.9 (1.3) 3.1 (0.7) 3.4 (1.2)
Proposed 2.2 (0.4) 1.7 (0.3) 1.9 (0.4) 2.2 (0.7) 1.9 (0.4) 2.0 (0.5)
0.5
FAST-TLE 4.5 (0.5) 4.5 (1.0) 4.8 (0.7) 4.2 (0.6) 4.2 (0.7) 4.5 (0.7)
Proposed 2.1 (0.3) 1.7 (0.3) 2.0 (0.6) 1.7 (0.5) 1.7 (0.4) 1.9 (0.4)
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2.5 Performance characteristics
The aim of this section is to investigate and compare the properties of FAST-TLE and the
proposed method such as convergence and execution times.
The convergence properties of the two tested methods were investigated on the synthetic
samples (Section 2.3). In this experiment 10 different synthetic mixtures were used with a
fraction h = 0.2 of uniformly distributed outliers; thus, each sample consisted of 1.2 · 104
observations. FAST-TLE and the proposed method were tested for trimming fractions
α ∈ {0.05, 0.10, . . . , 0.5} and executed for 50 iterations. All 50 iterations were performed
regardless of the stopping criteria, however, the iteration count was recorded when stopping
the criteria were met. Also, the accuracy of mixture estimation was evaluated in each
iteration by computing the mMCR. The experiment was repeated 10 times, each time with
different, randomly selected initial parameters as described in Section 2.3. The normalized
mean likelihood, recorded iteration counts and mMCR curves with respect to the 50
iterations performed for each method are shown in Figure 2.9. When α was equal to h
(i.e., α = 0.2), both methods achieved the highest performance (low mMCR) and were
most efficient (low iteration count). In general, the likelihood convergence of the proposed
method was slower than that of FAST-TLE, however, the proposed method typically
required a lower number of iterations, especially for α = h, as the mMCR always stabilized
after 20 iterations (Figure 2.9). The reason for lower iteration count was also that an
additional stopping criterion was incorporated into the proposed method that put an
upper bound on the log-likelihood objective function (step 4 in Algorithm 2.2). As already
observed in Section 2.3, the mMCR of the FAST-TLE method increased drastically when
the trimming fraction α differed from the outlier fraction h, while the proposed method
achieved low and stable mMCR for α ≥ h.
The execution times of the two tested methods were measured on synthetic samples
of different sizes that varied from 103 to 105. For each sample size, observations were
drawn from three-component normal mixtures and the uniformly distributed outliers were
added to the sample in fractions varying from 0 to 0.5 with a step of 0.05. The methods
were tested for trimming fraction α varying from 0.05 to 0.5 with a step of 0.05. The
experiment was repeated 10 times, each time with different, randomly selected initial
parameters as described in Section 2.3. The proposed method was tested with three different
implementations of the confidence level ordering (Equation 2.4). The first was based on
computing the component-wise Mahalanobis distances, the second was the numerical
integration (Algorithm 2.1) and the third was the stochastic density quantile algorithm
(Hyndman, 1996). The last two implementations resulted in approximate confidence
levels, therefore, their effect on the accuracy of the mixture estimates with respect to
the Mahalanobis distance based implementation was measured by mMCR. Besides the
execution time, iteration count was also recorded. The results are summarized in Table
2.4.
For the proposed method with Mahalanobis distance based implementation of the
confidence level ordering, the increase in sample size N resulted in a significant increase of
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Figure 2.9: The normalized mean likelihood curve (top), median misclassification ratio (mMCR)
(middle) w.r.t. iterations, and the number of iterations required to convergence (bottom) of FAST-TLE
and the proposed method for different trimming fractions α computed on synthetic samples contaminated
by a fraction h = 0.2 of outliers.
the execution time. On the other hand, the numerical integration and stochastic density
quantile implementations were very efficient with execution times comparable to the
FAST-TLE method. The approximation error introduced by the numerical integration
and stochastic density quantile implementation used in the proposed method was below
0.006 and 0.017 in terms of mMCR, respectively. The mMCR between FAST-TLE and
the proposed method (the Mahalanobis distance based implementation) was much higher,
indicating a significant difference between the log-likelihood (Equation 2.3) and the
confidence level (Equation 2.4) ordering schemes. Besides, the implementation incorporating
numerical integration or stochastic density quantile algorithm can be easily adapted to
mixtures of arbitrary forms of component distributions.
Table 2.4: Characteristics of FAST-TLE and the proposed method, which was tested with three implementations of the confidence level ordering. The mMCR
of each method is computed w.r.t. the proposed method with the Mahalanobis distance based implementation of confidence level ordering. The measurements
are means over 10 experiment repetitions, using different outlier and trimming fractions, and different initial mixture parameters (cf. text for details).
Criterion Sample size N FAST-TLEmethod
Proposed method
Mahalanobis
distances
Numerical
integration
Stochastic
quantile
density
Mean time [s]
103 0.20 0.35 0.22 0.43
104 0.56 3.66 0.50 1.05
105 5.06 61.74 3.74 5.33
Iteration count
103 11 5 5 5
104 23 8 9 12
105 43 15 15 22
mMCR∗
103 0.15 − 0.006 0.017
104 0.14 − 0.002 0.006
105 0.17 − 0.001 0.008
∗with respect to Mahalanobis distance based implementation
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2.6 Discussion
In applications of mixture estimation, samples are always contaminated by the outliers
and, more importantly, the apriori estimation of the fraction of outliers in a sample is
often difficult, if at all possible in advance. The results of mixture estimation on samples
contaminated by outliers indicate that the proposed method performs more robustly than
the FAST-TLE method. The two tested methods rely on trimming of the observations to
achieve robust mixture estimation, therefore, the trimming fraction is the most critical
performance-affecting parameter of these methods. The experiments on synthetic and
realistic samples contaminated with outliers revealed that mixture estimates obtained by
the FAST-TLE method were accurate only when the value of the trimming fraction was
set to a value which was similar to the actual outlier fraction. The proposed method can
be applied by setting the trimming fraction to the highest expected value of the outlier
fraction in the class of samples considered and, thereby, obtain accurate mixture estimates
from the samples contaminated with a fraction of outliers that is either much lower or
reaches up to the preset trimming fraction.
One of the advantages of trimming versus a competing strategy, which is to treat outliers
as a separate component, is that trimming can capture outliers of varying distributions;
e.g., diffuse, concentrated uni-modal, or multi-modal, or even outliers of a combination
of diffuse and concentrated distributions. This was verified by the results on synthetic
samples of normal mixtures with the outliers distributed either uniformly (Section 2.3)
or normally (Supplemental materials), and by results on realistic samples of 100 brain
tumor MR image datasets (Section 2.4). On realistic samples the distribution of outliers
was both diffuse and concentrated in multiple modes (Figure 2.6), hence, trimming has
the ability to capture outliers with rather arbitrary distributions.
The benefit of the proposed method is also in its ability to estimate mixtures from
samples, in which the components are represented by a different and highly unbalanced
number of observations. Such samples are often obtained from high density data sensors
such as imaging devices, in which structures of different sizes need to be compactly
represented by a mixture model. In medical image analysis, for example, the mixture
models are often used to represent the intensity model of anatomical structures. The
intensity models are typically used for the tasks like image segmentation, registration, and
intensity nonuniformity correction. We performed experiments on 100 sets of MR images
of brains with tumors of varying volumes, in which the task was to model the intensities of
normal brain structures structures such as WM, GM and CSF. These structures differed
significantly in volume and, therefore, the number of voxels representing the intensity of
each structure also varied significantly. For example, the mean fractions of the normal brain
structures, i.e., WM, GM and CSF, were 0.27, 0.49 and 0.24, respectively. The outlying
intensities represented the tumor intensities, the intensities of its surrounding structures
(tumor infiltration) and common MR image artifacts such as partial volume effect, Rician
noise, and intensity inhomogeneity. Therefore, neither the form nor the fraction of outliers
could be accurately predicted in advance and an accurate estimation of the MR intensity
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model in the form of a mixture is a challenging problem. Robust mixture estimation
methods such as FAST-TLE have already been applied to MR image segmentation (García-
Lorenzo et al., 2011; Bricq et al., 2008; Tomas-Fernandez and Warfield, 2012), however, as
demonstrated by our experiments, their optimal application to MR image sets requires
case-specific tuning of the trimming fraction value. The proposed method demonstrated
stable performance of mixture estimation over a broad range of trimming fraction values
(0.3–0.5) and outperformed the FAST-TLE method in segmentation of normal brain
structures in the presence of tumors of varying volumes.
For the task of image segmentation, a spatial association between voxels is an important
prior assumption that can be incorporated through statistical image modeling based on
Markov random field (MRF) framework (García-Lorenzo et al., 2009). In MRF frameworks,
the components of mixture estimates represent the likelihoods of structures used in a
Bayesian inference. We used the mixture estimates obtained by FAST-TLE and the
proposed method in the MRF framework, which generally improved the DSC of resulting
segmentations, however, the patterns of DSC with respect to tumor volume and trimming
fraction α were similar to those in Figure 2.7b. Hence, we arrived at the same conclusion
as previously without employing the spatial association of voxels, which is, the mixture
estimates obtained by the proposed method, compared to the FAST-TLE, result in
consistent DSC values for a larger range of trimming fraction α (0.3–0.5) and, thus, in
more robust mixture estimates.
The robustness of mixture estimation depends on the way mixture parameters are
initialized. To analyze this dependence, the experiments on synthetic samples were also con-
ducted with the mixture parameters initialized by k-means clustering and by ground truth
mixture parameters. Although the final results varied slightly based on the initialization
used, the patterns of mMCR, and thereby the conclusions, for both FAST-TLE and the
proposed method were similar to those in Figure 2.4. To improve the robustness of mixture
estimates a widely used solution is to take several (random) initial mixture parameters,
compute the respective mixture estimates and then select the mixture corresponding to
the highest objective function (Hadi and Luceño, 1997; Neykov et al., 2007; Luis Angel
García-Escudero, 2010). Performing several mixture estimations may not be feasible for
large samples due to increased execution time, while for samples of unbalanced mixtures
and/or high value of trimming fraction a drastically higher number of the initial mixture
parameters would be required for robust mixture estimation (Hadi and Luceño, 1997). In
practical applications, however, the mixture parameters can usually be initialized based on
application-specific prior knowledge, as demonstrated on brain MR images (Zhang et al.,
2001; García-Lorenzo et al., 2011).
Although FAST-TLE and the proposed method do not explicitly model the outlier
distributions, they assign, through the normalized likelihood or confidence level based
ordering of observations, respectively, an outlier membership value to each of the ob-
servations. The proposed ordering based on confidence levels assigns a weight in range
from zero to one to each observation, which can be used as a fuzzy outlier membership
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map in advanced image segmentation frameworks that account for spatial association of
observations (García-Lorenzo et al., 2009).
2.6.1 Conclusion
In conclusion, we proposed a novel method for robust estimation of unbalanced mixtures
on samples contaminated with outliers. The main advantage of the proposed method is
its robustness because it can estimate unbalanced mixture models irrespectively of the
fraction of outliers, as long as the trimming fraction is higher than the outlier fraction,
which can be as high as 50%. The breakthrough was achieved by selecting the outliers
based on confidence level ordering, which also enabled the estimation of highly unbalanced
mixtures. The results on synthetic and realistic samples indicate that the proposed method
is robust over a broad range of trimming fractions, therefore, it can be applied for the
mixture estimation on real-world samples, in which the outlier fraction cannot be estimated
in advance.
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2.7 Supplemental material
FAST-TLE and the proposed method were tested on synthetic samples generated by
drawing normally distributed observations from synthetic mixtures with known parameters.
2.7.1 Experiment description
The synthetic mixtures were generated as described in Section 2.3.1 and then the outliers
were drawn from one normal distribution with the mean coordinates randomly drawn from
U(−20, 20) and such that the mean was outside the 95% confidence area of each of the
three components of the normal mixture. The corresponding scale of the normal outlier
distribution was obtained in the same way as for the scales of mixture components with
parameters δ = 80 and γ = 20.
Experiments were performed as in Experiment A in Section 2.3.2 using a total of 3300
test samples.
2.7.2 Results
Impact of the choice of trimming fraction α on the performance of FAST-TLE and the
proposed method on one test sample with outlier fraction h = 0.1 used in the experiment
is demonstrated in Figure 2.11.
The samples shown in Figure 2.11 were both composed of three normal components
with slightly unbalanced component weights, i.e., pi1 ≈ 0.34, pi2 ≈ 0.55, pi3 ≈ 0.11. When
the trimming fraction α was lower than the outlier fraction h (i.e., for α ∈ {0.0, 0.05}),
the estimation of the mixture parameters failed in both methods. For α ≥ h, the proposed
method accurately estimated the mixture parameters regardless of the value of trimming
fraction α. Conversely, the FAST-TLE method returned inaccurate estimates of mixture
parameters for α > 0.30.
For the same test sample, Figure 2.10 shows the values of MCR for different values of
α that enables a parallel insight into the performance of the tested methods. The proposed
method improved the mixture estimation over the state-of-the-art FAST-TLE method and
the improvement was the highest when the trimming fraction α was set higher then the
actual outlier fraction h.
Table 2.5 reports median MCR (mMCR) values obtained after executing FAST-TLE
and the proposed method on all of the test samples with normally distributed outliers.
The proposed method outperformed the FAST-TLE method and was less affected at high
and highly variable outlier fractions (e.g. interval [0.0, 0.5]). This can also be seen from
Figure 2.12, which shows the mMCR values for each combination of h and α.
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Figure 2.10: Plots of misclassification ratio (MCR) for the mixtures estimated by FAST-TLE (dashed
blue) and the proposed method (red) that at different trimming fractions α on the test samples in
Figure 2.11 with normally distributed outliers.
Figure 2.11: Test sample consisted of inliers of 3-component normal mixture and a fraction of h = 0.1
(10%) of normally distributed outliers. The ellipses show the 99% confidence regions of the mixture
components for the initial (black) and true (dashed black) mixture parameters, while the colored ellipses
show the 99% confidence regions of the estimated mixture components for different trimming fractions α.
Figure 2.12: Median misclassification ratio (mMCR) on test samples with normally distributed outliers
for FAST-TLE (left) and the proposed method (right). The mMCR is shown for all combinations of
outlier fractions h and trimming fractions α.
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2.7.3 Conclusion
Similarly to the experiments with uniformly distributed outliers, the experiments with
normally distributed outliers demostrate the advantage of the proposed method over
the state-of-the-art FAST-TLE method. The advantage was obtained by trimming the
observations based on confidence level ordering, which preserved most of the inlying
observations of all the components regardless of the component weight and regardless of
the value of trimming fraction α.
Table 2.5: Median misclassification ratio (mMCR, ×10−2) and median absolute deviation (in parentheses) for the mixtures estimated by FAST-TLE and the
proposed method on test samples with normally distributed outliers for six different intervals of the outlier fraction. The numbers in bold correspond to the best
performing method in terms of mMCR.
Trimming
fraction α Method
Interval of the outlier fraction h, [0,hmax]
[0.0, 0.0] [0.0, 0.1] [0.0, 0.2] [0.0, 0.3] [0.0, 0.4] [0.0, 0.5]
α = hmax
FAST-TLE 2.4 (1.3) 2.8 (1.7) 4.2 (2.7) 5.9 (4.2) 9.3 (6.4) 13.3 (8.6)
Proposed 2.4 (1.3) 2.2 (1.4) 2.5 (1.5) 2.7 (1.7) 3.2 (1.9) 3.7 (2.5)
α > hmax
FAST-TLE 2.7 (1.4) 3.7 (2.2) 4.9 (3.3) 6.9 (5.0) 10.9 (7.6) −
Proposed 2.2 (1.2) 2.4 (1.5) 2.5 (1.5) 2.9 (1.8) 3.4 (2.1) −
α < hmax
FAST-TLE − 3.0 (1.7) 4.0 (2.5) 5.5 (4.1) 8.3 (6.1) 12.9 (8.5)
Proposed − 2.7 (1.6) 2.9 (1.7) 2.9 (1.8) 3.3 (2.1) 3.8 (2.6)
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Chapter 3
Stratified mixture modeling for
segmentation of white-matter lesions in
brain MR images
Alfiia Galimzianova, Franjo Pernuš, Boštjan Likar, and Žiga Špiclin
NeuroImage, in press
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Abstract
Accurate characterization of white-matter lesions from magnetic resonance (MR) images has
increasing importance for diagnosis and management of treatment of certain neurological
diseases, and can be performed in an objective and effective way by automated lesion
segmentation. This usually involves modeling the whole-brain MR intensity distribution,
however, capturing various sources of MR intensity variability and lesion heterogeneity
results in highly complex whole-brain MR intensity models, thus their robust estimation
on a large set of MR images presents a huge challenge. We propose a novel approach
employing stratified mixture modeling, where the main premise is that the otherwise
complex whole-brain model can be reduced to a tractable parametric form in small brain
subregions. We show on MR images of multiple sclerosis (MS) patients with different
lesion loads that robust estimators enable accurate mixture modeling of MR intensity
in small brain subregions even in the presence of lesions. Recombination of the mixture
models across strata provided an accurate whole-brain MR intensity model. Increasing
the number of subregions and, thereby, the model complexity, consistently improved the
accuracy of whole-brain MR intensity modeling and segmentation of normal structures.
The proposed approach was incorporated into three unsupervised lesion segmentation
methods and, compared to original and other three state-of-the-art methods, the proposed
modeling approach significantly improved lesion segmentation according to increased Dice
similarity indices and lower number of false positives on real MR images of 30 patients
with MS.
3.1 Introduction
Magnetic resonance (MR) imaging is by far the most sensitive imaging technique for detec-
tion of white-matter lesions (Rocca et al., 2013), a pathological presence of which is highly
associated with the clinical outcome of certain neurodegenerative and mental disorders,
and cerebrovascular diseases (Rovira et al., 2015; Debette and Markus, 2010; Prins and
Scheltens, 2015). Quantification of the number, size and spatial distribution of the lesions,
which are valuable biomarkers, requires accurate segmentation of three-dimensional MR
images of several conventional sequences, like T1-weighted (T1w), T2-weighted (T2w),
proton density weighted (PD), and fluid attenuated inversion recovery (FLAIR). Segmenta-
tion can be performed manually by delineating each lesion on every two-dimensional (2D)
slice of an MR image. However, this task is cumbersome and time-consuming, but most
of all subjective and thus rather unreliable. Especially in large clinical trials that involve
processing of a large number of MR images, there is a need for efficient, accurate and
reliable automated lesion segmentation so as to deliver timely and consistent measurements.
Although automated segmentation is becoming a general routine in large clinical trials,
none of the methods has yet been widely accepted as the standard method (Lladó et al.,
2012; Vrenken et al., 2013; García-Lorenzo et al., 2013).
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Automated methods, in general, apply learned discriminative or generative models of
normal and/or pathological brain structures for lesion segmentation. Supervised learning
uses training datasets with reference segmentations to combine various MR-intensity
derived features with different classifiers. The features can be multi-sequence MR (msMR)
intensities normalized across datasets (Shah et al., 2011), voxel spatial locations (Anbeek
et al., 2004), aggregative features of msMR intensity, shape, location, and neighborhood
derived from image subregions (Akselrod-Ballin et al., 2009), sagittal brain symmetry
features (Geremia et al., 2011), while the classifiers can be k nearest neighbor (k-NN) (Co-
cosco et al., 2003; Anbeek et al., 2004; Warfield et al., 2000; Steenwijk et al., 2013),
random decision forests (Akselrod-Ballin et al., 2009; Geremia et al., 2011), Parzen win-
dow classifiers (Datta and Narayana, 2013), support vector machines (Lao et al., 2008),
relevance vector machines (Karimaghaloo et al., 2012), and regression models (Sweeney
et al., 2013). Unsupervised learning, on the other hand, does not require training datasets
as it searches for natural clusters of image features formed by the theoretical sources of
the imaging processes, e.g. in msMR intensity distributions (Van Leemput et al., 2001;
García-Lorenzo et al., 2011; Khayati et al., 2008; Sudre et al., 2014), combined space-
intensity distributions (García-Lorenzo et al., 2008; Freifeld et al., 2009), and image patch
distributions (Kadoury et al., 2012; Weiss et al., 2013). Both supervised and unsupervised
learning strategies can benefit from incorporation of prior anatomical knowledge in the
form of statistical atlases (Warfield et al., 2000; Van Leemput et al., 2001), topological
atlases (Shiee et al., 2010), disease-related rules (García-Lorenzo et al., 2011), physical
models of lesion growth (Prastawa and Gerig, 2008), or healthy population intensity
distributions (Roy et al., 2014; Tomas-Fernandez and Warfield, 2015).
As the msMR intensities are the core feature of brain segmentation methods, the
generative models are most commonly the msMR intensity models of the brain. Under the
assumption of intensity homogeneity of major normal-appearing brain structures (NABS),
such as cerebrospinal fluid (CSF), gray matter (GM) and white matter (WM), their
joint intensity probability distributions are particularly convenient to be modeled by
finite mixture models (McLachlan and Peel, 2005). These are usually estimated from
the msMR intensities of the target MR image set in an unsupervised manner through
(efficient) likelihood maximization (Dempster et al., 1977). Besides the variability of
NABS and lesion proportions from subject to subject, other considerable sources of MR
intensity variability are the lack of MR intensity signal standardization (Shah et al.,
2011), partial volume effect (PVE) at interfaces of brain structures (Cuadra et al., 2005),
non-stationary Rician noise (Gudbjartsson and Patz, 1995; Manjón et al., 2010), presence
of spatial intensity variations due to MR bias field (Vovk et al., 2007) and spatially-varying
structure properties (Xiao et al., 2010). To deal with the aforementioned sources, various
modeling approaches have been proposed, including modeling of NABS as Gaussian mixture
models (GMM) combined with robust parameter estimation (Van Leemput et al., 2001;
García-Lorenzo et al., 2011), modeling NABS and lesions as a mixture of Gaussian and
uniform distributions (Rouaïnia et al., 2006), modeling explicitly the PVE (Souplet et al.,
2008), modeling NABS mixtures of generalized Gaussian and Rician distribution (Wu et al.,
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2011), modeling the normal-appearing subcortical structures and lesions as a mixture of
unimodal intensity clusters (Shiee et al., 2010), modeling NABS and lesions by mixtures
of GMMs (Khayati et al., 2008; Xiao et al., 2010; Elliott et al., 2013), or by mixtures of
Gaussian and uniform mixture distributions (Sudre et al., 2014).
Accounting for as many sources of MR intensity variability and lesion heterogeneity
as possible results in increased complexity of generative models and, therefore, robust
estimation of these models in an unsupervised setting presents a very challenging problem.
As demonstrated by Xiao et al. (2010), the within-structure spatial intensity variability is
better addressed by modeling each structure as a multimodal distribution and consequently
the whole-brain NABS as a mixture of GMMs. While in supervised learning the optimal
number of mixture components and their parameters can be learned from the training
datasets (Xiao et al., 2010; Elliott et al., 2013), in unsupervised learning in order to avoid
over-fitting of the NABS components, it is crucial that all the sources of msMR intensities
are captured (Khayati et al., 2008; Sudre et al., 2014). However, explicitly modeling the
outliers of the NABS model, such as lesions, vessels, and iron deposition, further increases
the model complexity and might thus result in false positives when the lesion volume
is small or absent. Moreover, none of the modeling approaches referred above employed
explicitly the main source of intensity variability, i.e., the spatial variation of a structure’s
property.
Spatially-adaptive msMR models were introduced for supervised learning of the intensity
distributions of NABS and lesions (Harmouche et al., 2014), and for unsupervised learning
of the intensity distributions of NABS in healthy brains (Scherrer et al., 2009; Tohka et al.,
2010). In the latter approaches, however, both model estimation and segmentation are
performed locally and, therefore, additional spatial regularization of the local models is
needed to obtain consistent segmentations. The regularization may substantially increase
model complexity and model estimation.
In this paper, we propose to use stratified mixture modeling for robust unsupervised
estimation of the distribution of msMR intensities of NABS and then detect lesions as
outliers of the generative model. Two different stratified models were evaluated, one based
on parameter- and the other on model-wise recombination over strata into a whole-brain
generative model of NABS intensity distribution. The latter better captured the NABS
intensity distributions according to better goodness-of-fit and provided more accurate
segmentation of normal structures, thus it was employed for upgrading lesion segmentation
methods. The main premise of the proposed approach is that an otherwise complex
generative model of the whole-brain distribution of msMR intensities reduces to a tractable
parametric form in small enough local brain subregions, as shown previously by other
researchers (Scherrer et al., 2009; Shattuck et al., 2001). However, because lesions may
represent a substantial and variable fraction of observations in small brain subregions, they
can adversely impact the estimation of local msMR intensity models. Our solution to this
problem is an effective spatial stratification of the brain into plausible subregions such that
they contain a certain minimal and maximal fraction of NABS and outliers, respectively.
For this purpose, results of a tentative whole brain segmentation are used. In this way, the
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minimal requirements of the robust unbalanced mixture model estimator (Galimzianova
et al., 2015a) are satisfied and, therefore, a good estimation of the whole-brain stratified
mixture can be obtained.
The proposed stratified mixture modeling approach improves the estimation of the
distributions of msMR intensities of NABS on 30 real MR image datasets of patients
with multiple sclerosis (MS). As such, it was incorporated into three unsupervised lesion
segmentation methods based on the model outlier detection paradigm (Van Leemput et al.,
2001; García-Lorenzo et al., 2009; García-Lorenzo et al., 2011). Compared to the original
implementations of these methods based on GMM of the whole-brain msMR intensities,
the upgraded implementations with stratified mixture models significantly improved lesion
segmentation in patients with mild and moderate lesion loads. The improvements were
mainly due to considerably lower number of false positives. A comparison to three other
state-of-the-art methods showed that one of the upgraded implementations was superior
in segmentation performance on the majority of the MS patient datasets.
3.2 MR intensity modeling
The generative model of msMR intensities of major normal-appearing brain structures
that we propose aims to account for sources of msMR intensity variability, while keeping
the model complexity low to enable efficient and robust estimation of its parameters.
The proposed generative model is based on the idea of stratified sampling (Thompson,
2012), which provides means to collect the statistics of an inhomogeneous sample through
collecting and recombining the statistics across more homogeneous subsamples (strata). The
collection of statistics, for our purposes, refers to the estimation of the model parameters.
The strata should be mutually exclusive and collectively exhaustive, i.e., every observation
in the sample must be assigned to only one stratum, and the strata should cover the
whole sample. Compared to the approach, in which the generative model is estimated
from the original inhomogeneous sample, the advantage of stratified model estimation and
recombination of the models, or model parameters, over strata is that it provides more
accurate and robust model estimates.
In the context of modeling intensities of brain MR images, for example, inhomogeneity
of MR intensities may originate from a spatially smooth multiplicative MR bias field (Vovk
et al., 2007). Relying on the spatial smoothness of the bias field, the MR intensities are
generally considered homogeneous over small enough local brain subregions (Shattuck
et al., 2001). Similarly, the natural variability of brain structures across the lobes (Xiao
et al., 2010) can be considered negligible within local subregions smaller than the sizes of
the lobes. Based on these observations, we consider local subregions of the brain as strata
and apply the principles of stratified sampling to the modeling and estimation of the joint
probability distribution of brain msMR intensities.
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3.2.1 Stratified mixture models
Let Y = {y1, . . . , yN} be a collection of M -dimensional vectors in the real domain
RM , which are composed of msMR intensities (of conventional T1w, T2w and PD or
FLAIR sequences) sampled from the spatial domain Ω of the brain with coordinates
X = {x1, . . . , xN} in the real domain R3. Let Z = {z1, . . . , zN} be a collection of indicator
variables zj = (z1j , . . . , zLj ) with zlj taking the value 1 iff the j-th voxel corresponds to
a hidden label l ∈ {1, . . . , L} that indicates one of the major normal-appearing brain
structures (i.e., CSF, GM or WM).
Although conventional MR imaging sequences generally produce observations yj that
form L separated clusters in M -dimensional space for each of these structures, the imper-
fections of the physical MR acquisition process such as MR bias field, varying structural
properties, PVE and non-stationary noise can strongly influence the form of these clusters.
The joint probability distribution of this process is captured by a compact but very general
representation of a finite mixture model p(yj | Θ) = ∑Ll=1 pilp(yj | θl), in which each cluster
is a mixture of R distributions of the same parametric form (Xiao et al., 2010):
p(yj | θl) ' ∑r pil,rp (yj | θl,r) (3.1)
where, for the l-th structure and its r-th component, θl,r is the vector of parameters and pil,r
is the mixture weight. When approximating the component distributions by a Gaussian as
p(yj | θl,r) = g(yj | µl,r,Λl,r) with mean µl,r and covariance matrix Λl,r, the l-th structural
model is defined by the set of parameters θl = {µl,r,Λl,r}r=1,...,R.
To obtain strata that are homogeneous, mutually exclusive and collectively exhaustive,
we parcellate (stratify) the spatial domain Ω of the brain image into R non-overlapping
subregions Ωr, r = 1, . . . , R. The joint probability distribution is obtained by a weighted
sum of stratum-specific distributions (Breunig, 2008; Wakimoto, 1971) as:
p(yj | Θ) =
R∑
r=1
wrp (yj | Θr) (3.2)
where wr = |Ωr|/|Ω|, | · | is the number of observations in a region used for estimation,
and Θr = {pil,r, µl,r,Λl,r}l=1,...,L is a set of parameters for region r. Based on the above
formulations, the priors of the l-th structure are pil =
∑R
r=1wrpil,r and the corresponding
stratified mixture model (SM-GMM) has L components of the following form:
p(yj | Θl) = pil−1
R∑
r=1
wrpil,r g (yj | µl,r, Λl,r) . (3.3)
Note that the traditional stratification of the statistics such as means and covariances of
the clusters, i.e., as in (Wakimoto, 1971):
µl =
∑R
r=1wrµl,r,
Λl =
∑R
r=1wr
(
Λl,r + (µl,r − µl)(µl,r − µl)T
) (3.4)
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Figure 3.1: Example of spatial brain stratification: (upper row) boundaries of subregions (green)
superimposed over axial slices of the FLAIR image, and (lower row) the cardinalities of the NABS clusters
and outliers over the obtained subregions. Spatial stratification is performed in 3D and by construction
ensures that each strata contains observations from each of the three main structures (CSF, GM and
WM).
results in a recombination of the mixture model parameters over strata (stratified
model parameters (SP-GMM)) into a conventional L-component GMM with weights
pil =
∑R
r=1 wrpil,r . Such a GMM is expected to have parameter estimates affected by
different brain subregions, however, it is generally over-simplified, as will be shown in
Section 3.4.2.
3.2.2 Robust model estimation
Estimation of the stratified mixture models (Equation 3.3) proceeds by spatial stratification
of the brain region into R strata and performing R independent three-component (L =
3) GMM parameter estimations. For robust estimation of a Gaussian mixture with
parameters Θr, each of the subregions Ωr, r = 1, . . . , R should contain a sufficient number
of observations Nr = |Ωr|, whereas the required minimum number of observations depends
on the employed estimator.
We use an estimator of unbalanced mixtures (Galimzianova et al., 2015a), a trimming-
based approach that is robust to outliers at an a priori specified trimming fraction α.
Parameter α represents some high, marginal value of an expected outlier fraction and can
take values in the range [0, 0.5]. Besides, the characteristics of each subregion Ωr should
meet the following three criteria for a solution (Neykov et al., 2007): 1) the sample size
Nr must be larger than L(M + 1); 2) the actual fraction of outliers h∗ must be less than
hmax = 1Nr b(Nr − L(M + 1))/2c ≈ 0.5; and 3) α should be set higher than h∗. In order
to meet the last two criteria, we need to roughly estimate the outlier map. Since it is
sufficient to find an upper limit of the actual outlier fraction h, we compute a tentative
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over-estimated outlier map O = {o1, . . . , oN}, oj ∈ {0, 1} by fitting a three-component
GMM using the robust estimator with high trimming fraction on the msMR intensities of
the whole brain volume Ω.
It can be easily verified that for any region with the fraction h of outliers, a set of
subregions will have a maximal fraction of outliers not lower than h. Therefore, spatial
stratification of the brain region is preferably performed by top-down approaches that,
given an initial distribution of outliers, can assess at each subregion the fraction of outliers
and thus guarantee that a subregion does not have to be further subdivided unless it
has an outlier fraction lower than h. We spatially stratified the brain region as described
in Algorithm 3.3, which finds strata such that they: 1) meet the stratification principles
by being mutually exclusive, collectively exhaustive, and containing more homogeneous
subsamples, 2) allow local mixture estimation by verification of the representativeness
of all the NABS components, and 3) allow reliable robust estimation by meeting the
estimator requirements. An example of a spatial stratification is shown in Figure 3.1.
Note how highly unbalanced and contaminated by various fractions of outliers are the
mixtures in R = 40 strata. Nevertheless, the stratification algorithm ensures that each
strata contains observations from each of the three main structures (CSF, GM and WM)
with corresponding mixture weight no less than pimin.
After spatial stratification, the stratum-specific parameters of the estimator αr should be
set to a value above the true outlier fraction in region r (Neykov et al., 2007; Galimzianova
et al., 2015a). As hr = 1Nr
∑
j∈Ωr oj is an over-estimated fraction of outliers, we set αr = hr.
The weights wr of each stratum are also updated according to their contribution to the
whole-brain model estimate as wr = (1−αr)Nr/(1−α)N , i.e., according to the fraction of
inliers in a stratum. The parameters Θr compactly encode the msMR intensity variability
within each subregion (Figure 3.2) and, following (Equation 3.3), form the stratified
mixture model parameters.
3.3 Lesion segmentation
The proposed stratified mixture modeling approach was incorporated into three unsu-
pervised lesion segmentation methods (Van Leemput et al., 2001; García-Lorenzo et al.,
2009; García-Lorenzo et al., 2011). All three methods perform estimation of the generative
model of msMR intensities of NABS, but mainly differ in the formulation of the objective
function and in the way lesions are detected as model outliers. In these methods, the
generative model of brain voxel intensities was originally represented by a three-component
GMM with p(yj| θl) = g(yj | µl,Λl), l ∈ {CSF,GM,WM}, which we have upgraded with
the proposed stratified mixture model (Equation 3.3). A summary of the three methods
is given in Table 3.1, while more detailed descriptions of the methods and adaptations
required to incorporate the stratified mixture model are given below.
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Algorithm 3.3 Spatial brain stratification
Input: whole-brain region Ω with spatial coordinates X, tentative NABS segmentation
Z = {z1, . . . zN}, initial map of outliers O = {o1, . . . , oN}, minimal NABS component
weight pimin, maximal outlier fraction hmax, minimal size of the subregions Nmin.
Output: a set of R non-overlapping subregions or strata {Ωr}r=1,...,R, ∪rΩr = Ω.
Initialization:
Set the whole-brain region as the initial subregion, i.e., Ω1 := Ω.
Stratification:
1. If the number of the brain voxels in the subregion Nr ≤ Nmin or the outlier fraction
is not lower than a threshold, 1
Nr
∑
j∈Ωr oj ≥ hmax, return the subregion Ωr.
2. Find the longest side of the subregion imax :=
arg maxi∈{1,2,3}
(
maxj∈Ωr xij −minj∈Ωr xij
)
3. Make a linear split at the median of outlier distribution along imax, i.e., obtain
Ωr1 ∪ Ωr2 = Ωr such that Ωr1 = {j ∈ Ωr : ximinj < ximin∗ }, Ωr2 = {j ∈ Ωr : ximinj >
ximin∗ } and ximin∗ :
∑
j∈Ωr1 oj ≈
∑
j∈Ωr2 oj.
4. If at one of the two obtained regions r′ ∈ {r1, r2} a) the outlier fraction is higher than
a threshold, 1
Nr′
∑
j∈Ωr′ oj > hmax, or b) the weight of one of the NABS components is
smaller than a threshold, minl
∑
j∈Ωr′ z
l
j/(Nr′ −
∑
j∈Ωr′ oj) < pimin , or c) the number
of observations is smaller than a threshold, Nr′ < Nmin, return the current subregion
Ωr; else recursively stratify (i.e., goto step 1) the two obtained regions Ωr1 and Ωr2.
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Figure 3.2: An example of local msMR intensity model estimation over different brain subregions at a
proximity of temporal, parietal, frontal, and occipital lobes (top row), and corresponding local mixture
estimates shown at 0.9-confidence levels with components corresponding to CSF (cyan), GM (green),
and WM (yellow).
Table 3.1: Summary of three unsupervised lesion segmentation methods tested with the proposed
stratified mixture model.
Method Objective
function
Spatial
constraints
Lesion detection Parameters
VL’2001 expectation
weighted by struc-
ture typicality
(Equation 3.5)
MRF prior low model likeli-
hood and struc-
ture typicality
κ = 3.0
GL’2009 graph energy
(Equation 3.8)
Ising model fuzzy maps
on model con-
fidence level
(Equation 3.7)
λ = 5,
α = 0.3,
κb = 2.5,
κe = 3.5
GL’2011 trimmed like-
lihood (Equa-
tion 3.11)
connected compo-
nents of lesions
threshold on
model confi-
dence level
α = 0.3,
δc = 0.3,
ph = 10−2
3.3.1 Segmentation by model outlier detection: VL’2001
The method VL’2001 (Van Leemput et al., 2001) estimates mixture parameters Θ through
maximization of the following objective function:
QW (Θ | Θ(it−1)) =
N∑
j=1
L∑
l=1
p
(it)
jl t
(it)
jl log p(yj | θ(it−1)l ) (3.5)
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where it denotes iteration, p(it)jl = p(yj | θ(it−1)l ) piAtlasjl /
∑
k p(yj | θ(it−1)l ) piAtlasjl are the
posterior likelihoods and piAtlasjl the priors of the l-th brain structure at voxel j based
on the MNI305 brain atlas (Evans et al., 1993) co-registered to the msMR images. The
robustness of model estimation was improved by typicality weights t(it)jl (Van Leemput
et al., 2001) computed for each of the L structures of NABS, i.e:
t
(it)
jl =
p(yj | θ(it−1)l )ω(it)jl
p(yj | θ(it−1)l )ω(it)jl + p(ylκ | θ(it−1)l )(u(it)j ω(it)j,WM + v(it)j ω(it)j,CSF )
(3.6)
where ω(it)jl are Markov random field (MRF) priors computed by mean-field approximation,
u
(it)
j and v
(it)
j are the hyper- and hypo-intensity constraints, respectively, and p(ylκ | θ(it−1)l )
is the likelihood at a confidence level (CL) corresponding to the value of parameter κ.
In the original method κ represented a threshold on Mahalanobis distance to determine
ylκ : (ylκ − µl)Λ−1l (ylκ − µl)T = κ, and subsequently p(ylκ | θ(it−1)l ), while here parameter κ
determines the CL as δκ = Pχ2M (κ
2), for which the corresponding ylκ is found by numerical
integration of the l-th component likelihood over domain Ω as:
ylκ : CLκ = δκ,
CLκ =
∫
Ω(ylκ) p(ω | θl)dω,
Ω(ylκ) =
{
ω ∈ Ω : p(ω | θl) ≥ p(ylκ | θl)
} (3.7)
The resulting ylκ is used to compute the likelihood function p(ylκ|θ(it−1)l ) in (Equation 3.6).
At each iteration, the brain stratification was performed according to the current
segmentation zlj = pjltjl and the estimates of the model parameters Θ(it) were found using
the original W-estimator proposed by Van Leemput et al. (2001). In order to increase
robustness, the brain region was stratified as in Section 3.2.2 wherein the outlier map O
was replaced by the soft atypicality weights found at iteration it as o(it) = (1−∑Ll pjltjl).
The hyper-intense outliers (e.g. lesions) are defined with respect to GM mean intensity
by the indicator variable u(it)j =
∧
m∈{T2w,FLAIR}
(
Pm(yj| θ(it−1)GM,m) > 0.5
)
, where ∧(·) is
the logical conjunction (AND) operation and Pm is the marginal cumulative probability
function computed on MR sequences m. The hypo-intense outliers (e.g. vessels) are defined
analogously by the indicator variable v(it)j =
∧
m∈{T2w,FLAIR}
(
Pm(yj| θ(it−1)GM,m) < 0.5
)
.
Given the estimated mixture parameters Θ, the probability maps of hyper- and hypo-
intense outliers are given by u(it)j (1−
∑L
l pjltjl) and v
(it)
j (1−
∑L
l pjltjl), respectively. The
final lesion segmentation is obtained by thresholding the hyper-intense outlier probability
map at 0.5.
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3.3.2 Segmentation by multi-modal graph cuts: GL’2009
Lesion segmentation in GL’2009 is formulated as a two-label graph-cut problem with the
following total energy function (García-Lorenzo et al., 2009):
E(Z) = λ
N∑
j=1
Uv(zj) +
∑
{i,j}∈N i6=j
B(yi, yj)I(zi 6= zj) (3.8)
where Uv is the intensity potential, B(yi, yj) the spectral gradient of msMR images
computed in neighborhood N , and I(·) is the indicator function. The linear weight λ is a
user-defined parameter balancing the influence of the first term. The intensity potentials
are computed by a fuzzy conjunction operator between FLAIR and T2w hyper-intensity
fuzzy maps (Wj,FLAIR and Wj,T2w, respectively) and minimal confidence levels mCLj , i.e.:
Uv(zj) = −log
(∧ {Wj,FLAIR,Wj,T2w,mCLj}). (3.9)
Analogously to CL in (Equation 3.7), the minimal confidence levels mCLj =
minl(
∫
Ω(yj) p(ω | θl)dω) were computed by numerical integration over corresponding con-
fidence regions Ω(yj) = {ω ∈ Ω : p(ω | θl) ≥ p(yj | θl)}. Mixture parameters θl were
obtained by the stratified modeling approach as described in Section 3.2.2.
The hyper-intensity fuzzy maps for m ∈ {T2w,FLAIR} are defined as:
Wj,m =

0, if x < δb
1, if x > δe
x−δb
δe−δb , otherwise
(3.10)
where x = sgn(Pm(yj | θWM,m) − 0.5 ) [− log( p(yj | θWM,m )/ maxj p(yj|θWM,m))]1/2 and
Pm(yj | θWM,m) is a value of marginal cumulative probability function, while δb = δ(κb)
and δe = δ(κe) are the hyper-intensity constraints on confidence level, where δ(κ) =
(1 + sgn (κ)P χ21(κ
2)) /2 with sgn(·) being the signum function.
The obtained lesion segmentation is post-processed to eliminate groups of connected
voxels that are adjacent to the brain mask border. In our implementations, the segmentation
of lesions was obtained by minimizing the energy function in (Equation 3.8) by an efficient
approximate optimizer (Komodakis et al., 2008).
3.3.3 Segmentation by trimmed likelihood estimation: GL’2011
In GL’2011, the trimmed likelihood (TL) objective function is formulated as (García-
Lorenzo et al., 2011):
TL(Θ | Θ(it−1)) =
bN−αNc∏
j=1
p
(
yν(it)(j) | Θ(it−1)
)
(3.11)
where ν(it)(j) is a permutation of indices j that ensures a decreasing order of likelihoods
p(yν(it)(j) | Θ(it−1)) and α represents the trimming fraction. Parameters Θ are obtained by
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maximizing TL, in which αN observations with lowest likelihood are trimmed from the
objective function. Note that the permutation ν(it)(j) is updated at each iteration. The
mixture parameters Θ were obtained by the stratified modeling approach as described in
Section 3.2.2.
Given the estimated mixture parameters Θ, the set of voxels representing candidate
lesions is found by thresholding minimal confidence levels mCLj ≤ δc computed as
in (Equation 3.7) with δc as the input parameter. Furthermore, the set of voxels is
post-processed by applying three heuristic rules, specific for MS lesions: 1) elimination
of voxels that are not hyper-intense according to Pm(yj | θWM,m) > 1 − ph, where
Pm(yj | θWM,m) is the marginal cumulative probability function computed for MR sequences
m ∈ {T2w,FLAIR} and ph is a fixed parameter, 2) elimination of groups of connected
voxels forming a volume smaller than 9 mm3, and 3) elimination of groups of connected
voxels that are adjacent to the border of the brain mask and those that are not adjacent
to the WM mask.
3.4 Experimental results
Experiments involved validation of the proposed MR intensity modeling and validation of
lesion segmentation methods, which involved the original method implementations and
the implementations based on the proposed stratified mixture model of msMR intensities
of normal-appearing brain structures. Since the comparison with respect to other state-of-
the-art methods is an important aspect of validation, additional three lesion segmentation
methods were evaluated. Validation was performed on clinical image datasets with manual
annotations of normal structures and pathology. The descriptions of validation datasets,
validation experiments and results are given in the following subsections.
3.4.1 Validation datasets
Clinical datasets consisted of conventional MR images of 30 patients with MS. For each
patient T1w, T2w and FLAIR sequences were acquired on a Siemens 3T MR machine
in axial multi-slice no-gap acquisition mode with 0.4 × 0.4 mm2 in-plane sampling and
3.3 mm slice thickness. Automated brain mask extraction (Iglesias et al., 2011), with manual
corrections where necessary, was performed on T1w image, followed by rigid registration of
T1w and T2w images to corresponding FLAIR images. Each of the images was corrected
for intensity inhomogeneities using N4 (Tustison et al., 2010) and downsampled to the
in-plane resolution of 1× 1 mm2. To validate the methods, the WM lesions were manually
segmented in all 30 MR image datasets independently by two neuroradiology experts,
which then cross-validated and updated their segmentations until a consensus on the final
lesion segmentations was reached. In a similar way, manual segmentations of the normal
brain structures (CSF, GM, WM) were performed on 7 msMR image datasets.
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Figure 3.3: Examples of model estimation on three selected datasets of images with different lesion
loads. (a) Multivariate MR intensity observations colored in accordance with the manual segmentations
as CSF (cyan), GM (green), WM (yellow), and lesions (red); and distribution estimates according to
(b) GMM, (c) SP-GMM, (d) M-GMM, and (e) SM-GMM shown at 0.9, 0.7, 0.5, 0.3 and 0.1 confidence
levels.
The MS patients had different disease severity, which is characterized by total lesion
load (TLL), where higher TLL correlates with higher patient disability. To analyze the
performance of methods with respect to TLL the MR image datasets of 30 patients were
divided into three groups according to TLL: mild (10 patients, TLL ≤ 5 · 103 mm3),
moderate (10 patients, 5 · 103 mm3 < TLL < 20 · 103 mm3) and severe (10 patients,
TLL ≥ 20 · 103 mm3).
3.4.2 MR intensity modeling
Validation of MR intensity modeling involved the estimation of generative models of msMR
intensities of NABS and the assessment of the obtained models based on goodness-of-
fit to the histograms of the msMR intensities and corresponding NABS segmentation
performance. The initial model parameters per stratum were obtained from a simple
tentative segmentation based on Otsu’s thresholding of the T1w MR image. The samples
for model estimation were comprised of all of the msMR intensities in a brain mask. The
initial parameters Θ were found as maximum-likelihood estimates and a fraction α = 0.3
of intensities with highest CLs were marked as outliers O.
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Figure 3.4: The goodness-of-fit of the estimated SP-GMM (gray line), SM-GMM (black line), and
M-GMM (dark gray star) measured by Jeffrey’s divergence (JD) with respect to the msMR intensity
histograms of brain structures CSF, GM, WM, and overall NABS, based on reference segmentations.
The JD values were averaged over 7 MR image datasets with brain structure segmentations tested at
different values of parameter Nmin. The bars indicate the first and third quartiles of JD values.
Figure 3.5: The DSI values of the estimated SP-GMM (gray line), SM-GMM (black line), and M-
GMM (dark gray star) with respect to CSF, GM, WM, and their volume weighted average (WA),
based on reference segmentations. The DSI values were averaged over 7 MR image datasets with brain
structure segmentations tested at different values of parameter Nmin. The bars indicate the first and
third quartiles of the DSI values.
Within the framework of stratified sampling, the generative model was obtained either
by the estimation of model parameters on strata and recombination of the mixture
models (Equation 3.3) (i.e., SM-GMM) or by estimation and recombination of mixture
model parameters over strata (i.e., SP-GMM) into the conventional three-component
GMM (Equation 3.4). Here we study the performance of these two models and compare
them to two other intensity models estimated from the whole-brain msMR intensity
observations: the three-component GMM and the mixture of GMMs (M-GMM). The
first model used one component per CSF, GM and WM structures, while the M-GMM
was implemented similar to the intensity model described in (Ashburner and Friston,
2005) using two components for CSF, three for GM, and two for WM. Both models were
estimated using the robust estimator (Galimzianova et al., 2015a) at the same trimming
fraction parameter value α = 0.3.
The two proposed approaches were tested for different numbers of strata (subregions
of the MR image), obtained by the spatial brain stratification (Algorithm 3.3) with
parameters pimin = 0.01 and varying Nmin ∈ {100, 50, 25, 10, 7.5, 5, 2.5, 1} × 103, that
resulted in a different median number of subregions R ∈ {2, 4, 10, 21, 27, 40, 74, 147}. The
impact of cut direction in the spatial stratification was also tested. For this purpose,
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the spatial coordinates X of the brain voxels were found in a coordinate system with
image-aligned axis and at its nine rotations, {pi/8, pi/4, 3pi/8} radian angles about each
of the three axes of the 3D image. Together with the image-aligned coordinates, there
were overall 10 spatial orientations tested. Similarly to the work of Xiao et al. (2010), the
goodness-of-fit was measured by computing the Jeffrey’s divergence (JD) with respect to the
three-dimensional histograms of msMR intensities of CSF, GM and WM brain structures,
and their union, NABS, based on reference segmentations using
√
N as the number of
histogram bins. Lower values of JD indicate better modeling of msMR intensities of NABS.
The segmentation performance was measured by computing the overlap in terms of Dice
similarity index (DSI) (Dice, 1945) between the maximum a posteriori classifications of the
estimated GMM, M-GMM, SP-GMM and SM-GMM models and the manual segmentations
of NABS.
The main advantage of stratified mixture modeling compared to conventional mixture
modeling approach is the capability to capture arbitrarily complex joint probability
distributions as shown in Figure 3.3, while remaining robust to outliers, e.g., lesion
intensity observations. Since the msMR intensity distributions are comparable across
datasets, the obtained mixture models should also be similar. Figure 3.3 demonstrates
that more accurate and stable models are obtained by the two stratification approaches
as compared to whole-brain model estimation (cf. the CSF components across the three
datasets).
The goodness-of-fit based on JDs and segmentation performance of NABS based on
DSI are shown in Figure 3.4 and Figure 3.5, respectively, over 7 clinical MR image datasets
for which manual NABS segmentations were available. Note that Nmin = N corresponds
to the whole-brain GMM estimation, which had the highest value of JD and lowest value
of DSI, and, thus, the worst model fit. In general, stratification (i.e., Nmin < N) improved
the goodness-of-fit and segmentation performance of the models of msMR intensities of
NABS with decreasing Nmin (and thus increasing R). Cut direction had a minor impact
on the performance. The approach based on SM-GMM consistently provided a better fit
compared to the approach based on SP-GMM. Furthermore, based on Wilcoxon signed
rank test, the improvements for JD and DSI metrics were statistically significant (p < 0.01)
for Nmin < 50 · 103 for all the structures considered (CSF, GM, WM and NABS) and for
the weighted average of DSI values (WA). The absolute differences in goodness-of-fit (JD)
were especially prominent for the CSF. The reason is that CSF has two large interfaces to
GM and WM and is thus most affected by PVE, which cannot be captured by a single
Gaussian in the three-component GMM. Using SP-GMM model the DSI increased notably
for CSF, but remained the same for GM and WM regardless of the stratification parameter
Nmin. Conversely, using SM-GMM model the DSI increased notably and consistently for
all three structures, indicating overall improved segmentation performance for lower Nmin.
Clearly, the three-component GMM is inadequate for accurate modeling of the whole-
brain msMR intensity distributions (Figure 3.3b,c). The higher degree-of-freedom M-GMM
and SM-GMM models enable better modeling of msMR intensity distributions of normal
structures (Figure 3.3d,e). The results obtained for M-GMM provided higher goodness-
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of-fit (i.e., lower JD score) compared to the simple three-component GMM and also to
the SP-GMM and SM-GMM for Nmin ≥ 50 · 103 (Figure 3.4). Although the obtained DSI
of NABS segmentation was slightly higher for CSF with the M-GMM method compared
to the three-component GMM and to the SP-GMM and SM-GMM for Nmin ≥ 100 · 103,
the DSIs for GM and WM segmentations, and overall WA were substantially lower with
the M-GMM compared to all other tested methods. The M-GMM might require case-
specific selection of optimal number of components per structure, however, high number
of Gaussians could result in overfitting. Conversely, when using SM-GMM model, both
goodness-of-fit and the segmentation performance improved notably and consistently for
all three structures for lower Nmin (i.e., more strata), the parameter which is intuitive and
easier to adjust, and, more importantly, presents lower risk of overfitting. Therefore, we
choose to employ the SM-GMM for upgrading lesion segmentation methods.
3.4.3 Lesion segmentation
Validation of lesion segmentation methods involved comparison of the performances of
three unsupervised lesion segmentation methods (Van Leemput et al., 2001; García-Lorenzo
et al., 2009; García-Lorenzo et al., 2011), implemented either in their original form or
upgraded with the stratified mixture modeling (Section 3.2.1). To serve as baseline for
comparison, methods developed by Shiee et al. (2010) and Schmidt et al. (2012), both of
which have publicly available implementations, and are referred to as LTOADS1 and LST2
were evaluated. The third method (Souplet et al., 2008) was from the winners of 2008
MS lesion segmentation challenge3, for which the implementation was devised from the
descriptions in the literature. Validation involved execution of the methods on 30 clinical
image datasets of patients with MS, followed by evaluation of DSI between the obtained
and reference manual lesion segmentations.
1LTOADS: https://www.nitrc.org/projects/toads-cruise/
2LST: http://dbm.neuro.uni-jena.de/software/lst/
3MS challenge 2008: http://www.ia.unc.edu/MSseg/
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Figure 3.6: Box-whisker diagrams of DSI values grouped according to reference TLL for the three
lesion segmentation methods (Table 3.1) based on original (gray) and the proposed updated (u; black)
generative models of msMR intensity distributions and for three state-of-the-art methods. The values
above the updated three methods are the results of the signed rank test over the TLL groups, where d
are the median differences between the upgraded and the original methods, and p are the p-values.
Figure 3.7: The DSI differences for each of the 30 MR image datasets of MS patients for three lesion
segmentation methods (Table 1) tested with original and the proposed stratified mixture model of
msMR intensity distributions. For each method we report the means and medians of DSI differences and
p-values of Wilcoxon’s signed rank test.
Figure 3.8: Significance of DSI differences for three patient groups w.r.t. TLL and overall. According
to Wilcoxon signed rank test at p < 0.05, the green, red and blue colors of row-column pairs indicate
significant improvement, significant deterioration or no significant difference, respectively.
Table 3.2: Median differences of the number of false positives (FP), number of true positives (TP), true positive rate (TPR), positive predictive value
(PPV), Dice similarity index (DSI), volume difference rate (VDR), average symmetric surface distance (SD, in mm), lesion-wise true positive rate (LTPR) and
lesion-wise positive predictive value (LPPV) between the upgraded and original lesion segmentation methods, applied to images of patients with mild, moderate
and severe lesion loads. The FN indicates the number of false negative voxels, TPL, FPL and FNL indicate number of true positive, false positive and false
negative lesions, respectively. ∂S and ∂R indicate sets of the border voxels for automated and reference segmentations, and dm(v, V ) is the minimal of the
Euclidean distances between a voxel v and voxels in a set V .
Criterion
Segmentation method
VL’2001 GL’2009 GL’2011
(original vs. upgraded) (original vs. upgraded) (original vs. upgraded)
mild moderate severe mild moderate severe mild moderate severe
FP −239∗ −221∗ −223.5 −7183∗ −6817∗ −3948.5 −4724∗ −4500∗ −2173
TP −8 −20 −112 −141.5† −572† −1018.5 −112.5† −350† −585
PPV = TP
TP+FP 0.01
∗ 0.02∗ 0.01 0.05∗ 0.23∗ 0.18∗ 0.05∗ 0.22∗ 0.13∗
TPR = TP
TP+FN −0.01 −0.00 −0.01 −0.20† −0.13† −0.13 −0.17† −0.08† −0.08
DSI = 2×PPV×TPR
PPV+TPR 0.01
∗ 0.01∗ −0.00 0.07∗ 0.15∗ 0.01 0.07∗ 0.15∗ 0.02
V DR = |FP−FN |
TP+FN −0.35∗ −0.04 0.03 −10.83∗ −1.66∗ 0.00 −7.30∗ −1.10∗ 0.00
LPPV = TPL
TPL+FPL 0.01
∗ 0.02∗ 0.03∗ 0.02∗ 0.05∗ 0.05 0.05∗ 0.19∗ 0.21∗
LTPR = TPL
TPL+FNL −0.02 0.00 −0.02† −0.08† −0.15† −0.07† −0.16† −0.15† −0.09†
SD =
∑
s∈∂S dm(s,∂R)+
∑
r∈∂R dm(r,∂S)
|∂S|+|∂R| −0.53∗ −0.21∗ −0.03 −3.44∗ −3.73∗ −0.43 −3.12 −2.70∗ −0.20
∗statistically significant (p < 0.01) improvement; † statistically significant (p < 0.01) deterioration of the performance
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Figure 3.9: Examples of segmentations by the original and upgraded (by the proposed stratified mixture
model) lesion segmentation methods, applied on datasets with (a) moderate and (b) mild TLLs.
Segmentation results labeled as true positives (green), false negatives (blue) or false positives (red) are
superimposed on the FLAIR images.
In the first experiment, we study the dependence of lesion segmentation performance
on the choice of parameter Nmin. As in the previous experiment, the spatial brain
stratification (Algorithm 3.3) was applied with parameters pimin = 0.01 and varying
Nmin ∈ {100, 50, 25, 10, 7.5, 5, 2.5, 1} × 103 and also the whole-brain estimation was per-
formed at Nmin = N . The intrinsic parameters of the methods were set to values indicated
in Table 3.1, which were chosen in accordance with the recommendations by their authors
in (Van Leemput et al., 2001; García-Lorenzo et al., 2009; García-Lorenzo et al., 2011).
The obtained DSI values are shown in Figure 3.10. Compared to the original implemen-
tations of segmentation methods, the implementations upgraded with SM-GMM showed
significant (p < 0.05) improvement of lesion segmentation performance for Nmin ≤ 25 · 103.
Moreover, with decreasing Nmin the changes in DSI were increasingly more significant
(note the number of asterisks (∗) at graph nodes), while the relative improvement between
consecutive values of Nmin was the highest and significant up to Nmin = 5 · 103.
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Figure 3.10: The Dice similarity indices (DSI) for the three lesion segmentation methods (Table 3.1)
tested at different values of parameter Nmin. The DSI values were averaged over 30 MR datasets. The
asterisks (∗) at the graph nodes indicate significance of the difference from the original implementation,
and the asterisks at the graph edges indicate significance of the difference from the previous value of
the parameter according to Wilcoxon’s signed rank test.
In the following experiment, we study the performance of methods at fixed minimal
size of the subregions Nmin = 5 · 103. The obtained DSIs with respect to three groups of
TLL, are shown in Figure 3.6 for the three original and upgraded lesion segmentation
methods, while the differences of DSIs of the two implementations are shown in Figure 3.7
for each of the 30 MR image datasets. The Wilcoxon’s signed rank test was used to indicate
whether a difference of DSIs was significant (p < 0.01). The improvement of DSI was
found significant on datasets with mild and moderate TLLs for all three methods. In
general, the median DSIs improved for all methods and over all groups of TLL (Figure 3.6),
except for the VL’2001 on datasets with severe TLL where a small and insignificant
decrease in performance was observed (difference: −0.004; p-value: 0.4 ). The proposed
implementations of VL’2001, GL’2009 and GL’2011 significantly improved the overall
median DSIs by 0.01, 0.05 and 0.07 (Figure 3.7), respectively, at p-values equal or below
0.01.
Table 3.2 illustrates the differences between upgraded and original methods by nine
performance measures (see Table for abbreviations). The results indicate that the significant
decrease in the number of false positives (low FP) was consistently considerably higher
than decrease in true positive voxels (TP). This provided improved overlap between the
reference and the automated segmentations (higher DSI and LPPV) due to significantly
higher PPV, while the sensitivity (TPR, LTPR) reduced slightly and at a lower rate than
PPV, except on datasets with mild lesion loads. There the TPR is more affected even if
only a few lesion voxels are not segmented, since the lesion volume is very small. Additional
improvements were achieved in terms of volumetric measurements (lower VDR) and lower
SD, thus indicating that the use of stratified mixture model stabilized the performance of
lesion segmentation.
Figure 3.9 shows lesion segmentations by the original and upgraded implementations,
where the latter generally exhibits a much lower number of FPs. Furthermore, comparison
of the three methods to other three state-of-the-art methods in Figure 3.6 indicates that
in terms of DSIs the LST and method by Souplet et al. (2008) were generally inferior to
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original and upgraded implementation of the three tested methods (VL’2001, GL’2009 and
GL’2011), while the LTOADS method outperformed all other methods on datasets with
mild TLL. On datasets with moderate and severe TLL and across all datasets the upgraded
implementation of uGL’2011 (the GL’2011 upgraded by the proposed SM-GMM) clearly
had superior performance. This was also verified by Wilcoxon’s signed rank tests, which
showed that the corresponding changes were also statistically significant (cf. Figure 3.8).
3.5 Discussion
In this paper, we proposed a novel modeling approach for unsupervised estimation of
complex distributions of msMR intensities of brain structures. Modeling has a crucial impact
on the performance of unsupervised, and also some supervised, methods for automated
segmentation of normal brain structures and pathological structures such as white-matter
lesions (Lladó et al., 2012; García-Lorenzo et al., 2013). In practice, multisequence MR
images of brain structures are observations of a great variety of intensity sources, affected by
both acquisition imperfections and natural or pathological anatomical variations. Attempts
to incorporate into generative models as many intensity sources as possible results in an
increased complexity of such models and thus their robust estimation, especially in an
unsupervised learning, presents a huge challenge.
As recently demonstrated by Xiao et al. (2010), the whole-brain structure intensities are
better modeled by mixture models, primarily due to anatomy-specific intensity variations
across different parts of the brain. Several approaches that iterate between model selection
and parameter estimation (Khayati et al., 2008; Sudre et al., 2014) were proposed to
facilitate the application of such models in unsupervised learning, but they are more
complex as they require explicit modeling of abnormal structures like lesions. Although
such approaches model intratissue spatial variability, the spatial relationship is not explicitly
modeled and is not considered during the estimation.
The proposed approach to msMR intensity modeling employs stratified mixture models,
wherein the central assumption is that the otherwise complex generative model of the
whole-brain distribution of msMR intensities reduces to a tractable parametric form at a
small enough brain subregion. This is because various sources of MR intensity variability,
like spatially smooth multiplicative MR bias field (Vovk et al., 2007) or natural variability
of brain structures (Xiao et al., 2010), etc., can be considered negligible at small brain
subregions (Shattuck et al., 2001). Although such local estimation of msMR intensity
distribution has been introduced before (Scherrer et al., 2009; Tohka et al., 2010) for
segmentation of MR images of normal brains, application of these methods to segmentation
of MR brain images containing lesions is not straightforward. The reason is that in different
small brain subregions the varying sizes and number of lesions impose a varying and possibly
substantial fraction of outliers, which could adversely impact model estimation. Besides,
the samples of NABS intensity observations can be highly unbalanced, which is even more
prominent at local brain subregions (Figure 3.1).
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Our approach involves the use of a spatial stratification of the brain into subregions or
strata, which are mutually exclusive, collectively exhaustive, and contain more homogeneous
subsamples. Many algorithms can be proposed for this purpose and incorporated into the
stratified mixture modeling approach. In this paper, we used a new spatial stratification
method (Algorithm 3.3) which subdivides a tentative segmentation of CSF, GM and WM
structures by performing rectilinear splits in a hierarchical manner. Another very important
goal of the algorithm is to ensure that each stratum contains some minimal number of
observations (parameter Nmin) and some minimal fraction (parameter pimin) of observations
for each of the three structures. This is required to obtain good mixture estimates. Herein
we used the recently developed robust estimator of unbalanced mixtures (Galimzianova
et al., 2015a) to estimate the stratified mixture models, which provided accurate generative
models of the whole-brain distribution of msMR intensities of NABS on 30 real msMR
images of MS patients.
The main advantage of the proposed stratified mixture modeling is the stratum-wise
estimation of simple three-component mixtures of normal-appearing structures. Such a
model was assumed valid within a stratum that captures a small region of the brain, since
the intensity variations may be neglected. Hence, underestimation is not a problem. The
main benefit is that the model is able to accurately capture the overlap of the intensity
distributions of normal structures, whereas overfitting within stratum is avoided by using
such a simple but constrained model and robust estimation (Galimzianova et al., 2015a).
We tested two models, one based on parameter- and the other on model-wise recombination
over strata into a whole-brain model, i.e., SP-GMM and SM-GMM, respectively. Of the two
proposed models, the SM-GMM better captures the MR intensity distributions according
to better goodness-of-fit and more accurate segmentation results (Figures 3.4 and 3.5,
respectively). A general observation was that with higher number of strata the estimated
mixture model better adapts to the actual MR intensity distribution.
Other similarly complex models like the M-GMM were previously used to capture
spatially-varying structural properties implicitly (Ashburner and Friston, 2005; Xiao et al.,
2010). In addition to rendering the problem of selecting optimal structure-specific number
of components (or model order), the use of M-GMM has another important deficiency. The
M-GMM attempts to model the overall MR intensity distribution of a certain structure, in
which several intensity distributions from various locations and structure interfaces may
substantially overlap. Clearly, the estimation of model parameters based on the spatial
stratification of observed multi-sequence MR intensities is a more robust approach compared
to a direct estimation of model parameters based solely on the MR intensities. This is
apparent when comparing the performance of M-GMM vs. SP-GMM, which is a simple
three-component mixture model estimated through the proposed spatial stratification
approach (Figures 3.4 and 3.5). For high number of strata the SP-GMM even outperformed
the M-GMM. The increased flexibility of SM-GMM, achieved by recombining local models
over strata, only further improved the modeling of msMR intensities.
To analyze dependence of the performance on the implementation of spatial strati-
fication, the MR intensity modeling experiments in Section 3.4.2 were performed with
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k-means based spatial stratification. The obtained JD and DSI values were comparable
to the spatial stratification in Algorithm 3.3, showing similar patterns of JD and DSI
with respect to Nmin as in Figures 3.4 and 3.5. Hence, as long as the stratification criteria
(cf. Section 2.2) are met, a particular implementation of spatial stratification does not seem
to have a large impact on the performance of the proposed stratified mixture modeling.
The proposed stratified mixture model was implemented into three unsupervised lesion
segmentation methods (Van Leemput et al., 2001; García-Lorenzo et al., 2009; García-
Lorenzo et al., 2011), which detect lesions as model outliers, and was validated against
the original implementations and three other state-of-the-art methods on 30 msMR image
datasets of MS patients with various TLLs. Compared to original implementations, the
upgraded implementations using the SM-GMM generally exhibited improved performance
of lesion segmentation, measured as the overlap between the reference manual and obtained
automated segmentations (Figures 3.6 and 3.7). Comparison to the state-of-the-art methods
LST and Souplet et al. showed inferior performance with respect to both original and
upgraded implementation of the three tested methods (VL’2001, GL’2009 and GL’2011).
On the other hand, LTOADS method outperformed all methods on datasets with mild
TLL, while on datasets with moderate and severe TLL and across all datasets the uGL’2011
based on SM-GMM had superior performance (Figure 3.8).
In general, the DSIs were much lower on datasets with mild than on those with moderate
and severe TLL. The main reason is that on datasets with small TLL, the usually large
amount of FPs has a much higher impact on the overall DSI score. The value of DSI
may thus be misleading in terms of usefulness of the obtained segmentation, however, as
Figure 3.9 demonstrates, the use of the stratified mixture model substantially reduced
the amount of FPs, especially on datasets with mild TLL (Table 3.2). The DSIs either
remained the same or improved for all three tested methods.
The use of the stratified mixture model also resulted in higher consistency of lesion
segmentation across patient datasets and among the three tested methods (Figure 3.9).
Consistent performance is one of the critical requirements for the application of lesion
segmentation methods for diagnosis and management of treatment of diseases causing
white-matter lesions (Vrenken et al., 2013), and for large multi-center clinical studies, as it
ensures that quantitative measurements of lesions are consistent between different patients
and on the same patient over time.
3.5.1 Conclusions
The novel stratified mixture modeling approach results in accurate and robust unsupervised
estimation of the whole-brain MR intensity model. By reducing the otherwise complex
whole-brain model to a tractable parametric mixture model through spatial stratification
of the brain into subregions and performing robust local model estimation, the whole-brain
model can be accurately recombined from the local models. The stratified mixture modeling
was incorporated into three unsupervised lesion segmentation methods and, compared to
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the original modeling approaches, significantly improved lesion segmentation on 30 real
msMR images of patients with MS according to increased Dice similarity indices and lower
number of FPs.
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Abstract
Neuroimaging biomarkers are an important paraclinical tool used to characterize a number
of neurological diseases, however, their extraction requires accurate and reliable segmen-
tation of normal and pathological brain structures. Multiple sclerosis (MS) is one of
the neurological diseases that are characterized by focal inflammatory lesions and other
morphological changes in the brain (e.g. atrophy), therefore accurate segmentation of
normal-appearing brain structures (NABS) and the lesions in MR images is required to
obtain the disease biomarkers. On MR images of healthy brains, the major NABS like gray-
and white-matter and compartments of cerebrospinal fluid can be accurately captured
by MR intensity mixture models and, in combination with Markov random field (MRF)
models, are known to give reliable and smooth NABS segmentation. However, on MR im-
ages that, besides MR intensity bias and natural structure-dependent intensity variability,
also contain pathology, obtaining an accurate and reliable estimate of NABS intensity
model is a difficult challenge. In this paper, we propose a novel method for segmentation
of normal and pathological structures in brain MR images of MS patients that is based on
a locally-adaptive NABS model, a robust method for the estimation of model parameters
and an MRF-based segmentation framework. Experiments on multi-sequence brain MR
images of 30 MS patients show that, compared to whole-brain MR intensity model and
compared to four state-of-the-art lesion segmentation methods, the use of locally-adaptive
NABS model increases the accuracy of MS lesion segmentation.
4.1 Introduction
Characterization, diagnosis and prognosis of many neurological diseases rely on paraclinical
symptoms observed on brain magnetic resonance (MR) images, which can be extracted
and quantified by image analysis methods and are then referred to as disease biomarkers.
Such brain MR image analysis generally involves the segmentation of brain MR images
into normal and pathological structures.
For instance, multiple sclerosis (MS) disease is characterized by focal inflammatory
lesions disseminated in the brain parenchyma and in the spinal cord. Therefore, an
accurate segmentation of these lesions in the MR images of different sequences, such
as T1-weighted (T1w), T2-weighted (T2w), proton density weighted (PD), and fluid
attenuated inversion recovery (FLAIR), is required to obtain the biomarkers such as
lesion volume, count and location, which are important according to current clinical MS
diagnostic criteria (Polman et al., 2011). Besides, new researches show that atrophy of
normal-appearing brain structures is also important for characterizing the progression of
MS disease and response to pharmacological treatment (Vrenken et al., 2013). Segmentation
of MS lesions can be performed manually, however, this process is subjective, tedious
and time-consuming, especially with recent trends towards high-resolution isotropic three-
dimensional (3D) brain MR imaging, and large patient cohorts imaged in clinical studies.
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For the task of accurate and reproducible segmentation of MS lesions, which can also be
obtained with high efficiency, we consider here the automated methods.
Automated segmentation of brain MR images is a challenging task because of MR
acquisition imperfections (MR bias field and image noise), complex brain anatomy and
varying manifestation of the pathology. MR imaging provides a high contrast between the
major brain structures, such as gray matter (GM), white matter (WM), and compartments
of cerebrospinal fluid (CSF), which are jointly referred to as normal-appearing brain
structures (NABS). Because of high contrast between the three NABS in MR images,
several recent methods perform segmentation of the NABS and of the pathology through
the estimation of MR intensity model of NABS. The intensity model, however, is difficult
to estimate in the presence of spatial MR intensity variations that result from the MR
bias field (Vovk et al., 2007), non-stationary noise (Manjón et al., 2010), and structural
intensity non-uniformity (Xiao et al., 2010).
Methods for MS lesion segmentation that are based on a whole-brain MR intensity
model of NABS can either simultaneously perform the bias field correction and segmenta-
tion (Van Leemput et al., 2001), or perform intensity bias correction as a preprocessing
step (García-Lorenzo et al., 2011). However, because the intensity bias is also structure
dependent (Xiao et al., 2010), it cannot be easily compensated without an accurate NABS
intensity model at hand. In order to implicitly compensate the intensity bias of different
origins, a number of methods for segmentation of NABS, which perform local MR intensity
modeling of NABS, were proposed (Scherrer et al., 2009; Rajapakse et al., 1997; Shattuck
et al., 2001). The NABS segmentation method by Scherrer et al. (2009) is based on the
estimation of local and cooperative Markov random fields (MRFs) on non-overlapping
cubic subvolumes that precisely estimate the local intensity distribution and thus handle
the non-uniformity without explicit bias field modeling. Conversely, in method by Shat-
tuck et al. (2001) the bias field is estimated and corrected prior to segmentation by the
estimation of local MR intensity models of NABS in overlapping subvolumes. However, ap-
plication of locally-adaptive NABS segmentation methods (Scherrer et al., 2009; Rajapakse
et al., 1997; Shattuck et al., 2001) to MR images containing pathological structures is not
straightforward.
For the segmentation of both NABS and lesions, locally-adaptive intensity models of
NABS and of lesions were introduced by Harmouche et al. (2014) for supervised learning of
classifiers of NABS and lesions, where based on training datasets the intensity models were
learned individually on several different anatomical subregions of the brain. A method for
post-processing the NABS and lesion segmentation was proposed by Biediger et al. (2014),
which aims to improve the segmentation by local region-growing cellular automata, using
as seed points the voxels previously labeled as lesions. Therein the main idea is to improve
the boundaries of the segmented lesions based on local properties of the MR images.
Two main challenges arise when the methods with locally-adaptive modeling of MR
intensities are applied for MR image segmentation of the brain with pathologies: 1) the local
intensity models have to be estimated robustly from a limited number of intensity samples
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without over-fitting; 2) the varying presence and manifestation of pathological structures,
in terms of location, size and MR intensity, might require not only the re-estimation of
local intensity model, but also a different structure of the model for each local subvolume.
In this paper, we propose a novel method for unsupervised segmentation of normal and
pathological structures in brain MR images of MS patients. The proposed method employs
a robust unsupervised mixture estimation based on confidence-level outlier detection and
is executed in multiple overlapping subvolumes of brain MR images. The subvolumes are
positioned on a rectangular lattice that spans across co-registered multi-sequence MR
images, and in each subvolume a simplified local NABS intensity model is estimated. The
estimated local models on the lattice are interpolated to form a local model at each voxel
and, then, the fuzzy membership maps of NABS and MS lesions are computed and used
to initialize the MRF-based segmentation. The proposed method was evaluated on 30
sets of 3T MR images of MS patients, for which reference segmentations of MS lesions
were manually delineated by several experts and subsequently updated to reach consensus
delineations. Compared to often used whole-brain NABS intensity model, the estimation
of locally-adaptive NABS intensity model was less affected by the MR intensity bias
and structural intensity non-uniformity, while the obtained results with the novel model
improved the MRF-based segmentation of MS lesions.
4.2 Methods
Consider a dataset of brain MR images with M sequences represented as a non-oriented
graph (V , E), in which the brain voxels are graph vertices V and co-dependent voxels
are represented by the vertices connected by graph edges E . Let real-valued vectors
Y = {yj}j∈V ⊂ Rν represent ν-variate observations, or features, obtained from M different
sequences of MR, and categorical variables Z = {zj}j∈V ⊂ Z represent the hidden labels, or
image segmentation. From probabilistic point of view, the hidden labels can be obtained by
maximum a posteriori (MAP) estimation of hidden label probabilities given the image sets,
i.e., Z∗ = arg maxZ∈Z P (Z|Y ). We model this posterior as an MRF, wherein we assume
positivity P (Z|Y ) > 0 ∀Z ∈ Z and the Markovianity P (zj|ZV\{j}, Y ) = P (zj|ZNj , Y )
on the neighborhood Nj = {i ∈ V|(i, j) ∈ E} of each voxel j ∈ V. According to the
Hammersley–Clifford theorem (Li, 2009), the distribution of such a field has the form
of P (Z|Y ) = 1∑
Z′∈Z exp(−U(Z′|Y ))
× exp (−U(Z|Y )) defined by its energy function U(Z|Y ),
and therefore the hidden labels can be found as Z∗ = arg minZ∈Z U(Z|Y ).
In the graphical notation, the energy function takes the following form:
U(Z|Y ) = ∑
j∈V
− logUV(zj | Y ) + η
∑
(j,i)∈E
UE(zj, zi), (4.1)
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where UV and UE are the data and smoothness terms, respectively. The smoothness term
UE weighted by a coefficient η was modeled by the Potts model:
UE(zj, zi) =
 0, if zj 6= zi1, if zj = zi (4.2)
The data term UV was defined as a linear combination of intensity potential fI and
location potential fL, which are dependent on the intensity features Y I = {yIj ⊂ yj, yIj ∈
RM}j∈V and the spatial features Y L = {yLj ⊂ yj, yLj ∈ R3}j∈V , respectively, i.e.:
UV(zj|Y ) = −fI(zj|Y I)− γfL(zj|Y I , Y L), (4.3)
where γ is a weight coefficient.
In the following, we describe in detail both the intensity and location potentials for
the task of NABS ans MS lesion segmentation.
4.2.1 Intensity potential based on locally-adaptive NABS intensity model
Because only a few major brain structures are highly contrasted in the structural MR
images, they can be compactly represented by a structural intensity model. We considered
CSF, GM, and WM to represent a local NABS model, in which each voxel intensity yIj is
modeled by the Gaussian mixture model (GMM) probability distribution with voxel-wise
parameter vectors Θj as follows:
p(yIj |Θj) =
∑
k∈{CSF,GM,WM}
pijkg(yIj |µjk,Λjk) (4.4)
where parameters of the Gaussian mixture at voxel j are the means µjk and covariances
Λjk of the component k, and component weights pi
j
k ∈ (0, 1), which sum to one. These
parameters form a mixture parameter vector Θj = {pijk, µjk,Λjk}j∈Vk∈{CSF,GM,WM}. If all
local NABS parameters are equal throughout all image voxels, the model becomes a
stationary whole-brain Gaussian mixture model, commonly used in brain MR intensity
modeling (Van Leemput et al., 2001; García-Lorenzo et al., 2009; García-Lorenzo et al.,
2011). The assumption that NABS parameters may vary across the brain volume leads to
a locally-adaptive brain intensity model (Scherrer et al., 2009; Shattuck et al., 2001).
The voxel-wise local model parameters estimated for the given intensity features, i.e.,
Θj(Y I) = {pijk, µjk,Λjk}j∈Vk={CSF,GM,WM} of the mixture (Equation 4.4), define the intensity
potential of the data term (Equation 4.3) for NABS and MS lesions. Generalizing the
method by (García-Lorenzo et al., 2009), the structure memberships for CSF, GM, and WM
were modeled by the corresponding confidence levels CLk(yj|Θj(Y I)) of the component
estimates as follows:
fI(zj = k|Y I) = log (1− CLk(yIj |Θj(Y I))), k ∈ {CSF,GM,WM}, (4.5)
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while the MS lesion class membership was determined by combining the fuzzy membership
maps of the outlier scores and T2w, FLAIR, or T2w and FLAIR hyper-intensity maps as:
fI(zj = MS|Y I) =
log(CLMAP (yIj |Θj(Y I)) ∧WT2(yIj |Θj(Y I)) ∧WFLAIR(yIj |Θj(Y I))). (4.6)
The outlier scores are computed as voxel-wise confidence level (CL) of the maximum
a posteriori (MAP ) (CLMAP ) of components at that voxel, which can be interpreted
as a fuzzy membership map since its values lie in interval [0, 1]. The CL for the k-th
component of a GMM is computed from the cumulative density of χ2m distribution of
Mahalanobis distances d2Λk(yj|µk) = (yj − µk)Λ−1k (yj − µk)T . The fuzzy membership maps
WT2 and WFLAIR model the lesions’ hyper-intensity characteristic in each MR sequence.
The fuzzy maps are defined as marginal Z -scores, i.e., Zk′ ,m′ (yj) = (yIj,m′ − µk′ ,m′ )/σk′ ,m′
of observations with respect to the k′ ∈ {GM,WM} structures as follows:
Wj,m′ =

0, if Zk′ ,m′ (yj) < thr1(k
′
,m
′)
1, if Zk′ ,m′ (yj) > thr2(k
′
,m
′)
Z
k
′
,m
′ (yj)−thr1(k′ ,m′ )
thr2(k′ ,m′ )−thr1(k′ ,m′ ) , otherwise
(4.7)
where m′ represents MR sequences m′ ∈ 1,M , corresponding to T2w, FLAIR, or T2w
and FLAIR modalities). The thresholds thr1(k
′
,m
′) and thr2(k
′
,m
′) indicate the levels of
Mahalanobis distances and define the corresponding hypo- or hyper-intense MR intensity
levels, respectively.
4.2.2 Location potential based on probabilistic atlas co-registration
The location potential in (Equation 4.3) was modeled as fL(zj|Y I , Y L) =
log (P (zj|A(Y I , Y L))), where A = {ACSF ,AGM ,AWM} is the set of probabilistic atlases,
which are spatially aligned to input MR images by intensity-based registration (Klein
et al., 2010) of the average T1w atlas to the input T1w images. The MNI305 at-
las (Evans et al., 1993) was used that provides the prior probabilities of CSF, GM
or WM classes, i.e., P (zj = k|A(Y I , Y L)) = Ak(Y I , Y L), k ∈ {CSF,GM,WM},
while the location of MS lesions was limited to the regions with WM class label, i.e.,
P (zj = MS|A(Y I , Y L)) = AWM(Y I , Y L).
4.3 Implementation details
4.3.1 Robust estimation of local NABS intensity models
Due to various MR acquisition artifacts and the presence of pathological structures such
as MS lesions, the unsupervised estimation of model parameters (Equation 4.4) has to
be robust to outliers in MR intensity distributions. Let Θ(Y˜ I) denote an estimate of
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the parametric NABS intensity model from the intensity subsample Y˜ I ⊂ Y I . Next, we
consider that the local parameters Θj can be estimated on a subsample of observations
in a close proximity to the voxel j. Thus, the subsample can be obtained from a local
subvolume Sj, centered at the corresponding voxel j and the parameters of local model
can then be estimated over the corresponding subvolumes Θj(Y ISj).
Under assumption that the intensity bias field, structural non-uniformities and noise
non-stationarities vary smoothly across the image, the local models Θj can be approximated
from parameters Θi(Y ISj) estimated on a sparse lattice of voxels i ∈ HD ⊂ V, which is
defined by the spacing D = (d1, d2, d3), and then interpolated to obtain the parameter
estimates at remaining voxels (Scherrer et al., 2009; Shattuck et al., 2001). Local subvolumes
are centered at the lattice nodes and subvolume size was chosen such that the neighboring
subvolumes overlapped up to 50%, i.e., Si = ((yLi )1 − d1, (yLi )1 + d1)× ((yLi )2 − d2, (yLi )2 +
d2)× ((yLi )3 − d3, (yLi )3 + d3) where (yLi ){1,2,3} is the spatial location of the voxel i in 3D.
A relatively high overlap of 50% between the subvolumes is employed to obtain consistent
estimates at neighboring vertices in the lattice.
The use of local estimation of NABS model parameters was shown to improve MR
intensity modeling and, consequently, the segmentation accuracy on brain MR images
without pathology (Shattuck et al., 2001). On brain MR images with pathology, however,
the unpredictable nature and amount of the MR intensity model outliers precludes a
direct application of previous approaches for model estimation without resorting to the
use of robust estimators. We propose to use the state-of-the-art robust trimmed-likelihood-
based estimator (Galimzianova et al., 2014), which was shown to give accurate mixture
parameters estimates for samples contaminated by a up to 50% of outliers. The estimator
employs confidence-level ordering to select the model outliers based on current model
parameters Θ and determines the model parameters by solving a local optimization
problem Θi(Y˜ I) = arg minΘ
∏
i∈S′i p(yi|Θ). The subset of voxels S
′
i ⊂ Si of size [|Si|(1−α)]
represents inliers found after excluding a fraction α of model outliers from the set Si.
Once the parameter estimates of local models are obtained on the sparse grid, the voxel-
wise parameters of the NABS model (Equation 4.4) are approximated by interpolation.
The linear interpolation of the multidimensional parameters of Equation 4.4 coincides with
the stratified parameter estimation (Wakimoto, 1971; Galimzianova et al., 2015b) and is
computed as a linear combination of the related known multidimensional parameters:
µjk =
∑
i∈HD w
j
iµ
i
k,
Λjk =
∑
i∈HD w
j
i
(
Λik + (µik − µjk)(µik − µjk)T
) (4.8)
where wji are the weights of the vertex i on the lattice regarding the voxel j. The linear
interpolation (Equation 4.8) is performed by an interpolation function f˜ : R→ R on the
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3D lattice per vector component (with indices m,n ∈ 1,M) as follows:
{(µjk)m}j∈V = f˜({(µik)m}i∈HD),
{(Λjk)m,n}j∈V = f˜({(Λik)m,n}i∈HD)+,
+f˜({(µik)m · (µik)n}i∈HD)−
−{(µjk)m}j∈V · f˜({(µik)n}i∈HD)−
−{(µjk)n}j∈V · f˜({(µik)m}i∈HD)+
+{(µjk)m · (µjk)n}j∈V
(4.9)
where · denotes the component-wise product. We used cubic spline and linear interpolation
for means and covariances, respectively.
4.3.2 Parameters and optimization
In each subvolume, the robust GMM estimator (Galimzianova et al., 2014) was executed
with the trimming fraction set to α = 0.3, while the initial parameters were obtained
as sample estimates based on whole-brain NABS segmentation of the T1w image with
unsupervised nonparametric Otsu’s thresholding method (Otsu, 1979). In order to exclude
the unreliable estimates, the subvolumes that initially had the local fraction of outliers
higher than the value of 0.5 were iteratively enlarged by a scale factor of 1.5 until the
aforementioned requirement was met. The hyper-intensity maps (Equation 4.7) were
computed for both methods using thresholds thr1 = 2, thr2 = 3, w.r.t. WM in T2w
and FLAIR modalities, and combined to the data term (Equation 4.3) with the location
potential weighted by γ = 1. The smoothness in (Equation 4.2) was computed by the
Potts model with 6-voxel neighborhood Nj and the weight set to η = 0.1. The final
segmentations were obtained by minimizing the energy function (Equation 4.1) by an
accurate and efficient optimizer (Komodakis et al., 2008).
4.4 Experiments and Results
4.4.1 Datasets
Brain images of 30 patients with MS were acquired on a 3T Siemens MR scanner. Database A
consisted of datasets of multi-slice T1w and T2w and 3D FLAIR, and database B consisted
of datasets of multi-slice T1w and T2w and multi-slice FLAIR images. A sequence of
preprocessing steps was performed on each dataset including intra-subject registration of
MR sequences (Klein et al., 2010), brain mask extraction on T1w image (Iglesias et al.,
2011), intensity inhomogeneity correction (Tustison et al., 2010). Datasets in database A
were resampled to isotropic resolution of 1× 1× 1 mm3, and datasets in database B to
resolution of 1× 1× 3 mm3 .
The MS lesions were manually segmented by two expert raters using mainly FLAIR
sequences with occasional consideration of the co-registered T1w and T2w images. The
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Figure 4.1: The workflow of the proposed segmentation method based either on whole-brain normal-
appearing brain structure (NABS) intensity model (upper row), or on the locally-adaptive NABS model
(lower row).
reference segmentations of MS lesions were obtained upon the consensus among the expert
raters. The 30 datasets were classified according to the total lesion load (TLL), computed
from the reference lesion segmentations, into three groups of subjects with mild (10
patients, TLL< 5.5cm3), moderate (10 patients, 5.5cm3 ≤TLL≤ 20cm3), and severe TLL
(10 patients, 20cm3 <TLL< 42cm3). On five datasets the raters also delineated the normal
brain structures, i.e., WM, GM and CSF. The evaluation criteria computed between the
reference segmentations and the segmentations obtained by the three tested automated
methods were based on the Dice similarity coefficientDSC = (2×TP )/(FP+FN+2×TP ),
true positive rate TPR = TP/(TP+FN) and false discovery rate FDR = FP/(FP+TP ),
where TP , FP , and FN represent the fractions of voxel labeled as true positive, false
positive, and false negative, respectively.
4.4.2 Evaluation of the model
First we analyze the performance of the proposed segmentation method with whole-
brain and the locally-adaptive NABS intensity models with different lattice sampling
across the brain volume on database A with 3D FLAIR images. The lattice sampling
was varied in four step sizes of d1,2,3 ∈ {20, 30, 40, 50} mm and resulted in subvolumes of
|Si∈HD | ∈ {403, 603, 803, 1003} mm3, respectively. On these lattices of different sampling
steps the locally-adaptive NABS models were estimated.
Figure 4.3 shows the evaluation criteria computed over three different groups of the
30 datasets of MS patients. The lattice with denser sampling step and thus more locally-
adaptive NABS model estimates consistently improved the segmentation whole-brain
NABS model in terms of DSC and FDR, while the TPR was not affected as much to
deteriorate the performance. The main improvements in the segmentation performance
obtained by the local robust estimation of GMMs are due to the improved MS lesion
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Figure 4.2: Segmentation example by the proposed segmentation method with varying sizes of the
subvolumes used for the intensity model estimation. From left to right: the FLAIR image at an axial
slice, and the segmentation results using the whole brain volume (WB), and subvolumes of sizes 1003,
803, 603, and 403 mm3. The lesion segmentations were labeled as true positives (green), false negatives
(blue) or false positives (red). Note, how the segmentation performance changes with decrease of the
subvolume size: a small lesion in the region 1 remains preserved, while a lesion missed by the raters in
the region 2 is detected, and false positives are gradually eliminated in the regions 3 and 4.
membership maps, which affect the overall segmentations of both NABS and MS lesions.
The most prominent changes appear in the groups of mild and moderate TLL, which are
considered as more difficult cases for automated segmentation compared to cases with
severe TLL. Relatively low values in the group of the mild TLL are due to a known bias
of voxel-wise performance measurements like the DSC, since the effect of a misclassified
voxel is higher in such cases.
The impact of denser lattice sampling step and thus the use of more locally-adaptive
NABS models is illustrated in Figure 4.2, which indicates that increasingly local modeling
improves MS lesion segmentation primarily by elimination of FPs and preservation of TPs.
4.4.3 Comparison to the state of the art
We compare the proposed method to four state-of-the-art unsupervised lesion segmentation
methods: uVL2001 by Van Leemput et al. (2001), uGL2009 by García-Lorenzo et al. (2009),
uGL2011 by García-Lorenzo et al. (2011), and LTOADS by Shiee et al. (2010) on database
B with multi-slice FLAIR images. The methods uVL2001, uGL2009, and uGL2011 were
implemented using an improved NABS model (Galimzianova et al., 2015b), while LTOADS
was applied using its publicly available implementation1. The proposed method used the
locally-adaptive NABS intensity model on a regular lattice with spacing of 30 mm and
with local subvolumes of 603 mm3.
Segmentation performance in terms of DSC over the three groups of TLL are shown
in Figure 4.4. The proposed method seemingly outperformed the other four methods
in groups of moderate and severe TLL, and performed second best after LTOADS in
1available online at https://www.nitrc.org/projects/toads-cruise/
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Figure 4.3: Box-whiskers diagrams of Dice similarity coefficient (DSC), true positive rate (TPR), and
false discovery rate (FDR) for the proposed segmentation method with varying sizes of the subvolumes
used for the intensity model estimation: the whole brain volume (WB), and subvolumes of sizes 1003,
803, 603, and 403 mm3. The methods were tested on datasets in three groups of different total lesion
loads. The asterisks (*) indicate statistical significance of the differences compared to the closest larger
subvolume tested using Wilcoxon’s signed rank test (at significance level of 0.05).
Figure 4.4: Performance of the automated lesion segmentation methods in terms of Dice similarity
coefficient (DSC) on datasets grouped according to total lesion load (TLL).
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Figure 4.5: Correlations between the automated segmentation methods and the reference lesion
segmentation.
Figure 4.6: Performance of automated segmentation of the cerebrospinal fluid (CSF), normal-appearing
gray matter (GM) and white matter (WM) in terms of Dice similarity coefficient (DSC) on five datasets
with manual segmentation of the structures.
mild TLL group. The consistency of lesion segmentation was validated by analysis of
the TLLs as estimated from the reference and the automated segmentations in terms
of correlation coefficient (CC) value (Figure 4.5). In this regard, the proposed method
performed second best after LTOADS, however, its resulting estimates were closer to the
reference segmentation TLLs.
Three of the methods that perform NABS segmentation, i.e., uVL2001, LTOADS and
the proposed method, were compared on five datasets with manual delineations of CSF,
GM, and WM. The resulting DSC values as shown in Figure 4.6 indicate that the proposed
method in general outperformed uVL2001 but was slightly worse than LTOADS. However,
the stability of the proposed method is clearly better as the variation between different
datasets is the lowest among the tested methods.
Example segmentations of the tested segmentation methods for datasets of the three
different TLL groups (Figure 4.7) are shown in Figure 4.8. Note that the segmentations
obtained by the proposed method were more specific (less false positives) than those
obtained by uVL2001, uGL2009, and uGL2011, and also more sensitive (more true
positives) than LTOADS.
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Figure 4.7: MR images and the reference segmentations of three patients with mild, moderate and
severe TLLs.
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4.5 Discussion
We proposed a novel method for the segmentation of normal-appearing and pathological
structures in brain MR images that effectively incorporates locally-adaptive NABS intensity
model, robustly estimates its parameters and then uses the NABS model to perform the
MRF-based segmentation. The proposed method was tested on datasets of MR images of
30 patients with MS and, compared to four state-of-the-art methods, showed improved
segmentations of MS lesions.
The main component of the proposed method is the locally-adaptive NABS model, which
aims to address the local variations of MR intensities in brain images. The within-structure
intensity variations, including NABS and the MS lesions, are of the main concern (Xiao
et al., 2010), which depend on the anatomical location within the brain. One possible
solution is to model each major structure of the NABS as a mixture model (Xiao et al., 2010;
Galimzianova et al., 2015b). Conversely, in our approach we use a simple three-component
Gaussian mixture as the NABS model, but to account for the aforementioned anatomical
variations then split the MR volume into small subvolumes, in which these variations have
a smaller effect. Another source of the spatial intensity variabilities are the MR acquisition
imperfections, such as non-stationarity of the noise, which can be addressed by noise
suppression (Manjón et al., 2010), and intensity bias field, which can be addressed by the
bias field correction methods (Vovk et al., 2007). The noise suppression and bias field
correction are typically executed in a preprocessing step. Local adaptation of the NABS
intensity model implicitly addresses these spatially varying MR acquisition imperfections,
or might even reduce these artifacts if they are still present after the preprocessing step
was carried out.
Locally-adaptive NABS models were previously considered in several methods for the
segmentation of brain MR images of healthy subjects (Scherrer et al., 2009; Rajapakse
et al., 1997; Shattuck et al., 2001). However, when the pathology is present in the MR
images, the estimation of such models on local subvolumes becomes very difficult due to
several reasons: 1) the risk of over-fitting the NABS model when there is a high fraction of
volume containing pathology w.r.t. the volume of normal structures and 2) difficulty of
predicting in advance the volume or fraction of volume occupied by pathological structures.
We effectively solved these issues by the use of robust GMM estimator (Galimzianova
et al., 2014), which is designed so that the estimates are consistent up to high fractions of
outliers (e.g. volume fraction of pathology can be up to 50%) and, therefore, an accurate
assessment of the fraction of outliers is not required in advance.
4.5.1 Conclusion
We proposed a novel method for robust segmentation of normal-appearing and pathological
structures in brain MR images that is based on the unsupervised estimation of local intensity
models, which effectively compensate the spatial variability of the structure intensity and
the MR intensity bias field, and therefore accurately model the intensity distributions of
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NABS. The method was validated on datasets of brain MR images of 30 patients with MS
and compared to four state-of-the-art methods (Van Leemput et al., 2001; García-Lorenzo
et al., 2009; García-Lorenzo et al., 2011; Shiee et al., 2010). The experiments indicate
that the locally-adaptive modeling gives a statistically significant improvement over the
whole-brain modeling approach and outperforms all tested methods in cases with moderate
and severe TLLs.
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Figure 4.8: Lesion segmentations by five automated methods labeled as true positives (green), false
negatives (blue) or false positives (red).
Chapter 5
Conclusion
This Thesis focuses on the development of automated methods for segmentation of normal
and pathological brain structures in magnetic resonance (MR) images. Computation
of disease biomarkers such as volume, count, and spatial distribution of normal and
pathological brain structures, requires their accurate segmentation based on datasets
of three-dimensional MR images of multiple conventional sequences. Segmentation can
be performed manually by delineating each of the structures in two-dimensional slices,
however, this task is cumbersome, time-consuming, expensive, but most of all subjective
and thus unreliable. Especially in large clinical trials that involve processing of a large
number of MR images, there is a need for efficient, accurate and reliable automated
segmentation so as to deliver timely and consistent quantitative measurements that can
be used as disease biomarkers. Automated segmentation is difficult due to numerous
sources of variability in MR images that are inherent to (brain) MR imaging, differences in
multi-center MR image acquisition protocols, anatomical variability across population and
heterogeneity of pathology manifestation across patients and diseases. In order to address
the aforementioned challenges and enable the development of reliable and reproducible
methods for segmentation, the underlying basis is twofold and requires i) development of
articulated and intuitive models of anatomy and, at the same time, ii) development of
robust and efficient methods for estimating model parameters. Besides the development of
novel methodologies that address these major aspects of segmenting MR images into normal
and pathological structures, this Thesis also concentrates on the creation of synthetic and
patient MR image datasets, creation of reference or gold standard segmentations of normal
and pathological structures on these datasets, and rigorous and objective validation of
novel and state-of-the-art segmentation methods.
One of the main contributions of the Thesis is a novel method for robust estimation of
mixture models from unbalanced samples with outliers (Chapter 2), which is particularly
suited for modeling multi-sequence brain MR image intensities of normal structures,
whereas the intensities of pathological structures are considered as outliers. The proposed
estimator incorporates trimming of the outliers based on component-wise confidence level
ordering of observations, i.e., the MR intensities, thus enabling the estimation process
to capture the representative intensities of normal-appearing brain structures (NABS)
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by components of a mixture model. The proposed estimator of mixture parameters is
robust to noise, partial volume effect, tissue atrophy and variations in the volume of
pathological structures. Validation of the method and its comparative evaluation with the
state-of-the-art fast trimmed-likelihood estimation (FAST-TLE) method were performed
on synthetic samples with a varying fraction of outliers and a varying balance between
mixture weights. The performance of unsupervised segmentation of brain MR images
based on the proposed robust estimator was verified on datasets with tumors of varying
volumes. The results on both datasets clearly indicated that as long as the trimming
fraction is equal or higher than the outlier fraction the proposed method is capable to
robustly estimate unbalanced mixtures over a wide range of outlier fractions.
In Chapter 3, we proposed a novel approach to modeling the multi-sequence MR
intensity of NABS that enables a robust estimation of otherwise complex whole-brain
intensity model and improves the performance of brain lesion segmentation methods. The
approach employs stratified mixture modeling, where the main premise is that otherwise
complex whole-brain model can be reduced to a tractable parametric form in small
brain subregions. We showed on MR images of multiple sclorosis (MS) patients with
different total lesion loads that increasing the number of subregions and thereby the model
complexity consistently improved whole-brain MR intensity modeling, while the use of
a robust estimator provided robustness to model outliers, i.e., intensities of lesions. We
also demonstrated how the proposed modeling approach can be effectively incorporated
into three unsupervised lesion segmentation methods and that the performance of these
methods improves with the use of the proposed stratified mixture model.
A novel method for segmenting normal and pathological brain structures based on the
locally-adaptive MR intensity model of NABS was proposed in Chapter 4. The method aims
to address various MR imaging artifacts and anatomical variations of the brain structures
by adaptive local intensity modeling and robust model estimation. The main components of
the method are the locally-adaptive NABS model (Chapter 3), the robust estimator of the
model parameters (Chapter 2) and an MRF-based segmentation framework. Experiments
on multi-sequence brain MR images of MS patients show that, compared to whole-brain
model, the locally-adaptive NABS model improves the accuracy of MS lesion segmentation.
Quantitative and comparative evaluation of the proposed and several state-of-the-art
methods for segmenting normal-appearing and pathological structures like white-matter
lesions was performed in Chapters 3 and 4 using our multi-sequence MR image datasets of
MS patients with varying level of pathology (total lesion load). The three unsupervised
segmentation methods based on outlier detection paradigm were implemented in their
original versions and versions upgraded by the proposed stratified mixture modeling
approach (Chapter 3). In Chapter 4 we also tested a publicly available LTOADS method
and the proposed unsupervised segmentation method based on locally-adaptive NABS
model, and found that the latter outperforms all other tested methods on datasets with
moderate and severe total lesion loads, while on datasets with mild total lesion load it
ranked second best after the LTOADS method. Moreover, the proposed method based
on advanced NABS modeling approaches achieved the most stable NABS segmentation
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performance across all datasets, while the overlap with manual NABS segmentations was
higher or at least comparable to all other methods. Overall, the evaluation reveals that the
developed methodological contributions provide advancements in MR intensity modeling
and segmentation of both normal-appearing and pathological brain structures.
Automated methods for segmentation of normal and pathological brain structures
facilitate the analysis of considerably larger MR image datasets compared to manual
delineation, but more importantly perform segmentation in an objective and reproducible
manner. Therefore, the development of automated methods is essential for a quantitative
study of diseased and healthy populations, as they enable extraction of (novel) image-
derived biomarkers and any related quantifiable features of diseases. The capability to
accurately and reliably extract biomarkers is important for an improved understanding of
diseases and health disorders, quantitative evaluation of clinical drug trials, and better
diagnosis, monitoring of progression, evaluation of the disease severity, reliable prognosis
in individual patients and thus an overall better patient care.
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