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INTERFACE DYNAMICS FOR AN ALLEN-CAHN-TYPE
EQUATION GOVERNING A MATRIX-VALUED FIELD
DONG WANG, BRAXTON OSTING, AND XIAO-PING WANG
Abstract. We consider the initial value problem for the generalized Allen-Cahn equation,
∂tΦ = ∆Φ− ε−2Φ(ΦtΦ− I), x ∈ Ω, t ≥ 0,
where Φ is an n×n real matrix-valued field, Ω is a two-dimensional square with periodic boundary
conditions, and ε > 0. This equation is the gradient flow for the energy, E(Φ) :=
∫
1
2
‖∇Φ‖2F +
1
4ε2
‖ΦtΦ− I‖2F , where ‖ · ‖F denotes the Frobenius norm. The primary contribution of this paper
is to use asymptotic methods to describe the solution of this initial value problem.
If the initial condition has single-signed determinant, at each point of the domain, at a fast
O(ε−2t) time scale, the solution evolves towards the closest orthogonal matrix. Then, at the O(t)
time scale, the solution evolves according to the On diffusion equation. Stationary solutions to the
On diffusion equation are analyzed for n = 2.
If the initial condition has regions where the determinant is positive and negative, a free interface
develops. Away from the interface, in each region, the matrix-valued field behaves as in the single-
signed determinant case. At the O(t) time scale, the interface evolves in the normal direction by
curvature. At a slow O(εt) time scale, the interface is driven by curvature and the surface diffusion
of the matrix-valued field. For n = 2, the interface is driven by curvature and the jump in the
squared tangental derivative of the phase across the interface. In particular, we emphasize that
the interface when n ≥ 2 is driven by surface diffusion, while for n = 1, the original Allen–Cahn
equation, the interface is only driven by mean curvature.
A variety of numerical experiments are performed to verify, support, and illustrate our analytical
results.
1. introduction
We consider the initial value problem for the generalized Allen–Cahn equation,
(1)
{
∂tA = ∆A− ε−2A(AtA− I), x ∈ Ω, t > 0
A(t = 0, x) = A0(x),
where A(t, x) ∈M(n) is a real matrix-valued field and ε > 0 is a small parameter. For simplicity, we
take the domain Ω to be a two-dimensional square, [−1/2, 1/2]2, with periodic boundary conditions.
It is not difficult to show that (1) is the gradient flow for the energy,
(2) E(A) :=
∫
Ω
1
2
‖∇A‖2F + ε−2W (A), where W (A) :=
1
4
‖AtA− I‖2F ,
and ‖ · ‖F denotes the Frobenius norm. Roughly speaking, for ε small, the solution to (1) is
smoothed by the first term and the second term keeps the pointwise values of the matrix-valued
field near On, the n × n orthogonal matrix group. This problem was first introduced in [OW17]
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as a model problem for several applications where a smooth matrix-valued field arises, including
crystallography, where the matrix-valued field describes the local crystal orientation and inverse
problems in image analysis e.g., diffusion tensor MRI or fiber tractography, where it is of interest
to estimate a matrix- or orientation-valued function [OW18].
It is clear that when n = 1, (1) reduces to the original Allen–Cahn equation [CH13], which
models the behavior of two immiscible fluids. In (1), because the reaction rate is large compared
to the diffusion rate, the solution at each point x ∈ Ω quickly tends to a stable equilibrium state
of the reaction process, i.e., a minimum of W (A). For the case n = 1, the local minima of W (A)
are 1 and −1. There are two cases.
(i) If A0(x) > 0 (or A0(x) < 0 respectively) for every x ∈ Ω, then A(t, x) will tend to 1 (or −1
resp.). In this case, the effect of diffusion is only to slightly change the rate at which the
solution approaches 1 (or −1 resp.).
(ii) However, if Ω+ and Ω− are such that Ω = Ω+ ∪ Ω− and Ω+ ∩ Ω− = ∅, with{
A0(x) > 0, x ∈ Ω+
A0(x) < 0, x ∈ Ω−
,
then a boundary layer in the solution develops at an interface between the two subdomains.
Through a boundary layer expansion, one can show that A(t, x) = ±1 for x away from the
interface and that the interface evolves in the normal direction by its mean curvature.
We refer to [BK91; BR93] and references therein for more details on the n = 1 case.
For n ≥ 2, the minimizers of W (A) are elements of On. Recall that
On = SOn ∪ SO−n
where SOn denotes the special orthogonal group of the orthogonal matrices with determinant 1
and SO−n is the set of orthogonal matrices with determinant −1. In this paper, we use matched
asymptotic expansion methods [E11] to show that, as in the n = 1 case, there are two cases.
(i) If the initial condition A0(x) has either positive or negative determinant for each x ∈ Ω,
then no interface develops. We show in Section 2.2 that the O(t) time dynamics of the
leading order solution satisfies the On diffusion equation,
∂tB(t, x) =
1
2
(
∆B(t, x)Bt(t, x)−B(t, x)∆Bt(t, x))B(t, x)
with initial condition given by
B(0, x) = ΠOnA0(x).
Here, and throughout this paper, we use ΠOnA = arg minB∈On ‖A − B‖F to denote the
closest point in the orthogonal matrix group to the matrix A. We show in Proposition
2.2 that the leading order solution remains in On pointwise for all time t > 0. We discuss
stationary solutions to the On diffusion equation in Section 2.3.
(ii) In the second case, the initial condition A0(x) satisfies{
det(A0(x)) > 0, x ∈ Ω+
det(A0(x)) < 0, x ∈ Ω−
,
for Ω+ and Ω− satisfying Ω = Ω+ ∪ Ω− and Ω+ ∩ Ω− = ∅. In this case, when x is away
from the interface, the behavior is similar to the first case. We derive a motion law for the
interface at two time scales. At the O(t) time scale, the interface evolves in the normal
direction by curvature, as in the n = 1 case; see Section 3.1. At a slow O(εt) time scale, we
show in Section 3.2 that the interface is driven by the surface diffusion of the matrix-valued
2
field and the curvature. For n = 2, in Proposition 3.3, we show that the surface diffusion
term can be written as the jump in the squared tangental derivative of the phase across the
interface.
In particular, we emphasize that the interface when n ≥ 2 is driven by surface diffusion,
while for n = 1, the original Allen–Cahn equation, the interface is only driven by mean
curvature.
The results obtained via asymptotics are verified, supported, and illustrated in Section 4 through
a wide variety of numerical experiments.
The model (1) considered in this paper can be viewed as a special case of the general model
studied in [Lin+12]. In [Lin+12], an energy of the form in (2) is considered for high-dimensional,
vector-valued functions and general assumptions on the potential W . General results for the phase
transition of stationary solutions between minima of W are derived. In the present paper, we
consider time dynamics for our specific model.
Outline. The paper is organized as follows. In Section 2, we derive the behavior of the matrix-
valued field satisfying (1) if the initial field, A0(x), only takes values in SOn or SO
−
n . In Section 3,
we discuss the case when an interface develops between subdomains where det(A(x, t)) > 0 and
det(A(x, t)) < 0. We develop a boundary layer around the interface and derive the motion of the
interface at different time scales. Some numerical experiments are performed in Section 4. We
conclude with a discussion in Section 5.
2. Evolution of an initial matrix-valued field with single-signed determinant
In this section, we discuss the case where the initial matrix-valued field, A0(x), is continuous
and has positive determinant at each point x ∈ Ω. The case where A0(x) has negative determinant
everywhere is analogous. In this case, there is no interface appearing in the dynamics of the system.
We consider the asymptotic expansion
A = A¯0 + εA¯1 + ε
2A¯2 + o(ε
2)
and the initial condition A(t, x)|t=0 = A0(x), which we assume to appear at the O(1) scale. Then,
we expand the nonlinear term on the right hand side of (1),
A¯(A¯tA¯− I) = A¯0(A¯t0A¯0 − I) + ε(A¯0A¯t0A¯1 + A¯0A¯t1A¯0 + A¯1A¯t0A¯0 − A¯1)
+ ε2(A¯0A¯
t
0A¯2 + A¯0A¯
t
2A¯0 + A¯2A¯
t
0A¯0 + A¯0A¯
t
1A¯1 + A¯1A¯
t
0A¯1 + A¯1A¯
t
1A¯0 − A¯2) + o(ε2).(3)
We take two time scales: t and a fast time scale τ1 := ε
−2t and write
A¯i = A¯i(x, t, τ1), i = 1, 2.
We have ∂t = ε
−2∂τ1 and
(4) ∂tA = ε
−2∂τ1A¯0 + ε
−1∂τ1A¯1 + ∂τ1A¯2 + ∂tA¯0 + o(1).
We insert our ansatz into (1) and collect terms at each order in ε. Using (3) and (4) in (1) yields
ε−2∂τ1A¯0 + ε
−1∂τ1A¯1 + o(ε
−1)(5)
= ε−2A¯0(A¯t0A¯0 − I) + ε−1(A¯0A¯t0A¯1 + A¯0A¯t1A¯0 + A¯1A¯t0A¯0 − A¯1) + o(ε−1).
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2.1. Behavior at the O(ε−2t) time scale. Collecting O(ε−2) terms in (5) yields
(6) ∂τ1A¯0 = A¯0(A¯
t
0A¯0 − I).
For n = 1, it is well known that the solution of (6) approaches 1 if the initial value is positive
and approaches −1 if the initial value is negative as τ1 →∞.
For n ≥ 2, at each point x ∈ Ω, as τ1 → ∞, the solution of (6) approaches a matrix in SOn if
the initial matrix has a positive determinant and approaches a matrix in SO−n if the initial matrix
has a negative determinant, as shown in the following Lemma.
Lemma 2.1. For the dynamic system
∂tB = B(B
tB − I)
B(t = 0) = B0
for a non-singular initial n × n matrix B0 (n ≥ 2), as t → ∞, the solution B(t) approaches the
nearest orthogonal matrix to B0, written ΠOnB0.
Proof. Write the singular-value decomposition of B0 as B0 = UΣ0V
t, where the diagonal values of
Σ0 are denoted by σ0,i (i ∈ [n]). Since the right hand side of the equation can initially be written
as U(Σ0Σ
t
0Σ0−Σ0)V t, the solution B(t) also admits a singular-value decomposition with the same
U and V . Then, we can write the dynamic system as
U(∂tΣ)V
t = U(ΣΣtΣ− Σ)V t.
For each diagonal element σi (i ∈ [n]) in Σ, we have ∂tσi = σ3i − σi. Since the σi(0) > 0 for i ∈ [n],
we have σi(t) → 1 as t → ∞. That implies, as t → ∞, B(t) approaches UV t, which is the closest
orthogonal matrix to B0; see, e.g., [OW17, Lemma 1.1] 
Collecting O(ε−1) terms in (5) yields
(7) ∂τ1A¯1 = A¯0A¯
t
0A¯1 + A¯0A¯
t
1A¯0 + A¯1A¯
t
0A¯0 − A¯1.
Since A¯1(0, x) = 0, we have
A¯1(τ1, x) = 0
is the solution to (7).
2.1.1. Summary of the behavior at the O(ε−2t) time scale.
(1) If the determinant of the initial matrix-valued field is positive for all x ∈ Ω, the leading
order matrix A¯0(τ1, x) at each point approaches the closest orthogonal matrix in SOn. If
the determinant of the initial matrix-valued field is negative for all x ∈ Ω, the leading order
matrix A¯0(τ1, x) at each point will approach the closest orthogonal matrix in SO
−
n .
(2) The second order matrix A¯1(τ1, x) is 0 for any τ1 ≥ 0 and x ∈ Ω.
2.2. Behavior at the O(t) time scale. Using (3) and (4) in (1), we have at the time scale O(t),
∂tA¯0 + o(1) = ε
−2A¯0(A¯t0A¯0 − I) + ε−1(A¯0A¯t0A¯1 + A¯0A¯t1A¯0 + A¯1A¯t0A¯0 − A¯1)
+ (A¯0A¯
t
0A¯2 + A¯0A¯
t
2A¯0 + A¯2A¯
t
0A¯0 + A¯0A¯
t
1A¯1 + A¯1A¯
t
0A¯1 + A¯1A¯
t
1A¯0 − A¯2 + ∆A¯0) + o(1).(8)
Collecting O(ε−2) terms in (8) yields
A¯0(A¯
t
0A¯0 − I) = 0.
Since A¯0 is non-singular, this implies that
(9) A¯t0A¯0 = I = A¯0A¯
t
0
4
This means that at each point x ∈ Ω, for any non-singular initial matrix field, the leading order
A¯0 immediately approaches a matrix field with values in On. This can be interpreted as the long
time behavior of the dynamics at the time scale O(ε−2t).
Collecting O(ε−1) terms in (8), we obtain
A¯0A¯
t
0A¯1 + A¯0A¯
t
1A¯0 + A¯1A¯
t
0A¯0 − A¯1 = 0.
This is also consistent with the solution A¯1(t, x) = 0 at the O(ε
−2t) time scale.
At O(1) in (8), we obtain
∂tA¯0 = ∆A¯0 − A¯2(A¯t0A¯0 − I)− A¯1(A¯t0A¯1 + A¯t1A¯0)− A¯0(A¯t0A¯2 + A¯t2A¯0 + A¯t1A¯1)(10a)
= ∆A¯0 − (A¯2 + A¯0A¯t2A¯0),(10b)
where we have used the fact A¯1 = 0. We now take the derivative of (9) and use (10b) to obtain
0 = A¯t0(∂tA¯0) + (∂tA¯0)
tA¯0
= A¯t0(∆A¯0)− A¯t0(A¯2 + A¯0A¯t2A¯0) + (∆A¯0)tA¯0 − (A¯t2 + A¯t0A¯2A¯t0)A¯0.
Using (9) and rearranging, we obtain
A¯t0A¯2 + A¯
t
2A¯0 =
1
2
(
A¯t0(∆A¯0) + (∆A¯0)
tA¯0
)
.
Multiplying on the left by A¯0 and using (9), we insert this back into (10b) to obtain
∂tA¯0 =
1
2
∆A¯0 − 1
2
A¯0(∆A¯0)
tA¯0(11a)
=
1
2
(
∆A¯0A¯
t
0 − A¯0(∆A¯0)t
)
A¯0(11b)
The following proposition shows that if initially ∂tA¯0 is in SOn pointwise, then it will remain there
for all time t > 0.
Proposition 2.2. We consider the initial value problem for the On diffusion equation,
∂tB(t, x) =
1
2
(
∆B(t, x)Bt(t, x)−B(t, x)∆Bt(t, x))B(t, x)(12a)
B(0, x) = B0(x),(12b)
where B0 : Ω→ On is given. Then B(t, x) ∈ On for all t ≥ 0.
Proof. We compute
∂t(B
tB) = (∂tB)
tB +Bt(∂tB)
=
1
2
(∆B(t, x))tB(t, x)− 1
2
Bt(t, x) (∆B(t, x))Bt(t, x)B(t, x)
+
1
2
Bt(t, x) (∆B(t, x))− 1
2
Bt(t, x)B(t, x) (∆B(t, x))tB(t, x)
= 0.

Remark 2.3. We refer to (11) and (12) as the On diffusion equation because it can be obtained from
the diffusion equation for a matrix-valued field when the matrix is constrained to be On-valued.
That is, introducing a Lagrange multiplier for the constraint and then solving for it yields precisely
this equation.
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Remark 2.4. For n = 2 and the ansatz,
B(x, t) =
(
cos η(x, t) − sin η(x, t)
sin η(x, t) cos η(x, t)
)
,
we compute
∂tB(x, t) = −
(
sin η(x) cos η(x)
− cos η(x) sin η(x)
)
∂tη and ∆B−B(∆B)tB = −2
(
sin η(x) cos η(x)
− cos η(x) sin η(x)
)
∆η.
We conclude that B(x, t) satisfies the orthogonal diffusion equation (12) if ηt = ∆η. The spherical
diffusion equation is given by
φt = ∆φ+ |∇φ|2φ,
see, e.g., [EW00]. Making the ansatz φ(x, t) = eiη(t,x), we find that ηt = ∆η. Thus, we conclude
that the n = 2 orthogonal diffusion equation (12) with initial condition taking values in SOn is
equivalent to the spherical diffusion equation. Due to this connection, we refer to η = η(x, t) as the
phase of the matrix-valued field, B(x, t).
2.2.1. Summary of the behavior at the O(t) time scale:
(1) The leading order solution A¯0 take values in the orthogonal matrix group for all time.
(2) The second order solution is A¯1 = 0.
(3) The time dynamics of A¯0 is governed by the On diffusion equation,
∂tA¯0(t, x) =
1
2
(
∆A¯0(t, x)A¯
t
0(t, x)− A¯0(t, x)∆A¯t0(t, x)
)
A¯0(t, x),
A¯0(0, x) = ΠOnA0(x).
Here the initial condition is pointwise the closest point to A0(x) in On.
2.3. Harmonic orthogonal matrix-valued fields. In this section, we consider stationary solu-
tions of the On diffusion equation (12), which we refer to as harmonic orthogonal matrix-valued
fields, satisfying
(∆B)tB −Bt(∆B) = 0(13a)
BtB = I(13b)
Note that (13a) just states that (∆B)tB is a symmetric matrix.
For n = 1, the only solutions are B = ±1.
For n = 2, for unknown phase η : Ω→ R, we consider the SOn ansatz,
(14) B(x) =
(
cos η(x) − sin η(x)
sin η(x) cos η(x)
)
.
We compute
∆B =
(− sin η∆η − cos η|∇η|2 − cos η∆η + sin η|∇η|2
cos η∆η − sin η|∇η|2 − sin η∆η − cos η|∇η|2
)
and (∆B)tB =
(−|∇η|2 ∆η
−∆η −|∇η|2
)
.
We observe that (∆B)tB is symmetric if and only if ∆η = 0. We conclude that there exists a
family of harmonic SOn-valued fields on the torus of the form (14) where the phase is given by
(15) η(x1, x2) = 2pi(n1x1 + n2x2), n1, n2 ∈ Z.
Several numerical experiments are performed in Section 4.2.1 to show that such fields are stationary
for (1) and to investigate what happens if perturbations of such fields are taken as initial conditions.
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3. Evolution of an On-valued initial field
We consider an initial condition A0(x) that satisfies
(16)
{
det(A0(x)) > 0, x ∈ Ω+
det(A0(x)) < 0, x ∈ Ω−
for Ω+ and Ω− satisfying Ω = Ω+ ∪ Ω− and Ω+ ∩ Ω− = ∅.
Denote Γ = Ω¯+ ∩ Ω¯− and assume Γ(t) is a finite collection of simple, closed, smooth curves in
R2 so that we can find a parametric representation, at least locally, of the form
Γ(t) = {~ϕ(s, t) : s ∈ R1}, ~ϕ(s, t) = (ϕ1(s, t), ϕ2(s, t)).
We assume s to be the arc-length parameter so that we have
~T =
∂~ϕ
∂s
,
∂ ~T
∂s
= −κ~n, ∂~n
∂s
= κ~T
where ~T denotes the unit tangent vector, ~n denotes the unit outer normal vector, and κ denotes
the curvature (see Figure 1 for a diagram on the unit outer normal vector).
Figure 1. Diagram for the unit normal vector and unit tangent vector for Γ. See Section 3.
We introduce local coordinates near Γ as follows. We assume that for every point x in a neigh-
borhood of Γ, there is a unique point ~ϕ(s, t) which is the orthogonal projection of x onto Γ(t). We
then define a unique normal signed distance ρ(x, t) from x to Γ(t), ρ(x, t) = (x− ~ϕ) · ~n. We have a
transformation from (x, t) to (s, r, t) defined by
(17) x = ~ϕ(s, t) + r~n(s, t)
where r = ρ(x, t). We summarize several identities for the transformation from (x, t) to (s, r, t) in
the following Lemma. A proof of this Lemma can be found in [DD12] .
Lemma 3.1. For the transformation rule defined in (17), we have the following equalities:
1.The normal velocity of Γ at ~ϕ(s, t) is given by ~v · ~n = −∂ρ∂t .
2. ∇xs = 11+rκ ~T , ∆xs = −r ∂κ∂s 1(1+rκ)3 .
3. ∇xr = ~n, ∆xr = κ1+rκ .
4. For any function u(x, t) = u˜(s, r, t),
∆xu =
1
(1 + rκ)2
∂2u˜
∂s2
+
∂2u˜
∂r2
+
κ
1 + rκ
∂u˜
∂r
−
(
r
(1 + rκ)3
∂κ
∂s
)
∂u˜
∂s
.
Below, we study the inner layer expansion to study the behavior around the interface at the time
scales O(t) and O(εt).
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3.1. Behavior at the O(t) time scale. At the O(t) time scale, when x is away from the interface
Γ, the behavior exactly reduces to the case studied in Section 2.2. That is corresponding to the
outer layer expansion for the system (1). We don’t repeat the calculation and refer the results to
the summary in Section 2.2.1.
The inner expansion requires rescaling the normal coordinate by z = rε . Assume the expansion
of ~ϕ(s, t) and κ are
~ϕ(s, t) = ~ϕ0(s, t) + ε~ϕ1(s, t) + ε
2~ϕ2(s, t) + o(ε
2),(18)
κ = κ0 + εκ1 + ε
2κ2 + o(ε
2).(19)
Writing ∆x in terms of (s, z) using (19) yields
(20) ∆x = ε
−2∂zz + ε−1κ0∂z + (∂ss − (zκ20 − κ1)∂z) + o(1).
Consider the expansion
(21) A(x, t) = A˜(s, z, t) = A˜0(s, z, t) + εA˜1(s, z, t) + ε
2A˜2(s, z, t) + o(ε
2)
and write
(22) ∂tA(x, t) = ∂tA˜(s, z, t) +
∂s
∂t
∂sA˜(s, z, t) + ε
−1∂r
∂t
∂zA˜(s, z, t).
Similar to (3), we have
A˜(A˜tA˜− I) = A˜0(A˜t0A˜0 − I) + ε(A˜0A˜t0A˜1 + A˜0A˜t1A˜0 + A˜1A˜t0A˜0 − A˜1)
+ ε2(A˜0A˜
t
0A˜2 + A˜0A˜
t
2A˜0 + A˜2A˜
t
0A˜0 + A˜0A˜
t
1A˜1 + A˜1A˜
t
0A˜1 + A˜1A˜
t
1A˜0 − A˜2) + o(ε2).(23)
Substituting (20), (21), (22), and (23) into (1) yields
ε−1
∂r
∂t
∂zA˜0 + o(ε
−1)(24)
= ε−2
(
∂zzA˜0 − A˜0(A˜t0A˜0 − I)
)
+ ε−1
(
κ0∂zA˜0 + ∂zzA˜1 − (A˜0A˜t0A˜1 + A˜0A˜t1A˜0 + A˜1A˜t0A˜0 − A˜1)
)
+ o(ε−1)
Collecting the O(ε−2) terms in (24), we obtain
∂zzA˜0 − A˜0(A˜t0A˜0 − I) = 0.(25)
Matching the outer expansion gives the boundary conditions
(26) lim
z→±∞ A˜0 = A¯0,
where A¯0 ∈ On. Note that (25) is independent of s and thus we solve (25) for each s independently.
For n = 2, the following proposition gives the explicit solution to (25) with the boundary conditions
in (26).
Proposition 3.2. The solution to the second-order differential equation for the 2× 2 matrix field,
B : R→M(2)
d2B
dz2
= B(BtB − I)
lim
z→−∞B(z) =
[
cos(η−) sin(η−)
sin(η−) − cos(η−)
]
∈ SO−2
lim
z→+∞B(z) =
[
cos(η+) − sin(η+)
sin(η+) cos(η+)
]
∈ SO2
8
is given by
B(z) =
[
cos(ξ1) − sin(ξ1)
sin(ξ1) cos(ξ1)
][1 0
0 tanh
(
z√
2
)][cos(ξ2) − sin(ξ2)
sin(ξ2) cos(ξ2)
]t
,
where ξ1 =
η−+η+
2 and ξ2 =
η−−η+
2 .
Proof. The proposed solution takes the form B(z) = U1DU
t
2, where Ui for i = 1, 2 are matrices
in SO2 that are independent of z and D =
[
1 0
0 tanh
(
z√
2
)]
is a diagonal matrix. Since σ(z) =
tanh
(
z√
2
)
satisfies ∂zzσ = σ
3 − σ, we have that B(z) satisfies the differential equation. Using the
two trigonometric identities,
cos η± = cos ξ1 cos ξ2 ∓ sin ξ1 sin ξ2
sin η± = sin ξ1 cos ξ2 ± cos ξ1 sin ξ2,
B(z) satisfies the boundary conditions as z → ±∞. 
Hence, for n = 2, by Proposition 3.2, we explicitly get the solution for (25) coupled with boundary
conditions (26),
(27) A˜0(s, z, t) =
[
cos(ξ1) − sin(ξ1)
sin(ξ1) cos(ξ1)
] [
1 0
0 tanh( z√
2
)
] [
cos(ξ2) − sin(ξ2)
sin(ξ2) cos(ξ2)
]t
,
where ξ1 = ξ1(s, t) and ξ2 = ξ2(s, t) are determined from the phase of the outer solution, A¯0(x, t),
for each s and t.
Collecting the O(ε−1) terms in (24) yields
∂r
∂t
∂zA˜0 = κ0∂zA˜0 + ∂zzA˜1 − (A˜0A˜t0A˜1 + A˜0A˜t1A˜0 + A˜1A˜t0A˜0 − A˜1)(28)
Taking the Frobenius inner product with ∂zA˜0 on both sides of (28) yields(
∂r
∂t
− κ0
)
〈∂zA˜0, ∂zA˜0〉F = 〈∂zzA˜1, ∂zA˜0〉F − 〈A˜0A˜t0A˜1 + A˜0A˜t1A˜0 + A˜1A˜t0A˜0 − A˜1, ∂zA˜0〉F .
We integrate the above equation with respect to z from −∞ to ∞. Integrating by parts, we can
rewrite the first term on the right hand side as∫ ∞
−∞
〈∂zzA˜1, ∂zA˜0〉Fdz =
∫ ∞
−∞
〈A˜1, ∂zzzA˜0〉Fdz
where the boundary terms vanish because ∂zA˜0 = 0 at z = ±∞ from the solution to the leading
order expansion and A¯1 = 0 in the outer layer which corresponds to A˜1 = 0 at z = ±∞ from the
asymptotic matching. The second term on the right hand side can be rewritten as∫ ∞
−∞
〈A˜0A˜t0A˜1 + A˜0A˜t1A˜0 + A˜1A˜t0A˜0 − A˜1, ∂zA˜0〉Fdz =
∫ ∞
−∞
〈A˜1, ∂z(A˜0A˜t0A˜0 − A˜0)〉Fdz
where the boundary terms vanish because of A¯1 = 0 in the outer layer. We then obtain
(29)
(
∂r
∂t
− κ0
)∫ ∞
−∞
〈∂zA˜0, ∂zA˜0〉Fdz =
∫ ∞
−∞
〈
A˜1, ∂z
(
∂zzA˜0 − (A˜0A˜t0A˜0 − A˜0)
)〉
F
dz.
Denote
(30) γ(s) :=
∫ ∞
−∞
‖∂zA˜0‖2F dz.
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We note that when n = 1, γ is the surface tension on the interface between two different phases
[Peg89]. Since we assume A˜0 ∈ SOn on one side of Γ(t) and A˜0 ∈ SO−n on the other, we have
γ(s) > 0. Using (25), the right hand side of (29) vanishes and we have the normal velocity is given
by
~v · ~n = −κ0.
It follows that the interface evolves according to the mean curvature flow along its normal direction
at the O(t) time scale.
3.1.1. Summary of the behavior near the interface at the O(t) time scale:
(1) The leading order solution, A˜0, transitions from a matrix in SO
−
n to a matrix in SOn in
the boundary layer of the interface. It satisfies (25) with the boundary conditions in (26).
For n = 2, the leading order solution is explicitly given by (27).
(2) The interface moves in the normal direction by the leading order of curvature, i.e., ~v · ~n =
−κ0.
3.2. Behavior at the O(εt) time scale. Now, we study the behavior at the time scale O(τ2)
where τ2 = εt. Then, we have ∂t = ε∂τ2 .
First, we consider the behavior when x is away from the interface Γ. Consider the expansion
(31) A(x, t) = A¯0(x, τ2) + εA¯1(x, τ2) + ε
2A¯2(x, τ2) + o(ε
2)
and insert it into (1) to obtain
o(1) = ε−2A¯0(A¯t0A¯0 − I) + ε−1(A¯0A¯t0A¯1 + A¯0A¯t1A¯0 + A¯1A¯t0A¯0 − A¯1)
+ (A¯0A¯
t
0A¯2 + A¯0A¯
t
2A¯0 + A¯2A¯
t
0A¯0 + A¯0A¯
t
1A¯1 + A¯1A¯
t
0A¯1 + A¯1A¯
t
1A¯0 − A¯2 + ∆A¯0) + o(1).
Collecting the terms at different orders of ε and using the behavior at the O(t) time scale, we obtain
that at the O(τ2) time scale,
(32) (∆A¯0)
tA¯0 − A¯t0(∆A¯0) = 0, A¯t0A¯0 = I, A¯1 = 0, and A¯2 = 0.
For n = 2, as shown in Section 2.3, there is a O2 harmonic leading order matrix field, A¯0 of the
form
(33) A¯0(x) =
[
cos(η(x)) ∓ sin(η(x))
sin(η(x)) ± cos(η(x))
]
where the phase η(x) satisfies ∆η = 0. Here, the signs in the second column are chosen depending
on whether x ∈ Ω+ or x ∈ Ω−.
To study the behavior near the interface, we consider the expansion
(34) A(x, t) = A˜(s, z, τ2) = A˜0(s, z, τ2) + εA˜1(s, z, τ2) + ε
2A˜2(s, z, τ2) + o(ε
2)
and rewrite (22) using τ2 = εt to obtain
(35) ∂tA(x, t) = ε∂τ2A˜(s, z, τ2) + ε
∂s
∂τ2
∂sA˜(s, z, τ2) +
∂r
∂τ2
∂zA˜(s, z, τ2).
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Substituting (20), (23), (35), and (34) into (1), we have
∂r
∂τ2
∂zA˜0 + o(1)
(36)
= ε−2
(
∂zzA˜0 − A˜0(A˜t0A˜0 − I)
)
+ ε−1
(
κ0∂zA˜0 + ∂zzA˜1 − (A˜0A˜t0A˜1 + A˜0A˜t1A˜0 + A˜1A˜t0A˜0 − A˜1)
)
+
[
∂ssA˜0 − (zκ20 − κ1)∂zA˜0 + κ0∂zA˜1 + ∂zzA˜2
− (A˜0A˜t0A˜2 + A˜0A˜t2A˜0 + A˜2A˜t0A˜0 + A˜0A˜t1A˜1 + A˜1A˜t0A˜1 + A˜1A˜t1A˜0 − A˜2)
]
+ o(1)
Collecting the O(ε−2) terms in (36) yields
∂zzA˜0 − A˜0(A˜t0A˜0 − I) = 0(37)
which is same as (25). The boundary conditions at z = ±∞ are as in (26). Hence, A˜0(s, z, τ2) has
the same transition profile as obtained from (27) in the boundary layer.
At O(ε−1) in (36), we have
(38) κ0∂zA˜0 + ∂zzA˜1 − (A˜0A˜t0A˜1 + A˜0A˜t1A˜0 + A˜1A˜t0A˜0 − A˜1) = 0.
Taking the Frobenius inner product with ∂zA˜0 on both sides of (28) and integrating both sides
with respect to z from −∞ to ∞ yields:
κ0
∫ ∞
−∞
〈∂zA0, ∂zA0〉Fdz +
∫ ∞
−∞
〈
A˜1, ∂z
(
∂zzA˜0 − (A˜0A˜t0A˜0 − A˜0)
)〉
F
dz = 0.
Using (37) again leads us to
(39) κ0 = 0.
Inserting (39) back to (38) yields
∂zzA˜1 − (A˜0A˜t0A˜1 + A˜0A˜t1A˜0 + A˜1A˜t0A˜0 − A˜1) = 0.
Coupling with the boundary conditions from the outer expansion: A˜1(s, z, τ2) = 0 at z = ±∞
implies that
(40) A˜1(s, z, τ2) = 0 for any z ∈ (−∞,∞).
Collecting the O(1) terms in (36), we obtain
∂r
∂τ2
∂zA˜0 = ∂ssA˜0 − (zκ20 − κ1)∂zA˜0 + κ0∂zA˜1 + ∂zzA˜2
− (A˜0A˜t0A˜2 + A˜0A˜t2A˜0 + A˜2A˜t0A˜0 + A˜0A˜t1A˜1 + A˜1A˜t0A˜1 + A˜1A˜t1A˜0 − A˜2).(41)
Using (39) and (40) simplifies (41) to
(42)
∂r
∂τ2
∂zA˜0 = ∂ssA˜0 + κ1∂zA˜0 + ∂zzA˜2 − (A˜0A˜t0A˜2 + A˜0A˜t2A˜0 + A˜2A˜t0A˜0 − A˜2).
Taking the Frobenius inner product with ∂zA˜0 on both sides of (42) and integrating both sides
with respect to z from −∞ to ∞ yields:
(
∂r
∂τ2
− κ1)
∫ ∞
−∞
〈∂zA˜0, ∂zA˜0〉Fdz −
∫ ∞
−∞
〈∂ssA˜0, ∂zA˜0〉Fdz
=
∫ ∞
−∞
〈
A˜2, ∂z
(
∂zzA˜0 − (A˜0A˜t0A˜0 − A˜0)
)〉
F
dz.
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Combining with (37) and using the definition of γ in (30) leads us to
(43) ~v · ~n = −κ1 − 1
γ(s)
∫ ∞
−∞
〈∂ssA˜0, ∂zA˜0〉F dz,
which gives the motion law for the interface at the O(τ2) time scale.
Proposition 3.3. For n = 2, A˜0 admits the transition profile in (27) where ξ1(s, t) =
η−(s,t)+η+(s,t)
2
and ξ2(s, t) =
η−(s,t)−η+(s,t)
2 . Here, η+(s, t) and η−(s, t) are determined from the outer solution,
A¯0(x, t), as in (33). The motion law in (43) simplifies to
(44) ~v · ~n = −κ1 + 1
γ¯
[
η2s
]
Γ
where
[
η2s
]
Γ
=
(
(∂sη+(s, t))
2 − (∂sη−(s, t))2
)
is the jump in the squared tangental derivative of the
phase across the interface Γ and γ¯ =
∫∞
−∞
(
1− tanh2(z/√2))2 dz.
Proof. In the transition profile (27), we write
A˜0(s, z, t) = U1DU
t
2 where D =
[
1 0
0 σ(z)
]
and Ui =
[
cos(ξi) − sin(ξi)
sin(ξi) cos(ξi)
]
, i = 1, 2.
Here we write σ(z) = tanh
(
z√
2
)
. We compute
∂sUi =
[− sin(ξi) − cos(ξi)
cos(ξi) − sin(ξi)
]
ξis,
and
∂2sUi =
[− sin(ξi) − cos(ξi)
cos(ξi) − sin(ξi)
]
ξiss +
[− cos(ξi) sin(ξi)
− sin(ξi) − cos(ξi)
]
ξ2is.
Then we compute
(∂sU1)D(∂sU
t
2) =
[
sin(ξ1) sin(ξ2) + cos(ξ1) cos(ξ2)σ − sin(ξ1) cos(ξ2) + cos(ξ1) sin(ξ2)σ
− cos(ξ1) sin(ξ2) + sin(ξ1) cos(ξ2)σ cos(ξ1) cos(ξ2) + sin(ξ1) sin(ξ2)σ
]
ξ1sξ2s,
(∂2sU1)DU
t
2 =
[− sin(ξ1) cos(ξ2) + cos(ξ1) sin(ξ2)σ − sin(ξ1) sin(ξ2)− cos(ξ1) cos(ξ2)σ
cos(ξ1) cos(ξ2) + sin(ξ1) sin(ξ2)σ cos(ξ1) sin(ξ2)− sin(ξ1) cos(ξ2)σ
]
ξ1ss
+
[− cos(ξ1) cos(ξ2)− sin(ξ1) sin(ξ2)σ − cos(ξ1) sin(ξ2) + sin(ξ1) cos(ξ2)σ
− sin(ξ1) cos(ξ2) + cos(ξ1) sin(ξ2)σ − sin(ξ1) sin(ξ2)− cos(ξ1) cos(ξ2)σ
]
ξ21s,
U1D(∂
2
sU
t
2) =
[− sin(ξ2) cos(ξ1) + cos(ξ2) sin(ξ1)σ cos(ξ1) cos(ξ2) + sin(ξ1) sin(ξ2)σ
− sin(ξ1) sin(ξ2)− cos(ξ1) cos(ξ2)σ cos(ξ2) sin(ξ1)− sin(ξ2) cos(ξ1)σ
]
ξ2ss
+
[− cos(ξ1) cos(ξ2)− sin(ξ1) sin(ξ2)σ − cos(ξ1) sin(ξ2) + sin(ξ1) cos(ξ2)σ
− sin(ξ1) cos(ξ2) + cos(ξ1) sin(ξ2)σ − sin(ξ1) sin(ξ2)− cos(ξ1) cos(ξ2)σ
]
ξ22s,
and
∂zA˜0 =
[
sin(ξ1) sin(ξ2) − sin(ξ1) cos(ξ2)
− cos(ξ1) sin(ξ2) cos(ξ1) cos(ξ2)
]
σz.
Using ∫ ∞
−∞
σσz dz =
1
2
∫ ∞
−∞
(σ2)z dz = 0 and
∫ ∞
−∞
σz dz = 2
12
along with the above identities, we have∫ ∞
−∞
〈∂ssA˜0, ∂zA˜0〉F dz = 4ξ1sξ2s
= 4 ∂s
(
η−(s, t) + η+(s, t)
2
)
∂s
(
η−(s, t)− η+(s, t)
2
)
= (∂sη−)2 − (∂sη+)2
= [η2s ]Γ
and
γ(s) =
∫ ∞
−∞
〈∂zA˜0, ∂zA˜0〉F dz =
∫ ∞
−∞
σ2z dz =
∫ ∞
−∞
(
1− tanh2(z/
√
2)
)2
dz
which is independent of s and denoted by γ¯. 
3.2.1. Summary of the behavior at the O(εt) time scale:
(1) Away from the interface, A¯0, A¯1, and A¯2 satisfy (32). In particular, when n = 2, A¯0 takes
the form in (33) where the phase η satisfies ∆η = 0.
(2) The interface moves in the normal direction according to the motion law given in (43).
In the case where n = 2, the second term of the motion law is the jump in the squared
tangental derivative of the phase across the interface Γ as in (44).
4. Numerical experiments
In this section, we perform a variety of numerical experiments to support, verify, and illustrate
our analytical results in Section 2 and Section 3. The algorithm we use is summarized in Section 4.1
and the numerical examples are described in Section 4.2.
4.1. Algorithm to solve (1) and implementation details. To numerically solve (1), we use
an efficient diffusion generated method recently developed in [OW17]. This method generalizes the
Merriman-Bence-Osher method for mean curvature flow [Mer+94] and methods for the Ginzburg-
Landau energy [Ruu+01; VO19]. The algorithm alternates a diffusion and a projection step as
summarized in Algorithm 1. In [OW17], the Lyapunov function of Esedoglu and Otto [EO15] was
extended to show that the method is non-increasing on iterates and hence, unconditionally stable.
It was also proven that the spatially discretized iterates converge to a stationary solution in a finite
number of iterations. We refer to [OW17] for more details and properties of the algorithm.
We implemented the algorithm in MATLAB. In all experiments, we consider the case when
n = 2 on a flat torus Ω = [−1/2, 1/2]2 discretized using 1024 × 1024 uniform grid points and set
τ = 0.015625. The heat diffusion equation in Algorithm 1 is efficiently solved using the fast Fourier
transform (FFT). The convergence criteria of the algorithm is taken to be∫
Ω
‖As(x)−As−1(x)‖F dx ≤ tol,
for tol = 10−6. All reported results were obtained on a laptop with a 2.7GHz Intel Core i5 processor
and 8GB of RAM.
Here we visualize an O2 valued field by plotting the vector field generated by the first column
vector. The second column vector is orthogonal to the first and the direction is indicated by color,
when necessary.
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Algorithm 1: A diffusion generated method for solving (1) [OW17].
Input: a time step τ > 0 and initial condition A0 ∈ H1(Ω;On).
Output: a sequence of matrix-valued functions As ∈ H1(Ω;On), s = 1, 2, . . . that
approximately solve (1) at times, sτ .
Set s = 1
while not converged do
1. Diffusion Step. Solve the initial value problem for the diffusion equation until time τ
with initial value given by As−1(x):
∂tA(t, x) = ∆A(t, x)
A(0, x) = As−1(x).
Let A˜(x) = A(τ, x)
2. Projection Step. Set As(x) = ΠOnA˜(x)
Set s = s+ 1
4.2. Numerical examples.
4.2.1. Evolution of SOn-valued fields. We first perform a numerical experiment to verify the results
in Section 2 for the time evolution of a single-signed determinant initial matrix-valued field. Without
loss of generality, we consider the case where the initial matrix-valued field takes values in SOn.
Figures 2 and 3 display the evolution of an SO2 matrix-valued field with the initial condition
given by
(45) A0(x) =
[
cos η(x) − sin η(x)
sin η(x) cos η(x)
]
,
for different choices of η : Ω→ R.
In Figure 2, we take
η(x) =
pi
2
sin(2pi(3x1 + 2x2)) for x = (x1, x2) ∈ Ω.
From Figure 2, we see that the matrix-valued field evolves toward a uniform matrix-valued field,
which, as discussed in Section 2.3, is a stationary state of the On diffusion equation.
In Figure 3, we set
η(x) = 2pix1 +
pi
2
sin(2pix1).
We observe that the field evolves toward a field with η(x) = 2pix1. Again, since ∆η = 0, this is a
harmonic orthogonal matrix-valued field; see Section 2.3.
To better understand the behavior in Figures 2 and 3, we recall the definition of the pair of
indices of a matrix-valued field discussed in [OW17]. Let v : Ω→ C be a complex-valued field with
no zeros. Let γ : [0, 1]→ Ω be a closed curve. We define the index of γ with respect to v to be
indv(γ) :=
1
2pi
[arg v(γ(1))− arg v(γ(0))] .
Clearly the index of γ is an integer and varies continuously with deformations to γ, so it depends
only on the homotopy class of γ. For a torus, we can parameterize the homotopy classes by the
number of times the curve wraps around Ω in the x1- and x2-directions. Furthermore, if we let
[γ]m,n denote the equivalence class of curves that wraps around Ω m times in the x1-direction and
n times in the x2-direction, then it is not difficult to see that
indv([γ]m,n) = indv([γ]1,0)
m + indv([γ]0,1)
n.
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Figure 2. Snapshots of the time evolution of an initial SO2 matrix-valued field.
The initial field is given in (45) with η(x) = pi2 sin(2pi(3x1 + 2x2)). See Section 4.2.1.
So we can characterize the index of any curve in terms of the indices of [γ]1,0 and [γ]0,1. For a given
field v, we let
I = (indv([γ]1,0), indv([γ]0,1))
be the index pair corresponding to curves that wrap around Ω once in the x1- and x2-directions.
For a matrix-valued field A : Ω→ SO2 or A : Ω→ SO−2 , we define the index pair, I, to be the index
pair for the first column of A. For example, for the harmonic orthogonal matrix fields in (15), the
index pair is I = (n1, n2).
In Figure 2, the index pair for the initial condition is (0, 0) and the field evolves toward the
harmonic orthogonal matrix field with index pair (0, 0), the uniform matrix field. In Figure 3, the
index pair for the initial condition is (1, 0) and the field evolves toward the harmonic orthogonal
matrix field with index pair (1, 0). We observe and generally expect that the index pair is invariant
under flow by the On diffusion equation.
4.2.2. Evolution of On-valued fields at the O(t) time scale. In this section, we check the motion
law we derived in Section 3.1. That is, at the O(t) time scale, if there is a line defect initially,
the motion of the interface is driven by the curvature at each point. Note that at this time scale,
we don’t see the effect from the matrix-valued field on the motion law of the interface. So we
perform two experiments where the initial condition has the same line defect, but different initial
matrix-valued fields. Specifically, we choose the following initial condition for different choices of
η : Ω→ R,
A(r, θ) =

[
cos η − sin η
sin η cos η
]
, if r < 0.15 + 0.03 sin(12θ),[
cos η sin η
sin η − cos η
]
, otherwise
(46)
where (r, θ) is the corresponding polar coordinate of x = (x1, x2) ∈ Ω.
In all subsequent figures, the domain is colored by the sign of the determinant of the matrix.
For a matrix field A ∈ H1 (Ω;On), we use the convention
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Figure 3. Snapshots of the time evolution of an initial SO2 matrix-valued field.
The initial field is given in (45) with η(x) = 2pix1 +
pi
2 sin(2pix1). See Section 4.2.1.
x is yellow ⇐⇒ det(A(x)) = 1 ⇐⇒ A(x) ∈ SOn
x is green ⇐⇒ det(A(x)) = −1 ⇐⇒ A(x) ∈ SO−n .
In Figure 4, we display several snapshots of the time evolution for two different initial conditions.
In the first column of Figure 4, the initial field is chosen as in (46) with η(x) = pi2 sin(2pix1) and,
in the second column, the initial field has η(x) = 2pix1. Hence the pair of indices of the initial
field in the first column is (0, 0) and the pair of indices of the initial field in the second column is
(1, 0). In both columns of Figure 4, we observe that the region where A ∈ SOn shrinks with the
interface becoming a circle before vanishing. We observe that the time dynamics of the line defect
for the two different initial conditions are very close. This is consistent with our analytical results
in Section 3.1, that is, at the O(t) time scale, the motion law is the leading order of the curvature
of the line defect, which is independent of the matrix-valued field. For the evolution in the left
column of Figure 4, the field continues to evolve toward the uniform solution for longer times than
shown in the Figure.
4.2.3. Evolution of On-valued fields at the O(εt) time scale. In this section, we check the motion
law we derived in Section 3.2 at the O(εt) time scale. Note that, at the O(εt) time scale, we have
the leading order of the curvature of the line defect satisfies κ0 = 0 and we have ∆η = 0. Hence,
we perform several experiments where the initial condition has two straight parallel line defects.
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Specifically, we choose the following initial condition
A(x1, x2) =

[
cos η1 − sin η1
sin η1 cos η1
]
, if |x2| > 0.25,[
cos η2 sin η2
sin η2 − cos η2
]
, otherwise,
(47)
for different choices of η1, η2 : Ω→ R satisfying ∆η1 = 0 and ∆η2 = 0.
We first choose η1 and η2 so that η
2
1s = η
2
2s; the parallel line defects are stationary according to
our analytical results in (44) in Section 3.2. In Figure 5, from the left to the right, we set
η1(x1, x2) = η2(x1, x2) = 1
η1(x1, x2) = η2(x1, x2) = 2pix1
η1(x1, x2) = η2(x1, x2) = 4pix1
η1(x1, x2) = 2pix1, η2(x1, x2) = −2pix1.
Indeed, in Figure 5, all four columns show that the parallel line defects are stationary.
Figures 6 and 7 display snapshots of the time dynamics of the interface at different times for
two choices of the phases η1 and η2. In Figure 6, we set the initial phases to be η1 = 2pix1 and
η2 = 4pix1. In Figure 7, we set the initial phases to be η1 = 2pix1 and η2 = 8pix1. Thus, we have
[η2s ]Γ = −12pi2 in Figure 6 and [η2s ]Γ = −60pi2 in Figure 7. In both figures, we observe that the
straight line defects have nonzero speed along their normal directions. Comparing Figure 6 and
Figure 7, we observe that the speed of the line defect in Figure 7 is about five times the speed of
the line defect in Figure 6. All these observations are consistent with our analytical results on the
motion law (44) in Section 4.2.3.
Figure 8 displays the snapshots of the time dynamics of the interface at different times where
the initial phases are give by η1 = 8pix1 and η2 = 2pix1. We observe the dynamics in Figure 8 has
opposite direction than in Figure 7. This is also consistent with our analytical result on the motion
law (44) in Section 4.2.3.
5. Conclusion and discussion
In this paper, we used asymptotic methods to study the initial value problem for the generalized
Allen-Cahn equation in (1). If the initial condition has single-signed determinant, at each point
of the domain, at a fast O(ε−2t) time scale, the solution evolves towards the closest orthogonal
matrix. Then, at the O(t) time scale, the solution evolves according to the On diffusion equation
(12a). Stationary solutions to the On diffusion equation were analyzed for n = 2 in Section 2.3.
If the initial condition has regions where the determinant is positive and negative, an interface
develops. Away from the interface, in each region, the matrix-valued field behaves as in the single-
signed determinant case. At the O(t) time scale, the interface evolves in the normal direction by
curvature. At a slow O(εt) time scale, for n = 2, the interface is driven by curvature and the jump
in the squared tangental derivative of the phase across the interface. In Section 4, we conducted a
variety of numerical experiments to verify, support, and illustrate our analytical results.
In this paper, we have focused on the two-dimensional problem. We expect that the asymptotic
methods in [DD12; DD14] could be used to study higher-dimensional problems. In this paper, we
also only focused on a square with periodic boundary conditions. We used this to derive harmonic
orthogonal matrix-valued-fields in Section 2.3 and in the numerical examples in Section 4. However,
the asymptotic results from Sections 2 and 3 apply to other boundary conditions as well.
There are several places where we focused on the n = 2 case. In particular, in Section 2.3, we
derived explicit O2 harmonic fields; in Proposition 3.2 we explicitly derived the transition profile for
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the boundary layer; and in Proposition 3.3, we were able to simplify the expression for the motion
law at the slow O(εt) time scale in terms of the jump in the squared tangental derivative of the
phase across the interface. It would be interesting to extend these results to n ≥ 3.
Here, we have considered the L2 gradient flow (1) of the energy E in (2). An interesting equation
would arise from considering the H−1 gradient flow of E, a generalization of the Cahn–Hilliard
equation [Peg89; DD12; DD14; CH13; Che+14; Wan+17]. Another way to generalize (1) would be
to consider multi-phase systems as in [Rub+89; BR93].
References
[BK91] L. Bronsard and R. V. Kohn. “Motion by mean curvature as the singular limit of Ginzburg-
Landau dynamics”. Journal of Differential Equations 90.2 (1991), pp. 211–237. doi: 10.1016/
0022-0396(91)90147-2.
[BR93] L. Bronsard and F. Reitich. “On three-phase boundary motion and the singular limit of a vector-
valued Ginzburg-Landau equation”. Archive for Rational Mechanics and Analysis 124.4 (1993),
pp. 355–379. doi: 10.1007/bf00375607.
[CH13] J. W. Cahn and J. E. Hilliard. “Free Energy of a Nonuniform System. I. Interfacial Free Energy”.
In: The Selected Works of John W. Cahn. John Wiley & Sons, Inc., 2013, pp. 29–38. doi:
10.1002/9781118788295.ch4.
[Che+14] X. Chen, X. Wang, and X. Xu. “Analysis of the Cahn–Hilliard Equation with a Relaxation
Boundary Condition Modeling the Contact Angle Dynamics”. Archive for Rational Mechanics
and Analysis 213.1 (2014), pp. 1–24. doi: 10.1007/s00205-013-0713-x.
[DD12] S. Dai and Q. Du. “Motion of Interfaces Governed by the Cahn–Hilliard Equation with Highly
Disparate Diffusion Mobility”. SIAM Journal on Applied Mathematics 72.6 (2012), pp. 1818–
1841. doi: 10.1137/120862582.
[DD14] S. Dai and Q. Du. “Coarsening Mechanism for Systems Governed by the Cahn–Hilliard Equation
with Degenerate Diffusion Mobility”. Multiscale Modeling & Simulation 12.4 (2014), pp. 1870–
1889. doi: 10.1137/140952387.
[E11] W. E. Principles of Multiscale Modeling. Cambridge University Press, 2011.
[EW00] W. E and X.-P. Wang. “Numerical Methods for the Landau–Lifshitz Equation”. SIAM Journal
on Numerical Analysis 38.5 (2000), pp. 1647–1665. doi: 10.1137/s0036142999352199.
[EO15] S. Esedoglu and F. Otto. “Threshold dynamics for networks with arbitrary surface tensions”.
Comm. Pure Appl. Math. (2015). doi: 10.1002/cpa.21527.
[Lin+12] F. Lin, X.-B. Pan, and C. Wang. “Phase transition for potentials of high-dimensional wells”.
Communications on Pure and Applied Mathematics 65.6 (2012), pp. 833–888. doi: 10.1002/
cpa.21386.
[Mer+94] B. Merriman, J. K. Bence, and S. J. Osher. “Motion of multiple junctions: A level set approach”.
J. Comput. Phys. 112.2 (1994), pp. 334–363. doi: 10.1006/jcph.1994.1105.
[OW17] B. Osting and D. Wang. “A generalized MBO diffusion generated motion for orthogonal matrix-
valued fields”. arXiv preprint arXiv:1711.01365 (2017).
[OW18] B. Osting and D. Wang. Diffusion generated methods for denoising target-valued images. sub-
mitted, arXiv:1806.07225. 2018.
[Peg89] R. L. Pego. “Front Migration in the Nonlinear Cahn-Hilliard Equation”. Proceedings of the Royal
Society A: Mathematical, Physical and Engineering Sciences 422.1863 (1989), pp. 261–278. doi:
10.1098/rspa.1989.0027.
[Rub+89] J. Rubinstein, P. Sternberg, and J. B. Keller. “Fast Reaction, Slow Diffusion, and Curve Shorten-
ing”. SIAM Journal on Applied Mathematics 49.1 (1989), pp. 116–133. doi: 10.1137/0149007.
[Ruu+01] S. J. Ruuth, B. Merriman, J. Xin, and S. Osher. “Diffusion-Generated Motion by Mean Curvature
for Filaments”. Journal of Nonlinear Science 11.6 (2001), pp. 473–493. doi: 10.1007/s00332-
001-0404-x.
[VO19] R. Viertel and B. Osting. “An Approach to Quad Meshing Based on Harmonic Cross-Valued
Maps and the Ginzburg–Landau Theory”. SIAM Journal on Scientific Computing 41.1 (2019),
A452–A479. doi: 10.1137/17m1142703.
18
[Wan+17] D. Wang, X.-P. Wang, and Y.-G. Wang. “The Dynamics of Three-Phase Triple Junction and
Contact Points”. SIAM Journal on Applied Mathematics 77.5 (2017), pp. 1805–1826. doi: 10.
1137/16m1090399.
Department of Mathematics, University of Utah, Salt Lake City, UT
E-mail address: dwang@math.utah.edu
Department of Mathematics, University of Utah, Salt Lake City, UT
E-mail address: osting@math.utah.edu
Department of Mathematics, Hong Kong University of Science and Technology, Hong Kong
E-mail address: mawang@ust.hk
19
Figure 4. Snapshots of the time evolution of an initial O2 matrix-valued field. The
initial line defect is given by r = 0.15+0.03 sin(12θ) where (r, θ) is the corresponding
polar coordinate of (x1, x2). The initial field is given in (46) with η(x) =
pi
2 sin(2pix1)
in the first column and η(x) = 2pix1 in the second column. See Section 4.2.2.
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Figure 5. Snapshots of the time evolution of an initial O2 matrix-valued field with
parallel line defects. From left to right, the initial fields are given in (47) with
η1(x1, x2) = η2(x1, x2) = 1, 2pix1, 4pix1, and η1(x1, x2) = 2pix1, η2(x1, x2) = −2pix1.
See Section 4.2.3.
Figure 6. Snapshots of the time evolution of an initial O2 matrix-valued field with
parallel line defects. The initial field is given in (47) with η1 = 2pix1 and η2 = 4pix1.
See Section 4.2.3.
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Figure 7. Snapshots of the time evolution of an initial O2 matrix-valued field with
parallel line defects. The initial field is given in (47) with η1 = 2pix1 and η2 = 8pix1.
See Section 4.2.3.
Figure 8. Snapshots of the time evolution of an initial O2 matrix-valued field with
parallel line defects. The initial field is given in (47) with η1 = 8pix1 and η2 = 2pix1.
See Section 4.2.3.
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