Abstract-We consider networks consisting of nodes with radios, and without any wired infrastructure, thus necessitating all communication to take place only over the shared wireless medium. The main focus of this paper is on the effect of fading in such wireless networks. We examine the attenuation regime where either the medium is absorptive, a situation which generally prevails, or the path loss exponent is greater than 3. We study the transport capacity, defined as the supremum over the set of feasible rate vectors of the distance weighted sum of rates.
I. INTRODUCTION

R
ECENT years have seen research as well as development efforts [1] focusing on wireless networks consisting of nodes with radios. Two examples of much topical interest are ad hoc networks [1] , [2] and sensor networks [3] . Such networks have no wired backbone network, differentiating them, for example, from cellular systems, and all communication must take place only over the shared wireless medium. Due to the fact that all nodes hear a superposition of the attenuated signals transmitted by all other nodes, there are several ways, some quite complex, by which information originating at a source can reach its destination. Thus, one would like to have an information-theoretic basis for organizing such information transfer. Current protocol development efforts [1] are aimed at realizing the following strategy. Packets are relayed from node to node until they reach their intended destination. At each hop, a packet is fully decoded, thus digitally generated, and then retransmitted to the next node on its path. The decoding of a packet at a node is done by treating all interference from concurrent transmissions as useless noise. For brevity, we call this the "multihop" strategy. To realize this strategy requires a suite of protocols. A medium access control protocol is needed to avoid excessive interference at receivers, since transmitters in their vicinity need to be silenced. This is the goal of the IEEE 802.11 protocol in distributed coordination function (DCF) mode, as well as proposals such as DBTMA [4] and SEEDEX [5] . A power control protocol [6] is needed not only to save battery life, but also to regulate the power of transmissions which need only traverse a short hop while avoiding creating unnecessary interference for other concurrent transmissions. This is the essence of the notion of spatial reuse of the spectrum. A routing protocol is needed [7] - [12] to determine the path to be followed by packets from a source to its destination.
This multihop strategy, however, foregoes many possibilities for enhancing information transfer, and it is important to characterize how much has or has not been sacrificed. For example, it does not take advantage of multiuser estimation [13] which can enable a receiver to decode several concurrent transmissions. In fact, by subtracting the components corresponding to transmissions not of interest to it, a node could enhance the signal-to-noise ratio of the transmissions of interest to it. This is the successive interference subtraction strategy which has been shown to attain the capacity of the multiple-access channel [14] , [15] . Even when performing the simple operation of "relaying," there are alternatives such as "amplify and forward" rather than "decode and forward," which are known to be superior in some settings [16] . In fact, relaying itself is not a simple problem-to date, the capacity of the simple three-node relay problem is unknown [17] . Actually, in the wireless world, much stranger forms of cooperation are possible. For example, just as in acoustic active noise cancellation [18] , a node could help a second node by transmitting a signal which nulls out the transmission of a third node as perceived at the second node. Since the design space is so rich with complexities, it is necessary to have a theoretical basis which allows us to choose from among all these possibilities. For example, we would like to know how much we lose in capacity if we sacrifice multiuser estimation, or, say, if we use point-to-point coding rather than network coding.
This problem was addressed in [19] . The usual informationtheoretic model was enriched by taking into account the distances between nodes located on a plane with a minimum separation distance between nodes. Each node is power limited, and a performance measure , called the transport capacity, was studied, which is the supremum of the distance weighted sum of rates taken over all feasible rate vectors. The wireless medium itself was very simplistically modeled. An attenuation of the form was presumed, as a signal traveled a distance , where is the absorption constant, and is the path loss exponent. However, a very important issue in practical wireless networks, and unmodeled above, is the presence of multipath fading [20] . In a wireless network, due to the physical environment, the electromagnetic waves travel to receivers along a multitude of paths, encountering delays and suffering gains which vary with time. Depending on the frequency bandwidth used, and how fast the environment changes, the fading can be divided into four cases. If the bandwidth of the signal is much smaller than the channel coherence bandwidth , i.e., , then the channel is frequency nonselective or flat fading. This means that the channel only has a multiplicative effect on the signal. If, on the other hand, , the receiver will get several resolvable signal components, and such a channel is called frequency selective. We can also characterize a fading channel by comparing the time duration of a signal symbol with the channel coherence time . A channel is called slow fading if , or fast fading if . Combining these two factors, we basically have four types of fading channels: flat slow, flat fast, frequency selective slow, and frequency selective fast fading channels (see [20] - [22] ). In fact, the point-to-point fading channel has been an active research field for decades, and is still the subject of much research effort [21] .
In order to understand the role of multipath fading in wireless networks, we address the following question in this paper: In the information-theoretic sense, what is the transport capacity of wireless networks when the transmissions encounter multipath fading, and how should information transfer be organized in such a fading environment? We study all the four fading cases mentioned above. Each node is subject to a common power constraint, and the signals sent out encounter both power loss due to distance as well as fading, before reaching their destination nodes. Our main contribution consists of the following two results.
A. An Upper Bound
If either the path loss exponent is greater than three or the absorption constant is positive, then there is a constant such that the transport capacity of wireless networks with nodes, mutually separated by a minimum positive distance , is upper-bounded by , where is the number of nodes in the network. This is true even if the nodes have perfect noncausal channel state information (CSI) of all the fading channels.
This result implies that though techniques such as diversity (multiuser, space, time, etc., [23] ) may increase the throughput and reliability, they cannot change the order of the transport capacity [19] . We do not consider the type of diversity that multiple antennas at a node can provide, and thus it is of interest to extend our results to wireless networks where nodes have multiple antennas.
In the course of the proof of this result, we extend a useful max-flow min-cut bound to a time-varying fading environment. We also show that there is a simple and interesting connection between the flow across cut-sets and the transport capacity. 1 In fact, this result makes the transport capacity an even more natural quantity to study in wireless networks. Both of the above results may be of independent interest in their own right.
To obtain the upper bound, the CSI is allowed to be perfectly known in advance to both senders and receivers, a best case scenario. The following result addresses the opposite situation, a sort of worst case where the fading is independent from time to time. Assuming no CSI at all, we exhibit a feasible lower bound of the same order, , for all networks where every node has a nearby node within a fixed multiple of the above minimum positive distance, when or . Thus, these two results together delineate the effect of fading, and show that the fundamental scaling law [19] remains the same even under fading environments.
B. A Feasible Lower Bound
Assume each node faces a fading process independent from time to time. If within a distance of every node there is another node, then a transport capacity of at least is achievable for a positive . The scheduling, coding, and decoding do not require any CSI at any node, and in fact require very little statistical knowledge of the fading process. In the example we construct, the signals are "peaky" and only a small fraction of the time is used in transmission-similar to the signaling strategy used in [25] . The transmissions are coordinated carefully and random phases 2 are introduced in signaling in order to avoid strong interference coming from nearby transmissions. In the scenario studied, communications are only between neighbors, and coding is only point-to-point. The thrust of this result is that the multihop strategy is a reasonable one for organizing the flow of information when attenuation is high and load can be balanced across the network.
Above we have only addressed the high-attenuation regime, and have not said anything about the case where there is no absorption and attenuation is small, i.e., and . The reason for this is that in such scenarios one can exploit coherence to obtain capabilities not feasible in the relatively high attenuation regime; for example, unbounded transport capacity is feasible even when the sum of the transmission powers of the nodes is fixed; see [19] . However, in a fast fading environment, one cannot employ a strategy capitalizing on coherence. Feasibility results are constructive, and we have yet to find a scheme which works in fading environments. This remains a significant open problem. The recent breakthrough on the capacity of some relay channels with fading in [27] may possibly prove valuable in this regard.
It should be noted that fundamental studies based on first principle photonic collision models have shown that the case generally prevails, unless one is in free space; see [28] . Thus, the results presented here, which include this case, have bearing for practical environments, though of course could possibly be small.
The remainder of the paper is organized as follows. In Sections II and III, we formulate the model and state the main results. In Sections IV-VI, we prove the upper bound, while in Sections VII-XI, we prove the achievability results. We conclude with some remarks in Section XII.
II. THE MODEL
We consider a wireless communication network consisting of a group of nodes, , located on the plane. The baseband model for the communications among them is described by the following equation:
We will consider two alternative assumption sets (A1) and (A2).
A. Assumption Set (A1) (A1.i): , , ,
, and are deterministic real variables known to all the nodes.
• and are the path-loss exponent and absorption constant of the attenuation, respectively. We assume that either with , or with . is just a constant gain.
• is the distance between node and . We assume that there is a minimum distance between nodes, i.e., .
• is the propagation delay for signals from to , where is the distance that a signal travels in one time slot. (Later we will see that the results do not really depend on the precise value of .)
, , , and are complex variables.
• is the random fading process.
• are independent and identically distributed (i.i.d.) complex circular Gaussian noises 3 independent of the fading process , and are not observable to the users. We suppose .
• is the complex baseband signal sequence node transmits, and is the complex baseband signal sequence node receives.
(A1.iii): Each node is subject to an individual power constraint . Since the channel has multiple paths with delays, we need to model what may have been transmitted before time , the time when the useful transmissions begin. We simply suppose that the signals prior to satisfy (2) and are unknown to the nodes.
(A1.iv): There exist positive constants and , such that for any , the fading process satisfies a.s.
B. Assumption Set (A2)
The fading process satisfies the following.
• , is a sequence of independent random vectors, where for all . That is, the fading parameters are independent from time to time.
• There exist and such that, for all , , .
• There exist and such that, for all (4) (A2.v): There exists such that for every node there exists another node with .
Remark 2.1: In Theorem 3.1, we will prove an upper bound on the transport capacity (defined below) for Assumption set (A1) even when the CSI is known noncausally and a priori at both the transmitters and receivers. In Theorem 3.2, we will prove a constructive lower bound on the transport capacity for Assumption set (A2) even when the CSI is neither known at the transmitters nor the receivers. Both results hold whenever there is any absorption, i.e., , or if the path loss exponent is greater than . It has been shown in [28] that generally the absorption is positive.
Assumption set (A1) includes channel models where the fading is flat, i.e., for all and . By allowing for CSI to be known at both the transmitters and the receivers, (A1) covers what is usually meant by "slow fading," where the channel varies statistically but with a rate of variation substantially smaller than the signaling period, so that by use of a relatively short training sequence the channel state can be estimated well, and then be regarded as known for the symbol period. Thus, the upper bound result under (A1) with the CSI known at the transmitter and receiver covers the case of "flat, slow" fading. However the Assumption set (A1) allows for a much larger class of channels, including, for example, flat or frequency-selective, stationary ergodic channels, or channels varying in a deterministic time-varying fashion, since basically all it requires is the condition (A1.iv).
Assumption set (A2) includes the case of frequency-selective fading since it allows to depend on . It also includes "fast fading," where is an independent stochastic process rapidly varying in comparison to the symbol duration. Thus, it covers the case of "frequency-selective, rapidly varying channels." The condition (A2.v) effectively requires that every node has a nearby node, a reasonable requirement for networks, and is needed by us to prove the feasibility result. The feasibility result for Assumption set (A2) holds even without knowing CSI at either transmitters or receivers. Note that Assumption set (A2) also allows other channels, for example, flat, constant fading, or flat, independent fading channels.
C. Definition of Feasible Rate Vectors
For a given wireless network , we employ the standard definition of what is meant by a feasible information rate vector ; see [29] : 1) With denoting the message to be sent from node to node , we assume that all the messages are independent, and uniformly distributed over their respective ranges . 2) The symbol , for , that node sends out at time depends on its own outgoing messages , as well as the values of its past received symbols . An encoding scheme of block length consists of a set of encoding and decoding functions, one for each node , as follows:
Encoders The encoder maps the messages that node wants to send to the other nodes, and its past received symbols, into the symbol transmitted at time . The average power of the symbols is required to satisfy the constraint (5)
Decoders
The decoder at node , for node 's message, maps the received symbols in each block, and its own information, to form an estimate of the message intended for it from node . 3) For all , the corresponding probability of error that the message sent from node to will not be decoded correctly, converges to zero as goes to infinity, i.e., as Now we are in a position to define the transport capacity of wireless networks.
Definition 2.1: For a given wireless network
with fixed node locations, its transport capacity is defined as where the optimization is over , the set of all feasible information rate vectors for network , i.e., without changing the node locations in .
We also define the very best transport capacity that can be delivered by any network with nodes.
Definition 2.2:
The transport capacity of the class of wireless networks with nodes is defined as That is, the optimization is over all wireless networks with nodes.
III. MAIN RESULTS
Our main results are the following two theorems. It may be noted that the preceding result generalizes the feasibility result shown in [19] for regular networks, where nodes are located at integer lattice sites in a square, to the more general class of networks satisfying property Assumption (A2.v).
IV. A MAX-FLOW MIN-CUT LEMMA FOR TIME-VARYING MEDIA
In this section, we present a useful lemma showing that the information rate one set of nodes can receive from the rest of the network is upper-bounded by a function of the power it can receive from the other nodes. It generalizes the corresponding result in [19] to fading environments.
Lemma 4.1 (Max-Flow Min-Cut Bound): Suppose a wireless communication network is modeled as
where i) the 's are deterministic nonnegative integers; ii)
is a sequence of known deterministic complex numbers; and iii) is the i.i.d. circular Gaussian noise process independent of the signal process , and . Then for any subset of , the rate vector , satisfies where denotes those nodes in but not in , and is the probability of decoding error. Proof: The proof is similar to the proof of Lemma 4.1 in [19] . Let be a set of destination nodes, and let denote the message set from node to . We use the following notation: where the inequality comes from the Cauchy-Schwarz inequality, and the last equality follows from the fact that we know beforehand, with a constant to be determined later.
It is easy to verify that for any nonnegative and , . Hence, where is because of (A1.iv), and is because of (2) and (5). Now, letting , we get
The result holds by setting .
V. FROM CUT-SETS TO DISTANCES
We now show a natural relationship between cut-sets and the distance rate product. It allows us to easily convert results for rate vectors across cut-sets, a staple feature in network information theory, to results on the transport capacity. It also renders the transport capacity an even more appealing quantity to study in networks.
Lemma 5.1:
If for a set of numbers , holds for every subset of , then . Proof: By the symmetry of the condition, for any subset of (7) Now we will construct a model to randomly select a subset of . Suppose the nodes of are located within a disk of radius centered at the origin, as depicted in Fig. 1 .
The selection proceeds as follows. First we pick an angle uniformly in . Then, on the diameter corresponding to that angle, we pick a point uniformly. Denote the point by . Then the line that is perpendicular to the diameter, and intersecting it at point , will divide the nodes into two groups. We randomly and equiprobably pick one of these to be the set .
Suppose the line interval connecting nodes and makes an angle with the -axis. Then Line separates points and Now, taking the expectation on both sides of (7), we get Hence . 
VI. AN UPPER BOUND ON THE TRANSPORT CAPACITY
To show the proof of the upper bound, we need the following lemma. (Lemma 6.1 iii) is needed for Lemma 9.1).
Lemma 6.1: i)
For any and ii) For any , , and
iii) For any and
Proof: Without loss of generality, suppose that , and that it is located at the origin. Let us tessellate the plane by a square grid of size with the origin being one of the corners of the grid; see Fig. 2 .
Since the diagonals of the small squares have lengths , each of them can contain at most one node. Also, there is no node within the interior of the four squares surrounding the origin.
Since there are squares that are steps away (in an -sense) from the origin (see Fig. 2 
VII. NETWORKS WHICH ACHIEVE THE LOWER BOUND UNDER INDEPENDENT FADING
Beginning with this section, we constructively show that the linear growth rate of the transport capacity is achievable in wireless networks. Actually, we show that it is achievable in any network that satisfies the property specified in property (A2.v); see Fig. 3 . The simplest example of a network satisfying this property is the regular network defined in [19] , which is a network with nodes located at the coordinates for . Suppose that the destination node for the information originating at each node is the corresponding node . Furthermore, without loss of generality, we assume that the delay for all .
In the following sections, we show how to generate the codebooks, then how to coordinate the transmissions by a schedule generated by a randomization scheme, and then how to decode the signals by thresholding. Finally, we analyze the probability of decoding error.
We begin by fixing a number . For sufficiently small, we introduce the following quantities for brevity:
For any making the above quantities positive, and , we are going to show that the information rate is achievable for every node pair and simultaneously. This certainly suffices to prove Theorem 3.2. From now on, , and are fixed.
VIII. RANDOM CODING
Each node is given slots to transmit during a communication horizon . The scheduling details will be given in the next section. In this section, we apply a random coding method to generate the codebook, similar to classical information theory. The only additional feature is that we generate the codebooks for different 's in a coupled fashion, to facilitate analysis.
For a given rate , the nodes generate their codebooks individually, independently of each other.
Node generates a random matrix with entries being i.i.d. binary valued r.v.'s with distribution such that and The th codeword is the th row of this matrix. The codebook of node is denoted as and it is revealed to the intended receiver node . We denote the codebook by . Notice that the codebook actually depends on . We construct the random codebooks for different 's in a coupled way that such that the codebook for a larger is an extension of the codebooks for smaller ones. That is, for , whenever and , for all .
IX. SCHEDULING TRANSMISSIONS WITHOUT EXCESSIVE INTERFERENCE
If we allow all the nodes to transmit in the same time slots, then each receiver will face strong interference from nearby nodes. So we let nodes transmit in a time-shared fashion. Specifically, for any given large , each node only transmits at a set of preselected increasing time slots , . We call this set the duty slots of node . The corresponding (intended) receiver will decode based only on the signals it receives at time slots ,
. (Note that here we use the assumption that for all ). Let the indicator function , , be defined as follows:
if slot is in node s duty slot if otherwise.
Then the following result guarantees the existence of a "good" time-sharing schedule.
Lemma 9.1 (Bounded Interference):
For all sufficiently large, there exists a set of natural numbers such that, if we let node 's duty slots be this set, then where is defined in (8) .
Proof: We exhibit the existence of such a schedule by a probabilistic argument.
Every Based on this lemma, we first pick a large enough, and then let node 's duty slots in the time interval be the corresponding . Now for a that is an integral multiple of , we periodically repeat the duty slot sequence. That is, for , the duty slots are and
In the sequel, we need to, and will, only consider 's which are integer multiples of , and relabel the duty slots as . (11) This is shown in Fig. 4 .
Then, node declares that the index was sent if (12) and there is no other codeword that satisfies this. If no such exists or if there is more than one such, then an error is declared. Or even if the energy in the codeword exceeds the prescribed , an error is declared.
XI. ANALYSIS OF THE PROBABILITY OF DECODING ERROR
Instead of calculating the probability of error for a specific codebook generated according to the procedure in Section VIII, we calculate the average over all such codes, as is standard. Let , and . Then the average probability of error over all codebooks satisfies If we can show the average probability of decoding error from any node to its destination goes to zero, then does so too. To fix notation, say and its destination is node . Furthermore, we can assume that, without loss of generality due to symmetry of codebook construction, the message was sent from node to node . So we only consider in the sequel.
To ease the burden of complex notation, without loss of generality, we assume that the delay , and denote node 's duty slots as . Now the reception at node can be described as follows: (13 According to (13) , the reception at node can be decomposed as follows: (15) Define for , as the -algebra generated by the first digits of the codeword, and , and . We will now show that there exists an integer such that when and (16) and and (17) where is defined in (11) . Proof of (16) : We have (18) where the inequality is because of Chebyshev's inequality, and the last equality comes from the fact that and are uncorrelated by the random phases introduced in the signaling.
Again, by the decorrelation, and recalling the definition of the indicator function in (10)
where holds because by (4) , and the last inequality comes from Lemma 9. (18)- (21), and recalling the definition of in (11), we obtain when is appropriately large, depending on . This proves (16) .
Proof of (17) (17) .
Based on (16) and (17), for , we have a.s.
Note here that until now we have considered the situation for fixed , i.e., all the variables , , , etc., depend on . Recall now the coupled generation of the codebooks for different 's in Section VIII, by which the codebooks for a greater are the extensions of those for smaller ones. Based on this observation, we know and are well defined for . 
XII. CONCLUDING REMARKS
In this paper, we have examined the effect of fading on wireless networks, studying in particular how the transport capacity grows with the number of nodes, in networks where nodes are separated by a minimum positive distance. We have restricted our attention to the case where there is absorption, the generally prevalent case, or the path-loss exponent is larger than . When the nodes are subject to power constraints, we have shown that the transport capacity can grow no faster than linearly in the size of the network even if the fading process is known noncausally. Thus, the upper bound holds no matter what the fading environment is, and is thus a best case result. On the other hand, if we consider the opposite scenario where the fading is independent from time to time, a sort of worst case scenario, then one achieves linear growth in any network where every node has another node located within a fixed multiple of the positive minimum distance. In the constructions, communications are only between neighboring nodes, and only point-to-point coding is used. This supports the case for the use of the multihop strategy in wireless ad hoc networks, a strategy which is currently the target of much protocol development activity. When and , the behavior of wireless networks can be quite different, as shown in [19] , through the exploitation of coherence. Whether such behavior can hold under fading, where coherence is not achievable, is an open question. Also of interest is how to exploit multiple antennas at nodes, when such are present in wireless networks.
