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Abstract
Training recurrent neural networks (RNNs) with backpropagation through
time (BPTT) has known drawbacks such as being difficult to capture long-
term dependencies in sequences. Successful alternatives to BPTT have not
yet been discovered. Recently, BP with synthetic gradients by a decou-
pled neural interface module has been proposed to replace BPTT for train-
ing RNNs. On the other hand, it has been shown that the representations
learned with synthetic and real gradients are different though they are func-
tionally identical. In this project, we explore ways of combining synthetic
and real gradients with application to neural language modeling tasks. Em-
pirically, we demonstrate the effectiveness of alternating training with syn-
thetic and real gradients after periodic warm restarts on language model-
ing tasks. The code for reproducing our experiments can be found from
https://github.com/parap1uie-s/alternate_sg
1 Introduction
Recurrent neural networks (RNNs) are notoriously difficult to learn long-term pat-
terns with gradients due to the well-known gradient vanishing and exploding prob-
lems. Although backprop through time (BPTT) has been proven to work reason-
ably well in various RNN settings, it is known that it suffers from the truncation
which fundamentally limits its ability to learn long term dependencies.
While a plethora of methods have been devoted to mitigate this issue by seeking
for architectural innovation [6, 5, 2, 16], another line of research tries to attack the
problem by looking for a better optimization method, including periodic warm
restarts [11] and synthetic gradients [1, 9].
Periodic warm restart anneals the learning rate relatively quickly, and period-
ically re-initialize it to some predefined bigger value. It has shown strong perfor-
mances in feedforward nets [11].
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Synthetic gradients such as meta neural optimizers [1] and Decoupled Neural
Interface (DNI) [9] try to find alternatives to back propagation. Neural optimizers
usually operate coordinate-wise on the parameters of the base model, whereas in
DNI, a single DNI is responsible for a whole layer’s neurons which allows it to
consider the correlations between neurons. Another characteristic of neural opti-
mizers is that they are defined on a global objective (e.g. the final training loss)
and need to keep track of the whole training procedure (i.e. for the base model
from initial states to convergence), so the neural optimizers can only handle lim-
ited steps of optimization steps. In contrast, DNIs rely on some local targets (e.g.
L2 distance from the local ground truth gradients), thus making it suitable for more
complex training schemes.
DNI-enabled RNNs have been shown to outperform pure BPTT-based RNNs
with increased time horizons on small-scaled language modeling tasks. However,
DNIs perform poorly when applied to very deep feed-forward networks [8] and to
the best of our knowledge, its effectiveness on large-scale RNNs remains unclear
[9].
In this project we propose a neuron-wise architecture based on the DNI for
large-scale RNNs, in which we train a separate DNI for each neuron in the base
model. Each of the DNI, however, shares the same set of parameters, which is sim-
ilar to [1]. We then explore and benchmark DNIs in a language modeling setting
which involves large-scale RNNs.
To excavate the potentials of warm restart methods for RNNs, we propose to
alternate synthetic and real gradients with periodic warm restarts. Our key hypoth-
esis is that the more diverse landscapes [4] due to the combination of synthetic
and real gradients and the perturbations from warm restarts might enable SGD to
explore more with the same amount of iterations, which could lead to a better local
minimum.
We summarize the contributions as follows:
1. We design a neuron-wise DNI method, where a separate DNI is responsible
for each neuron in the base model. Compared to previous methods such as
layer-wise DNI or parameter-wise neural optimizer, our method significantly
reduces the number of parameters by 1-2 orders, which makes it possible to
effectively train DNI in a large-scale RNN.
2. We propose a new periodical warm restart algorithm that alternates training
with synthetic and real gradients, which has experimentally been validated to
outperform previous synthetic or real gradient based warm restart methods.
3. We provide a comprehensive set of experiments that evaluates warm restart
methods and canonical training methods in a large-scale RNN setting. Ex-
periments are conducted on small (PTB) to medium (WikiText-2) sized cor-
pus. Due to the lack of applying DNI in a large-scale RNN setting in the
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literature, we believe the outcome of this comparison will be valuable for
references in the community.
2 Methodology
2.1 Background
Decoupled neural interface. Following the notations in [1], given the previous
hidden state ht−1 and the current input xt, the recurrent core module f(xt, ht−1; θ)
outputs yt and a new hidden state ht. For language modeling tasks, we have a loss,
L, at every time-step t. Ideally, we wish to update θ using
∑∞
τ=t
∂Lτ
∂θ in the hope
of capturing the infinite future information. But in practice we can only consider a
finite horizon T to update θ
∞∑
τ=t
∂Lτ
∂θ
= (
t+T∑
τ=t
∂Lτ
∂θ︸ ︷︷ ︸
using BPTT
+(
∞∑
τ=T+1
∂Lτ
∂hT
)︸ ︷︷ ︸
δT
∂hT
∂θ
)
(1)
Truncated BPTT only computes
∑t+T
τ=t
∂Lτ
∂θ and simply sets δT = 0 in Eqn.
1. A layer-wise DNI module parameterized by φ, g(·;φ) aims to approximate the
true gradients δT ∈ RH with δˆT = g(hT ;φ) ∈ RH , where H is the number of
neurons. Since
∑∞
τ=T+1
∂Lτ
∂hT
is not a tractable target, following [1], we use δT =∑2T
τ=T+1
∂Lτ
∂hT
+ δˆ2T+1
∂h2T
∂hT
. This target is bootstrapped from a synthetic gradient
and BPTT is only used during this 2T span. This bootstrapping is responsible for
propagating credit assignment across boundaries of truncated BPTT.
Periodic warm restart. A warm restart [11] is performed everyEi epochs, where
i is the index of the run1. Within the i-th run, the learning rate is decayed as
ηt = η
i
min +
1
2(η
i
max − ηimin)(1 + cos(EcurEi pi)), where ηimin and ηimax are allowed
values for the learning rate,Ecur records the number of epochs since the last restart.
2.2 Neuron-wise DNI for Language Modeling
To decouple the design of DNIs from a specific base model, we train DNIs on
a neuron-wise manner, which amounts to assuming that one can predict a neu-
ron’s gradients without taking into account its relationship with others. The overall
framework is shown in Fig. 1, where we assume for simplicity that this layer
only has two neurons. We use a shared DNI module to approximate it with δˆAT =
g(hAT , h
A
g ;φ) ∈ R and δˆBT = g(hBT , hBg ;φ) ∈ R. During the forward pass, each
1A run is defined as a period of time between each restart.
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Figure 1: Illustration of neuron-wise DNI training for a layer with two neurons
unrolled horizontally. Green arrows indicate gradients delivered by BPTT. Blue
arrows represent synthetic gradients generated by DNIs.
DNI module will have its own distinct hidden states due to different input. As for
the backward pass, after letting the base RNN train on a mini-batch, we aggregate
all the meta-gradients2 and use them to update the shared DNI module g(·;φ) at
once. That is, the different synthetic gradients are due to different hidden states,
hT , of the base model and its own hidden states, hg, but not the parameters φ. It
should be noted that although both the input and output to g(·;φ) are scalars, its
hidden state dimension is higher than 1D for learning richer representations. Thus
we use MLPs to convert the dimensions of the inputs and outputs.
2.3 Alternating Synthetic and Real Gradients
[4] shows that DNI leads to drastically different layer-wise representations from
the ones based on BPTT, even though they are functionally identical. This obser-
vation prompts us to find a way to take advantage of the diverse representational
powers of synthetic and real gradients. We are also inspired by the characteristics
of non-convex loss surface of deep neural networks and the ability of SGD to con-
verge to and escape local minima with the help of warm restarts [11]. Together
with these two sources of inspirations, we propose to alternate synthetic and real
2By meta-gradients, we mean the gradients for training the parameters, φ, of the DNI module,
g(·;φ).
4
gradients after periodic warm restarts. Our key motivation is that the more diverse
landscapes due to the combination of synthetic and real gradients and the perturba-
tions from warm restarts might enable SGD to explore more with the same amount
of iterations, which might lead to a better local minimum.
In effect, the authors of DNI [1] also discuss one spatial way, calledBP (λ), of
mixing synthetic and real gradients. BP (λ) can be seen as a mixture of different
estimates of the gradients weighted by λ at every time-step. In contrast, we mix
different gradients periodically after restarts, which is a temporal mixture. Another
related work is snapshot ensembles [7]. Ours is different in the following ways: 1)
we consider RNNs but [11, 7] focus on feed-forward networks; 2) after each restart,
we alternate the gradients used for training between synthetic and real gradients,
whereas previous works only use real gradients.
3 Experiments
The experiments are designed for answering the following questions: Q1: How
effective is the neuron-wise DNI? Q2: What is the performance of alternating
gradients for language modeling?
Two benchmark datasets used for evaluation are Penn Treebank (PTB) [14] and
the WikiText-2 (WT2) [13] dataset. All experiments use a quasi-recurrent neural
network (QRNN) [3] with 4 layers each having 1550 neurons for the actual lan-
guage modeling tasks. We use a truncated BPTT with 200 steps for baselines and
DNIs. Each DNI is a QRNN with a single layer which has 50 neurons. The learn-
ing rates for all models are grid-searched from 10−2 to 10−7. We fix the random
seed for initialization. In fact, our settings are very similar to [12] (e.g. dropout
ratio) except that we do not use averaged stochastic gradient (AvSGD) [15], be-
cause the averaging operation is incompatible with warm restarts. Therefore, we
use Adam [10] as the optimizer. We also grid-search for other hyperparameters for
both baseline and our proposed method.
3.1 Evaluation of Neuron-wise DNIs (Q1)
Method PTB WT2
Truncated BPTT 62.78 72.6
Neuron-wise DNI 62.42 72.37
Table 1: Test perplexity of truncated BPTT and neuron-wise DNI for QRNNs on
PTB and WT2 dataset. The lower the better.
Tab. 1 shows the performance of neuron-wise DNIs and truncated BPTT for
QRNNs on word-level PTB and word-level WT2 dataset.
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Figure 2: Validation perplexity with QRNN on PTB. Results before 25 epochs are
not shown.
As can be seen that neuron-wise DNIs beats truncated BPTT by a decent mar-
gin on both datasets. We should emphasize that this is achieved by adding a small
QRNN with 50 neurons to another neural language model only during training. It
is also worth mentioning that this is the first time DNI-enabled RNNs have been
evaluated for a large-scale setting.
3.2 Evaluation of Alternating Gradients (Q2)
We first train the base QRNN with real gradients by BPTT for the first Ebase
epochs, and then switch to the gradients generated from DNIs for the next 2×Ebase
epochs after a warm restart. That is, we set Ei = 2i × Ebase, and we grid-search
Ebase. The totial running time is 320 epochs.
Unfortunately, we find that SGD with warm restart for RNNs on language
modeling datasets seems very sensitive to the choice of the restarting points and
annealing strategy, and we cannot find suitable hyper-parameters after extensive
grid-search.
Method PTB WT2
Truncated BPTT with Restart 64.44 73.97
DNI with Restart 64.71 73.42
Alternating DNI 63.76 73.35
Table 2: Test perplexity of truncated BPTT with restart, neuron-wise DNI with
restart, and alternating DNI for QRNNs on PTB and WT2 dataset. The lower the
better.
6
50 100 150 200 250 300
Epochs
80
85
90
95
Va
lid
at
io
n 
Pe
rp
le
xi
ty
tBPTT with Restart, t=200
DNI with Restart
Alternating DNI
312.5 315.0 317.5 320.0
Epochs
77.2
77.3
77.4
Figure 3: Validation perplexity with QRNN on WT2. Results before 15 epochs are
not shown.
Tab. 2 shows the text perplexity of best performing models. Together with Fig.
2 and 3, we can see that even truncated BPTT with restart cannot come close to
vanilla truncated BPTT trained results, and all methods with restart do not perform
well. However, it should be noted that even though SGD with warm restart does
not provide competitive performance, alternating synthetic and real gradients still
outperform its counterparts: BPTT with restart and DNI with restart. We argue that
this still shows the potential of alternating synthetic and real gradients.
4 Conclusion
We proposed neuron-wise DNIs with alternating synthetic and real gradients for
language modeling and investigated their performance on large-scale tasks. Ex-
periments showed that neuron-wise DNIs are able to propagate credit assignment
across boundaries of truncated BPTT and thus improve RNNs’ performance for
language modeling. We also demonstrated that alternating synthetic and real gra-
dients after periodic warm restarts can provide better performance than using either
synthetic and real gradients alone. However, due to the unsuccessful attempts to
make SGD with warm restart work for RNNs, we were unable to truly evaluate
the effectiveness of alternating synthetic and real gradients. We will investigate the
issues with restarts further.
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