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ABSTRACT
For both pyroprocessing and molten salt reactors (MSRs), it is desirable from a process
control and nuclear safeguards perspective to monitor the species in the molten salts for material
accountancy. Many traditional monitoring techniques, even simple salt sample retrieval, are time
exhaustive or rendered useless for these systems due to the high thermal loads, high radiation
zones, and corrosive nature of molten salts. Therefore, the main motivation for this work is the
need for an online monitoring system for a molten salt system that is robust enough to handle the
extreme environment yet deliver quantifiable salt concentrations. The intent of this dissertation is
to demonstrate the combined use of cyclic voltammetry (CV) and laser-induced breakdown
spectroscopy (LIBS) as an analytical technique for quantifying the concentration of species in the
molten salt medium, mainly LiCl-KCl eutectic.
CV is a robust electrochemical method that can be run without interruption and at varying
speeds while LIBS has desirable qualities such as little to no sample preparation, low limits of
detection (LOD), and rapid analysis. Three experimental programs were developed to demonstrate
the parallel and eventual combined use of these methods:
•

The first study focused on using both techniques in parallel on the same test samples containing
SmCl3 (0.5 – 10 wt%) in LiCl-KCl at 723 – 798 K. The diffusion coefficients of Sm3+ and
Sm2+ were found to be 8.59×10-6 ± 1.67×10-6 and 8.01×10-6 ± 0.98×10-6 cm2 s-1, respectively.
Then, three LIBS calibration models corresponding to 484.4, 490.5, and 546.7 nm peaks were
developed from these samples, where the 490.5 nm peak model had the lowest limit of
detection (LOD) at 0.510 wt%. These resulted compared relatively well with results measured
via inductively coupled plasma mass spectrometry (ICP-MS).
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•

In the second study, the CV method was modified to improve an accuracy on the electrode
surface area measurement—resulting in a reduction in prediction error from an average of
7.91% to an average of 0.24%. A two species salt system, SmCl3-GdCl3, was being explored.
The electrochemical models built had low LOD values of 0.0028 and 0.0019 wt% for SmCl3
and GdCl3, respectively. Three strong univariate LIBS models were built for each analyte;
however, the most successful LIBS model was a 6-component PLS model with RMSECV
values for the validation set of 0.3073 and 0.1670 wt% for SmCl3 and GdCl3, respectively.
This PLS model was validated against the ICP-MS results with a confidence interval of 99.9%.

•

The third study involved a three-analyte system—UCl3, GdCl3, and MgCl2—representing a
complex salt system. The optimal model utilized a fusion of the LIBS data and a semidifferentiated CV. This fused signal model proved to be robust with RMSECV values of
0.1948, 0.1725, and 0.1296 wt% for UCl3, GdCl3, and MgCl2, respectively, when used on a
test set. Then, 5 blind samples were measured, and the model results were statistically validated
with the ICP-MS results at a confidence interval of 95%.

The overall results from this experimental work proved to be promising for an implementation of
a combination of electrochemistry and optical spectroscopy for near real time material detection
and analysis for the molten salt applications.
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1. INTRODUCTION
1.1. Background
Nuclear power currently stands as the most energy-dense, carbon-free source of electricity
in the world. However, following the Fukushima nuclear incident in 2011, which resulted in a
nuclear core meltdown, most countries have shifted towards two stances on nuclear power: 1)
develop advanced Gen-IV reactors with passive safety features designed to avoid past accident
scenarios, or 2) step back from nuclear power, resulting in an abundant amount of used nuclear
fuel (UNF) in need of treatment [1]. These two stances find some common ground using molten
salts. An advanced reactor concept called the molten salt reactor (MSR) is currently being
researched around the world; this design would utilize molten salts (fluoride or chloride) as the
primary coolant and in some designs the fuel itself. On the other hand, there is interest in utilizing
molten salts at the end of the nuclear fuel cycle for the chemical separation of UNF through a
process known as ‘pyroprocessing technology’.

1.1.1. Molten Salt Reactors
MSRs offer several benefits when compared to the typical light water reactor (LWR)
commonly used around the world. Some of these benefits include the capability for online
refueling, low pressure operation, and by using a molten salt as the coolant in an accident scenario
the reactor would be able to passively remove the decay heat without a meltdown [2,3]. While this
advanced reactor design offers solutions to issues that have plagued nuclear in the past, it also
brings rise to new problems. Some of these problems included: how can reactor salts be properly
purified, how can corrosion of the reactor vessel materials be minimized, and how can the
reactor/secondary salts be monitored.

1

1.1.2. Pyroprocessing
After UNF is taken out of a reactor, it is commonly placed into a storage pool where the
water shields and removes the decay heat from the radioactive fuel assemblies. After the UNF
reaches a safe temperature and the radioactivity has decayed to a lower level, the assemblies are
removed from the storage pool and can either be prepared for permanent storage or reprocessed.
Nuclear fuel reprocessing is a process, which extracts the still fissile and fertile materials which
can then be reused in a nuclear reactor, while reducing the overall amount of waste.
Pyroprocessing or pyrochemical technology uses a method of electrorefining UNF in
molten chloride salts to recover U on a solid cathode and co-recover Pu with U in a liquid Cd
cathode [4–6]. The keystone step within the pyroprocessing system is an electrorefining process,
where the U from the UNF is lowered into high temperature (typically 773 K) molten LiCl-KCl
eutectic salt and is then electrochemically dissolved into the salt bath. The U is then reduced onto
a solid cathode to be removed. Studies done on the Mark-IV electrorefiner at Idaho National
Laboratory (INL) using UNF from the Experimental Breeder Reactor found that after
electrorefining only a fraction of the original U (0.3 – 7.5 wt%) was retained in the molten LiClKCl, depending on the dissolution of Zr into the salt [7]. Additionally, Li and coworkers showed
that electrorefiner current efficiencies, the ratio of U deposited to the theoretical maximum based
on the time-integrated current, have reached the range 65 – 76% [8]. During the electrorefining
step, active species, detailed in Table 1.1, which have standard reduction potentials more negative
than that of U will form soluble chlorides and accumulate in the electrorefiner salt [9]. It is
important to monitor the salt composition in order to prevent the system’s efficiency from being
affected by an accumulation of these species.
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Table 1.1. Used Driver Fuel Composition and Corresponding Equilibrium Potentials

Elements
Bromine (Br)
Tellurium (Te)
Ruthenium (Ru)
Rhodium (Rh)
Palladium (Pd)
Iodine (I)
Arsenic (As)
Molybdenum (Mo)
Antimony (Sb)
Silver (Ag)
Copper (Cu)
Tin (Sn)
Niobium (Nb)
Selenium (Se)
Cadmium (Cd)
Vanadium (V)
Titanium (Ti)
Zirconium (Zr)
Europium (Eu)
Uranium (U)
Neptunium (Np)
Plutonium (Pu)
Gadolinium (Gd)
Neodymium (Nd)
Yttrium (Y)
Lanthanum (La)
Promethium (Pm)
Cerium (Ce)
Praseodymium (Pr)
Sodium (Na)
Samarium (Sm)
Europium (Eu)

wt% in
the used
fuel [7]
0.007
0.112
0.407
0.111
0.09
0.048
0.005
0.771
0.004
0.004
0.003
0.015
0.002
0.019
0.007
0.003
0.077
10.81
0.011
80.6
0.041
0.413
0.005
0.93
0.126
0.284
0.011
0.542
0.269
2.16
0.177
0.011

E0 (V vs Ag/AgCl) at
723 K [9,10]
0.920
0.640
0.615
0.526
0.513
0.473
0.283
0.119
0.087
0.000
0.295
-0.355
-0.410
-0.459
-0.589
-0.806
-1.010
-1.088
-1.471
-1.496
-1.519
-1.570
-2.066
-2.097
-2.109
-2.126
-2.147 (773 K)
-2.183
-2.316 (773 K)
-2.500
< -2.5
< -2.5
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Noble Species
(remain in anode basket)

Active Species
(dissolved into the salt)

Currently, this electrorefining salt is being monitored through the use of inductively
coupled plasma mass spectroscopy (ICP-MS) [11]. This process includes removing frozen salt
samples and diluting them into an acid solution to be processed outside of the hot cell. This lag
time between sampling and analysis, mostly due to hot cell removal is non-ideal and not strongly
desirable from the nuclear safeguards perspective.

1.1.3. Online Monitoring
Near real-time online monitoring systems offer several unique benefits when compared to
traditional sampling techniques. Many of the benefits such as improved safety, little to no process
interruption, and reduction/elimination of human error all stem from in-situ measurements. For
molten salt systems, there are several characteristics that would be beneficial to have continuously
monitored including species’ concentrations, fluid level/flow rate, and fluid density. These
characteristics allow engineers to monitor as these measurements permit calculation and tracking
of fissile material mass. Many techniques have been pursued previously for possible molten salt
monitoring applications including electrochemical methods [9,12–17], optical spectroscopy
[11,18–22], and bubbler systems [23]. The triple bubbler system has been shown as a robust
method for density and fluid level measurements [23]. This leaves the need for a strong method of
species concentration determination to be used in conjunction with the bubbler. An online
monitoring system requires robustness, and while electrochemical and optical spectroscopy
methods have been shown to be useful, each have their respective weak points.

1.2. Motivation
Both MSRs and pyroprocessing share an inherent need for online monitoring systems due
to the disadvantages involved with grab samples. The development of such a system is
instrumental in the deployment of these technologies at a commercial level. Since both situations
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involve the use of a molten salt medium, both have several shared challenges that present
themselves. One of these challenges involves material compatibility given that molten salts,
particularly fluoride salts, are highly corrosive. The remaining challenges involve the extreme
environment of the salt. The online monitoring system requires the ability to quantify salt
component concentrations, while being robust enough to handle high temperatures with little to no
sample preparation and the capability to provide results in near real-time.

1.3. Goal
The intent of this dissertation is to demonstrate the combined use of electrochemical
techniques and spectroscopy as an analytical technique for quantifying the concentration of species
in a molten salt medium. The combination of electrochemical and optical spectroscopy methods
may help compensate the weakness of each individual technique. The main focus of this study was
to demonstrate the capabilities of the two primary techniques of interest, cyclic voltammetry (CV)
and laser-induced breakdown spectroscopy (LIBS), to work in parallel. Here, simple singleanalyte systems will be evaluated. Then, more complex multi-species systems will be tested as
the methodology of the CV-LIBS system is developed. This work will provide the fundamental
knowledge to design and apply a combined electrochemical and spectroscopy online monitoring
system.

1.4. Approach
Four phases were planned for this research study. Phase I involved a literature survey of
electrochemical techniques for concentration determination, as well as a review of the use of LIBS
on solid and liquidus salt forms. During this literature review, extracurricular electrochemical
studies were performed to allow for a better understanding of proper sample preparation and
equipment use.
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Phase II involved developing an experimental procedure where CV and LIBS were used in
parallel for concentration estimation of a single analyte in LiCl-KCl molten salt at 773 K the
operating temperature of the pyroprocessing electrorefiner. This involved the design of the
experimental system including the modified furnace, electrode holder, and LIBS system
construction. The analyte of interest in this phase was Sm due to its soluble/soluble redox reaction
being similar to the U4+/U3+ reaction. Concentrations of SmCl3 ranged from 0.5 – 10.0 wt% in
LiCl-KCl were used to construct a calibration model and then four samples were used to test the
calibrations estimation ability.
Phase III involved modifying the experimental system and techniques based on the lessons
learned from Phase II. After the modifications to the experimental procedures the SmCl3-LiClKCl system was re-evaluated to test for improvement. Following this work, a quaternary salt
system, SmCl3-GdCl3-LiCl-KCl, was tested to investigate the challenges posed by multispecies
salt systems on the selected techniques. Gd was chosen for this study as a surrogate for rare earth
species present in the electrorefiner.
Following this, several more systems were evaluated during Phase IV. These systems
included UCl3 in LiCl-KCl, UCl3-GdCl3 in LiCl-KCl, and UCl3-GdCl3-MgCl2 in LiCl-KCl. Mg
was added for two reasons: to serve as a surrogate for Pu due to their similar reduction potential
and to intentionally add complexity to the salt system due to Mg and Gd having both overlapping
CV peaks and LIBS spectral lines. To compensate for this increase in complexity, data
preprocessing methods were applied and chemometric methods were used to develop a calibration
model on the CV and LIBS data simultaneously.
Phases I – IV were performed at Virginia Commonwealth University and revolved around
the online monitoring for pyroprocessing. Meanwhile, additional research was being conducted at
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Oak Ridge National Laboratory (ORNL) during an internship and revolved around online
monitoring for a MSRs off-gas system. The main focus of this work was to develop an aerosol
LIBS system capable of monitoring volatile and salt spray being removed from an MSR core via
the off-gas system. The timeframe of these phases is summarized in Table 1.2.
Table 1.2. Summary of Research Phase Timeline.
Phase

2016
3
4

1

2017
2
3

4

2018
2
3

1

4

1

2019
2
3

4

2020
1
2

I
II
III
IV
ORNL

1.5. Organization of Dissertation
This dissertation is comprised of eight chapters in total. In Chapter 2, electrochemical
techniques demonstrated in literature for concentration estimation of species in molten salts are
reviewed and discussed. Additionally, a review of LIBS studies on solid, transitional, and molten
salts is being discussed, as well as previous applications of aerosol LIBS systems. Chapter 2 also
describes the detailed techniques, which will be used throughout the dissertation. Chapter 3
revolves around the experimental equipment and setup used throughout this work. This chapter
also provides details on material preparation—the salts, electrodes, and other modified
experimental systems used. Lastly, the procedure for ICP-MS testing is detailed step-by-step.
Chapter 4 describes the initial experiment methodology and results for using CV and LIBS on
SmCl3-LiCl-KCl samples. Details on calculation methods for both the CV and LIBS methods are
discussed. Furthermore, techniques used to evaluate the strength and ability of calibration models
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are first described here and are referenced throughout the dissertation here after. Chapter 5 begins
with modifications to the electrochemical detection methods based on the results from Chapter 4.
Following this, a two species system, SmCl3-GdCl3 in LiCl-KCl, is evaluated and appropriate
adjustments to the calibration model construction methods are discussed. Chapter 6 provides a
look at how the developed system can be applied to multi species systems using advanced
chemometric modeling.

The experimental procedure remains unchanged from Chapter 5;

therefore, this chapter focuses more on data processing and calibration model evaluation. Lastly,
the final selected model is evaluated by testing five blind samples prepared by another research
assistant. The final chapter summarizes the work done and details recommended future work for
advancing molten salt online monitoring systems. Various supporting information is in the
Appendix sections, along with additional research studies (including MSR online monitoring for
the off-gas system showing an improved design of an aerosol-LIBS system) that are adjacent to
the main body of the dissertation.
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2. LITERATURE REVIEW
A vast amount of molten salt electrochemical and LIBS research has been performed in
recent years. Many different electrochemical methods have been applied to molten salts to
measure many kinetic and thermodynamic properties, which will aid in the development of
pyroprocessing. Several of these methods may also be used for concentration analysis in molten
salts; thus, a review of these methods is discussed in this chapter to help evaluate which method
best suits this application. Although a large amount of studies have shown LIBS as a valuable
monitoring tool, many of these studies have been on solid samples. A handful of LIBS studies
have been performed on LiCl-KCl salts in both solid and liquid forms, as well as an investigation
into a molten salt aerosol application. These studies will be reviewed in this chapter offering
valuable lessons for planning the research to be completed in this dissertation.

2.1. Electrochemical Methods
2.1.1. Cyclic Voltammetry
For electrochemical experiments, electrodes are submerged into an ionic liquid. The
electrochemical cell is composed of three electrodes: a working electrode, a counter electrode, and
a reference electrode which serves as the reference potential for applied and recorded voltages
[24]. It is common to insert a thermocouple into the cell to monitor the temperature during each
experimental run. A schematic of the electrode configuration used by Yoon and coworkers is
shown in Figure 2.1 [24]. For electrochemical experiments pertaining to pyroprocessing
applications, the ionic liquid is molten LiCl-KCl salt in a eutectic ratio (44.2:55.8 wt% or 58.5:41.5
mol%). This eutectic results in a relatively low melting point of 352 C [25].
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Figure 2.1. Typical experimental electrode configuration for electrochemical experiments [24].
Cyclic voltammetry (CV) can be run continuously on a molten salt system to record a realtime electrochemical signature. To perform CV, one must first select a starting potential Ei, a final
potential Ef, a minimum potential Emin, a maximum potential Emax, and a scan rate v. Then the
electrochemical cell’s potential starts at Ei and the potential is scaled towards Emin at the predefined
scan rate v. Upon reaching Emin, the potential is scanned back towards Emax at the same scan rate
v. CV can be performed at large scan rates making it a fast method when compared to other
electrochemical analytical methods. The potential continues to bounce back and forth until the
predefined number of cycles are complete, and then the potential will stop at Ef. Figure 2.2
illustrates an example of this potential waveform.
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Figure 2.2. The applied linear sweep waveform applied for cyclic voltammetry [26].
During the forward and reverse scans, both oxidation and reduction reactions occur [26].
When the data is viewed as a plot of current versus potential, these reactions are represented as
peaks due to the sudden increase in current from an electron transfer process.
Many researchers have used the CV method on many salt samples containing lanthanides
and actinides in LiCl-KCl to calculate diffusion values [24,27–29]. By plotting the cathodic peak
currents against the square root of the scan rate, the diffusion coefficient can be found using the
Berzins-Delahay (Eq. (2-1)) for a reversible soluble/insoluble reaction or the Randles-Sevcik (Eq.
(2-2)) for a reversible soluble/soluble reaction:
𝑛F𝑣D 1/2
)
ip = 0.611𝑛FS𝐶0 (
RT

(2-1)

𝑛F𝑣D 1/2
)
ip = 0.446𝑛FS𝐶0 (
RT

(2-2)
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where ip is the cathodic peak current (A), n is the number of electrons transferred, F is the Faraday
Constant (C mol-1), S is the electrode surface area (cm2), C0 is the bulk concentration of the
reducing species (mol cm-3), R is the universal gas constant (J mol-1 K-1), T is the absolute
temperature (K), v is the scan rate (V s-1), and D is the diffusion coefficient (cm2 s-1) [24,27–29].
It is important to note that other variables can be modified which effect the peak current including
concentration, temperature, and surface area. While most researchers studying molten salts for
pyroprocessing create known sample concentrations and calculate diffusion values, the opposite
approach may be taken if diffusion values are known. Sridharan and co-workers performed a study
on the electrochemistry of rare-earth chlorides, including lanthanum, cerium, neodymium,
dysprosium, and uranium [29]. From their studies, a library containing diffusion coefficients for
various elements could be compiled. Additionally, research has been done on cerium
[24,27,29,30], uranium [9,12,13,28,29,31,32], gadolinium [14,28,33], dysprosium [29],
neodymium [15,29], lanthanum [16,17,29,34], thorium [17,35], zirconium [9], magnesium
[16,31,34,36], samarium [37–39], and plutonium [12,13].
The diffusion coefficients of the above elements in chloride salts generally increase with
temperature, generally following an Arrhenius temperature relationship:
−Ea
)
D = D0 exp (
RT

(2-3)

where D0 is the pre-exponential factor, and Ea is the activation energy (kJ mol-1) for the diffusion
[9]. Based on this relationship, the diffusion values for temperatures within the experimental range
can be calculated by interpolating from the data collected by researchers. If a detailed library of
diffusion values was developed, it could be used in combination with either Eq. (2-1) or Eq. (2-2)
to calculate the concentration of species in the salt.
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As mentioned previously, other methods of concentration analysis with CV are also
possible. For instance, Tylka and co-workers plot current against the immersion depth of the
working electrode, which provides a linear relationship for reversible redox systems [12,13]. The
slope of this plot provides important information pertaining to the concentration of the electrolyte.
The benefit of this method is the elimination of the reliance on a measured electrode surface area.
Many studies measure the surface area of the cathode by hand, resulting in possible sources of
error due to electrode wetting and surface tension [24,27–29]. The method proposed by Tylka uses
a vertical translation stage to precisely control the electrode depth. The results of this method have
been proven to be very accurate when compared to inductively coupled plasma atomic emission
spectroscopy (ICP-AES) [12,13]. The pitfall of this technique was that Tylka found that the
assumption of a constant diffusion was not applicable at U concentrations above 2 wt% [12]. This
may make an empirical correlation a preferred method for CV concentration monitoring to remove
the need to independently measure the diffusion value.

2.1.2. Anodic Stripping Voltammetry
Anodic Stripping Voltammetry (ASV) is another method that can be performed by
reducing the analyte of interest onto the working electrode by holding a constant plating potential
for a known amount of time. The potential is then swept from the plating potential to a higher
potential at a constant rate, similar to the oxidation sweep in a CV [9,26]. Hoover et al. compared
the capability of CV and ASV for determining the concentration of UCl3 in the molten salt [32].
Just as in CV, the ASV signal can be interpreted with the Berzins-Delahay (2-1) or Randles-Sevcik
Equations (2-2). Their study investigated how the peak current density divided by the scan rate
varied with the change in U concentration and recommended using the CV technique due to its
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precision based on a linear fit in comparison to the ASV method; furthermore, the CV reduction
peaks provided a better trend than the CV anodic peaks [32].

2.1.3. Chronoamperometry
Chronoamperometry (CA) refers to the study of an electrochemical cell’s current over time
after the cell undergoes a step change from a neutral potential where no reaction is occurring to a
potential where reduction occurs. The measured current vs. time plot is referred to as a
chronoamperogram. The measured current is faradaic as is only due to electron transfer and it is
described by the Cottrell Equation [26]. While CA is typically used to investigate nucleation
mechanisms and other salt properties [35,36,40], other researchers have investigated its use for
online monitoring [15]. Kim and team investigated if CA could be used to strengthen online
monitoring capabilities on quantifying salt species at larger concentration values (4 – 9 wt%) [15].
The study utilized a repeated chronoamperometry (RCA) technique. This technique is similar to a
CV, but the potential is repeatedly stepped from a reduction to an oxidation potential, rather than
swept at a specified rate. Figure 2.3 shows an example of input and different response signal
patterns. Kim and coworkers were able to use this RCA technique to produce a calibration model
ranging from 0 – 9 wt% Nd3+; however, this technique is only useful for molten salt systems with
single analytes—if there is more than one reducing species, the reductions will occur in parallel
during the RCA.
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Figure 2.3. Example RCA input and output signal [15].

2.1.4. Normal Pulse Voltammetry
Normal pulse voltammetry (NPV) is similar to the RCA method described previously.
First, a base potential where no faradaic reaction occurs is selected, then short potential pulses are
applied to the cell (each time with an incremental increase in amplitude). The response current is
measured at the end of each potential pulse, and the cell is given time in between each pulse to
dwell at the base potential. The advantage of NPV is that reactions are only occurring for very
short durations helping to negate surface area growth as well as underpotential deposition (UPD).
Furthermore, the potential returns back to the base potential between each step, making
multianalyte systems are more easily investigated [26]. Figure 2.4 displays an example of the NPV
input and plotted response.
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Figure 2.4. Example of NPV (a) input signal and (b) current response [26].
Iizuka and coworkers investigated the application of square wave voltammetry (SWV) and
NPV for online monitoring of molten salts, particularly the concentration dependence was
examined [14]. The NPV parameters used in this study involved a 0.1 – 0.2 s pulse length, 1 – 2 s
between pulses, and 2 – 4 mV potential step. The separate reduction currents were found for U and
Pu in the salt and these currents increased with concentration [14]. The NPV data was
differentiated against the potential in order to individually investigate each species’ behavior. This
differentiation resulted in two well defined peaks; when these peaks were integrated to calculate
the reduction current for each individual species, they were found to strongly correlate with
16

concentration [14]. Iizuka tested the capabilities of this method by applying it to a LiCl-KCl-UCl3PuCl3-GdCl3-NpCl3 system, which is more representative of a complex salt system expected in the
electrorefiner. From this test, it was found that the U and Pu concentrations were able to be
determined without the interference of additional species in the salt [14].
In recent years, many research studies on the use of NPV for online monitoring have been
accomplished. Wang and co-workers compared concentration correlations for LaCl3 and ThCl4 in
LiCl-KCl generated from normalized CV peak heights, and diffusion-based relationships for CV,
CA, and NPV [17]. Each model was trained with 16 samples and tested on 3 validation samples.
The normalized CV peak height model, similar to the method put forth by Tylka [13], performed
decently; however, it was out performed by the diffusion-based models [17]. The diffusion-based
NPV model was found to be the best for concentration estimation for the concentration range
investigated [17]. In another study by Wang and coworkers, NPV was utilized on a LaCl3-MgCl3
with La representing fission products and Mg being a surrogate for Pu. This study found a high
correlation between the NPV currents and species concentration, resulting in a concentration
measurement error less than 4% [16].
Zhang et al. [31] performed a study which expanded upon the work done by Iizuka. They
investigated the optimal parameters for NPV when applied to a UCl3-MgCl2-LiCl-KCl system,
with MgCl2 serving as a surrogate for Pu [31]. Here, UCl3 concentrations ranged from 1 – 9 wt%,
whereas Iizuka’s study had a maximum UCl3 concentration of 1.67 wt%. Zhang found the optimal
potential step to be 0.03 V and the relaxation time between pulses to be 15 s. The study showed
strong concentration models for both U and Mg and that the presence of the other species had no
effect on both concentration models [31]. These studies show that NPV could be a valuable method
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for online monitoring; however, the capabilities of the technique are highly dependent upon using
the optimal parameters.

2.2. Laser-Induced Breakdown Spectroscopy
LIBS is a form of atomic emission spectroscopy (AES). During AES, each element emits
light in specific wavelengths, allowing the spectra recorded to be analyzed leading to information
of the elemental composition of a sample [18]. AES has been performed with several different
excitation sources, but following the invention of the laser in 1960, Brech and Cross demonstrated
the ability to create a laser-induced plasma [41]. Figure 2.5 illustrates the typical experimental
LIBS setup [42].

Figure 2.5. Schematic of LIBS experimental setup [42].
LIBS begins with the generation of a laser pulse, which is manipulated and then focused
using mirrors and lenses onto a sample’s surface. With the focal point directly at the material
surface, a small amount of the material is ablated, and a plasma plume is generated. As this plasma
cools, the excited atoms return to their ground state through the emission of light. The spectra
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generated is then captured by fiber optics and recorded by a spectrometer and detector. The
timeline for the light emissions from the plasma is shown in Figure 2.6 [42].

Figure 2.6. Lifetime of LIBS plasma with gate delay (td) and gate width (tb) [42].

The initial light emitted is a background continuum; this white light can saturate the
detector and does not contain any useful elemental information [18,42]. Because of this, the
detector is gated to only capture the spectral light at the optimal point in the plasma lifetime. This
gate is controlled by the digital delay generator (DDG). The DDG is triggered by the laser pulse
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signal, it then sends an electronic signal to the camera/detector to open the shutter after the user
specified gate delay time [18,42].
The captured data is in the form of an image that can be converted into a spectrum based
on a calibration performed by the user. This spectrum provides useful elemental information; each
element has spectral peaks corresponding to its emissions. The regression of the spectral intensities
or peak areas versus concentration will provide calibration curves—yielding both reliable and
versatile information, being able to be applied to solids, liquids, gases, and aerosols [18,42–48].
Due to the diversity in application methods and the semi non-destructive manner of LIBS, there is
interest in the pyroprocessing field to use LIBS as a material detection and accountability method
for uranium and other elements within the electrorefiner. This has resulted in several studies of
uranium using LIBS method [18,43,49–53].

2.2.1. Solid and Molten Salt LIBS Analysis
LIBS has been used on LiCl-KCl salts in various forms, both while solid and liquid. Hanson
and colleagues studied the effect of temperature on the LIBS spectra of these salts [20]. These
experiments ranged in temperature from 573 K (solid salt) to 773 K (liquid salt). The experiments
utilized a static surface method to analyze the spectra for samples containing cerium chloride and
manganese chloride. The studies revealed that the spectra from molten samples had less selfabsorption and lower standard deviation compared to the solid samples [20]. Additionally,
Williams and coworkers studied cerium and gadolinium in salt ingots sealed in an argon filled jar
[11]. This study shared the experience of large deviations in spectral intensities between
repetitions; however, this deviation was corrected through normalization resulting in the reduction
of the %RSD to 5 – 10% [11]. Their study resulted in strong concentration models with low limits
of detection (LOD) at 0.099 wt% and 0.027 wt% for cerium and gadolinium, respectively [11].
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While this method proved successful, it still was susceptible to limiting factors such as a
degradation of optics due to dust build up within the sample jars.
Weisberg and coworkers studied lanthanide concentrations in a method similar to Hanson
using an experimental setup within an argon glovebox, depicted in Figure 2.7 [21]. This method
utilized a 45o mirror containing an aperture (M2) which allowed the laser pulse and the spectra
collection to be parallel to one another.

Figure 2.7. Schematic of molten salt surface LIBS analysis [21].
Weisburg and team ran into several non-ideal conditions during the study including the
development of a film at the salt surface, a lack of control over the focal point position in relation
to the salt surface, and salt spraying upward onto optics due to the laser pulse [21]. The study found
that while pure LiCl-KCl eutectic molten salt had no film, the addition of europium chloride and/or
praseodymium chloride resulted in the formation of a surface film. The film decreased in size
during the 300 shots applied. This implied that the collected spectra (included shots that hit the
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film and those that did not) generated a discrepancy in the sample analysis. While the film issue
can be attributed to the salt mixture, the issues of salt splashing and movement of the laser focal
point must be attributed to the experimental set up. Weisburg and team recommended that future
work attempt to combine the optics into a probe design. The probe design described would be able
to be much closer to the salt surface allowing lower energies to be used and an aperture to be
placed at the probe tip to mitigate any issues of the salt splashing and damaging optics [21].
Smith and co-workers at Argonne National Laboratory (ANL) set out to design a LIBS
system to be directly integrated into the electrorefiner [22]. The laser system was designed to keep
all sensitive equipment outside of the heated zones and out of the high radiation zone. This was
done by using high energy laser pulses (>70 mJ) and routing emissions via fiber optics [22]. The
system had a probe like design for laser delivery and emission routing, similar to the probe
proposed by Weisburg. This study showed that the project was feasible; however, issues with focal
point control and optic degradation required the system to be redesigned [22].

2.2.2. Molten Salt Aerosol LIBS
Solid samples in LIBS analysis can pose issues due to inhomogeneity, although this can be
compensated for by increasing the laser energy (ablation volume) and increasing the shot count to
sample more material. Liquid samples, molten salt or not, prove difficult due to splashing and
quenching of the plasma by the sample itself. Due to these challenges, many researchers have
investigated the use of an aerosol LIBS approach [18,19,46,47,54]. Williams and Phongikaroon
designed a prototype aerosol LIBS system to measure the concentration of cerium chloride and
uranium chloride in LiCl-KCl salts [18,19,54]. The design of the aerosol system used an argon gas
stream in combination with a collision nebulizer to generate an aerosol carrying salt particles. The
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salt particles were carried via the gas stream to a sampling chamber where the laser pulse was
focused, and the plasma was formed [18,19]. A schematic of this setup is shown in Figure 2.8.

Figure 2.8. Schematic of molten salt aerosol system for LIBS [18,19].
The result of Williams’s work was the optimization of the aerosol system. Through
experimentation, the optimal laser energy, gas pressure, and gate delay were found [18,19].
However, due to the heat and location of the sampling chamber, the concentration measurement
range was found to be optimal below 1 wt% [19]. This implies that the system requires more
optimization before application to the electrorefiner; however, the system has been proven to be
effective for high temperature LIBS measurement of molten salts without optical degradation
[18,19].

2.3. Summary
Numerous electrochemical experiments on molten chloride salts have shown that CV is
able to produce repeatable results for several lanthanides and actinides in molten LiCl-KCl eutectic
salt [29]. CV results have been used to calculate diffusion values for the majority of species
23

signaling its applicability for diffusion-based concentration modeling. NPV shows promising signs
as an online monitoring tool and has been shown to provide results with better precision than CV
[14,16,17,31]. However, NPV requires a longer run time compared to CV due to relaxation times
between pulses.
LIBS has been shown to be a very versatile method for elemental analysis in many material
forms, including solids, gases, liquids, and aerosols [18,42–48]. For this reason, LIBS would serve
as a beneficial addition to the pyroprocessing electrorefiner as a tool for material accountability.
Several researchers have performed LIBS on the surface of solid and molten salts for concentration
measurements [11,20–22]. Hanson and coworkers found that salts in the liquid state offered
benefits of reduced self-absorption and a decreased relative standard deviation in peak intensities
[20]. Weisburg and team found several challenges with surface measurements including salt
splashing, the development of surface films, and an error in signal stability due to the focal point
position with respect to the salt surface oscillating as a result of shockwaves from the laser pulse
[21]. To combat these challenges some have proposed the use of a probe or the use of an aerosol
system, both of which still require additional development for an engineering scale application
[18,19,22].
The combination of electrochemical and LIBS methods would permit two simultaneous
concentration measurements to be performed and cross validate one another. CV is a technique of
interest for this application due to its ability to run continuously and at faster scan rates than other
electrochemical techniques. While literature suggests that aerosol techniques pose to eliminate the
challenges of surface analysis LIBS, these challenges are balanced by the complexity involved in
setting up an aerosol LIBS system [18]. Such a system might be better suited after a study into the
combination of LIBS and electrochemistry is made. Based on the challenges of aerosol LIBS and
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the development of a LIBS probe to work in the vicinity of a lab scale electrode system, the most
promising option, to serve as a proof of principle, would be to perform analysis on flash frozen
salt samples. These samples could then be reintroduced to the main salt after applying the LIBS
process.
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3. EXPERIMENTAL SETUP AND PROCEDURES
The molten salt experiments in this study required carefully controlled environments due
to the hydroscopic nature of the chloride salts used. Furthermore, in order for these experiments to
fully represent the true molten salt system, care should be taken to reduce hydration to a minimum.
To do this, specific equipment was utilized, and detailed sample preparation procedures were
established to allow for repeatable salt sample behavior. This chapter details the special equipment
used in this study, both for the experimental techniques and the maintenance of the inert
atmosphere. The sample preparation procedures for electrochemical, LIBS, and ICP-MS analysis
are listed in detail. These procedures were followed for the entirety of this dissertation with very
few exceptions. Additionally, the experimental materials selected for these experiments are
discussed.
The experimental setups at Virginia Commonwealth University (VCU) for electrochemical
and LIBS experiments are discussed. The electrochemical experiments utilized a modified
commercial furnace and a custom electrode holder. The LIBS system went through two major
iterations. The first was a table-top LIBS system with samples being analyzed while contained in
Ar filled jars (further information on this setup can be found in Appendix C). This system was
found to be far from optimal; thus, a glovebox LIBS system was constructed with a given detailed
discussion on the system construction and optimization routines.

3.1. Equipment
Due to the hydroscopic nature of chloride salts, all sample preparation and experiments
were performed in an Innovative Technologies glovebox, shown in Figure 3.1. The inert glovebox
atmosphere was maintained with H2O and O2 levels less than 5 ppm. The O2 levels were monitored
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via the glovebox control panel and a portable O2 sensor from Advanced Instruments, Inc. These
O2 monitors are shown in Figure 3.2.

Figure 3.1. RAM II inert glovebox used for experiments.

Figure 3.2. (a) Digital control panel monitoring glovebox conditions and (b) Advanced
Instruments, Inc portable O2 sensor.
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The specific requirements of this study required the glovebox to be outfitted with several
additional pieces of equipment. A water-chilled heat exchanger attached to the atmosphere
purification loop to maintain the internal temperature of the glovebox within the design constraints
of the gas sieve. A laser head was vertically mounted to the side of the glovebox. This laser was
able to enter the glovebox via a custom quartz window built into the side wall. The laser head and
glovebox window are shown in Figure 3.3.

Figure 3.3. Laser head mounted onto glovebox.
An Ocean Optics fiber optic cable was swaged into a KF40 flange to allow light collected
to be channeled out of the glovebox to the spectrometer. The spectrometer used in this study was
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an Andor Mechelle with an Andor iStar intensified charged coupled device (ICCD) camera (see
Figure 3.4). Lastly, the box was modified to accommodate laser curtains to act as an additional
layer of protection for lab users from stray laser light.

Figure 3.4. Andor Mechelle spectrometer and iStar ICCD camera.
The laser attached to the glovebox was a Q-smart 450 Neodymium Yttrium Aluminum
Garnet (Nd:YAG) laser from Quantel. The Q-smart 450 is a lamp pumped solid state laser operated
at an excitation frequency of 10 Hz. The user is capable of adjusting the lasing frequency, while
maintaining the optimal excitation frequency, using the Q-switch divider. This allows for
consistent and optimal beam characteristics. In this work, 532 nm light was used requiring a
harmonic generator module be attached to change the wavelength from 1064 nm. The particular
laser used in this study was optimized for a Q-switch delay corresponding to 250 mJ at 532 nm.
Due to the use of radioactive materials (uranium) in the glovebox, the users’ hands and
arms, as well as materials being transferred from the box, were required to be frisked via a Geiger29

Muller detector as part of the VCU radiation safety criteria. Additionally, swipe tests were
performed every 7 calendar days using a liquid scintillation counter to ensure no radioactive
material was leaving the controlled area.
All salt samples were prepared using an Ohaus Adventurer mass balance with a mg
precision, shown in Figure 3.5. This mass measurement was subject to error from pressure changes
in the box, slight changes in the shelf slope, and the buildup of static charge on the weight plates.
Steps were taken to mitigate this error by stopping work in the box during measurement to
minimize pressure change, keeping the scale clean of salt debris to minimize static charge, and
taking multiple measurements to ensure the repeatability of a measurement.

Figure 3.5. Ohaus Adventurer mass balance used for sample preparation.
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Electrochemical experiments were performed in a Thermo Fisher FB1500M muffle
furnace. This furnace was modified to allow for electrode access to the samples prior to use. This
modification was done by removing the back cover of the furnace and removing the fire brick and
heating element. The element was then flipped 180o and reinserted into the furnace cavity. The
element leads were not long enough at this point to reach the contacts, so 2 mm molybdenum wire
was twisted and used to bridge the gap between the element leads and electrical contacts. The fire
brick and back cover were then replaced. Lastly, a hole-saw was used to add a 1.5 in through hole
on the top of the furnace for sample access. This furnace was then tested outside the box before
being transferred inside. The modified furnace can be seen in Figure 3.6.

Figure 3.6. Modified muffle furnace with electrodes.
31

The electrochemical experiments were operated and measured using a Biologic VSP-300
potentiostat, shown in Figure 3.7. The potentiostat was connected to the electrochemical cell via
Inert Technology’s isolated feed through KF40 ports on the glovebox. All data acquisition was
controlled using Biologic’s EC-Lab software. This software also included several useful analysis
tools. Following the end of a sample’s experiment, salt samples were taken using a Pyrex tube and
kept for concentration analysis using an Agilent 7900 ICP-MS, shown in Figure 3.8.

Figure 3.7. Biologic VSP-300 potentiostat used for electrochemical experiments.
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Figure 3.8. Agilent 7900 ICP-MS used for concentration verification.

3.2. Experimental Preparation
3.2.1. Electrode and Crucible Selection
Silver-silver ion reference electrode was used throughout the measurements. This reference
electrode was prepared by loading an ingot of LiCl-KCl-1 mol% AgCl into a 7 mm diameter Pyrex
tube, as seen in Figure 3.9. This custom-made Pyrex tube was designed so that the thickness at the
tip is thin enough (< 0.5 mm) to permit ionic conduction. Care was taken to slowly lower the AgCl
salt ingot to the bottom of the Pyrex tube as to not shatter the tip. The tube was then lowered into
the furnace allowing the AgCl to melt. Then a silver wire (99.99%, Alfa Aesar) 1 mm diameter
was lowered into the molten AgCl salt. The working electrode in all experiments was a tungsten
rod (99.95%, Alfa Aesar). In these initial experiments, a 1.5 mm diameter tungsten rod was used.
Then, the rod diameter was increased to 2.0 mm to maintain sufficient surface areas in later
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experiments when the area was being actively modified. The counter electrode was a glassy carbon
rod (HTW) with a diameter of 3.0 mm. All electrodes were sheathed in alumina to prevent a
shortage in the system.

Figure 3.9. Custom made Pyrex reference tube (top) and glassy carbon crucible (bottom).
Early experiments were performed using alumina crucibles (Coorstek) which were rinsed
and sonicated in 2 vol% HNO3 for one hour. The crucibles were then dried in an oven at 473 K for
a minimum of 2 hours. Later experiments were performed in glassy carbon crucibles (99.99%,
Alfa Aesar), as seen in Figure 3.9. This change was made due to previous studies citing issues with
salt oxidation when alumina crucibles were used. Another benefit of the glassy carbon crucibles
was that they could be reused. After the salt sample had frozen, it could be removed out of the
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crucible. The entire sample could then be easily saved, meanwhile the crucible could be cleaned
and reused. The crucibles were always visually inspected for any flaws prior to reuse. Alumina
secondary crucibles (Coorstek) were always used to contain any molten salt in the case of a failure
of the primary crucible. The secondary crucibles were cleaned in the same manner as the alumina
primary crucibles.

3.2.2. Salt Preparation
Samples were created by mixing proper ratios of lithium chloride (99.95%, Alfa Aesar)
and potassium chloride (99.95%, Alfa Aesar) into the primary crucible to form LiCl-KCl
(58.2:41.8 mol%) eutectic salt. This crucible was then lowered into an aluminum oxide secondary
crucible. The crucibles and salt mixture were placed into a furnace to be dried at approximately
523 K for a minimum of 5 hours to mitigate any moisture in the salt. After the drying process, the
furnace temperature was raised to 773 K at an incremental rate of 5 K/min (this is to prevent any
thermal shock within the system). The salt was then held at this temperature and allowed to dwell
for a minimum of 5 hours to allow the salt to fully mix. After the melting period had come to
completion, the salt was allowed to cool to room temperature. Then, specific amounts of the salt
species of interest were added to the LiCl-KCl salt to form the various sample compositions.
Following the addition of these species, the salt samples underwent the same drying and melting
processes as mentioned previously.
After electrochemical testing, a salt ingot would be formed from each sample. A Pyrex
tube and syringe were used to draw the molten salt from the crucible into the tube where it could
be removed from the heating source to freeze. After the salts solidified, they were removed from
the Pyrex tube leaving cylindrical salt ingots with an outer diameter of 4 mm to be used in the
LIBS system. While these ingots were mainly used for LIBS testing, a small portion of these salt
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ingots was taken to be used for ICP-MS verification. A summary of the materials used in this study
is shown in
Table 3.1.
Table 3.1. Summary of Materials Used in this Study.
Material

Details

Manufacturer

Purpose

Ag Wire

99.95%, bead
type
99.95%, bead
type
99.99%, bead
type
99.99%, D: 1 mm

LaCl3

99.9%, bead type

Alfa Aesar

SmCl3

99.9%, powder

Alfa Aesar

GdCl3

99.9%, powder

Alfa Aesar

MgCl2

99.9%, powder

Alfa Aesar

UCl3

69.78%, powder

INL

W rod

99.95%, D: 1.5 –
2.0 mm

Alfa Aesar

Working electrode

Glassy carbon rod

D: 3.0 mm

HTW

Counter electrode

Glassy carbon
crucible

OD: 36, H: 45
mm

Alfa Aesar

Primary crucible

LiCl
KCl
AgCl

Alumina crucible

Alfa Aesar
Bulk salt
Alfa Aesar
Alfa Aesar

Reference electrode

Alfa Aesar

Species of interest

OD: 28, H: 40
mm
Primary, secondary
Coorstek
OD: 40, H: 165
crucible
mm
D = diameter; OD = outside diameter; H = height

3.2.3. Sample Preparation for ICP-MS Analysis
ICP-MS was used as the concentration measurement in all calculations and served as the
benchmark concentration value for all calibration model evaluations. Following electrochemical
and LIBS testing, ~0.1 g portions of the salt ingots were used for ICP-MS analysis. These ICP-MS
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salt samples were weighed and then diluted in 45 mL of 2 vol% HNO3 for 24 hours to form a stock
solution. Then small amounts of the stock solution, ranging from 6 – 20 µL depending on the
prepared concentration, were added to 10 mL of 2 vol% HNO3 to form the samples to be analyzed
by the ICP-MS. The ICP-MS was calibrated using Inorganic Ventures certified standards. The
CCS-4 standard was used for Li, K, and Mg analysis. The CCS-1 standard was used for La, Sm,
Gd, and U analysis. The calibration for the bulk salt species ranged from 10 – 1000 µg L-1, and for
the minor salt species ranged from 0.5 – 100 µg L-1. Care was taken to ensure sample dilutions
were ranging within the used calibration standards.
ICP-MS analysis resulted in elemental concentration reported in units of µg L-1. Two
methods were used to convert this measurement to wt% for comparison in the study. The first
method used the relationship between the molar mass of the element and the molar mass of the
chloride salt to convert to units of g L-1 of the salt, as expressed in Eq. (3-1) .
𝑢𝑔
𝑔
𝐶𝑋 ( 𝐿 ) ∗ 10−6 (𝑢𝑔)
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𝑔
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(
)
=
𝐶
(
)
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𝑛
𝑛
𝑔
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𝐴𝑋 (
)
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(3-1)

Knowing the concentration of each component in chloride form, the wt% concentration was then
calculated directly. The second method utilized the known salt masses taken for ICP-MS analysis
and the dilution factors to back calculate the wt% concentration. The two methods worked to
validate one another, and in some cases only one or the other could be utilized.

3.3. Experimental Setup
The experimental setups used in this study went through levels of adaptation over time;
however, the majority of the system remained the same after initial setup. This section will detail
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the generic setups for both electrochemical experiments and LIBS analysis. Further details on any
modification will be given in later chapters.

3.3.1. Electrochemical Setup
For all electrochemical runs, the salt sample was contained in a primary and secondary
crucible and placed into the center of the custom furnace. The working, counter, and reference
electrodes were oriented so that the tips were sufficiently submerged, yet not contacting the bottom
of the crucible. This height usually did not change between experiments, but the submersion depth
could be qualitatively monitored by quickly placing and removing the electrodes. This would leave
a coating of frozen salt on the electrodes which was representative of the depth. In addition to the
electrodes, a thermocouple was placed into a closed-end alumina sheath which was submerged in
the salt. This allowed for more reliable temperature monitoring during experiments. A schematic
of the experimental setup is shown in Figure 3.10.
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Figure 3.10. Schematic of electrochemical experimental setup.
As seen in Figure 3.6, the electrodes and thermocouple were supported by a custom-made
electrode holder. This electrode holder was designed by Yoon and works well to increase the
repeatability of measurements [10]. The holder has three pieces, the bottom and middle plate have
four holes corresponding to the electrode diameters. O-rings are placed between the bottom and
middle plate, and as the top ring is threaded onto the bottom these o-rings are compressed holding
the electrodes in place. This holder allows changing the electrodes a simple process, but the
geometry of how the electrodes are spaced is not adjustable. Thus, it was decided that a revised
electrode holder would be made and the effect of electrode spacing would be investigated. The
updated design is largely the same with the exception that now the inner components of the holder,
containing the electrode pass guides, can be removed and swapped. Figure 3.11 shows a cross39

section of the electrode holder. Here, the removable portion is easily machined, increases the
versatility of the holder by allowing various electrode configurations. Three electrode inserts were
machined, so that the effect of the gap between the working and counter electrode gap could be
investigated (further information on this study can be found in Appendix C).

Figure 3.11. Schematic of modified electrode holder: (a) top ring, (b) middle plate, (c) bottom,
(d) O-rings, and (e) removable section with electrode guides.

3.3.2. Glovebox LIBS Setup
A LIBS setup was built inside the glovebox, as seen in Figure 3.12. Glovebox LIBS setup
with laser path shown.. This modification allowed the optics to be unaffected by dust buildup and
greatly reduced time between salt sampling and testing. A laser pulse was fired through a Z
formation to reduce back scattering then passed through a quartz window into the glovebox. It was
directed and focused onto the salt sample surface, similar to the table-top setup. The pulse resulted
in a plasma plume; the light emissions from the plasma were collected at 90o from the incident
laser pulse by optics and focused onto a fiber optic cable to route the light out of the glovebox to
the spectrometer and ICCD camera for analysis.
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Figure 3.12. Glovebox LIBS setup with laser path shown.
To aid in optical alignment, a Thorlabs cage system was used. Lens holders with x-y
translators were used so that slight changes to the optics could be easily made. Additionally, these
lens holders had magnetic connections between the lens and the holder itself permitting easy
cleaning when necessary.
A sample was tested, and the spectra showed no degradation between repetitions which
was an issue with a preliminary tabletop LIBS setup detailed in Appendix C. Prior to experiments
the laser energy, gate width, gate delay, and the shot count were optimized using a 10 wt% SmCl3
in LiCl-KCl sample by monitoring the signal-to-background ratio (SBR) of the 429.64, 472.85,
and 484.16 nm peaks. The SBR is defined as:
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SBR =

Peak intensity
Background intensity near the peak

(3-2).

The determined optimized settings were used for the remainder of this work (laser energy = 13 ±
2 mJ, gate width = 8 μs, gate delay = 14 μs, and the shot count=50).

3.4. Summary
In this chapter, the experimental tools, including the glovebox, furnace, potentiostat,
optical spectroscopy equipment at VCU were detailed. This equipment was used for all work done
in Chapters 4 – 6. The experimental materials used in this study was discussed with detailed
information. The procedures for salt sample preparation, salt ingot formation, and ICP-MS analysis
were described for quality assurance.
The electrochemical setup including details on the furnace and electrode holder used was
provided. This system remained largely unchanged throughout the duration of the study.
Additionally, a glovebox LIBS system was constructed and optimized for testing. This information
will be useful for understanding experimental results discussed later in this work.
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4. INITIAL TESTING AND DESIGN1
The main purpose of this chapter is to detail the initial attempts at using electrochemistry
and LIBS in parallel. Although the ultimate goal would be to implement both simultaneously, it
is a more fundamental concern to evaluate how the two methods compare when evaluating the
same samples. Through this initial testing and design, the respective strengths and weaknesses of
each method can be taken into consideration for future application when the salt system is made
more complex.

4.1. Experimental Program
For this stage of research, samarium chloride (SmCl3) was chosen as the analyte of interest
for two main reasons: 1) the electrochemical reaction is soluble/soluble giving it a very repeatable
redox reaction and 2) the single electron Sm3+/ Sm2+ reaction is similar to the U4+/ U3+ reaction.
First, a brief investigation into the properties of SmCl3 in LiCl-KCl was conducted. During this
study, the diffusion coefficients for Sm3+ and Sm2+ were calculated. Then, new test samples were
prepared, and the concentration was estimated via a diffusion-based model. For the LIBS analysis,
ten samples were made to test the glovebox LIBS system, optimizing the gate delay, gate width,
and laser energy (as discussed in Chapter 3). These samples also allowed for the construction of a
Sm LIBS calibration model. This calibration model was used to predict the concentration of the
test samples, which were also analyzed electrochemically. The concentration estimation results of

Chapter 4 is based on author’s publication: [56] H. Andrews, S. Phongikaroon, Nuclear
Technology, 205 (2019). doi:10.1080/00295450.2018.1551988
1
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the electrochemistry, LIBS, and ICP-MS benchmark were then compared. The prepared and ICPMS measured concentrations of the samples in the chapter are shown in Table 4.1.
Table 4.1. Sample Information.
Experimental Use
Diffusivity
Determination

LIBS Calibration
Model

Concentration
Determination
Tests

Sample Name

Prepared wt%

1.0-DD
2.5-DD
5.0-DD
10.0-DD
0.5-LC
0.75-LC
1.0-LC
2.0-LC
3.0-LC
4.0-LC
5.0-LC
7.0-LC
8.0-LC
10.0-LC
1.0-CD
3.0-CD
6.5-CD
8.0-CD

1.00
2.50
5.00
10.00
0.50
0.75
1.00
2.00
3.00
4.00
5.00
7.00
8.00
10.00
1.00
3.00
6.50
8.00

ICP-MS
wt%
1.07
2.30
4.86
9.86
0.42
0.65
0.99
1.97
2.84
3.73
4.85
6.72
7.81
8.99
1.04
2.88
6.39
7.69

4.2. Study of Samarium Diffusivity
Samarium chloride was added to LiCl-KCl eutectic salts in concentrations of 1.0, 2.5, 5.0,
and 10 wt%. The testing of SmCl3-LiCl-KCl began with CV being applied at several scan rates
ranging from 50 – 200 mV s-1 and at temperatures of 723, 748, 773, and 798 K. The voltage drop
due to the solution resistance of the system was compensated during each electrochemical testing.
Using the cathodic and anodic peaks from the CV waveforms, the number of electrons transferred
was verified and then, the Sm2+ and Sm2+ diffusion coefficients were calculated. The sample
concentrations were chosen to create a concentration window from 1.0 – 10.0 wt% for the diffusion
values to be used to electrochemically determine concentration of test samples later.
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The measured CV curves of samples 1.0-DD and 10.0-DD at 773 K are shown in Figure
4.1. The results show that the peaks grow with an increase in scan rate; however, they remain at
the same potential indicating the reversible nature of the system. Additionally, it is noticeable that
the magnitudes of the peaks increase with concentration.

Figure 4.1. Cyclic voltammograms at 773 K and scan rates ranging from 50 – 200 mV s-1: (a)
1.0-DD (S = 1.35 cm2, Rs = 0.198 Ω), (b) 10.0-DD (S =1.23 cm2, Rs = 0.209 Ω).
The diffusion coefficient corresponding to Sm3+ or Sm2+ can be calculated by using the
cathodic peak current or the anodic peak current, respectively. The linear relationship between the
peak currents and the square root of the scan rate is shown in Figure 4.2. The calculated Sm3+ and
Sm2+ diffusion values are shown in Figure 4.3.
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Figure 4.2. Anodic (a) and cathodic (b) peak current versus the square root of scan rate for all
diffusion determination samples at 773K (see Table I for sample concentrations).

Figure 4.3. Diffusion values of SmCl3 at various temperatures and concentrations: (a) Sm3+, (b)
Sm2+ (see Table I for sample concentrations).
The diffusivity values increase with temperature and show no clear trend with change in
concentration. The values found in this study agree moderately well, within the same order of
magnitude to those reported by Cordoba and Caravaca at temperatures from 673 – 873 K [37].
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Table 4.2 shows a comparison of calculated Sm3+ diffusion values and those reported by different
researchers [37–39]. Tabulated Sm2+ diffusion values are shown in Table 4.3. Based on these
preliminary experiment results, the average Sm3+ and Sm2+ diffusion values were used for
concentration estimation in Section 4.3. The Sm3+ and Sm2+ diffusion coefficients were calculated
to be between 8.59 × 10-6 ± 1.67 × 10-6 and 8.01 × 10-6 ± 0.98 × 10-6 cm2 s-1, respectively.
Table 4.2. Calculated Sm3+ Diffusivity Values.
Diffusivity (cm2 s-1 ×105)
T
(K)

1.0 wt%

2.5 wt%

5.0 wt%

10.0 wt%

1.28 wt%
[37]

0.15 wt%
[38]

1.96 wt%
[39]

723

0.257

0.628

0.534

0.569

0.76

-

0.70 ± 0.15

748

0.547

0.752

0.655

0.731

-

-

-

773
798

0.654
0.884

0.979
1.155

0.794
0.962

1.009
1.202

1.30
-

11.8 ± 0.5
-

1.04 ± 0.27
-

Table 4.3. Calculated Sm2+ Diffusivity Values.
Diffusivity (cm2 s-1 ×105)
T (K)

1.0 wt%

2.5 wt%

5.0 wt%

10.0 wt%

723

0.242

0.533

0.612

0.160

748

0.548

0.696

0.767

0.623

773

0.660

0.850

0.880

0.816

798

0.882

1.136

1.026

1.006

4.3. Diffusion-Based Concentration Estimation
The concentration prediction portion of this study (being used to validate the proposed
methods) was performed on four new samples 1.0-CD, 3.0-CD, 6.5-CD, and 8.0-CD. These
validation samples were prepared such that the entire concentration range fell within the same
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range as the preliminary experiments for both electrochemical and LIBS experiments. These
samples underwent CV at 773 K at scan rates ranging from 150 – 250 mV s-1. The scan rate for
the concentration determination experiments was increased from the preliminary experiments to
decrease the data collection time. The CV of samples 3.0-CD and 8.0-CD are shown in Figure 4.4.
The cathodic and anodic peaks of each CV were recorded and the slope of the square root of the
scan rate versus the peak currents was calculated. The electrodes were then removed, and the
cathode electrode’s contact surface area was measured for calculations. Then Eq. (2-2) was used
to solve for concentration by using the slope of the peak currents and the diffusion values
calculated from the preliminary experiments. The results will be discussed in Section 4.5. Salt
ingots were then formed from the molten sample to be tested via LIBS. In addition, a portion of
this salt sample was separated to be used for ICP-MS analysis. Table 4.4 provides the experimental
program for the concentration determination experiments.
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Figure 4.4. Cyclic voltammograms at 773 K and scan rates ranging from 150 – 250 mV s-1: (a)
3.0-CD (S = 0.96 cm2, Rs = 0.209 Ω), (b) 8.0-CD (S = 0.66 cm2, Rs = 0.229 Ω).
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Table 4.4. Experimental Program for Concentration Determination.
T (K)
Method
CV
Electrode Measurement
Sample A
773
Draw Salt Ingot
LIBS
ICP-MS

4.4. LIBS Analysis
In a similar manner to the electrochemical experiments used to determine the diffusion
values for SmCl3, several SmCl3-LiCl-KCl samples were made to be used to form a calibration
model which related peak intensity or area to SmCl3 concentration for later LIBS testing. The
concentrations of these salts ranged from 0.5 – 10.0 wt% SmCl3 (listed in Table 4.1).
Ten samples were made to provide a better sample distribution to be used for the calibration
model by using a simple linear regression. Each sample was placed into a sample holder and lased
to collect data. Each sample was pulsed 50 times per repetition, for 10 repetitions to form an
accumulate spectrum. The optimal spectrometer and laser settings discussed in Section 3.3.2.
Between each repetition the sample was translated along the salt ingot’s axial axis so that a new
surface could be used for each repetition. Additionally, by firing along the axial axis of the salt
ingot, any inconsistencies in SmCl3 concentration due to stratification during freezing or general
inhomogeneity of the drawn salt could be accounted for in the variation between repetitions.
Due to the variation in the location of the plasma point on the salt ingot between repetitions
and the variation in laser energy between shots, the spectral intensities can vary greatly between
repetitions. The observed spectra were normalized to the mean of the larger wavelength range of
the spectra to correct this variation; thus, this calculation was done by dividing each spectrum
pointwise by the average peak intensity from 600 – 811 nm. Traditionally, internal standards are
50

used to normalize LIBS spectra; however, adding an additional species with a constant
concentration would be an unrealistic method to be conducted for the electrorefiner. The
alternative is to use the upper wavelength range, which includes peaks resulting from Li and K;
because these peaks vary little between samples, they would serve as the best normalization
method. Figure 4.5 shows the variation between repetitions for sample 2.0-LC near the 484.8 nm
Sm I peak before normalization and after normalization. This normalization scheme reduced the
%RSD by an average of 36% over the entire spectrum.
The normalized spectra for sample 7.0-LC is shown in Figure 4.6. Here, the Li and K peaks
dominate the spectra, however in the wavelength range of 400 – 600 nm there are theoretically
298 Sm lines according to the National Institute of Standards and Technology (NIST) Atomic
Spectra Database.19 This is the cause of what looks to be high background levels in this region. To
better identify Sm peaks in the regions for the samples tested, a blank sample only containing LiClKCl was tested in the same manner as the other samples for the spectra to be compared. Upon our
inspection, several peaks were identified and investigated to select peaks that would be best suited
to form the calibration model. The investigated peaks along with their corresponding ion state,
relative intensity (RI), SBR, signal-to-noise ratio (SNR), and their root mean squared error
(RMSE) relative to their mean intensity are shown in Table 4.5. It was ideal to maximize the peak
intensities, SBR, and SNR; however, many of the peaks with greater intensities are actually the
aggregate of several peaks within a small wavelength range. The echelle type spectrometer used
in this study had an intermediate resolution and could not separate peaks in such a small vicinity,
so these peaks were not used. Another parameter of interest was RMSE as it is an indicator of a
good linear fit, which is desirable for a strong calibration line. Based on these parameters, three
peaks were chosen: 484.8 nm (Sm I), 490.5 (Sm I), and 546.7 nm (Sm I).
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Figure 4.5. Variation in the 484.8 nm Sm I peak for the sample 2.0-LC (a) before normalization,
and (b) after normalization.
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Figure 4.6. Normalized spectra for sample 7.0-LC.
Table 4.5. Peak Selection Parameters.
Ion state

Peak (nm)

RMSE

RI

SBR

SNR

I

**436.3

8.87%

0.55

4.17

0.11

II

**445.9

9.01%

0.54

3.42

0.07

I

**449.9

7.30%

1.00

2.47

0.10

II

**456.6

6.28%

0.55

2.13

0.05

I

**468.9

6.28%

0.55

2.13

0.05

I

**477.0

8.91%

0.19

1.71

0.02

I

484.8

9.59%

0.49

3.19

0.05

I

490.5

11.12%

0.48

2.68

0.06

II

**502.9

8.91%

0.20

1.53

0.01

I

525.2

14.24%

0.28

4.21

0.02

I

**536.8

10.11%

0.28

3.45

0.03

I

546.7

11.13%

0.37

3.07

0.05

I

555.0

13.33%

0.22

3.54

0.03

I
569.7
11.67%
0.12
2.30
0.02
** Large variation in signal due to several peaks at nearby wavelengths (±1 nm).
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The background subtracted area and intensity of these peaks were calculated from the
normalized spectra for each sample. Then using these data points, along with the ICP-MS
identified concentrations of the samples from Table 4.1, a simple linear regression was performed
to create a model. The area models had a larger RMSE and were left out of the final models. The
calibration line for the 484.8 nm peak intensities are shown in Figure 4.7 along with 95%
confidence and prediction intervals. The RMSE was used as a measurement of the goodness of the
fit of the calibration lines, which can be expressed as:

RMSE = √

∑(yi − ŷi )2
N−1

(4-1)

where 𝑦𝑖 is the intensity of the data point, 𝑦̂𝑖 is the regression line predicted intensity for that data
point, and N is the number of data points. The RMSE value is in units of the y-axis and a value of
zero indicates a perfect fit. The RMSE for the 484.8, 490.5, and 546.7 nm peaks were found to be
0.164, 0.184, and 0.142, respectively (y-axis scaled 0 – 3). The limits of detection (LOD) were
also calculated for each calibration line using:

LOD =

3σ
m

(4-2)

where σ is the standard deviation between repetitions of a blank sample and m is the slope of the
regression line. The LOD is a representation of the lowest sample concentration that can be
calculated with 33% confidence. A calibration model with a low LOD is preferable. The calculated
LOD for the three peaks can be seen in Table 4.6. The lowest LOD belongs to the 490.5 nm model
at 0.201 wt%. While a lower LOD is ideal, this value can be used as the lower end of the
concentration window for later experiments using the model for concentration determination.
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Figure 4.7. Calibration line for the normalized 484.8 nm Sm I peak intensity.
To estimate the error of the calibration models, the root mean squared error of calibration
(RMSEC) was calculated using:

RMSEC = √

∑(xi,LIBS − xi,ICP−MS )2
N

(4-3)

where xi,LIBS is the concentration predicted by the calibration model and xi,ICP-MS is the
concentration calculated by the ICP-MS, taken in this case to be the actual concentration. The
RMSEC values for each peak are shown in Table 4.6. These RMSEC values are between 0.470 –
0.498 wt%, given the sample concentration range from 0.5 – 10.0 wt% these values are moderate.
These values could be minimized through further data collection as root mean squared indicators
of error decrease with sample size, as seen in Eq. (4-3).
To examine how well a calibration model might predict an unknown sample, a leave-oneout cross-validation (LOOCV) analysis was completed. The LOOCV analysis systematically
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leaves one data point out of the regression calculation, this model is then used to calculate the
concentration of the data point left out. This is repeated N number of times; that is, the
concentration corresponding each individual data point is estimated by the model generated
without that point. Using these predicted values, a root mean squared of cross-validation
(RMSECV) can be calculated using the Eq. (4-3), where xi,LIBS is the estimate of the concentration
when that data point is absent from the regression model. The RMSECV for each peak’s model is
shown in Table 4.6. These values are slightly larger than the RMSEC values; however, if this
concentration model was to be applied to the electrorefiner in a continuous sample and
measurement mode, a deviation in concentration measurements of larger than the RMSECV values
would be considered as an inherent change in the salt system. More sample measurements could
help to decrease these RMSECV values, which would increase the accuracy of the model.

Peak

Table 4.6. Regression Data for Peak Intensity Calibration Models.
Calibration Model
LOD
RMSE
RMSEC
R2
(a.u)
(wt%)
(a.u.)
(wt%)

RMSECV
(wt%)

484.8 nm

I = 0.3303 × wt% + 0.3312

0.9750

0.214

0.164

0.470

0.615

490.5 nm

I = 0.3514 × wt% + 0.2037

0.9720

0.201

0.184

0.498

0.615

546.7 nm

I = 0.2790 × wt% + 0.1122

0.9737

0.254

0.142

0.482

0.587

Following the electrochemical concentration determination, the salt ingots made were
laser-induced to produce a plasma (the emissions were collected via a fiber optic cable as discussed
previously). After data collection, the spectra were normalized and the intensities of the 484.4,
490.5, and 546.7 nm peaks were recorded. These peak intensities were then used with their
respective models, described in Table 4.6, to calculate the predicted concentrations of the samples.

56

4.5. Results
The concentrations of samples 1.0-CD, 3.0-CD, 6.5-CD, and 8.0-CD were calculated with
both the Sm3+ and Sm2+ diffusivities, along with Eq. (2-2) in an attempt to validate the proposed
method. The error associated with using the average diffusivities calculated in Section 4.2 was
propagated through the calculation. This provided a standard error for the calculated
concentrations. Additionally, using both Sm3+ and Sm2+ diffusivities for the calculation provided
two calculated concentration values, which were then averaged. Table 4.7 summarizes the SmCl3
concentrations calculated using the diffusion method.
The concentrations were then calculated using the three LIBS calibration models from
Section 4.4. Each sample was tested for a total of 10 repetitions, providing 10 individual calculated
concentration values per calibration model. The results of all three models were then averaged
and reported in Table 4.7, along with the standard error associated with these measurements. The
concentrations of the samples calculated with the ICP-MS analysis are also shown in Table 4.7.
These ICP-MS values are treated as a benchmark for the other two methods since ICP-MS is the
method currently used for analyzing electrorefiner salt. Figure 4.8 shows a square plot of ICP-MS
concentration versus the concentration estimates of the models. A perfect estimation would fall on
the 1:1 dashed line.
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Table 4.7. Comparison of Calculated Concentration Values.
Sample Name

ICP-MS
Concentration
(wt%)

Electrochemical
Concentration, 773 K
(wt%)

LIBS
Concentration, 303 K
(wt%)

1.0-CD

1.04 ± 0.02

0.91 ± 0.07

1.04 ± 0.30

3.0-CD

2.88 ± 0.07

2.69 ± 0.20

3.08 ± 0.34

6.5-CD

6.39 ± 0.15

6.54 ± 0.55

6.32 ± 0.46

8.0-CD

7.69 ± 0.04

7.90 ± 0.64

7.27 ± 0.45

Figure 4.8. Estimated concentration versus ICP-MS measured concentration.
The concentration window used for this experiment was based on the typical composition
of electrorefiner salt reported by Phongikaroon and Simpson [60] (see Table 4.8). The
concentration of SmCl3 expected is 0.99 wt%, aligning with sample 1.0-CD, which was measured
to be 1.04 wt% by the ICP-MS. The diffusion and LIBS models estimated the concentration of
1.0-CD to be 0.91 ± 0.07 and 1.04 ± 0.30 wt%, respectively. Additionally, SmCl3 was used in this
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study as a surrogate material for UCl3, which has an expected concentration of roughly 3.0 wt%
according to Phongikaroon and Simpson [60]. The system in this study was able to estimate
concentrations in the window of 1.0 – 10.0 wt% within close proximity of the ICP-MS measured
values. This serves as validation that a version of this system, when further refined could be
applicable to the electrorefiner system.
Table 4.8. Reported Typical Concentrations of Elements in Electrorefiner Salt [60].
LiCl (21.22 wt%)
KCl (26.99 wt%)
NaCl (23.77 wt%)
RbCl (0.44 wt%)
CsCl (3.2 wt%)

SrCl2 (1.25 wt%)

UCl3 (2.81 wt%)

BaCl2 (1.67 wt%)

LaCl3 (1.60 wt%)

CeCl3 (3.04 wt%)

NdCl3 (5.14 wt%)

PmCl3 (0.07 wt%)

SmCl3 (0.99 wt%)

EuCl3 (0.07 wt%)

GdCl3 (0.04 wt%)

PuCl3 (5.09 wt%)

AmCl3 (0.02 wt%)

PrCl3 (1.51 wt%)

YCl3 (0.92 wt%)

NpCl3 (0.14 wt%)

The results of the concentration calculations fit well with the measured ICP-MS
concentration values. The diffusion method results are dependent on the working electrode surface
area measurement. In this experimental program, this measurement was done by using a caliper to
estimate the electrode depth. This technique adds additional human error to these calculations.
Due to these trends, despite the average diffusion calculated concentration being similar to the
ICP-MS values, this current method would not be recommended as a sole method for
electrochemical concentration estimation. That is, we would need to apply a more precise surface
area measurement method to strengthen an accuracy of our diffusion model.
A proposed alternative method that may be suitable for electrochemically estimating
concentration would be the application of an electrode withdrawal system. This method has been
explored by several researchers, including Tylka and coworkers, Rappleye and his team,
Castrillejo, and Iizuka [12,13,30,39,61]. This method varies the electrode depth while running CV;
the change in the cathodic current peaks versus electrode depth is linear and changes with
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concentration. Thus, the slope of the peak current versus electrode depth provides a signal that can
be used to estimate the concentration. The benefit of this method is that by varying the electrode
depth by a known value, the error associated with measuring the electrode depth by hand can be
negated [12,13,30,39,61]. This method can be combined with the diffusion method in this paper
to provide two separate concentration estimates, while removing any error associated with
measuring the electrode depth.
The LIBS model provides another adequate estimation of the SmCl3 concentration in the
salt. The standard error values associated with this measurement are on the same magnitude as the
RMSECV values reported in Section 4.4, as expected. These values could be decreased in several
ways before final implementation to the electrorefiner. The first way of decreasing the error would
be to increase (1) the sample size used for the calibration model and (2) the number of repetitions
used for concentration estimation. Despite this proposed plan for increasing the precision of the
LIBS routine, another unavoidable error is due to variation in the laser energy, which is
proportional to the peak intensity.
For future LIBS work, the use of an advanced multivariate model is highly recommended.
This experiment utilized a simple least squares linear regression along with an accumulate
spectrum generated from 50 shots; however, future work could utilize each spectrum generated by
individual shots to increase the sample population used in the models by a significant amount.
These data sets could then be used with a partial least squares (PLS) regression model, which has
been shown by Williams and Phongikaroon to provide a more accurate model based on the RMSE,
RMSEC, and RMSECV as the indicators [11,19].
In addition, the use of solidified salt has several benefits. Previous research on utilizing
LIBS on liquidus molten salt reported several issues including the formation of an unknown film
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on the surface of the salt and the laser pulse generating splashing that degrades the signal and
damages optics [20,21]. In addition, splashing would also cause an issue for an electrochemical
method for concentration estimation because the surface area of the working electrode would
change rapidly due to possible ripples/wakes inside the salt crucible. Another method investigated
was the use of a molten salt aerosol system for LIBS [19,54]. This method was shown to be able
to estimate the concentration of salt species successfully with the LOD of 657 ppm (0.0657 wt%).
However, there was a decrease in the concentration of the salt between the collision nebulizer
located in the salt crucible and the LIBS sampler. Moreover, the aerosol system would require an
extensive cleaning, whereas the salt ingot method presented in this paper required minimal
cleaning. While the aerosol method required filter changing and scraping of frozen salt off various
parts of the system, the salt ingot method would need a collection of salt dust generated from the
plasma plume. Furthermore, this solid LIBS setup was operated at a lower energy than that
reported by Williams and Phongikaroon, resulting in less dust generation [11]. Dust collection in
this study was easily achieved using parafilm. Thus, for future applications, this could be achieved
by enclosing the sampling area and applying a vacuum, which would pass through an inline HEPA
filter to collect possible actinide dust formation.

4.6. Summary
Four samples were tested using CV to gather information on the diffusion coefficients of
SmCl3 in molten LiCl-KCl eutectic salt. By using the cathodic and anodic peaks at various scan
rates, the Sm3+ and Sm2+ diffusivities were calculated. These diffusion values showed no direct
trend with concentration. The mean Sm3+ and Sm2+ diffusivities were calculated to be 8.59 ×10-6
± 1.67 × 10-6 and 8.01 × 10-6 ± 0.98 × 10-6 cm2 s-1, respectively. These values were further used
with the CV current peaks of four test samples to calculate the concentration of SmCl3 in the salt.
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At the same time, ten separate samples, with SmCl3 concentrations ranging from 0.5 – 10.0
wt%, were prepared and melted to be used for the creation of a LIBS calibration model. Salt ingots
were created routinely and shot for 10 repetitions (50 shots each with translation along the ingot’s
axial direction to a fresh surface between repetitions). The gathered spectra were normalized to the
upper wavelength range 600 – 811 nm to account for variations between repetitions. Then the
484.4, 490.5, and 546.7 nm peaks were analyzed, and three individual calibration models were
made from the peak intensities.
Each calibration model was analyzed based on the RMSE and LOD. The 490.5 nm peak
model had the lowest LOD at 0.201 wt%; however, all three models had similar LOD values. The
validity of each calibration model was then tested by comparing predicted concentration values to
those measured by the ICP-MS; this validity test was measured by the RMSEC value. All three
models had similar RMSEC values ranging from 0.470 – 0.498 wt%. Lastly, a LOOCV analysis
was performed to gather information on how well the models would estimate an unknown sample.
This analysis was measured by the RMSECV value—all three models had agreeable values
ranging from 0.587 – 0.615 wt% showing no major advantage of using one model over the other.
Finally, four new validation samples were made and used to test the diffusion and LIBS
methods’ ability to estimate concentration. These four samples ranged in concentration from 1.0 –
8.0 wt% to be within the concentration analysis windows established for both methods. The results
match well with the ICP-MS measured concentrations (see Figure 4.8). Results show that both
methods were able to adequately able to estimate the sample concentration. To increase the
accuracy of the diffusion method, it is recommended to investigate more accurate surface area
measurements. The LIBS method error could be reduced through increasing the sample population
used for the calibration and by investigating more robust regression models.
62

5. METHOD IMPROVEMENTS2
In the previous chapter, SmCl3-LiCl-KCl salt samples were used to generate univariate
calibration models for the LIBS system; results from this indicated that these models had low
LODs ranging 0.201 – 0.254 wt% SmCl3 and high coefficients of determination ranging 0.972 –
0.975. These LIBS calibration models proved to estimate the concentration of SmCl3 in the salt
samples well compared to ICP-MS analysis. The second method of salt composition analysis
exploited the relationship between salt concentration, cathodic peak current, and scan rate as
described by the Randles-Sevcik equation. This involved using a calibration set of samples to
determine the diffusivities of Sm3+ and Sm2+ to be used with the equations when testing later
samples. This method resulted in concentration values that aligned well with ICP-MS results;
however, the method was dependent on the measurement of the working electrode surface area.
That is, each surface area was manually measured using calipers, introducing human error into the
calculation. Furthermore, manual measurement of the working electrode would not be possible for
implementation on the electrorefining system.
The motivation of this chapter is to investigate methods of improving the agreement
between electroanalytical, LIBS, and ICP-MS results. To accomplish this, three steps were taken:
1) an electrode withdrawal system was investigated to mitigate surface area measurement errors,
2) a multivariate LIBS calibration model was developed, and 3) a two species salt system was
studied to increase the sample population and complexity. Table 5.1 provides a summary of
samples studied in this chapter along with their respective ICP-MS measured concentrations.

Chapter 5 Section 5.1 is based on author’s previous publication: [62] H. Andrews, S.
Phongikaroon, Nuclear Technology, 00 (2019) 1–11. doi:10.1080/00295450.2019.1670009.
2
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Table 5.1. Experimental Sample Names and Concentrations.
ICP-MS SmCl3
ICP-MS GdCl3
Sample Name
(wt%)
(wt%)
─
─
SG0
─
S1
0.424
─
S2
0.645
─
S3
0.991
─
S4
1.967
─
S5
2.837
─
S6
3.725
─
S7
4.847
─
S8
6.721
─
S9
7.814
─
S10
8.994
─
G1
0.843
─
G2
1.743
─
G3
2.648
─
G4
3.522
─
G5
4.512
SG1
1.841
0.888
SG2
5.868
2.808
SG3
3.835
3.593
SG4
1.949
3.642
SG5
7.860
3.689
SG6
7.992
0.996
SG7
5.954
1.905
SG8
3.607
2.531
SG9
3.919
1.849
SG10
3.959
0.975

5.1. Testing Electrode Withdrawal Method with SmCl3 System
The electrode withdrawal technique has been used by several researchers, notably by the
work of Tylka and coworkers, to either determine the electrode’s depth, or as a detection method
[12,13,39,61]. There are two main advantages of this technique: 1) the use of a translator that can
provide a more accurate measurement than a hand-measured surface area method and 2) the
surface area can be measured without fully removing the electrode. This method involves
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performing a CV and changing the working electrodes immersion depth by a known amount before
performing another CV. This process is repeated, while maintaining all other factors (e.g., scan
rate) constant. The resulting cathodic peak currents can be plotted against the relative immersion
depth to determine the salt’s current density, represented by the slope. The SmCl3 in LiCl-KCl
samples in this study were previously used for LIBS calibration, but no electrochemical testing
was done. This section utilized these SmCl3 samples to be able to compare this new withdrawal
method to the LIBS results from the Section 4.4 and to further investigate the feasibility of a
combined model.
The experimental setup is similar to electrochemical setup described in Section 3.3.1;
however, in this study, the tungsten working electrode was secured to a vertical translator located
above the furnace, as shown in Figure 5.1, to allow precise changes in the electrode depth.

Figure 5.1. Vertical translator for working electrode immersion depth adjustments.
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Prior to electrochemical testing, the working electrode was lowered until it contacted the
bottom of the crucible and then raised approximately 2.54 mm. This was the starting position for
the working electrode withdrawal experiments. Next, four CVs were performed at a scan rate of
150 mV s-1. The working electrode was then raised a recorded amount via the translator and the
CV procedure was repeated. The electrode depth continued to be changed until a minimum of
seven depths were recorded, corresponding to a total travel length of 1.524 cm.

5.1.1. Cyclic Voltammetry and Diffusion Values
Cyclic voltammetry was performed on each sample at 150 mV s-1 at the operating
temperature of the electrorefiner (773 K). For each sample, five CV cycles were completed at
seven electrode surface areas. Electrochemical impedance spectroscopy (EIS) at high frequency
was used to measure the solution resistance prior each CV run. The potentiostat then compensated
for the potential drop due to this resistance. The CVs for S3 and S9 are shown in Figure 5.2 (a)
and (b), respectively, illustrating that both the cathodic and anodic peak magnitudes increase as
the electrode surface area increases. The peak magnitudes also increase with concentration as seen
when comparing between both figures. It can be noted that the peak potentials do not shift when
the surface area is changed; thus, this implies that this salt system is reversible. Lastly, the peak
potentials between Figure 5.2 (a) and (b) vary by approximately 100 mV. This difference is due to
a new batch of reference salt being used indicating a slight change in the mol% of AgCl; however,
given that this analysis revolves around the peak current rather than the potential, this slight shift
did not cause any significant issues for the study.
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Figure 5.2. Cyclic voltammograms of (a) S3 and (b) S9 at 773 K, a scan rate of 150 mV s-1, and
varied electrode surface areas.
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To quantitatively validate this study’s CV data, the diffusivities of Sm3+ were compared to
our previous work and to literature data available [37–39]. The Sm3+ diffusion coefficient was
found by relating the cathodic peak currents and the working electrode surface area through the
Randles-Sevcik equation (Eq. (2-2)). The linear relationship between cathodic peak current and
working electrode surface area is shown in Figure 5.3 where the change in slope corresponds to
the change SmCl3 in the samples, representing the relationship between current density and
concentration.

Figure 5.3. Cathodic peak currents versus working electrode surface area.
The calculated diffusion coefficients are shown in Table 5.2. The diffusion coefficients
agree well with the literature values reported by Castrillejo and coworkers, as well as Cordoba and
Caravaca for the same testing temperatures [37–39]. These values also compare well with the
values measured and reported in Chapter 4 but tend to be larger in general with about 0.4%
68

difference. The diffusion values show no noticeable trend with concentration, giving the average
value of 1.202 × 10-5 ± 0.166 × 10-5 cm2 s-1. This shows that the electrode withdrawal method may
be preferable for diffusion determination in the future.
Table 5.2. Calculated and Literature Sm3+ Diffusion Coefficients at 773 K.
SmCl3 Concentration
Sm3+ Diffusion Coefficient
(wt%)
(cm2 s-1 × 105)
0.42
1.572 ± 0.061
0.65
1.281 ± 0.027
0.99
0.934 ± 0.015
1.97
1.107 ± 0.015
2.84
1.177 ± 0.011
3.73
1.161 ± 0.010
4.85
1.271 ± 0.011
6.72
1.136 ± 0.014
7.81
1.048 ± 0.021
8.99
1.333 ± 0.122
†
1.07
0.654
2.30†
0.979
4.86†
0.794
†
9.86
1.009
1.28 [37]
1.30
0.15 [38]
11.8 ± 0.5
1.96 [39]
1.04 ± 0.27
†
Results from Section 4.2.

5.1.2. Randles-Sevcik Equation Analysis
With the consistency of the diffusion values over the large concentration range, a leaveone-out analysis of the Randles-Sevcik constant (Eq. (2-2)) was completed. This was done by
splitting the 10 samples into two groups; group one consisted of one sample used for the diffusion
coefficient calculation, then group two consisted of the other nine samples being used for ordinary
linear regression to determine the linear relation between current density and molar concentration.
Using the diffusion value calculated from group one the Randles-Sevcik constant was calculated.
This was repeated ten times, with a different single sample being used for group one each iteration.
Figure 5.4 shows the percent residual plot of this analysis.
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Figure 5.4. Percent residual plot for Randles-Sevcik constant analysis.
The mean value calculated for the constant was 0.4505 ± 0.0103 corresponding to a 0.94%
difference from the constant used in Eq (2-2). As seen in Figure 5.4, each iteration has an
associated error term, this is mostly due to the propagation of the ICP-MS concentration error. A
paired t-test (this method will be further discussed in Section 5.1.4) was performed on the results
shown in Figure 5.4 to test if the results are reliable. At a 99.9% confidence interval, the test failed
to reject the null hypothesis that the true difference was zero confirming that the results were
statistically equivalent to the true constant of 0.4463.
The same technique used to investigate the Randles-Sevcik constant was performed to
solve for n, the number of electrons transferred during the redox reaction. The calculated average
for n was 1.005 ± 0.023 electrons (based on using the true constant of Eq. (2-2)), corresponding to
a 0.5% difference from the theoretical single electron transfer.
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5.1.3. Electrode Withdrawal Calibration Model
To investigate the electrode withdrawal method’s ability to be used for composition
measurement, these samples were divided into two groups: one group to generate a calibration
model and a second group to be used for cross-validation of this model. The S1, S3, S5, S7, and
S10 samples were used as the calibration group. The calibration model, shown in Figure 5.5 was
computed by using ordinary least squares linear regression to determine the relationship between
the peak current density and the ICP-MS determined concentration in wt%. The calibration lines,
with 95% confidence- and 95% prediction-interval-bands, are shown in Figure 5.5.
The calibration model was evaluated with several measurements. The LOD, calculated
using Eq. (4-2), for the model was 0.0028 wt%. This low value is ideal as it is less than the amount
of SmCl3 expected in the electrorefiner according to Phongikaroon and Simpson [60]. Moreover,
the RMSE (Eq. (4-1)) used as a measurement of the goodness of the fit of the calibration line, The
RMSE value is in units of the y-axis and a value of zero indicates a perfect fit. The RMSE was
found to be 1.781 mA cm-2 dictating a strong fit when compared to the y-axis scale ranging from
0 – 135 mA cm-2. In addition to RMSE, the RMSEC was applied to estimate the error of the
calibration models using Eq. (4-3). The RMSEC calculated for this calibration model was 0.108
wt%, a very low value indicating minimal error was introduced to the model from the data points.
Table 5.3. Evaluation of Electrode Withdrawal Calibration Model.
LOD
RMSE
RMSEC RMSECV
Calibration Model
R2
-2
-2
(wt%)
(mA
cm
)
(wt%)
(wt%)
(mA cm )
𝑖𝑝
= 14.74 × 𝑊𝑡%
𝐴

0.9988

0.0028
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1.781

0.108

0.184

Figure 5.5. Electrode withdrawal calibration model for concentration estimation.
As in the previous chapter, LOOCV analysis was done to calculate the RMSECV to
evaluate a model’s ability to predict the concentrations of unknown samples. The RMSECV was
calculated to be 0.1835 wt%. While this RMSECV is larger than the calculated RMSEC, there is
inherently an increase in error involved in prediction for a small pool of data sets (divided by N
versus N – 1). More sample data points are necessary in order to decrease the RMSECV. The
evaluation measures are also listed in Table 5.3.

5.1.4. Electrode Withdrawal Concentration Estimation
With the calibration model now made, the S2, S4, S6, S8, and S9 samples were used to test
the model. The current density values and the model described in Table 5.3 were used to predict
the concentrations of these samples. Table 5.4 displays the results along with the prepared and
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ICP-MS measured concentrations. The results match well with the ICP-MS concentrations with
an average error in prediction of 6.31%. The estimation for S9 shows the largest error in prediction
at 10.40%; this could be minimized by including more data points in the calibration scheme. The
error propagated through the concentration estimation was consistently minimal at an average of
0.24% of the estimated value, whereas the average error of the diffusion method utilized in our
previous study was 7.91%. This reduction in error can be attributed to the repeatability of the
electrode withdrawal experiments.
To evaluate the model’s prediction ability on the test data, a cross-validation t-test was
performed to verify there was a statistically significant correlation between the predicted values
and the ICP-MS measured concentrations. Here, the t-test was calculated using:

𝑡𝑛−2 = 𝑟√

N−2
1 − 𝑟2

(5-1)

where N is the number of data points and r is the Pearson correlation coefficient, which is defined
as
𝑟=

N ∑ 𝑥𝑖,𝐼𝐶𝑃−𝑀𝑆 𝑥𝑖,𝑚𝑜𝑑𝑒𝑙 −∑ 𝑥𝑖,𝐼𝐶𝑃−𝑀𝑆 ∑ 𝑥𝑖,𝑚𝑜𝑑𝑒𝑙
2

2

2
2
√[N ∑ 𝑥𝑖,𝐼𝐶𝑃−𝑀𝑆
−(∑ 𝑥𝑖,𝐼𝐶𝑃−𝑀𝑆 ) ]∙[N ∑ 𝑥𝑖,𝑚𝑜𝑑𝑒𝑙
−(∑ 𝑥𝑖,𝑚𝑜𝑑𝑒𝑙 ) ]

.

(5-2)

The two tailed t-test was used with the null hypothesis that the true correlation between the model
predicted values and the ICP-MS measured values was zero and the alternative hypothesis being
that the true correlation is greater than zero. At a 99.9% confidence interval, the model is validated
as the test rejected the null hypothesis.
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Table 5.4. Concentration Estimation Results Versus ICP-MS Results with Cross-Validation Test.
Concentration (wt%)
ICP-MS

Electrode Withdrawal

LIBS Model

0.645 ± 0.012
1.967 ± 0.023
3.725 ± 0.001
6.721 ± 0.053
7.814 ± 0.141

0.639 ± 0.002
1.811 ± 0.003
3.514 ± 0.008
6.270 ± 0.016
7.001 ± 0.018
t3 = 47.49
p = 2.05×10-5

0.404 ± 0.108
1.756 ± 0.104
3.160 ± 0.329
7.605 ± 0.444
8.095 ± 0.536
t3 = 14.84
p = 6.64×10-4

The three LIBS models (484.8, 490.5, and 546.7 nm peak intensities) from our previous
work (discussed in Chapter 4) were regenerated to be compared with the withdrawal method.
These five samples that were used to validate the withdrawal model were analyzed via LIBS to
predict their concentrations (also listed in Table 5.4). The error between the ICP-MS and LIBS
values was averaged at 16.00%, showing a greater error when compared to the electrode
withdrawal model results. The error propagated through the LIBS models was significantly greater
at an average of 11.11% of the estimated value. It is suspected that this error may originate with
the variability of the laser energy shot-to-shot, which could be minimized with more precise
equipment. The square plot in Figure 5.6 shows the difference between estimated and ICP-MS
concentration where the blue dashed 1:1 line represents a perfect estimation.
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Figure 5.6. Comparison of predicted and ICP-MS measured concentration values.

5.2. Ternary Salt System: SmCl3–GdCl3
With this improved electroanalytical method, the next step was to evaluate the LIBS system
and electrochemistry on a two-analyte mixture. When there are multiple elemental species of
interest in the salt system, several things may happen. First, the electrochemical window for CV
now contains two pairs of redox reaction peaks. The proximity of each peak to one another can
bring rise to issues need to be accounted for in the calibration model. As for the LIBS system, the
increase in species increases the number of spectral peaks acquired. This can be troublesome
because peaks from multiple species may overlap, reducing the number of peaks available for
univariate calibrations. LIBS models have also been shown to be subject to matrix effects, which
increases the difficulty in modeling the system.
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Despite these challenges that the multispecies mixture brings, for a system to be applicable
for the electrorefiner, it must be able to compensate. Fortunately, the issues weakening the
electrochemical methods may not correspond to the issues weakening the LIBS methods. The
benefit of using two physically different methods in parallel is that they may be able to compensate
for one another’s weaknesses.
In this section, a SmCl3 – GdCl3 in LiCl-KCl system was evaluated to initially look into
the electrochemical and LIBS methods capabilities in a two species system. Sm was chosen again
due to its reaction and due to a data set having already been tested. Gd was selected to serve as a
representative for rare earth fission products that would accumulate in the electrorefiner.

5.2.1. SmCl3-GdCl3 Cyclic Voltammetry and Diffusivities
To match the existing data for the SmCl3-LiCl-KCl system, each CV was performed at 773
K at a scan rate of 150 mV s-1. As discussed in Section 3.3.1, with soluble/insoluble systems at
low surface areas, the solution resistance of the system increases similar to a power function. To
avoid having a large change in the solution resistance, this portion of the study only used 5 different
depths for the withdrawal method. With five depths and several CV cycles at each depth, a
repeatable current density could still be calculated.
The CVs for samples SG4, SG3, and SG6 are shown in Figure 5.7, Figure 5.8, and Figure
5.9, respectively. The cathodic peaks continue to follow a strong trend with surface area for both
SmCl3 and GdCl3. Additionally, since the Sm3+/Sm3+ reaction occurs first on the negative sweep
the Gd3+/Gd metal reaction peak baseline changes. This effect is minor for samples SG3 and SG4
where the SmCl3 and GdCl3 concentrations are in a similar range, but as seen in Figure 5.9, when
the SmCl3 concentration is much greater than the GdCl3 concentration, the issue is more prevalent.
The measured peak currents were baseline adjusted to account for this variation. When the
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concentration of GdCl3 is greater than that of SmCl3, the CV is unaffected due to the Gd being
deposited after Sm reduction and stripped off before Sm oxidation.
As done previously, the diffusion values for both Sm3+ and Gd3+ were calculated using Eq.
(2-2) and Eq. (2-1), respectively. The results are shown in Table 5.5. The mean diffusion
coefficient of Sm3+ in the presence of GdCl3 was calculated to be 1.083 × 10-5 ± 0.202 × 10-5 cm2
s-1. This Sm3+ diffusion value is consistent with previously calculated values and those reported in
literature [37–39]. The concentration of GdCl3 in the sample shows no clear impact on the Sm3+
diffusivity, indicating the previously constructed Sm withdrawal model may be applicable to the
mixed samples.
GdCl3 has been used in several molten salt studies and many diffusion coefficients have
been reported ranging, from 0.46 × 10-5 to 1.45 × 10-5 cm2 s-1 [28,30,33]. For the GdCl3-LiCl-KCl
samples the mean diffusivity was calculated to be 0.828× 10-5 ± 0.154 × 10-5 cm2 s-1. In the
presence of SmCl3, the mean diffusion coefficient of Gd3+ was calculated as 0.753 × 10-5 ± 0.128
× 10-5 cm2 s-1. These values fall in the middle of the range reported in literature and the presence
of SmCl3 appears to have minimal effect on the Gd diffusivity. This provides reasoning that a
single model can be applied to both the GdCl3-LiCl-KCl samples and the GdCl3- SmCl3-LiCl-KCl
samples to estimate GdCl3 concentrations
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Figure 5.7. Cyclic voltammogram of sample SG4 (1.949 wt% SmCl3, 3.642 wt% GdCl3) at 773
K, a scan rate of 150 mV s-1, and at various surface areas.

Figure 5.8. Cyclic voltammogram of sample SG3 (3.835 wt% SmCl3, 3.593 wt% GdCl3) at 773
K, a scan rate of 150 mV s-1, and at various surface areas.
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Figure 5.9. Cyclic voltammogram of sample SG6 (7.992 wt% SmCl3, 0.996 wt% GdCl3) at 773
K, a scan rate of 150 mV s-1, and at various surface areas.
Table 5.5. Diffusion Coefficients for Sm3+ and Gd3+.

Sample

Sm3+
Diffusivity
(cm2 s-1 × 105)

Gd3+
Diffusivity
(cm2 s-1 × 105)

Sample

Sm3+
Diffusivity
(cm2 s-1 × 105)

Gd3+
Diffusivity
(cm2 s-1 × 105)

G1

─

0.926 ± 0.020

SG4

1.099 ± 0.018

0.604 ± 0.010

G2

─

0.799 ± 0.016

SG5

1.049 ± 0.017

0.617 ± 0.011

G3

─

1.072 ± 0.025

SG6

0.930 ± 0.014

0.641 ± 0.011

G4

─

0.681 ± 0.013

SG7

0.732 ± 0.010

0.584 ± 0.010

G5

─

0.662 ± 0.012

SG8

1.504 ± 0.029

0.910 ± 0.019

SG1

1.177 ± 0.020

0.926 ± 0.020

SG9

1.154 ± 0.020

0.799 ± 0.016

SG2

1.260 ± 0.023

0.717 ± 0.014

SG10

0.906 ± 0.014

0.788 ± 0.016

SG3

1.014 ± 0.016

0.561 ± 0.009
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5.2.2. Electrode Withdrawal Models
As in Section 5.1.3, calibration models were made by relating the peak current density to
the concentration of each sample. A calibration model was made for each species. The peaks for
Gd were baseline corrected; however, the peaks for Sm were not. When baseline correction was
applied to the Sm peaks the quality of the model was degraded, therefore, to save on computational
time the choice to not adjust for the baseline was made. All samples listed in Table 5.1, except for
sample SG0, were used in the construction of these models. The inclusion of all samples helps
adjust for any matrix effects that may be present. The calibration models for SmCl3 and GdCl3 are
shown in Figure 5.10 and Figure 5.11, respectively.

Figure 5.10. SmCl3 electrode withdrawal calibration model.
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Figure 5.11. GdCl3 electrode withdrawal calibration model.

The models were evaluated based on their R2, LOD, RMSEC, and RMSECV. Unlike in
previous sections, a LOOCV was not done on this data set. LOOCV is best suited for small data
sets when each data point has a significant impact on the model. For this data set, a stratified kfold cross validation with 5-fold was used. A k-fold cross validation splits the data into k groups,
of which one is used to build a model while the others are used to evaluate that model. This is
repeated k times, such that each group is used to generate a model. A stratified k-fold is a modified
scheme where the mean response value of each grouping is nearly equal in all groups. This aids in
having the cross validation maintain the same distribution of the overall model. The model details
and evaluation parameters are listed in Table 5.6.

81

Table 5.6. Sm and Gd Electrode Withdrawal Models.
SmCl3
GdCl3
Slope (mA cm-2 wt%-1)
Intercept (mA cm-2)
R2
LOD (wt%)
RMSEC (wt%)
RMSECV (wt%)

13.48
0.2991
0.9836
0.0028
0.3669
0.4463

72.89
3.6122
0.9839
0.0019
0.1883
0.233

Although the Randles-Sevcik and Berzins-Delahay equations dictate that the current
density should approach zero as the species concentration approaches zero, the calibration models
were not forced to have a zero-y-axis intercept. Since each model has several blank samples the
matrix effects in this mixed system are better accounted for with the intercept being determined
via least squares.
The SmCl3 model has a very similar slope to the model described in Table 5.3 (13.48 vs.
14.74). This is interesting given that the same population grew from 5 to 26; that is, it can be
interpreted as the true relationship between peak current density and concentration being
converged upon. It is also important to mention that while the LOD remains the same for this new
SmCl3 model, the increase in sample population increased the RMSEC and RMSECV values.
Fortunately, these two values remain similar to one another implying that the model is performing
well in assessment and is not overfitting in any way. The SmCl3 model outperforms the LIBS
models based on all the evaluation parameters from Table 4.6. It is clear that the LIBS methods
now require enhancement to increase the accuracy of the overall system.
The GdCl3 model has a much steeper slope than its SmCl3 counterpart. This drives the
LOD for the GdCl3 model down to 0.0019 wt%, which is well below the LODs reported by
Williams and team for a GdCl3 LIBS model. The RMSEC and RMSECV for the GdCl3 model are
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similar to those calculated for the SmCl3 model considering the difference in the concentration
ranges for each model.

5.2.3. Univariate LIBS Models
The previous normalization scheme for LIBS data was to divide each repetition by the
mean peak intensity of all the spectra from 600 – 811 nm. This scheme treated the Li and K peaks
as pseudo-constant and used them as an internal standard. The normalization scheme for this
portion of the study was modified slightly such that each repetition was able to be normalized on
its own. This would allow each LIBS spectrum to be run through the model as it is taken to estimate
the sample concentration, rather than waiting for the completion of all repetitions to be completed.
The new normalization scheme involved dividing the spectrum pointwise by the maximum peak
intensity in the 600 – 811 nm range. The spectra were then cropped to only included wavelengths
from 300 – 585 nm removing the majority of the Li and K spectral information, leaving behind the
Sm and Gd peaks. This also allowed for faster computational times by reducing the memory
consumption during each calculation run.
Both Sm and Gd have hundreds of spectral peaks between 300 and 600 nm, many of which
overlap. Figure 5.12 shows three spectra (one containing only LiCl-KCl (SG0), one containing
SmCl3-LiCl-KCl (S7), and one containing GdCl3-LiCl-KCl (G3)) overlaid to illustrate the
interference between Sm and Gd peaks. Here, the 484.4 nm Sm peak (labeled Sm I) used in
previous models appears unobstructed by the Gd peaks and a Gd peak around 501 nm (labeled Gd
I) may be of interest.
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Figure 5.12. Spectra of a blank sample (SG0), a SmCl3 sample (S7), and a GdCl3 sample (G3) in
a small wavelength region.
First, the univariate Sm models from Table 4.6 were rebuilt with the new sample population
and modified normalization scheme. The peaks used in these models (484.4, 490.5, and 546.7 nm)
were also checked to ensure that Gd had no spectral peaks that would cause interference. All three
peaks were uninhibited by the presence of Gd and were able to be used effectively. The calibration
line made from the 546.7 nm peak is shown in Figure 5.13. Table 5.7 provides the new models for
these peaks in detail.
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Figure 5.13. Sm LIBS calibration model generated from 546.7 nm Sm I peak.
For the Gd univariate model several peaks were investigated including 335, 343.9, 354.9,
386.7, 407.8, 417.5, 501.4, 510.3, and 564.2 nm. The last three peaks were used by Williams and
team to build calibration models for Gd in CeCl3-KCl-LiCl salt [11]. Most of the Gd peaks
investigated either had interference with Sm peaks or were highly influenced by the presence of
Sm in the system. Figure 5.14 illustrates a comparison of the 343.9 nm Gd II peak when only
GdCl3 is present and when SmCl3 is also in the salt as an example. The results reveal that there are
two separate trends, qualitatively verifying the presence of matrix effects. Most of the peaks
showing this behavior were singly ionized Gd peaks (Gd II), fortunately the non-ionized Gd peaks
(Gd I) generated strong unaffected models. Of the Gd peaks investigated, the 386.7, 417.5, and
501.5 nm Gd I peaks generated the strongest models. The models for these peaks are summarized
in Table 5.7. The calibration line from the 501.5 Gd I peak is shown in Figure 5.15.
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Figure 5.14. Calibration model generated from 343.9 nm Gd II peak which was highly impacted
by matrix effects.

Figure 5.15. Gd LIBS calibration model generated from 501.5 nm Gd I peak.
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Table 5.7. Univariate LIBS Models for Sm and Gd in LiCl-KCl.
Sm I
Sm I
Sm I
Gd I
Gd I
I = m × wt% + b
484.8 nm 490.5 nm 546.7 nm 386.7 nm 417.5 nm

Gd I
501.5 nm

m (a.u. wt%-1)

0.0066

0.0064

0.0053

0.0079

0.0114

0.0143

b (a.u.)

0.0045

0.0013

0.0009

0.0009

0.0022

0.0016

LOD (wt%)

0.0799

0.0422

0.0441

0.0336

0.0270

0.0249

R2

0.9701

0.9754

0.9788

0.9842

0.9854

0.9879

RMSEC (wt%)

0.4993

0.4526

0.4202

0.1862

0.1793

0.1630

RMSECV (wt%)

0.5315

0.4643

0.4562

0.2461

0.2459

0.2063

All models shown in Table 5.7 fit the data extremely well with high R2 values and low
RMSE values. For SmCl3, the best model corresponds to the 546.7 nm Sm I peak with a LOD at
0.0441 wt%. This new iteration of the 546.7 nm model scores better across all evaluation
parameters than its previous iteration listed in Table 4.6.
The Gd calibration models all scored well according to the evaluation parameters. The
GdCl3 models had lower LOD across the board when compared to the SmCl3 models. This is due
to the stronger relationship between peak intensity and concentration for GdCl3, as represented by
the magnitude of the slope, m. The best GdCl3 calibration model was made using the 501.5 nm Gd
I peak intensity. This peak was also used by Williams and team, generating a calibration with a
LOD of 0.053 wt%, RMSEC of 0.218, and a RMSECV of 0.239 [11]. Williams and team also
utilized a LOOCV with a sample population of 36 samples, which may have resulted in over
optimistic RMSECV values. Despite this difference and having a larger concentration range in the
current study’s model, the LOD, RMSEC, and RMSECV for this study using 501.5 nm GdCl3
peak for the model are lower than those reported by Williams and co-workers.
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These new LIBS models are now on par with the electrode withdrawal models in terms of
their RMSEC and RMSECV, signifying both methods have approximately the same capability on
estimating the concentration. However, the LODs for the electrode withdrawal models are driven
down due to the repeatability of the CV between cycles and changes in immersion depth, whereas
the LIBS data’s LODS are inflated due to variation between repetitions. This variation could be
due to laser energy that cannot be viably changed in this study, but the variation in laser energy
affects the entire spectrum and may be able to be modeled using an additional chemometric
analysis.

5.2.4. Multivariate LIBS Model
Chemometric modeling is often utilized for prediction modeling of chemical systems
where the number of observations is less than the number of predictors. This is because multiple
linear regression (MLR) runs into multicollinearity in this case is no longer a feasible method.
Chemometric methods overcome multicollinearity involved with multivariate modeling and allow
for entire spectrums to be used as the model input. These techniques used for multivariate
calibration modeling are typically referred to as either classical—meaning the primary objective
is to explain the measured response (the spectrum in this case), or inverse—meaning the primary
objective is to predict the characteristics of interest (the species concentration in this case).
Partial Least Squares regression (PLS) is an inverse chemometric method. PLS works by
taking the X and Y matrices and decomposing them into latent structures in an iterative process.
PLS then selects these latent structures that best explain the variance in Y, uses these latent
structures as regressors, and then transforms the decomposed information back in terms of X and
Y. This process of decomposing the data and forming latent structures allows the PLS algorithm
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to selectively pinpoint the optimal predictors in a large set. This prevents the overfitting, which
occurs when MLR is used with multicollinearity issues.
As the number of latent structures, also called latent variables, is increased the prediction
error decreases. Typically, in chemometrics, this error in prediction is evaluated using the root
mean squared error of prediction (RMSEP), which can be calculated by using Eq. (4-3). Since the
error approaches zero as the number of latent variables is increased, it is tempting to select a large
number of variables for the calibration model. However, the significance of each successive latent
structure diminishes until the later structures are modeling primarily noise. If this noise is allowed
into the calibration model, this will weaken the prediction of unknown samples. To account for
this, a cross-validation can be performed.
For these SmCl3-GdCl3 LIBS data sets, 80% of the samples were randomly selected to
form a training data set and the remaining 20% were used as a validation data set. The training
data set was used to build the model and investigate the different preprocessing/normalization
techniques as well as the number of latent variables to be chosen. A normalization scheme to the
maximum intensity in the range 600 – 811 nm, to the total light in the spectrum (the area under the
spectrum), and to several other dominant Li or K peaks was attempted. It was determined that the
best normalization scheme was to divide each spectrum by the intensity of the 460.3 nm Li I peak.
Without this normalizing step, the RMSEP values in a PLS model with 6 latent variables were
0.6414 and 0.5133 wt% for SmCl3 and GdCl3, respectively. The selected normalization scheme
reduced these values to 0.4243 and 0.2178 wt% for SmCl3 and GdCl3, respectively.
As for preprocessing, only simple modifications were explored and evaluated based on the
calibration models’ RMSEP values. These preprocessing steps included differentiation,
integration, scaling, and cropping the spectra—all in various orders. The selected preprocessing
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included normalization, cropping the spectrum to only range from 300 – 585 nm, and
differentiating the spectra with respect to the wavelength, in that order. The addition of the
cropping step helped decreasing the RMSEP values to 0.4001 and 0.1768 wt% for SmCl3 and
GdCl3, respectively. Another benefit of cropping the data was to cut down the computational time
by roughly 25% due to the reduction in data size. Next, by differentiating the spectra, the resulting
values dropped further to 0.3518 and 0.1569 wt% for SmCl3 and GdCl3, respectively.
Unfortunately, with the addition of the differentiation step, the input signal becomes more difficult
to examine visually by eye.
With all normalization and preprocessing being considered, the selection of the number of
latent structures to be used in the model could be performed. First, the data was scaled to allow for
a mean centered data set to enter the PLS modeler. Then, several models were built using this data
with latent variables ranging from 1 – 15. Each model was next being evaluated to calculate the
RMSEP for each species, as well as cross-validated using a 10-fold split to calculate the RMSECV
for each element. The result of this model building procedure is shown in Figure 5.16(a). Here, it
can be seen that the auto prediction behavior of PLS modeling drives the non-cross validated
RMSEP towards zero as the number of latent variables increases. However, the RMSECV,
calculated from the 10-fold cross validation plateaus at 4 latent variables for SmCl3 and GdCl3.
Any additional latent variables after these plateaus are modeling noise in the data sets and are
therefore extraneous for prediction. Because only one model is being made that can predict both
SmCl3 and GdCl3, the 4 latent variable model was selected as it minimizes the RMSECV for both
species without overfitting.
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Figure 5.16. (a) PLS model prediction error versus number of latent variables used and (b)
comparison between ICP-MS measured concentrations and PLS predicted concentrations of the
validation data set.
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With the model constructed, the validation data set was run through the model. The
RMSEP values for the validation set were calculated to be 0.3258 and 0.1608 wt% for SmCl3 and
GdCl3, respectively. This is slightly lower than the values calculated when investigating
preprocessing schemes; however, as the data processed in the model varies the RMSEP values will
fluctuate as well. The PLS concentration predictions are plotted against the ICP-MS measured
values in Figure 5.16. (a) PLS model prediction error versus number of latent variables used and
(b) comparison between ICP-MS measured concentrations and PLS predicted concentrations of
the validation data set.(b). Here is can be seen that the predictions fall on the 1:1 line well indicating
strong prediction capabilities. Furthermore, the model was able to validate at a 99.9% confidence
interval.

5.2.5. Comparison of Models
With the addition of multivariate analysis, the SmCl3-GdCl3-LiCl-KCl samples have been
analyzed via three modeling methods: electrode withdrawal, univariate peak intensity, and
multivariate PLS. It is important to know how these methods compare with one another as far as
prediction capability. Specifically, it is of interest to know whether PLS LIBS modeling
outperforms the univariate LIBS approach or vice-versa. This is likely to vary from one species to
another due to the relative intensity and resolution of the species’ spectral lines. The rare earth
metals have a large amount of atomic emission lines between 200 – 600 nm, making PLS models
more appealing, particularly with multi-species systems. As for comparing the electrochemical
withdrawal method to the LIBS methods, the model precision is of primary interest. When the
precision of the electrochemical method is much greater than the LIBS models, a combined model
would statistically favor the electrochemical data and fail to consider the spectral information.
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Since the goal of this research is to have a combined system to enhance the applicability and
robustness, it is desirable to have similar levels of precision.
Figure 5.17 shows the levels of SmCl3 predicted in each sample by the PLS, univariate,
and electrode withdrawal model compared to the ICP-MS measured concentration. The results
show a noticeable feature of the larger error bars on the univariate model predictions; this is a
result in the variance in the spectral signal measured by the spectrometer. The reason this variance
does not impact the PLS model significantly is due to the fact that multivariate model weighs
several peaks rather than one. Although the single peak in the univariate analysis may vary greatly,
other peaks that the PLS model also considers may compensate for this change repetition-torepetition. Also, the error bars increase as concentration of the sample increases. This may be
indicative of the normalization scheme degrading as the concentration of analytes increases. The
normalization scheme was implemented with the ideology that the Li and K would always be much
greater than the analytes and could then be treated as internal standards. However, with multiple
species in the salt, along with high concentrations of single analytes, the LiCl-KCl portion of the
composition can vary between 91 and 100 wt%. This breakdown of the normalization scheme
becomes a limitation of the univariate LIBS models. The PLS models can adjust for changes in
the LiCl-KCl concentration, because Li and K peaks are included in the input signal for the model.
Figure 5.18 shows the comparison of model predictions and the ICP-MS measured
concentrations for GdCl3. The same behavior the models exhibited in predicting SmCl3 is present
in the GdCl3 as well. When all three models are compared, the electrode withdrawal and univariate
LIBS models have similar predictive capabilities as indicated by their RMSECV values shown in
Table 5.6 and Table 5.7. While the electrode withdrawal model may not have as large of variance
as the univariate LIBS models, the mean results of both show similar errors of prediction.
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Figure 5.17. Comparison of prediction models for SmCl3 with and without the presence of
GdCl3.

Figure 5.18. Comparison of prediction models for GdCl3 with and without the presence of
SmCl3.
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The multivariate PLS model outperformed both the withdrawal and univariate methods
with RMSECV values approximately 31.9 and 23.9% lower on average for SmCl3 and GdCl3,
respectively. Based on these modeling techniques and analyses, the PLS model LIBS has proven
to be a very strong method for determining species in LiCl-KCl salts and further steps must be
taken to enhance the electrochemical models’ capabilities.

5.3. Summary
Ten LiCl-KCl-SmCl3 samples were tested with CVs at varying working electrode surface
areas to investigate the relationship between current density and surface area. These ten samples
were then split into two sets of five samples; the first group was used to generate calibration models
and the second group was used to test and validate these models. The first calibration model
exploited the relationship between peak current density and wetted surface area of the working
electrode. The electrode withdrawal had a very low calibration error as described by an RMSEC
of 0.108 wt%. This model not only was able to validate at a 99.9% confidence interval but had a
very low percent error associated with each prediction at an average of 0.24%.
The most noticeable difference between the electrode withdrawal method and the
previously used diffusion method was the reduction in error from an average of 7.91% of the
estimated value with the diffusion method to an average of 0.24% of that with the electrode
withdrawal method. This increase in precision can be attributed to the improved method of
measuring the surface area of the working electrode. Overall, the electrode withdrawal method
proved to be an improvement on the previously used diffusion method and should be used as a
replacement or as an additional technique for the detection system.
Next, 16 additional samples were tested including a blank sample, GdCl3-LiCl-KCl
samples, and SmCl3-GdCl3-LiCl-KCl samples. The electrode withdrawal method was used to
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generate calibration models for both SmCl3 and GdCl3. Once again, the withdrawal data showed
high precision due to the repeatability of the CV testing. Both models had low LOD values at
0.0028 and 0.0019 wt% for SmCl3 and GdCl3, respectively. However, unlike the SmCl3-LiCl-KCl
sample set, each withdrawal calibration model required intercepts to provide strong fits indicating
that matrix effects between species were present.
Univariate LIBS models were constructed using the 484.8, 490.5, and 546.7 nm peaks for
Sm and the 386.7, 417.5, and 501.5 nm peaks for Gd. The strongest models corresponded to the
546.7 nm Sm I peak and the 501.5 nm Gd I peak, although the models varied little for each species.
While these models demonstrated strong predictive qualities with RMSECV values on par with
the electrode withdrawal method, a lack of precision was an unattractive feature.
Lastly, a multivariate model was constructed using a PLS algorithm. This algorithm was
able to regress the emission spectrum itself against the concentrations of both species
simultaneously by forming latent structures. This model behaved very well after being refined by
adding normalization and preprocessing scheme. It also validated a test set of samples at a 99.9%
confidence interval with a much greater precision than the univariate LIBS model. Based on the
RMSECV, the multivariate model outperformed the electrode withdrawal models indicating that
the electrochemical models still require further improvement to be competitive and complementary
to the LIBS analysis.
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6. COMPLEX SALT SYSTEM ANALYSIS
With the capability for both electrochemistry and LIBS to predict the concentration of two
species in LiCl-KCl salt, the next step was to experiment with more difficult salt systems. For this,
three analytes were selected. The first of which was uranium as it is of primary interest in the
electrorefiner and it has two electrochemical reactions in the LiCl-KCl potential window. The first
reaction being the U4+/ U3+ soluble/soluble reaction, analogous to the Sm3+/Sm2+ reaction studied
previously. The second analyte selected was gadolinium to represent rare earth fission products,
which would accumulate in the electrorefiner. Being able to monitor these species would be
important for process monitoring/control. The last analyte selected was magnesium as a surrogate
for plutonium. Mg has a reduction potential close to Pu, as seen in Table 6.1, making it a viable
surrogate for experiments performed at the university laboratories [14]. A secondary reason for
the selection of Mg is that the reduction peak overlaps with Gd to some extent. This adds a
challenge for detection that any online monitoring system for the electrorefiner would need to
overcome.
Table 6.1. Tabulated Reduction Potentials of Metals in the Pyrometallurgical Process [14].
Element E0 (V vs. Cl2/Cl-) Element E0 (V vs. Cl2/Cl-) Element E0 (V vs. Cl2/Cl-)
Te
-0.316
Sn
-1.298
Np
-2.697
Pd
-0.430
Fe
-1.388
Mg
-2.796
Rh
-0.447
Se
-1.463
Pu
-2.803
I
-0.471
Nb
-1.472
Am
-2.865
Ru
-0.518
Cd
-1.532
Gd
-3.027
Ag
-0.853
Cr
-1.641
Nd
-3.078
Mo
-0.854
V
-1.749
Pr
-3.078
Eu
-0.860
Sm
-2.035
Ce
-3.094
Sb
-0.886
Mn
-2.065
Y
-3.106
Ni
-1.011
Zr
-2.186
La
-3.141
Co
-1.207
U
-2.500
Na
-3.356
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To estimate the concentrations of three species in LiCl-KCl, an approach similar to the
previous experimental program was necessary. First, a UCl3-LiCl-KCl system with concentrations
ranging from 1.0 – 5.0 wt% was tested. Then using this information, along with the previously
tested GdCl3-LiCl-KCl sample set and a set of mixed UCl3-GdCl3-LiCL-KCl samples, a
calibration model for UCl3-GdCl3-LiCl-KCl system was made. A similar approach was completed
for the UCl3-MgCl2-LiCl-KCl and GdCl3-MgCl2-LiCl-KCl systems, with MgCl2 concentrations
ranging from 0.25 – 1.0 wt% (equivalent molar densities to the UCl3 and GdCl3 data sets). Then,
all three binary salt data sets were used along with several UCl3-GdCl3-MgCl2-LiCl-KCl samples
to make a calibration system capable of quantifying any mixture of the three species in LiCl-KCl
within the concentration ranges at 773 K. The sample names and ICP-MS measured concentrations
for the test samples used in this chapter are listed in Table 6.2 (G1 – G5 are listed in Table 5.1).
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Table 6.2. Test Sample Names and ICP-MS Measured Concentrations.
Sample Name
UCl3 (wt%)
GdCl3 (wt%) MgCl2 (wt%)
U1
0.797
─
─
U2
1.999
─
─
U2.5
2.239
─
─
U3
2.880
─
─
U4
3.737
─
─
U5
4.653
─
─
UG1
0.855
0.942
─
UG2
1.849
1.831
─
UG3
2.899
2.878
─
UG4
3.923
3.656
─
UG5
4.954
4.554
─
UG6
2.968
0.961
─
UG7
3.870
1.798
─
UG12
4.924
0.927
─
UG13
0.807
4.463
─
M1
─
─
0.144
M2
─
─
0.298
M3
─
─
0.669
M4
─
─
0.986
M5
─
─
1.197
UM1
0.798
─
0.358
UM2
1.756
─
0.716
UM3
2.640
─
0.969
UM4
3.287
─
1.274
GM1
─
0.777
1.150
GM2
─
1.590
0.907
GM3
─
2.580
0.679
GM4
─
3.405
0.310
UGM1
0.701
0.851
0.336
UGM2
1.517
1.739
0.652
UGM3
2.470
2.631
0.995
UGM4
3.103
3.340
1.252
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6.1. UCl3-LiCl-KCl System
The testing procedure for this chapter remained the same as in the past with two exceptions:
(1) glassy carbon primary crucibles were used here after to avoid any oxidation issues involving
the alumina crucibles and (2) the scan rate was raised to 200 mV s-1 to reduce testing time. Unlike
other UCl3-LiCl-KCl experiments in the field, a counter electrode containing U metal chips was
not used. An assumption was made that due to only short CV testing and no prolonged tests being
conducted that the counter electrode basket was unnecessary.

6.1.1. UCl3 Electrochemical Evaluation
6.1.1.1. Cyclic Voltammetry and Diffusion Coefficients
The CVs of sample U5 is shown in Figure 6.1. Here, two reactions can be seen; first, the
U4+/U3+ soluble/soluble reaction near -0.3 V vs 1 mol% Ag/AgCl, and second, the U3+/U
soluble/insoluble reactions near -1.5 V vs 1 mol% Ag/AgCl. In both reactions, the peak magnitude
increases as the electrode surface area increases; however, the U3+/ U reaction peak shows a larger
change relative to surface area, indicating it would generate a stronger model.
The diffusion values for U3+ were calculated using Eq. (2-1) and the slopes from the peak
current versus electrode surface area plots. The calculated diffusion coefficients are shown in
Table 6.3, along with values reported in literature. The diffusivities calculated in this study tend to
be on the lower end of the range reported in literature, but they do agree with values reported by
Sridharan and team, as well as Reddy and collaborators [29,63]. These diffusion values, along with
the visual confirmation of the UCl3 CV behavior, validate the sample data and we can continue to
the concentration modeling.
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Figure 6.1. CV of sample U5 at 200 mV s-1, 773 K, and varied immersion depths.

Table 6.3. U3+ Diffusion Coefficients at 773 K Calculated Using CV.
Sample Name
DU3+ (cm2 s-1 × 105)
U1
0.937 ± 0.026
U2
0.900 ± 0.025
U2.5
0.869 ± 0.023
U3
0.928 ± 0.026
U4
1.089 ± 0.033
U5
0.859 ± 0.023
Tylka et al. [12]
1.15
Masset et al. [64]
2.50
Sridharan et al. [29]
0.779
Reddy et al. [63]
0.980
Yoon et al. [10]
0.39 – 1.51
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6.1.1.2. UCl3 Electrode Withdrawal Model
As done previously, a calibration model was built by leveraging the relationship between
current density and concentration. The U3+/ U metal reaction was selected for the calibration model
due to its increased peak magnitude and greater change in magnitude in relation to surface area.
By using the reaction with the stronger relation, the LOD of the calibration model can be driven
lower. The calibration model is plotted in Figure 6.2 and the evaluation details are in Table 6.4.
The produced model shows a very strong correlation between concentration and current density.
The LOD is acceptable at 0.0287 wt%, but the RMSECV at 0.1977 wt% is still slightly greater
than our desirable value. This value is nearly the same for the previous GdCl3 withdrawal model
with nearly the same concentration range.

Figure 6.2. Electrode withdrawal calibration model for UCl3 in LiCl-KCl at 773 K.
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Table 6.4. UCl3 Electrode Withdrawal Model.
Slope (mA cm-2 wt%-1)
75.6763
-2
Intercept (mA cm )
0.3866
R2
0.9914
LOD (wt%)
0.0287
RMSEC (wt%)
0.1163
RMSECV (wt%)
0.1977
6.1.1.3. UCl3 Semi-Differential Current Density Model
In order to strengthen the electrochemical modeling capabilities, a transformation can be
applied to the raw CV curve. Many researchers have used a semi-integrated current for
electroanalytical studies in the past [12,65–67]. This method transforms the CV into a shape
resembling of a steady state waveform and is based on the convolution theorem. The semi-integral
of current is defined as
𝑑−

1⁄
2

𝑑𝑡 −
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2

𝑖(𝑡) = 𝐼(𝑡) =
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𝜋

𝑡

∫

1⁄
2 0

𝑖(𝑢)
(𝑡 − 𝑢)
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2

𝑑𝑢

(6-1)

where i is the CV current and u is a dummy variable for the partial order integration [65]. Since
the data collected during CV experiments is discrete rather than continuous, the integration must
be done numerically using an algorithm such as Eq. (6-2).

𝐼(𝑘∆𝑡) =

1

𝑗=𝑘
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1
1
𝑖(𝑗∆𝑡 − 2 ∆𝑡)∆𝑡 ⁄2
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√𝑘 − 𝑗 + 1
2

After the measured data has been semi-integrated with respect to time, it can then be
differentiated with respect to potential to obtain the semi-differential (SD) current [12]. The SD
current has several advantages over the measured CV data. First, the transformation process
removes the dependence on excitation signal, meaning different scan rates can now be easily
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compared and run through the same model. Secondly, the SD voltammogram peaks have better
peak height to width ratios making them better for regression and allowing for simpler baseline
adjustment. Figure 6.3 shows the CV of sample U1 before and after the semi-differential
transformation.

Figure 6.3. CV data for sample U1 (a) before and (b) after the semi-differential transformation.
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In Figure 6.3 it can be seen that the baselines corresponding to different surface areas
collapse onto one another and the peaks become better defined. Using this transformation, a new
electrochemical calibration model was constructed using the SD peak current density relationship
to concentration. The model shows a stronger correlation than its electrode withdrawal predecessor
with an R2 of 0.9957 versus 0.9914. Unfortunately, the LOD increased from 0.0276 to 0.0441
wt%, but this is still a very acceptable limit. The main improvement is in the cross validation
evaluation; with the RMSECV at 0.1855 wt%, the SD model is close in precision to the SmCl3GdCl3 PLS model discussed in Section 5.2.4.

Figure 6.4. Semi-differential U3+/U calibration model for UCl3 in LiCl-KCl at 773 K.
Table 6.5. UCl3 Semi-Differential Model.
Slope (mA s1/2 V-1 cm-2 wt%-1)
226.7696
1/2 -1
-2
Intercept (mA s V cm )
131.0707
2
R
0.9957
LOD (wt%)
0.0441
RMSEC (wt%)
0.0821
RMSECV (wt%)
0.1855
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6.1.2. UCl3 LIBS Evaluation
6.1.2.1. UCl3 Univariate Model
The UCl3-LiCl-KCl ingots were flash frozen and tested following electrochemical testing.
The NIST atomic spectral line database contains several peaks for U; however, the presence of
these peaks depends on many factors and at this point many of these lines are calculated based on
theory. Williams tested a depleted U metal plate to determine spectral lines of interest and found
peaks at 357.872, 358.184, 358.488, 359.352, 360.527, 367.01, 385.96, and 387.10 nm [18]. All
of these peaks, except for the 387.10 nm line, correspond to singly ionized U plasma (U II). The
spectra of U5 was inspected and all the peaks were present, but many showed very weak intensities.
This difference can be attributed to the change in the gate delay between studies, 3 μs in Williams
study versus 14 μs in this study, and the fiber optic cable used in this study having a low
transmission frequency at 300 – 400 nm range [18]. The fiber optic cable could have been replaced,
but this would have risked introducing O2 into the box by removing the cable feedthrough.
When the spectra of U2.5 and U5 was compared with the spectra of a blank sample, as
shown in Figure 6.5, several additional U peaks were found. Of these peaks only the non-ionized
plasma peaks, U I, were selected for further analysis as they showed better intensity to width ratios.
For normalization, two schemes were used; the spectra were either normalized to the 323.25 nm
Li I peak or the 497.16 nm Li I peak. The models investigated benefited from being normalized to
a peak closer in vicinity to the model’s peak of interest. The models corresponding to the peaks
selected for investigation are summarized in Table 6.6.
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Figure 6.5. Comparison of blank, U2.5, and U5 LIBS spectra: (a) general region of interest and
(b) the 502.74 nm U I peak.
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Table 6.6. Evaluation of UCl3-LiCl-KCl Calibration Models
*
*
*
†
†
†
UI
UI
UI
UI
UI
UI
I = m × wt% + b 367.01
358.49
365.92
387.10
436.21
439.36
nm
nm
nm
nm
nm
nm

†

UI
502.74
nm

m (a.u. wt%-1)

0.1117

0.2507

0.2190

0.0540

0.0615

0.0651

0.0524

b (a.u.)

0.2532

0.2283

0.2336

0.0409

0.0401

0.0727

0.0390

LOD (wt%)

0.3166

0.0637

0.1916

0.1636

0.1518

0.1297

0.2553

R2

0.9768

0.9558

0.9640

0.9633

0.9671

0.9592

0.9738

RMSEC (wt%)

0.2467

0.3404

0.3070

0.3108

0.2936

0.3269

0.2618

RMSECV (wt%)

0.7658

0.8662

0.5163

0.5023

0.5552

0.5166

0.4230

†

*

Normalized to 323.25 nm Li I peak

Normalized to 497.16 nm Li I peak

Looking at the models in Table 6.6, it is difficult to distinguish the best model from these
results. As far as LOD, the 358.49 nm model shows the best performance at 0.0637 wt%; however,
the RMSECV for this model is the greatest in the set. Based purely on goodness of fit, the 367.01
nm has the largest R2 of 0.9768; yet, it fails to be impressive in the LOD and in the prediction
capability. When LOD, fit, RMSEC, and RMSECV are all considered, the 502.74 nm stands out
with the lowest RMSECV and the second best RMSE and R2. The calibration plot for the 502.74
nm model is shown in Figure 6.6.
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Figure 6.6. 502.74 nm UCl3 calibration model.
6.1.2.2. UCl3 Multivariate Model
The univariate LIBS models for UCl3 did not perform as well as the GdCl3 models from
the previous chapter, nor do they match the performance of the electrochemical models for UCl 3.
However, with U showing several different spectral lines, a multivariate approach may prove more
fruitful. First, the data set was divided into a training set (80%) and a test set (20%). Then, different
normalization schemes were tested. Although the difference in RMSECV between Li peaks used
for normalization was small, the 460.3 nm Li I line was found to be optimal providing a RMSECV
of 0.3579 wt% with 4 latent variables. Then the data was cropped to remove any spectral
information not contributing to the prediction of UCl3 concentration. Limiting the signal fed to the
model to the range 340 – 510 nm reduced the RMSECV to 0.3053 wt%. Differentiation was
attempted as a preprocess (as done in the previous chapter), but this weakened the model; thus, no
preprocessing was used.
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Figure 6.7. (a) UCl3 PLS model prediction error versus number of latent variables used and (b)
comparison between ICP-MS measured UCl3 concentrations and PLS predicted concentrations.
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Fifteen models were constructed with latent variables ranging from 1 – 15. These models
were evaluated based on their RMSEP and their RMSECV when a 10-fold cross validation scheme
was applied. The results of this cross validation are shown in Figure 6.7 (a). The RMSEP reduces
to zero as the number of components increase with no clear indication of when the system begins
to model noise versus useful characteristics of the spectra. Cross validation shows the first latent
variable modeling most of the important information, while the next 3 latent variables work to
clean up the model. After 4 latent variables, the RMSECV begins to plateau indicating that only
noise is being modeled afterwards; due to this, 4 latent variables were chosen for the final model.
The model with 4 latent variables was then applied to the test data set for validation. The
model returned estimated UCl3 concentrations with an error of prediction quantified by the
RMSECV of 0.3105 wt%. This is an improvement from the univariate models; however, it is still
greater than the electrochemical models. To visualize the PLS model, the comparison between
PLS estimates and ICP-MS measured concentration values is shown in Figure 6.7. (a) UCl3 PLS
model prediction error versus number of latent variables used and (b) comparison between ICPMS measured UCl3 concentrations and PLS predicted concentrations..
Overall, for the simple UCl3-LiCl-KCl system, the electrochemical modeling proves more
capable of estimating the salt concentrations. This is due to the CV of UCl3 having a better
resolution than the U LIBS peaks; however, as more species are mixed into the salt, the use of
LIBS and electrochemistry in parallel will most likely prove more crucial.

6.2. UCl3 – GdCl3 System
The data from the GdCl3-LiCl-KCl samples from Chapter 5 were used in the construction
of the following mixed systems containing GdCl3. Similarly, the UCl3-LiCl-KCl data sets from
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the previous section was also used. Nine new samples were tested with various concentrations of
UCl3 and GdCl3 to reveal any matrix effects from having a both species in the salt.

6.2.1. UCl3 – GdCl3 Electrochemical Evaluation
6.2.1.1. Cyclic Voltammetry and Diffusion Coefficients
The samples were electrochemically tested at five immersion depths. The CV procedure
was slightly modified when Gd was added to the system. An advanced CV function on the Biologic
VSP-300 allowed for CA to be run between CV cycles. By running CA at 0.2 V vs Ag/AgCl at
the end of the CV for 10-20 s to strip any remaining deposits from the working electrode, the
repeatability of the tests increased. The CV for sample UG3 is shown in Figure 6.8. The U reactions
appear the same as before, but now the CV sweep continues and the Gd3+/Gd metal reaction occurs.
The baseline of the Gd reduction peak is dependent upon the U reaction, but semi-differentiation
should simplify the issue. The testing of multiple mixed UCl3-GdCl3 samples is important because
of the deposition behavior of the system. Here, the U is deposited onto the W working electrode
and the Gd is deposited on top of that, unlike the single-analyte systems where U or Gd is deposited
directly onto the electrode. The interaction between these two species is required to be accounted
for in the model to ensure its accuracy.
The diffusion coefficients for both U and Gd were calculated using the baseline corrected
electrode withdrawal current versus surface area profiles. Table 6.7 provides the resulting values.
The GdCl3-LiCl-KCl diffusion values match well with those calculated in the previous chapter.
The only difference is the CV scan rate. Here, for the mixed samples, the U3+ diffusion seems to
be slightly lowered by the addition of Gd but is still within range. The Gd3+ diffusion varies with
the addition of UCl3; however, when the concentration of UCl3 is much greater than GdCl3, the
calculated diffusion value decreases likely due to the deposition of U before Gd.
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Figure 6.8. CV of sample UG3 at 200 mV s-1, 773 K, and various immersion depths.
Table 6.7. Diffusion Coefficients for U3+ and Gd 3+.
U3+
Gd3+
Sample
Diffusivity
Diffusivity
2 -1
5
(cm s × 10 )
(cm2 s-1 × 105)
G1
0.869 ± 0.024
G2
0.762 ± 0.020
G3
1.024 ± 0.031
G4
0.646 ± 0.016
G5
0.651 ± 0.016
UG1
0.622 ± 0.014
0.424 ± 0.008
UG2
0.531 ± 0.011
0.631 ± 0.015
UG3
0.556 ± 0.012
0.554 ± 0.012
UG4
0.550 ± 0.012
0.741 ± 0.019
UG5
0.605 ± 0.014
0.749 ± 0.019
UG6
0.700 ± 0.017
0.518 ± 0.011
UG7
0.659 ± 0.016
0.754 ± 0.020
UG12
0.720 ± 0.018
0.951 ± 0.028
UG13
0.410 ± 0.008
0.454 ± 0.009
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6.2.1.2. UCl3-GdCl3 Semi-Differential Electrode Withdrawal Model
The semi-differential transformation was performed on all the samples and multiple
calibration models were constructed. The first utilized the U4+/U3+ reaction and is shown in Figure
6.9 and detailed in Table 6.8. The model has a strong fit with an R2 of 0.9879 and can estimate
UCl3 concentrations in both mixed and non-mixed salt systems well with a RMSECV of 0.2034
wt%.

Figure 6.9. UCl3 SD-CV calibration model based on the U4+-U3+ reaction peak.
Next, the U3+/U metal reaction peak was used for a calibration model. Unfortunately, the
matrix effects from the presence of Gd weaken the model. Figure 6.10 displays the U3+/U reaction
peaks versus UCl3 concentrations. The data in Figure 6.10 follows two separate trends based on
whether Gd is present or not. The light red region contains the UCl3-LiCl-KCl model made in
Section 6.1.1.2 while the blue region encloses the mixed samples. The details for the U3+/U models
generated using the all data points and only the mixed samples can be seen in Table 6.8.
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Figure 6.10. Comparison of SD current density of the U3+ reaction peak for UCl3 and UCl3GdCl3 in LiCl-KCl eutectic at 773 K.

Table 6.8. U-Gd Semi-Differential Calibration Models.
wt% = m×SDpeak + b
U4+/U3+
U3+/U
U3+/U
All
Mixed Only
m
19.2491
198.3665
175.4499
(mA s

1/2

-1

-2

Gd3+/Gd
247.0257

-1

V cm wt% )
b

2.8299

27.8145

9.5261

85.9291

R2

0.9879

0.8853

0.9666

0.9260

LOD (wt%)

0.0110

0.0049

0.1862

0.1269

RMSEC (wt%)

0.1896

0.5827

0.2659

0.4456

RMSECV (wt%)

0.2034

0.7477

0.4891

0.5260

(mA s

1/2

-1

-2

V cm )
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A model for Gd was constructed using the Gd3+/Gd reaction peak. This model was
moderately acceptable with an RMSECV of 0.5260 wt%. Unlike the U3+ peak model, there were
no clear differences in trend between samples containing U and those not. The model is also
summarized in Table 6.8. Based on the models constructed, the U4+ and the Gd3+ peak models
appear the best for electrochemical estimation of the concentrations in the salt.
One other option for improvement of the electrochemical model is to do a multivariate
evaluation of the signal. When the semi-differential transform is performed on the cathodic CV
sweep, it begins to appear more like an emission spectrum. This opens up the possibility of using
the SD CVs with PLS modeling. This method offers benefits such as modeling both UCl3 and
GdCl3 simultaneously, as well as being able to utilize multiple features of the CV including the
reduction peaks and the absorption peak preceding the main U3+ reduction reaction. PLS has been
shown to have strong prediction capabilities when applied to electrochemical signals. Rappleye
and team compared the use of peak height models, principal component regression (PCR), and
PLS on data reported by Iizuka [14,33]. In their study, PLS outperformed PCR and the peak height
models.
The SD CV data was modified via interpolation to ensure that each file would have the
same potential range and step size. The data was split into a training set and a test set as in previous
PLS modeling. Then 15 models were constructed with the number of latent variables ranging from
1 to 15. The models were cross-validated with a 10-fold scheme and the RMSECV versus the
number of latent variables is shown in Figure 6.11(a). The error associated with the GdCl3
concentration prediction decreases rapidly as the number of latent variables increase from 1 – 4;
no additional latent variables after this seem to have any significant impact for the GdCl 3 error.
Although the UCl3 RMSE does not decrease as rapidly as its GdCl3 counterpart does, it continues
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to decrease until plateauing at 6 latent variables. The 6 latent variable model was then tested using
the validation data set and resulted in RMSECV of 0.1724 and 0.2492 wt% for UCl3 and GdCl3,
respectively. A comparison of the model estimates and ICP-MS determined concentrations is
shown in Figure 6.11(b).
The PLS model showed a slightly better UCl3 prediction capability than the U4+ SD peak
model, furthermore, the GdCl3 prediction capability of the PLS model is much better than the
univariate Gd3+ SD peak model. The PLS model’s improved regression capability can be attributed
to the model being able to compensate for the matrix effects which weakened the univariate
models, such as the differing U3+ peak trends for the mixed and non-mixed salt systems.

6.2.2. UCl3 – GdCl3 LIBS Evaluation
The SD PLS model provided the strongest predictions for UCl3 and GdCl3 when mixed in
LiCl-KCl, but the model performed better for UCl3 estimation thanks to there being two U
reactions in the electrochemical window.

Fortunately, the challenges that our faced with

electroanalytical evaluation do not necessarily carry over to optical spectroscopy. Both Gd and U
have plenty of spectral lines observed in the LIBS plasma which can be used for quantitative model
development. In Section 5.2.3, the univariate LIBS models performed very well during cross
validation with the 501.5 nm Gd I peak having a RMSECV of 0.2063 wt%. The multivariate model
improved on this with an RMSECV of 0.1670 wt%. Both values are much better than the SD Gd3+
reduction peak and SD PLS models, meaning LIBS might offer a better solution for GdCl3
estimation while UCl3 estimation could be done by using the electrochemistry.
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Figure 6.11. (a) SD PLS model prediction error versus number of latent variables used and (b)
SD PLS concentration estimates versus ICP-MS determined concentrations.
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6.2.2.1. UCl3-GdCl3 Univariate Models
The LIBS spectra were normalized to the intensity of the dominant Li peak of each
spectrum between 340 – 585 nm. Then, the univariate models for both U and Gd were rebuilt to
include the spectral responses from the mixed samples. While some spectral peaks were weakened
or obstructed in the samples containing both UCl3 and GdCl3, a few lines still provided decent
models. The top three univariate LIBS models for UCl3 and GdCl3 are detailed in Table 6.9.

Table 6.9. Top Univariate LIBS Models for UCl3 and GdCl3.
UI
UI
UI
Gd I
Gd I
I = m × wt% + b 502.74
386.93
436.21
386.74
417.50
nm
nm
nm
nm
nm
-1
m (a.u. wt% )
0.0151
0.0099
0.0157
0.0231
0.0320

Gd I
501.50
nm
0.0408

b (a.u.)

0.0007

0.0025

0.0043

0.0101

0.0104

0.0060

LOD (wt%)

0.0447

0.0936

0.0552

0.0936

0.0428

0.0123

R2

0.9506

0.9648

0.9616

0.9149

0.9444

0.9713

RMSEC (wt%)

0.3923

0.3312

0.3462

0.4517

0.3650

0.2625

RMSECV (wt%)

0.4906

0.3685

0.3939

0.5517

0.4192

0.3107

Previously, the 502.74 nm peak model performed the best in the UCl3-LiCl-KCl samples,
but with the addition of GdCl3 it no longer was the strongest. The 386.93 and 436.21 nm models
are very comparable having similar RMSECV values and coefficients of determination. The LOD
for the 436.21 nm model is lower at 0.0552 wt%, making its slightly weaker fit and slightly larger
RMSECV a fair tradeoff. As for Gd, the models rank in the same order as when GdCl3 was tested
in the presence as SmCl3. However, the RMSECV values are all increased with this mixture; this
could be an indication of some spectral interference due to U-Gd matrix effects. Fortunately, the
501.50 nm Gd I line provides a much better model for estimating GdCl3 concentrations in the salt
than the univariate electrochemical models.
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6.2.2.2. UCl3-GdCl3 Multivariate Models
These matrix effects can be accounted for by multivariate modeling and based on Section
5.2.4 for multispecies LIBS calibrations, PLS models perform better than their univariate
counterpart. Using the same training and testing scheme used in previous PLS sections the number
of latent variables was investigated for the UCl3-GdCl3 LIBS system. The RMSECV values versus
the number of latent variables used in the constructed model are shown in Figure 6.12(a). The UCl3
RMSEP and RMSECV trends diverge at 4 latent variables and the GdCl3 values plateau at 4 as
well. Based on this, 4 latent variables were chosen.
The training set was then run through the 4 variable PLS model and the resulting RMSECV
were 0.3772 and 0.1749 wt% for UCl3 and GdCl3, respectively. The square plot comparing the
model estimations to ICP-MS values is shown in Figure 6.12(b). The UCl3 RMSECV value falls
on the scale of the univariate models. The number of latent variables could be increased to 6 or 7
as the RMSECV values continue to fall slightly in Figure 6.12(a), but the electrochemical PLS
model would still be the preferable method for UCl3 estimation. On the other hand, the LIBS PLS
model performs better for GdCl3 data sets.
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Figure 6.12. (a) Selection of latent variable number for UCl3-GdCl3 LIBS PLS model and (b)
comparison of UCl3-GdCl3 LIBS PLS model concentration estimation versus ICP-MS values.
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6.3. UCl3 – MgCl2 System
Prior to testing a three species salt, the UCl3-MgCl2 in LiCl-KCl system needed to be
analyzed. The procedure for analysis was the same as the UCl3-GdCl3 system with both univariate
and multivariate models being constructed using the electrochemical and LIBS data. The
prediction capabilities of these models, as well as the investigating the matrix effects of mixing
UCl3 and MgCl2, aid in the development of a three species detection model.

6.3.1. UCl3 – MgCl2 Electrochemical Evaluation
6.3.1.1. Cyclic Voltammetry and Diffusion Coefficients
Five MgCl2-LiCl-KCl samples were tested with MgCl2 concentrations ranging 0.1 – 1.2
wt% (see Table 6.2 for details). This wt% range seems smaller compared to UCl3 and GdCl3
concentration ranges used previously, but the molar concentrations are on the same scale. These
samples were tested electrochemically via CV at 200 mV s-1 at 773 K and multiple immersion
depths and the flash frozen salt ingots were analyzed with LIBS. Then four mixed samples
containing both UCl3 and MgCl2 were tested in the same manner to identify any changes in
behavior when both species are present.
The CV of sample UM4 (3.287 wt% UCl3 and 1.274 wt% MgCl2) is shown in Figure 6.13.
In this CV the U reactions are the same as previously discussed. After the U3+-U reaction the Mg2+Mg soluble/insoluble reaction occurs at -1.89 V vs Ag/AgCl. Similar to the UCl3-GdCl3 system,
the U metal deposits onto the electrode first and then the Mg metal deposits on top of the U.
The diffusion values were calculated using the baseline corrected electrode withdrawal
current peaks versus surface area data. The U3+ and Mg2+ diffusivities are shown in Table 6.10.
The Mg2+ diffusion values show no clear change in behavior when UCl3 is in the salt system. The
Mg2+ diffusivities are similar to the values calculated by Martinez and team: 0.8 and 1.7 cm2 s-1 ×
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105 at 673 and 823 K [36]. When compared to Mg2+ diffusion coefficients calculated via CA and
NPV by Wang and coworkers, the values in this study are much smaller [16]. As for U3+ diffusion
values, they slightly decreased when Mg is present but not quite as impacted by Mg as by Gd.

Figure 6.13. CV of sample UM4 at 200 mV s-1, 773 K, and various immersion depths.
Table 6.10. Calculated Diffusion Values for UCl3-MgCl2 Salt System at 773 K.
U3+
Mg2+
Sample
Diffusivity
Diffusivity
2 -1
5
(cm s × 10 )
(cm2 s-1 × 105)
M1
0.256 ± 0.002
M2
0.626 ± 0.008
M3
0.652 ± 0.009
M4
0.577 ± 0.007
M5
0.539 ± 0.006
UM1
0.781 ± 0.014
0.630 ± 0.008
UM2
0.694 ± 0.011
0.586 ± 0.007
UM3
0.697 ± 0.011
0.595 ± 0.008
UM4
0.771 ± 0.013
0.677 ± 0.009
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6.3.1.2. UCl3-MgCl2 Semi-Differential Electrode Withdrawal Models
Three models were made using the semi-differential CV data and are detailed in Table
6.11. The first used the peak intensity of the U4+/U3+ reaction to predict the UCl3 concentration in
the salt. The resulting model has a similar slope and intercept as the equivalent model constructed
from the UCl3-GdCl3 data set. This is a good indication that the U4+/U3+ peak will be useful in the
three species system. The second model, made with the U3+/U reaction peak, has a lower LOD
and RMSECV than the U4+ peak model. Unlike when GdCl3 was in the system, the MgCl2 presence
does not affect the U3+ model. The final model made from the Mg2+/Mg peak resulted in a good
fit as well.
Table 6.11. UCl3-MgCl2 Semi-Differential Calibration Models
wt% = m×SDpeak + b
U4+/U3+
U3+/U
Mg2+/Mg
m
18.6682
247.3188
416.6344
(mA s1/2 V-1 cm-2 wt%-1)
b

3.3063

21.7188

25.2880

R2

0.9825

0.9821

0.9485

LOD (wt%)

0.0200

0.0050

0.0023

RMSEC (wt%)

0.2076

0.2095

0.1058

RMSECV (wt%)

0.3311

0.2666

0.1251

(mA s

1/2

-1

-2

V cm )

Next, a multivariate model was constructed using the PLS algorithm. The resulting data set
was again divided into both training and test sets and then model building began. With the SD CVs
already adjusted for surface area, no other normalization or preprocessing proved worthwhile.
Then the number of latent variables to be used in the model was explored using a 10-fold cross
validation. The RMSE values for each species versus the number of latent variables is shown in
Figure 6.14(a). The RMSEP and RMSECV trends do not diverge as overtly as with the LIBS PLS
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models made previously. This is due to the difference in the level of noise between the
electrochemical and LIBS data. For this data set, it is better to look for when the addition of latent
variables results in only a slight decrease or no change in the RMSE. For the MgCl2, this occurs at
4 latent variables. Although the UCl3 trend continues to decrease past 4 variables, the RMSEP and
RMSECV do separate more at this point; so to avoid any possible overfitting, 4 latent variables
was selected.
The selected model was then run on the test data set and resulted in the predictions, as
shown in Figure 6.14(b). The RMSECV values for the final model were 0.2077 and 0.1092 wt%
for UCl3 and MgCl2, respectively. The performance of the model is very good and shows a slight
improvement in comparison to the univariate models. The multivariate model appears more
important to UCl3 prediction due to the SD CV of UCl3 having several features that cannot be
captured in a single univariate model.

125

Figure 6.14. (a) Selection of number of latent variables for UCl3-MgCl2 SD CV PLS model and
(b) SD PLS model predictions versus ICP-MS measurements for UCl3-MgCl2 test set.
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6.3.2. UCl3 – MgCl2 LIBS Evaluation
6.3.2.1. UCl3-MgCl2 Univariate Models
The LIBS spectra of a sample containing only UCl3-LiCl-KCl and one containing only
MgCl2-LiCl-KCl were compared to identify Mg peaks of interest and to check if any of the
previously used U peaks were obstructed by the Mg. Figure 6.15 shows the overlapped spectra
from 500 – 525 nm. The result reveals that the 502.74 nm U I peak is unobstructed by the Mg
peaks. Mg has only a handful of strong peaks in the spectra collected, three of which are between
516 – 519 nm, and one additional Mg peak was found at 383.82 nm.

Figure 6.15. Comparison of the LIBS spectra of samples U1, M1, M4, UM2 to identify peaks of
interest.
All previously used U LIBS peaks were investigated and the three strongest models were
provided by the 358.49, 436.21, and 502.74 nm peaks. The reconstructed models for these peaks
and the UCl3-MgCl2 dataset are detailed in Table 6.12. Of these models, the 502.74 nm U I peak
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model was the strongest with the highest coefficient of determination and lowest LOD and
RMSECV values. The top three Mg peak models are detailed in Table 6.12 as well. The strongest
model for Mg concentration prediction used the 518/37 nm Mg I peak. This model had an R 2 of
0.9939 and a RMSECV of 0.0413 wt%.
Table 6.12. UCl3-MgCl2 Univariate LIBS Models.
UI
UI
UI
Mg I
Mg I
I = m × wt% + b
358.49
436.21
502.74
383.82
517.26
nm
nm
nm
nm
nm

Mg I
518.37
nm

m (a.u. wt%-1)

0.0153

0.0147

0.0128

0.0530

0.0518

0.0890

b (a.u.)

0.0033

0.0021

0.0010

0.0044

0.0013

0.0025

LOD (wt%)

0.0879

0.0842

0.0532

0.0271

0.0269

0.0116

R2

0.9694

0.9720

0.9787

0.9725

0.9928

0.9939

RMSEC (wt%)

0.2722

0.2605

0.2271

0.0724

0.0371

0.0341

RMSECV (wt%)

0.3253

0.3158

0.2851

0.1081

0.0405

0.0413

6.3.2.2. UCl3-MgCl2 Multivariate Models
Using 80% of the UCl3-MgCl2 LIBS spectral data, a multivariate model was built to predict
UCl3 and MgCl2 concentrations. The spectra were normalized to the 460.3 nm Li I peak and then
then cropped to only include the 340 – 520 nm wavelength range. The normalization decreased
the RMSE from 0.3153 to 0.2111 and 0.2978 to 0.2360 wt% for UCl3 and MgCl2, respectively.
Removing unnecessary information from the model by cropping the spectral wavelengths reduced
the RMSE further to 0.2703 and 0.1083 wt% for UCl3 and MgCl2, respectively.
The cross-validated latent variable selection plot is shown in Figure 6.16(a). The MgCl2
trend clearly indicates that only the first 4 latent variables model useful information for MgCl2

128

based on the RMSECV plateauing thereafter. The UCl3 RMSEP and RMSECV begin to separate
at 4 latent variables, but the RMSECV continues to decrease and then plateaus at 5 latent variables,
indicating the 5th latent variable still models useful spectral information. To minimize the RMSE
for both UCl3 and MgCl2 5 latent variables was selected for the final model. This model was then
validated using the testing dataset and resulted in a RMSECV of 0.2529 and 0.0657 wt% for UCl3
and MgCl2, respectively. The predictions are compared to ICP-MS values in Figure 6.16(b).
The multivariate model is a slight improvement on the univariate UCl3 model but is weaker
than the univariate 517.26 and 518.37 nm Mg I models based on the RMSECV. For the UCl3MgCl2 dataset, the SD PLS model seems the best method for UCl3 prediction, while the univariate
LIBS models would be best for MgCl2 prediction.
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Figure 6.16. (a) Selection of the number of latent variables for UCl3-MgCl2 LIBS PLS model and
(b) UCl3 and MgCl2 concentration prediction of 5-component LIBS PLS model compared to
ICP-MS measurements.
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6.4. UCl3 – GdCl3 – MgCl2 System
The analysis of the UCl3, UCl3-GdCl3, and UCl3-MgCl2 systems in LiCl-KCl shed light on
which method and model best predicted the species with and without the presence of other species.
Next, a three species system was tested. Previously, the electrochemical system was relatively
simple, but with the inclusion of both GdCl3 and MgCl2, the reaction peaks will be less
prominence. Likely, this will weaken the electrochemical univariate models, but the multivariate
PLS model should be able to separate the peak trends despite the overlap. The main goal of this
section is to determine the best method for predicting the species’ concentrations in a three species
salt situation.

6.4.1. UCl3 – GdCl3 – MgCl2 Electrochemical Evaluation
The electrochemical testing of the UCl3-GdCl3-MgCl2-LiCl-KCl was done the same way
as in the previous sections with one exception. That is, the samples were tested with scan rates
ranging from 200 – 2000 mV s-1 and the 1000 – 2000 mV s-1 ranges because the Gd3+/Gd and
Mg2+/Mg peaks had increased resolution at higher scan rates. Fortunately, the semi-differential
transformation negates the effect of the scan rate of the perturbation signal.
Figure 6.17 displays a CV of sample UGM1 at 773 K and a scan rate of 1000 mV s-1. On
the cathodic sweep from 0.2 to -2.35 V vs 1 mol% Ag/AgCl, four reactions can be seen: (1) the
soluble/soluble reduction of U4+ to U3+, (2) the reduction of U3+ to U metal, (3) the reduction of
Mg2+ to Mg metal, and then (4) the reduction of Gd3+ to Gd metal. Since reactions 2-4 are
soluble/insoluble reactions, the surface area increases as more metal is deposited on the electrode
resulting in the baseline shift seen between reactions 2 and 3. Once again the SD transformation
was applied to mitigate the baseline shift and better prepare the CV data for modeling.
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Figure 6.17. CV of sample UGM1 at 1000 mV s-1, 773 K, and several immersion depths.
Using the SD CV curves, the previously constructed univariate models for each species
were evaluated. The U4+/U3+ peak model provided a strong model, but the U3+, Mg2+, and Gd3+
peak models did not show any useful predictive capabilities. The U4+/U3+ peak model details are
shown in

Table 6.13, and the model is compared with sample responses in Figure 6.18. The model is very
strong with low LOD and RMSECV values.
Fortunately, the PLS algorithm can regress the entire semi-differential CV cathodic sweep
allowing it to differentiate the Mg3+/Mg and the Gd3+/Gd reaction peaks even when overlapping.
To construct the PLS model, the samples were divided into both training and testing data sets, 80%
and 20% of the sample population, respectively. The training data set was used with a 10-fold
cross-validation to select the number of latent variables to be used in the final model. The RMSEP
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and RMSECV values for all three species are shown in Figure 6.19 (a). The RMSEP for the GdCl3
begins very high compared to UCl3 and MgCl2, but the first two latent variables reduce it to a
similar scale as the other two species. This is an indication that the first two latent variables model
mostly GdCl3. All three species RMSEP continues to decrease until the number of latent variables
reaches 6. At that point, the RMSEP for UCl3 and MgCl2 levels out, but the RMSEP for GdCl3
continues to decrease with no clear inflection point to indicate where noise begins to be modeled
rather than useful characteristics of the SDCV. To avoid overfitting the data, we chose 5 latent
variables; this point corresponds to the last significant reduction in prediction error when variables
were added.
The test data was then run through the 5-variable PLS model and the RMSECV was
calculated to be 0.2398, 0.3872, and 0.2211 wt% for UCl3, GdCl3, and MgCl2, respectively. Figure
6.19 (b) shows the model predictions for the test data set versus the ICP-MS measurements. Based
on these results, the PLS model might be equally effective in predicting the concentration of UCl3
and MgCl2 in the salt samples due to the proximity of their RMSECV values. The ability for the
PLS model to predict GdCl3 and MgCl2 concentrations in the salt samples surpasses the
capabilities of univariate models; however, the GdCl3 prediction is less than favorable in
comparison to UCl3 and MgCl2 predictions. The LIBS data will likely prove more useful for GdCl3
prediction as it was shown to be better at prediction for Gd than the electrochemical data in Section
6.2.2.1.
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Figure 6.18. U4+/U3+ peak model with sample response.

Table 6.13. U4+ SD CV Peak Model for UCl3 in UCl3-GdCl3-MgCl2 Salts.
wt% = m × SDpeak + b
U4+-U3+
(mA s

1/2

m
V cm-2 wt%-1)

20.5090

-1

b
(mA s1/2 V-1 cm-2)

2.0523

R2

0.9916

LOD (wt%)

0.0036

RMSEC (wt%)

0.1465

RMSECV (wt%)

0.1890
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Figure 6.19. (a) RMSEP and RMSECV values for UCl3, GdCl3, and MgCl2 versus number of
latent variables in the SDCV PLS model, (b) SDCV PLS model predictions versus ICP-MS
measurements.
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6.4.2. UCl3 – GdCl3 – MgCl2 LIBS Evaluation
The LIBS spectra were normalized, and then previously utilized peaks were investigated
for each species to rebuild models using the entire UCl3-GdCl3-MgCl3 data sets. By rebuilding the
models using the entire data sets, the LIBS peaks that can be used most reliably were identified.
The top three models for each species are detailed in Table 6.14. When the RMSECV are compared
with the previously constructed models the UCl3 models show improvement. The increase in
sample population helps with the improvement of these models. The GdCl3 models are on par with
the previously built models, except for the Gd I 501.5 nm model which is improved. The Gd I
501.5 nm calibration model is shown in Figure 6.20. It can be seen that the sample signals cluster
around the model well with little variation in peak intensity between repetitions.
Table 6.14. Top Calibration Models for UCl3, GdCl3, and MgCl2 in the Complete UCl3-GdCl3MgCl2 Dataset.
Model
I = m × wt% + b

m
(a.u. wt%-1)

b
(a.u.)

LOD
(wt%)

R2

RMSEC
(wt%)

RMSECV
(wt%)

U I 502.74 nm

0.0148

-0.0002

0.0379

0.9719

0.2644

0.2825

U I 436.21 nm

0.0161

0.0021

0.0604

0.9811

0.2165

0.2309

U I 387.10 nm

0.0104

0.0013

0.0887

0.9789

0.2287

0.2382

Gd I 386.74 nm

0.0247

0.0064

0.0311

0.9440

0.3625

0.4200

Gd I 417.50 nm

0.0337

0.0073

0.0320

0.9605

0.3044

0.3316

Gd I 501.50 nm

0.0421

0.0047

0.0225

0.9801

0.2163

0.2373

Mg I 518.37 nm

0.0929

0.0062

0.0111

0.9271

0.1220

0.1554

Mg I 517.26 nm

0.0527

0.0024

0.0264

0.9148

0.1318

0.1628

Mg I 383.82 nm

0.0545

0.0055

0.0263

0.8520

0.1738

0.2259
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Figure 6.20. Gd I 501.5 nm calibration model.
The 501.5 nm Gd I model shows a promising alternative to the weaker prediction
capabilities of the electrochemical models for GdCl3. The deterioration of the MgCl2 must be due
to the presence of GdCl3. UCl3 was shown to not present large matrix effects on the MgCl2 models,
but Gd has many more spectral lines, which could impact the MgCl2 models.
A PLS model was built to mitigate the issues caused by Gd-Mg matrix effects. The data
sets were split, and the training set was used to determine the optimal number of latent variables
to select. The 10-fold cross-validation resulted in the plot shown in Figure 6.21 (a). The first two
variables explain a large amount of the variance in UCl3 and GdCl3. The MgCl2 and GdCl3
RMSECV values then decrease slowly plateauing at around 6 latent variables. The UCl3 RMSECV
trend remains higher than the GdCl3 and MgCl2 trends but separates from the RMSEP trend and
plateaus at 4 latent variables as well.
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Figure 6.21. (a) RMSEP and RMSECV values for UCl3, GdCl3, and MgCl2 versus number of
latent variables in the LIBS PLS model and (b) LIBS PLS model predictions versus ICP-MS
measurements.
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Based on the model building, the final model was set with the usage of 4 latent variables.
The test data set was then applied and resulted in RMSECV values of 0.4374, 0.1766, and 0.1688
wt% for UCl3, GdCl3, and MgCl2, respectively. The PLS model predictions in comparison to ICPMS measurements are shown in Figure 6.21 (b). The RMSECV performance verifies the methods
ability to compensate for Gd-Mg matrix effects, which greatly affected univariate models. For
GdCl3 and MgCl2, the LIBS PLS models outperform the SD PLS models. As for UCl3, the
electrochemical methods are more promising.

6.4.3. UCl3 – GdCl3 – MgCl2 Semi-Differential LIBS Sensor Fusion
Instead of executing both an electrochemical and LIBS model in parallel, it is possible to
fuse the signals so that they can be run through a single model. The UCl3 the electrochemical signal
is a better predictor, but for the other two species the LIBS signal is preferable. When the two
signals are fused, the prediction capabilities should be additive such that the electrochemical
signal’s ability to predict UCl3 allows the model to focus on how to best predict GdCl3 and MgCl2
using the LIBS signal.
Sensor fusion is generally used as a method of overcoming the limitations of a specific
singular method. The combination of two sensor signals allows for better differentiation between
species. Sensor fusion has been utilized on spectroscopic methods before, with general success
[68–70]. Despite sensor fusion being around for several decades, there are no hard-set rules for
how to fuse signals. Ramos and team discussed two methods of sensor fusion [70]. One method
used was called first level fusion—the raw signals are combined without alteration. The other
method was second level fusion—only specific features are extracted and then combined. The
process used in this study is in-between the first and second level fusion strategies.
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To combine the SD CV and LIBS signals, only minor data manipulation was made. The
SD current was scaled from 0 – 1 by dividing all signals by the maximum SD current value. The
SD potential was then replaced with a dummy x variable that ranged from 0 – 320. The LIBS
spectra were cropped to only include data from the range 320 – 520 nm. The spectra were then
normalized to the maximum peak intensity forcing the spectra to range from 0 – 1 as well. Lastly,
the dominant Li peaks were removed from the spectra as they had much larger intensities than the
peaks corresponding to the individual species. After this process, the SD CV data and LIBS spectra
were pieces together to form one single spectrum. Figure 6.22 shows a diagram of the data fusion
process and Figure 6.23 shows an example of the results of this fusion method.

Figure 6.22. Signal fusion process diagram.
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Figure 6.23. Example of SD CV - LIBS fused signals.
Next, a new PLS model was constructed in the same manner as the previous PLS models.
Figure 6.24(a) displays the RMSE response to the number of latent variables included in the model.
The first two latent variables model primarily UCl3 and GdCl3 as represented by the drastic
decrease in their RMSEP and RMSECV. The next several latent variables then model mostly
MgCl2 and to some extent GdCl3. Once again, after 6 latent variables, the RMSECV trends either
plateau or split from the RMSEP trends. Despite the UCl3 RMSECV trend separating from the
RMSEP at 6 latent variables, there is still a significant decrease in the prediction error. For this
reason, 6 latent variables were selected for the final model with a mild risk of overfitting the data.
The constructed model was then run with the testing data set and resulted in RMSECV values of
0.1948, 0.1725, and 0.1296 wt% for UCl3, GdCl3, and MgCl2, respectively.
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Figure 6.24. (a) SDCV - LIBS PLS model selection of latent variables and (b) fused PLS model
predictions versus ICP-MS measurements.
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Figure 6.25 illustrates the PLS model coefficients to better understand how the model
utilizes the fused data. Here, the UCl3 concentration regression coefficients have large peaks in the
electrochemical portion of the signal (0 – 320 a.u.) corresponding to the U4+/U3+ and U3+/U
reactions and then several intermediate sized peaks in the LIBS portion of the signal (320 – 520
a.u.). It can be interpreted as the SD CV data being more useful for UCl3 prediction and the LIBS
data being more useful for adjusting that prediction. The GdCl3 regression coefficients focus more
on the LIBS portion of the signal to interpret the concentration, but still utilize the Gd3+/Gd
reaction peak. Lastly, MgCl2 seems to equally consider both the SD CV signal and LIBS portions
of the signal corresponding to the Li peaks. This behavior reflects the prediction capabilities seen
in the SD CV and LIBS PLS models where the regression coefficients focus on the signals with
the stronger prediction capability while using the other signal for minor adjustments. The model
predictions versus the ICP-MS measurements are shown in Figure 6.24 (b).

Figure 6.25. SD CV - LIBS PLS model coefficients.
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Table 6.15. Comparison of Single Signal and Fused Signal PLS Models.
SD CV
LIBS
SD CV – LIBS
PLS
PLS
PLS
Number of Latent Variables

5

4

6

RMSECV UCl3 (wt%)

0.2398

0.4374

0.1948

RMSECV GdCl3 (wt%)

0.3872

0.1766

0.1725

RMSECV MgCl2 (wt%)

0.2211

0.1688

0.1296

The fused PLS model results are compared with the results of the SDCV and LIBS PLS
models in Table 6.15. The results show that the fused model provides an average of a 38.53%
reduction in RMSECV compared to the SDCV PLS model and an average of a 27.00% reduction
in RMSECV compared to the LIBS PLS model. The fused model performs well particularly
considering it utilizes both LIBS and electrochemical signasl and is able predict all three species
simultaneously. However, some of this increase in performance may only be due to the increase
in latent variables.

6.5. UCl3 – GdCl3 – MgCl2 Blind Samples
As a final test of the SD CV – LIBS PLS model’s prediction capability, five blind samples
were examined. These samples were prepared according to the procedure described in Section
3.2.2 by a fellow research assistant in the laboratory. Three constraints were placed on the samples
including: (1) they only contain species that models have been constructed for (UCl3, GdCl3, and
MgCl2), (2) the concentrations of these species in the salt must fall below the maximum
concentration used for model construction, and lastly (3) GdCl3 and MgCl2 may be absent from
the samples, but UCl3 should always be present at some level. These constraints were meant to
ensure the samples were included in the concentration region defined and to be representative of
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pyroprocessing salts where U is expected at some level, but the rare earth species concentrations
may vary.
The intent of the blind sample testing was to compare the measurement capabilities of the
model to the ICP-MS when the user has no knowledge of the samples expected concentration. The
samples were tested and then the concentrations were computed using the SD CV – LIBS PLS
model built using the entire calibration set. Then small amounts of the sample salts were dissolved,
diluted, and run through the ICP-MS instrument to determine benchmark concentration values.
The results of both ICP-MS and this study’s model are shown in Table 6.16.
Table 6.16. Blind Sample Concentration Estimation Results Versus ICP-MS Results with
Correlation T-test.
ICP-MS Results
B1
B2
B3
B4
B5

UCl3 (wt%)
0.739 ± 0.042
2.291 ± 0.035
1.523 ± 0.024
2.324 ± 0.012
0.697 ± 0.011

GdCl3 (wt%)
1.830 ± 0.078
2.500 ± 0.050
2.623 ± 0.044
0.861 ± 0.015
0.006 ± 0.006

Model Predictions
MgCl2 (wt%)
0.597 ± 0.007
0.900 ± 0.008
1.303 ± 0.004
0.021 ± 0.000
1.337 ± 0.008

UCl3 (wt%)
GdCl3 (wt%)
0.879 ± 0.109 1.854 ± 0.113
2.213 ± 0.102 2.393 ± 0.169
1.516 ± 0.199 2.641 ± 0.154
2.769 ± 0.146 1.014 ± 0.100
0.943 ± 0.115 -0.019 ± 0.031
r = 0.967
r = 0.997
-3
p = 7.12×10
p = 2.33×10-4

MgCl2 (wt%)
0.625 ± 0.042
1.133 ± 0.110
0.978 ± 0.092
0.236 ± 0.023
1.067 ± 0.149
r = 0.903
p = 3.59×10-2

Looking at Table 6.16, the ICP-MS and model concentration measurements match well
with minor exceptions. The model predicts the GdCl3 concentration of sample B5 to be negative,
which can be considered as zero, although this wasn’t explicitly coded in. The main discrepancy
is with the MgCl2 concentrations, specifically that of sample B4. To determine which measurement
was correct, the researcher who prepared the sample identified the planned concentrations of
sample B4 to be 2 wt% UCl3, 1 wt% GdCl3, and 0 wt% MgCl2. Based on this, the ICP-MS may
have measured trace contaminants of MgCl2 from previous samples and the PLS model is
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providing a false positive. It is important to mention that the standard error of the ICP-MS results
is generally 10× smaller than that of the PLS model results. This indicates that the PLS model may
be more useful for near real time monitoring and the ICP-MS results from withdrawing samples
can be used for post run analysis. A square plot to visualize the proximity of the model predictions
to those of the ICP-MS is shown in Figure 6.26, where the 1:1 line represents a perfect match.
As done in Section 5.1.4, a t-test was performed between the ICP-MS results and the model
results to test for a statistically significant correlation between the two sets of results. First the
Pearson correlation coefficients, r, were calculated and are reported in Table 6.16. Then the two
tailed t-test was performed with 3 degrees of freedom. At a confidence interval of 95% the null
hypothesis that the results are not correlated is rejected and the relationship is confirmed.

Figure 6.26. Comparison of ICP-MS and SD CV - LIBS PLS model predicted concentrations for
blind samples.
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6.6. Summary
A total of 42 samples were tested, 37 were used as a calibration set for the construction of
a concentration prediction model and 5 were blind samples used to test the final model. The
calibration was performed in several stages to examine which methods were best for concentration
prediction in different salt systems. Diffusion coefficients were calculated when possible to
compare to values reported in literature as a benchmark for the experimental data.
First, a UCl3-LiCl-KCl system with concentrations ranging from 1.0 – 5.0 wt% was tested.
During the post processing of the UCl3-LiCl-KCl data, a semi-differential transformation program
was written, which allowed for enhanced electrochemical modeling due to the better reaction peak
resolution and peak height to width ratio. For the UCl3-LiCl-KCl system, the electrochemical
model performed better than the LIBS models.
Using the UCl3-LiCl-KCl information, along with the previously tested GdCl3-LiCl-KCl
sample set and a set of mixed UCl3-GdCl3-LiCl-KCl samples, a calibration model for UCl3-GdCl3
system was constructed. It was determined that in the mixed system that the electrochemical PLS
model performed best for UCl3 and the LIBS PLS model performed best for GdCl3. This was also
completed for the UCl3-MgCl2 system with MgCl2 concentrations ranging from 0.25 – 1.0 wt%.
Univariate LIBS models were found to best predict MgCl2 concentrations, while the
electrochemical PLS model continued to best predict UCl3 levels.
Lastly, all three binary salt data sets were used along with several UCl 3-GdCl3-MgCl2
samples to make a calibration system capable of quantifying any mixture of the three species in
LiCl-KCl within the concentration window. Signal fusion was performed for both electrochemical
and LIBS spectra by normalizing both signals to range between 0 – 1 and then stitching them
together to create a single spectrum including both sets of information. Using this fused signal, a
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PLS model was constructed. This model utilized the portions of the signal best for predicting each
species concentration, respectively, creating an efficient singular model.
With the final model constructed, it was then tested with blind samples. The concentrations
of these samples were estimated via the fused signal model and then were analyzed with the ICPMS. When the results were compared the values matched well and passed a correlation t-test at a
95% confidence interval. One sample had a false positive prediction for MgCl2 presence in the
salt, but still estimated reasonable values for the other two species. The model’s predictions carried
a greater standard error on average (~0.1 wt%) than the ICP-MS values (~0.03 wt%).
This study demonstrates the capability to use electrochemical testing and LIBS for near
real time salt monitoring. While the number of species and samples used in this study would need
to be greatly expanded for final application, this best serves as a proof of concept. The method
demonstrated would be beneficial for online process monitoring, but at this stage the use of ICPMS on the samples taken from the system in the hot cell is still recommended for all post-run
analyses.
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7. SUMMARY, CONCLUSIONS, AND FUTURE
WORK
7.1. Background
For both pyroprocessing and MSRs it is desirable from a process control and nuclear
safeguards perspective to monitor the species in the molten salts. Unfortunately, many traditional
monitoring techniques, even simple salt sample retrieval, are time exhaustive or rendered useless
for these systems due to the high thermal loads, high radiation zones, and corrosive nature of
molten salts. Therefore, the main motivation for this work is the need for an online monitoring
system for molten salts; a system which is robust enough to handle the extreme environment yet
deliver quantifiable salt concentrations. The intent of this dissertation is to demonstrate the
combined use of electrochemical techniques (using the cyclic voltammetry) and optical
spectroscopy (using laser induced breakdown spectroscopy (LIBS) as an analytical technique for
quantifying the concentration of species in a molten salt medium.

7.2. Literature Review
A literature review was provided in Chapter 2. The focus was on the use of electrochemical
techniques and the use of LIBS for the quantification of species in molten salts. Several
electrochemical techniques including cyclic voltammetry, anodic stripping voltammetry,
chronoamperometry, and normal pulse voltammetry are discussed. Previous studies on the use of
LIBS on solid, molten, and aerosol salts are reviewed as well. Summarized information and
discussion are detailed below:
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•

The most common candidate for the electrorefining ionic liquid is LiCl-KCl eutectic salt
(44.2:55.8 wt% or 58.5:41.5 mol%). This eutectic results in a relatively low melting point
of 352 C.

•

CV can be run on an electrochemical cell continuously, sweeping the potential linearly
back and forth causing reduction and oxidation reactions to occur. It can be used for
concentration analysis by utilizing the relationship between the peak current and immersion
depth of the working electrode. This technique has the benefit of removing human error
associated measure electrode surface area by using a vertical translator to adjust the
electrode depth. Furthermore, several properties can be measure using CV including the
diffusion coefficients.

•

Diffusion values can be related to the reaction peak currents, scan rate, temperature,
number of electrons transferred, electrode surface area, and species concentration via Eqs.
(2-1) and (2-2) for soluble/insoluble and soluble/soluble reactions, respectively.

•

Many previous studies have reported the diffusion values of species including Ce, U, Gd,
Dy, Nd, La, Th, Zr, Mg, Sm, and Pu. These reported diffusion values could be used to build
calibration models for concentration estimation.

•

ASV is performed by reducing the species of interest onto the working electrode by
maintaining a plating potential for a set period. In combination with Eqs. (2-1) and (2-2)
the reducing species concentration in the bulk can be calculated. However, previous studies
have shown CV to be a preferable method.

•

RCA is a technique where the potential is repeatedly stepped from a reduction to an
oxidation potential, rather than swept at a specified rate like CV. RCA has been used to
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build a Nd3+ calibration model ranging from 0 – 9 wt% with success, but the method would
be hindered by multianalyte systems.
•

NPV starts with a base potential where no faradaic reaction occurs, and then short potential
pulses are applied to the cell (each time with an incremental increase in amplitude). The
response current is measured at the end of each potential pulse, and the cell is given time
between each pulse to dwell at the base potential. The advantage of NPV is that reactions
are only occurring for very short durations helping to negate surface area growth as well
as underpotential deposition (UPD). Furthermore, the potential returns to the base potential
between each step, making multi-analyte systems are more easily investigated.

•

Several studies have shown the ability to use NPV to model species concentration across a
large concentration range (1 – 9 wt%), while being unaffected by the presence of other
analytes.

•

LIBS is performed by firing a high energy, ns pulsed laser through a focal lens onto a
sample surface. At the sample surface, a minor amount of material is ablated and rapidly
excited to form a plasma plume. As this plasma cools, the atoms return to their ground state
emitting atomic light. This light can be collected via optics and measured with a
spectrometer.

•

The collected light spectrum is representative of the sample shot. Peaks correspond to the
sample’s elemental composition with the peak’s relative height depending on
concentration, plasma temperature, ionization state, and more.

•

Typically, the spectrometer used is gated to collect light after the background continuum
has decayed. This reduces the background white light which can saturate the detector. This
increases the resolution of elemental peaks.
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•

Solid LiCl-KCl salt ingots were tested with LIBS and large variation in the collected
spectra were seen. Fortunately, this was able to be corrected through normalization. This
study resulted in LODs of 0.099 and 0.027 wt% for Ce and Gd, respectively. This study
was limited by salt dust generated from ablation interfering with the optics.

•

When comparing the spectral response to samples being solid, transitional, and liquid it
was seen that liquid samples showed less self-absorption and less shot-to-shot deviation.

•

Other liquid salt experiments saw issues with film formation on the surface of the salt,
which caused a discrepancy between collected spectra. Liquid samples have also been
reported to have issues with splashing; this can be problematic for optics and causes an
issue with the laser focal point not aligning with the sample surface.

•

LIBS is capable of being built into probe systems where the sensitive equipment (laser,
spectrometer, and camera) are located outside of dangerous areas. This is possible by using
fiber-optics to route the laser to the sample and route the collected light to the spectrometer.

•

A molten salt aerosol system was constructed and successfully used to measure UCl3
concentrations in LiCl-KCl. However, the system was found to be optimal below 1 wt%,
which is far below the concentration ranges for a desired system.

7.3. Experimental Setup and Procedures
The experiments described in this work required specific equipment, configurations, and
environments. Chapter 3 details the equipment used, experimental procedures, and experimental
setups. As the experiments developed some systems required modifications which are described
in later chapters. Below are summarized points from Chapter 3:
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•

Experiments were performed in an Innovative Technologies glovebox with a high purity
Ar atmosphere (H2O and O2 < 5 ppm). The O2 levels were monitored with a portable
Advanced Instruments O2 sensor.

•

A Quantel Q-smart 450 Nd:YAG laser with a 2ω module (532 nm) was mounted to the
side of the glovebox and the laser was passed into the box through an installed quartz
window. An Andor Mechelle spectrometer with an Andor iStar ICCD camera was placed
on top of the glovebox. The collected light passed to the spectrometer via fiber-optic cable
through a KF40 flanged instrument port on the glovebox.

•

Electrochemical experiments were operated with a Biologic VSP-300 potentiostat and
performed in a modified ThermoScientific FB1500M muffle furnace. The reference
electrode was prepared by loading an ingot of LiCl-KCl-1 mol% AgCl into a 7 mm
diameter Pyrex tube with a thinly blown tip to ensure ionic conduction. The working
electrode used in all experiments was a tungsten rod with a 1.5 or 2.0 mm diameter. The
counter electrode used was a glassy carbon rode 3.0 mm in diameter. The electrodes were
held by an in-house designed electrode holder which allowed for the distance between the
working and counter electrode to be varied. Along with the electrodes a thermocouple
sheathed in an alumina sleeve was submerged in the salt to ensure accurate salt
temperatures were maintained.

•

Samples were contained in alumina crucibles but were later changed to glassy carbon
crucibles to reduce salt oxidation and to allow the crucibles to be reused. A secondary
alumina crucible was always used as a precautionary for any primary crucible damage.

•

Salts were prepared by mixing LiCl and KCl at the eutectic ratio (58.2:41.8 mol%) and
then allowing the salts to rest at 523 K for a minimum of 5 hours to eliminate any free
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moisture. Then the salts were heated to 773 K to melt and allowed to dwell for a minimum
of 5 hours to allow the salt to homogenize. These salts were cooled, the species of interest
were added, and the procedure was repeated before testing.
•

After testing, cylindrical salt ingots with an outer diameter of 4 mm were formed to be used
in the LIBS system. While these ingots were mainly used for LIBS testing, a small portion
of these salt ingots was taken to be used for ICP-MS verification.

•

The verification salt samples were diluted in 2 vol% HNO3 and then tested with an Agilent
7900 ICP-MS. Inorganic Ventures ICP standards CCS-1 and CCS-4 were used to calibrate
the ICP-MS prior to testing the diluted samples.

•

The glovebox LIBS system was optimized to maximize the SBR of several peaks while
maintaining a minimal shot-to-shot variation. The optimal settings were found to be an 8
μs gate width, a 14 μs gate delay, 50 shots per accumulate, and a laser energy of 13 ± 2 mJ.

7.4. Initial Experimental Design
The main focus of Chapter 4 was to describe the initial use of electrochemistry (specifically
CV) and LIBS in parallel. The intent of this study was to use each method to predict the
concentration of a sample set and compare the results in order to gauge their capability relative to
one another. For this study samarium as a surrogate for uranium due to the similarity between their
soluble/soluble electrochemical reactions and the similar spectral behavior between rare earth
metals and uranium. The important details of this work are summarized in the sections below:

7.4.1. Measurement of Samarium Properties
•

Four SmCl3 samples with concentrations ranging 1 – 10 wt% were tested at temperatures
ranging 723 – 798 K. CV was performed at scan rates ranging 50 – 200 mV s-1. From the
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CV reduction and oxidation peaks the Sm2+ and Sm3+ diffusion coefficients were calculated
to build a concentration calibration model.
•

The Sm3+ and Sm2+ diffusion coefficients were calculated to be between 8.59 × 10-6 ± 1.67
× 10-6 and 8.01 × 10-6 ± 0.98 × 10-6 cm2 s-1, respectively. No clear trend with Sm
concentration was seen, but the diffusivities did increase with temperature. The values
compared well with those reported in literature.

7.4.2. LIBS Analysis
•

Ten SmCl3 samples with concentrations ranging 1 – 10 wt% were used to build a
calibration model. Each sample was shot 500 times to form ten 50-shot accumulate spectra.
Between each repetition the salt ingot was transitioned axially to a new shot surface to
account for any inhomogeneity from stratification during the salt freezing process.

•

The spectra were normalized to the mean of the 600 – 811 nm range where the Li and K
peaks are dominant. This normalization scheme reduced the %RSD by an average of 36%
over the entire spectrum.

•

Several Sm peaks were identified from the NIST Atomic Database and were evaluated
based on their relative intensity, signal-to-background ratio, and signal-to-noise ratio.
Based on these parameters, three peaks were chosen: 484.8 nm (Sm I), 490.5 (Sm I), and
546.7 nm (Sm I).

•

For each peak a calibration model was constructed and evaluated using a leave-one-out
cross-validation, in addition to their coefficient of determination and their LODs. The 490.5
nm peak model had the lowest LOD at 0.201 wt%; however, all three models had similar
LOD values.
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7.4.3. Results and Discussion
•

Four test samples, ranging from 1 – 8 wt% to be within the constructed model concentration
window, were then used to evaluate the electrochemical and LIBS models. The
electrochemical calculation used Eq. (2-2), the diffusion values measured previously, and
the samples’ CV peaks to calculate the concentration. The LIBS calculation used all three
peak models and averaged the results.

•

Results compared well with ICP-MS measurements for both methods. That is, the diffusion
and LIBS models estimated the concentration of 1.0-CD to be 0.91 ± 0.07 and 1.04 ± 0.30
wt%, respectively (~1.04 wt% as measured by the ICP-MS).

•

A main takeaway from this study was the need to reduce the electrochemical method’s
variation. This was contributed to human error associated with measuring the electrode
surface area by hand with calipers.

7.5. Method Improvements
Chapter 5 served to provide (1) an improvement to the electrochemical concentration
predictions and (2) a development of modified electrochemical and LIBS techniques to a twoanalyte salt system containing SmCl3 and GdCl3.

7.5.1. Electrochemical Improvement
•

A vertical translator system was setup to allow accurate movement of the working electrode
during experiments.

•

Here, 10 samples used for LIBS calibration previously were split into two sets. The first
set was used to generate and electrode withdrawal calibration model, and the second was
used to test the model.
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•

The diffusion values were measured using the electrode withdrawal procedure and
compared to literature values and those from the previous study. Results aligned well with
those in previous studies and more consistent than values calculated in previous chapter.
The calculated average Sm3+ diffusion value was 1.202 × 10-5 ± 0.031 × 10-5 cm2 s-1.

•

The calibration model was evaluated in the similar to previous built LIBS models. The
model had a strong evaluation with an R2 of 0.9988 and a LOD of 0.0028 wt%.

•

The results had a much lower error term and validated with the ICP-MS values at a 99.9%
confidence interval.

7.5.2. SmCl3-GdCl3 Salt System
•

26 samples were used to build calibration models for a SmCl3-GdCl3-LiCl-KCl salt system
with concentrations ranging from 0 – 10 wt% SmCl3 and 0 – 5 wt% GdCl3. Each sample
was evaluated electrochemically using CV at 150 mV s-1, 773 K, and five immersion
depths. The measured peak currents were baseline corrected before analysis.

•

The mean diffusion coefficient of Sm3+ in the presence of GdCl3 was calculated to be 1.083
× 10-5 ± 0.202 × 10-5 cm2 s-1. This value matches those reported and the concentration of
GdCl3 in the sample shows no clear impact on the Sm3+ diffusivity.

•

For the GdCl3-LiCl-KCl samples the mean diffusivity was calculated to be 0.828× 10-5 ±
0.154 × 10-5 cm2 s-1. In the presence of SmCl3, the mean diffusion coefficient of Gd3+ was
calculated as 0.753 × 10-5 ± 0.128 × 10-5 cm2 s-1. These values fall in the middle of the
reported values in literature and the presence of SmCl3 appears to have minimal effect on
the Gd diffusivity.

•

The constructed electrode withdrawal concentration models evaluated well. Both had
strong R2 values of 0.9836 and 0.9839 for SmCl3 and GdCl3, respectively. The LODs
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calculated for each model were also low at 0.0028 and 0.0019 wt% for SmCl3 and GdCl3,
respectively.
•

Univariate LIBS concentration models were built. The Gd peaks that generated strong
models were non-ionized (Gd I) peaks, singly ionized peaks (Gd II) had clear indications
of matrix effect. Of the peaks investigated, the 386.7, 417.5, and 501.5 nm Gd I peaks were
chosen for modelling.

•

For SmCl3, the best model corresponds to the 546.7 nm Sm I peak with a LOD at 0.0441
wt% and an R2 of 0.9788. The GdCl3 models had lower LOD across the board when
compared to the SmCl3 models. The 501.5 nm Gd I peak generated the best GdCl3
calibration model with a LOD at 0.0249 wt% and an R2 of 0.9879.

•

A 4-component PLS model was constructed which utilized the entire LIBS spectrum and
was able to estimate both SmCl3 and GdCl3 simultaneously. It also validated a test set of
samples at a 99.9% confidence interval with a much greater precision than the univariate
LIBS model. Based on the RMSECV, the multivariate model outperformed the electrode
withdrawal models as well.

7.6. Complex Salt Systems
Chapter 6 details the application of these techniques to three-analyte system. The three
analytes used in this chapter are uranium, gadolinium, and magnesium. U was selected due to its
prevalent role in the electrorefiner, Gd was chosen to be representative of rare earth fission
products likely to accumulate in the electrorefiner, and Mg was used as a surrogate for Pu due to
the proximity in reduction potential. To test enough samples to create a thorough calibration model
for the 3 species, samples were tested in stages of single salt systems, binary salt systems, and then
finally the three salt systems for a total of 42 samples. Calibration models using the cyclic
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voltammetry and LIBS data were built for all the systems to investigate which technique best
modeled each species. The post-processing methods for each technique developed as the system
complexity increased. Lastly, a novel use of sensor fusion to combine the electrochemical and
LIBS signal was used. This method was validated by testing blind samples. Further details and
important points are provided in the sections below:

7.6.1. UCl3-LiCl-KCl System
•

Six UCl3-LiCl-KCl samples with concentrations ranging from 1 – 5 wt% UCl3 were tested.
CV was performed at 200 mV s-1, 773 K, and five submersion depths. The average U3+
diffusion value was calculated to be 0.930 × 10-5 ± 0.022 × 10-5 cm2 s-1, which is slightly
lower than those reported in literature, but not significantly different.

•

The U3+ electrode withdrawal model resulted in a strong fit with an R2 of 0.9914 and a
LOD of 0.0287 wt%, but the RMSECV is still slightly greater than desired at 0.1977 wt%.

•

To strengthen the electrochemical modeling capabilities, a semi-differential transformation
was performed. This transformation provides a better peak height to width ratio and makes
baseline adjustment simpler. The model shows a stronger correlation than its electrode
withdrawal predecessor with an R2 of 0.9957 versus 0.9914. The main improvement is in
the cross validation with the RMSECV at 0.1855 wt%.

•

For U LIBS peak identification, the spectra of a blank sample were compared to the spectra
of samples with medium and high levels of UCl3. Of these peaks found, only the nonionized plasma peaks (U I) were selected for further analysis as they showed better
intensity to width ratios.

•

Out of the seven calibration models built, the 502.74 nm stands out with the lowest
RMSECV of 0.4230 wt% and the second best RMSEC and R2 (0.2618 wt% and 0.9738,
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respectively). This model was normalized to the 497.16 nm Li I peak. The LOD was greater
than desired at 0.2553 wt%.
•

A 4-component PLS model was constructed of the LIBS spectra. The model returned
estimated UCl3 concentrations for a validation set with an error of prediction quantified by
the RMSECV of 0.3105 wt%. This is an improvement from the univariate models;
however, it is still greater than the electrochemical models.

•

Overall, for the simple UCl3-LiCl-KCl system, the electrochemical modeling proves more
capable of estimating the salt concentrations.

7.6.2. UCl3-GdCl3-LiCl-KCl System
•

The CV procedure was slightly modified when Gd was added to the system. An advanced
CV function on the Biologic VSP-300 allowed for CA to be run between CV cycles. By
running CA at the positive end of the CV for 10-20 s, the repeatability of the tests increased.

•

The diffusion coefficients for both U and Gd were calculated using the baseline corrected
electrode withdrawal current versus surface area profiles. For the mixed samples, the U3+
diffusion seems to be slightly lowered by the addition of Gd but is still within the reported
range. When the concentration of UCl3 is much greater than GdCl3, the Gd3+ diffusion value
decreases likely due to the deposition of U before Gd.

•

The semi-differential transformation was performed on all the samples and calibration
models were built for the U4+/U3+, U3+/U, and the Gd3+/Gd reactions. The U4+/U3+ reaction
model had a strong fit with an R2 of 0.9879 and could estimate UCl3 concentrations in both
mixed and non-mixed salt systems well with a RMSECV of 0.2034 wt%.
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•

The U3+/U reaction peak could not be used for a valid calibration model due to the matrix
effects from the presence of Gd. Two separate trends were seen based on whether Gd is
present or not.

•

The Gd3+/Gd reaction model was moderately acceptable with an RMSECV of 0.5260 wt%,
R2 of 0.9260, and LOD of 0.1269 wt%. Unlike the U3+ peak model, there were no clear
differences in trend between samples containing U and those not.

•

To strengthen the electrochemical method, a 6-component PLS model was built using the
SD CV profiles. The model was then tested using the validation data set and resulted in
RMSECV of 0.1724 and 0.2492 wt% for UCl3 and GdCl3, respectively. The PLS model
showed a slightly better UCl3 prediction capability than the U4+ SD peak model;
furthermore, the GdCl3 prediction capability of the PLS model is much better than the
univariate Gd3+ SD peak model. The improvement is attributed to the PLS model’s ability
to compensate for the matrix effects which weakened the univariate models

•

The UCl3 LIBS univariate models performed well but were outperformed by the
electrochemical PLS model. The 501.50 nm Gd I line provides a much better model for
estimating GdCl3 concentrations in the salt than the univariate electrochemical models.

•

A 4-component LIBS PLS model was constructed and when tested on a validation set
resulted in RMSECV values of 0.3772 and 0.1749 wt% for UCl3 and GdCl3, respectively.
Once again, this indicates that LIBS may be a better suited technique for monitoring Gd.

7.6.3. UCl3-MgCl2-LiCl-KCl System
•

Five MgCl2-LiCl-KCl samples were tested with concentrations ranging from 0.1 – 1.2
wt%. The Mg2+ diffusion values were calculated to average 0.530 × 10-5 ± 0.006 × 10-5 cm2
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s-1. The four mixed UCl3-MgCl2 samples showed clear change in either Mg2+ or U3+
diffusivities.
•

The U4+/U3+ and U3+/U reaction models were reconstructed with the SD CV data. The U3+
model had a lower LOD and RMSECV at 0.0050 and 0.2666 wt%. Unlike when GdCl3
was in the system, the MgCl2 presence does not affect the U3+ model.

•

The Mg2+/Mg peak resulted in a good fit as well with an R2 of 0.9485 and a LOD of 0.0023
wt%.

•

Using the entire negative SD CV sweep, a 4-component PLS model was constructed. When
tested on a validation set the RMSECV values were 0.2077 and 0.1092 wt% for UCl3 and
MgCl2, respectively.

•

As for LIBS analysis, both univariate models and a 4-component PLS model were built.
The PLS model was a slight improvement on the univariate UCl3 model but was weaker
than the univariate 517.26 and 518.37 nm Mg I models based on the RMSECV. For the
UCl3-MgCl2 dataset, the SD PLS model seems the best method for UCl3 prediction, while
the univariate LIBS models would be best for MgCl2 prediction.

7.6.4. UCl3-GdCl3-MgCl2-LiCl-KCl System
•

The samples previously examined were combined with new samples containing all three
analytes to form a new calibration dataset of 37 samples. The electrochemical testing of
the three-analyte samples required higher scan rates (1000 – 2000 mV s-1), which increased
the peak resolution for the Gd3+/Gd and Mg2+/Mg peaks (which experienced overlap).

•

Using the SD CV curves, the previously constructed univariate models for each species
were evaluated. The U4+/U3+ peak model provided a strong model, but the U3+, Mg2+, and
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Gd3+ peak models did not show any useful predictive capabilities. The model is very strong
with low LOD and RMSECV values at 0.0036 and 0.1890 wt%, respectively.
•

A 5-component PLS model was developed to predict all three species simultaneously.
When test data was then run through the PLS model the RMSECV values were calculated
to be 0.2398, 0.3872, and 0.2211 wt% for UCl3, GdCl3, and MgCl2, respectively. The
ability for the PLS model to predict GdCl3 and MgCl2 concentrations in the salt samples
surpasses the capabilities of univariate models; however, the GdCl3 prediction is less than
favorable in comparison to UCl3 and MgCl2 predictions.

•

Previously built univariate LIBS models were reconstructed with the new data set. When
the RMSECV are compared with the previously constructed models, the UCl3 models show
improvement. The increase in sample population helps with the improvement of these
models. The GdCl3 models are on par with the previously built models, except for the Gd
I 501.5 nm model which is improved. The Mg models are weaker. This model deterioration
must be due to the presence of GdCl3. UCl3 was shown to not present large matrix effects
on the MgCl2 models, but Gd has many more spectral lines, which could impact the MgCl2
models.

•

A PLS model was built to mitigate the issues caused by Gd-Mg matrix effects—the final
model was set with the usage of 4 latent variables. The test data set was then applied and
resulted in RMSECV values of 0.4374, 0.1766, and 0.1688 wt% for UCl3, GdCl3, and
MgCl2, respectively. The RMSECV performance verifies the methods ability to
compensate for Gd-Mg matrix effects, which greatly affected univariate models. For GdCl3
and MgCl2, the LIBS PLS models outperform the SD PLS models. As for UCl3, the
electrochemical methods are more promising.
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•

Rather than executing both an electrochemical and LIBS model in parallel, the signals were
fused so that they can be run through a single PLS model. Using the fused signals, a 6component PLS model was constructed. When a test data set was run through the model
the RMSECV values were calculated to be 0.1948, 0.1725, and 0.1296 wt% for UCl3,
GdCl3, and MgCl2, respectively.

•

When the PLS regression coefficients were examined it could be seen that the new model
focuses the portion of the signal (SD CV or LIBS) shown to best predict the specific species
and then utilizes the alternative portion of the signal for minor adjustments.

•

The fused PLS model results were compared with the results of the SD CV and LIBS PLS
models. The results show that the fused model provides an average of a 38.53% reduction
in RMSECV compared to the SD CV PLS model and an average of a 27.00% reduction in
RMSECV compared to the LIBS PLS model. The fused model performs well particularly
considering it utilizes both LIBS and electrochemical signal and is able predict all three
species simultaneously.

•

As a final test of the SD CV – LIBS PLS model’s prediction capability, five blind samples
were examined. The samples were tested and then the concentrations were computed using
the SD CV – LIBS PLS model built using the entire calibration set. Then small amounts of
the sample salts were dissolved, diluted, and run through the ICP-MS instrument to
determine benchmark concentration values.

•

The ICP-MS and fused signal model concentration measurements match well with minor
exceptions. The model predicts the GdCl3 concentration of sample B5 to be negative, which
can be considered as zero, although this wasn’t explicitly coded in. The model predicted
results were able to validate with the ICP-MS measurements at a 95% confidence interval.
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•

It is important to mention that the standard error of the ICP-MS results is generally 10×
smaller than that of the PLS model results. This indicates that the PLS model may be more
useful for near real time monitoring and the ICP-MS results from withdrawing samples can
be used for post run analysis.

7.7. Conclusions
•

This study demonstrates the capability to use electrochemical testing and LIBS for near
real time salt monitoring. While the number of species and samples used in this study would
need to be greatly expanded for final application, this best serves as a proof of concept.

•

The use of sensor fusion to combine two physically different detection methods allowed
for the detection capabilities to be enhanced and the weaknesses of the two individual
methods to be compensated. This is quantified by the reduction in RMSECV values
between the fused signal PLS model and the individual electrochemical and LIBS PLS
models.

•

The sensor fusion method demonstrated would be beneficial for online process monitoring,
but at this stage, the use of ICP-MS on the samples taken from the system in the hot cell is
still recommended for all post-run analyses.

7.8. Recommendations for Future Work
Based on the results of the work completed in the previously presented studies, there are several
recommendations for future work:
•

Utilize more advanced modeling and/or higher-level sensor fusion methods to perform
feature selection to decrease the noise allowed into the model.
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•

Investigate the use of methods detailed in this work on other salt systems such as FLiBe or
FLiNaK for MSR applications.

•

Test the electrochemical LIBS fused sensor system on a dynamically changing sample to
evaluate its online monitoring capability including time resolution and measurement
variability over time.
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APPENDIX A. AEROSOL LIBS SYSTEM
This chapter details the work completed during an internship at Oak Ridge National
Laboratory (ORNL). This study revolves around the development of an optical spectroscopy
system for monitoring the off-gas stream of a molten salt reactor (MSR). The system here utilizes
LIBS on an aerosol stream which will be generated from a molten salt sample. Therein, this system
could be paired with the techniques discussed in previous chapters to allow for in-situ LIBS
analysis. We will discuss the motivation and goal for this system, along with the design challenges
with a suggested mitigation. Furthermore, an aqueous study was completed with rare earth
analytes. This study shows the system optimization, calibration model development, and is
concluded with a demonstration of the system’s online monitoring capabilities.

A.1. Brief Background
To aid in the deployment of MSRs, the Department of Energy Office of Nuclear Energy
(DOE-NE) Advanced Reactor Campaign is supporting the development of an off-gas system for a
generic molten salt reactor. The off-gas system is connected to the main core of the reactor and
allows for cover gas to be swept across the molten salt pool. As this gas is swept through the
reactor headspace, it may entrain activated gasses, volatile fission products, and/or salt particulates
resulting from sparging the fuel salt. This off-gas stream must then pass through rigorous filtration.
As a portion of this effort, optical sensors such as Raman spectroscopy and LIBS are being
developed to monitor the off-gas. This monitoring tools can be placed in-line with the filtering
systems, such as a molten hydroxide scrubber being developed at ORNL, to detect material holdup.
Furthermore, in the field these monitoring tools could be used to detect off-normal events; for
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example, a sudden change in fission product makeup in the off-gas could infer that the reactor is
undergoing transience.
In order to develop a LIBS system for monitoring MSR off-gas, a surrogate system must
be built to perform experiments with different salt aerosols and gases. This requires a ‘salt pot’ to
heat the salts and generate the aerosol stream for optical measurements and filtering experiments.
Additionally, the design of a sampling chamber for optical spectroscopy of molten salt aerosols is
required.

A.2. Design Considerations
A molten salt aerosol LIBS system is accompanied by many challenges ranging from
generating the aerosol to being able to measure it without issue. Once similar system has been
constructed before by Williams and Phongikaroon [19,54]. Many of the design challenges are
shared and the lessons learned from their research studies were utilized in the development stages
of this project.

A.2.1. Aerosol Generation
There exist many different methods for aerosol generation, but the use of molten salt as the
fluid reduces the number of viable options. Williams recommended the use of a collision nebulizer
which works by flowing a gas through a pinhole into a large channel, one end of this channel is
submerged below the liquid surface and the other points outward. The gas syphons the liquid
upward and then sprays it out towards the jar wall. As the liquid/gas stream impacts the wall, large
droplets will fall back into the liquid reservoir, and the smallest particles will remain in the gas
headspace as an aerosol. The collision nebulizer mechanism is depicted in Figure A.1.
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Nebulizer tip
Gas
Aerosol
Pinhole

Liquid

Liquid

Figure A.1. Diagram of collision nebulizer [18].
Williams selected this nebulizer because the gas is forced through a small aperture creating
a jet, rather than the fluid being forced through and increasing the risk of clogging. Additionally,
stainless steel collision nebulizers can be purchased commercially allowing it to be used with LiClKCl salts (~ 773 K).
For this study, the decision to utilize a collision nebulizer was made. For preliminary
testing, a single jet glass collision nebulizer from BGI, Inc was used. Meanwhile, a design for a
triple jet collision nebulizer was created to allow for a future corrosion resistant version to be
manufactured for FLiNaK experiments. The use of a triple jet nebulizer allows for a greater aerosol
density which will increase the LIBS signal. The designed nebulizer tip is shown in Figure A.2.

175

Figure A.2. Nebulizer jet tip design.

A.2.2. Optical Sampling Chamber
The next design challenge was how measure the aerosol stream via LIBS without the
aerosol plating onto the optics while also preventing a backflow. Rather than risk damaged optics,
the aerosol stream was passed through a KF flanged cube such that 4 sides of the cube could be
used as optical windows and the other 2 sides as the aerosol inlet and outlet. These optical windows
were simple cost-effective, non-reflective windows used as a boundary between the aerosol and
any expensive lenses.
To prevent the aerosol from plating on the windows as much as possible, a sheathed flow
approach was used. Shown in Figure A.3, the aerosol stream from the nebulizer enters the sampling
chamber through a smaller tube, it then passes across a gap where the laser is able to fire upon it
and the plasma will form before being collected by a larger outlet pipe. The use of a sudden
increase in tube diameter across the gap is referred to as a ‘sudden expansion’ and helps prevent
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any backflow into the sampling port. Additionally, on the inlet side a ‘collimator’ gas is flowed
into the chamber in a tube which is concentric to the aerosol inlet tube. This tube stops at the
sampling gap as well and acts as a barrier between the aerosol stream and the optical windows,
essentially collimating it. A closer look at the tube-in-tube design is shown in Figure A.4.

Figure A.3. Schematic of aerosol gas sampling chamber where a sheath gas is used to collimate
the incoming aerosol stream for LIBS measurement.

Figure A.4. Close-up of 3D printed collimator gas configuration looking upstream from outlet
pipe.

177

Figure A.5. Test of the sheath gas system with blue arrows denoting aerosol and orange arrows
denoting cover gas: (a) cover gas off with visible back flow and (b) cover gas on (Note: the
outlet tube was blocked to cause backflow in both pictures).
The designed sampling chamber was 3D printed and tested with great success, as shown in
Figure A.5. A stainless-steel version was manufactured with Swagelok fittings connecting the
inner and outer inlet pipes and the outlet pipes to the KF flanges. This provided a molten salt
compatible setup and allowed for the sampling gap to be altered and its impact on plasma signal
to be explored. However, the gap distance was not found to have any significant effect within the
lengths explored. Due to this, the setup was swaged into place at the intermediate distance of
roughly 11.1 mm that had the minimal variation in spectral response. The completed assembly
including the prototype collision nebulizer and sampling chamber is shown in Figure A.6. For
aqueous testing the outlet of the sampling chamber was collected via vacuum line and passed
through a cold filter before being vented to a hood.
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Figure A.6. Complete prototype aerosol LIBS analysis system.

A.3. Gd-Nd-Sm Aqueous Testing
As a proof of concept for the use of LIBS as an online monitoring tool for MSR off-gas
systems, an aqueous study was performed. This study examines the system’s ability to monitor
multiple rare earth species, which are common fission products in an off-gas stream. The three
representative elements selected were Gd, Nd, and Sm—all act as neutron poisons in a reactor and
making their concentrations of interest to operators.
For testing, the aerosol assembly shown in Figure A.6 was placed into the laser encloser of
an Applied Photonics LIBSCAN 150. This 1064 nm Nd:YAG laser was fired downward through
the top window of the sampling chamber tube onto the aerosol stream. The resultant plasma light
was collected at 90o via lens and fiber optic from a side window on the cube. The fiber optic was
routed through the laser enclosure, along with gas lines and the vacuum tube, and then connected
to the spectrometer. For this study, a Catalina Scientific Instruments EMU-120/65 spectrometer
was used along with a Quantum Composers pulse generator.
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Here, the system settings were investigated to optimize the spectral response of the species
in interest. Using the optimal spectrometer and flow settings, a 15-point calibration was performed
using the samples listed in Table A.1. The samples were prepared by dilution Inorganic Solutions
ICP single element standards into deionized water. The Mg reference was prepared by dissolving
MgCl2 (Sigma Aldrich, 99.99%) into deionized water. Due to the aqueous nature of this study, the
unit of concentration used was parts per million (ppm). For comparison to previous chapters, 1
wt% = 10,000 ppm. After the calibration model was constructed, it was applied to the system in
real-time as the nebulizer sample was changed dynamically by pumping in and out stock solutions
of Gd, Nd, and Sm.
Table A.1. Sample List for Gd-Nd-Sm Aerosol LIBS Calibration Model.

Sample
Name

Gd
(ppm)

Nd
(ppm)

Sm
(ppm)

Mg
(ppm)

Sample
Name

Gd
(ppm)

Nd
(ppm)

Sm
(ppm)

Mg
(ppm)

GNS1

2000

800

810

500

GNS10

810

2000

810

500

GNS2

1290

0

0

500

GNS11

0

0

1280

500

GNS3

2000

2000

2000

500

GNS12

2000

2000

0

500

GNS4

1000

1800

1810

500

GNS13

0

1297

0

500

GNS5

0

1160

1170

500

GNS14

0

2000

2000

500

GNS6

0

0

0

500

GNS15

800

800

2000

500

GNS7

950

470

950

500

GNST1

1661

1513

632

500

GNS8

1170

1170

40

500

GNST2

805

1179

1769

500

GNS9

2000

0

2000

500

GNST3

520

907

429

500
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A.3.1. Experimental Optimization
Prior to testing samples to generate a calibration model, the system settings needed to be
optimized to ensure a strong signal. These important parameters during an optimization were the
gate width, gate delay, nebulizer pressure, and collimator gas flow rate. Each of these parameters
were varied individually to investigate their impact, while the other settings remained constant.
The parameter settings for when held constant were (1) gate width = 100 µs, (2) gate delay = 0.1
µs, (3) nebulizer pressure = 10 psi, and (4) collimator flow rate = 20% max flow. All experiments
were performed at room temperature ~ 20oC.
The sample used for optimization contained all three species at an intermediate
concentration of 1000 ppm and Mg was used as an internal standard at 500 ppm. For each setting,
a total of 200 spectra were collected and a 20 shot accumulate was used for analysis, resulting in
10 repetitions per setting. The spectra were normalized to the 279.5 Mg II peak to account for any
variation in the aerosol stream and laser energy. The SBR for several peaks was used as a measure
of each settings performance.
The gate width, the length of time the spectrometer shutter remains open, was ranged from
1 – 100 µs. As the gate width was increased, the SBRs of all 6 peaks increased until beginning to
plateau after 30 µs (as shown in Figure A.7). By increasing the gate width, the total amount of
light allowed into the spectrometer increases; however, since the species of interest appear to have
longer plasma lifetimes in this configuration, their peaks become more prominent as the white
light emissions die down. As done in Chapter 3, an optimization variable (average SBR ÷ average
standard deviation) was used to determine the optimal gate width. Here, the optimal gate width
was determined to be 15 µs. The gate delay was varied in the same manner and was met with
similar results as shown in Figure A.8. The optimal gate delay was determined to be 5 µs.
181

Figure A.7. Various peak’s SBR response to changes in gate width.

Figure A.8. Various peak’s SBR response to changes in gate delay.
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Next, the nebulizer pressure and collimator gas flow rate impact on the collected spectra
were investigated. Figure A.9 shows the SBR of several species’ peaks as the nebulizer pressure
is varied from 5 – 40 psi. It is expected that the nebulizer pressure is proportional to the aerosol
density, based in the SBR response seen, it can be assumed that 20 psi no significant increase in
aerosol density is achieved. This thought process was confirmed with the optimization calculation
valuing 20 and 30 psi at equivalent levels. Moving forward, 20 psi was selected to maintain a
conservative attitude towards safety when working with pressurized systems.
The flow rate for the collimator gas was measured using a rotameter in % of maximum
flow. To allow this measurement to be repeatable, the cylinder pressure was always maintained at
50 psi. The flow rate of the outer gas was varied from 5 – 40% of the max flow as shown in Figure
A.10. From 5 to 20% max flow, the SBR clearly increases. This can be taken to mean the collimator
gas’ ability to contain the aerosol in a tight stream is enhanced by the increase in flow until 20%,
after which it plateaus and eventually the SBR decreases again. This decrease at higher flow rates
may be due to the collimator stream beginning to overtake the aerosol stream, decreasing the
aerosol density at the laser sampling point. The optimal flow rate was determined to be 20 % max
flow.
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Figure A.9. Variation of the SBR of various peaks in response to a change in nebulizer pressure.

Figure A.10. Variation of the SBR of various peaks in response to a change in collimator gas
flow rates.
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A.3.2. Model Development
It is traditional to consider a full factorial set of samples for a calibration model. For a 3analyte model, with 5 concentration levels per analyte, this will result in 125 samples. Many
experimental design strategies have been developed to reduce the number of samples required to
construct a thorough calibration model. The experimental design used for this system is known as
a D-optimal design. A D-optimal design is computed based on maximizing the determinant of the
information matrix (|𝑋′𝑋|), which minimized the general variance of the parameter estimates and
reduces the number of samples required. The D-optimal design for this experiment resulted in 10
samples and an additional 5 lack-of-fit samples were added (listed in Table A.1 as GNS1 –
GNS15).
Each sample was added to the nebulizer jar and connected into the sampling system and
the gas was turned onto produce aerosol. The aerosol was produced for a minimum of one minute
prior to lasing to ensure an adequate aerosol stream had been established. Each sample was shot
600 times to collect enough data to properly account for any shot-to-shot variations. After the test
run was complete, the sample was removed from the nebulizer and the nebulizer was rinsed and
run with deionized water to clear the jet.
For the generation of calibration models, the spectra were summed into 60 shot
accumulates and then normalized to the 279.5 Mg II peak. The spectra were then cropped to only
include data in the 270 – 550 nm wavelength range. This cropping removed nearly all peaks due
to the aerosol carrier gas as they are not of interest at this point and the reduction in data size
greatly decreases the computation time. The attempts to generate univariate calibration curves
were thwarted by matrix effects between the analytes. However, multivariate chemometric
modeling proved useful in accounting for this.
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Several preprocessing steps were considered when constructing the PLS model. Trimming
the data and using a Savitzky-Golay filter aided in decreasing the RMSE; however, the use of a
derivative spectrum proved most useful by decreasing the number of latent variables needed. As
done in Chapter 6, the recorded data sets were divided into a calibration set (80%) and a crossvalidation set (20%). The RMSECV response to the number of latent variables used in the model
is shown in Figure A.11(a). The RMSE reduces in sequence as latent variables are added,
plateauing after 4 latent variables. This is interpreted as each latent variable mostly modelling only
one analyte at a time. This ideology is backed by the behavior of the Nd RMSECV trend, which
increases until latent variable 4 is added to the model. This means that latent variables 1-3 do not
model Nd concentrations.
Based on the cross-validation, 4 latent variables were selected for the PLS calibration
model. This selection was based on minimizing RMSE while refraining from utilizing a large
number of latent variables. Before the validation dataset was run through the model, a step was
added that defined negative concentration values as zero. With this addition, the 30 spectra
validation set was put through the model and the results are shown in Figure A.11(b). The
RMSECV values for the validation set were 56.91, 97.04, and 78.90 ppm for Gd, Nd, and Sm,
respectively.
As a final test of the calibration model before performing the online monitoring
demonstration, three test samples were run through the fully constructed model. These samples
GNST1-3 were not included in the calibration and the concentrations were chosen randomly via
random number generator. The RMSECV values for these test sample were 89.56, 71.43, and
91.82 ppm for Gd, Nd, and Sm, respectively. The comparison between prepared and predicted
concentrations is shown in Figure A.12.
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Figure A.11. (a) RMSE response to the number of latent variables included in the model and (b)
comparison of 4 latent variable model predicted and prepared concentrations.
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Figure A.12. PLS predictions of Gd, Nd, and Sm concentrations in test samples compared to
prepared concentrations.

A.3.2. Online Monitoring Demonstration
As a demonstration of the constructed system’s online monitoring capability, an
experiment was designed such that the concentration of analytes in the aerosol stream would
change dynamically. To do this, an FMI pump was used to add and remove solution from the
nebulizer jar. The two-way pump worked at a flow rate of 60 mL min-1 allowing for the aerosol
concentration to be changed rapidly. In order to avoid causing changes in the nebulizer function,
the volume of liquid in the nebulizer was only varied from 20 – 30 mL. The nebulizer began with
a 20 mL liquid only containing Gd and Mg. The analyte concentrations were then changed by
pumping 10 mL of a concentrated solution into the nebulizer, allowing a minimum of 1.5 min for
the nebulizer liquid to homogenize, and then pumping out 10 mL of the nebulizer liquid. This
allowed for a change in concentration while also supplying a 10 mL validation sample at each step
change.
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A script was written in python to read the measured spectra as they were recorded and
predict the analyte concentrations in near real-time. For this demonstration, the calibration model
was rebuilt using the entire 18 sample data sets previously discussed with the same preprocessing
routine. The laser was fired at a rate of 2 Hz allowing for a new concentration prediction every 30
seconds based on a 60-shot accumulation.
The expected concentration profiles (shown as lines) and the near real-time predicted
concentrations (shown as points) can be seen in Figure A.13. The predicted values for Gd before
the first concentration change (0 – 2 min) are highly skewed due an issue with the Mg II reference
peak. After this, the concentration predictions tend to follow the same shape of the expected
concentration profile (although not necessarily at the same scale). It is suspected that due to the
back and forth use of the FMI pump that a considerable amount of liquid may have been held up
in the pump and pipelines. This would change the expected concentration profile. For future
iterations of this experiment, two pumps would be used to allow for the nebulizer jar to recirculate
with another jar outside of the laser enclosure. The outside jar could be used for concentration
changes and for the collection of validation samples.
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Figure A.13. Concentrations predicted with 4-component PLS model with derivative
preprocessing versus planned concentrations.
Following the experiment, different variations in the model construction (i.e. number of
accumulates or number of PLS components) was investigated. One variation in the calibration did
prove to more accurately predict the analyte concentrations in the aerosol. In Section 0, using a
Savitzky-Golay filter and a derivative spectrum preprocess decreased the number of latent
variables needed to achieve low RMSE values. While this performed well for the calibration and
test samples, for this experiment, a PLS model built without the filter or derivative preprocessing
showed stronger performance. The RMSE response to the number of latent variables for this new
calibration model is shown in Figure A.14. Based on this plot, 7 latent variables were used to build
a PLS model using the 18-sample data set. The cross-validation for this model resulted in
RMSECV values of 58.14, 88.69, and 83.31 ppm for Gd, Nd, and Sm, respectively. These values
are on par for the previously built model.
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Figure A.14. RMSE response to additional latent variables included in the PLS model when no
derivative preprocessing is completed.
The online monitoring demonstration data was computed using the new PLS model and
the results are shown in Figure A.15. Qualitatively, the new predictions better follow the expected
trends. The concentrations of Nd and Sm from 0 – 10 min are properly predicted to be null and all
the analytes are shown to have concentration steps on the scale of what was expected.
Quantitatively, the new model resulted in an average decrease in estimation errors of 22.53, 74.30,
and 72.77 % for Gd, Nd, and Sm, respectively.
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Figure A.15. Concentrations predicted with 7-component PLS model without derivative
preprocessing versus planned concentrations.
While the initial demonstration may not have resulted in a model perfectly estimating the
system changes, it was able to see fluctuations in the analyte concentrations at a scale of 0 – 2000
ppm (0 – 0.2 wt%). This result indicates that the system will be capable of fulfilling the DOE
objective to detect off-normal events in the off-gas stream. With modifications to the experimental
setup and enhancements to the modeling methods, the system’s potential is promising.

A.3. Summary
In order to develop an optical monitoring tool for the off-gas systems of MSRs, a LIBS
system was developed and was demonstrated on a surrogate off-gas. To generate this surrogate
off-gas a collision nebulizer was chosen in order to avoid issues with clogging common with other
nebulizers. A glass collision nebulizer was used with an 20oC aqueous system to demonstrate its
applicability. Following this success, an in-house design for a 3-jet nebulizer was made such that
it could be machined out of Inconel or other corrosion resistant alloys for use with fluoride and
chloride salts.
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Another important design challenge was investigated—how to apply optical spectroscopy
to an aerosol without (1) optic damage and (2) significant change in flow path. For the first part, a
sampling chamber was constructed with optical windows on 4 sides of the aerosol stream to
allowing the laser path access to the aerosol stream and multiple directions for light collection.
The use of these windows protects the expensive optics from aerosol damage due to contact and
offers distance from the high temperature gas stream from an MSR. In the second part, to protect
the sample chamber windows from aerosol plating and to maintain the aerosol stream flow, a
sheath flow system was designed. This involved flowing a heated cover gas concentrically around
the aerosol stream across the sampling gap to maintain its shape and forward motion.
To test these designs prior to purchasing the peripheral equipment necessary to begin
testing molten salts, an aqueous system was tested with rare earth analytes. Gd, Nd, and Sm were
tested at concentration levels ranging from 0 – 2000 ppm with Mg as an internal standard at 500
ppm. The gating settings, nebulizer pressure, and collimator gas flow rates were all optimized to
maximize the analyte’s SBRs while maintaining a minimal variation between spectra. Then using
these settings, a calibration model was built. Due to the low concentrations of the analytes, the
matrix effects were very dominant and discouraged the use of univariate models. Fortunately,
chemometric modelling could account for these effects and by implementing a derivative
preprocess, a 4-component PLS model was built with RMSECV values at 56.91, 97.04, and 78.90
ppm for Gd, Nd, and Sm, respectively. This model was then testing on three validation samples
and was able to predict their concentrations well.
Finally, as a demonstration of the online monitoring capabilities of the aerosol LIBS
system, an experiment was performed where the concentration of the liquid being nebulized was
dynamically changed. Furthermore, the prediction of the analyte concentrations was done in near
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real-time using the previously built PLS model. The results showed the model’s ability to
qualitatively capture changes in concentrations, but the changes predicted did not match the
expected concentration profiles within an appropriate margin. Post experimental run, different
calibration models were applied to the collected data and an alternative 7-component PLS model,
built with little preprocessing, was found to improve the system’s predictability. The use of the
new model resulted in a 22.53, 74.30, and 72.77 % reduction in prediction errors for Gd, Nd, and
Sm, respectively.
Moving forward, more developed models and real-time experiments will be completed.
Meanwhile, the design and purchasing of equipment to enable molten salt testing will continue.
So far, this work has shown the aerosol LIBS ability to monitor concentrations at very low
concentrations, both in-situ and in near real-time. To connect this chapter to those prior, a system
such as this would be a preferable method to be performed alongside electrochemistry. Possible
future work could include the addition of electrodes to the nebulizer jar to allow for
electrochemical experiments to be performed simultaneously with the LIBS and enable the sensor
fusion analysis to be performed in near real-time.
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APPENDIX B. COMPARISON OF EXCHANGE
CURRENT DENSITY ACQUISITION METHODS3
This appendix details a study performed at VCU comparing linear polarization (LP), Tafel,
and CV methods were used for the measurement of i0 values of La/La3+ in a ternary salt system.
Lanthanum was chosen due to its similarity to other rare earth materials, both in size and behavior.
The main motivation is to further compare different experimental methods for determining the i0
which could be used for near real time analysis for kinetics modeling.

B.1. Brief Background
Thermodynamic and kinetic properties of species comprising the electrorefiner salt is
crucial for these models. The exchange current density (i0) describes the rate of reaction at the
surface of the cathode in the absence of net electrolysis and zero overpotential. This characteristic
is of the upmost importance for kinetic models and real-time monitoring of the electrorefiner.
Typically, i0 is calculated using electrochemical impedance spectroscopy (EIS), a time intensive
process; however, Yoon and Phongikaroon discuss the ability to use methods alternative to EIS to
acquire exchange current density measurements [55]. Yoon and Phongikaroon used LP, Tafel, and
CV methods to calculate i0 values, finding LP and Tafel results to be highly affected by scan rate
and deposition which occurred at low scan rates [55]. They found that CV results yielded low to
moderate discrepancies with EIS results but recommended the ability to use CV for near real-time
measurements [55]. To expand upon the reported findings, measurements from LP, Tafel, and CV
methods on a LaCl3-LiCl-KCl salt system from 723 – 798 K were compared.

Appendix B is based on author’s previous publication: [57] H. Andrews, S. Phongikaroon, J.
Electrochem. Soc., 165 (2018) E412–E419. doi:10.1149/2.0041810jes.
3
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B.2. Experimental Setup and Sample Preparation
The electrochemical experiments were prepared and performed as detailed in Chapter 3.
Following each experimental run, the working electrode depth was measured via calipers and a
small sample was diluted in 2 vol% HNO3 for ICP-MS concentration verification. The measured
electrode surface area and analyzed salt concentrations are summarized in Table B.1.

Table B.1. List of Sample Composition Expected, Calculated, and Measured.
Sample Name
1.0-LaCl3
1.5-LaCl3
2.0-LaCl3
2.5-LaCl3

Expected
ICP-MS Measured
Molar
Concentration
Concentration
Concentration
(wt%)
(wt%)
(mol%)
1.0
0.961
0.229
1.5
*
0.362
2.0
1.942
0.478
2.5
2.447
0.597
*Note: Sample contaminated prior to ICP-MS testing

Surface Area
(cm2)
0.667
0.531
0.615
0.525

B.3. Results and Discussion
Each sample listed in Table B.1 was tested at temperatures of 723, 748, 773, and 798 K
using LP, Tafel, and CV. The i0 results for each technique are presented and discussed in Sections
B.3.1 – B.3.3 and compared further in Section B.3.4. To quantifiably compare the results of
different methods the calculated i0 values for several scan rates were averaged to find the presented
i0 value for a given method. The average standard deviation of each i0 value was converted into a
percentage of the experimental value itself and is referred to as relative error for the analysis of
this study.

196

B.3.1. Linear Polarization Method
The role of i0 is found in the Butler-Volmer equation which describes the charge transfer
kinetics of a reaction at the electrode; it is derived based on no mass transfer effect, defined as

(1 − 𝛼)𝑛𝐹
𝛼𝑛𝐹
𝑖 = 𝑖0 [𝑒𝑥𝑝 (
𝜂) − exp (−
𝜂)]
𝑅𝑇
𝑅𝑇

(B.1)

where i is the current density (A cm-2), α is the charge transfer coefficient of La3+/La, n is the
number of electrons transferred, F is the Faraday coefficient (C mol-1), R is the universal gas
constant (J mol-1 K-1), T is the absolute temperature (K), and η is the overpotential (V) [55,71].
For the LP method a very small overpotential is assumed (η < 10 mV), allowing the exponential
terms in Eq. (B.1) to be reduced using the Maclaurin series. This results in the reduced form, which
is

𝑖 = 𝑖0

𝑛𝐹
𝜂
𝑅𝑇

(B.2)

where the current density and the overpotential share a linear relationship. Thus, the i 0 can be
calculated from the slope of the plot of the current density against the overpotential [55].
LP was performed at each temperature at scan rates of 3 and 5 mV s-1. Initially, a scan rate
of 1 mV s-1 was performed, but the slow scan rate resulted in an increase in electrode surface area
as seen both by causing irregular behavior in the LP signal and through inspection of the electrode
itself following testing. The scan rates of 3 and 5 mV s-1 were settled on based on Yoon and
Phongikaroon’s study which found i0 values to decrease from 3 to 15 mV s-1 before increasing
above 20 mV s-1 [55]. The linear sweep at a small overpotential (η = ±10 mV) can be seen in Figure
B.1. Current density-potential data used for LP method calculations of 1.0-LaCl3 at a scan rate of
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5 mV s-1 at 723, 748, 773, and 798 K. The electrode surface area is 0.667 cm2. for the LP currentpotential signal for 1.0-LaCl3 at different temperatures. Figure B.2 (a) and (b) shows the calculated
i0 values from the LP method versus temperature and concentration, respectively. The values
follow the general trend of increasing linearly with temperature, with the exception of 2.5-LaCl3.
The average relative error for the calculated values ranged from 10% to 17%; however, some
specific measurements had large relative errors of up to 25%. This error can be contributed to
issues of La deposition on the electrode causing the electrode surface area to become transient
during the test run (especially in samples with larger bulk concentrations). The tungsten electrode
was anodically stripped and manually cleaned between tests; however, some deposition effect was
still present at low scan rates. The i0 values also follow a general linear trend with La concentration
(La mole fraction). It should be noted that an increase in deviation can be seen in corresponding
with an increase in bulk concentration.

Figure B.1. Current density-potential data used for LP method calculations of 1.0-LaCl3 at a scan
rate of 5 mV s-1 at 723, 748, 773, and 798 K. The electrode surface area is 0.667 cm2.
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Figure B.2. (a) The i0 values of various concentrations of LaCl3 in LiCl-KCl calculated using the
LP method versus temperature, (b) the i0 values of LaCl3 in LiCl-KCl calculated using the LP
method versus molar concentration at various temperatures.

B.3.2. Tafel Method
The Tafel method for calculating i0 is derived in a similar manner to LP. By assuming a
large overpotential, the negative exponential term in Eq. (B.1) approaches zero, resulting in

𝑙𝑛(𝑖) = 𝑙𝑛(𝑖0 ) +

𝛼𝑛𝐹
𝜂
𝑅𝑇

(B.3)

Thus, by creating a Tafel plot, the natural log of current versus overpotential, and fitting the large
linear overpotential region (known as the Tafel region), the i0 value can be measured from the yintercept of the fitted line.
The Tafel method was applied to the same measured data as was used for the LP method
analysis at scan rates of 3 and 5 mV s-1 with potential swept from -2.3 to -2.05 V vs Ag/AgCl. The
Tafel region was found to be within an overpotential range of -0.1 to -0.050 V vs Ag/AgCl. The
Tafel method allows for easy visualization of the deposition of La at the electrode represented as
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a nonlinear Tafel region. The transient electrode surface area results in the increase in the ln(i)
value. Figure B.3 shows a linear Tafel plot and a nonlinear Tafel plot affected by deposition due
to the use of a very low scan rate, 1 mV s-1.

Figure B.3. Comparison of the linear and the nonlinear Tafel plots for 1.0-LaCl3 at 773 K at scan
rates of 1, 3, and 5 mV s-1. The non-linear Tafel plot for the 1 mV s-1 scan rate is a result of the
electrode surface area growing during the experimental run.
The i0 values measured through the Tafel method versus temperature are shown in Figure
B.4. The values continue to show a linear temperature dependence. At large concentrations, the
results are similar to the LP i0 values. This can be attributed to the same source of errors affecting
both methods. However, the effect of La deposition seems to be more prominent in the Tafel
methods with some relative errors reaching up to 56%, and an average relative error of
approximately 27%.

200

Figure B.4. The i0 values of various concentrations of LaCl3 in LiCl-KCl calculated using the
Tafel method versus temperature.

B.3.3. Cyclic Voltammetry
CV is a very diverse electrochemical method with many applications. Several researchers
have investigated the method for near real-time modeling due to its faster scan rates, cyclic nature,
and its ability to create a signature of an entire redox reaction. Calculating i0 from CV is identical
to the method utilized with LP, the only difference being the acquisition method used. To reduce
the difficulty in acquiring the slope of the small overpotential region, as well as to replicate the
methods used by Yoon and Phongikaroon the anodic sweep was used [55]. By investigating a
small overpotential window (η = ±10 mV) on the CV curve the i0 values were calculated, as
demonstrated in Figure B.5 with 1.0-LaCl3 case.
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Figure B.5. Demonstration of the small overpotential window selected for the calculation of i0
using CV data of 1.0-LaCl3 at 773 K with a scan rate of 200 mV s-1. The electrode surface area is
0.667 cm2.
CV was performed at moderately higher scan rates, ranging from 50 to 200 mV s-1, to
investigate its ability to be used as a near real-time method for calculating i0. The CV curves of
the samples listed in Table B.1 are shown in Figure B.6 indicating that the peak potentials undergo
small shifts at various scan rates due to a lack of solution resistance compensation. With this slight
shift associated with the uncompensated solution resistance, the La/La3+ redox reactions were
considered to be reversible. Due to a lack of i0 values for La found in the literature for comparison,
the experimental CV data was validated to increase the confidence in the calculated i0 values. For
this validation the apparent standard potential was calculated for each sample and converted to the
Cl2/Cl- reference, as is the standard, to compare to several studies reported in literature [5,33,71–
74] (see Figure B.7). The experimental values from this study fall within most of literature values
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for apparent standard potential [5,71–74] and slightly below the equation proposed by Bagri and
coworkers (E0 (La3+/La) = 710-4 T(K) – 3.530) [71].

Figure B.6. The cyclic voltammograms at scan rates of 50, 100, 150, and 200 mV s-1 of (a) 1.0LaCl3, (b) 1.5-LaCl3, (c) 2.0-LaCl3, and (d) 2.5-LaCl3 at 773 K.
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Figure B.7. Comparison of the apparent standard potential of LaCl3 in LiCl-KCl eutectic salt
reported by various researchers and values found in this study [5,33,71–74].

Figure B.8. (a) The i0 values calculated from CV data of various LaCl3 concentrations against
temperature, (b) the i0 values calculated from the CV method at temperatures 723, 748, 773, and
798 K versus molar concentration.
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The i0 values calculated from the CV curves versus temperature and concentration are
shown in Figure B.8 (a) and (b), respectively. The values follow linear trends both with
temperature and concentration, with little deviation from the general trend at larger concentrations.
The relative error of the i0 values ranged from 6.5 to 11%, depicting little impact from deposition.
This is because the higher scan rate situations do not permit continuous deposition of La onto the
electrode. Occasionally, the electrode required manual cleaning, but typically anodic stripping
was sufficient between experimental runs. While these higher scan rates seemed to aid in reducing
error from the deposition, the effect of the scan rate on the i0 values was investigated to ensure
there was no compromise. The i0 values versus scan rate are shown in Figure B.9, showing there
was little deviation in calculated i0 across different scan rates.

205

Figure B.9. The relationship between i0 values calculated using the CV method of (a) 1.0-LaCl3,
(b) 1.5-LaCl3, (c) 2.0-LaCl3, and (d) 2.5-LaCl3 and the scan rate applied.

B.3.4. Data Comparison
LP, Tafel, and CV methods discussed in Sections B.3.1 – B.3.3 were used to find the i0
values for each ternary salt sample under different temperatures and scan rates. Figure B.10 shows
a comprehensive comparison of the i0 values found for each sample using the three different
methods. Figure B.10 shows that as the bulk concentration increases the three methods begin to
diverge from one another. Additionally, with an increased concentration, the LP and Tafel results
increase in relative error. Only CV results tend to remain relatively linear with temperature, while
maintaining a low to moderate relative error. These results can be linked to the deposition effect
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on the different methods, with LP and Tafel being the most susceptible to interference. For these
reasons, it is important to be cautious with the use of LP and Tafel methods for a high concentration
study. The linear relationships between i0 and temperature and concentration for LaCl3 were
calculated based on the CV results due to their minimal error when compared with the other
methods. These relationships are summarized in Table B.2. The percent residuals between the
values predicted using the models in Table B.2 and the experimental values are represented in
Figure B.11. Here it can be seen that for the temperature model all of the residuals fall within 20%
of the model showing a strong correlation. The concentration model falls within the same range
for all concentrations above 0.229 mol%. Despite the large R2 value, the lower concentration range
does not appear to follow this model at lower temperatures, this could be further investigated
through calculating the use of a reduced Nernst equation, however due to deposition the Tafel
results were not reliable enough to permit this investigation. Further studies could be completed
using EIS to extract more precise models for i0 of La in LiCl-KCl eutectic, but these models still
serve as an estimation for the value of i0.
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Figure B.10. Comparison of the i0 values calculated using the LP, Tafel, and CV methods in this
study of (a) 1.0-LaCl3, (b) 1.5-LaCl3, (c) 2.0-LaCl3*, and (d) 2.5-LaCl3.
*Note: i0 values from Ref. [75] with different electrodes are superimposed in (c) showing a
general agreement with the experimental data sets.
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Table B.2. Calculated Linear Models for Dependence of i0 on Temperature (723 K - 798 K) and
Concentration (0.229 mol% - 0.597 mol%).
Relationship
Equation
R2
i0 [mA cm-2] dependence on temperature
[T(K)]

i0 [mA cm-2] dependence on concentration
[C(mole fraction)]

1.0-LaCl3
1.5-LaCl3
2.0-LaCl3
2.5-LaCl3
723 K
748 K
773 K
798 K

0.140T-94.8
0.212T-139
0.214T-135
0.221T-130
4.244103C
5.736103C
6.997103C
7.547103C

0.999
0.953
0.999
0.877
0.903
0.928
0.941
0.991

Figure B.11. Percent residual values between the experimental i0 values and the models shown in
Table B.2.
While there exist few La i0 values found in literature, Tang and Pesic investigated the
electrochemical behavior of La in LiCl-KCl and measured the exchange current density of 1.62
wt% LaCl3 in LiCl-KCl onto a Mo electrode and onto a Mo substrate coated with deposited La
metal [75]. They used the LP method in conjunction with an overpotential window of ±15mV and
a scan rate of 0.166 mV s-1 [75]. These data points can be seen in Figure B.10(c) versus the i0
values for 1.5-LaCl3 from this study under a comparable concentration condition. The larger
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overpotential and slow scan rate used may have resulted in deposition during the measurement,
increasing the value compared to values from this study. Additionally, i0 is proportional to
concentration; therefore, the i0 for 1.62 wt% LaCl3 is expected to be slightly larger than that of
1.5-LaCl3. Despite small differences between these values, both Tang and Pesic’s values and this
study agree well and fall within the same range. Additionally, at a scan rate three times greater,
the error could be a reasonable compromise for the ability to use CV for near real-time
measurement of i0.

B.4. Conclusion
Three different electrochemical methods (LP, Tafel and CV) were used to measure the
values of i0 of La/La3+ in LiCl-KCl eutectic salts under different temperature (723 – 798 K) and
concentration conditions (0.229 - 0.597 mol%). The results show that the measured data from the
three methods agree within an average relative error range of 33%. The CV method proved the
most robust in obtaining i0 values with the lowest range of the deviation error (6.5 - 11%) in
comparison to LP and Tafel. The i0 values from the CV methods were similar to those from LP
method and followed linear trends both with temperature and concentration.

LP and Tafel

methods showed large deviations under high concentrations due to deposition effect. The average
relative errors of i0 from the LP technique ranged from 10 to 17% while those from Tafel were
roughly at 27%.

The obtained i0 data sets were compared to the values reported by Tang and

Pesic [75] using the LP method and shown to agree well within the same range. In conclusion, the
low discrepancy between data from CV and other techniques (LP and Tafel) suggests that CV may
possibly be used as a rapid data measurement and analysis providing advantage toward the real
time response for kinetics modeling.
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APPENDIX C. EXPERIMENTAL DESIGN AND
PRELIMINARY TESTS
This appendix section details preliminary investigations regarding the experimental setups
to be used in Chapters 4 – 6. Tests regarding the impact of interelectrode gap (the spacing between
the working and counter electrode) on the solution resistance in the electrochemical cell were
completed. This allowed for specific precautions to be taken during the future studies to avoid
issues.
A table-top LIBS setup was initially investigated; however, due to issues regarding optic
degradation the system was moved into the glovebox for the experiments reported in Chapters 4 –
6. Additionally, the glovebox LIBS system settings were optimized to maximize the signal-tobackground ratio for future studies.

C.1. Electrode Gap Effect on Solution Resistance
Three electrode inserts were machined, so that the effect of the gap between the working
and counter electrode gap could be investigated (see Figure C.1). The gap effect was quantified by
measuring the electrochemical cell’s solution resistance, Rs. This measurement was done by
applying high frequency electrochemical impedance spectroscopy (EIS). EIS perturbates the cell
by applying a sinusoidal voltage waveform, in a linear system the current response is shifted in
phase. The impedance of the system can then be calculated using the phase shift; that is,

Z(t) = R s +

R ct
1 + jτω

(0-1)

where Z is the impedance (Ω), Rs is the solution resistance (Ω), Rct is the charge transfer resistance
(Ω), τ is the time constant (s), and ω is the frequency (rad s-1) [55]. When a high frequency is
applied the right term in Eq. (0-1) goes to zero, leaving only the solution resistance.
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The solution resistance of 0.5 and 4.0 wt% GdCl3 in LiCl-KCl samples were measured
while the electrode surface area and temperature were changed. The temperature ranged from 723
– 798 K to include all temperatures experiments may be completed at. As the temperature
increases, the solution resistance decreases with a linear trend. When the solution resistance values
were adjusted for surface area, it could be seen that the solution resistance increased as the
interelectrode gap increased (see Figure C.2).

Figure C.1. Three electrode configurations with electrode gaps of (A1) 1.070, (A2) 0.800, and
(A3) 0.545 cm.

Figure C.2. Temperature effect on solution resistance of 0.5 wt% GdCl3 in LiCl-KCl.
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The surface area relationship with solution resistance was evaluated at 773 K, the primary
experimental temperature for this study. The working electrode was incrementally removed, and
the solution resistance was measured. This was repeated until the signal was not repeatable or until
the electrode was no longer submerged in the salt. The height change was measured by-hand with
a caliper. Figure C.3 displays the results of this experiment. Figure C.3 reveals that the solution
resistance increases as the interelectrode gap increases. This verifies the trend seen during the
temperature tests. Another obvious trend is that as the surface area decreases the solution resistance
increases in a power function trend. The main takeaway from this investigation is that despite
being able to compensate for the voltage drop due to solution resistance, low surface areas should
be avoided. The interelectrode gap behavior is interesting; however, based on the size constraints
of the electrochemical cells in this study, there is no preferable distance. The remainder of this
study utilizes a 0.800 cm interelectrode distance, while care was taken to ensure sufficient surface
area is being utilized.
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Figure C.3. Effect of surface area on solution resistance in 4.0 wt% GdCl3 in LiCl-KCl at 773K.

C.2. Table-top LIBS Setup
Initially, a table-top LIBS experimental setup was constructed similar to the setup used by
Williams and team [11]. The purpose of this setup was to develop a method to test salt samples
when a glovebox system was not available. Salt ingots were loaded into Anver F15-SIT suction
cups. These suction cups were epoxied onto the jar lids allowing the salt ingot to be axially
concentric with the jar exterior. The lids with salt ingots were then screwed onto the sample jars
inside an inert glovebox. The jar was then sealed with Teflon and removed from the glovebox for
immediate LIBS analysis. A sample jar loaded with a salt ingot is shown in Figure C.4.
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Figure C.4. Sample jar for table-top LIBS analysis loaded with salt ingot.

Figure C.5. Table-top LIBS system with laser path shown.
The laser was setup on a ThorLabs breadboard to make optic placement easier. As seen in
Figure C.5, the laser path was setup with a Z formation to minimize back scattering. The laser was
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then bent 90o downward through a 50 mm focal lens onto the sample surface. The plasma light
was collected at 45o from the incident beam and was then routed to the spectrometer via a fiber
optic cable. Testing included 8 repetitions per sample, 100 shots per repetitions at 30 mJ. The
spectral intensity decreased after each repetition. Spectra from a 1 wt% SmCl3 in LiCl-KCl sample
is shown in Figure C.6. This was found to be due to optic degradation from salt debris collecting
on the inner surface of the jar, as seen in Figure C.7. To compensate for this the jar was rotated
roughly 20o by hand between repetitions, but this did little to help with signal loss. This shows that
working outside the glovebox provides an easier path in an optical alignment. However, based on
this experience, a glovebox LIBS system would be absolutely necessary.

Figure C.6. Spectra collected from a 1 wt% SmCl3 in LiCl-KCl sample using table-top LIBS setup.
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Figure C.7. Sample jar coated with salt debris from LIBS plasma.

C.3. Glovebox LIBS Optimization
Prior to the studies detailed in Chapters 4 – 6, the LIBS settings including the laser energy,
gate delay, gate width, and shots per repetition were optimized. Each variable was used for 6
repetitions and 30 shots. An optimization parameter was developed to maximize the SBR while
minimizing the standard deviation of the SBR for each peak. The optimization parameter was
computed using Eq. (C-2).

Optimization Variable =

SBR 429.64 × SBR 472.85 × SBR 484.16
σ429.64 × σ472.85 × σ484.16

(C-2)

The first variable optimized was the gate width on the ICCD camera. The gate width was
varied from 5 – 15 μs, meanwhile the gate delay and Q-switch delay (energy) remained 16 and 85
μs, respectively. It was found that the SBR increased as the gate width was increased but plateaued
after 7 μs. This plateau was due to the gate width encroaching on or beyond the scale of the plasma
lifetime. When the different gate widths were evaluated with Eq. (C-2), 8 μs was found to be the
optimal gate width. The optimization evaluation is shown in Figure C.8.
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Figure C.8. Optimization variable response to gate width.
The next parameter optimized was the gate delay. The gate delay is particularly important
for ensuring that the elemental spectral information is not saturated with white light emissions.
The gate delay was varied from 6 – 30 μs, while the gate width and Q-switch delay (laser energy)
were kept at 8 and 85 μs, respectively. The relative intensity and SBR of each peak continued to
grow as the gate delay was increased; however, the variation between repetitions also increased.
The optimization evaluation of gate delay is shown in Figure C.9. The optimal gate delay was
determined to be 14 μs.
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Figure C.9. Optimization variable response to gate delay.
Laser energy was adjusted by changing the Q-switch delay on the laser itself. The Q-switch
delay was varied between 70 – 150 μs, where the lower the Q-switch delay the higher the laser
energy. The previously determined gate width and gate delay were used for the laser energy
optimization. The optimization variable versus Q-switch delay (energy) is shown in Figure C.10.
The result of this optimization was a 110 µs Q-switch delay. To measure the actual laser energy a
Gentec Maestro power meter, shown in Figure C.11, was used. The laser energy corresponding to
a 110 µs Q-switch delay was measured to be 13 ± 2 mJ. Lastly, the number of shots per repetition
was optimized. The number of shots per accumulate spectrum was varied from 10 – 100. As seen
in Figure C.12, the optimal number of shots was 50. This corresponded to a data collection rate of
~1 min per repetition.
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Figure C.10. Optimization variable response to various laser energies.

Figure C.11. Gentec Maestro power meter for monitoring laser energy.
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Figure C.12. Optimization variable response to number of shots per repetition.
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