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1 Introduction
Moore-Penrose inverse (abbr. MP inverse) of the sums, differences and the products of
projections in various settings attracts wide interest from many authors. For instance,
Cheng and Tian [3] presented expressions for the MP inverse of such matrices as PAPB ,
PA − PB , and PAPB − PBPA, where A and B are complex matrices, PA = AA
† and
PB = BB
†. Du and Deng [6] studied the MP inverses of PQ and P −Q, where P and Q
are projections in the ring B(H) of all linear bounded operators on a Hilbert space H. Li
[8, 9] investigated MP inverses of pq, p− q, pq− qp and pq+ qp for two given projections p
and q in a C∗-algebra. Recently, Deng and Wei [4] established some formulae for the MP
inverse of the sums, differences and the products of projections in a Hilbert space so that
some known results in the literature were extended.
This article is mainly motivated by [4, 8, 9]. We investigate the MP inverse of the
differences and the products of projections in a ring R with involution. Some equivalent
∗Corresponding author.
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conditions are obtained. As applications, the MP invertibility of the commutator pq − qp
and the anti-commutator pq + qp are characterized, where p and q are projections in R.
Some results in [4, 8, 9] are generalized. Note that some methods based on decomposition
of matrix, orthogonal decomposition of Hilbert spaces and spectral technique are not
available in an arbitrary ring with involution. The results in this paper are proved by a
purely ring theoretical method.
Throughout this paper, R is an associative ring with unity and an involution a 7→ a∗
satisfying (a∗)∗ = a, (a+ b)∗ = a∗ + b∗, (ab)∗ = b∗a∗. An element a ∈ R has MP inverse,
if there exists b such that the following equations hold [12]:
(1) aba = a, (2) bab = b, (3) (ab)∗ = ab, (4) (ba)∗ = ba.
In this case, b is unique and denoted by a†. Moreover, we have (a†)† = a. It is easy to see
that a has MP inverse if and only if a∗ has MP inverse, and in this case (a∗)† = (a†)∗.
An element a ∈ R has Drazin inverse, if there exists b such that the following equations
hold [5]:
(1) ab = ba, (2) bab = b, (3) ak+1b = ak.
for some nonnegative integer k. In this case, b is unique and denoted by ad. The smallest
integer k for which the above equations hold is called the Drazin index of a, denoted by
ind(a). If k = 1, then b is called group inverse of a and denoted by a♯.
We write R†, Rd and R♯ as the set of all MP invertible elements, all Drazin invertible
elements and group invertible elements in R, respectively.
If a∗ = a ∈ R†, then aa† = a†a, i.e. a† = a♯. In this case, a is called an EP element.
An idempotent p ∈ R is called a projection if it is self-adjoint, i.e., p∗ = p.
Recall from [7] that a ring R is said to be ∗-reducing if, for any element a ∈ R, a∗a = 0
implies a = 0. Note that R is ∗-reducing if and only if the following implications hold for
any a ∈ R:
a∗ax = a∗ay ⇒ ax = ay and xaa∗ = yaa∗ ⇒ xa = ya.
It is well-known that any C∗-algebra is a ∗-reducing ring.
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2 Main results
Let us remind the reader that, in what follows, R is always a ring with involution ∗. By
p and q we mean two projections in R. We also fix the notations a = pqp, b = pq(1− p),
d = (1− p)q(1− p), p = 1− p and q = 1− q.
The following lemmas will be used in the sequel.
Lemma 1. ([1, Lemma 2.1]) (1) If r ∈ R†, then r∗r, rr∗ ∈ R† and the following equalities
hold: (r∗r)† = r†(r∗)†, (rr∗)† = (r∗)†r†, r† = (r∗r)†r∗ = r∗(rr∗)†.
(2) Suppose that R is ∗-reducing. If r∗r ∈ R† or rr∗ ∈ R†, then r ∈ R†.
Lemma 2. (1) bb∗ = (p− a)− (p− a)2.
(2) b∗b = d− d2.
(3) db∗ = b∗(p − a).
Proof. By a direct verification.
The next lemma is essentially due to Benitez and Cvetkovic-Ilic [1] although we do not
assume that R is ∗-reducing.
Lemma 3. (1) If pq ∈ R†, then (p− a)(p − a)†b = b;
(2) If pq ∈ R†, then bdd† = b;
(3) If pq, pq ∈ R†, then bd† = (p− a)†b and d†b∗ = b∗(p− a)†.
(4) If pq, pq ∈ R†, then p− q ∈ R† and (p− q)† = q(pqp)† − q(pqp)†.
Proof. (1)-(3) See [1, Lemma 2.3].
(4) If pq, pq ∈ R†, then we have
(p− q)† = (p− a)(p − a)† − bd† − d†b∗ − dd†
(3)
=== (p− a)(p − a)† − bd† − b∗(p − a)† − dd†
= [(p − a)− b∗](p− a)† − (b+ d)d†
= [p(1− q)p+ (1− p)(1− q)p](pqp)† − q(1− p)(pqp)†
= q(pqp)† − q(pqp)†, (2.1)
where the first “=” follows by the proof of [1, Theorem 4.1(iii)].
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The following theorem and its corollaries parallel to [4, Theorem 2.3].
Theorem 4. The following statements are equivalent for any two projections p and q in
a ring R with involution:
(1) 1− pq ∈ R†, (2) 1− pqp ∈ R†, (3) p− pqp ∈ R†;
(4) 1− qp ∈ R†, (5) 1− qpq ∈ R†, (6) q − qpq ∈ R†.
Proof. (1)⇔(4) is clear by 1 − qp = (1 − pq)∗. We need only prove that (1)-(3) are
equivalent.
(1)⇒(3) Let x = (1− pq)†. Then we have
(1− p)x(1− pq)p = (1− p)(1− pq)x(1− pq)p = (1− p)(1− pq)p = 0. (2.2)
Consequently,
px(1− pq)(1− p) = [(1 − p)x(1 − pq)p]∗ = 0. (2.3)
On the other hand, by a direct verification, we have
p(1− pq)xp = p(1− pq)[p+ (1− p)]xp
= p(1− pq)pxp+ p(1− pq)(1− p)xp
= (p− pqp)pxp− pq(1− p)xp. (2.4)
Now, we verify p− pqp ∈ R† and (p− pqp)† = pxp.
Step 1 . (p− pqp)pxp(p− pqp) = p− pqp. Indeed,
(p− pqp)pxp(p− pqp)
(2.2)
==== (p− pqp)pxp(1− pq)p− pq[(1− p)x(1 − pq)p]
= [(p− pqp)pxp− pq(1− p)xp](1− pq)p
(2.4)
==== p(1− pq)xp(1− pq)p
= p(1− pq)x(1− pq)p
= p(1− pq)p = p− pqp. (2.5)
Step 2 . [(p− pqp)pxp]∗ = (p− pqp)pxp.
Actually, (2.2) implies (1−p)x∗p−(1−p)qpx∗p = (1−p)(1−qp)x∗p = (1−p)[x(1−pq)]∗p
= (1− p)x(1− pq)p = 0. Hence
(1− p)x∗p = (1− p)qpx∗p. (2.6)
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Meanwhile, (p − pqp)px∗p(p − pqp) = [(p − pqp)pxp(p− pqp)]∗
(2.5)
==== [p − pqp]∗ = p − pqp,
i.e.,
(p− a)px∗p(p− a) = p− a. (2.7)
In view of (2.6), (2.7) and Lemma 2(1), one can get
pq(1− p)xp = pq(1− p)(1 − pq)xp = pq(1− p)x∗(1− qp)p
= pq(1− p)x∗p(1− qp)p+ pq(1− p)x∗(1− p)(1− qp)p
(2.6)
==== pq(1− p)qpx∗p(1− q)p− pq(1− p)x∗(1− p)qp
= bb∗x∗(p− a)− pq(1− p)x∗(1− qp)(1− p)qp
= [(p− a)− (p− a)2]x∗(p− a)− b(1− pq)xb∗ (see Lemma 2(1))
(2.7)
==== (p− a)− (p− a)2 − b(1− pq)xb∗,
where (p− a)∗ = p− a and (b(1− pq)xb∗)∗ = b(1− pq)xb∗. This guarantees
[pq(1− p)xp]∗ = pq(1− p)xp. (2.8)
So we have
[(p − pqp)pxp]∗
(2.4)
==== [p(1− pq)xp+ pq(1− p)xp]∗
(2.8)
==== p(1− pq)xp+ pq(1− p)xp
(2.4)
==== (p − pqp)pxp.
Step 3 . [pxp(p− pqp)]∗ = [px(1− pq)p]∗ = px(1− pq)p = pxp(p− pqp).
Step 4 . pxp(p− pqp)pxp = pxp. Indeed,
pxp(p− pqp)pxp
(2.3)
==== px(1− pq)pxp+ [px(1− pq)(1− p)]xp
= px(1− pq)[p+ (1− p)]xp
= px(1− pq)xp = pxp.
(3)⇒(1) Suppose p− a = p− pqp ∈ R†. Let
x = [1 + b∗(p− a)](p − a)†(1 + b)− b∗ − b∗b+ 1− p.
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We will show that (1− pq)† = x in accordance with the definition of MP inverse.
Firstly, note that
(1− pq)x
= (1− pq)p(p− a)†(1 + b) + (1− pq)b∗(p − a)(p− a)†(1 + b)
−(1− pq)b∗ − (1− pq)b∗b+ (1− pq)(1− p)
= (p− a)(p − a)†(1 + b) + b∗(p − a)(p− a)†(1 + b)
−bb∗(p− a)(p − a)†(1 + b)− b∗ + bb∗ − b∗b+ bb∗b+ 1− p− b,
where bb∗ = (p− a)− (p − a)2 (see Lemma 2(1)). Hence
(1− pq)x = (p − a)(p− a)† + (p − a)(p− a)†b+ b∗(p− a)(p − a)†
+b∗(p− a)(p − a)†b− b∗b− b∗ − b+ 1− p. (2.9)
Now, it is straightforward to check
[(1− pq)x]∗ = (1− pq)x. (2.10)
Similarly, we have
x(1− pq)
= (p − a)†(1− pq + b) + b∗(p− a)(p − a)†(1− pq + b)− b∗(1− pq + b) + 1− p
= (p − a)†(p − a) + b∗(p− a)− b∗(1− pqp) + 1− p
= (p − a)†(p − a) + 1− p, (2.11)
from which it is easy to see that
[x(1− pq)]∗ = x(1− pq). (2.12)
Secondly, it follows from (2.9) that
(1− pq)x(1− pq)
= (p− a)(p− a)†(1− pq + b) + b∗(p− a)(p − a)†(1− pq + b)
−b∗(1− pq + b)− b+ 1− p
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= (p− a) + b∗(p− a)− b∗(p− a)− b+ 1− p
= p− a− b+ 1− p = 1− pq. (2.13)
Finally, we have
x(1− pq)x
(2.11)
==== [(p− a)†(p− a) + 1− p]{[1 + b∗(p− a)](p − a)†(1 + b)− b∗ − b∗b+ 1− p}
= [1 + b∗(p− a)](p − a)†(1 + b)− b∗ − b∗b+ 1− p = x. (2.14)
Combining (2.10), (2.12)-(2.14), one can see that
(1− pq)† = x = [1 + b∗(p− a)](p − a)†(1 + b)− b∗ − b∗b+ 1− p. (2.15)
(2)⇒(3) Since (1 − pqp)∗ = 1 − pqp ∈ R† and p(1 − pqp) = (1 − pqp)p, we have
p(1− pqp)† = (1− pqp)†p by [10, Corollary 12]. One can check (p− pqp)† = p(1− pqp)†.
(3)⇒(2) It is trivial to verify that (1− pqp)† = (p − pqp)† + 1− p.
Corollary 5. The following conditions are equivalent for any two projections p and q in
a ∗-reducing ring R:
(1) 1− pq ∈ R†, (2) 1− pqp ∈ R†, (3) p− pqp ∈ R†, (4) p− pq ∈ R†, (5) p− qp ∈ R†;
(6) 1− qp ∈ R†, (7) 1− qpq ∈ R†, (8) q− qpq ∈ R†, (9) q− qp ∈ R†, (10) q− pq ∈ R†.
Moreover, (p− pqp)† = (1− pq)†p when any one of these conditions is satisfied.
Proof. (1)⇔(2)⇔(3)⇔(6) has been proved in Theorem 4. We will prove (3)⇔(4)⇔(5).
(4)⇔(5) is obvious since p− pq = (p − qp)∗.
(3)⇔(4) Since R is ∗-reducing and p− pqp = p(1− q)p = pq(pq)∗, it is easy to see that
p(1− q) ∈ R† if and only if p− pqp ∈ R† by Lemma 1.
Moreover, if any one of the above conditions is satisfied, then we have
(1− pq)†p
(2.15)
===== {[1 + b∗(p− a)](p − a)†(1 + b)− b∗ − b∗b+ 1− p}p
= (p − a)† + b∗(p− a)(p − a)† − b∗
= (p − a)† = (p− pqp)†. (see Lemma 3(1))
This completes the proof.
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By Lemma 1(1), one can see that (4)⇒(3) and (5)⇒(3) in Corollary 5 are valid even
if R is not ∗-reducing. However, the following example shows that (3) does not imply (4)
or (5) in general if R is not ∗-reducing.
Example 6. Let R = Z2〈x, y〉/(x
2 − x, y2 − y, xyx) be the ring generated over Z2 by
{x, y} with the relations {x2 − x, y2 − y, xyx}. Let X = x + (x2 − x, y2 − y, xyx) and
Y = y + (x2 − x, y2 − y, xyx). Define the involution on R such that 1∗ = 1, X∗ = X,
Y ∗ = Y , (XY )∗ = Y X, (Y X)∗ = XY and (Y XY )∗ = Y XY . Then p = X and q = 1− Y
are projections. In addition, p(1 − q)p = XY X = 0 ∈ R†. But p(1 − q) = XY 6∈
p(1− q)[p(1− q)]∗R = {0}. Therefore, p(1− q) 6∈ R† in according to [7, Theorem 5.4].
Replacing p and q by p = 1 − p and q = 1 − q respectively in Corollary 5, we obtain
the following corollary.
Corollary 7. The following are equivalent for any two projections p and q in a ∗-reducing
ring R:
(1) p+ q − pq ∈ R†, (2) p+ pqp ∈ R†, (3) pqp ∈ R†, (4) q − pq ∈ R†,
(5) q − qp ∈ R†, (6) p+ q − qp ∈ R†, (7) q + qpq ∈ R†, (8) qpq ∈ R†,
(9) p− qp ∈ R†, (10) p− pq ∈ R†.
Theorem 8. The following statements are equivalent for any two projections p and q in
a ring R with involution:
(1) p(1− q) ∈ R† and (1− p)q ∈ R†;
(2) p− q ∈ R†.
Proof. (1)⇒(2) By Lemma 3(4).
(2)⇒(1) It follows that (p−q)†(p−q) = (p−q)(p−q)† since p−q ∈ R† and (p−q)∗ = p−q.
Now, it is easy to check that [(p− q)2]† = [(p− q)†]2. Also note that [(p− q)2]∗ = (p− q)2
and p(p−q)2 = (p−q)2p = p−pqp. By [10, Corollary 12], we have p[(p−q)2]† = [(p−q)2]†p,
i.e., p[(p− q)†]2 = [(p− q)†]2p. Let x = (p− q)†p. We will prove that (pq)† = x.
First, (pq)x = p(p− q)(p− q)†p implies [(pq)x]∗ = (pq)x.
Moreover, we have
(pq)x(pq) = p(p− q)(p− q)†pp(p− q)
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= p(p− q)(p− q)(p − q)†(p− q)†pp(p− q)
= p(p− q)(p− q)(p − q)†(p− q)†(p− q)
= p(p− q) = pq.
Furthermore, x(pq) = (p− q)†p(p− q) implies
[x(pq)]∗ = [(p − q)†p(p− q)]∗ = (p− q)p(p− q)†
= (p − q)p(p− q)†(p− q)†(p − q)
= (p − q)(p− q)†(p− q)†p(p− q)
= (p − q)†p(p− q) = x(pq),
and hence
x(pq)x = [x(pq)]∗x = [(p − q)†p(p− q)]∗(p − q)†p
= (p− q)p(p − q)†(p− q)†p
= (p− q)(p − q)†(p − q)†p
= (p− q)†p = x.
This proves (pq)† = (p− q)†p. (2.16)
Thus, p− q = −(p− q) ∈ R† implies pq ∈ R†.
In case R is ∗-reducing, p(1−q) ∈ R† if and only if (1−p)q ∈ R† by Corollary 5(3)⇔(9).
Whence we have the following corollary.
Corollary 9. The following conditions are equivalent for any two projections p and q in
a ∗-reducing ring R:
(1) p(1− q) ∈ R†;
(2) p− q ∈ R†;
(3) (1− p)q ∈ R†.
Let p and q be projections in a ∗-reducing ring R. It is clear that all the conditions in
Corollary 5, 7 and 9 are mutually equivalent. The following corollary shows the relations
among those MP inverses when they exist.
9
Corollary 10. Let p and q be projections in a ∗-reducing ring R. If any one of the
conditions in Corollary 5, 7 and 9 is satisfied, then
(1) (1− pq)†pqp = pq(pqp)† = pqp(1− qp)† = p(pq)† = (qp)†p = p(p − q)†p;
(2) (p + pq)†pqp = (q + pq)†pqp = pq(pqp)† = pqp(p + qp)† = pqp(q + qp)† = p(pq)† =
(qp)†p = p(q − p)†p.
Proof. (1) First of all, we have (pqp)† = (p − pqp)† = (1− pq)†p by Corollary 5. Hence
(1− pq)†pqp = (pqp)†pqp = pqp(pqp)† = pq(pqp)†.
Consequently,
pq(pqp)† = pqp(pqp)† = [pqp(pqp)†]∗ = [(1− pq)†pqp]∗ = pqp(1− qp)†.
Next, it follows by (2.1) that
pq(pqp)† = pq(pqp)†p = p[q(pqp)† − q(pqp)†]p
(2.1)
==== p(p− q)†p.
Finally, from (2.16) we can see that p(pq)† = p(p− q)†p = (qp)†p.
(2) Replace p and q, respectively, by 1− p and 1− q in (1).
In order to investigate the MP invertibility of the commutator pq − qp and the anti-
commutator pq + qp, we need the following three lemmas.
Lemma 11. The following conditions are equivalent for any two projections p and q in a
∗-reducing ring R:
(1) (1− p)(1− q) ∈ R†;
(2) 1− p− q ∈ R†;
(3) pq ∈ R†.
Proof. Substitute 1− p for p in Corollary 9.
Lemma 12. Let b = pq(1− p), where p and q be two projections in R, then b− b∗ ∈ Rd
if and only if bb∗ ∈ Rd. In this case, ind(bb∗) ≤ ind[(b− b∗)2].
Proof. See [2, Lemma 2.6].
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Lemma 13. Let r ∈ R. If r + r2 ∈ Rd (resp., r − r2 ∈ Rd), then r ∈ Rd and ind(r) ≤
ind(r + r2) (resp., ind(r) ≤ ind(r − r2)).
Proof. See [2, Lemma 2.7].
Theorem 14. The following conditions are equivalent for any two projections p and q in
a ∗-reducing ring R:
(1) pq − qp ∈ R†;
(2) pq ∈ R† and p− q ∈ R†.
Proof. (1)⇒(2) Since b− b∗ = pq − qp ∈ R† and (b− b∗)R = (b∗ − b)R = [(b− b∗)]∗R, we
have (b−b∗)† = (b−b∗)♯ by [11, Proposition 2]. It can be verified that [(b−b∗)†]2 is the MP
inverse of (b− b∗)2. Again, by [11, Proposition 2], it follows that [(b− b∗)2]† = [(b− b∗)2]♯
since [(b− b∗)2]∗R = (b− b∗)2R. In view of Lemma 12, we have bb∗ ∈ Rd and ind(bb∗) ≤
ind[(b− b∗)2] ≤ 1.
Note that bb∗ = pq(1 − p)qp = pqp − (pqp)2. By Lemma 13, we obtain pqp ∈ Rd
and ind(pqp) ≤ ind(bb∗) ≤ 1, which means pqp ∈ R♯. Hence (pqp)† = (pqp)♯ because
(pqp)∗R = pqpR (see [11, Proposition 2]). Now, substituting pq for r in Lemma 1(2), one
can see that pq ∈ R†.
Thus, pq− qp ∈ R† implies pq ∈ R†. Replacing p by (1− p), we get (1− p)q ∈ R† since
(1− p)q − q(1− p) = −(pq − qp) ∈ R†. In addition, we have p− q ∈ R† by Corollary 9.
(2)⇒(1) It follows that (p−q)(p−q)† = (p−q)†(p−q) since p−q ∈ R† and (p−q)∗ = p−q.
One can easily check that [(p − q)†]2(p − q)2. By Lemma 1(1), we have pqp ∈ R† since
pq ∈ R†. Meanwhile, [(p−q)2]∗ = (p−q)2, (pqp)∗ = pqp and bb∗ = pqp(p−q)2 = (p−q)2pqp.
Combining these facts we can see that pqp, (pqp)†, (p−q)2 and [(p−q)2]† commute with each
other according to [10, Corollary 12]. Now, it is trivial to verify that (pqp)†(p− q)†(p− q)†
is the MP inverse of bb∗ = pqp(p− q)2. Moreover, it is clear that b ∈ R† by Lemma 1(2).
Finally, pq − qp ∈ R† follows by [1, Theorem 4.1(iv)] (see also [8, Theorem 13]).
Theorem 15. The following conditions are equivalent for any two projections p and q in
a ∗-reducing ring R:
(1) pq + qp ∈ R†;
(2) p+ q ∈ R† and pq ∈ R†.
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Proof. (1)⇒(2) According to [11, Proposition 2], it follows that (pq + qp)† = (pq + qp)♯
since pq + qp ∈ R† and (pq + qp)∗R = (pq + qp)R. Note that (p + q)2 − (p + q) =
(p + q − 1)2 + (p + q − 1) = pq + qp ∈ R♯. By Lemma 13, we have p + q, p + q − 1 ∈ Rd
with ind(p + q) ≤ ind(pq + qp) ≤ 1 and ind(p + q − 1) ≤ ind(pq + qp) ≤ 1, i.e., p + q,
p+ q− 1 ∈ R♯. On the other hand, (p+ q)∗R = (p+ q)R and (p+ q− 1)∗R = (p+ q− 1)R
imply (p+ q)† = (p+ q)♯ and (p+ q − 1)† = (p+ q − 1)♯ (see [11, Proposition 2]). Finally,
by Lemma 11, we have pq ∈ R† since (p+ q − 1)†.
(2)⇒(1) First, pq ∈ R† implies p + q − 1 ∈ R† by Lemma 11. Combining this with
the hypothesis p + q ∈ R† and the facts (p + q)∗ = p + q, (p + q − 1)∗ = p + q − 1 and
pq + qp = (p + q)(p + q − 1) = (p + q − 1)(p + q), one can see that p + q, p + q − 1,
(p+ q − 1)† and (p+ q)† are commutative with each other by [10, Corollary 12]. Whence
it is straightforward to check that (pq + qp)† = (p + q)†(p+ q − 1)†.
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