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In the last twenty years network science has proven its strength in modelling many real-world
interacting systems as generic agents, the nodes, connected by pairwise edges. Yet, in many relevant
cases, interactions are not pairwise but involve larger sets of nodes, at a time. These systems are thus
better described in the framework of hypergraphs, whose hyperedges effectively account for multi-
body interactions. We hereby propose a new class of random walks defined on such higher-order
structures, and grounded on a microscopic physical model where multi-body proximity is associated
to highly probable exchanges among agents belonging to the same hyperedge. We provide an
analytical characterisation of the process, deriving a general solution for the stationary distribution
of the walkers. The dynamics is ultimately driven by a generalised random walk Laplace operator
that reduces to the standard random walk Laplacian when all the hyperedges have size 2 and are thus
meant to describe pairwise couplings. We illustrate our results on synthetic models for which we have
a full control of the high-order structures, and real-world networks where higher-order interactions
are at play. As a first application of the method, we compare the behaviour of random walkers on
hypergraphs to that of traditional random walkers on the corresponding projected networks, drawing
interesting conclusions on node rankings in collaboration networks. As a second application, we
show how information derived from the random walk on hypergraphs can be successfully used for
classification tasks involving objects with several features, each one represented by a hyperedge.
Taken together, our work contributes to unveiling the effect of higher-order interactions on diffusive
processes in higher-order networks, shading light on mechanisms at the hearth of biased information
spreading in complex networked systems.
INTRODUCTION
From social systems and the World Wide Web to eco-
nomics and biology, networks define a powerful tool to
describe many real-world systems [1–3]. Over the last
twenty years of network science [4, 5], many interact-
ing systems with different functions were shown to ex-
hibit surprisingly similar structural properties, at dif-
ferent scales. Interestingly, the complex architecture of
real-world networks was found to significantly interfere
with the dynamical processes hosted on them, from social
dynamics [6] to synchronisation [7]. As a consequence,
properly tailored dynamical processes are now routinely
employed to extract information on the a priori unknown
structure of the underlying graphs architectures.
Networks materialise as pairwise interactions, repre-
sented by edges, among generic agents, the nodes: by
their very first definition they are thus bound to encode
binary relationships among units. However, an increasing
amount of data indicates that, from biological to social
systems, real-world interactions often occur among more
than two nodes at a time. This phenomenon is not prop-
erly described by the traditional paradigm constrained on
pairwise interactions, and highlight the need for extended
notions in the realm of network theory. In recent years,
an emerging stream of research has been focusing on de-
veloping higher-order network models that account for
the diverse kinds of higher-order dependencies, as found
in complex systems.
Let us here observe that the current “high-order frame-
work” bears some ambiguity, as it has been occasionally
assumed to embrace features which are more specifically
stemming from the interactions [8], as e.g. temporal
and/or memory effects [9, 10], or reflect the multiplex
nature of the examined system [11–13]. Here, the term
higher-order is exclusively meant to refer to agents inter-
acting in groups of arbitrary numerosity [14–17], a pro-
cess often modelled via simplicial complexes [18–20] or
hypergraphs [21–23], non trivial mathematical generali-
sation of the ordinary networks.
Our focus is on hypergraphs, where relationships
among agents are described as collections of nodes as-
sembled in sets, called hyperedges, made by any number
of nodes. Hypergraphs provide a natural representation
for many higher-order real-world networks [24, 25]. In
social systems they can for instance be suited to describe
ar
X
iv
:1
91
1.
06
52
3v
2 
 [p
hy
sic
s.s
oc
-p
h]
  7
 D
ec
 20
19
2collaboration networks, where nodes denote authors and
hyperedges stand for groups of authors, who have writ-
ten papers together. Alternatively, hypergraphs can be
invoked to describe face-to-face social networks where in-
dividuals can interact in groups of arbitrary sizes [26].
In biology, hypergraphs allow to properly model bio-
chemical reactions simultaneously involving more than
two species, or conveniently describe higher-order inter-
actions among different families of proteins [15]. Cru-
cially, in all these examples, interactions among agents
occur in groups of arbitrary size, and cannot be split
into disjoint pairwise interactions. Differently from sim-
plicial complexes, a higher-order interaction described by
an hypergraph (e.g. a single three body interaction) does
not require the existence of all lower order interactions
(e.g. the three pairwise interactions associated to the
same triangle) [27]. Heterogeneous hypergraphs have
been sometimes studied by mapping the nodes belong-
ing to a hyperedge into a clique of suitable size. How-
ever, the drawback of this procedure is that it eventually
yields a projected network, e.g. shown in Fig. 1, where
only pairwise interactions are ultimately accounted for
(see Appendix A).
Linear dynamics [28–30], and specifically random
walks [31], constitute a simple, although powerful tool to
extract information on the relational structure of inter-
acting systems. In particular, random walks on complex
networks [32] have been proven useful to compute cen-
trality scores [33], finding communities [34] and providing
a taxonomy of real-world networks [35]. In the simplest
case, at each time step, a walker jumps from the node
where it belongs to one of its adjacent neighbours, trav-
eling across one of the available edges, chosen at random
with uniform probability. Many variations of this funda-
mental process have since then been considered. These
include more sophisticated dynamical implementations,
which allow to targeting the walks towards nodes with
given structural features [36], let them interact at the
nodes of the network [37], investigate non-linear transi-
tion probabilities [38] and crowded conditions [39], con-
sider the temporal [40–42] or multilayer [43, 44] dimen-
sions of the edges under different network topologies.
Random walks have been defined on simplicial com-
plexes [45], but because of the cumbersome involved
combinatorics, applications have been limited to higher-
order interactions of the lowest dimensions, i.e. trian-
gles. Moreover, walkers are in general allowed to hop
between edges or even high-order structures. This is at
variance with the setting that we here aim at exploring,
where hops can solely occur among nodes which join in
a given high-order structure. In parallel, also random
walks on hypergraph have been considered by assuming
that all the hyperedges are made by an identical – and
constant – number of nodes [46, 47]. The first random
walk Laplacian defined on hypergraphs can be probably
traced back to the seminal paper by Zhou and collabora-
tors [48]. Each hyperedge is endowed with an arbitrary
weight, acting as a veritable bias to the walkers dynam-
ics. As observed by the authors of [48], assigning the
weights is an outstanding open problem, which deserves
to be properly addressed. In this work, we will prove
that a physically motivated choice for the aforementioned
weights naturally emerge, when framing the problem on
solid microscopic grounds.
Interestingly, more complicated nonlinear dynamics
have been also recently studied on simplicial com-
plexes [16, 20, 49, 50] or in a pure multi-body frame [51].
Once again, however, the focus is placed on low-
dimensional simplicial complexes (triangles). Recently,
several dynamics, including epidemic spreading [16, 49,
52] and synchronisation [38], have been shown to produce
new collective behaviours when higher-order interactions
are assumed to shape the networked arrangement.
Hypergraph
Projected network
3 - hyper edge
2 - hyper edge
4 - hyper edge
3 - clique
edge
4 - clique
edge
2 - hyper edge
FIG. 1. Hypergraph and projected network. Hyper-
graph (top) and corresponding projected network (bottom).
In the projected network each hyperedge Eα becomes a com-
plete clique of size |Eα|, with thus |Eα|(|Eα| − 1)/2 pairwise
interactions.
Starting from this setting, and by further elaborating
on the above, we propose in this work a new class of
random walks, evolving on generic heterogeneous hyper-
graphs as dictated by a plausible physical model, and
without any limitation on the sizes of the hyperedges.
In this framework, multi-body proximity is associated to
highly probable exchanges among agents belonging to the
same hyperedge, and walkers mitigate their inclination to
explore the system with a tendency to naturally spend
more time in highly clustered cliques and communities.
This feature is reminiscent of bias in information spread-
ing, which is known to be affected by the phenomenon
of echo chambers [53]. Similarly to the standard random
walk, at each time step a walker sitting on a node, se-
lects a hyperedge among the ones containing the origin
node, with a probability proportional to the size of the
hyperedge; then the walker jumps with uniform proba-
bility onto any node contained in the selected hyperedge.
In this way, higher-order interactions between a group
of nodes drive the process and the weights postulated in
3[48] take non trivial values, as stemming from the micro-
scopic dynamics.
We shall in particular provide an analytical descrip-
tion of the process, by deriving a general formula for the
stationary distribution of the walk, and show that the dy-
namics is driven by a generalised Laplace operator, that
reduces to the standard random walk Laplacian when all
hyperedges have size 2, and the hypergraph results in a
traditional network.
As already stated, random walks can be used to rank
nodes, based on the stationary occupancy probability
of walkers across the network. Because of these impli-
cations, it is therefore interesting to compare the sta-
tionary distribution, as obtained within the newly in-
troduced framework, with that displayed by standard
random walkers on the corresponding projected network.
Because of the tight interactions among agents belonging
to the same hyperedge, the probability to find a walker
on a given node is in principle different, when confronting
the outcome of the two aforementioned processes. As a
consequence, we expect a different order in the ranking to
be obtained for the same node, depending on the dynam-
ical process employed in the analysis. This observation
opens up the way to a new definition of centrality for
systems where the high-order structure is known to be
relevant. In particular, we will provide a direct evidence
for our claims working with co-authorship networks, as
extracted from the arXiv on-line preprint server. Our sec-
ond application, to which we alluded above, concerns a
classification task which is borrowed by [48]. Indeed it is
well known that one can model a dataset by resorting to
networks and then make use of the associated Laplacian
Eigenmaps [54] to embed the data on a lower dimensional
space, while hopefully preserving relevant information, in
the spirit of a generalised principal component analysis.
Working in the lower dimensional space allows one to
cluster together objects. However, when objects to be
classified share annotated features, the use of binary re-
lationships, i.e. usual network, results in a dramatic loss
of information. One can thus obtain a better embedding
via hypergraphs and invoke the spectral characteristics of
the associated Laplacian to achieve more effective clus-
tering scores [48, 54]. By replicating the analysis in [48],
we will here consider the problem of separating the ani-
mals listed in the UCI Machine Learning Depository in
distinct class, e.g. mammals, birds, ..., by using at the
scope a set of annotated features, e.g. tail, hair, legs and
so on. Here nodes are animals and hyperedges features.
We will show that the presence of high-order interactions
among features as encoded via the proposed Laplacian
operator, yields a very effective embedding with just a
few of the most significative directions, a result which is
in line with that reported in [48].
Summing up, we here introduce and discuss a novel
generalisation of the random walk picture to higher-order
networked systems, where hyperedge weights are natu-
rally assigned and thus removing any ambiguity in their
values. Finally we hint at important exploitations of this
novel dynamical framework working along two paradig-
matic directions, ranking and classification of data.
MODEL
Incidence and hyper adjacency matrices. Let us
consider an hypergraph H(V,E), where V = {1, . . . , n}
is the set of n nodes, E = {E1, . . . , Em} the set of m
hyperedges, with Eα an unordered collection of nodes,
i.e. Eα ⊂ V , ∀α = 1, . . . ,m. We observe that whenever
Eα = {i, j}, i.e. |Eα| = 2, then the hyperedge is actually
a “standard” edge, denoting a binary interaction among
nodes i and j. An hypergraph where |Eα| = 2 ∀α reduces
to a network.
We can define the associated hyper incidence matrix
eiα, carrying the information about how nodes are shared
among hyperedges, as
eiα =
{
1 i ∈ Eα
0 otherwise .
(1)
We note that the same matrix exists for networks. How-
ever, while in regular networks each column can have
only two non zero entries, as each edge can contain two
nodes only [55], in hypergraphs each column can display
several non zeros entries (i.e. an hyperedge can contain
several nodes).
Starting from the above matrix, one can construct the
n × n hyper adjacency matrix, A = eeT , whose entry
Aij represents the number of hyperedges containing both
nodes i and j. We note that often the adjacency matrix
is defined by setting to 0 the main diagonal. Let us also
define the m × m hyperedges matrix, C = eT e, whose
entry Cαβ counts the number of nodes in Eα ∩ Eβ . Ob-
serve that in the literature the number of nodes in a given
hyperedge, Cαα, is often called the degree of the hyper-
edge, while the node degree stands for the number of
hyperedges containing the node,
∑
α eiαeiα.
Transition probability. To describe a random walk
process, we need to define the transition probability to
pass from a state, hereby represented by the node on
which the walker belongs to, to any other state, compat-
ible with the former, in one time step. In the case of
simple unbiased random walks on networks, one assumes
the walker to take with equal probability any link emerg-
ing from the node that is initially occupied. Hence, the
transition probability can be readily computed as Aij/ki,
where ki =
∑
j Aij is the degree of the origin node.
When dealing with hypergraphs, by choosing with uni-
form probability any of the neighbouring nodes, namely
all the nodes belonging to hyperedges connected with the
origin node, is not a sensible choice. In this way, in fact,
the real structure of the systems is not incorporated into
the dynamical picture. On the contrary, nodes belonging
to the same hyperedge exhibit a higher-order interaction
and we consequently assume that spreading among them
is more probable than with nodes associated to other hy-
peredges; because of this the information can thus spend
4long periods inside the same hyperedge. For instance,
a gossip can spread faster because of group interaction
among individuals, than as follows successive binary en-
counters; similarly, ideas can circulate more effectively
among collaborators, the coauthors of a joined publica-
tion, as compared to the setting where exchanges in pairs
are solely allowed for. To compute the transition proba-
bility to jump from i to j, we count the number of nodes,
excluding i itself, belonging to the same hyperedge of i
and j. Recalling the definition of the matrix C, this can
be written as
kHij =
∑
α
(Cαα−1)eiαejα = (eCˆeT )ij−Aij ∀i 6= j , (2)
where Cˆ is a matrix whose diagonal coincides with that
of C and it is zero otherwise (see Appendix B). By nor-
malising so as to impose a uniform choice among the
connected hyperedges, we get the following expression
for the transition probabilities:
Tij =
(eCˆeT )ij −Aij∑
` k
H
i`
=
(eCˆeT )ij −Aij∑
`(eCˆe
T )i` − kHi
, (3)
where kHi =
∑
`Ai` is the hyperdegree of the node i, a
synthetic measure reminiscent of the node degree, which
takes into account both the number and the size of hy-
peredges i in which i is involved.
When the hypergraph is a network, all hyperedges have
2 nodes. Hence
(eCˆeT )ij =
∑
α
Cααeiαejα = 2
∑
α
eiαejα = 2Aij , (4)
and Eq. (3) reduces to the standard transition probability
for random walk on networks
Tij =
2Aij −Aij
2kHi − kHi
=
Aij
ki
, (5)
where we used the fact that, under this assumption, kHi =
ki.
Stationary solution. Having computed the transi-
tion probabilities, we can proceed further by formulating
the dynamical equation which rules the temporal evolu-
tion of the probability p(t) = (p1(t), . . . , pn(t)) of finding
the walker on a given node after t > 0 steps. The process
is governed by the following equation:
pi(t+ 1) =
∑
j
pj(t)Tji , (6)
where the right hand side term combines the probability
to be in any node j at time t and the probability to per-
form a jump towards the target node i, during the next
time of iteration. As
∑
j Tij = 1 for all i, the stationary
probability distribution, p(∞), is thus the left eigenvector
associated with the eigenvalue λ1 = 1 of T.
Given T, it is possible to obtain an exact analytical
solution for the stationary state p(∞) which encapsu-
lates the higher-order structure of the system. Indeed,
a straightforward computation (see Appendix C), yields:
p
(∞)
j =
∑
`(eCˆe
T )j` − kHj∑
m`
[
(eCˆeT )m` − kHm
] , (7)
for all j = 1, . . . , n. In the case the hypergraph is indeed
a network, we recover the well known expression q
(∞)
j =
kj/
∑
l kl for the stationary solution of the walk. Let us
observe that
Lij = δij − Tij = δij −
kHij∑
` k
H
i`
, (8)
is a new random walk Laplacian that generalises the ran-
dom walk one for networks. Moreover the former reduces
to the latter in the case |Eα| = 2 for all α.
We observe that the formalism readily extends to the
case of continuous-time random walks, where the evolu-
tion of the probability is given by
p˙i(t) =
∑
j
pj(t)Tji −
∑
j
piTij .
Similarly to the case of networks, as
∑
j Tij = 1, it is
possible to rewrite the latter as
p˙i =
∑
j
pj(Tji − δij) = −
∑
j
pjLji ,
where L is the above defined Laplace matrix. In the
following, for a sake of for the sake of definiteness we limit
our analysis to explore the properties of the discrete-time
random walks on synthetic and real-world hypergraphs,
leaving the continuous time case to a further work.
Denote by D, the diagonal matrix with entries dHi =∑
j k
H
ij and by K
H , the matrix characterised by elements
kHij . We can introduce the symmetric Laplacian L
sym as:
Lsym = I−D−1/2KHD−1/2 ,
which is well defined since kHij ≥ 0. Lsym is simi-
lar to the operator introduced via relation (8), indeed
L = D−1/2LsymD1/2. The newly introduced operator
L is hence a properly defined Laplacian: it is in fact
non-negative definite, it displays real eigenvalues and the
smallest eigenvalue is identically equal to zero, as it read-
ily follows by virtue of the proven similarity with Lsym.
Before turning to discussing the applications, we will
briefly draw a comparison with the setting proposed by
Zhou [48] and show how this materialises in a natural
solution for the problem of weights determination. The
Laplacian operator Lz introduced in [48] can be cast in
the form:
Lzij = δij −
∑
α
wα
WiCαα
eiαejα , (9)
5where wα identifies the undetermined weight of the hy-
peredge Eα, Wi =
∑
α wαeiα is the total weight of the
hyperedges containing the node i, i.e. weighted node de-
gree, and Cαα stands for the number of nodes in the
hyperedge Eα. A simple calculation, as detailed in the
following, shows that operator L can be eventually re-
covered from Lz by imposing the non trivial weights
wα = Cαα(Cαα − 1). In fact:
Lzij = δij −
∑
α
Cαα(Cαα − 1)
Cαα
∑
β Cββ(Cββ − 1)eiβ
eiαejα = δij −
∑
α
(Cαα − 1)∑
β Cββ(Cββ − 1)eiβ
eiαejα
= δij −
kHij∑
β
∑
` e`β(Cββ − 1)eiβ
= δij −
kHij∑
` k
H
i`
= Lij ,
where used has been made of definition (2) for kHij and
the fact that Cββ =
∑
` e`β . As anticipated, a natural
choice for the weights as postulated in [48] can be envis-
aged, which follows a sensible microscopic modelling of
the random walk dynamics.
By invoking Theorem 4 in [56], we can finally con-
clude that our process is equivalent to a random walk on
a weighted projected network, where the weights of the
link ij is given by kHij , that is the weights scale extensively
with the region of influence of the nodes, namely the size
of the hyperedge they belong to. It is indeed quite re-
markable that a properly weighted binary network encap-
sulates the higher order information, as stemming for the
corresponding hypergraph representation. Observe that
authors in [56] also consider an extension of the Zhou et
al. model, where nodes bear a given weight, tuned so as
to reflect the hyperedge characteristics. Again, the intro-
duced weights are abstract quantities, and do not reflect
a physically motivated choice.
RESULTS
Since the Page-Rank [57, 58], random walks on
networks are routinely applied to compute centrality
scores [33]. Indeed they can be used to rank nodes ac-
cording to the probability to be visited by the walker,
the larger the latter the more “important”/“central” the
node. In this section, we show that high-order interac-
tions can strongly modify the ranking, as resulting from
a random walk process on hypergraphs, with respect to
the homologous estimate as computed for the correspond-
ing projected network. This fact can thus bear relevant
implications for ranking real data, stemming from a dy-
namical process which is better explained in terms of
hypergraphs. In this case, in fact, the applications of
ranking tools tailored to pairwise interactions might pro-
duce misleading results (see Appendices C and E).
To illustrate the effect of a non-trivial higher-order
structure, we consider a simple hypergraph made by m
hyperedges of size 2 all intersecting in a common node,
h; a different node, say c, belongs to one of such 2-
hyperedges and to a hyperedge of size k (see Fig. 2 panel
a) for the case m = 7 and k = 6).
The random walk on the projected network will rank
nodes according to their degree, i.e. q
(∞)
i ∼ ki. Hence for
m > k, the node h with kh = m, is ranked first, followed
by the c node, kc = k, and all other ones (see green curves
in panel c Fig. 2). In contrast, the random walk on the
hypergraph ranks nodes taking into account higher-order
relations. Since from Eq. (7) we get p
(∞)
h ∼ m and p(∞)c ∼
1+(k−1)2, thus h is the top node as long as m > 1+(k−
1)2 (see orange curves in panel c Fig. 2). In conclusion,
for a fixed size of the hyperedge k, if the “hub” node is too
small (see panel d), m < kˆ = k+1, or the hub is very large
(see panel f), m > k˜ = 1 + (k − 1)2, then both processes
will rank nodes in the same way. However, there exists a
range of intermediate values, kˆ < m < k˜, for which the
top ranked node on the hypergraph is the c node while the
random walk on the projected network returns the h node
as top rank (see panel e). This phenomenon of ranking
inversion will be further discussed in Appendix C. In the
aim of maximising the probability of occupancy of a given
node, it is preferable for this latter to be connected to
nodes organised into few large hyperedges, than to many
parcelled units.
To further characterise the impact of the high-order
interactions on diffusion on larger systems, we consider
a second synthetic model where all nodes have the same
number of neighbours, which are arranged in a tuneable
number of triangles, i.e. hyperedges of size |Eα| = 3. The
model interpolates between the case where the number
of triangles is zero, f = 0, meaning that all interactions
involve simple pairs, and the case where there are no
pairwise interactions but only 3-body ones, f = 1. More
precisely, we start with a 1D regular lattice where nodes
are connected to 4 neighbours (2 on the left and 2 on
the right). Each nodes has hence degree 4 and takes part
to 2 distinct triangles, i.e. hyperedges with size 3, and
f = 1. Then with probability p we iteratively swap the
ending points of the links with a “criss-cross” rewire, i.e.
preserving the nodes degree, progressively eliminating 3-
hyperedges, hence triangles. In the limit of high rewire
triangles have a negligible probability to be formed, and
one eventually obtains a regular random graph with de-
gree k = 4. In the process, we control that no hyperedge
of size greater than 3 is created, so that competition is
6m = 3
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FIG. 2. The (m, k)-star-clique network. Panel a: hypergraph made by m + k = 13 nodes, divided into m = 7 hyperedges
of size 2 and one large hyperedge of size k = 6. The node h belongs to all the 2-hyperedges, while the node c belongs to
one 2-hyperedge and to the 6-hyperedge. Panel b: the projected network where hyperedges are mapped into complete cliques,
the 6-hyperedge becomes thus a 6-clique. Panel c: we show the dependence on m of the asymptotic probability of finding
the walker on the node h (circle) or on the node c (square), in the projected network (green symbols) and in the hypergraph
(orange symbols). Panels d, e and f: we report the asymptotic probabilities q
(∞)
i and p
(∞)
i for three values of m: m = 3 < kˆ,
kˆ < m = 15 < k˜ and k˜ < m = 35, where kˆ = 6 and k˜ = 26.
only between 2-body and 3-body interactions.
As the degree sequence is unchanged throughout this
process and every node shares the same number of links,
the asymptotic distribution of walkers on the projected
network is uniform and given by qi = 1/N for all i, where
N is the number of nodes, set to 500 in the example
below, no matter the value of f . This is also the case
for the random walk on hypergraph, in the two limiting
cases f = 0 and f = 1; indeed in the former case the hy-
pergraph and the projected network do coincide because
all the hyperedges have size 2. In the latter setting, all
nodes are involved in the same number of higher-order
interactions and thus they are all equivalent. However,
for the walk on hypergraphs the stationary state changes
at the intermediate stages of f . In order to quantify
the heterogeneity of the stationary state we rely on the
Gini coefficient, which is defined as the average absolute
difference between all pairs of elements in the vector p,
divided by the average:
G(p) =
∑N
i=1
∑N
j=1 |pi − pj |
2N
∑N
i=1 pi
. (10)
The Gini coefficient for the stationary state of random
walk on the above described hypergraph is reported in
top panel of Fig. 3. For the limiting values f = 0 and f =
1 the stationary state on the hypergraph coincides with
the one on the projected network and the Gini index is
0 being the asymptotic solution homogeneous. However,
high-order structures arising for intermediate values of
the fraction of triangles induce a heterogeneity in the
occupation of the different nodes at equilibrium, which
is thus different from the one obtained for the associated
projected network.
A standard metric to compare lists is the Jaccard in-
dex, a measure of the fraction of elements that are com-
mon between two lists with respect to the total number
of involved elements, J(A,B) = |A ∩ B|/|A ∪ B|. As
the Jaccard index does not take into account the order
of the elements as appearing in the two confronted lists,
we compare the rankings of the two stationary distribu-
tions by means of a modified Jaccard index, Jˆ , recently
introduced in [59]. Here differences at the top of the
ranking induce a stronger change, than differences asso-
ciated to the lower ranked elements. Let us observe also
that the Jaccard index is unable to detect a permutation
in the order of the elements in a list, while the modified
one does. In the bottom panel of Fig. 3, we show the
average modified Jaccard index, Jˆ , for the M -top rank-
ing, M = 100, 300, 500, as a function of the fraction f of
3-hyperedges existing in the system. The results are in
agreement with the ones obtained via the Gini coefficient;
for f = 0 and f = 1 the rankings do coincide and thus Jˆ
achieves is maximum value, i.e. 1, while for intermediate
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FIG. 3. Impact of the 3-body interaction on the
asymptotic solution of the random walk on the hy-
pergraph. The top panel reports the Gini coefficient for
the stationary state of the random walk on hypergraphs as a
function of the fraction of hyperedges of size three, f . Recall
that the model does not allow for hyperedges of size larger
than 3. The bottom panel shows for the same networks the
modified Jaccard index in order to compare the rankings of
nodes for the hypergraph and the projected network. Dif-
ferent colours (blue, red and green), correspond to different
numbers of nodes chosen for the comparison, i.e. the top 100,
the top 300 and all the 500 nodes, respectively.
values of f the index Jˆ drops down reflecting differences
among the rankings. Moreover, we can appreciate the
presence of a large turnover in the top lists: indeed Jˆ as-
sociated to small M , i.e. comparing relatively few nodes
in the top list, are much smaller than that for large M ,
i.e. longer lists.
To take one step forward, we consider a synthetic
model where high-order structures are not limited to 3-
body but larger hyperedges are allowed for. We thus
build a third model which interpolates from a 1D ring to
a fully connected network. More precisely, we start from
a 1D ring where all the nodes have degree 2, and then
progressively increase its density as measured by the to-
tal number of links, l, until the process terminates with
a complete network, corresponding to a hypergraph with
a single hyperedge containing all the nodes. Links are
added at random avoiding self-loops and multiple links.
We note that differently from the previous case, at in-
termediate values of l, this model presents a much wider
variety in the size of the hyperedges (or cliques in the
projected network), which are not anymore limited to 2-
body and 3-body interactions. For this reason, the struc-
ture of the ranking difference is definitely more complex
and rich than what one could eventually guess by just
looking at the number of 3-hyperedges, 4-hyperedges or
5-hyperedges (see Fig. 4).
In the initial configuration of a 1D ring, the stationary
solutions of the hypergraph and the projected network
coincide, because of the absence of higher-order interac-
tions. Similarly, they are also equivalent in the opposite
limit, i.e. when the fully connected network is gener-
ated. For intermediate number of added links, the two
processes result instead in different rankings. In Fig. 4,
we report Jˆ as a function of the total number of links
l, to compare the M -top rankings, as obtained by using
the random walk on the hypergraph and on the projected
network, respectively. We reports in particular results for
three values, M = 5, 10, 20. The behaviour of the threes
curves is qualitatively similar. Indeed they all reach the
value 1, i.e. perfect matching of the respective rankings
for l = 20 (initial 1D ring). Then, even the addition
of just few links makes the rankings to change abruptly
and Jˆ consequently drops to low values. This is asso-
ciated with the creation of small hyperedges with size
equal to 3 (see bottom panel of Fig. 4). Adding more
links reduces the differences, namely Jˆ increases, up to
l = 190 (complete network) where again the rankings do
coincide and the index equals 1. This is associated with
the birth of larger hyperedges. Let us remark that Jˆ for
M = 5 is much smaller than the same quantity computed
with M = 10 (rank half of the nodes) and M = 20 (rank
all the nodes) meaning that there is a strong turnover
in the top positions. The heterogeneity in the stationary
solutions of this model, as well as the star-clique exam-
ple, is further investigated in the Appendix D where the
corresponding Gini coefficients are shown.
APPLICATIONS
Node ranking
In the previous section we have shown that hyper-
graph and the projected network can exhibit different
stationary solutions because of ranking inversion (see Ap-
pendix C). We thus decided to analyse the impact of this
observation in real networks of scientific collaborations,
in our opinion one of the most representative examples of
high-order structures in human interactions. The anal-
ysed data have been gathered from the arXiv database
(see Appendix E for more details). Human collaborations
are often schematised as resorting to pairwise interaction,
a working ansatz which amounts to ignoring the organi-
sation in teams. At variance, we have instead built a hy-
pergraph where researchers (i.e nodes) co-authoring an
article are part of the same hyperedge.
We have then determined the largest connected com-
ponent of the hypergraph and that of the projected net-
work, considered maximal and unique hyperedges (to
have a fair comparison with the cliques) and computed:
(i) the stationary distribution p(∞) for the random walk
81 0
FIG. 4. Impact of high-order structures on the asymp-
totic distribution of walkers for the random walk on
the hypergraph and on the projected network. Us-
ing the algorithm presented in the text, by iteratively adding
links we create hypergraphs that interpolate from a regular
1D ring (where N = 20 nodes are connected each one with
its two neighbours) to a complete graph. We then perform
the random walk process on respectively the hypergraphs and
the associated projected network and compare the resulting
ranking (the top 5 blue, the top 10 red and the top 20 green,
i.e. the whole set of nodes) using Jˆ (bottom panel). For a
small number of available links, l, the hypergraphs does not
present many hyperedges and thus the ranking are very close,
Jˆ ∼ 1. As l starts to increase, few hyperedges of size 3 are
created (see circles in the top panel) and the rankings esti-
mated with the two alternative methods deviate, the values of
Jˆ dropping in turn. However, as l increases even more, larger
high-order structures, e.g. 4 and 5 hyperedges, emerge (see
square and diamond symbols in the top panel) and Jˆ steadily
increases. For a large ensemble of added links, l & 170, the
rankings become similar and Jˆ ∼ 1.
on the associated hypergraph, (ii) the stationary distri-
bution q(∞) for the random walk on the corresponding
projected network. We then normalise the computed sta-
tionary probabilities by their relative maximum so as to
favour a comparative visualisation. In Fig. 5 we plot
p
(∞)
i /maxj p
(∞)
j vs q
(∞)
i /maxj q
(∞)
j for the case arXiv-
astro and arXiv-physics. In Fig. 15 the same comparison
is drawn for the complete arXiv dataset.
Author are ranked differently, according to the two
criteria, the one based on hypergraphs being more sen-
sitive to the organisation in groups. If the computed
rankings were (almost) the same, the data would (al-
most) lie on the main diagonal; deviation from this, re-
sults in novel information conveyed by the random walk
on the hypergraph. The unitary square in the plane
(q
(∞)
i , p
(∞)
i ) can be divided into four smaller squares (see
Fig. 5). The majority of the authors lies in the bot-
tom left square, [0, 1/2] × [0, 1/2]: these authors have
therefore written a few papers with a small number of
co-authors. Three other regions can be however identi-
fied which roughly correspond to the bounded squares:
[1/2, 1] × [0, 1/2] (bottom right), [0, 1/2] × [1/2, 1] (top
left) and [1/2, 1]× [1/2, 1] (top right). Authors in the top
right square are top ranked in both processes: they have
hence written a large number of papers with different col-
laborators (large degree), but they have also contributed
to a relevant number of papers with many co-authors, i.e.
large hyperedge size. Scholars in the bottom right square
are better ranked by the random walk on the network;
this means that they have written several papers but with
a small number of co-authors (see e.g. right panel corre-
sponding to physics in Fig. 5). Finally, researchers in the
top left square manifest a complementary attitude: they
have participated to a small number of papers, but writ-
ten by many authors (see e.g. left panel corresponding
to astro in Fig. 5).
As a further consideration, we can bring to the fore
different “habits” of publication and writing papers that
authors exhibit in each domain, despite the distribution
of node degrees, i.e. number of different collaborators per
author, and of hyperedges size, i.e. number of co-authors
in papers, shows a quite similar shape across domains,
as e.g. broad tails (see annexed supplementary informa-
tion). This is particularly relevant for the High Energy
Particle (hep) archive, one among the oldest ones and di-
vided into four subcategories, experimental (ex), lattice
(lat), phenomenology (ph) and theory (th) (see Fig. 6).
Indeed hep-ex and hep-ph populates mainly the top right
square, while hep-lat and hep-th are more present in the
top right and bottom right squares. Researchers belong-
ing to the former community tend therefore to write sev-
eral papers with many co-authors, while those associated
to the latter have papers with many different collabora-
tors, each one co-authored by a small number of schol-
ars. This is also confirmed by the largest degree found in
the four subcategories (see Table I) which is as large as
∼ 1200 for hep-ex and hep-ph, while it is almost 4 times
smaller for hep-lat and hep-th.
The comparison drawn may allow to introduce apt cor-
rections to usual bibliographic indicators, by properly
weighting the participation to large collaborations, as op-
posed to research activities carried out in small groups.
Recall that the hypergraph Laplacian is equivalent to the
Laplacian obtained from a properly weighted projected
network, which inherits of the high-order structures of
the hypergraph [56]. Assessing the higher order ranking
amounts therefore to applying the usual tools to this lat-
ter weighted binary graph, a conclusion which points to
an immediate operative translation of the newly intro-
duced methods.
9FIG. 5. Comparing the rankings in the arXiv community: the case of Astro and Physics. We report the scatter
plot of the normalised rankings obtained with the RW on network, q
(∞)
i , and the one computed using the random walk on
hypergraphs, p
(∞)
i for the arXiv-astro (left panel) and the arXiv-physics (right panel).
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FIG. 6. Publication habits arXiv-hep. We report the
scatter plot of the normalised rankings obtained with the
random walk on the projected network, q
(∞)
i , and the one
computed using the RW on hypergraphs, p
(∞)
i for the four
subdomains of the arXiv-hep domain.
Classification task
To further test the interest of a generalised random
walk process biased to account for hyperedged commu-
nities within a plausible microscopic framework, we con-
sider the classification task studied by Zhou et al. [48].
We anticipate that the obtained classification outper-
forms that obtained under the usual random walk frame-
work, which ignores the annotated hyper structures.
A standard pipeline to analyse a dataset starts with
the determination of pairwise similarities between the ob-
jects to be eventually classified. This implies defining a
network that can be studied by means of standard spec-
tral methods. However, similarities involve often groups
of objects. In this respect, hypergraphs define the ideal
mathematical platform to account for the inherent com-
plexity of the classification problem. More precisely, one
can make use of spectral methods based on the hyper-
graph Laplace matrix to eventually obtain a classifica-
tion which effectively accounts for high-order interaction
as displayed in the data [60].
Following [48] we consider an ensemble of animals from
a zoologically heterogeneous set. Specifically, we used
the zoo database taken from the UCI Machine Learn-
ing Depository [61], containing 101 animals, each one en-
dowed with 16 features, such as tail, hair, legs and so
on. To each animal we associate its corresponding class,
e.g. mammals, birds, etc. (see Appendix F). Here nodes
are animals and hyperedges features; we will show that
the presence of high-order interactions among features
allow to obtain a very satisfying embedding using only
2 or 3 dimensions, a result which is in line with that
reported in Zhou et al. [48] for an ad hoc choice of the
free weights parameters. To this end we build a hyper-
graph using the above recipe, we compute its random
walk Laplacian and eventually its ensuing spectrum. We
list the eigenvalues in ascending order and rename ac-
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cordingly the eigenvectors. We use the first left eigenvec-
tors [62], associated to the smallest eigenvalues, as coor-
dinates of a Euclidean space where to embed the data
(see Fig. 7). Let us observe that since we use a random
walk Laplacian, the first eigenvector, i.e. the one asso-
ciated to the 0 eigenvalue, is not homogeneous and it
already contains non trivial information on the structure
of the examined sample. Classes are identified by differ-
ent colours: mammal (yellow circle), bird (magenta up
triangle), reptile (cyan left triangle), fish (red right trian-
gle), amphibian (green diamond), bug (blue square) and
invertebrate (black down triangle). One can visually ap-
preciate homologous symbols do cluster in space, hence
suggesting that the embedding yields an accurate classi-
fication. Indeed, the ground-truth partition of animals
into these seven classes, and the one obtained by per-
forming a K-means clustering in this 3-dimensional space
have an Adjusted Rand Index (ARI) [63] equal to 0.54.
In Appendix F we show the results that we obtain when
using the eigenvectors of the Laplacian of the projected
network. In this case the method is less performant. The
classification task is hard to be reached with such a small
number of dimensions if the hyperedges are not at play,
and the found clusters are not correlated to the ground-
truth partition, returning a value ARI = −0.03.
FIG. 7. Classification of the animals according to their
features. We report a 3D embedding of the zoo dataset,
namely using the first three eigenvectors. Each combination
colour/symbol refer to a know class and one can appreciate
by eyeball analysis the resulting clusters.
CONCLUSIONS
Summing up, we have here introduced a new class of
random walks on hypergraphs which take into account
the presence of higher-order interactions. We provided
an analytical expression for the ensuing stationary distri-
bution, based on the structural features of the networked
system, and compared it to the distribution associated to
a traditional random walk performed on the correspond-
ing projected network. More precisely, we proposed a
self-consistent recipe grounded on a microscopic phys-
ical random process biased by the hyperedges sizes to
assign weights to hyperedges. We further characterised
the dynamics by comparing the two processes on sev-
eral synthetic and real-world networks, both by means
of numerical simulations and analytical arguments. We
show that our process produces stationary distributions
different from those obtained for the corresponding pro-
jected network, and that prove sensitive to higher-order
structure in a networked architecture. Our framework is
applied to collaboration networks, yielding new insights
on node ranking and centrality measure, which allow for
a richer characterisation of individual performances, as
compared to traditional methods. Moreover, we show
that information embedded in the higher-order walk can
be used to achieve accurate classification. In particular,
we applied our method to successfully cluster into dif-
ferent families, animals with different features, each one
representing an hyperedge. The same procedure fails if a
simple random walk on the corresponding projected net-
work is considered. Importantly, the proposed Laplacian
is equivalent to that stemming from a properly tuned
weighted network [56]. Higher oder rankings and refined
classifications could be hence immediately obtained by
supplying to conventional tools and analysis schemes the
weighted adjacency matrix that characterises the graph
with pairwise edges associated to the hypergraph con-
struction. Taken all together, our work sheds new light
on dynamical processes on networks which are not limited
to pairwise interactions, and on the complex interplay be-
tween the structure and dynamics of higher-order inter-
action networks. Future applications to machine learning
based approaches to classification are also envisaged.
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Appendix A: About the projected network
A hypergraph is simple if each hyperedge does not contain any other hyperedge. We report in Fig. 8 two examples,
the hypergraph H1 with nodes V = {1, 2, 3} and hyperedges E1 = {1, 2} and E2 = {1, 3} is simple because either
E1 6⊂ E2 nor E2 6⊂ E1. On the other hand the hypergraph H2 with nodes W = {a, b, c} and hyperedges E3 = {a, b, c}
and E4 = {a, b}, is not simple because E4 ⊂ E3.
Once we build the projected network, pi(H2), starting from the latter hypergraph we get a complete 3-clique,
loosing thus information on the existence of hyperedge E4 (see left panel Fig. 9). Hence, we cannot get back to H2,
by inverting the construction, pi−1pi(H2) 6= H2. A possible way to overcome this difficulty is to consider a weighted
projection (see right panel Fig. 9) where edges inherit a weight counting the number of different hyperedges they
belong to. Observe however that for large hyperedge sizes the inversion can be computationally costly because of the
combinatorial structure of the problem.
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FIG. 8. Simple and not simple hypergraphs. The hypergraph shown on the left with nodes V = {1, 2, 3} and hyperedges
E1 = {1, 2} and E2 = {1, 3} is simple, while the one on the right, with nodes W = {a, b, c} and hyperedges E3 = {a, b, c} and
E4 = {a, b}, is not simple.
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FIG. 9. Weighted projection of hypergraphs. We propose a standard projection (left panel) and a weighted projection
(right panel) of the hypergraph H2 shown in Fig. 8. In the latter case, the edge (a, b) has weight 2 because it belongs to two
different hyperedges in H2.
Appendix B: Transition probability
The aim of this section is to provide some details about the calculation of the generalised transition probabilities
which take into account the high-order structure of the hyperedges. To compute the transition probability to jump
from i to j, we first count the number of nodes, excluding node i itself, belonging to the same hyperedge of i and j:
kHij =
∑
α
(Cαα − 1)eiαejα i 6= j and kHii = 0 ∀i ; (B1)
namely for each hyper edge Eα we consider the number of its nodes minus one, i.e. Cαα − 1. Then, this quantity is
added to kHij if and only if eiα = ejα = 1, that is if and only if both i and j belong to Eα.
Secondly, we normalise this quantity by considering a uniform choice among the connected hyperedges. Hence, we
obtain a first formula for the transition probability Tij to jump from node i to node j:
Tij =
kHij∑
l k
H
il
=
∑
α(Cαα − 1)eiαejα∑
l
∑
α(Cαα − 1)eiαelα
(B2)
so that
∑
j Tij = 1 ∀i.
The latter can be rewritten in an equivalent form, which allows one to draw a comparison with the transition prob-
ability for unbiased random walks on networks. Indeed. By recalling the definition of Cαβ = (e
T e)αβ =
∑
l e
T
αlelβ =∑
l elαelβ , we get Cαα =
∑
l elαelα and then∑
α
Cααeiαejα =
∑
α
eiαCααe
T
αj = (eCˆe
T )ij , (B3)
where Cˆ is a diagonal matrix: the diagonal of Cˆ coincides with that of C and its off-diagonal are identically equal to
zero. This allows us to rewrite Eq. (B1) in a more compact way, Eq. (2) in the main text:
kHij =
∑
α
(Cαα − 1)eiαejα = (eCˆeT )ij − (eeT )ij
= (eCˆeT )ij −Aij ∀i 6= j ,
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where in the last step we used the definition of the hyper adjacency matrix. We thus eventually get Eq. (3) as reported
in the main text
Tij =
(eCˆeT )ij −Aij∑
l k
H
il
=
(eCˆeT )ij −Aij∑
l(eCˆe
T )il − kHi
,
where kHi =
∑
lAil is the hyperdegree of the node i.
Let us observe that this equation remains valid even for not simple hypergraphs. For instance using again the
hypergraph H2 shown in Fig. 8, where the hyperedge E4 is properly included into E3, we get
kab = (E3 − 1) + (E4 − 1) = 2 + 1 and kac = E3 − 1 = 2 ,
and thus the following transition probabilities
Tab =
3
5
and Tac =
2
5
,
so the transition from a to b is 1.5 more probable than to c because a and b share two hyperedges. Among not simple
hypergraphs, one has to account for the fact that hyperedges are repeated several times. The theory here proposed
holds true also for weighted hyperedges.
1. Nonlinear transition rates
In deriving the transition rates Eq. (3), we assumed that the size of the hyperedge linearly correlates with the
probability for the walker to perform a jump, one can of course relax this assumption and introduce nonlinear
transition rates. In other words, one can add a bias in (B1) in the selection rule for a target node j, as operated by a
walker sitting on node i. For example, one can posit:
k
(H,γ)
ij =
∑
α
(Cαα − 1)γeiαejα i 6= j and k(H,γ)ii = 0 ∀i . (B4)
In this way large hyperedges are even more favoured, if γ > 0, while the opposite happens if γ < 0, and we eventually
get for the transition probabilities
T
(γ)
ij =
k
(H,γ)
ij∑
l k
(H,γ)
il
.
Clearly, other choices are possible but exploring further generalisations is left for future investigations.
Appendix C: Stationary solution and ranking
Given the transition probability stored in the matrix T, we can obtain the analytical solution for the stationary
state p(∞) defined by p(∞) = p(∞)T. By recalling Eq. (7) as reported in the main text
p
(∞)
j =
∑
l(eCˆe
T )jl − kHj∑
ml
[
(eCˆeT )ml − kHm
] ,
we can straightforwardly verify that it solves the fixed point equation for the governing dynamics. To this end one
needs to plug the above equation into Eq. (6) and recall the definition (3) for the Tij
∑
j
(∑
l
(eCˆeT )jl − kHj
)(
(eCˆeT )ji −Aji∑
l(eCˆe
T )jl − kHj
− δji
)
=
∑
j
[(
(eCˆeT )ji −Aji
)
−
(∑
l
(eCˆeT )il − kHi
)]
= 0 , (C1)
where the last step has been obtained by observing that Aij = Aji and (eCˆe
T )ij = (eCˆe
T )ji.
As stated in the main text, random walks can be used to rank nodes. This is achieved by evaluating the asymptotic
probability to get the walkers on the selected node: the larger the probability, the more central the node. The analytical
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expression for p(∞) indicates that the ranking provided by the random walkers on the hypergraph is proportional to
dHi =
∑
j k
H
ij , while it is well known that the ranking that follows the usual randoms walks on the projected network
scales proportionally to the node degree, ki. Two nodes, say i and j, are thus ranked differently by the two processes,
if ki > kj but d
H
i < d
H
j . As we will now show, the presence of high-order structures can induce a rankings inversion.
A simple example where this occurs is shown in the left panel of Fig. 10. The node i belongs to the intersection of
three 2-hyperedges. Thus its degree (in the projected network) is given by ki = 3. Moreover, d
H
i = 3, because, locally,
the hypergraph reduces to a standard network; on the other hand the node j belongs to a 3-hyperedge, hence kj = 2,
because it is part of a 3-clique, but dHj = 4. Hence, ki > kj but d
H
i < d
H
j . Nodes j will be consequently ranked above
i using the generalised random walks on the hypergraph, while the contrary happens if one relies on random walks
on the projected network.
The above construction can be readily generalised, as shown by the example presented on the right panel of Fig. 10.
Here, i belongs to a 3-hyperedge and to two 2-hyperedges, hence ki = 4 and d
H
i = 6; node j instead belongs to a
4-hyperedge, thus kj = 3 and d
H
j = 9. So again ki > kj while d
H
i < d
H
j .
i j
dHi = 3 < d
H
j = 4
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FIG. 10. Examples with ranking inversion. We propose two typical examples of high-order structures that locally produce
two different rankings. On the left panel an example involving three 2-hyperedges and one 3-hyperedge, while on the right
panel the case with one 3-hyperedge and two 2-hyperedges compared with a 4-hyperedge. In both cases the first configuration
will be ranked above the second one, when using the random walks on hypergraphs, while the opposite holds when the random
walkers run on the projected networks.
Appendix D: Heterogeneity of stationary solution
The stationary solution that we obtain from random walk on a hypergraph is very different from the one we can
get from the corresponding projected network, the first one being more sensitive to the organisation in groups. The
heterogeneity of the state, i.e. the difference among the occupation probability of the different nodes at equilibrium
can be quantified by making use of the Gini coefficient.
Fig. 11 reports on the ratio between the coefficient G computed for the hypergraph and for the projected network
of Fig. 2 of the main text, at varying m, the size of the star, and k, the size of the clique.
Fig. 12 instead shows the heterogeneity for the model which goes from a 1D lattice to a fully connected network,
by subsequently adding the links (see Fig. 4 of the main text). The red points show the Gini coefficient for the
hypergraph, while the green ones are plotted for the projected network, at varying l, the number of links in the graph.
From the results presented in these Figures one can appreciate that the Gini coefficient associated to the stationary
solution for the random walk on the hypergraph is always larger than the same quantity computed for the random walk
on the projected network. This implies thus that the distribution of walkers on the hypergraph is more heterogeneous
than for the projected network.
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FIG. 11. Star-clique model. Ratio between the Gini coefficient of the stationary state on the hypergraph and the projected
network, at varying of the size of the clique (k) and of the star (m).
FIG. 12. Lattice to fully-connected model Gini coefficient for the stationary state of the random walk on the hypergraph
(red) and on the corresponding projected network (green).
Appendix E: Co-authorship networks from arXiv
The collaboration network is one of the most representative examples of hypergraph; nodes are authors and hyper-
edges are groups of authors that collaborated to accomplish a task, e.g. write a scientific paper. For this reason we
decided to applied the method that we developed to the co-authorship networks extracted from the online preprints
platform arXiv and hence analyse the nodes ranking obtained using the two processes.
In this section we report some results for the co-authorship hypergraph for the subdomains of arXiv, since their
existence up to 2018 included (second column Table I). In each subdomain, we gathered all the papers and then
extracted the authors names, so creating a hyperedge whose nodes are the authors. We thus obtain a set of nodes
V (1) and hyperedges E(1), and also the edges of the associated projected network, E
(1)
q . Such quantities are reported
in parentheses in the third, fourth and fifth column of the Table I. Once the hypergraph has been built we identify
the largest connected component that will contain the nodes V (cc); then we identify all the maximal, i.e. not properly
contained in any other larger hyperedge, and unique hyperedges E(cc) and the edges of the associated projected
network E
(cc)
q . Columns 3-4 and 5 of the Table show such values. Finally, we compute the largest hyperedge and the
largest node degree in the maximal connected component (columns 6 and 7). For instance in the arXiv-cs there is
a node that belongs to a hyperedge of size 65 and that is linked to other 406 nodes: this means that this researcher
has signed a paper with 64 other researchers and in total he/she had 406 different collaborators with whom he/she
has written a paper. Let us also observe that because of the maximality and uniqueness assumptions, we do not
know if he/she has co-authored other papers with a subset of the 64 scholars. Moreover, because we used unweighted
networks, we also cannot estimate how many papers he/she wrote with her 406 collaborators. Let us recall that the
need for the maximality and uniqueness is only to compare the results with the projected network, while our method
works also without these assumptions.
Authors and articles in each subdomain follow different “rules” and “habits” of publication and writing papers.
However, the distribution of node degrees, i.e. number of different collaborators per author, and of hyperedges size,
i.e. number of co-authors in papers, exhibit quite similar shapes across the domains, as e.g. broad tails (see Fig. 13
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arXiv period nodes hyperedges links max |Eα| max ki
astro-ph 1992-2018 185579 (195729) 136918 (201270) 4602315 (4617912) 81 2732
cond-mat 1992-2018 221415 (243749) 141611 (207939) 1520895 (1551863) 63 1426
cs 1993-2018 136146 (187689) 84184 (139334) 534462 (607560) 65 406
econ 2017-2018 113 (1147) 63 (612) 214 (1295) 5 36
gr-qc 1992-2018 32088 (40316) 25321 (45378) 216355 (228811) 80 511
hep-ex 1992-2018 48460 (55634) 12310 (23249) 1418268 (1435372) 83 1228
hep-lat 1992-2018 10275 (12483) 7439 (14143) 85194 (87254) 72 346
hep-ph 1992-2018 62885 (70324) 50403 (86150) 814746 (823705) 74 1244
hep-th 1992-2018 41814 (51045) 42410 (74136) 144710 (154737) 57 206
math 1992-2018 112203 (159595) 106583 (194312) 279891 (313402) 60 336
nlin 1993-2018 19491 (30445) 12428 (23503) 52089 (64890) 46 312
physics 1996-2018 188142 (240866) 68805 (116611) 1859156 (1950143) 80 891
q-bio 2003-2018 23630 (45103) 9926 (21191) 93127 (142136) 54 176
q-fin 2008-2018 3136 (8721) 2155 (6042) 6851 (13078) 11 66
stat 2008-2018 39422 (57955) 23377 (39366) 130665 (158435) 65 228
TABLE I. Some figures for the arXiv subdomains. The first column shows the subdomain of the arXiv server, while
the second one stands for the period of time for which we have extracted the information. The columns 3, 4 and 5 display
respectively the number of nodes, the number of maximal unique hyperedges and the number of links in the largest connected
component, while in parenthesis we show the same values for the whole hypergraph/network. In column 6, we report the size
of the largest hyperedge and in the 7th the maximum degree.
for the degree distribution and - see Fig. 14 - for the hyperedges sizes distribution).
As already stated the random walk on the hypergraph gives more relevance to the size of the hyperedge, i.e. on
the number of co-authors, while the same process on a network emphasises the number of different collaborators. Let
us remember that we hereby considered unweighted hypergraphs and networks. We can thus use these approaches
to distinguish the different “publication habits” in the considered subdomains. To this aim we first normalise the
stationary probabilities p
(∞)
i for the hypergraph and q
(∞)
i for the projected network, with respect to their maximum
value, to be able to compare sets containing different amount of data, and then we report in the plane with coordinates(
q
(∞)
i /maxj q
(∞)
j , p
(∞)
i /maxj p
(∞)
j
)
, the scatter plot of the data (each point is an author in the maximal connected
component of the hypergraph), separated into different subdomains (see Fig. 15).
If the computed rankings were (almost) the same, the data would (almost) lie on the main diagonal; deviation from
this, results in novel information conveyed by the random walk on the hypergraph. Beside the region delimited by
q
(∞)
i /maxj q
(∞)
j ≤ 1/2 and p(∞)i /maxj p(∞)j ≤ 1/2, associated to authors having written few articles (low degree)
and in small group, we identify three interesting zones associated (roughly speaking) to the squares: [1/2, 1]× [0, 1/2]
(bottom right), [0, 1/2]× [1/2, 1] (top left) and [1/2, 1]× [1/2, 1] (top right). Authors in the top right square are top
ranked in both processes: they have hence written a large number of papers with different collaborators, i.e. large
degree, but also they have participated to a relevant number of papers with many co-authors, i.e. large hyperedge
size. Scholars in the bottom right square are better ranked by the random walk on the network. This means that
they have written several papers but with a small number of co-authors (see e.g. panel physics in Fig. 15). Finally
scholars in the top left square behave in the opposite way: they have participated to a small number of papers but
written by many authors (see e.g. panels gr-qc, q-bio or stat in Fig. 15).
Appendix F: The zoo UCI database
The zoo dataset from the UCI Machine Learning Depository [61], contains 101 animals, each one endowed with 15
boolean features, whose value is thus yes/not, e.g. hair, feathers, eggs, milk, airborne, aquatic, predator, toothed,
backbone, breathes, venomous, fins, tail, domestic and catsize. There is also a further class that reports on the number
of legs, i.e. 0, 2, 4, 6, 8. To homogenise the dataset we decided to introduce five new boolean features to replace the
latter one; the new ones being: “has 0 legs”, “has 2 legs”, “has 4 legs”, “has 6 legs”, “has 8 legs”. The dataset is
manually annotated, hence for each animal we have the right class it belongs to, e.g. Mammal, Bird, Reptile, Fish,
Amphibian, Bug and Invertebrate.
This dataset has been created to provide a benchmark for machine learning tools, to test their capacity to correctly
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FIG. 13. Degree distribution. We report for the arXiv subdomains the probability distribution of node degrees, p(ki),
associated to the maximal connected component. In all the cases, we observe a broad distribution; Notice that the arXiv-econ
has a relatively small number of papers and authors because of its young age (2017-2018) and thus also the maximal degree,
i.e. number of papers written by an author, is quite small.
assign each animal to the right class based on the associated features.
Animals are the nodes of the hypergraph and the features are the hyperedges, hence all animals sharing the same
feature are put in the same hyperedge. The projected network is obtained by making a complete clique from each
hyperedge, that is to create a link between all the nodes sharing the same property. Let us observe that this can
also be seen as the projection of the bipartite network where there are two kinds of nodes, animals and features,
each one linked only to nodes of the other kind. We thus computed the spectrum of the hypergraph Laplacian and
the one for the projected network and we ranked eigenvalues in ascending order, being 0 the smallest one. We then
accordingly rename the associated left eigenvector and we use the first few to embed the data set in small dimensional
Euclidean space. Results reported in Fig. 16 visually show that classification performances are significantly worse as
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FIG. 14. Hyperedges size distribution. We report for the arXiv subdomains the probability distribution of hyperedges
size, p(|Eα|), associated to the maximal connected component. In all the cases we observe a broad distribution, except for the
arXiv-econ for which the number of papers and authors is relatively small because of its young age (2017-2018) and thus also
the maximal hyperedge size, i.e. number of co-authors of a paper, is quite small. For this reason we report data in the form of
a histogram.
those obtained when preserving the high order information (see Fig. 7 in the main text). In Fig. 16 we report 2D
projections, but similar conclusion (as testified by the quantitative ARI scores) are obtained for a 3D embedding of
the data. In particular, this method is less sensitive to the differences among nodes and as a consequence, multiple
nodes do overlap. Moreover, it is evident that, while some nodes are correctly clustered (like the yellow ones), the
others appear confusingly mixed together (see the magenta triangle, which is at the top of a pile of differently coloured
symbols).
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FIG. 15. Comparing the rankings in the arXiv community. We report the scatter plot of the normalised rankings
obtained with the RW on network, q
(∞)
i , and the one computed using the random walk on hypergraphs, p
(∞)
i .
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FIG. 16. Classification of the animals according to their features using the projected network. We report three
2D embedding of the zoo dataset, namely using the first three eigenvector of the random walk Laplacian computed for the
projected network. Each combination colour/symbol refer to a know class and one can visually appreciate the resulting clusters.
