The emergence of uncorrelated growing networks is proved when nodes are removed either uniformly or under the preferential survival rule recently observed in the WWW evolution. To this aim the rate equation for the joint probability of degrees is derived and stationary symmetrical solutions are obtained by passing to the continuum limit. When uniformly random removal of extant nodes and linear preferential attachment of new nodes are at work, we obtain that the only stationary solution corresponds to uncorrelated networks for any removal rate r ∈ [0, 1). In the more general case of preferential survival of nodes, uncorrelated solutions are also obtained. These results generalize the uncorrelatedness displayed by the (undirected) Barabási-Albert network model to models with uniformly random and selective (against low degrees) removal of nodes.
I. INTRODUCTION
Since the publication of the influential papers [1, 2] , complex networks have attracted a lot of attention from scientists in different fields. From the pure beginning it has been a remarkable effort devoted to predict the implications of different mechanisms of addition and removal of nodes for the structure and functionality of the resulting network. Selective node deletion affecting mainly nodes with a high connectivity has been associated to intentional attacks, whereas uniformly random deletion is associated to random failures of nodes [3, 4] .
Moreover, a recent empirical study on time evolution of large data sets of the World Wide Web (WWW) concludes that, considering the WWW as an undirected network, the deletion probability of a given page (node) decreases with the number of links to other pages (node degree) according to a power law [5] . This suggests to the authors that a new mechanism, called preferential survival, is at work in the evolution of the WWW. The same mechanism has been also recently introduced in [6] for a food-web evolutionary model, and a somehow similar mechanism was proposed in [7] for the deactivation probability of nodes in citation networks.
The consequences of a uniformly random deletion have been widely analyzed for different models and some of its implications are well understood [8] [9] [10] [11] [12] [13] . On the contrary, network models involving selective removal are far more complicated to analyze [14] and some caution must be taken before trusting some results extracted from models in which correlations have not been considered (see, for instance, [5] ). The main difficulty for solving these models lies in the fact that the consequences of deletion on the degree evolution of nodes cannot be evaluated without a priori knowledge of some topological features of the network as, in particular, the degree correlations. A especially simple case that allows to overcome this difficulty is given by the assumption that correlations are absent (uncorrelated networks). Of course, one has to prove that such an assumption remains true as the network evolves which, in general, will not be the case. Indeed, a revealing recent work has shown that negative degree-degree correlations in highly heterogeneous real networks are to be expected in the absence of specific constraints [15] . In particular, for some empirical scale-free networks, the negative value of the Pearson's coefficient for the degree correlation is close to the value of the configuration of maximum total entropy of the expected values of the elements of the adjacency matrix for a given degree sequence {k i } N i=1 under the assumption of a scale-free degree distribution. In this sense, other previous works [16, 17] showed that having at most one link per pair of nodes induces some negative correlation which in general is weaker than those observed in real networks [15] . Hence, for some scale-free networks, negative correlations can be explained without invoking anticorrelating mechanisms. In the framework of evolving networks under selective removal of nodes, the interplay between the degree evolution and degree correlations comes into play and offers a challenging problem when one aims to explain the origin of topological features as degree correlations. Certainly, stationary networks arising from mechanisms of addition and deletion of nodes will not fulfill any principle of maximum entropy. Hence, a first step is to see which mechanisms acting during the network growth are (or are not) able to render correlated networks.
II. THE DISCRETE RATE EQUATION FOR e ij
Let us consider a general growing network which evolves, at each time t > 0, under the addition and deletion of nodes. Precisely, a new node is connected to the network by means of m new links. Each new link attaches to an extant node with a probability which depends only on its degree k. Following [14] , this probability will be denoted by Π a k (t). Moreover, with probability 0 ≤ r < 1, a node is removed from the network (and all the edges incident to the removed node are also removed). A particular node will be removed with a probability Π d k (t) which depends only on its degree k. If n k (t) is the number of nodes with degree k at time t in the network, then Π a k (t) n k (t) and Π d k (t) n k (t) are, respectively, the probability that the newly added node is connected to some node of degree k and the probability of deleting some node of degree k (provided a removal occurs, with probability r).
Let p k (t) be the degree distribution at time t. Consider the mean degree
and the expected degree of the removed node
Denote by N(t) and L(t) the expected number of nodes and links in the network at time t, respectively.
Without loss of generality we will assume that N(0) = L(0) = 0, so that N(t) = (1 − r)t.
From now on we will assume that the degree distribution p k (t) stabilizes to a constant function for large values of t. It is well known that this assertion is true for a wide class of growing networks, including those obtained via preferential attachment mechanisms combined with either uniform deletion [13] or preferential survival of nodes (see [5] where the existence of such a convergence is claimed for α = 1). In this framework and since the stationary regime is attained very fast during the network growth (see Fig. 1 ), from now on we will drop the time dependence from the mean degree and the expected degree of the removed node and will simply write k and k d . In particular, from the evolution rules it follows that L(t) = (m − rk d )t and, hence, the following useful relationship between k and k d holds for t large enough:
To reinforce the validity of these assumptions we have run some Monte Carlo simulations.
With this respect, it is worth to notice that the preferential survival mechanism is not well defined because the deletion probability is not well defined for singletons (nodes with degree 0), which in general can appear during the network growth, especially for low values of m.
What is natural in order to complete the algorithmic definition of the preferential survival mechanism is to assign a deletion probability of 1 to every singleton. So, at each time step our algorithm searches for the existence of singletons and removes them. In Fig. 1 we have plotted the time evolution of k and k d for networks with a final size of 10 6 nodes, with m = 10, a deletion rate r = 0.1, and α = 0.5, 1 and 2, as well as the corresponding theoretical prediction for the mean degree. We remark that k d (t) has been computed as the mean of the degrees of all deleted nodes from the beginning of the simulation until time t. In all cases, the simulations provide numerical evidences of a rapid convergence of the degree distribution, reflected by a rapid convergence of both averages, and the validity of the approximation (1) even for small values of t, i.e., for network sizes much smaller than
Clearly, Π a k and Π d k depend on the particular addition and deletion mechanisms assumed in the model. However, next we start by deriving a completely general rate equation for the probability e jk that a randomly selected (directed) edge goes from a node of degree j to a node of degree k. Since we are not assuming any inherent orientation of edges, the symmetry condition e jk = e kj must be satisfied and each non-directed edge is counted twice.
Moreover, by definition of joint probability distribution, e jk satisfies l e lk = kp k /k, which is the probability of reaching a node of degree k when a directed edge is randomly selected.
Recall also that for uncorrelated networks the degree of the nodes at each end of any edge are statistically independent variables. Hence, for uncorrelated networks,
According to these ingredients and taking into account that 2 L(t) e jk (t) is the expected number of directed edges of type (j, k) at time t, it follows that
On the other hand, we can write the following discrete-time balance equation for the evolution of e jk neglecting higher-order degree correlations:
where some dependencies on t have been omitted for clarity and e k|j denotes the conditional probability that an edge that emanates from a node of degree j reaches a node of degree k:
The second term in the rhs of (3) corresponds to a newly created (m, k)-edge arising from the attachment of the new node to a node of degree k − 1. Note that there is not a loss term of the form −mΠ a k n k associated to the attachment of the new node to a node of degree k since this process cannot destroy edges that did not exist before the attachment (cf. [14] ).
The third and fourth terms in the rhs represent, respectively, the gain and loss of (j, k)-edges when attaching the new node to a node of degree k − 1 which was previously linked to a node of degree either j or k that was at the end of a (j, k)-edge. The fifth term is the loss of (j, k)-edges due to the removal of the node with degree k at one of its ends. Note also that a gain term of the form rk e j+1|k Π d k n k cannot be present since the deletion of a node of degree k at the end of a (j + 1, k)-edge does not contribute to the creation of (j, k)-edges (cf. [14] ).
The last two terms in the rhs of (3) represent the loss and the gain of (j, k)-edges caused by deleting a neighbour of the node of degree k at the end of a (j, k)-edge or a neighbour of a node of degree k + 1 at the end of a (j, k + 1)-edge, respectively. Finally, ∆ 2 contains the terms obtained by interchanging j and k in all the previous terms and, hence, contains the previous contributions affecting the node of degree j at the other end of a (j, k)-edge.
When the degree distribution and the degree-degree correlation become stationary, e jk (t+ 1) = e jk (t), and using Eq. (4) the previous equation reads as:
where, similarly as before,∆ 2 represents those terms obtained by interchanging j and k in the rhs of (5). For specific choices of attachment and deletion rules, the previous equation can be rewritten by taking the continuum limit for the degree.
III. THE CONTINUOUS RATE EQUATION UNDER UNIFORM DELETION
Under a uniformly random deletion of nodes,
which is a difference equation for e jk in both subscripts. Now, taking the approximation ∂ j e(j, k) ≈ e j+1,k − e jk and ∂ k e(j, k) ≈ e j,k+1 − e jk , we can pass to the continuum limit and write, for j, k > m, the previous equation as 2 (m − rk) e = rk j ∂e ∂j + k ∂e ∂k
where e(j, k) is a function of two variables such that e(j, k) = e(k, j). Moreover, since it is a joint probability density function, it must satisfy
Moreover, in the particular case of linear preferential attachment (LPA), Π a k = k/(kN) and Eq. (7) now simply reduces to
where we have used that k = 2m/(1 + r) [13] . This linear first-order PDE for e(j, k) can be easily solved by separation of variables, and a unique solution of the form e(j, k) = J(j)K(k)
follows from imposing that e(j, k) = e(k, j) and the normalizing condition. More precisely, if we introduce this expression for e(j, k) into Eq. (7) and integrate the differential equations for J(j) and K(k), one gets that e(j, k) = (C 1 j λ−2β )(C 2 k −λ ) where β = 2/(1 − r), C 1 , C 2 are arbitrary integration constants and λ is an arbitrary constant of separation. Now, from e(j, k) = e(k, j) it follows that λ = β. Normalizing the solution one obtains that
with C 0 = 
On the other hand, for these type of growing networks, the resulting degree distribution was derived in [12] under the continuum approach for the rate equation of n k (t) and without any hypothesis about correlations. Precisely, it was obtained that
Remarkably, this degree distribution is in agreement with the marginal probability densities of e(j, k) which are given by
with p k given by (10) . Note that, although there are other (positive and symmetrical) solutions to Eq. (8) that can be normalized to 1, only (9) has the previous marginal probability densities. Therefore, uncorrelated networks are the only configuration arising from the processes of PA and uniformly random deletion. With this respect, it is worth of noticing that both Eq. (8) and (10) were derived without any assumption on the network architecture.
This result is -as far as we know-the first one that proves the non-existence of degreedegree correlations in growing networks with uniformly random deletion of nodes by showing the statistical independence of the degrees at the ends of a randomly selected edge, i.e., without using the surrogate function given by the average degree of the nearest neighbors as a function of the node degree [13] . Such an existence of uncorrelated networks, moreover, has been also checked by simulations with different values of the deletion rate r.
IV. THE CONTINUOUS RATE EQUATION FOR UNCORRELATED NET-WORKS
The previous example illustrates an ideal situation in which a first-order linear PDE can be easily derived without using any assumption on the degree-degree correlations in the network. It follows that the uncorrelated solution is the only stationary state during the network's growth and it yields the degree distribution which is compatible with the uncorrelated network. In general, however, more complex probabilities Π d k will come into play and an extra hypothesis has to be introduced beforehand in order to evaluate the sums in Eq. (5) with respect to l and get a PDE for e(j, k). The idea is to look for uncorrelated solutions, i.e. solutions that factorize in the form e(j, k) = (jp j /k) · (k p k /k), from which we can obtain the degree distributions p k (if any) compatible with the lack of degree-degree correlations.
Under the hypothesis of statistical independence of the degrees at the ends of a randomly selected edge, the difference equation (5) for the stationary distribution of edges becomes:
Approximating the differences by the corresponding partial derivatives we can pass to the continuum limit and write, for j, k > m, the PDE that must satisfy the stationary joint probability density function e(j, k) of any uncorrelated growing network whose evolution is governed by attachment and deletion probabilities Π 
Solving this linear first-order PDE by separation of constants (for those Π a k and Π d k that make it possible) and imposing the normalizing and symmetry conditions, we find a solution that, if feasible, gives a degree distribution compatible with the uncorrelatedness of the network.
In particular, note that Eq. (7), which was obtained without any prior assumption on the correlations, immediately follows from Eq. (12) under uniform deletion, since in this case
A. Uncorrelatedness under preferential survival
Now, let us consider that the node deletion rule is given by the so-called preferential survival (PS) mechanism [5] . In this case, the probability of deleting a node of degree k is proportional to k −α with α > 0 being a tuning parameter, leading to Π
A direct calculation shows that
Hence, the total number of links can be approximated by the asymptotic value (12) and using (1), we obtain
Because k −α is constant in the stationary regime and we are looking for uncorrelated solutions, this PDE is easily solvable by separation of variables, i.e., looking for a solution of the form e(j, k) = J(j)K(k). Recalling that Eq. (2) holds for uncorrelated networks, the stationary degree distribution will be given by p k = kK(k)/k. Therefore, after solving the PDE and imposing the symmetry condition, it follows that the constant of separation is λ = −2 and that the degree distribution compatible with uncorrelatedness is
where C is the normalizing constant and ξ = 2r k −α (1−r) . In particular, for α = 1, C = ξ 2 /(( ξ m − 1) exp(ξ/m) + 1) and p k corresponds to the degree distribution obtained in [5] except for the value of C. Therefore, our analysis shows that the degree uncorrelation implicitly assumed in [5] to derive p k is preserved during the network growth under LPA and PS. Eq. (14) also says that, when r > 0 and α → 0, the exponential term (which tends to infinity as α → 0 ∀ k > 0) modifies the shape of the degree distribution towards that of a power law with an exponent larger than 3 (cf. Eq. (10) for α = 0).
In order to test the lack of degree-degree correlations in networks generated via LPA plus because the continuous rate equation (13) for the joint probability density function e(j, k)
was derived under the assumption of uncorrelation of degrees. These alternative network configurations, however, have been not observed in our simulations.
In addition to other rules for deleting nodes, mechanisms based on addition/deletion of edges can also induce degree correlations between neighboring nodes [5, [18] [19] [20] . In these cases, one should expect disagreement between the degree distributions computed assuming uncorrelation and those following from the solution to the rate equation for e jk by computing the marginal probability densities. This is what happens, for instance, with the existence of negative degree correlations in the Internet [15] that calls for new mechanisms at work during the network growth, in addition to those already considered in this paper. In this situation, uncorrelation is not preserved during the network growth and degree correlations must be taken into account in the derivation of degree distributions (cf. [5] ).
Discrete rate equations for the joint probability e jk were initially introduced by [21, 22] to study the correlations between in-degrees and out-degrees in directed growing networks without deletion of nodes. The conclusion of these works, namely, the existence of correlations between both types of degrees in scale-free networks under preferential attachment, has been wrongly extrapolated to undirected growing networks by some authors [18, 19] . In this Article, we have shown (and empirically validated) the existence of a family of models defined by preferential survival of extant nodes and linear preferential attachment of new ones which is able to yield uncorrelated networks. In this sense, a discrete rate equation has been recently used also for some authors to see under which mechanisms of addition and deletion of nodes undirected non-growing networks remain uncorrelated as long as they evolve [14] . Certainly, the assumption of having uncorrelated networks simplifies a lot the analytical treatment of the models but, on the other hand, it implies that one must check if such a property is preserved during the network development. Here we have presented a way to do this analysis which renders which degree distributions are compatible with uncorrelatedness under given rules of addition and deletion of nodes. 
