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Abstract
A key advance in learning generative models is
the use of amortized inference distributions that
are jointly trained with the models. We find
that existing training objectives for variational
autoencoders can lead to inaccurate amortized in-
ference distributions and, in some cases, improv-
ing the objective provably degrades the inference
quality. In addition, it has been observed that
variational autoencoders tend to ignore the latent
variables when combined with a decoding distri-
bution that is too flexible. We again identify the
cause in existing training criteria and propose a
new class of objectives (InfoVAE) that mitigate
these problems. We show that our model can sig-
nificantly improve the quality of the variational
posterior and can make effective use of the latent
features regardless of the flexibility of the decod-
ing distribution. Through extensive qualitative
and quantitative analyses, we demonstrate that
our models outperform competing approaches on
multiple performance metrics.
1. Introduction
Generative models have shown great promise in modeling
complex distributions such as natural images and text (Rad-
ford et al., 2015; Zhu et al., 2017; Yang et al., 2017; Li
et al., 2017). These are directed graphical models which
represent the joint distribution between the data and a set of
hidden variables (features) capturing latent factors of varia-
tion. The joint is factored as the product of a prior over the
latent variables and a conditional distribution of the visi-
ble variables given the latent ones. Usually a simple prior
distribution is provided for the latent variables, while the
distribution of the input conditioned on latent variables is
complex and modeled with a deep network.
Both learning and inference are generally intractable. How-
ever, using an amortized approximate inference distribution
it is possible to use the evidence lower bound (ELBO) to
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efficiently optimize both (a lower bound to) the marginal
likelihood of the data and the quality of the approximate
inference distribution. This leads to a very successful
class of models called variational autoencoders (Kingma
& Welling, 2013; Jimenez Rezende et al., 2014; Kingma
et al., 2016; Burda et al., 2015).
However, variational autoencoders have several problems.
First, the approximate inference distribution is often signif-
icantly different from the true posterior. Previous methods
have resorted to using more flexible variational families to
better approximate the true posterior distribution (Kingma
et al., 2016). However we find that the problem is rooted
in the ELBO training objective itself. In fact, we show
that the ELBO objective favors fitting the data distribution
over performing correct amortized inference. When the
two goals are conflicting (e.g., because of limited capacity),
the ELBO objective tends to sacrifice correct inference to
better fit (or worse overfit) the training data.
Another problem that has been observed is that when the
conditional distribution is sufficiently expressive, the latent
variables are often ignored (Chen et al., 2016). That is, the
model only uses a single conditional distribution compo-
nent to model the data, effectively ignoring the latent vari-
ables and fail to take advantage of the mixture modeling
capability of the VAE. In addition, one goal of unsuper-
vised learning is to learn meaningful latent representations
but this fails because the latent variables are ignored. Some
solutions have been proposed in (Chen et al., 2016) by lim-
iting the capacity of the conditional distribution, but this re-
quires manual and problem-specific design of the features
we would like to extract.
In this paper we propose a novel solution by framing both
problems as explicit modeling choices: we introduce new
training objectives where it is possible to weight the prefer-
ence between correct inference and fitting data distribution,
and specify a preference on how much the model should
rely on the latent variables. This choice is implicitly made
in the ELBO objective. We make this choice explicit and
generalize the ELBO objective by adding additional terms
that allow users to select their preference on both choices.
Despite of the addition of seemingly intractable terms, we
find an equivalent form that can still be efficiently opti-
mized.
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Our new family also generalizes known models including
the β-VAE (Higgins et al., 2016) and Adversarial Autoen-
coders (Makhzani et al., 2015). In addition to deriving
these models as special cases, we provide generic prin-
ciples for hyper-parameter selection that work well in all
the experimental settings we considered. Finally we per-
form extensive experiments to evaluate our newly intro-
duced model family, and compare with existing models
on multiple metrics of performance such as log-likelihood,
sampling quality, and semi-supervised performance. An
instantiation of our general framework called MMD-VAE
achieves better or on-par performance on all metrics we
considered. We further observe that our model can lead to
better amortized inference, and utilize the latent variables
even in the presence of a very flexible decoder.
2. Variational Autoencoders
A latent variable generative model defines a joint distribu-
tion between a feature space z ∈ Z , and the input space
x ∈ X . Usually we assume a simple prior distribution
p(z) over features, such as Gaussian or uniform, and model
the data distribution with a complex conditional distribu-
tion pθ(x|z), where pθ(x|z) is often parameterized with a
neural network. Suppose the true underlying distribution is
pD(x) (that is approximated by a training set), then a nat-
ural training objective is maximum (marginal) likelihood
EpD(x)[log pθ(x)] = EpD(x)[logEp(z)[pθ(x|z)]] (1)
However direct optimization of the likelihood is intractable
because computing pθ(x) =
∫
z
pθ(x|z)p(z)dz requires in-
tegration. A classic approach (Kingma & Welling, 2013)
is to define an amortized inference distribution qφ(z|x) and
jointly optimize a lower bound to the log likelihood
LELBO(x) = −DKL(qφ(z|x)||p(z)) + Eqφ(z|x)[log pθ(x|z)]
≤ log pθ(x)
We further average this over the data distribution pD(x) to
obtain the final optimization objective
LELBO = EpD(x)[LELBO(x)] ≤ EpD(x)[log pθ(x)]
2.1. Equivalent Forms of the ELBO Objective
There are several ways to equivalently rewrite the ELBO
objective that will become useful in our following analysis.
We define the joint generative distribution as
pθ(x, z) ≡ p(z)pθ(x|z)
In fact we can correspondingly define a joint “inference dis-
tribution”
qφ(x, z) ≡ pD(x)qφ(z|x)
Note that the two definitions are symmetrical. In the for-
mer case we start from a known distribution p(z) and learn
the conditional distribution on X , in the latter we start from
a known (empirical) distribution pD(x) and learn the con-
ditional distribution on Z . We also correspondingly define
any conditional and marginal distributions as follows:
pθ(x) =
∫
z
pθ(x, z)dz Marginal of pθ(x, z) on x
pθ(z|x) ∝ pθ(x, z) Posterior of pθ(x|z)
qφ(z) =
∫
x
qφ(x, z)dx Marginal of qφ(x, z) on z
qφ(x|z) ∝ qφ(x, z) Posterior of qφ(z|x)
For the purposes of optimization, the ELBO objective can
be written equivalently (up to an additive constant) as
LELBO ≡ −DKL(qφ(x, z)‖pθ(x, z)) (2)
= −DKL(pD(x)‖pθ(x)) (3)
− EpD(x)[DKL(qφ(z|x)‖pθ(z|x))]
= −DKL(qφ(z)‖p(z))
− Eqφ(z)[DKL(qφ(x|z)‖pθ(x|z))] (4)
We prove the first equivalence in the appendix. The second
and third equivalence are simple applications of the addi-
tive property of KL divergence. All three forms of ELBO
in Eqns. (2),(3),(4) are useful in our analysis.
3. Two Problems of Variational Autoencoders
3.1. Amortized Inference Failures
Under ideal conditions, optimizing the ELBO objective
using sufficiently flexible model families for pθ(x|z) and
qφ(z|x) over θ, φ will achieve both goals of correctly cap-
turing pD(x) and performing correct amortized inference.
This can be seen by examining Eq. (3). This form indicates
that the ELBO objective is minimizing the KL divergence
between the data distribution pD(x) and the (marginal)
model distribution pθ(x), as well as the KL divergence be-
tween the variational posterior qφ(z|x) and the true pos-
terior pθ(z|x). However, with finite model capacity the
two goals can be conflicting and subtle tradeoffs and failure
modes can emerge from optimizing the ELBO objective.
In particular, one limitation of the ELBO objective is that
it might fail to learn an amortized inference distribution
qφ(z|x) that approximates the true posterior pθ(z|x). This
can happen for two different reasons:
Inherent properties of the ELBO objective: the ELBO
objective can be maximized (even to +∞ in pathologi-
cal cases) even with a very inaccurate variational posterior
qφ(z|x).
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Implicit modeling bias: common modeling choices (such
as the high dimensionality of X compared to Z) tend to
sacrifice variational inference vs. data fit when modeling
capacity is not sufficient to achieve both.
We will explain in turn why these failures happen.
3.1.1. GOOD ELBO VALUES DO NOT IMPLY
ACCURATE INFERENCE
We first provide some intuition to this phenomena, then for-
mally prove the result for a pathological case of continuous
spaces and Gaussian distributions. Finally we justify in the
experiments section that this happens in realistic settings
on real datasets (in both continuous and discrete spaces).
The ELBO objective in original form has two components,
a log likelihood (reconstruction) term LAE and a regular-
ization term LREG:
LELBO(x) = LAE(x) + LREG(x)
≡ Eqφ(z|x)[log pθ(x|z)]−DKL(qφ(z|x)||p(z))
Let us first consider what happens if we only optimize LAE
and not LREG. The first term maximizes the log likelihood
of observing data point x given its inferred latent variables
z ∼ qφ(z|x). Consider a finite dataset {x1, · · · , xN}. Let
qφ be such that for xi 6= xj , qφ(z|xi) and qφ(z|xj) are
distributions with disjoint supports. Then we can learn a
pθ(x|z) mapping the support of each qφ(z|xi) to a distribu-
tion concentrated on xi, leading to very largeLAE (for con-
tinuous distributions pθ(x|z) may even tend to a Dirac delta
distribution and LAE tends to +∞). Intuitively, the LAE
component will encourage choosing qφ(z|xi) with disjoint
support when xi 6= xj .
In almost all practical cases, the variational distribution
family for qφ is supported on the entire space Z (e.g.,
it is a Gaussian with non-zero variance, or IAF pos-
terior (Kingma et al., 2016)), preventing disjoint sup-
ports. However, attempting to learn disjoint supports for
qφ(z|xi), xi 6= xj will ”push” the mass of the distributions
away from each other. For example, for continuous distri-
butions, if qφ maps each xi to a Gaussian N (µi, σi), the
LAE term will encourage µi →∞, σi → 0+.
This undesirable result may be prevented if the LREG term
can counter-balance this tendency. However, we show that
the regularization term LREG is not always sufficiently
strong to prevent this issue. We first prove this fact in the
simple case of a mixture of two Gaussians. We will then
evaluate this finding empirically on realistic datasets in the
experiments section 5.1.
Proposition 1. Let D be a dataset with two samples
{−1, 1}, and pθ(x|z) be selected from the family of
all functions µpθ, σ
p
θ that map z ∈ X to a Gaussian
N (µpθ(z), σpθ (z)) on X , and qφ(z|x) be selected from the
family of all functions µqφ, σ
q
φ that map x ∈ X to a Gaus-
sian N (µqφ(z), σqφ(z)) on Z . Then LELBO can be maxi-
mized to +∞ when
µqφ(x = 1)→ +∞ µqφ(x = −1)→ −∞
σqφ(x = 1)→ 0+ σqφ(x = −1)→ 0+
and θ is optimally selected given φ. In addition the varia-
tional gap DKL(qφ(z|x)‖pθ(z|x))→ +∞ for all x ∈ D.
A proof can be found the in Appendix. This means that
amortized inference has completely failed, even though
the ELBO objective can be made arbitrarily large. The
model learns an inference distribution qφ(z|x) that pushes
all probability mass to ∞. This will become infinitely far
from the true posterior pθ(z|x) as measured by DKL.
3.1.2. MODELING BIAS
In the above example we indicated a potential problem with
the ELBO objective where the model tends to push the
probability mass of qφ(z|x) too far from 0. This tendency
is a property of the ELBO objective and true for any X and
Z . However this is made worse by the fact that X is often
higher dimensional compared to Z , so any error in fitting
X will be magnified compared to Z .
For example, consider fitting an n dimensional distribution
N (0, I) with N (, I) using KL divergence, then
DKL(N (0, I),N (, I)) = n2/2
As n increases with some fixed , the Euclidean distance
between the means of the two distributions is Θ(
√
n), yet
the corresponding DKL becomes Θ(n). For natural im-
ages, the dimensionality of X is often orders of mag-
nitude larger than the dimensionality of Z . Recall in
Eq.(4) that ELBO is optimizing both DKL(qφ(z)‖p(z))
and DKL(qφ(x|z)‖pθ(x|z)). Because the same per-
dimensional modeling error incurs a much larger loss in X
space thanZ space, when the two objectives are conflicting
(e.g., because of limited modeling capacity), the model will
tend to sacrifice divergences onZ and focus on minimizing
divergences on X .
Regardless of the cause (properties of ELBO or modeling
choices), this is generally an undesirable phenomenon for
two reasons:
1) One may care about accurate inference more than gen-
erating sharp samples. For example, generative models are
often used for down stream tasks such as semi supervised
learning.
2) Overfitting: Because pD is an empirical (finite) distri-
bution in practice, matching it too closely can lead to poor
generalization.
Both issues are observed in the experiments section.
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3.2. The Information Preference Property
Using a complex decoding distribution pθ(x|z) such as Pix-
elRNN/PixelCNN (van den Oord et al., 2016b; Gulrajani
et al., 2016) has been shown to significantly improve sam-
ple quality on complex natural image datasets. However,
this approach suffers from a new problem: it tends to ne-
glect the latent variables z altogether, that is, the mutual
information between z and x becomes vanishingly small.
Intuitively, the reason is that the learned pθ(x|z) is the same
for all z ∈ Z , implying that the z is not dependent on the
input x. This is undesirable because a major goal of un-
supervised learning is to learn meaningful latent features
which should depend on the inputs.
This effect, which we shall refer to as the information pref-
erence problem, was studied in (Chen et al., 2016) with a
coding efficiency argument. Here we provide an alterna-
tive interpretation, which sheds light on a novel solution to
solve this problem.
We inspect the ELBO in the form of Eq.(3), and consider
the two terms respectively. We show that both can be opti-
mized to 0 without utilizing the latent variables.
DKL(pD(x)||pθ(x)): Suppose the model family
{pθ(·|z), θ ∈ Θ} is sufficiently flexible and there ex-
ists a θ∗ such that for every z ∈ Z , pθ∗(·|z) and pD(·)
are identical. Then we select this θ∗ and the marginal
pθ∗(x) =
∫
z
p(z)pθ∗(x|z)dz = pD(x), hence this
divergence DKL(pD(x)||pθ(x)) = 0 which is optimal.
EpD(x)[DKL(qφ(z|x)||pθ(z|x))]: Because pθ∗(·|z) is the
same for every z (x is independent from z) we have
pθ∗(z|x) = p(z). Because p(z) is usually a simple dis-
tribution, if it is possible to choose φ such that qφ(z|x) =
p(z),∀x ∈ X , this divergence will also achieve the optimal
value of 0.
Because LELBO is the sum of the above divergences, when
both are 0, this is a global optimum. There is no incentive
for the model to learn otherwise, undermining our purpose
of learning a latent variable model.
4. The InfoVAE Model Family
In order to remedy these two problems we define a new
training objective that will learn both the correct model and
amortized inference distributions. We begin with the form
of ELBO in Eq. (4)
LELBO = −DKL(qφ(z)‖p(z))−
Ep(z)[DKL(qφ(x|z)‖pθ(x|z))]
First we add a scaling parameter λ to the divergence be-
tween qφ(z) and p(z) to increase its weight and counter-act
the imbalance between X and Z (cf. discussion in section
3.1.1). Next we add a mutual information maximization
term that prefers high mutual information between x and
z. This encourages the model to use the latent code and
avoids the information preference problem. We arrive at
the following objective
LInfoVAE = −λDKL(qφ(z)‖p(z))−
Eq(z)[DKL(qφ(x|z)‖pθ(x|z))] + αIq(x; z) (5)
where Iq(x; z) is the mutual information between x and z
under the distribution qφ(x, z).
Even though we cannot directly optimize this objective, we
can rewrite this into an equivalent form that we can opti-
mize more efficiently (We prove this in the Appendix)
LInfoVAE ≡ EpD(x)Eqφ(z|x)[log pθ(x|z)]−
(1− α)EpD(x)DKL(qφ(z|x)||p(z))−
(α+ λ− 1)DKL(qφ(z)‖p(z)) (6)
The first two terms can be optimized by the reparameteriza-
tion trick as in the original ELBO objective. The last term
DKL(qφ(z)‖p(z)) is not easy to compute because we can-
not tractably evaluate log qφ(z). However we can obtain
unbiased samples from it by first sampling x ∼ pD, then
z ∼ qφ(z|x), so we can optimize it by likelihood free op-
timization techniques (Goodfellow et al., 2014; Nowozin
et al., 2016; Arjovsky et al., 2017; Gretton et al., 2007).
In fact we may replace the term DKL(qφ(z)‖p(z)) with
anther divergence D(qφ(z)‖p(z)) that we can efficiently
optimize over. Changing the divergence may alter the
empirical behavior of the model but we show in the fol-
lowing theorem that replacing DKL with any (strict) di-
vergence is still correct. Let LˆInfoVAE be the objective
where we replace DKL(qφ(z)‖p(z)) with any strict di-
vergence D(qφ(z)‖p(z)). (Strict divergence is defined as
D(qφ(z)‖p(z)) = 0 iff qφ(z) = p(z))
Proposition 2. Let X and Z be continuous spaces, and
α < 1, λ > 0. For any fixed value of Iq(x; z), LˆInfoVAE
is globally optimized if pθ(x) = pD(x) and qφ(z|x) =
pθ(z|x),∀z.
Proof of Proposition 2. See Appendix.
Note that in the proposition we have the additional require-
ment that the mutual information Iq(x; z) is bounded. This
is inevitable because if α > 0 the objective can be opti-
mized to +∞ by simply increasing the mutual information
infinitely. In our experiments simply ensuring that qφ(z|x)
does not have vanishing variance is sufficient to regularize
the behavior of the model.
Relation to VAE and β-VAE: This model family gener-
alizes several previous models. When α = 0 and λ = 1
we get back the original ELBO objective. When λ > 0
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is freely chosen, while α + λ − 1 = 0, and we use the
DKL divergences, we get the β-VAE (Higgins et al., 2016)
model family. However, β-VAE models cannot effectively
trade-off weighing of X andZ and information preference.
In particular, for every λ there is a unique value of α that
we can choose. For example, if we choose a large value
of λ 1 to balance the importance of observed and latent
spaces X andZ , we must also choose α 0, which forces
the model to penalize mutual information. This in turn can
lead to under-fitting or ignoring the latent variables.
Relation to Adversarial Autoencoders (AAE): When
α = 1, λ = 1 andD is chosen to be the Jensen Shannon di-
vergence we get the adversarial autoencoders in (Makhzani
et al., 2015). This paper generalizes AAE, but more impor-
tantly we provide a deeper understanding of the correctness
and desirable properties of AAE. Furthermore, we charac-
terize settings when AAE is preferable compared to VAE
(i.e. when we would like to have α = 1).
Our generalization introduces new parameters, but the
meaning and effect of the various parameter choices is
clear. We recommend setting λ to a value that makes the
loss on X approximately the same as the loss on Z . We
also recommend setting α = 0 when pθ(x|z) is a simple
distribution, and α = 1 when pθ(x|z) is a complex distri-
bution and information preference is a concern. The final
degree of freedom is the divergence D(qφ(z)‖p(z)) to use.
We will explore this topic in the next section. We will also
show in the experiments that this design choice is also easy
to choose: there is a choice that we find to be consistently
better in almost all metrics of performance.
4.1. Divergences Families
We consider and compare three divergences in this paper.
Adversarial Training: Adversarial autoencoders (AAE)
proposed in (Makhzani et al., 2015) use an adversarial dis-
criminator to approximately minimize the Jensen-Shannon
divergence (Goodfellow et al., 2014) between qφ(z) and
p(z). However, when p(z) is a simple distribution such
as Gaussian, there are preferable alternatives. In fact, ad-
versarial training can be unstable and slow even when we
apply recent techniques for stabilizing GAN training (Ar-
jovsky et al., 2017; Gulrajani et al., 2017).
Stein Variational Gradient: The Stein variational gradi-
ent (Liu & Wang, 2016) is a simple and effective frame-
work for matching a distribution q to p by computing ef-
fectively∇φDKL(qφ(z)||p(z)) which we can use for gradi-
ent descent minimization of DKL(qφ(z)||p(z)). However a
weakness of these methods is that they are difficult to apply
efficiently in high dimensions. We give a detailed overview
of this method in the Appendix.
Maximum-Mean Discrepancy: Maximum-Mean Dis-
crepancy (MMD) (Gretton et al., 2007; Li et al., 2015;
Dziugaite et al., 2015) is a framework to quantify the dis-
tance between two distributions by comparing all of their
moments. It can be efficiently implemented using the ker-
nel trick. Letting k(·, ·) be any positive definite kernel, the
MMD between p and q is
DMMD(q‖p) = Ep(z),p(z′)[k(z, z′)]− 2Eq(z),p(z′)[k(z, z′)]
+ Eq(z),q(z′)[k(z, z′)]
DMMD = 0 if and only if p = q.
5. Experiments
5.1. Variance Overestimation with ELBO training
We first perform some simple experiments on toy data and
MNIST to demonstrate that ELBO suffers from inaccu-
rate inference in practice, and adding the scaling term λ
in Eq.(5) can correct for this. Next, we will perform a com-
prehensive set of experiments to carefully compare differ-
ent models on multiple performance metrics.
5.1.1. MIXTURE OF GAUSSIAN
We verify the conclusions in Proposition 1 by using the
same setting in that proposition. We use a three layer deep
network with 200 hidden units in each layer to simulate the
highly flexible function family. For InfoVAE we choose the
scaling coefficient λ = 500, information preference α = 0,
and divergence optimized by MMD.
The results are shown in Figure 1. It can be observed that
the predictions of the theory are reflected in the experi-
ments: ELBO training leads to poor inference and a signif-
icantly over-estimated qφ(z), while InfoVAE demonstrates
a more stable behavior.
5.1.2. MNIST
We demonstrate the problem on a real world dataset. We
train ELBO and InfoVAE (with MMD regularization) on
binarized MNIST with different training set sizes ranging
from 500 to 50000 images; We use the DCGAN architec-
ture (Radford et al., 2015) for both models. For InfoVAE,
we use the scaling coefficient λ = 1000, and information
preference α = 0. We choose the number of latent features
dimension(Z) = 2 to plot the latent space, and 10 for all
other experiments.
First we verify that in real datasets ELBO over-estimates
the variance of qφ(z), while InfoVAE does not (with rec-
ommended choice of λ). In Figure 2 we plot estimates
for the log determinant of the covariance matrix of qφ(z),
denoted as log det(Cov[qφ(z)]) as a function of the size
of the training set. For standard factored Gaussian prior
p(z), Cov[p(z)] = I , so log det(Cov[p(z)]) = 0. Values
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Figure 1: Verification of Proposition 1 where the dataset only contains two examples {−1, 1}. Top: density of the dis-
tributions qφ(z|x) when x = 1 (red) and x = −1 (green) compared with the true prior p(z) (purple). Bottom: The
“reconstruction” pθ(x|z) when z is sampled from qφ(z|x = 1) (green) and qφ(z|x = −1) (red). Also plotted is pθ(x|z)
when z is sampled from the true prior p(z) (purple). When the dataset consists of only two data points, ELBO (left) will
push the density in latent space Z away from 0, while InfoVAE (right) does not suffer from this problem.
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Figure 2: log det(Cov[qφ(z)]) for ELBO vs. MMD-VAE
under different training set sizes. The correct prior p(z)
has value 0 on this metric, and values above or below 0
correspond to over-estimation and under-estimation of the
variance respectively. ELBO (blue curve) shows consistent
over-estimation while InfoVAE does not.
above or below zero give us an estimate of over or under-
estimation of the variance of qφ(z), which should in theory
match the prior p(z). It can be observed that the for ELBO,
variance of qφ(z) is significantly over-estimated. This is es-
pecially severe when the training set is small. On the other
hand, when we use a large value for λ, InfoVAE can avoid
this problem.
To make this more intuitive we plot in Figure 3 the con-
tour plot of qφ(z) when training on 500 examples. It can
be seen that with ELBO qφ(z) matches p(z) very poorly,
while InfoVAE matches significantly better.
To verify that ELBO trains inaccurate amortized inference
we plot in Figure 4 the comparison between samples from
the approximate posterior qφ(z|x) and samples from the
true posterior pθ(z|x) computed by rejection sampling.
The same trend can be observed. ELBO consistently gives
very poor approximate posterior, while the InfoVAE poste-
rior is mostly accurate.
Finally show the samples generated by the two models
in Figure 5. ELBO generates very sharp reconstructions,
z1
z 2
z1
z 2
z1
z 2
Prior p(z) InfoVAE qφ(z) ELBO qφ(z)
Figure 3: Comparing the prior, InfoVAE qφ(z) and ELBO
qφ(z). InfoVAE qφ(z) is almost identical to the true prior,
while the ELBO qφ(z) is very far off. qφ(z) for both mod-
els is computed by
∫
x
pDqφ(z|x) where pD is the test set.
but very poor samples when sampled ancestrally x ∼
p(z)pθ(x|z). InfoVAE, on the other hand, generates sam-
ples of consistent quality, and in fact, produces samples of
reasonable quality after only training on a dataset of 500
examples. This reflect InfoVAE’s ability to control over-
fitting and demonstrate consistent training time and testing
time behavior.
5.2. Comprehensive Comparison
In this section, we perform extensive qualitative and quanti-
tative experiments on the binarized MNIST dataset to eval-
uate the performance of different models. We would like to
answer these questions:
1) Compare the models on a comprehensive set of numeri-
cal metrics of performance. Also compare the stability and
training speed of different models.
2) Evaluate and compare the possible types of divergences
(Adversarial, Stein, MMD).
For all two questions, we find InfoVAE with MMD reg-
ularization to perform better in almost all metrics of per-
formance and demonstrate the best stability and training
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ELBO Posterior InfoVAE Posterior
Figure 4: Comparing true posterior pθ(z|x) (green, gener-
ated by importance sampling) with approximate posterior
qφ(z|x) (blue) on testing data after training on 500 samples.
For ELBO the approximate posterior is generally further
from the true posterior compared to InfoVAE. (All plots
are drawn with the same scale)
speed. The details are presented in the following sections.
For models we use ELBO, Adversarial autoencoders, In-
foVAE with Stein variational gradient, and InfoVAE with
MMD (α = 1 because information preference is a concern,
λ = 1000 which can put the loss on X and Z on the same
order of magnitude). In this setting we also use a highly
flexible PixelCNN as the decoder pθ(x|z) so that informa-
tion preference is also a concern. Detailed experimental
setup is explained in the Appendix.
We consider multiple quantitative evaluations, including
the quality of the samples generated, the training speed
and stability, the use of latent features for semi-supervised
learning, and log-likelihoods on samples from a separate
test set.
Distance between qφ(z) and p(z): To measure how well
qφ(z) approximates p(z), we use two numerical metrics.
The first is the full batch MMD statistic over the full data.
Even though MMD is also used during training of MMD-
VAE, it is too expensive to train using the full dataset, so we
only use mini-batches for training. However during evalua-
tion we can use the full dataset to obtain more accurate esti-
mates. The second is the log determinant of the covariance
matrix of qφ(z). Ideally when p(z) is the standard Gaussian
Σqφ should be the identity matrix, so log det(Σqφ) = 0. In
our experiments we plot the log determinant divided by the
dimensionality of the latent space. This measures the av-
erage under/over estimation per dimension of the learned
covariance.
The results are plotted in Figure 6 (A,B). This is differ-
ent from the experiments in Figure 2 because in this case
the decoder is a highly complex pixel recurrent model and
the concern that we highlight is failure to use latent fea-
tures rather than inaccurate posterior. MMD achieves the
best performance except for ELBO. Even though ELBO
reconstruction generation
Figure 5: Samples generated by ELBO vs. MMD InfoVAE
(λ = 1000) after training on 500 samples (plotting mean of
pθ(x|z)). Top: Samples generated by ELBO. Even though
ELBO generates very sharp reconstruction for samples on
the training set, model samples p(z)pθ(x|z) is very poor,
and differ significantly from the reconstruction samples,
indicating over-fitting, and mismatch between qφ(z) and
p(z). Bottom: Samples generated by InfoVAE. The recon-
structed samples and model samples look similar in quality
and appearance, suggesting better generalization in the la-
tent space.
achieves extremely low error, this is trivial because for this
experimental setting of flexible decoders, ELBO learns a
latent code z that does not contain any information about
x, and qφ(z|x) ≈ p(z) for all z.
Sample distribution: If the generative model p(z)pθ(x|z)
has true marginal pdata(x), then the distribution of dif-
ferent object classes should also follow the distribution of
classes in the original dataset. On the other hand, an incor-
rect generative model is unlikely to generate a class dis-
tribution that is identical to the ground truth. We let c
denote the class distribution in the real dataset, and cˆ de-
note the class distribution of the generated images, com-
puted by a pretrained classifier. We use cross entropy loss
lce(c, cˆ) = −cT (log cˆ − log c) to measure the deviation
from the true class distribution.
The results for this metric are plotted in Figure 6 (C).
In general, Stein regularization performs well only with
a small latent space with 2 dimensions, whereas the ad-
versarial regularization performs better with larger dimen-
sions; MMD regularization generally performs well in all
the cases and the performance is stable with respect to the
latent code dimensions.
Training Speed and Stability: In general we would pre-
fer a model that is stable, trains quickly and requires little
hyperparameter tuning. In Figure 6 (D) we plot the change
of MMD statistic vs. the number of iterations. In this re-
spect, adversarial autoencoder becomes less desirable be-
cause it takes much longer to converge, and sometimes con-
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Figure 6: Comparison of numerical performance. We evaluate MMD, log determinant of sample covariance, cross entropy
with correct class distribution, and semi-supervised learning performance. ‘Stein’, ‘MMD’, ‘Adversarial’ and ‘ELBO’
corresponds to the VAE where the latent code are regularized with the respective methods, and ‘Unregularized’ corresponds
to the vanilla autoencoder without regularization over the latent dimensions.
verges to poor results even if we consider more power GAN
training techniques such as Wasserstein GAN with gradient
penalty (Gulrajani et al., 2017).
Semi-supervised Learning: To evaluate the quality of the
learned features for other downstream tasks such as semi-
supervised learning, we train a SVM directly on the learned
latent features on MNIST images. We use the M1+TSVM
in (Kingma et al., 2014), and use the semi-supervised per-
formance over 1000 samples as an approximate metric to
verify if informative and meaningful latent features are
learned by the generative models. Lower classification er-
ror would suggest that the learned features z contain more
information about the data x. The results are shown in Fig-
ure 6 (E). We observe that an unregularized autoencoder
(which does not use any regularization LREG) is supe-
rior when the latent dimension is low and MMD catches
up when it is high. Furthermore, the latent code with the
ELBO objective contains almost no information about the
input and the semi-supervised learning error rate is no bet-
ter than random guessing.
Log likelihood: To be consistent with previous results,
we use the stochastically binarized version first used in
(Salakhutdinov & Murray, 2008). Estimation of log like-
lihood is achieved by importance sampling. We use 5-
dimensional latent features in our log likelihood experi-
ments. The values are shown in Table 1. Our results are
slightly worse than reported in PixelRNN (van den Oord
et al., 2016b), which achieves a log likelihood of 79.2.
However, all the regularizations perform on-par or supe-
Table 1: Log likelihood estimates for different models on
the MNIST dataset. MMD-VAE achieves the best results,
even though it is not explicitly optimizing a lower bound to
the true log likelihood.
Log likelihood estimate
ELBO 82.75
MMD-VAE 80.76
Stein-VAE 81.47
Adversarial VAE 82.21
rior compared to our ELBO baseline. This is somewhat
surprising because we do not explicitly optimize a lower
bound to the true log likelihood, unless we are using the
ELBO objective.
6. Conclusion
Despite the recent success of variational autoencoders, they
can fail to perform amortized inference, or learn meaning-
ful latent features. We trace both issues back to the ELBO
learning criterion, and modify the ELBO objective to pro-
pose a new model family that can fix both problems. We
perform extensive experiments to verify the effectiveness
of our approach. Our experiments show that a particular
subset of our model family, MMD-VAEs perform on-par
or better than all other approaches on multiple metrics of
performance.
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A. Proofs
Proof of Equivalence of ELBO Objectives.
LELBO = EpDEqφ(z|x)[log pθ(x|z)]−
EpDKL(qφ(z|x)‖p(z))
= Eqφ(x,z)[log pθ(x|z) + log p(z)− log qφ(z|x)]
= Eqφ(x,z)
[
log
pθ(x, z)
qφ(x, z)
+ log pD(x)
]
= −DKL(qφ(x, z)‖pθ(x, z)) + EpD [log pD(x)]
But EpD [log pD(x)] is a constant with no trainable param-
eters.
Proof of Equivalence of InfoVAE Objective Eq.(5) to Eq.(6).
LInfoVAE
= −λDKL(qφ(z)‖p(z))−
Eq(z)[DKL(qφ(x|z)‖pθ(x|z))] + αIq(x; z)
= Eqφ(x,z)
[
−λ log qφ(z)
p(z)
− log qφ(x|z)
pθ(x|z) − α log
qφ(z)
qφ(z|x)
]
= Eqφ(x,z)
[
log pθ(x|z)− log qφ(z)
λ+α−1pD(x)
p(z)λqφ(z|x)α−1
]
= Eqφ(x,z) [log pθ(x|z)−
log
qφ(z)
λ+α−1qφ(z|x)1−αpD(x)
p(z)λ+α−1p(z)1−α
]
= EpD(x)Eqφ(z|x)[log pθ(x|z)]−
(1− α)EpD(x)DKL(qφ(z|x)||p(z))−
(α+ λ− 1)DKL(qφ(z)‖p(z))− EpD [log pD(x)]
while the last term EpD [log pD(x)] is a constant with no
trainable parameters.
Proof of Proposition 1. Let the dataset contain two sam-
ples {−1, 1}. Denote LAE(x) as Eqφ(z|x)[log pθ(x|z)], and
LREG(x) as DKL(qφ(z|x)‖p(z)). Due to the symmetricity
in the problem, we constrict p(x|z), q(z|x) to the following
Gaussian distribution family: let σ, c, λ ∈ R be the param-
eters to optimize over, and
p(x|z) =
{ N (1, σ2) z ≥ 0
N (−1, σ2) z < 0
q(z|x) =
{ N (c, λ2) x ≥ 0
N (−c, λ2) x < 0
If LELBO can be maximized to +∞ with this restricted
family, then it can be maximized to +∞ for arbitrary Gaus-
sian conditional distributions. We have
LAE(x = 1) ≡ Eq(z|x=1)[log p(x = 1|z)]
= q(z ≥ 0|x = 1) log p(x = 1|z ≥ 0)+
q(z < 0|x = 1) log p(x = 1|z < 0)
= q(z ≥ 0|x = 1)(−1/2 log(2pi)− log σ)+
q(z < 0|x = 1)(−1/2 log(2pi)− log σ − 2/σ2)
= − log σ − 2q(z < 0|x = 1)/σ2 − 1/2 log(2pi)
The optimal solution for LAE(x = 1) is achieved when
∂LAE(x = 1)
∂σ
= −1/σ + 4/σ3q(z < 0|x = 1) = 0
where the unique valid solution is σ = 2
√
q(z < 0|x = 1),
therefore optimally
L∗AE(x = 1) = −1/2 log q(z < 0|x = 1) + C
where C ∈ R is a constant independent of c, λ and σ, and
q(z < 0|x = 1) is the tail probability of a Gaussian. In the
limit λ→ 0, c→∞, we have
L∗AE(x = 1) = Θ(c2/λ2)
Furthermore we have
LREG(x = 1) = −DKL(q(z|x = 1)||p(z))
= log λ− λ2/2− c2/2 + 1/2
In addition because LREG has no dependence on σ, so the
σ that maximizes LAE also maximizes LELBO. Therefore
in the limit of λ→ 0, c→∞, and σ chosen optimally, we
have
lim
λ→0,c→∞
LELBO(x = 1)
= L∗AE(x = 1) + LREG(x = 1)
= Θ(c2/λ2 + log λ− λ2/2− c2/2)
→ +∞
This means that the growth rate of the LELBO(x = 1) far
exceeds the growth rate of LREG(x = 1), and their sum is
still maximized to +∞. We can obtain similar conclusions
for the symmetric case of x = −1. Therefore over-fitting to
LELBO has unbounded reward when c→∞ and λ→ 0.
To prove that the variational gap tends to +∞, observe that
when x = 1, for any z ∈ R,
p(z|x = 1) = p(x = 1|z)
p(x = 1)
p(z)
=
p(x = 1|z)∫
z′ p(x = 1|z′)p(z′)dz′
p(z)
=
p(x = 1|z)
1/2p(x = 1|z ≥ 0) + 1/2p(x = 1|z < 0)p(z)
≤ 2p(x = 1|z)
p(x = 1|z ≥ 0)p(z) ≤ 2p(z)
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This means that the variational gap
DKL(q(z|x = 1)‖p(z|x = 1))
= Eq(z|x=1)
[
log
q(z|x = 1)
p(z|x = 1)
]
≥ Eq(z|x=1)
[
log
q(z|x = 1)
2p(z)
]
= DKL(q(z|x = 1)‖p(z))− log 2
→∞
The same argument holds for x = −1.
Proof of Proposition 1. Let the dataset contain two sam-
ples {−1, 1}, and p(x|z), q(z|x) be arbitrary one dimen-
sional Gaussians, then by symmetry of the problem, at op-
timality for LELBO, we have
p(x|z) =
{ N (1, σ2) z > 0
N (−1, σ2) z ≤ 0
q(z|x) =
{ N (c, λ2) x > 0
N (−c, λ2) x ≤ 0
Then we have
LLL(x = 1) ≡ Eq(z|x=1)[log p(x = 1|z)]
= q(z ≥ 0|x = 1) log p(x = 1|z ≥ 0)+
q(z < 0|x = 1) log p(x = 1|z < 0)
= q(z ≥ 0|x = 1)(−1/2 log(2pi)− log σ)+
q(z < 0|x = 1)(−1/2 log(2pi)− log σ − 2/σ2)
= − log σ − 2q(z < 0|x = 1)/σ2 − 1/2 log(2pi)
The optimal solution σ∗ is achieved where
∂LLL
∂σ
= −1/σ + 4/σ3 = 0
where the unique valid solution is σ = 2
√
q(z < 0|x = 1),
therefore optimally
L∗LL(x = 1) = −1/2 log q(z < 0|x = 1)−log 2−1/2 log(2pi)
Where q(z < 0|x = 1) is the tail probability of a Gaussian.
In the limit λ→ 0, c→∞, we have
L∗LL(x = 1) = Θ(c2/λ2)
Furthermore we have
DKL(q(z|x = 1)||p(z)) = − log λ+ λ2/2 + c2/2− 1/2
Then in the limit of λ→ 0, c→∞
lim
λ→0,c→∞
LELBO(x = 1)
= −LLL(x = 1) +DKL(q(z|x = 1)||p(z))
= Θ(−c2/λ2 − log λ+ λ2/2 + c2/2)
→ −∞
We can obtain similar conclusions for the symmetric case
of x = −1. Therefore over-fitting to LELBO has un-
bounded reward when c → ∞ and λ → 0. In ad-
dition, because c → ∞, but the true posterior p(z|x)
has bounded second order moments, the variational gap
DKL(q(z|x)‖p(z|x))→∞.
Proof of Proposition 2. We first rewrite the modified
LˆInfoVAE objective
LˆInfoVAE = Eqφ(z,x)[log pθ(x|z)]
− (1− α)EpD [DKL(q(z|x)‖p(z))]
− (α+ λ− 1)D(qφ(z)||p(z))
= Eqφ(z,x)[log pθ(x|z)]− (1− α)Iqφ(x; z)
− (1− α)DKL(qφ(z)‖p(z))
− (α+ λ− 1)D(qφ(z)||p(z))
Notice that by our condition of α < 1, λ > 0, we have
1−α > 0, α+λ−1 > 0. For convenience we will rename
β ≡ 1− α > 0
γ ≡ α+ λ− 1 > 0
In addition we consider our objective in two separate terms
L1 = Eqφ(z,x)[log pθ(x|z)]− βIqφ(x; z)
L2 = −βDKL(qφ(z)‖p(z))− γD(qφ(z)||p(z))
We will prove that whenever β > 0, γ > 0, the two terms
are maximized under the condition in the proposition re-
spectively. First consider L1, because Iqφ(x, z) = I0:
L1 = Eqφ(z,x)[log pθ(x|z)]− βI0
= Eqφ(z)Eqφ(x|z)[log pθ(x|z)]− βI0
= Eqφ(z)
[−DKL(qφ(x|z)||pθ(x|z)) +Hqφ(x|z)]
− βI0
Therefore for any qφ(z|x), pθ∗(x|z) that optimizes L1 sat-
isfies ∀z, pθ∗(x|z) = qφ(x|z), and we have for any given
qφ, the optimal L1 is
L∗1 = Eqφ(x,z)[log pθ∗(x|z)]− βI0
= Eqφ(z)Eqφ(x|z)[log qφ(x|z)]− βI0
= Eqφ(z)[−Hqφ(x|z)]− βI0
= (1− β)I0 −HpD (x)
where we use Hp(x) to denote the entropy of p(x). No-
tice that L1 is dependent on qφ only by Iqφ(x; z) there-
fore when Iqφ(x; z) = I0, L1 is maximized regardless of
the choice of qφ. So we only have to independently max-
imize L2 subject to fixed I0. Notice that L1 is maximized
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when qφ(z) = p(z), and we show that this can be achieved.
When {qφ} is sufficiently flexible we simply have to par-
tition the support set A of p(z) into N = deI0e subsets
{A1, · · · ,AN}, so that each subset satisfies
∫
Ai p(z)dz =
1/N . Similarly we partition the support set B of pD(x)
into N subsets {B1, · · · ,BN}, so that each subset satisfies∫
Bi pD(x)dx = 1/N . Then we construct qφ(z|x) mapping
each Bi to Ai as follows
q(z|x) =
{
Np(z) z ∈ Ai
0 otherwise
such that for any xi ∈ Bi. It is easy to see that this distri-
bution is normalized because∫
z
q(z|x)dz =
∫
Ai
Np(z)dz = 1
Also it is easy to see that p(z) = qφ(z). In addition
Iq(x; z) = Hq(z)−Hq(z|x)
= Hq(z) +
∫
B
pD(x)
∫
A
q(z|x) log q(z|x)dzdx
= Hq(z) +
1
N
∑
i
∫
Bi
∫
A
q(z|x) log q(z|x)dzdx
= Hq(z) +
1
N
∑
i
∫
Ai
Nq(z) log(Nq(z))dz
= Hq(z) +
∑
i
∫
Ai
q(z) (I0 + log q(z)) dz
= Hq(z) +
∫
A
q(z) (I0 + log q(z)) dz
= Hq(z) + I0 −Hq(z) = I0
Therefore we have constructed a qφ(z|x), pθ(x|z) so that
we have reached the maximum for both objectives
L∗1 = (1− β)I0 −HpD (x)
L∗2 = 0
so there sum must also be maximized. Under this opti-
mal solution we have that qφ(x|z) = pθ(x|z) and qφ(z) =
p(z), this implies qφ(x, z) = pθ(x, z), which implies that
both pθ(z|x) = qφ(z|x) and pθ(x) = pD(x).
B. Stein Variational Gradient
The Stein variational gradient (Liu & Wang, 2016) is
a simple and effective framework for matching a distri-
bution q to p by descending the variational gradient of
DKL(q(z)||p(z)). Let q(z) be some distribution on Z ,  be
a small step size, k be a positive definite kernel function,
and φ(z) be a function Z → Z . Then T (z) = z + φ(z)
defines a transformation, and this transformation induces a
new distribution q[T ](z′) on Z where z′ = T (z), z ∼ q(z).
Then the φ∗ that minimizes DKL(q[T ](z)||p(z)), as  → 0
is
φ∗q,p(·) = Ez∼q[k(z, ·)∇z log p(z) +∇zk(z, ·)]
as shown in Lemma 3.2 in (Liu & Wang, 2016). Intuitively
φ∗q,p is the steepest direction that transforms q(z) towards
p(z). In practice, q(z) can be represented by the particles
in a mini-batch.
We propose to use Stein variational gradient to regularize
variational autoencoders using the following process. For
a mini-batch x, we compute the corresponding mini-batch
features z = qφ(x). Based on this mini-batch we compute
the Stein gradients by empirical samples
φ∗qφ,p(zi) ≈
1
n
n∑
j=1
k(zi, zj)∇zj log p(zj) +∇zjk(zj , zi)
The gradients wrt. the model parameters are
∇φDKL(qφ(z)||p(z)) ≈ 1
n
n∑
i=1
∇φqφ(zi)Tφ∗qφ,p(zi)
In practice we can define a surrogate loss
Dˆ(qφ(z), p(z)) = z
T stop gradient(φ∗qφ,p(z))
where stop gradient(·) indicates that this term is treated as
a constant during back propagation. Note that this is not re-
ally a divergence, but simply a convenient loss function that
we can implement using standard automatic differentiation
software, whose gradient is the Stein variational gradient
of the true KL divergence.
C. Experimental Setup
In all our experiments in Section 5.2, we choose the prior
p(z) to be a Gaussian with zero mean and identity covari-
ance, pθ(x|z) to be a PixelCNN conditioned on the latent
code (van den Oord et al., 2016a), and qφ(z|x) to be a CNN
where the final layer outputs the mean and standard devia-
tion of a factored Gaussian distribution.
For MNIST we use a simplified version of the conditional
PixelCNN architecture (van den Oord et al., 2016a). For
CIFAR we use the public implementation of PixelCNN++
(Salimans et al., 2017). In either case we use a convolu-
tional encoder with the same architecture as (Radford et al.,
2015) to generate the latent code, and plug this into the con-
ditional input for both models. The entire model is trained
end to end by Adam (Kingma & Ba, 2014). PixelCNN on
ImageNet take about 10h to train to convergence on a single
Titan X, and CIFAR take about two days to train to conver-
gence. We will make the code public upon publication.
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D. CIFAR Samples
We additional perform experiments on the CIFAR
(Krizhevsky & Hinton, 2009) dataset. We show samples
from models with different regularization methods - ELBO,
MMD, Stein and Adversarial in Figure 7. In all cases, the
model accurately matches qφ(z) with p(z), and samples
generated with Stein regularization and MMD regulariza-
tion are more coherent globally compared to the samples
generated with ELBO regularization.
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Figure 7: CIFAR samples. We plots samples for ELBO, MMD, and Stein regularization, with 2 or 10 dimensional latent
features. Samples generated with Stein regularization and MMD regularization are more coherent globally than those
generated with ELBO regularization.
