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In quantum metrology, it is widely believed that the quantum Crame´r-Rao bound is attainable bound while
it is not true. In order to clarify this point, we explain why the quantum Crame´r-Rao bound cannot be attained
geometrically. In this manuscript, we investigate noiseless channel estimation under energy constraint for states,
using a physically reasonable error function, and present the optimal state and the attainable bound. We propose
the experimental generation of the optimal states for enhanced metrology using squeezing transformations. This
makes the estimation of unitary channels physically implementable, while existing unitary estimation protocols
do not work.
I. INTRODUCTION
The theory of estimation is at the heart of modern quantum
sensing [1–4]. Quantum estimation, which employs quantum
states to estimate unknown parameters, can be divided into
state estimation and channel estimation problems. In state es-
timation problem, the state is parametrized by the unknown
parameter, which is estimated by subjecting it to quantum
measurements. This is contrasted against channel estimation,
where a quantum channel is parametrized by a set of unknown
parameters. Such an estimation problem is approached by
choosing a set of optimal input states, and subjecting the states
that are output by the channel to measurements.
To compare two designs of quantum sensors, we must em-
ploy a figure of merit that estimates how well a given strategy
of parameter estimation is doing. A commonly used figure of
merit is the uncertainty of the estimated parameter, denoted
by ∆θ. If we imagine an optical interferometric setup, the so-
called standard quantum limit refers to strategies wherein the
uncertainty scales inversely with the square-root of the aver-
age number of photons in the input state, namely ∆θ∝ 〈N〉− 12 .
The chosen figure of merit is often studied under some con-
straints on the physical system. We note that there are several
different constraints of the problem of parameter estimation
that have been studied in the literature. The maximum photon
number and the average photon number are examples of quan-
tities which have been constrained by metrology schemes [5–
10]. Likewise non-linear Hamiltonians have been investigated
and in the context of quantum enhanced metrology [11–13].
Some authors have estimated the uncertainty of estimation
by using the noise-to-signal ratio. However, it was noted that
this definition is unsatisfactory for multimodal probability dis-
tributions [14]. Another common choice of uncertainty that
has been studied is the Crame´r-Rao bound (CRB) which spec-
ifies the error bound. However, it does not work properly in
the unitary estimation because any estimation strategy cannot
saturate the CRB while it can be saturated by two-step strate-
gies in the state estimation and the noisy channel estimation
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[15].
In this manuscript, we clarify the reason why a two-step
strategy can saturate the CRB in the state estimation and the
noisy channel estimation and it fails to saturate it in unitary
(noiseless) estimation problems. This discussion shows why
the N00N state does not work for unitary estimation in prac-
tice nevertheless its importance is widely believed. To ob-
tain the truly attainable bound under the energy constraint,
we convert the minimization problem of the average errors
to another simple problem in the asymptotic regime. Using
squeezing operation, as an implementable solution in quan-
tum optical system, we propose a concrete protocol for pa-
rameter estimation with quadratic enhancement with respect
to the constrained energy E. Furthermore, we also propose an
experimental scheme to generate the optimal states used in the
protocol.
II. CRB IS ATTAINABLE FOR STATE ESTIMATION—
. CRB relates the uncertainty in the estimate of an unbiased
estimator to the so-called Fisher information [16–18]. The
quantum CRB reads
∆θ≥ 1√
ν
√
FQ
, (1)
where FQ is the quantum Fisher information. We emphasize
that CRB, and its quantum generalizations, apply only asymp-
totically, in the limit of infinitely many repetitions ν of inde-
pendent measurements. Whether a calculated asymptotic min-
imum can be attained via implementable optimal measure-
ments has been investigated by many authors. QCRB bound
has been often criticized as being an unphysical bound, since
it is only valid for local estimation. That is, the optimal mea-
surement to attain the above bound depends on the true param-
eter to be estimated. To overcome this problem, the two-step
strategy [15, 19, 20] is employed.
The mean-square error associated with state estimation is
given by
MSEθ(M(N)) :=
∫
(θ−θest)2tr(ρ⊗Nθ M(N)(dθest)). (2)
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2The infimum of MSEθ(M(N)) over all measurements M(N) is
a measure of the ultimate precision achievable by the setup
described in figure (1.b). Since the estimator is assumed to be
unbiased, we have to impose the additional condition∫
θesttr(ρ⊗Nθ M
(N)(dθest)) = θ, ∀ θ ∈Θ. (3)
Here Θ is the set of allowed values of θ. This condition is
too restrictive, since there are often no measurements that can
satisfy this condition of being globally unbiased. Hence, we
can modify the condition to be locally unbiased, by demand-
ing that the above equation be true with the first order Taylor
expansion at a given value θ= θ0 [17].
The optimal locally unbiased estimator can be used in a
two-step strategy to estimate the unknown parameter such that
the MSE saturates the CRB as follows [19, 20]. In the two-
step strategy, we first get the estimate θ1 for the unknown
global parameter by employing the first l copies of the state.
In the second step, we apply the optimal locally unbiased es-
timator at θ1 for remaining N− l copies to refine the estimate.
When θ1 falls in a ball of radius δ about the true parameter,
the MSE is sufficiently close to the CRB. Since the radius δ
does not depend on the numbers l and N, the first estimate
θ1 falls in the ball of radius δ with almost probability 1 as l
is sufficiently large. Hence, for state estimation, this strategy
saturates the CRB. That is, the CRB is considered to express
the ultimate bound for precision of state estimation [19, 20].
This is not true for unitary estimation, as discussed below.
III. CRB IS UNATTAINABLE FOR UNITARY
ESTIMATION
In the unitary estimation, Fig. (1.b), to estimate the param-
eter θ parameterizing the unknown unitary Uθ we can choose
the input state |ψ〉 as well as the measurement M(N). Hence,
we denote the MSE by MSEθ(M(N), |ψ〉). When we choose
the input state |ψ〉, we have state family {U⊗Nθ |ψ〉〈ψ|U†⊗Nθ }θ,
whose the quantum Fisher information at θ0 is denoted by
F (N)θ0 [|ψ〉]. It is known that N00N states realize the maximum
quantum Fisher information max|ψ〉F
(N)
θ0 [|ψ〉], which scales
as O(N2) [21]. Hence, it is believed that N00N states attain
the inverse of this maximum [4]. Even in the case of N00N
states, we note that the original scheme for enhanced lithogra-
phy [22] was criticized as being impractical [23]. In Appendix
C, we formally show that the CRB cannot produce any bound
for unitary estimation.
However, as shown in [15], the CRB cannot be saturated by
any operation, i.e., any pair of input state and measurement.
Since the two-step strategy outlined in Fig (1.c) seems to sat-
urate it even in unitary estimation, we demonstrate how the
two-step strategy cannot achieve the CRB in the unitary es-
timation. Similar to state estimation, the optimal input state
and the optimal measurement depend on the true parameter
θ, and are denoted by |ψθ〉 and M(m)θ . In the first step, we
obtain the tentative estimate θ1 by employing l copies. Then,
Figure 1. Three different metrology schemes are presented, namely
(a) state estimation problem, where a parametrized state is to be de-
termined, (b) single step unitary estimation, where an initial state
is entangled and then subjected to a unknown unitary, followed by
measurements, and (c) a two-step strategy where a subset of the the
initial states are used to estimate the neighbourhood of the true pa-
rameter, and the rest of the states are used to perform an adaptive
measurement to estimate the unknown parameter θ.
the second step is (M(m)θ1 ,ψθ1), whose error is evaluated as fol-
lows. For every ε> 0 and m := N− l, we choose the error bar
δ := δ(m,ε) =Cε 1m with a suitable choice of the constant Cε.
Then, |θ1−θ0| ≤ δ implies that
m2MSE(m)θ0 [M
(m)
θ1 ,ψθ1 ]≤ m
2
(
max
|ψ〉
F (m)θ0 [|ψ〉]
)−1
+ ε. (4)
The meaning of the above equation is as follows: if θ1 = θ0,
then the LHS of the equation above achieves the CRB. The
equation is normalized by m2 because MSE ∝ m−2. Unfor-
tunately, this condition is satisfied only with the probability
Pr{|θ1 − θ0| < δ}. Although δ behaves as O( 1m ), the error
|θ1 − θ0| in the first step behaves as O(
√
1
l ). In the limit
N→ ∞, this probability becomes very small. Hence the CRB
given above cannot be attained by the two-step method. That
is, in the unitary estimation, the CRB cannot be used as a fig-
ure of merit. We note that when the target to be estimated is
noisy channel, the above two-step strategy works well [15].
To overcome this problem, we need to seek another figure
of merit. Although in the above we have discussed the case
when the unknown unitary is given as n copies of a given un-
known unitary, we will consider a more physical situation to
discuss the parameter estimation problem. It is natural that
the unknown parameter is the phase parameter acquired by
the Hamiltonian. In optical system, the Hamiltonian is given
by the number operator nˆ, and the initial state is considered
to be |ψ〉 = ∑∞n=0ψn|n〉, whose coefficients we will deter-
mine, for optimal performance. In order to avoid the ambi-
guity caused by the periodicity, we employ the error func-
tion 2sin2(θest − θ0). This error function is approximately
quadratic for small values and zero when θest is close to θ0.
3The average error is then defined as
D(M, |ψ〉) := 2
∫ 2pi
0
sin2(θest−θ)〈ψ|einˆθM(dθest)e−inˆθ|ψ〉.
(5)
For a physically reasonable constraint for input states, we con-
strain the energy of the state, namely 〈ψ|nˆ|ψ〉 ≤ E because it
bounds the error function in terms of the energy resources em-
ployed in the metrology scheme. Energy constraint [4, 21, 24–
26] is one of the few important resource constraints [7–9] con-
sidered in quantum metrology. With this constraint, the min-
imum error, which is a good figure of merit for metrological
tasks, can be written as
τ(E) := min
(M,|ψ〉)
{D(M, |ψ〉)|〈ψ|nˆ|ψ〉 ≤ E}. (6)
In this scenario, the resource that is varied is the fixed value
of E instead of the number of copies.
IV. ATTAINABLE BOUND
Using the figure of merit derived above, we now derive an
attainable limit in the limit of large energy E. Since the er-
ror function has a group covariant form, we can restrict our
measurement, without loss of generality, to a covariant mea-
surement [27, 28], namely
M0(dθest) := e−inˆθest
[
∑
n,n′
|n〉〈n′|
]
einˆθest
dθest
2pi
. (7)
Finally, we notice that D(M0, |ψ〉) can be split into two non-
interacting parts D(M0, |ψe〉) and D(M0, |ψo〉), correspond-
ing to even and odd parity sectors of the state |ψ〉. Here
|ψe〉∝∑∞n=0ψ2n|2n〉 and likewise |ψo〉∝∑∞n=0ψ2n+1|2n+1〉.
We can hence deal with the parity sectors separately. Such
good parity states and operators have already been shown to
be advantageous in quantum metrology schemes [29–32]. To
address the optimization in the asymptotic regime, consider a
square integrable function f on R+ with the existence of the
limit limx→+0 f (x). Such a function will serve as continuous
generalizations of the discrete coefficients ψn. We then define
the input state |ψ f ,R,e〉 = ∑∞n=0ψ f ,R,e|n|2n〉. Here ψ f ,R,e|n :=
f (n/R)/
√
R is the function, normalized so that the total prob-
ability is still unity. Since we have 〈ψ f ,R,e|n|nˆ|ψ f ,R,e|n〉 =
2R〈 f |Q| f 〉 by using the position operator Q : f → x f (x), we
discuss the asymptotic regime E → ∞ by increasing R. Then,
the error function D(M0,ψ f ,R,e|n) can be simplified to
D(M0,ψ f ,R,e|n)≈
| f (0)|2
2R
+
1
2
〈 f |P2| f 〉 (8)
by using the momentum operator Pˆ( f (x)) : f → id f (x)/dx.
We note that the first term can be ignored in the limit of large
R if f (0) = 0, a condition that will be employed below. This
means that
〈ψ f ,R,e|n|nˆ|ψ f ,R,e|n〉2D(M0,ψ f ,R,e|n)≈ 2〈 f |Q| f 〉2〈 f |P2| f 〉.
(9)
A similar equation can be shown to hold true for the odd
states. While [33, 34] showed τ(E) = O(1/E2), taking these
two cases into account, we can asymptotically characterize the
minimum error τ(E) as
E2τ(E)≈ min
f : f (0)=0
2〈 f |Q| f 〉2〈 f |P2| f 〉 ≥ 1
8
, (10)
where the lower bound is shown to hold in Appendix B.
In the optimal case, we can hence realize the quadratic en-
hancement where the error scales inversely with the square
of the energy. Hence, the minimum value on the right
hand side gives the truly attainable bound instead of the
CRB. Since this optimization is difficult in general, we han-
dle the optimization program by restricting ourselves to the
class of square integrable functions {ψa}a>0 with ψa(x) :=
xae−x/2/
√
Γ(1+2a), where Γ(x) is the gamma function [35]
and seek an analytical solution. Such a form for ψa(x) is mo-
tivated from the facts that (a) the functional value at x = 0
should be zero, and (b) the function should be square inte-
grable and normalized to unity. In this case, the two quanti-
ties 〈ψa|Q|ψa〉= 2a+1 and 〈ψa|P2|ψa〉= [4(2a−1)]−1 can
be evaluated. The second term is made finite by demanding
that a > 1/2. Now, we obtain an attainable error coefficient,
which is the product prescribed in Eq.(10) and is calculated to
be c(a) = (2a+1)2/[2(2a−1)]. The minimum value, for the
constraint a> 1/2, is realized at a= 3/2.
V. INPUT STATE GENERATION VIA SQUEEZING
Below, we consider the suboptimization accompanying
squeezing transformations and its physical generation, which
are implementable as the metrological scheme. This is be-
cause squeezing transformations are implemented routinely in
quantum optics experiments. By using the annihilation and
creation operators a and a†, the squeezing operator is given as
S(ξ) := exp([ξ∗a2− ξa†2 ]), where ξ is related to the squeez-
ing parameter 0 ≤ r < ∞ by the relation ξ = r exp(iϕ), with
0 ≤ ϕ < 2pi. We optimize the input state among superposi-
tion of squeezed number states because several authors have
considered superpositions of squeezed states with other states,
such as thermal states [36] and squeezing applied to super-
positions of coherent states. Such studies have focused on
the non-classical properties of the resulting quantum states,
and their applications to quantum metrology [37]. The moti-
vation for considering superpositions of squeezed states fol-
lows from the parity separation of the optimal states because
squeezing transformation commutes with the projection oper-
ators on both the even and odd sectors [38].
As shown in Appendix E, when we increase the constraint
E by increasing the parameter r, the state |ψa〉 can be realized
by superpositions of squeezed photon number states if and
only if a = l± 1/4. The minimum of (10), when we restrict
ourselves to such a subset, is achieved at a = 2− 1/4 = 7/4.
We note that such a state is given by |ψ7/4〉 := S(r)(c0|0〉+
c2|2〉+ c4|4〉), where c0 =
√
3/35, c2 =−
√
24/35 and c4 =√
8/35.
4Next, we show how to generate the suboptimal state |ψ7/4〉
we have derived here by using squeezing transformations [39].
Since both single-mode and two-mode squeezing transforma-
tions are routinely implemented in laboratories, these transfor-
mations can produce the suboptimal state |ψ7/4〉. Such states
can be produced by first producing a superposition of states,
using two-mode squeezed vacuum states as shown below, fol-
lowed by injection of these states into a degenerate parametric
down-converter that implements the squeezing transformation
on arbitrary input states.
The approximate asymptotically suboptimal state is pro-
duced by standard laboratory techniques [40]. Con-
sider a two-mode squeezed vacuum state |TMSVq〉 =√
1−q2∑n qn|n〉s⊗|n〉h, where s denotes signal mode, h de-
notes heralding mode and q = tanh(r2) is related to the two-
mode squeezing r2 (different from the single mode squeezing
r). By splitting the heralding mode into four beams, displac-
ing each beam by βi and measuring for a single photon coin-
cidence in all four beams, we get the output state to be
|φ〉 ∝ 〈0|h(a2 +β1)(
a
2
+β2)(
a
2
+β3)(
a
2
+β4)|TMSVq〉.
(11)
This is depicted in Fig. (2). This state can be writ-
ten as |φ〉 = N−1∑4k=0 φk|k〉, where φ0 := β1β2β3β4, φ1 :=
q
2 (β1β2β3 +β1β2β4 +β1β3β4 +β2β3β4), φ2 :=
q2
√
2
4 (β1β2 +
β1β3 + β1β4 + β2β3 + β2β4 + β3β4), φ3 := q
3√3!
8 (β1 + β2 +
β3+β4) and φ4 := q
4√4!
24 . Now, let us make the choice β1β2 =
β3β4, (β1 + β2) = −(β3 + β4) since this eliminates the odd
parity sectors. The suboptimal state is generated for a mod-
est squeezing of r2 = 2, with parameters β1β2 ≈ 0.890702,
β1 + β2 ≈ 2.9344 and N ≈ 2.73989 and fidelity to the sub-
optimal state 99.94%. This amounts to setting β1 = −β3 =
0.343824 and β2 =−β4 = 2.59058 at an experim entally fea-
sible choice of two-mode squeezing, namely r2 = 2.
Once this desired state |φ〉 is produced, it is input into a
degenerate parametric down-converter, which is pumped by
a strong laser field |β〉. The pump is assumed to be in the
undepleted regime. The resulting interaction Hamiltonian
HI = ih¯(ηa2−η∗a†2), with η = χ(2)β. Here, χ(2) stands for
the non-linear susceptibility. This squeezes |φ〉, to produce the
suboptimal state |ψ7/4〉 for the choice r= ηt. Finally, we note
that the covariant measurement required for optimal metrol-
ogy can be implemented by coupling to a continuous variable
mode. The detail description and the analysis are included in
Appendix G for completeness. We also note that a discrete
version of covariant measurements is implementable by cou-
pling the light mode to several qubits and performing mea-
surements on the resulting qubit states [41].
In this manuscript, presented the optimization of input
states for noiseless channel estimation with the cost function
described by Eq. (A2). Such a state optimization was simpli-
fied by using asymptotic analysis and a suitable optimal state,
namely |ψ7/4〉 was determined. Such a state shows quadratic
enhancement in the mean squared error of the estimated pa-
rameter. Furthermore, an experimental scheme to generate
the suboptimal state was presented. Such a scheme is easily
Figure 2. To generate the optimal state, one of the modes of
a two-mode squeezed vacuum state (TMSV) is split four-ways by
three beamsplitters with reflectivities R1 =
√
3/2, R2 = 1/
√
3 and
R3 = 1/
√
2. The corresponding outputs are displaced with coherent
light of amplitudes βi incident on R ≈ 1. A four-way single photon
coincidence detection is performed at the output. The other mode of
the TMSV, heralded by this four-way coincidence detection, is input
into a degenerate spontaneous parametric down converter, pumped
by a non-depleting coherent state |β〉. The output, for an appropri-
ately chosen parameters such that ξ = 2χ(2)βt, is the desired input
state. It then acquires the parameter and is measured by M0.
implementable in current quantum optics experiments, paving
way for implementable quantum metrology of unitary chan-
nels.
We emphasize that the importance of the current work
stems from the fact that CRB is a widely accepted bound
in quantum metrology. Though the CRB may often be satu-
rated for noisy channel estimation, the case of unitary estima-
tion poses a unique challenge [15]. In this important case of
unitary estimation, the CRB is widely accepted as the bound
though it does not provide an actual bound for the uncertainty
in the estimated parameter. Furthermore, the two-step strat-
egy, which has also been widely accepted as a valid estima-
tion technique, does not work in the case of unitary estima-
tion. In the current manuscript, we clarify the bound for such
metrological schemes and suggest an implementable scheme
to saturate such a bound.
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5Appendix A: Cost Function and Parity Sectors
To show Eqs. (8) and (10) in the main text, we prepare
several mathematical notations. The average error in Eq. (5)
is given by
D(M, |ψ〉) := 2
∫ 2pi
0
sin2(θest−θ)〈ψ|einˆθM(dθest)e−inˆθ|ψ〉.
(A1)
For a given amount of maximum energy E, we consider the
following cost function
τ(E) := min
(M,|ψ〉)
{D(M, |ψ〉)|〈ψ|nˆ|ψ〉 ≤ E}. (A2)
Since the error function has the group covariant form, we can
restrict our measurement into covariant measurement. So, the
measurement M is written as
M(dθest) := e−inˆθest
(
∑
n,n′
eian |n〉〈n′|e−ian
)
einˆθest
dθest
2pi
. (A3)
Further, without loss of generality, our measurement can be
restrict to the following POVM in the following sense
M0(dθest) := e−inˆθest
[
∑
n,n′
|n〉〈n′|
]
einˆθest
dθest
2pi
. (A4)
That is, the error D(M, |ψ〉) equals D(M0, |ψ′〉) with |ψ′〉 :=
∑∞m=0ψme−iam |m〉, which can be shown as
D(M, |ψ〉)
=
∫ 2pi
0
2sin2(θest−θ)〈ψ|einˆ(θest−θ)
·
(
∑
n,n′
eian |n〉〈n′|e−ian′
)
e−inˆ(θest−θ)|ψ〉dθest
2pi
=
∫ 2pi
0
2sin2(θest−θ)
(
∑
m
〈m|ψ∗meiam
)
einˆ(θest−θ)
·
(
∑
n,n′
|n〉〈n′|
)
e−inˆ(θest−θ)
(
∑
m′
ψm′e−iam′ |m′〉
)
dθest
2pi
=D(M0, |ψ′〉). (A5)
Since the state |ψ′〉 has the same average energy as |ψ〉, with-
out loss of generality, we can restrict our measurement to M0.
That is, it is enough to consider the optimization for the input
state, i.e.,
τ(E) = min
ψ
{D(M0,ψ)|〈ψ|nˆ|ψ〉 ≤ E}. (A6)
When the input state is |ψ〉 :=∑∞n=0ψn|n〉, the average error is
calculated to
D(M0,ψ)
=
∫ 2pi
0
(1− (e
i2(θest−θ)+ e−i2(θest−θ))
2
)
·
(
∑
n
ψ∗ne
in(θest−θ)
)(
∑
n′
ψn′e−in
′(θest−θ)
)
dθest
2pi
=1−
∞
∑
n=0
1
2
(ψ∗nψn+2+ψ
∗
n+2ψn)
=λD(M0,ψe)+(1−λ)D(M0,ψo). (A7)
Here |ψe〉 := 1√λ ∑
∞
n=0ψ2n|2n〉, |ψo〉 :=
1√
1−λ ∑
∞
n=0ψ2n+1|2n + 1〉, and λ := ∑∞n=0 |ψ2n|2. This
proves our claim that the average error is not affected by the
correlations between the parity sectors, and hence the photon
number states with fixed parity can be treated independently.
Appendix B: Optimization in the Asymptotic Regime
Now that we have discussed parity sectors, let us discuss
the optimization of the cost function with respect to the ini-
tial state in the asymptotic regime to show Eqs. (8) and
(10) in the main text. Let us parametrize the even state as
|ψ f ,R,e〉 := ∑∞n=0ψ f ,R,e|n|2n〉 where the subscript e stands for
the even sector, the subscripts f ,R,e stand for the transforma-
tion
ψ f ,R,e|n := f (n/R)/
√
R. (B1)
This is a functional representation of the coefficient such that
the corresponding state probabilities add to 1. This is seen
from the fact that f (n/R)/
√
R is square integrable with vari-
able x = n/R. Using the standard transformation of the mo-
mentum operator Pˆ→ id/dx, we can write
D(M0,ψ f ,R,e)
=1−
∞
∑
n=0
ψ∗f ,R,e|nψ f ,R,e|n+1+ψ f ,R,e|nψ
∗
f ,R,e|n+1
2
=
1
2
|ψ f ,R,e|0|2
+
∞
∑
n=0
1
2
(
ψ∗f ,R,e|n+1−ψ∗f ,R,e|n
)(
ψ f ,R,e|n+1−ψ f ,R,e|n
)
∼= 1
2R
| f (0)|2+ 1
2R2
∫ ∞
−∞
dx
∣∣∣∣d f (x)dx
∣∣∣∣2
=
1
2R
| f (0)|2+ 1
2R2
〈 f |Pˆ2| f 〉. (B2)
So, we obtain Eq (8) in the main text. We will demand that
f (0) = 0, to fix the first term of Eq. (B2). This causes the
average error to go to zero quadratically as 1/R2 as claimed.
6The average energy in this case is given by
〈ψ f ,R,e|nˆ|ψ f ,R,e〉=
∞
∑
n=0
2n
∣∣∣∣ 1√R f ( nR )
∣∣∣∣2
= 2R
∞
∑
n=0
n
R2
∣∣∣ f ( n
R
)
∣∣∣2
∼= 2R
∫ ∞
0
dxx| f (x)|2 = 2R〈 f |Qˆ| f 〉. (B3)
We can hence write
〈ψ f ,R,e|nˆ|ψ f ,R,e〉2D(M0,ψ f ,R,e) = 2〈 f |Qˆ| f 〉2〈 f |Pˆ2| f 〉. (B4)
The same can be verified for an odd parity state
|ψ f ,R,o〉 = ∑∞n=0ψ f ,R,o|n|2n+ 1〉 with ψ f ,R,o|n := f (n/R)/
√
R
and D(M0,ψ f ,R,o) = | f (0)|2/2R + 〈 f |Pˆ2| f 〉/(2R2) and
〈ψ f ,R,o|nˆ|ψ f ,R,o〉 = 1+ 2R〈 f |Qˆ| f 〉. Hence, we can write the
assertion used as Eq. (10) in the main text, namely
E2τ(E)→ min
f : f (0)=0
[
2〈 f |Qˆ| f 〉2〈 f |Pˆ2| f 〉]. (B5)
To handle the above optimization, we restrict ourselves to a
class of functions {ψa}a>0 withψa(x) := xae− x2 /
√
Γ(2a+1).
Using this functional form, we can compute the cost function
to be c(a) := 2〈ψa|Qˆ|ψa〉2〈ψa|Pˆ2|ψa〉= (2a+1)2/2(2a−1).
Restricting a > 1/2 avoids the singularity, and the minimum
cost is given by c(3/2) = 1. We show below, that the al-
ternative choice of a = 7/4 produces a near optimal cost
c(7/4) = 81/80 and the corresponding optimal state is given
by |ψ7/4〉 which can be produced by squeezing transforma-
tion.
Now, we consider the lower bound of (B5). We apply the
relation
〈 f |A2| f 〉〈 f |B2| f 〉 ≥ 1
4
|〈 f |[A,B]| f 〉|2 (B6)
to the case when A= P and B= Q1/2. Thus,
〈 f |P2| f 〉〈 f |Q| f 〉 ≥ 1
4
〈 f |1
2
Q−1/2| f 〉2 (B7)
Since the function x−1/2 is convex function, we have
〈 f |Q−1/2| f 〉 ≥ 〈 f |Q| f 〉−1/2. Thus,
〈 f |P2| f 〉〈 f |Q| f 〉 ≥ 1
16
(〈 f |Q| f 〉−1/2)2, (B8)
which implies that
2〈 f |Q| f 〉2〈 f |P2| f 〉 ≥ 1
8
(B9)
Therefore,
lim
E→∞
E2τ(E)≥ 1
8
. (B10)
Appendix C: Comparison with Cramer-Rao bound
Now, we compare our bound
min f : f (0)=0
[
2〈 f |Qˆ| f 〉2〈 f |Pˆ2| f 〉] with the Cramer-Rao
bound (CRB). When the input state is |ψ〉〈ψ|, we have
the family of pure states {e−inˆθ|ψ〉〈ψ|einˆθ}. The sym-
metric logarithmic derivative (SLD) Fisher information is
Jψ := 4‖− inˆψ− 〈ψ| − inˆψ〉ψ‖2 = 4(〈ψ|nˆ2|ψ〉 − 〈ψ|nˆ|ψ〉2).
That is, the CRB is given as 1/Jψ. However, our error
is 2sin2(θest − θ) ∼= 2(θest − θ)2 when θest is close to θ.
So, to adjust to our error criterion, we employ the modified
Cramer-Rao bound (MCRB) 2/Jψ. Now, we take account into
our energy constraint as 〈ψ|nˆ|ψ〉 ≤ E. Thus, we obtain the
error bound minψ:〈ψ|nˆ|ψ〉≤E 2/Jψ. This problem is essentially
the same as the maximization of the variance under the fixed
average on {0,1,2, . . . ,n, . . .}. However, the maximum is
infinity as follows. Given a parameter t > 0, we choose the
distribution P as
P(n) =
 1−
1
t when 0
1
t when bEtc
0 otherwise.
(C1)
The variance is bEtc
2
t (1− 1t ), which goes to infinity as t goes
to infinity. That is,
inf
ψ:〈ψ|nˆ|ψ〉≤E
2/Jψ = 0 (C2)
Even with our energy constraint, we can realize infinite Fisher
information. However, our minimum error is bounded as
(B10). So, the MCRB cannot be attained even under our en-
ergy constraint. Similar results were derived in [42].
Appendix D: Implementation of POVMM0
Before proceeding to superposition of squeezed states, we
consider how to physically realize the POVM M0. For this
purpose, in the phase space, we prepare a wave function
|ϕ〉 whose support is included in [− 12 , 12 ). For a given state|ψ〉 := ∑nψn|n〉, we set the initial state |ψ〉⊗ |ϕ〉. Then, we
apply the unitary evolution ei
pi
2 HIeinˆPˆ, where HI :=∑n(|n〉〈0|+
|0〉〈n|)⊗ 1ˆ[n− 12 ,n+ 12 ) and 1ˆ[n− 12 ,n+ 12 ) is the projection to the
space of functions with the support [n− 12 ,n+ 12 ). So, the re-
sultant state is |0〉⊗∑nψnϕn, where ϕn(x) := ϕ(x−n). Then,
we measure the momentum operator Pˆ in the phase space. We
denote the POVM by M1, and the outcome p is subject to the
distribution |ψˆ(p)|2dp, where ψˆ(p) is given as follows.
ψˆ(p) :=
∫ ∞
−∞
eixp∑
n
ψnϕn(x)
dx√
2pi
=
∞
∑
n=0
ψn
∫ n+1/2
n−1/2
eixp
dx√
2pi
=
∞
∑
n=0
ψneinp
∫ 1/2
−1/2
eixpϕ(x)
dx√
2pi
=
( ∞
∑
n=0
ψn√
2pi
einp
)(∫ 1/2
−1/2
eixpϕ(x)dx
)
. (D1)
7When we replace the state |ψ〉 by |φθ〉 := ∑nψne−inθ|n〉, the
outcome distribution is |ψˆθ(p)|2dp with
ψˆθ(p) =
( ∞
∑
n=0
ψn√
2pi
ein(p−θ)
)(∫ 1/2
−1/2
eixpϕ(x)dx
)
. (D2)
At the first glance, the above measurement M1 seems to have
no covariant structure and have a different statistics from the
measurement M0. However, these required properties can be
recovered by the following post data processing.
Since the outcome p of the measurement M1 runs over R,
it is suitable to take the modular arithmetic for 2pi. Then, we
set the final outcome θest to be the modular arithmetic of p for
2pi, and denote the measurement with the outcome θest by M2.
So, the probability to obtain θest is
∞
∑
k=−∞
∣∣ψˆθ(θest+2kpi)∣∣2
=
∞
∑
k=−∞
∣∣∣∣( ∞∑
n=0
ψn√
2pi
ein(θest−θ)
)(∫ 1/2
−1/2
eix(θest+2kpi)ϕ(x)dx
)∣∣∣∣2
=
∣∣∣∣ ∞∑
n=0
ψn√
2pi
ein(θest−θ)
∣∣∣∣2 ∞∑
k=−∞
∣∣∣∣∫ 1/2−1/2 eix(θest+2kpi)ϕ(x)dx
∣∣∣∣2
=
∣∣∣ ∞∑
n=0
ψn√
2pi
ein(θest−θ)
∣∣∣2, (D3)
where the final equation is shown as follows. Since αk :=∫ 1/2
−1/2 e
ix(θest+2kpi)ϕ(x)dx =
∫ 1/2
−1/2 e
i2kxpieixθestϕ(x)dx can be re-
garded as the Fourier series of f (x) = eixθestϕ(x), we have
∑∞k=−∞
∣∣∣∣∫ 1/2−1/2 eix(θest+2kpi)ϕ(x)dx∣∣∣∣2 =∑∞k=−∞ |αk|2 = 1. There-
fore, we find that the measurement M2 has the same statistics
as the measurement M0. That is, we can implement the opti-
mal POVM M0 in the above method.
Now, we consider a more realistic case, i.e., the case when
the support ϕ is not necessarily included in [− 12 , 12 ). In
this case, we can expect that the probability 〈ϕ|1ˆ[− 12 , 12 )|ϕ〉 is
enough close to 1, say 1− ε. In this case, the fidelity between
the real state |ϕ〉 and the ideal state 1√
1−ε 1ˆ[− 12 , 12 ))|ϕ〉 is
√
1− ε.
That is, the trace norm distance between two state is less than√
ε [43, (6.106)]. So, the variational distance between the the
distributions of the real outcome and the ideal outcome is also
less than
√
ε. Therefore, in practical, it is enough to realize
the initial state in the phase space approximately.
Appendix E: Superposition of Squeezed States
Now, as mentioned in the main text, we show that |ψa〉
can be asymptotically realized by superpositions of squeezed
photon number states if and only if a = l± 14 . To see how
squeezed states are related to our suboptimal solution, let us
consider squeezed number states, namely |Sn,r〉 := S(r)|n〉 :=
exp(−r[a2−a†2]/2)|n〉.
Using these squeezed number states, we define the super-
position of squeezed number states up to the number 2m or
2m+1 as
|α2m,r〉 :=C2m,r
∞
∑
l=0
(−1)m−l
(
m
l
)
2l l!cothl(r)√
(2l)!
|S2l,r〉, (E1)
|α2m+1,r〉 :=C2m+1,r
∞
∑
l=0
(−1)m−l
(
m
l
)
2l l!cothl(r)√
(2l+1)!
|S2l+1,r〉,
(E2)
where
C2l,r :=
(2l)!
22l l!
√
Γ(1/2)
Γ(l+1/2)
(
l!
sinh2l r
+
Γ(2l+1/2)
Γ(l+1/2)
)− 12
,
(E3)
C2l+1,r :=
(2l+1)!
22l l!
√
Γ(1/2)
Γ(l+1/2)(1+ sinh2(r))
·
(
l!(2l+1)sinh−2l r+
Γ(2l+1/2)
Γ(l+1/2)
(4l+1)
)− 12
.
(E4)
We can choose coefficients α2l,r|n and α2l+1,r|n as
|α2l,r〉=
∞
∑
n=l
(−1)n+lα2l,r|n|2n〉. (E5)
|α2l+1,r〉=
∞
∑
n=l
(−1)n+lα2l+1,r|n|2n+1〉. (E6)
Such states can be converted to even and odd parity states, and
is presented in the next section for completeness. Choosing
x := n/sinh2(r), we get
α2l,r|n ∼=
1
sinh(r)
ψl− 14 (x). (E7)
α2l+1,r|n ∼=
1
sinh(r)
ψl+ 14 (x). (E8)
These above equations hold true in the limit of large r. Hence
the asymptotic performance of the proposed metrological
scheme is achievable with the states ψl± 14 using superposi-
tions of squeezed number states. In perticular, |α4,r〉 can re-
alize the optimal performance among the various choices of
ψl± 14 , and is given by
|α4,r〉
=
√
3sinh4(r)
35sinh4(r)+8
[
|S0,r〉−2
√
2[sinh2(r)+1]
sinh2(r)
|S2,r〉
+2
√
2[sinh2(r)+1]√
3sinh2(r)
|S4,r〉
]
, (E9)
which is approximated by the superposition of squeezed num-
ber states;√
3
35
[
|S0,r〉−2
√
2|S2,r〉+2
√
2
3
|S4,r〉
]
. (E10)
8Appendix F: Proofs of Eq. (22) and Eq. (23)
Here we prove Eq. (E7) and Eq. (E8) for completeness.
Consider the Pascal matrix Pml, defined as
Pm,l :=
{ (m
l
)
when m≥ l
0 otherwise. (F1)
and its inverse, namely
(P−1)m,l =
{
(−1)m−l(ml ) when m≥ l
0 otherwise. (F2)
The matrix element of the squeezing operator S(r) is given
as
S(r) j,m :=
√
m! j!
(coshr) j+
1
2
(
tanhr
2
)
m− j
2 cos2
( j−m)pi
2
F(r,m, j)
(F3)
F(r,m, j) :=
j
2
∑
k=max( 12 ( j−m),0)
(−1)k( 12 sinhr)2k
k!( j−2k)![k+ m− j2 ]!
. (F4)
Using the above elements, we can express the squeezed pho-
ton number states as
|S2m,r〉=
∞
∑
n=0
S(r)2n,2m|2n〉 (F5)
|S2m+1,e〉=
∞
∑
n=0
S(r)2n+1,2m+1|2n〉. (F6)
Now, we consider the even number case. Choosing l= n−k
and j = 2n, we have
|S2m,r〉
=
(
sinhr
coshr
)m√(2m)!
2mm!
m
∑
l=0
m!
l!(m− l)!
22l l!
(2l)!
·
( ∞
∑
n=l
√
(2n)!
cosh
1
2 r2nn!
(
sinhr
coshr
)n n!(−1)n+l
(n− l)! sinh2l r |2n〉
)
.
(F7)
We can now substitute this into Eq. (E1). Since the coeffi-
cients in Eq. (E1) are the inverse matrix of the Pascal matrix
Pm,l , we have
|α2l,r〉
=
C2l,r22l l!
(2l)!
∞
∑
n=l
√
(2n)!
cosh
1
2 r2nn!
(
sinhr
coshr
)n
n!(−1)n+l
(n− l)! sinh2l r |2n〉.
(F8)
Hence, we have
α2l,r|n =
√
Γ( 12 )
Γ(l+ 12 )
(
l!
Rl
+
Γ(2l+ 12 )
Γ(l+ 12 )
)− 12
·
√
(2n)!
(1+R)
1
4 2nn!
(
R
1+R
)
n
2
n!
(n− l)!Rl , (F9)
where R := sinh2 r. We proceed to the analysis on the asymp-
totic behavior of the coefficients α2l,r|n. When n = xR, using
Stirling formula n!∼=
√
2pin( ne )
n, we have
√
(2n)!
2nn!
∼= (pixR)−1/4
and n!
(n−l)!Rl →
(xR)l
Rl = x
l . Hence, we can conclude that
α2l,r|n ∼= 1R1/2
√ √
pi
Γ(2l+ 12 )
pi−
1
4 e−
x
2 xl−
1
4 = ψl−1/4(x)/R1/2 in the
asymptotic limit because
(
l!
Rl +
Γ(2l+ 12 )
Γ(l+ 12 )
)− 12 → √ Γ(l+ 12 )
Γ(2l+ 12 )
,
( R1+R )
n
2 → e− x2 , and (1+R) 14 ∼= R 14 . So, we obtain (E7).
Next, we discuss the odd number case. Choosing l = n− k
and j = 2n+1, we have
|φ2m+1,R〉
=(
sinhr
coshr
)m
√
(2m+1)!
2mm!
m
∑
l=0
m!
l!(m− l)!
22l l!
(2l+1)!
·
(
∞
∑
n=l
√
(2n+1)!
cosh
3
2 r2nn!
(
sinhr
coshr
)n
n!(−1)n+l
(n− l)! sinh2l r |2n+1〉
)
.
(F10)
Now, we substitute the above relation in the place of |φ2m+1,R〉.
Since the coefficients in Eq. (E1) are the inverse matrix of the
Pascal matrix Pm,l , we have
|α2l+1,r〉
=
C2l+1,r22l l!
(2l+1)!
∞
∑
n=l
√
(2n+1)!
cosh
3
2 r2nn!
sinhn r
coshn r
n!(−1)n+l
(n− l)! sinh2l r |2n+1〉.
(F11)
Hence, we have
α2l+1,r|n
=
√
Γ( 12 )
Γ(l+ 12 )
(
l!(2l+1)R−l+
Γ(2l+ 12 )
Γ(l+ 12 )
(4l+1)
)− 12
· 1
(1+R)
3
4
√
(2n+1)!
2nn!
(
R
1+R
)
n
2
n!
(n− l)!Rl . (F12)
We proceed to the analysis on the asymptotic behavior of the
coefficients α2l+1,r|n in a similar fashion. Using the approxi-
mation, we get we have
α2l+1,r|n
∼=
√
Γ( 12 )
Γ(2l+ 12 )
·
√
2n+1
√
(2n)!
(4l+1)
1
2 (1+R)
3
4 2nn!
(
R
1+R
)
n
2
n!
(n− l)!Rl
=
1
R1/2
ψl+ 14 (x). (F13)
Thus, we obtain α2l+1,r|n ∼= 1R1/2ψl+ 14 (x) as r → ∞. So, we
obtain (E7).
9Appendix G: Experimental Scheme for Production of
Suboptimal State
We include some details of the derivation of the scheme
to generate superpositions of squeezed state. We begin
with the two-mode squeezed vacuum (TMSV) state, namely
|TMSV 〉=
√
1−q2∑∞n=0 |n〉s⊗|n〉h, with q = tanh(r2) relat-
ing the squeezed vacuum to the two mode squeezing param-
eter r2. Since we are performing a four photon coincidence
measurement, we write the post-measurement state as
|φ〉 ∝ 〈0|h(a2 +β1)(
a
2
+β2)(
a
2
+β3)(
a
2
+β4)|TMSVq〉.
(G1)
This arises from displacing the annihilation operator
D(α)aD†(α) = a+α corresponding to each measured mode.
This measurement produces a heralded state at the idler port of
the TMSV that is given by |ψ〉=N−1∑4k=0 φk|k〉, where φ0 :=
β1β2β3β4, φ1 := q2 (β1β2β3 + β1β2β4 + β1β3β4 + β2β3β4),
φ2 := q
2√2
4 (β1β2+β1β3+β1β4+β2β3+β2β4+β3β4), φ3 :=
q3
√
3!
8 (β1 + β2 + β3 + β4) and φ4 :=
q4
√
4!
24 . As stated in the
main text, making the choice β1β2 = β3β4 and β1 + β2 =
−(β3+β4) eliminates the odd sectors φ1 = 0 and φ3 = 0. Fur-
thermore, the choice r2 = 2, β1 = 0.343824 and β2 = 2.59058
produces a state with ≈ 99.94% fidelity with the desired sub-
opt imal sta te with arbitrary squeezing r.
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