Programmation dynamique à base de points pour la résolution des DEC-POMDPs by Szer, Daniel & Charpillet, François
HAL Id: inria-00104450
https://hal.inria.fr/inria-00104450
Submitted on 6 Oct 2006
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Programmation dynamique à base de points pour la
résolution des DEC-POMDPs
Daniel Szer, François Charpillet
To cite this version:
Daniel Szer, François Charpillet. Programmation dynamique à base de points pour la résolution des
DEC-POMDPs. 14èmes Journées Francophones sur les Systèmes Multi-Agents - JFSMA’2006, Oct
2006, Annecy, France. ￿inria-00104450￿
Programmation dynamique à base de points
pour la résolution des DEC-POMDPs
Daniel Szer— François Charpillet
Equipe MAIA
INRIA-LORIA, B.P.239
54506 Vandœuvre-lès-Nancy, France
{szer,charp}@loria.fr
RÉSUMÉ.Nous présentons un nouvel algorithme de planification pour la construction de sys-
tèmes multi-agents réactifs et situés pouvant se modéliser par des processus de décision de
Markov décentralisés (DEC-POMDP). Cet algorithme est fondé sur la programmation dyna-
mique à base de points. Il est dérivé de techniques de programmation dynamique optimale
utilisées pour résoudre des jeux stochastiques partiellement observables(POSG) et des tech-
niques d’approximation utilisées pour résoudre des POMDP mono-agents. Nous montrons pour
la première fois qu’il est possible de déterminer un ensemble d’états de croyance multi-agent
pertinents, et nous montrons comment ce calcul permet ensuite d’éviter le recours à la program-
mation linéaire très couteuse dans le cas multi-agent. Nous détaillons une version xacte et une
version approximative de notre algorithme, et nous montrons son efficacité sur un exemple de
la littérature.
ABSTRACT.We present a novel planning algorithm for building reactive and situated multi-agent
systems based on the theory of decentralized Markov decision processes (DEC-POMDPs). The
algorithm is a synthesis of multi-agent dynamic programming for partially observable stochas-
tic games (POSGs), and point-based approximations for single-agent POMDPs. We are able
to show for the first time that it is possible to determine a set of useful multi-agent belief states,
and we show how this computation permits to avoid the linear programming part of current
dynamic programming algorithms. We derive both an optimal and an approximated version of
our algorithm, and we show its efficiency on a test example from the literature.
MOTS-CLÉS :contrôle optimal décentralisé, DEC-POMDPs, planification
KEYWORDS:optimal decentralized control, DEC-POMDPs, planning
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1. Introduction
Nous présentons une nouvelle approche de planification pourla résolution des pro-
blèmes de Markov distribués (DEC-POMDP). Nous nous intéresson plus particuliè-
rement à des environnements multi-agents distribués par natu e, comme par exemple
la nanorobotique, où la communication entre les agents n’est souvent pas possible
[SHI 05], ou comme les réseaux de communication, où la communication elle-même
fait partie des paramètres à optimiser [ALT 00]. La résolutin optimale de tels pro-
blèmes est particulièrement dure [BER 02], ce qui motive la recherche d’algorithmes
efficaces.
Depuis peu, des algorithmes de programmation dynamique [HAN 04] et de re-
cherche heuristique [SZE 05b] ont été proposé pour résoudrele problème
DEC-POMDP sous sa forme générale de manière optimale. Il a été montré également
que l’exploitation de structures particulières peut réduire la complexité du pire cas de
la solution optimale [BEC 04]. Il existe par ailleurs un certain nombre d’approches
approximatives, qui sont souvent basées sur la théorie des jeux [EME 04], la descente
de gradient [PES 00] ou d’autres méthodes d’optimisation locale. L’avantage de ces
approches est leur relative simplicité de résolution, l’inco vénient principal étant le
manque de garanties sur l’optimalité de la solution retournée, puisque ces approches
n’ont souvent pas de lien théorique fort avec les approches optimales.
L’apport de notre travail est en deux parties. D’abord, nousétablissons une ap-
proche formelle de programmation dynamique multi-agent à base de points, ce qui
inclut une analyse de l’état d’information dont peut posséder un agent dans un envi-
ronnement multi-agent décentralisé. Ensuite, nous montrons c mment cet algorithme
optimal peut être approximé pour permettre la résolution deproblèmes plus larges.
Nous testons l’algorithme sur un problème de la littérature, et nous pointons finale-
ment vers des directions de recherche future possible.
2. POMDPs décentralisés
Nous basons notre approche sur le formalisme des processus de décision de Mar-
kov décentralisés, une extension des POMDPs au cas multi-agent. L’accent est mis
sur l’exécution du système, ce qui veut dire que la planificaton peut être centralisée,
mais que les agents exécutent leurs politiques de manière décentralisées.
2.1. Le formalisme DEC-POMDP
Nous introduisons le modèle DEC-POMDP conformément à [BER 02]. Un DEC-
POMDP àn agents est donné sous forme d’un n-uplet〈S,A,P,R,Ω,O, T, p0〉, où
– S est un ensemble fini d’états,
– A est un ensemble fini d’actions,
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– P(s, a1, . . . an, s′) est une fonction de probabilités de transition,
– R(s, a1, . . . an) est une fonction de récompense,
– Ω est un ensemble fini d’observations,
– O(s, a1, . . . an, o1, . . . on) est une fonction de probabilités d’observation,
– T est l’horizon du problème,
– p0 est la distribution initiale sur les états.
Nous soulignons que le modèle DEC-POMDP est très expressif et permet la modé-
lisation d’un grand nombre de systèmes multi-agents discrets. L modèle inclut en
particulier la communication entre agents sous forme de symboles d’observation par-
ticuliers. Résoudre un DEC-POMDP pour un horizon finiT et une distribution d’états
initiale p0 revient à trouver un ensemble den politiquesqui maximisent l’espérance
de la récompense du systèmeE[
∑T−1
t=0 R(st, (a1, . . . an)t, st+1)|p0].
2.2. Politiques
La prise de décision dans un environnement partiellement observable ne peut se
faire qu’en fonction des observations reçues, et il a ainsi été montré que les politiques
peuvent être représentées sous forme d’arbres de décision (figure 1). Nous notonsqi
un arbre de décision etQi un ensemble d’arbres pour l’agenti. Le super-ensemble
contenant les ensembles de politiques pour tous les agents sauf l’agent i est noté
Q−i = (Q1, . . . , Qi−1, Qi+1, . . . , Qn). L’approche de programmation dynamique
que nous allons développer dans les parties suivantes consiste à générer de manière
incrémentale un ensemble de politiques utiles pour chaque agent.
a b
a a b a
o1 o2
o2o2o1 o1
a
Figure 1. Un arbre de décision pour un problème à horizon 3, avec 2 observations
(o1 eto2) et 2 actions (a et b) possibles.
2.3. États de croyance
Un concept primordial dans la prise de décision dans l’incertain est celui d’unétat
d’information, c’est-à-dire de l’ensemble des informations que l’agent possède sur le
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système à tout moment. Il a été montré que dans le cas des POMDPs mono-agents,
la distribution de probabilités sur les états sous-jacents, conforme aux observations
reçues, constitue un état d’information suffisant pour la résolution optimale du pro-
blème. On parle alors d’état de croyance.
Dans la théorie du contrôle décentralisé ainsi que dans la théorie des jeux, une esti-
mation de l’état sous-jacent du système n’est en général plus suffisante pour permettre
la résolution optimale du problème. Il a en effet été montré que même dans le cas des
systèmes totalement observables par tous les agents, on estconfronté à un problème
de coordination : la prise de décision optimale d’un agent nécessite en général une
anticipation de la décision de tous les autres agents [CLA 98].
Plusieurs auteurs ont proposés une extension de la notion d’état de croyance au
cas multi-agent, et nous adoptons une définition introduit par [NAI 03], puis affiné
par [HAN 04]. Un état de croyance multi-agentest une distribution de probabilités
sur les états du système et le comportement futur de chaque agent, c’est-à-dire leurs
politiques probables.
Définition 2.1 (État de croyance multi-agent).Un état de croyance multi-agentbi
pour l’agenti est une distribution de probabilités sur les états du système et les poli-
tiques de tous les agents restants :bi ∈ ∆(S × Q−i).
Étant donné un état de croyance multi-agent, le problème de choisir une poli-
tique optimale correspondante, que l’on qualifie souvent depolitique de "meilleure ré-
ponse", devient un problème classique et essentiellement mo o-agent. L’approche de
programmation dynamique multi-agent revient donc à déterminer, pour chaque agent
et sur l’ensemble de l’espace des états de croyance, les politiques de "meilleure ré-
ponse" [HAN 04]. Ceci est un problème d’optimisation linéaire continu.
On peut montrer que la majeure partie de l’espace de croyancene s ra jamais vi-
sité, et qu’il y a même des croyances qui sont strictement impossibles. Nous argumen-
tons que l’approche de programmation dynamique de [HAN 04] est insatisfaisante
dans le sens ou elle ne permet pas d’exclure ces états de croyan e et de concentrer
l’effort de calcul sur les croyances les plus probables. Nous montrons pour la première
fois qu’il est possible d’énumérer explicitement les seulsétats de croyance possibles,
et nous introduisons une approche de programmation dynamique alternative se basant
exclusivement sur les croyances potentiellement possible.
2.4. Fonctions de valeur
La fonction de valeur multi-agent reflète l’évaluation depolitiques jointes. Une
politique jointeδ est un vecteur den politiquesδ = (q1, . . . , qn), une pour chaque
agent. Évaluer une politique jointeδ pour un états revient à effectuer un calcul de
programmation dynamique
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V (s, δ) =
∑
o∈Ωn
P (o|s, δ)
[
∑
s′∈S
P (s′|s, δ,o)V (s′, δ(o))
]
(1)
où o = (o1, . . . , on) dénote une observation jointe etδ(o) représente la politique
jointe des sous-arbres après observation deo. Pour une fonction de valeur multi-agent
globale, nous introduisons la fonction de valeur pour l’agent i comme
Vi(bi, qi) =
∑
s∈S
∑
δ−i∈Q−i
bi(s, δ−i)V (s, 〈δ−i, qi〉) (2)
où δ−i représente un vecteur de politiques pour tous les agents sauf i et 〈δ−i, qi〉
représente donc une politique jointe pour lesn agents.
2.4.1. Programmation dynamique pour DEC-POMDPs
L’algorithme de programmation dynamique pour DEC-POMDPs proposé par Han-
sen et al. [HAN 04] consiste en deux phases qui sont appliquésen alternance, à savoir
l’énumération exhaustive de l’ensemble des politiques posibles, et l’élagage des poli-
tiques entièrement dominées. Une politique est diteominéesi elle n’est jamais utile,
c’est-à-dire s’il elle ne constitue jamais une "meilleure réponse" pour aucun état de
croyance. L’opérateur de programmation dynamique, montréfigure 2, garde, à chaque
Entrée : les ensembles de politiquesQt−11 , . . . , Q
t−1
n à horizon (t-1).
1) Pour tout agenti, l’opérateur produit d’abord l’ensembleexhaustifde
politiquesQti pour l’horizont à partir de l’ensembleQ
t−1
i des politiques à
horizon (t-1). Les arbres de politiques contenues dansQt−1i vont donc devenir
les sous-arbres dansQti.
2) L’opérateur va ensuiteélaguerles politiquesdominées. Une politiqueqi est
dominée si elle peut être remplacée par une autre politiqueq̃i qui est au moins
aussi performante que la première, et ceci pour chaque état de croyance
possible. Une politique dominée peut être identifiée par le pogramme linéaire
suivant : la politiqueqi peut être élaguée deQti si
(∀bi)(∃q̃i ∈ Q
t
i\{qi}) tel que Vi(bi, q̃i) ≥ Vi(bi, qi)
Sortie : les ensembles de politiquesQt1, . . . , Q
t
n à horizont.
Figure 2. L’opérateur de programmation dynamique multi-agent
itération, et donc pour chaque horizon de problème, un ensemble de politiques utiles
par agent. AprèsT applications, il retourne les ensembles de politiques utiles pour
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l’horizon du problème. Une politique jointe optimaleδ∗ = (qT1 , . . . , q
T
n ) peut alors
être déterminée comme suit :
δ∗ = arg max
δT ∈QT
1
×···×QT
n
∑
s∈S
p0(s)V (s, δ
T ) (3)
3. Programmation dynamique multi-agent à base de points
L’opérateur de programmation dynamique à base de points queno s allons propo-
ser dans la partie suivante adresse deux points faibles de l’approche de programma-
tion dynamique présentée plus haute [HAN 04]. D’une part, nous sommes intéressés
à éviter la résolution coûteuse d’un programme linéaire pour identifier les politiques
dominées. D’autre part, nous voulons éviter de considérer des régions dans l’espace
des croyances qui sont peu probables ou simplement impossibles à atteindre. Nous dé-
crivons par la suite l’approche de programmation dynamiqueà base de points (PDBP)
pour les POMDPs mono-agents.
3.1. Programmation dynamique à base de points pour POMDPs
Il a été montré pour la première fois par Lovejoy que la fonction de valeur du
POMDP peut être approximé en discrétisant l’espace des croyances en une grille de
régions [LOV 91]. Au lieu de déterminer la fonction de valeurs r un espace conti-
nue, sa valeur est déterminée aux seul extrémités de la grille. Au lieu d’identifier des
politiques dominées sur un espace continue, il suffit alors de garder les meilleures po-
litiques aux points de la grille, ce qui veut dire que le programme linéaire est remplacé
par un simple problème de maximisation discret. La valeur detout état de croyance se
trouvant entre les extrémités de la grille peut alors être approximé par interpolation.
La qualité de cette approximation dépend évidemment de la résolution de la grille.
Pineau et al. ont proposé récemment une approche plus flexible, se basant sur des
points de croyancequi ne sont alors plus distribués uniformément dans l’espace, mais
aux endroits les plus intéressants pour le contrôle du système [PIN 03]. Ces endroits
peuvent être déterminés par une simulation de trajectoiresmarkoviennes, c’est-à-dire
une génération stochastique de croyances possibles. Étantdon é une croyanceb, une
actiona et une observationo, on peut générer une nouvelle croyanceb′ n utilisant la
formule de Bayes :
b′(s′) =
∑
s∈S
b(s)
[
T (s, a, s′)O(s, a, o, s′)
]
P (o|b, a)
(4)
Le dénominateurP (o|b, a) est le facteur de normalisation habituel. A partir de la
croyance initialeb0, il est donc possible de générer des états de croyance pour tous les
horizons du problème.
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3.2. Programmation dynamique multi-agent à base de points exacte
Nous allons montrer maintenant qu’il est possible de générer des états de croyance
multi-agent pertinents, ce qui constitue le cœur de notre algorithme de programmation
dynamique. Contrairement au cas mono-agent, où la simulation de l’évolution du sys-
tème suffit pour déterminer une distribution possible sur ses états, le cas multi-agent
nécessite en plus la considération des distributions sur lepolitiques des agents. Nous
différentions donc la croyance de l’agenti sur les états du système au momentt, que
nous notonsbS,ti , et la croyance qu’il possède sur les politiques d’un autre agentj, que
nous notonsbj,ti . Un état de croyance multi-agent complet pour un système àn agents
se note doncbti = (b
S,t
i , b
1,t
i , . . . , b
i−1,t
i , b
i+1,t
i , . . . , b
n,t
i ).
Dans la théorie des jeux, une distribution sur des politiques éventuelles est souvent
appeléstratégie mixte. Il est connu que l’utilité d’une stratégie pour un agenti dépend
en général de l’espace des stratégies mixtes de son adversaire. Bien que nous nous
plaçons dans un cadre coopératif et non compétitif, l’observabilité partielle, et donc
l’incapacité de connaître avec sûreté l’état interne des autres agents, nous contraint de
considérer plusieurs alternatives possibles sur leurs politiques.
Comme nous l’avons décrit plus haut, la programmation dynamique pour DEC-
POMDPs génère, à l’itérationt, l’ensemble des politiques utilesQti pour lest derniers
pas de l’exécution. Déterminer l’utilité d’une politiqueqti ∈ Q
t
i revient donc à ré-
pondre à la question suivante : quelles stratégies mixtes sur le politiquesQt−i des
autres agents l’agenti doit-il considérer, sachant que (T − t) actions jointes ont été
exécutées et que (T − t) observations jointes ont été perçues auparavant ? Nous allons
montrer que chaque historique d’actions et d’observationsjoi tes possibles nous mène
effectivement à un ensemble d’états de croyance probables.
Supposons que la politique jointe pour les (T − t) premiers pas d’exécution ait
étéδT−t. Considérons maintenant un agenti, son point de vue sur le système, et plus
précisément son information sur un autre agentj. NotonshT−ti le fil d’exécutionde
l’agent i, c’est-à-dire une historique d’actions et d’observationsde longueur (T − t).
La connaissance de la politique jointeδT−t, des fonctionsT et O, et la formule de
Bayes permettent alors de déterminer la probabilitéP (hT−tj |h
T−t
i , δ
T−t) de tout fil
d’exécutionhT−tj .
L’agentj doit terminer son exécution avec une des politiques utilesqtj ∈ Q
t
j , déjà
déterminées par l’algorithme. La probabilité d’un fil d’exécution revient donc à la
probabilité d’une politique, et c’est ainsi que l’agenti peut déterminer les croyances
possibles sur les politiques de l’agentj. En générant des fils d’exécutionhT−t
−i pour
tous les agents, il est également possible de calculer une distribution sur les états sous-
jacents du système, et c’est ainsi que l’agenti peut déterminer les croyances possibles
sur les états.
En somme, tout agenti est capable de construire un ensemble d’états de croyance
pertinents en (a) générant une politique jointeδT−t pour les (T − t) premiers pas
d’exécution, (b) choisissant un fil d’exécution localhT−ti , (c) déterminant les pro-
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babilités des fils d’exécutionhT−t
−i des autres agents et (d) construisant un ensemble
d’états de croyance consistant avecδT−t, hT−ti et les politiques possibles des autres
agentsQt−i. Cet algorithme est résumé en figure 3.
Entrée : les ensembles de politiquesQt−11 , . . . , Q
t−1
n à horizon (t-1).
1) Générertoutes les politiques jointes possiblesδT−t.
2) Pour tout agenti :
a) Pour tout fil d’exécutionhT−ti possible :
i) CréerQ
t
i, l’ensemble exhaustif des politiques candidates, à partir
deQt−1i
ii) Générer l’ensemble detous les états de croyance possibles
B(hT−ti , δ
T−t, Qt−1
−i ).
iii) Pour toutbti ∈ B(h
T−t
i , δ
T−t, Qt−1
−i ) :
Qti ← Q
t
i
⋃
{
arg max
qt
i
∈Q
t
i
V (bti, q
t
i)
}
b) RemplacerQ
t
i ← Q
t
i.
Sortie : les ensembles de politiquesQt1, . . . , Q
t
n à horizont.
Figure 3. L’opérateur de programmation dynamique multi-agent à basede points
Nous appelons par la suite programmation dynamique à base depoints exacte
l’approche qui répète les parties de (a) à (d) pour toutes lesconfigurations possibles.
Comme elle ne considère que les états de croyance possibles,elle génère en général
moins de politiques que l’approche de [HAN 04]. Néanmoins, elle doit considérer un
nombre exponentiel d’états de croyance. C’est pour cela queno s introduisons dans
la partie suivante une versionapproximativede notre approche.
Theorème 3.1. L’algorithme de programmation dynamique multi-agent à base de
points exacte produit un ensemble de politiques utiles pourchaque agent.
Démonstration.Voir [SZE 06].
3.3. Programmation dynamique multi-agent à base de points approchée
L’approximation de l’algorithme de programmation dynamique à base de points
évite la génération exhaustive de politiques et d’états de croyance exigée par l’algo-
rithme de la figure 3. Au lieu de considérertoutes les politiques jointes possibles
comme indiqué dans la ligne 1) de l’algorithme, nous adoptons une stratégie déjà uti-
lisée par [PIN 03], à savoir la génération aléatoire d’un ou de plusieurs représentants.
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Nous pouvons utiliser la distance de Manhattan comme une métrique entre politiques,
ce qui nous permet une meilleure répartition, en ne gardant que les politiques les plus
éloignées les unes des autres. Nous choisissons par ailleurs d’éviter la génération de
tous les états de croyance comme exigé par la ligne 2) a) ii). Chaque fil d’exécution
possède en général une probabilité d’apparition différente, et nous pouvons établir une
borne d’erreurǫ sur le résultat final si nous évitons de considérer les fils d’exécution
hT−t
−i dont la probabilité d’apparition ne dépasse pasγ :
ǫ ≤
γ
t(Rmax − Rmin)
(5)
4. Résultats expérimentaux
Nous avons implanté la version exacte et la version approchée de notre algorithme
sur un problème du contrôle décentralisé déjà étudié dans ledomaine. Nous précisons
que la version approchée que nous considérons consiste à générer u e seule politique
jointe, mais de considérer tous les fils d’exécution possible . Les valeurs de la version
approchée sont alors moyennées sur 10 essais.
Le problème que nous considérons, introduit et spécifié dans[HAN 04], simule un
réseau de communication simplifié. Les nœuds du réseau sont con e tés entre eux, et
pour chaque nœudi, une probabilitépi d’arrivée d’un nouveau message est définie.
Le message doit être diffusé à tous les nœuds voisins, mais une collision a lieu si deux
nœuds essayent d’utiliser conjointement le même canal. Lesmes ages ne sont alors
pas envoyés et restent dans leurs tampons. L’objectif consiste à maximiser le nombre
de messages transmis, et une récompense de+1 st donnée pour chaque message
transmis.
L’obstacle majeur de l’algorithme de programmation dynamique multi-agent de
[HAN 04] est l’explosion de sa consommation d’espace mémoire. Ainsi, l’algorithme
ne peut pas résoudre le problème du réseau de communication pour des horizons plus
grands que 4. La figure 4 montre le nombre de politiques utiles, et donc la consom-
mation de l’espace mémoire, identifiés par l’approche de programmation dynamique
de Hansen et al. et nos approches à base de points (exacte et approchée). Alors que
l’approche classique doit garder jusqu’à 300 politiques enmémoire, la considération
explicité des états de croyance possibles réduit le nombre de politiques utiles considé-
rablement. Nous sommes ainsi capables de traiter des problèmes plus larges.
Puisque nous évitons la résolution d’un programme linéaire, nécessaire pour sup-
primer les politiques dominées, et puisque nous considérons moins de politiques que
l’approche de Hansen et al., le temps de calcul de notre approche est également réduit.
La figure 5 résume les temps de calcul pour le problème du réseau de communication.
Il est intéressant de constater que le temps de calcul connaît u pic pour l’horizon 5
pour redescendre après, mais notons que chaque horizon représente a priori un autre
problème, et donc nécessite de considérer un autre ensemblede points de croyance.
Notons aussi que l’échelle est logarithmique.
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Figure 4. Le nombre de politiques utiles pour le problème du réseau de communi-
cation, évaluées par l’algorithme de Hansent al., la version exacte et finalement
la version approchée de l’approche de programmation dynamique à base de points
(PDBP).
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Figure 5. Le temps de calcul pour les trois approches de programmationdynamique
multi-agent sur le problème du réseau de communication.
5. Conclusion et travaux futurs
Nous avons présenté un nouvel algorithme de programmation dynamique pour la
résolution exacte ou approchée des DEC-POMDPs. Notre algorithme permet de ré-
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soudre des problèmes à plus grande taille qu’auparavant en exploitant la structure par-
ticulière de l’espace des croyances multi-agents. Nous désignons maintenant quelques
pistes de recherche afin de compléter ou étendre notre travail. Ainsi, il serait intéres-
sant d’établir une borne d’erreur générale pour la version approchée de notre algo-
rithme, comme c’est déjà le cas pour la version mono-agent del’algorithme de pro-
grammation dynamique à base de points [PIN 03]. Nous sommes également confiants
qu’il est possible d’appliquer la théorie des automates fini, déjà utilisée pour résoudre
des DEC-POMDPs à horizon infini [BER 05, SZE 05a], à la programm tion dyna-
mique à base de points.
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