Personalized recommendation systems are a solution for information overload. In the real recommendation system, the data are dynamic; thus, the real time of the system will be seriously affected if we recalculate after every change, and, in time, sensitive situation of the delayed updated calculation will affect the accuracy of the recommendation.
Introduction
Although data sparsity has become a severe problem in the implementation of internet recommendation systems, there are huge amounts of user and item data that need to be handled in time. How to calculate these data efficiently is a challenge. Furthermore, most research concentrates on handling static data and proposing new methods to optimize recommendation algorithms. Nevertheless, the data in real systems are always changing with time. These will become complex if we recalculate the entire dataset after each variation. It is obvious that this will affect the system's real-time service, especially in certain time-sensitive situations.
For personalized recommendation systems, the incremental calculation problem mainly occurs when new ratings or choices are added. It is necessary to find a way to calculate the similarity quickly or update the item recommendation order. Personalized recommendations can be realized in several ways, including the collaborative filtering algorithm, clustering algorithm, or singular value decomposition (SVD). These techniques can be used in different situations, which means that the incremental algorithm needs to consider a suitable algorithm. The final target for incremental calculation is that the calculation only be based on newly added information rather than on the whole dataset, when new information is accepted. This should be realized based on the premise of ensuring the recommendation's accuracy in order to improve computational efficiency and the system's response time.
Nowadays, research on the incremental calculation methods of the collaborative filtering algorithm [1, 2] , SVD [3] [4] [5] [6] [7] [8] , and the clustering method [9] [10] [11] [12] [13] [14] has made progress. Section 2 summarizes these 3 recommendation mechanisms, incremental algorithm design, and algorithm optimization methods.
Another kind of recommendation algorithm, which is based on network structure, introduces a new idea. Zhou et al. [15, 16] considered users and items as nodes and utilized the selection between user and item to build a bipartite graph. Liu et al. [17] promoted weighted bipartite network recommendation. A new heat conduction algorithm [18] in social network recommendation methods was proposed. It showed that heating conduction has good performance compared to conventional similarity computation.
The addition of a new edge is classified into 4 types in the bipartite network incremental algorithm [17] . This provides a foundation for network-based recommendations; however, there is limited research on weighted bipartite network incremental algorithms. Therefore, this paper proposes an incremental weighted bipartite network-based personalized recommendation method, which involves user ratings or preferences, in order to advance performance and calculation speed. Section 3 analyzes the incremental computation of bipartite networks in another way and infers a paradigm formula that can help different application systems in modeling according to different situations. This paper uses student borrowing records in university library modeling recommendation systems to show the implementation of the algorithm and acquire the recommendation order of student learning resources.
In Section 4, the paper proposes a new incremental weighted bipartite personalized recommendation algorithm and then gives 4 incremental equations and their derivative process. We conducted a simulation with experiment datasets that contained weights that were generated by student borrowing times and then tested the algorithm's validity.
In Section 5, we do experiments to assess the incremental algorithm by using 8000 books, 15,757 students, and 399,899 terms of borrowing records as datasets. Finally, we compare and analyze the new algorithm's recommendation precision, recall, and F1 measure to evaluate the bipartite recommendation algorithm.
Conventional recommendation algorithm and its incremental computation

Collaborative filtering algorithm
The collaborative filtering recommendation algorithm uses obtained data, which show user preference for items, to calculate similarities and find groups of users that have similar tastes for items. This group can help generate a recommendation collection for target users. It is obvious that we can calculate similarity in 2 ways: one is user-based and the other is item-based. The user-based method calculates similarities among users, whereas the item-based method calculates similarities among items. This mechanism does not need formal modeling and can be used for recommending items that are not easily analyzed by contents. Nevertheless, it has low accuracy for recommending new items to users, and the amount of calculation increases linearly with increasing users and items.
The vital question of incremental collaborative filtering recommendation is how to calculate similarity again in an efficient way and produce new neighbor users. The incremental algorithm of collaborative filtering recommendation [1] divides the similarity equation into 2 parts: a constant part and a changeable part. It is necessary to change the results by using changeable parts when obtaining new ratings, in order to decrease the time consumption of searching the entire datasets. In [2] , the similarity calculation adopts a cosine similarity equation instead of the Pearson correlation coefficient, which is more appropriate for binary rating recommendation algorithms.
Singular value decomposition
SVD means that any matrix can be decomposed in the following format by employing SVD:
U represents the left singular vector. Σ is a diagonal matrix, and the value of the diagonal is called the singular value. V T is a right singular vector. The singular value can be obtained by the following formula:
Each singular value is the square root of the characteristic value and is sequenced in Σ in descending order. The drop range of the singular value is extremely high. In most cases, the summation of the top 10% or even 1% of singular values can be extremely close to the total value of all singular values. Thus, deleting some of the singular values can reduce the dimension of the matrix. Instead, we can consider the k singular value and the first k column in the left singular vector as well as the first k row in the right singular vector.
A SVD incremental algorithm [3] is proposed for solving updating problems. It provides a folding-in method to calculate dynamic SVD, since the left and right singular vectors contain the information of the original matrix's rows and columns. A projection equation is also derived from [3] and is used in the folding-in method. The operation after projection is equivalent to adding new items directly; therefore, it can help save much time.
When a new user appears in the original rating matrix, the projection equation can be presented as follows:d
U k is the left singular vector, and d is a new row of users (1 ×m matrix). Afterwards, 1 will be generated and can be added directly to the bottom of the matrix, which contains user information without any changing of other values. After that, a new (m+1) ×k matrix will be generated. When a new item is entered into the rating matrix:t
However, such a folding-in method still has some disadvantages. Incremental SVD characteristic vectors have nonorthogonality and this may cause errors in calculation. Moreover, the folding-in technique only considers new users or items, and it omits situations where ratings in the matrix may change. Furthermore, a sparsity problem always appears in large-scale matrixes on the internet. In order to handle missing or uncertain data in the matrix, [5] provided a new incremental SVD that can decompose the matrix with uncertain data dynamically.
Incremental computation in clustering
In the study of Gao et al. [9] , an incremental clustering method was proposed according to partitional clustering.
Datasets always change, and the data mining results change as well. Meanwhile, [9] introduced a method for solving flexibility and data updating problems. When the data are modified, it is solved with changes such as adding, deleting, and updating.
In [10] the authors used density-based clustering (SNN) for incremental computation. The incremental DBSCAN algorithm cannot identify the clustering of different density in one kind of parameter. ISNN solves the problem of IDBSCAN and finds the range of objects affected by updating the data. Then it acquires the affected object by using the pruning strategy in that range. ISSN has better updating properties and can find the results of different density clusterings. However, the sampling operation of this method will inevitably generate a sampling error.
Hsu and Huang [11] claimed that a hierarchical clustering incremental computation algorithm can calculate hybrid datasets and can use the concept of hierarchy tree to handle similarity problems between data. However, the weight selection in that algorithm necessitates that users have related area knowledge.
Incremental clustering in collaborative filtering
Clustering is widely used in collaborative filtering recommendations and can help collect elements that have similar attributes. For a huge matrix with severe sparsity, dividing data into small subsets, whose elements have high similarity, is a common method. In [12] , the authors promote the coclustering method to reduce dimension. This method is always used in matrixes whose rows and columns are correlated. Therefore, in collaborative filtering recommendations, coclustering is more popular.
The same problem remains-how to solve dynamic data. Wu et al. [13] reported that when a new user is added, the cluster of items that is selected by the new user will be replenished and will then predict that cluster again for recommendation. In addition, when a new item is added, a similar process will be executed. If a new rating is introduced, i.e. the user or item already existed, it will replenish ratings to the cluster of that user or item for generating a new recommendation.
Network structure recommendation and incremental bipartite algorithm
Network structure recommendation mechanism
The network structure recommendation algorithm does not need to consider the content's features of users and products. In this mechanism, users and products are considered as nodes, and the core idea is to find the 'user-product' bipartite network. For every target user who comes into the system, each product will have the ability to recommend other products, rank the recommended results, and recommend future products for the aimed user. Given that the recommendation algorithm is based on a network structure that fits the large-scale data recommendation system, the correlation network needs history information to make the choice.
User-product bipartite:
It has x users and y products. If a user i has selected a product α , an edge will be founded, a iα = 1. The user and product node degrees concern how many products have been selected and how many users have selected them, respectively.
Resources that are able to be allocated: The products that have been selected by user i are called the resources that are able to be allocated. The products that possess resources have the ability to recommend other products and will have more resources allocated to other products that are waiting to be recommended.
Quota: w αβ is used to represent the resource quota that product β can allocate to product α . It achieves a recommendation algorithm of heat conduction and mass diffusion under complex circumstances in [18] . These 2 kinds of algorithms are better than traditional coordination filter algorithms, although they show some difference in resource quota expression:
For pattern of mass diffusion:
For pattern of heat conduction:
In this expression, k represents the number of edges of one node that connect to the other nodes. The matrixes of mass diffusion and heat conduction are in a transposition relationship, i.e. M =H T Propagation matrix: It is made up byw αβ . In the recommendation system of x users and y products:
Initial resource allocation vector: For every aimed user, we let the initial value of the product that was selected by the user be 1 and let the other be 0. In this way, an n-dimension vector that was composed of 0 and 1 could be obtained. This vector expresses its initial allocated value, and we record this vector to be f . 
Recommendation strategy: Pick products that have not been selected by i for any aimed user i in the bipartite network according to the degree recommendation f ′ and then rank products and recommend those to the user.
Incremental algorithm of network structure recommendation mechanism
Although recommendation algorithms of heat conduction and mass diffusion could provide accurate multiple recommendations, they could not function well in a dynamic circumstance of bipartite network. An incremental computation of network structure recommendation mechanism had been proposed by Jin et al. When the bipartite network adds an edge, it means that a specific user i has founded a new connection with a project α . As illustrated in Figures 1a-1d , this change results in 4 types of changes for the network. i → α means that the added edge chooses α for user i . The user set is U and for every student i , i ∈ U. 1) Initial a iα = 1, a iβ = 0; when i → β , then k
2) Initial a iα = 0, a iβ = 0; when i → β , then k
3) Initial a iα = 0, a iβ = 1; when i → α , then k
There are 4 kinds of incremental expressions in the work of Jin et al. When new edges are added, the changes can be directly calculated, and this algorithm will save time from recalculating the whole propagation matrix.
Algorithm application
Algorithm application has been used in the learning resource recommendation system in order to improve the efficiency and quality of obtaining learning resources from the platform of autonomic learning for college and university students. Student learning interest can be obtained by modeling their borrowing records. This can provide more relevant or more necessary books to students according to the recommendation list. Thus, this method can enhance the efficiency of student autonomic learning.
The recommendation system, which is based on borrowing records, has users that consist of college students and items that consist of books. There will be an edge between 2 nodes if a student has borrowed a book. There will only be one edge if the student has borrowed the same book several times in the unweighted bipartite network.
Algorithm description
Input: existed propagation matrix w , new data set T α Output: related value in the update propagation matrix w 1) For each t iα in T 2) Check out whether i existed in the previous data or not. If it existed, then carry out the next circulation.
3) Find out the set T β of β that is related to α 4) For each β in T β 5) If user i has borrowed book β (12) 11) Use δ βα , δ αβ to update the corresponding records in database w .
Incremental weighted bipartite recommendation algorithm
Algorithm principle
In the weighted bipartite network there are x users and y items. If one user i selects one item α for r times, r edges exist between that user and the item (a iα =r iα ) and we assume new borrowing records if one user i chooses an item α for s times. Such changes cause 4 types of updating rules. i s −→ α means that user i selects α for s times:
(1) Initial a iα =r iα ̸ = 0, a iβ =r iβ ; when i
If initial a iβ = r iβ = 0, as shown in Figures 2a and 2b , the formula can be simplified further:
(2) Initial a iα =r iα = 0, a iβ =r iβ ; when i
As for a iβ = r iβ = 0, as shown in Figures 2c and 2d , since a iα = 0 , a ′ iα = 0 , the incremental changes of a ′ iβ = r iβ + cannot affect δ , and the equation remain the same
If a iα = r iα = 0 at first, as shown in Figures 2e and 2f , the equation can be simplified as follows:
Applications
In the weighted bipartite network one student may borrow a book several times. We consider borrowing times as edge weight. Then the algorithm description is shown as follows:
Algorithm description
Input: existing propagation matrix w , new data set T α .
Output: related value in the update propagation matrix w .
1) For each t iα in T
2) Check out whether i existed in the previous data or not, and obtain the incremental weight s. If it existed, then carry out the next circulation. 
9) Otherwise
15) Use δ βα , δ αβ to update the corresponding records in database w .
Experiment and results
In this section, several experiments are conducted in order to compare the performance of the 2 incremental algorithms to the original algorithm, which requires global computation of the propagation matrix.
Dataset description
According to the analysis of the algorithm application, the dataset in this paper is the collection of borrowing records from the platform of the autonomic learning for college and university students. When a student borrows books, the records will be saved in the platform. Borrowing records reflect student interests directly. A total of 8000 books were chosen randomly at the stage of testing the algorithm's validity. Each borrowing record can be considered as an edge in the bipartite network. The duplicated borrowing records can illustrate student preference for a specific book. The dataset contains 15,757 users and 399,899 borrowing records. In order to simulate the incremental process, another 100 borrowing records were chosen as incremental data. A total of 70% of the data were randomly selected as the training set in order to train the bipartite network model. The rest were selected as a testing set to test the performance of the algorithm.
Metrics
In order to better evaluate the incremental algorithm of the weighted and unweighted bipartite network recommendations, we need to consider 2 aspects of its performance. Time consumption must be considered, since the incremental algorithm only calculates a small part of the whole data. This method could relieve the computational burden significantly and save a lot of time. Therefore, it can be widely utilized for dynamic data. However, the incremental algorithm may produce errors. The algorithm should guarantee the performance of the recommendation when saving computation time. Thus, precision, recall, and F1 measure are considered for the recommendation results evaluation. Assume: The number of book is n b . The number of students who have borrowed the book is n i . The book that has been recommended to a student is k and the rank that has been recommended to the student is top-N. The actual number of books that i has borrowed is n ik , n ik ≤ k .
Precision:
The ratio of the books on the recommendation list that were borrowed by students to all the books that were recommended is P = n ik K Recall: The ratio of the books on the recommendation list that were borrowed by students to all the borrowed books in the system is R = n ik ni .
F1 measure: There is a contradiction between the precision and recall rates. When K increases, the recall rate increases, whereas the precision decreases. F measure uses the same weight to combine the precision and recall; that is, F = 2P R P +R
Results and analysis
The experiments compared the performance of the weighted bipartite network recommendation to the unweighted bipartite network recommendation. In addition, the experiments showed the efficiency and performance of their incremental algorithm. All the experiments were conducted on a standard personal computer with Inter Core i7-3632 QM and 8 G RAM. Figure 3 shows the recommendation results of the weighted bipartite network recommendation and the unweight network recommendation. The F1 measure curve should be used for evaluation. When K is less than 55, the F1 measure of the weighted bipartite network recommendation is higher than that of the unweighted bipartite network recommendation. This means that the weighted bipartite recommendation has better performance. In real application, users always focus merely on the top of the recommendation list. Therefore, a longer recommendation list is meaningless. From the observation of the recommendation result, we can see that books with higher weight are recommended at the top of the recommendation list. Thus, the weighted bipartite network recommendation algorithm performs better. Figure 4 shows the comparison of the incremental unweighted bipartite recommendation and the unweighted bipartite recommendation. The graphs of the 2 algorithms almost completely overlap. There is a difference between them when K equals 45. This result demonstrates that the incremental algorithm of the unweighted bipartite recommendation only has a slight impact on the recommendation's performance. The incremental equation not only improves computation efficiency, but also provides an error analysis. The value of the type IV equation in unweighted bipartite recommendation is relatively small and will lead to a greater burden in computation. Figure 5 shows the experiment result of the unweighted bipartite recommendation, which ignores type IV. Clearly, the neglect of type IV will cause more errors. When K equals 45 and 95, several differences show up between the 2 algorithms. Although the incremental algorithm causes small errors, it improves the efficiency of computation significantly. Table 1 shows the time consumption of these 3 situations. It demonstrates that the incremental algorithm can save a lot of time. Less computation time could update the data quickly and would be suitable for the recommendation system. The time consumption of these 2 incremental algorithms is only 40.0% and 14.69% of the original global computation's time consumption, respectively. As for the weighted bipartite network recommendation, Figure 6 shows the performance of the incremental algorithm. When K equals 145, there is an error between the incremental algorithm and the original weighted bipartite recommendation. This also shows that the incremental algorithm has some impact on recommendation performance. By analyzing the last type of incremental equation in the weighted bipartite recommendation, we can find that new weight will have some influence on the value of the equation. However, in real application, new weights are not very big in a specific time duration. Type IV also brings a great burden in computation. Figure 7 shows the comparison of weighted bipartite recommendation and incremental weighted bipartite recommendation directly, without type IV. When K equals 85 and 145, the recommendation results of these 2 algorithms show some differences. The incremental algorithm affects the recommendation's performance; however, it reduces time consumption in the weighted bipartite recommendation. Table 2 compares their time consumption. The time consumption of those 2 incremental algorithms is only 10.52% and 4.3% of the original global computation, respectively. In summation, the incremental algorithm can save much time for computation; however, it will affect the recommendation's precision. In order to avoid the accumulation effect of error in incremental computation, especially in neglecting type IV situation, the system should redo a global computation in an appropriate period of time.
Conclusion
This paper proposed a type of personalized recommendation algorithm based on an incremental weighted bipartite algorithm that can allow the difference in ratings or the times of the same choice to effectively affect the rank of the recommendation. This paper also discussed the incremental factor method of the calculated bipartite recommendation mechanism of the network structure. It also gave 4 types of paradigm expression and the incremental factors' detailed reduction. This makes it more convenient for different application systems to model and improve the algorithm in the actual situation.
The paper examined borrowing records from a university library. It used them for a modeling recommendation system and gave algorithm implementation as well as acquiring a personalized recommendation order. Additionally, 8000 books and 15,757 students were selected for a bipartite and weighted bipartite incremental algorithm simulation. This simulation tested the system's efficiency by using precision, recall rate, and F1 measure. Finally, we used several incremental datasets to obtain their response time for testing the algorithm's performance in a real application.
In the future, we will conduct research on the computation complexity of the bipartite recommendation and its incremental algorithm. The user-item matrix will generate an N × M propagation matrix. How to use matrix decomposition for dimension reduction or other techniques to decrease computation complexity remains a challenge.
