I analyze a linear instrumental variables model with a single endogenous regressor in which the number of instruments is large. I construct a new minimum distance objective function that is motivated by an invariance property of the model, and I use it to derive three main results. First, I show that, with respect to a particular weight matrix, the minimum distance estimator is equivalent to the random effects estimator of Chamberlain and Imbens (2004), and that the estimator of the coefficient on the endogenous regressor coincides with the limited information maximum likelihood (liml) estimator. Second, I show that this weight matrix is inefficient unless the errors are Normal, and I construct a new estimator based on the optimal weight matrix that is more efficient than liml under many instrument asymptotics. Finally, I consider minimum distance estimation when the reduced-form coefficients may not satisfy a proportionality restriction. I show that the resulting estimator corresponds to a version of the bias-corrected two-stage least squares estimator. I use the minimum distance objective function to construct confidence intervals that remain valid when the proportionality restriction is violated.
Introduction
This paper provides a principled and unified way of doing inference in a linear instrumental variables model with homoscedastic errors in which the number of instruments, k n , is potentially large. The presence of a large number of instruments creates an incidental parameter problem (Neyman and Scott, 1948) because the number of first stage coefficients corresponds to the number of instruments. To capture this problem in asymptotic approximations, I follow Kunitomo (1980) , Morimune (1983) , and Bekker (1994) and employ many instrument asymptotics that allow k n to increase in proportion with the sample size, n, thus allowing the number of incidental parameters in the model to diverge to infinity. I focus on the case in which collectively the instruments have substantial predictive power, so that the concentration parameter grows at the same rate as the sample size. I make no assumptions about the strength of individual instruments. I allow the rate of growth of k n to be zero, in which case the asymptotics reduce to standard strong instrument asymptotics.
To directly address the incidental parameter problem, I use sufficiency and invariance arguments together with an assumption that the errors are Normal to reduce the data to a pair of two-by-two matrices. The first matrix is given by T = (y, x) ′ P Z (y, x)/n, where P Z is the projection matrix of the instruments, and y and x are are vectors corresponding to the outcome and the endogenous regressor. The second matrix, S, corresponds to an estimator of the reduced-form covariance matrix, and can be in the absence of exogenous regressors written as S = (y, x) ′ (I n − P Z )(y, x)/(n − k n ), where I n is the identity. This solves the incidental parameter problem because the distribution of T and S depends on a fixed number of parameters even as k n → ∞: it depends on the first-stage coefficients only through the parameter λ n , a measure of their collective strength.
Given the statistics T and S, there are two principled ways of proceeding. On the one hand, one can retain the Normality assumption, and use the invariant likelihood-the likelihood based on T and S-for both estimation and inference. Alternatively, one can drop the Normality assumption and only use a restriction on the first moment of T implied by the model to construct a minimum distance objective function. This restriction follows from the property of the instrumental variables model that the coefficients on the instruments in the first-stage regression are proportional to the coefficients in the reduced-form outcome regression. By studying both of these approaches, this paper derives three main results.
First, I show that combining the invariant likelihood with a particular prior on λ n yields the random-effects (re) likelihood of Chamberlain and Imbens (2004) , and that maximizing it yields limited information maximum likelihood estimator (liml) of β, the coefficient on the endogenous regressor. Therefore, the random-effects quasi-maximum likelihood estimator proposed in Chamberlain and Imbens (2004) is in fact equivalent to liml. Because the invariant model is locally asymptotically Normal, and the prior on λ n will be dominated in large samples, estimation and inference based on the re likelihood will be asymptotically optimal among invariant procedures. Therefore, when the errors are Normal, a simple and optimal way of doing inference is to use liml with standard errors based on the inverse Hessian of the re likelihood, which I show has a simple closed form.
Second, I consider estimation based on the minimum distance objective function. I show that the re estimator of the model parameters minimizes the minimum distance objective function with respect to a particular weight matrix. This weight matrix is optimal if the errors in the instrumental variables model are Normally distributed, but not otherwise. I derive a new, more efficient estimator, that minimizes the minimum distance objective function using the optimal weight matrix. The standard errors for this efficient minimum distance estimator can be easily constructed using the conventional gmm/minimum distance formula.
Third, I consider minimum distance estimation that leaves the first moment of T unrestricted. This situation arises, for instance, when the instrumental variables model is used to estimate potentially heterogeneous causal effects, as in Angrist and Imbens (1995) . When the causal effect is heterogeneous, the reduced-form coefficients are no longer proportional, so that the first moment of T is unrestricted. In this case, the instrumental variables estimand β can be interpreted as a weighted average of the marginal effect of the endogenous variable on the outcome (Angrist, Graddy and Imbens, 2000) . I show that the unrestricted minimum distance estimator coincides with a version of the bias-corrected two-stage least squares estimator (Nagar, 1959; Donald and Newey, 2001) , and use the minimum distance objective function to construct confidence intervals that remain valid when the proportionality restriction is violated.
The minimum distance objective function is also helpful in deriving a specification test that is robust to many instruments. By testing the restriction on the first moment of T, I derive a new test that is similar to that of Cragg and Donald (1993) , but with an adjusted critical value. The adjustment ensures that the test is valid under strong as well as many instrument asymptotics that also allow for a large number of regressors. In contrast, when the number of regressors is allowed to increase with the sample size, the size of the standard Sargan (1958) specification test converges to one, as does the size of the test proposed by Anatolyev and Gospodinov (2011) .
The paper draws on two separate strands of literature. First, the literature on many instruments that builds on the on the work by Kunitomo (1980) , Morimune (1983) , Bekker (1994) and Chao and Swanson (2005) . Like Anatolyev (2013) , I relax the assumption that the dimension of regressors is fixed, and I allow them to grow with the sample size. Hahn (2002) , Chamberlain (2007) , Chioda and Jansson (2009) , and Moreira (2009) focus on optimal inference with many instruments when the errors are Normal and homoscedastic, and my optimality results build on theirs. An interesting new development is to employ shrinkage techniques to obtain more efficient estimators (see, for example, Belloni, Chen, Chernozhukov and Hansen, 2012 , Gautier and Tsybakov, 2011 , or Carrasco, 2012 , although these results rely on an additional sparsity assumption on the first-stage coefficients. In contrast, I do not make any assumptions about the first-stage coefficients in this paper apart from assuming that collectively, the instruments are relevant. Papers by Hansen, Hausman and Newey (2008) , Anderson, Kunitomo and Matsushita (2010) and van Hasselt (2010) relax the Normality assumption. Hausman, Newey, Woutersen, Chao and Swanson (2012) , Chao, Swanson, Hausman, Newey and Woutersen (2012) , Chao, Hausman, Newey, Swanson and Woutersen (2014) and Bekker and Crudu (2015) also allow for heteroscedasticity.
Second, the literature on incidental parameters dating back to Neyman and Scott (1948) . Lancaster (2000) and Arellano (2003) discuss the incidental parameter problem in a panel data context. Chamberlain and Moreira (2009) relate invariance and random effects approaches to the incidental parameters problem in a dynamic panel data model. My results on the relationship between these two approaches in an instrumental variables model build on theirs. Sims (2000) proposes a similar random-effects solution in a dynamic panel data model. Moreira (2009) proposes to use the invariance principle. Lancaster (2002) proposes to put a flat prior on the orthogonalized nuisance parameters, rather than the Normal prior with finite unknown variance used here. Cox and Reid (1987) suggest conditioning the likelihood on a maximum likelihood estimate of the orthogonalized incidental parameters. In the instrumental variables model, both proposals yield the concentrated limited information likelihood, and therefore don't deliver valid inference.
The remainder of this paper is organized as follows. Section 2 sets up the instrumental variables model, and reduces the data to the T and S statistics. Section 3 considers likelihoodbased approaches to inference. Section 4 relaxes the Normality assumption and considers a minimum distance approach to inference. Section 5 considers minimum distance estimation without imposing proportionality of the reduced-form coefficients. Section 6 studies tests of overidentifying restrictions. Section 7 concludes. Proofs and derivations are collected in the Appendix. The online Supplementary Appendix contains additional derivations. 1
Setup
In this section, I first introduce the model, notation, and the many instrument asymptotic sequence that allows both the number of instruments and the number of exogenous regressors to increase in proportion with the sample size. I then reduce the data to the low-dimensional statistics T and S, and define the minimum distance objective function.
Model and Assumptions
There is a sample of individuals i = 1, . . . , n. For each individual, we observe a scalar outcome y i , a scalar endogenous regressor x i , ℓ n -dimensional vector of exogenous regressors w i , and k n -dimensional vector of instruments z * i . Throughout the paper, I treat the instruments and exogenous regressors as non-random (alternatively, I could allow them to be random, but condition on them).
It will be convenient to define the model in terms of an orthogonalized version of the original instruments. To describe the orthogonalization, let W denote the n × ℓ n matrix of regressors with ith row equal to w ′ i , and let Z * denote the n × k n matrix of instruments with ith row equal to z * i ′ . LetZ = Z * − W(W ′ W) −1 W ′ Z * denote the residuals from regressing Z * onto W. Then the orthogonalized instruments Z ∈ R n×k n are given by Z =ZR −1 , where the upper-triangular matrix R ∈ R k n ×k n is the Cholesky factor ofZ ′Z . Now, by construction, the columns of Z are orthogonal to each other as well as to the columns of W. 2 Let Y = (y, x) ∈ R n×2 with rows Y ′ i = (y i , x i ) pool all endogenous variables in the model. Then the reduced form regression of Y onto Z and W can be written as
where V ∈ R n×2 with rows v ′ i = (v 1i , v 2i ) pools the reduced-form errors, which are assumed to be homoscedastic
The reduced-form coefficients on the instruments are assumed to satisfy a proportionality restriction, with the parameter of interest, β, being the constant of proportionality:
Assumption PR (Proportionality restriction). π 1,n = π 2,n β.
The proportionality restriction is equivalent to assuming that, with the instruments treated as fixed, E[ǫ S i ] = 0 in the structural equation
which is known as the exclusion restriction. Define
When the proportionality restriction is violated, the structural error ǫ S i and ǫ i are no longer equivalent. In Section 5, I allow for certain violations of the proportionality restriction, such as when the effect of x i on y i is heterogeneous. If k n > 1, then the model is overidentified in the sense that the exclusion restriction is testable; I discuss tests of this assumption in Section 6.
In order to employ sufficiency and invariance arguments, I will assume Normality:
This assumption has no effect on consistency results of estimators considered in this paper, although it does have an effect on asymptotic distributions and asymptotic efficiency properties of the estimators. I drop this assumption in Section 4 when I discuss a minimum-distance approach to inference in this model.
The instruments also have to be relevant in the sense that they have to be correlated with the endogenous variable. To measure the strength of identification, I follow Chamberlain (2007) and Andrews, Moreira and Stock (2008) and I use
This parameter is proportional to the concentration parameter (Rothenberg, 1984) , which is given by π ′ 2,n π 2,n /Ω 22 .
The goal is to construct inference procedures that work well even if the number of instruments k n and the number of exogenous regressors ℓ n is large relative to sample size. To capture the finite-sample behavior in these settings in asymptotic approximations, I follow Anatolyev (2013) and Kolesár, Chetty, Friedman, Glaeser and Imbens (2014) and allow for many-instrument asymptotics with both k n and ℓ n potentially growing in proportion to the sample size:
is non-random and full column rank k n + ℓ n ; and (iii) λ n → λ for some λ > 0.
Assumption MI (i) weakens the many instrument sequence of Bekker (1994) by allowing ℓ n to grow with the sample size. The motivation for this is twofold. First, often the presence of a large number of instruments is the result of interacting a few basic instruments with many regressors (as in, for example Angrist and Krueger, 1991) , in which case both ℓ n and k n are large. Second, oftentimes the instruments are valid only conditional on a large set of regressors w i , such as higher-level fixed effects in multilevel sampling; for example, if the set of instruments randomly assigned within a school, we need to condition on school fixed effects.
By allowing α k = α ℓ = 0, the assumption nests the standard strong instrument asymptotic sequence in which the number of instruments and regressors is fixed.
Parts ( Part (iii) is the many-instruments equivalent of the relevance assumption. It is equivalent to assuming that the concentration parameter π ′ 2,n π 2,n /Ω 22 grows at the same rate as the sample size.
Sufficient statistics and limited information likelihood
Under Normality, the set of sufficient statistics is given by the least-squares estimators of the reduced-form coefficients Π n = (π 1,n , π 1,n ) and Ψ n = (ψ 1,n , ψ 2,n ),
and an unbiased estimator of the reduced-form covariance matrix Ω based on the residual sum of squares,
The advantage of working with the orthogonalized instruments is that now the rows ofΠ are mutually independent. Since the distribution ofΨ is unrestricted, we can drop it from the model and base inference onΠ and S only 3 as in Moreira (2003) and Chamberlain and Imbens (2004) . This step eliminates the potentially high-dimensional nuisance parameters ψ 1,n and ψ 2,n , so that the model parameters are now given by the triplet (β, π 2,n , Ω).
Estimators considered in this paper will only depend onΠ through the statistic
Define the following functions of the statistics T and S:
The likelihood of the model (1)-(2) under Assumptions PR and N is known as the limited information (li) likelihood after a seminal paper by Anderson and Rubin (1949) . The limited information maximum likelihood (liml) estimator of β solveŝ
It turns out thatβ liml is actually consistent under Assumption MI despite the incidental parameter problem (Bekker, 1994) . I will give some insight into this result in Section 3. Unfortunately, inference about β based on li likelihood fails because its curvature is too big. In particular, the asymptotic distribution of β under Assumptions PR, N and MI is given by (see Bekker, 1994 and Kolesár et al., 2014 for derivation)
where
The block of the inverse information matrix corresponding to β is given by n −1 b ′ Ωb · a ′ Ω −1 a/λ n , so unless α k = α ℓ = 0 as the standard asymptotic sequence assumes, it will miss the correction factor in the parentheses. 4 This correction factor can be substantial even when the ratio of instruments to sample size, α k , is small if the normalized concentration parameter λ is small.
Using invariance to reduce the dimension of the parameter space
The invariance principle states that if the structure of the decision problem is unaffected by certain transformations of the data, then the decision rule (the rule used for constructing the point estimates and confidence intervals from the data) should also be unaffected. Such decision rule must depend on the data only through the maximal invariant statistic. If the transformation is suitably chosen, the distribution of the maximal invariant will only depend on a fixed number of parameters even as the number of instruments grows, thus solving the incidental parameter problem. 5
Here I follow Andrews, Moreira and Stock (2006) , Chamberlain (2007) , Chioda and Jansson (2009), and Moreira (2009) , and require invariance with respect to rotations of the instruments.
In other words, the choice of co-ordinate system for the instruments should not affect inference about β-if we re-order the instruments, or use a different orthogonalization procedure to construct Z, we should get the same point estimate and confidence intervals for β. The corresponding groups of transformations on the sample and parameter spaces are given by
where O(k n ) is the group of k n × k n orthogonal matrices. The transformation m 1 rotates the direction of the instruments, and m 2 is the corresponding rotation of the first-stage coefficients π 2,n , preserving the collective strength of the instruments as measured by π ′ 2,n π 2,n , or, equiva-
It is straightforward to show that the maximal invariants are given by the pair of matrices (S, T) on the sample space, and (β, λ n , Ω) on the parameter space. The potentially high-dimensional vector of first-stage coefficients π 2,n has been reduced to a scalar.
There are two general approaches to constructing invariant decision rules based on the maximal invariants S and T. First is to use the likelihood based on S and T, called the invariant likelihood, L inv,n (β, λ n , Ω; S, T). It depends on the parameters (β, λ n , Ω), the maximal invariant on the parameter space, which have a fixed dimension. Moreover, since this likelihood is sufficiently smooth, so that the invariant model is locally asymptotically Normal under many-instrument asymptotics (Chioda and Jansson, 2009) , the maximum invariant likelihood estimators will be asymptotically efficient among invariant procedures by standard arguments (see, for example, van der Vaart, 1998, Chapter 8), and inference based on it will be asymptotically valid. The disadvantage of this approach is that the validity of the inference is sensitive to Assumption N. I consider this approach in detail in Section 3.
The second approach is to base inference on moment restrictions on S and T implied by the model. In particular, the reduced form (1)- (2) without any further assumptions implies
Under Assumption PR, the matrix of second moments of the reduced-form coefficients, Ξ n , has reduced rank,
This rank restriction can be used to build a minimum distance objective function 6 (11) whereŴ n ∈ R 3×3 is some weight matrix. Since the nuisance parameter Ω only appears in the condition (9a), which is unrestricted, we can drop it from the objective function (11) without any loss of information (Chamberlain, 1982, Section 3.2) . I consider this approach in detail in Sections 4 to 6, where I show that this approach is more attractive once Assumption N is relaxed.
Likelihood-based estimation and inference
This section shows that by combining the invariant likelihood with a particular prior on λ n , we can construct a likelihood with a simple closed form that addresses the incidental parameter problem. I show that this likelihood is equivalent to the random effects likelihood of Chamberlain and Imbens (2004) , and that maximizing it yields the liml estimator of β.
Invariant likelihood
First consider maximizing the invariant likelihood.
Lemma 1. The mle of β based on the invariant likelihood L inv,n (β, λ n , Ω; S, T) is given byβ liml . This result also holds if λ n is fixed at an arbitrary value.
The Lemma generalizes the result in Moreira (2009) that the maximum invariant likelihood estimator for β coincides with limlk when Ω is known. It also explains why the limited information likelihood produces an estimator that is robust to many instruments, even though the number of parameters in the likelihood increases with sample size, which in general means that mle is inconsistent: it is because liml happens to coincide with the maximum invariant likelihood estimator.
Moreover, the Lemma shows that constraining λ n to equal to a particular value does not affect the maximum invariant likelihood estimate. Since the information matrix of the invariant likelihood is block-diagonal between λ n and β, the maximum likelihood estimate of β when λ n is given should vary only slowly with λ n (see Cox and Reid, 1987 , Section 2.2). The proposition shows that the dependence is even more limited: the estimate does not vary with λ n at all.
There is an alternative way of building the invariant likelihood that will allow me to use this result to build a connection between it and the random-effects likelihood of Chamberlain and Imbens (2004) . The argument is similar to that in Chamberlain and Moreira (2009) , who relate invariant likelihood to a correlated random effects likelihood in a dynamic panel data model. In particular, imposing invariance is equivalent to assuming a particular prior distri-bution for the model parameters, induced by the Haar measure on O(k n ), called the invariant prior distribution (Eaton, 1989) . Since the group O(k n ) is compact, this prior is unique.
Consider a polar decomposition of the first stage coefficients π 2,n , into their magnitude, π 2,n , and their direction, ω n = π 2,n / π 2,n , which is a point on the unit sphere S k n −1 that can be thought of as measuring the relative strength of the individual instruments. Under this decomposition, the invariant prior is given by the uniform distribution over the unit sphere
Furthermore, the invariant likelihood is equivalent to the integrated (marginal) likelihood that uses this invariant prior as a prior distribution. Denoting the invariant prior by F ω n (·), this relationship can be written as
where L li,n is the limited information likelihood, and the model is parametrized using a scaled version of the first-stage coefficients,
Integrated likelihood and random effects likelihood
One disadvantage of the invariant likelihood is that due to the presence of Bessel functions in the likelihood expression (see proof of Lemma 1 for the full expression), estimates of λ n
and Ω are not available in closed form and have to be computed by maximizing the invariant likelihood numerically. Since these estimates are needed for evaluating the Hessian, this makes construction of likelihood-based confidence intervals for β difficult.
This motivates introducing a prior over λ n , in addition to the uniform prior over ω n . If this additional prior is appropriately chosen, integrating the limited information likelihood over both priors will yield an integrated likelihood that is more convenient to work with than the invariant likelihood. Since by Lemma 1, constraining λ n does not affect the maximum invariant likelihood estimator for β, introducing a prior for λ n will not affect it either: it will still be given byβ liml . Moreover, so long as this one-dimensional prior is not dogmatic, the prior will get dominated in large samples. Therefore inference based on the integrated likelihood will agree with inference based on the invariant likelihood in large samples.
The prior I consider is given by
The hyperparameter λ corresponds to the limit of λ n under Assumption MI. I allow it to be determined by the data, so that the prior will be dominated in large samples. Combined with the uniform prior over ω n , these two priors are equivalent to a single Normal prior over the scaled first-stage coefficients η n ,
This Normal prior is the random-effects prior proposed in Chamberlain and Imbens (2004) .
Therefore, the integrated likelihood obtained after integrating the limited information likelihood over the invariant prior on ω n and the chi-square prior on λ n coincides with the re likelihood that integrates the limited information likelihood over the Normal prior (14). The re likelihood, unlike the invariant likelihood, has a simple closed form: 7
(15) Chamberlain and Imbens (2004) motivate the re prior as a modeling tool: since the prior has zero mean, it intuitively captures the idea that the individual instruments may not be very relevant. This motivation leaves it unclear however, whether inference based on the re is asymptotically valid when the first-stage parameters are viewed as fixed. The equivalence (15) shows that alternatively, one can view the re likelihood as arising from two priors. The uniform prior over ω n can be motivated by invariance arguments. The prior on λ n is used to make inference more convenient and will not matter asymptotically. This makes it clear that because inference based on the invariant likelihood is asymptotically valid, inference based on the re likelihood will also be asymptotically valid.
The next proposition summarizes and formalizes the these results. 
,b re = (1, −β re ) ′ ,â re = (β re , 1), and
Part (i) of Proposition 1 formalizes the claim that the estimator of β remains unchanged under the additional chi-square prior for λ n . The assumption that m max ≥ k n /n makes sure that the constraint λ ≥ 0 does not bind when maximizing the likelihood. It will hold with probability approaching one if Assumption MI (iii) holds since m max − k n /n p → λ > 0. Part (ii) derives the expression for the Hessian, evaluated at maximum re likelihood estimates. Part (iii) proves that the extra prior on λ n gets dominated in large samples so that the inverse Hessian can be used to estimate the asymptotic variance ofβ re .
The key condition underlying Proposition 1 is that the prior on λ n is not dogmatic. For example, Lancaster (2002) suggests integrating the orthogonalized incidental parameters out with respect to a uniform prior. Here this amounts to a flat prior on η n , which yields the limited information likelihood with η n concentrated out. As discussed in Section 2.2, this likelihood does not produce valid confidence intervals. Decomposing the flat prior on η n into a uniform prior on ω n , and an improper prior on λ n , obtained by taking the limit of (13) as λ → ∞ reveals why: the prior on λ n is dogmatic, putting all its mass far away from regions near zero.
Minimum distance estimation and inference
In this section, I first show that the random effects estimator is in fact equivalent to a minimum distance estimator that uses a particular weight matrix. This weight matrix weights the restrictions efficiently under Normality, but not otherwise. I derive a new estimator of β based on the efficient weight matrix that is more efficient than liml when the the Normality assumption is dropped. Moreover, unlike inference based on the random effects likelihood, minimum-distance-based inference will be asymptotically valid even if the reduced-form errors are not Normally distributed.
To 
Random effects and minimum distance
The random effects likelihood (15) and the minimum distance objective function (11) both leverage the rank restriction (10) to construct an estimator of β. There should therefore exist a weight matrix such that the random effects estimator of (β, Ξ 22 ) is asymptotically equivalent to a minimum distance estimator with respect to this weight matrix. The next proposition shows that if the weight matrix is chosen carefully, the minimum distance and random effects estimators are in fact identical.
Proposition 2. Suppose that tr(S −1 T) ≥ 2k n /n, and consider the minimum distance objective function (11) with respect to the weight matrixŴ The condition that tr(S −1 T) > 2k n /n makes sure that the objective function is not minimized at a boundary. It will with probability approaching one if λ > 0 since tr(
The second part of Proposition 2 shows that if the errors are Normally distributed, then the random effects weight matrixŴ re weights the moment condition (9b) efficiently under manyinstrument asymptotics, even thoughŴ re doesn't converge to the inverse of the asymptotic variance of the moment condition. The proof shows that the inverse of the asymptotic variance is not the unique optimal weight matrix, but that there exists a whole class of optimal weight matrices, and that this class includesŴ re . 8 As I show in the next subsection, this optimality result is sensitive to Assumption N.
The equivalence between minimum distance and re estimators is related to Bekker (1994) , who shows that liml can be thought of as minimizing a weighted average of the moment conditions (9), (T − m min S)b = 0, which is similar to a first-order condition of the objective function (11) when weightŴ re is used. It is also related to Goldberger and Olkin (1971) , who consider a minimum distance objective function based on the proportionality restriction PR, Goldberger and Olkin (1971) show that this objective function is minimized atβ liml . Unfortunately, the number of parameters in this objective function diverges to infinity under Assumption MI, and it cannot be used for inference.
Minimum distance estimation under non-Normal errors
The efficiency ofβ liml as well expression for asymptotic distribution ofβ liml given in (8) depend on Assumption N. This sensitivity to the Normality assumption is similar to the result in panel-data models in which identification is based on covariance restrictions; there the weight matrix used by the maximum likelihood estimator is also only optimal under Normality (Arellano, 2003, Chapter 5.4) .
In order to derive the optimal weight matrix as well as the correct asymptotic variance formulae under non-Normality, we first need the limiting distribution of the moment condition (9b). The moment condition depends on the data through the three-dimensional statistic vech(T − (k n /n)S), which can be written as a quadratic form
We need to impose some regularity conditions on the components of the quadratic form: 
Part (i) relaxes the Normality assumption on the errors. Part (ii) ensures that all terms in the asymptotic covariance matrix are well-defined. Part (iii) implies that the Lindeberg condition holds.
Lemma 2. Under Assumptions PR, MI and RC:
where 
Part (i) shows that the asymptotic variance consists of three distinct terms. If the errors are Normally distributed, then ∆ 2 = ∆ 3 = 0. The term ∆ 2 accounts for excess kurtosis of the errors, and the term ∆ 3 accounts for skewness. Part (ii) provides consistent estimators for the third and fourth moments of the errors. Since the probability limits of S and T do not depend on Assumption N, the other components of ∆ 1 , ∆ 2 and ∆ 3 can be consistently estimated bŷ β re ,Ω re , andΞ 22,re =λ re /(â ′ reΩ −1 reâre ). Therefore, a consistent estimator of the asymptotic covariance matrix ∆ is given by∆
where the terms∆ j are given by replacing β, Ξ 22 , and Ω in the definitions of ∆ 1 , ∆ 2 and ∆ 3 by their random-effects estimators, and replacing Ψ 3 and Ψ 4 byΨ 3 andΨ 4 .
Inference based on LIML Sinceβ liml is a minimum distance estimator, its asymptotic variance is given by the (1,1) element of the matrix
and G is the derivative of the moment condition (9b),
This element evaluates as
ǫ is the part of the first-stage error that is uncorrelated
The term V liml,N (given in Equation (8) Q n (β, Ξ 22,n ;∆ −1 ).
Since the objective function is a fourth-order polynomial in two arguments, the solution can be easily found numerically. It then follows by standard arguments (see, for example, Newey and McFadden (1994) ), that when α k > 0,
where V emd corresponds to (1,1) element of the matrix (G ′ ∆ −1 G) −1 , which evaluates as
measures excess kurtosis of ǫ. A consistent plug-in estimator of V emd can be easily constructed by replacing ∆ by∆, and replacing Ξ 22 and β in the expression for G by their random-effects, or emd estimators.
There is a slightly stronger sense efficiency ofβ emd than just being efficient in the class of minimum distance estimators, namely that it exhausts the information available in (S, T). In particular, as argued in van der Ploeg and Bekker (1995) , the efficiency bound for estimators that are smooth functions of (S, T) is given by the efficient minimum distance estimator based on the moment conditions (9). However, since the nuisance parameter Ω only appears in the first moment condition (9a), which is unrestricted, we can drop it from the objective function, and the minimum distance estimator of β with respect to an efficient weight matrix will achieve the same asymptotic variance (Chamberlain, 1982, Section 3.2) .
Hahn (2002) shows that when the errors are restricted to be Normal, an estimator that exhausts the information in (S, T) will have variance given by V liml . Anderson et al. (2010) generalize this result by allowing the errors to belong to the family of elliptically contoured distributions. 9 Equation (19) Under Assumption MI, when the number of regressors in the reduced-form regression increases with sample size however, this kernel estimator will not be consistent, and so this estimator is unlikely to perform well in settings with many instruments. In contrast,β emd uses the same estimatorΠ of Π n as liml, but combines the information about β inΠ in a more efficient way. On the other hand,β emd requires α k > 0 for the efficiency gain to be non-zero.
Minimum distance estimation without rank restriction
The proportionality restriction PR implies that the matrix Ξ n is reduced rank. In particular, it implies that there are two sources of information for estimating β, Ξ 11,n = Ξ 12,n β, and (21a)
The minimum distance objective function (11) weights both sources of identification. In this section, I consider estimation without imposing the rank restriction that Ξ 11,n /Ξ 12,n = Ξ 12,n /Ξ 22,n . I show that a version of the bias-corrected two-stage least squares estimator ( Nagar, 1959; Donald and Newey, 2001 ) is equivalent to a minimum distance estimator that only uses Equation (21b) to estimate β, and derive confidence intervals that remain valid when the Equation (21a) does not hold.
Motivation for relaxing the rank restriction
There are two important cases in which the ratios Ξ 12,n /Ξ 22,n and Ξ 11,n /Ξ 12,n , which correspond to estimands of the reverse two-stage least squares and two-stage least squares estimators under standard asymptotics (Kolesár, 2013) , are not necessarily equal to each other, but Ξ 12,n /Ξ 22,n , is still of interest.
The first case arises when the effect of x i on y i is heterogeneous, as in Imbens and Angrist (1994) . In this case, Equation (3) is misspecified, and the true structural model
where ǫ H i is a vector of individual unobserved heterogeneity, and h 1 is some unknown function. For simplicity, suppose there are no regressors w i beyond a constant. Suppose that (i) z i is excluded from the structural equation h 1 , so that the instrument only affects the outcome through its effect on x i ; and (ii) Monotonicity holds:
, and for any pair (z 1 , z 0 ), P(h 2 (z 1 , u i ) ≥ h 2 (z 0 , u i )) equals either zero or one.
Then Ξ 12,n /Ξ 22,n can be written as a particular weighted average of average partial derivatives Angrist and Imbens (1995) and Angrist et al. (2000) for details). On the other hand, the ratio Ξ 11,n /Ξ 12,n may be outside of the convex hull of the average partial derivatives (Kolesár, 2013) , and is therefore hard to interpret.
The second case arises when instrument has a direct effect on the outcome. In this case, the error in the structural equation (3) has the form ǫ S i = z ′ i β z n + ǫ i , where β z n measures the strength of the direct effect. Consequently, the coefficient π 1,n in the reduced-form regression of the outcome on instruments is given by π 1,n = π 2,n β + β z n . Without any restrictions on β z n , the parameter β is no longer identified. However, Kolesár et al. (2014) show that if the direct effects are orthogonal to the effects of the instruments on the endogenous variable in the sense that π ′ 2,n β z n /n → 0, then β can still be consistently estimated. In particular, under this condition Ξ 12,n /Ξ 22,n = β + γ ′ n π 2,n /π ′ 2,n π 2,n → β. In contrast, Ξ 11,n /Ξ 12,n → β only if direct effects disappear asymptotically so that β z n ′ β z n /n → 0.
Unrestricted minimum distance estimation
To relax rank restriction on Ξ n , the matrix of second moments of the reduced-form vectors π 2,n and π 1,n , parametrize it as
so that now β n is defined simply as the ratio Ξ 12,n /Ξ 22,n . This parametrization leads to the objective function (22) whereŴ n ∈ R 3×3 is some weight matrix. If we restrict Ξ 11,n to equal to Ξ 22,n β 2 , then minimizing this objective function is equivalent to minimizing the original objective function (11).
If Ξ 11,n is unrestricted, the weight matrix does not matter since then the model is exactly identified. The unrestricted minimum distance estimators will be given by their sample coun-
The unrestricted minimum distance estimator for β n coincides with the modified bias-corrected two-stage least squares estimator (Kolesár et al., 2014) , a version of the bias-corrected two-stage least squares estimator. The version proposed by Donald and Newey (2001) multiplies S 12 and S 22 by k n −2 n n−k n −ℓ n n−k n +2 instead of k n /n. The motivation for introducing the mbtsls estimator in Kolesár et al. (2014) was to modify the Donald and Newey btsls estimator to make it consistent when α ℓ > 0. However, it can also be viewed as a minimum distance estimator that puts no restrictions on the reduced form. The next proposition derives its large sample properties.
Proposition 3. Consider the reduced form (1). Suppose that, Assumption RC and Assumption MI(i)-
(ii) hold, and that, in addition Ξ n → Ξ where Ξ is some positive semi-definite matrix with Ξ 22 > 0,
where, letting γ = b ′ Ωe 2 /(b ′ Ωb), and v 2\ǫ = v 2 − γǫ
with κ defined in Equation (20),
The asymptotic variance V umd corresponds to the (1,1) element of the matrix
where G umd is the derivative of the moment condition,
and, as shown in the proof,
is the asymptotic variance of the moment condition (9b), with
and ∆ 2 given in Lemma 2. If Ξ = Ξ 22 aa ′ , then the expressions for ∆ 1 and ∆ 3 reduce to those in Lemma 2.
The asymptotic variance consists of three components. The first term coincides with the asymptotic variance of emd given in Equation (19). The second component, V ∆ , represents the asymptotic efficiency loss relative toβ emd when the rank restriction holds; it quantifies the price for not using information contained in (21a) when the rank restriction holds. Unlike the efficiency loss of liml, the term is positive even when the errors are Normal, in which case it simplifies to 2τ(e ′ 2 Ωb) 2 /Ξ 2 22 , which is only zero when there is no endogeneity, since
Finally, the last component represents the increase in asymptotic variance due to the failure of rank restriction; when PR holds, |Ξ| = 0 andμ = 0, and this term drops out.
The asymptotic variance can be easily consistently estimated bŷ
where∆ umd is a plug-in estimator based onΞ umd = T − k n /nS,β umd ,Ω = S, and estimators of Ψ 3 and Ψ 4 given in Lemma 2. Confidence intervals based onβ umd andV umd will then be robust to both many instruments, and failure of the proportionality restriction (1).
It is possible to reduce the asymptotic mean-squared error of the minimum distance estimator by minimizing the minimum distance objective function subject to the constraint that Ξ be positive semi-definite, 10 which is equivalent to the constraint Ξ 11,n ≥ β 2 n Ξ 22,n . If the a weight matrixŴ n is used, then the resulting estimator will be a mixture betweenβ umd , and the restricted minimum distance estimator that minimizes (11) with respect toŴ n : when T − (k n /n)S is positive semi-definite, then the estimator equalsβ umd ; otherwise, the minimum distance objective is minimized at a boundaryΞ 11 =β 2Ξ 22 , and the estimator equals the restricted minimum distance estimator. When Ξ is full rank, then the constrain won't bind in large samples, and the estimator will be asymptotically equivalent toβ umd . However, when Ξ is reduced-rank, the mixing will deliver a smaller asymptotic mean-squared error. The disadvantage is that the estimator will be asymptotically biased, which makes inference about β complicated. I provide additional details on how to do inference using this estimator in the Supplementary Appendix.
Tests of overidentifying restrictions
The proportionality restriction PR is testable. In this section, I discuss a simple test based on the minimum distance objective function, and compare it to some alternatives previously proposed in the literature.
In the invariant model, testing Assumption PR is equivalent to testing whether Ξ n is reduced-rank against the alternative that it is positive definite. A simple way to implement the test is to compare the value of the minimum distance objective function (22) minimized subject to the restriction that |Ξ n | is reduced rank with its value when it is minimized subject to |Ξ n | being positive definite. WhenŴ re is used as a weight matrix, the test statistic is given 10 Since Ξ is a matrix of second moments of π 2,n and π 1,n , it has to be positive semi-definite. by (see Supplementary Appendix for derivation)
The test statistic depends on the data through the minimum eigenvalue of S −1 T. One difficulty with implementing this test is that because the weight matrixŴ re is not optimal, the largesample distribution ofĴ md is not pivotal under the null: if α k > 0, then in large samples, nĴ md will be distributed as a mixture between a χ 2 1 distribution scaled by
+ δκ (using the definition of κ from Equation (20)), and a degenerate distribution with point mass on 0. One solution would be to divide the test statistic by
+ δκ and use a critical value based on the 90% quantile of a χ 2 1 distribution, or, equivalently, reject whenever (
+ δκ is greater than 1.645, the 95% quantile of standard Normal distribution.
There is, however, another issue, which is that the asymptotic distribution changes when k n is fixed. Using arguments similar to Anatolyev and Gospodinov (2011) , the next proposition therefore proposes a test with a critical value that depends on the number of instruments to ensure size control whether k n is fixed or grows with the sample size. 
Proposition 4. Under Assumptions PR, MI and RC, if k n is either fixed, or else k n
quantile of the χ 2 k n −1 distribution has asymptotic size equal to ns, where Φ denotes cdf of a standard Normal distribution.
When k n → ∞, the test is asymptotically equivalent to the test proposed in the previous paragraph. However, unlike that test, it also remains valid under the standard strong instrument asymptotics with k n fixed. In this case, it is asymptotically equivalent to the Cragg and Donald (1993) test, which is based on the minimum distance objective function (16), and rejects whenever nm min is greater than the 1 − ns quantile of χ 2 k n . The test can therefore be interpreted as a Cragg-Donald test with a modified critical value that ensures size control under strong, as well as many-instrument asymptotics.
It is interesting to compare this test to some other tests proposed in the literature. In the context of strong asymptotics with fixed number of instruments, the most popular test is due to Sargan (1958) . The test statistic can be written asĴ s = m min 1−k n /n−ℓ n /n+m min , and the critical value is given by 1 − ns quantile of χ 2 k n . Anatolyev and Gospodinov (2011) show that α k > 0 and α ℓ = 0 and the errors are Normal, the Sargan test is mildly conservative. With α k = 0.1 for example, the asymptotic size of the test with nominal size 0.05 is given by 0.04. Anatolyev and Gospodinov (2011) therefore propose an adjustment to the critical value similar to the one proposed here to match the asymptotic size with the nominal size. Unfortunately, with α k > 0 this solution is that it breaks down, since instead of being conservative, the asymptotic size of the Sargan test converges to one (see Supplementary Appendix for details). Lee and Okui (2012) propose a different modification of the Sargan test that controls size under conditions similar to Proposition 4, provided that, in addition, if α ℓ = 0 and k n → ∞. In contrast, the test proposed here will work irrespective of the number of regressors or instruments, and that the researcher doesn't have to determine what type of asymptotics are appropriate.
Another alternative to the test in Proposition 4 would be to use the efficient weight matrix instead ofŴ re in the minimum distance objective function. Such test would in general direct local asymptotic power to different alternatives, and, without specifying which local violations of the proportionality restriction are of interest, it is unclear which test should be preferred.
However, an attractive feature of the the test in Proposition 4 is its easy implementation, which only requires modifying the critical value of the Cragg-Donald test.
Conclusion
In this paper, I outlined a minimum distance approach to inference in a linear instrumental variables with a large number of instruments. I showed how estimation and inference based on the minimum distance objective function avoids the incidental parameter problem that the large number of instruments create. When the efficient weight matrix is used, I obtain a new estimator that is in general more efficient than liml. Moreover, depending on the weight matrix used, and whether a proportionality restriction on the reduced-form coefficients is imposed, the bias-corrected two-stage least squares estimator, the liml estimator, and the random-effects estimator, which is shown to coincide with liml, are obtained as particular minimum distance estimators. In this sense, the minimum distance approach is unifying. It is also principled, since the minimum distance objective function is well-behaved by construction, as it explicitly uses an invariance argument to deal with the incidental parameters. Standard errors can therefore be easily constructed using the usual minimum distance formulae.
The invariance argument underlying the construction of the minimum distance objective function relied on the assumption of homoscedasticity. It would be interesting to explore in future work how this approach can be adapted to deal with heteroscedasticity, and whether similar minimum distance construction can be used in other models with an incidental parameter problem.
Appendix A Definitions and identities
First I state a couple of simple identifies that are used throughout the appendix. Then, in Appendix B I state and prove some auxiliary Lemmata that are helpful for proving the main results. Proofs of propositions and theorems stated in the text are given in Appendix C.
Let e 1 = (1, 0) ′ , and e 2 = (0, 1) ′ . For any symmetric matrix Ω ∈ R 2×2 , and vectors a = (β, 1) ′ and b = (1, −β) ′ , β ∈ R:
|Ω| aΩ
|nT
All equalities follow from simple algebra. Secondly, I use the following properties of the Kronecker product:
for some vectors a, b ∈ R d , and conformable matrices A, B, C.
Denote the duplication, elimination, and commutation matrices by D d , L d and K d (see Magnus and Neudecker (1980) for definitions of these matrices). Let
be the symmetrizer matrix. Then for arbitrary matrices A ∈ R m×n , B ∈ R p×q (Magnus and Neudecker, 1979, 1980) ,
Appendix B Auxiliary Lemmata
(ii) For an invertible matrix V ∈ R d×d , a vector m ∈ R d and a constant c, (i) (Magnus and Neudecker, 1979, Theorem 4.4) The mean and variance of P are given by:
(ii) Suppose M n /n → M, and
Proof. To prove part (ii), decompose
Then it follows by the Central Limit Theorem that:
which implies the result. If α = 0, then
. Therefore, we have:
where the last line uses the identity ab (25) and (26a). Hence
which, combined with (27), yields the result.
Corollary B.1. Consider the model (1)- (2), and suppose Assumptions PR, N and MI hold. Then:
, and p ij = (P n ) ij . Then (i) The variance of Q n is given by 
Then:
Proof. Proof of Part (i) follows from a tedious, but straightforward calculation. Proof of Part (ii) is a generalization of the central limit theorems in Chao et al. (2012) and Hansen et al. (2008) , and is proved using arguments similar to those in the two papers. Full proof is given in the Supplementary Appendix.
Lemma B.4. Let P n be a sequence of symmetric non-random matrices such that for some sequence G n ,
Proof. The proof is similar to the proof of Lemma B.2 in Chao et al. (2012) . Let D = diag(P n ) and S n = 
where the last line follows because all terms in (28) are bounded by O(G n ). For example,
Since the first four terms are bounded by
Then by Cauchy-Schwarz, 
Proof. Apply Lemma B.3 with P n = H/ √ n, M n = ZΠ n , and U n = V n . In the notation of that lemma, we have 
, and application of Lemma B.4 to the matrix H with
by assumption of the Lemma. whereS = (n − k n − ℓ n )S + nT. Dropping the k n index from the G function to avoid clutter, the derivative with respect to Ω is given by:
where the derivative ∂Q T (β, Ω)/∂Ω, given by the expression in parentheses, is computed using the identity (24a).
Fix λ n . Denote the ml estimates of β and Ω given λ n by (β λ n ,Ω λ n ). Since G(·) is a monotone increasing function, it follows from the expression for the invariant likelihood that:
Secondly, the derivative (32) evaluated at (β λ n ,Ω λ n ) has to be equal to zero. Pre-multiplying and post-multiplying Equation (32) byb ′ λ nΩ λ n andΩ λ nb λ n therefore yields:
Since Q S (β,S) = (n − k n − ℓ n )Q S (β, S) + n, this implies:
as required. By similar arguments, Equations (33) and (34) must also hold when the likelihood is maximized over λ n as well, so thatβ inv =β liml .
Proof of Proposition 1. Let ψ = Ω −1 a. To avoid clutter, I write (β,λ,Ω) andQ S in place of (β re ,λ re ,Ω re ), Q S (β re ,Ω re ), and similarly forâ,b, andψ.
First I derive the maximum re likelihood estimators. It follows from Equation (15) that the log-likelihood, parametrized in terms of (ψ, λ, Ω), can be written as:
Then the ml estimator of λ with ψ and Ω given is given by:
Therefore, the likelihood with λ concentrated out is given by:
The derivative with respect to Ω is given by:
Setting the derivative to zero, and pre-multiplying it byΩ ψ and ψ ′Ω ψ , and post-multiplying it byΩ ψ ψ yields:
where Q S (ψ, S) = Q S (ψ,Ω ψ ). Plugging these expressions back into (36) yields:
Hence:
Therefore, the likelihood with both λ and Ω concentrated out is given by:
This expression is increasing in Q S if Q S > k n /n. The maximum is obtained at Q S (ψ, S) = m max , Equation (35) holds, andλ = m max − k n /n.
The estimatorψ is given by the eigenvector that corresponds to the m max , the larger eigenvalue of S −1 T. There-
Plugging these result into Equations (37) and (38) yields:
Next I derive the inverse Hessian. The score equations based on the random-effects likelihood (15) are given by:
S
whereS = (n − k n − ℓ n )S + nT. The Hessian, evaluated at ml estimates, is given by:
which completes the proof.
Proof of Proposition 2. The objective function evaluates as:
Setting derivative wrt Ξ 22 to zero yieldsΞ
Therefore, the objective function with Ξ 22 concentrated out is given by Q n (β,Ξ 22 (β)) = tr((
which is maximized at max β Q T (β, S), since by the identity (24a), tr(S −1 T) > 2k n /n implies Q T (β, S) − k n /n > k n /nQ S (β, S), and min β Q S (β, S) = min β Q T (β, S) = m min . Hence,β md =β liml . Using the notationS = (n − k n − ℓ n )S + nT, we havê 
where first line follows from the definition ofΩ re andλ re given in Proposition 1, the second line follows by the Woodbury identity, the third line follows from Equation (24b), and the fourth line follows from Equation (24c). 
which, by Equation (42) equalsΞ 22,md , as asserted.
To prove the second part, I show that whenever the weight matrix satisfieŝ
for some constants c > 0, c ≥ 0, the minimum distance estimator is optimal. Let W c,t , t = c/Ξ 22 , denote the probability limit of such a weight matrix. By Corollary B.1, the asymptotic variance of the moment condition vech(T − (k n /n)S − Ξ 22,n aa ′ )
is given by
If α k > 0, then ∆ is invertible, and a necessary and sufficient condition for optimality is that for some matrix C t (Newey and McFadden, 1994, Section 5 .2)
where G is the derivative of the moment condition (45), given by: To prove the assertion for the case α k > 0, we therefore need to find C t such that (47) holds. We have: W c,t G = −cD 1/τ D 2 by Lemma B.1. After some algebra, it therefore follows that the equality (47) holds with
If τ = 0, then the asymptotic variance ∆ given in Equation (46) is degenerate, since one of the three moment conditions given in Equation (45) is asymptotically redundant: the first moment condition equals 2β times the second minus β 2 times the third. In this case, any weight matrix that puts positive weight on at least two of the moment conditions will be optimal, and in particular W t is optimal.
Proof of Lemma 2. Part (i) of the Lemma follows from Corollary B.2. Part (ii) follows from Lemma A.5 in Anatolyev (2013) .
Proof of Proposition 3. Sinceβ umd = g(vec(T − (k n /n)S)), where g(U) = (U 2 + U 3 )/2U 4 , it follows by Corol- Proof of Proposition 4. We have:
where the first line follows from the identity m min = Q S (β liml , S), the second line follows by algebra, the third line follows from Equation (25), the last two lines follow from √ n-rate of convergence of T − (k n /n)S. Expanding the numerator then yields
If k n → ∞, we can apply Lemma B.3 to the numerator with P = H/ √ k n , M n = 0, and U n = ǫ. The conditions of that Lemma hold by arguments similar to the proof of Corollary B.2, so that
If k n = K is fixed, thenΠ ⇒ N (Π n , Ω ⊗ I K ), and it follows by standard arguments that nm min ⇒ χ 2 K−1 , which proves the first part.
To prove the second part, I use the approximation from Peiser (1943) (see also Anatolyev and Gospodinov, 2011 ) that as k → ∞, 
If k n is fixed, then c = ns + o(1), and so P nm min ≥ q 
