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 The size and shape of a limb bone relative to another bone holds a great amount of 
information needed to individualize a commingled assemblage. This study maximizes 
discriminating information found in long bone measurements with multivariate analyses of 
allometry and asymmetry. Previous research on osteometric sorting are univariate in nature and 
often make fallacious assumptions of perfect symmetry in long bones. These methods have led to 
issues of specious statistical assumptions and high error rates in application. This study examines 
measures and applications of human limb bone asymmetry and allometry in order to improve 
current methods for individuating commingled human remains. Patterns of asymmetry and 
allometry are characterized using large data sets (n > 2,000 people) of bone measurements from 
diverse populations. Based on this information, these patterns are used to develop novel methods 
in R for the sorting of mixed skeletal elements using multivariate metrics. There are three sets of 
results. First, the distributional assumptions of previous sorting algorithms are questioned and re-
assessed. Through statistical analysis, the true distributional form of human limb asymmetry is 
described. These findings represent the first characterization of asymmetry distributions. Second, 
an automated method for osteometric pair-matching using bilateral limb asymmetry is produced 
and evaluated. Multiple trials are conducted comparing the diagnostic abilities of this method 
against previous pair-matching algorithms. The results from the new method show an 
improvement in performance over the other current tests for the humerus and radius, a match in 
performance for the femur, and underperformance for the tibia. Third, an automated method for 
osteometric sorting that can match several different bones at once is created and tested. Since 
there are currently no automated techniques for the matching of more than two bones at a time, 
this new method is not compared to any other algorithm and the statistics for diagnostic accuracy 
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are presented alone. The results of this study demonstrate that the matching of more than two 
bones at a time reduces the amount of potential bone combinations that need to be assessed by-
hand from hundreds of thousands to more manageable numbers. In total, the results presented 
here suggest that the incorporation of multivariate statistics in osteometric sorting can improve 
the diagnostic ability of automated methods and demonstrate the feasibility of the application of 
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INTRODUCTION AND BACKGROUND 
 
 
 Intermixing, or commingling, of human skeletal remains from multiple individuals 
complicates any site assessment, and is an issue that has been approached by researchers from a 
multitude of angles. The issue of commingling has become increasingly common due to cases 
resulting from events such as mass disasters or human rights investigations (D H Ubelaker, 
2008). Initial techniques for sorting remains were subjective, requiring careful and independent 
analysis by experienced observers (Snow, 1948). However, as the number of individuals present 
in an assemblage increases, the process of sorting these remains becomes untenable for 
expeditious subjective analysis. In light of this challenge, efforts to assess large, commingled 
assemblages from contexts such as mass fatality events and archaeological ossuaries require the 
incorporation of technology and statistical analysis. It is not until relatively recently that methods 
for evaluating commingling have become more objective and standardized. Recent 
improvements in processing power, the development of reference databases, and advancements 
in statistical research form the foundation for statistics-based, or osteometric sorting, methods. 
These types of methods are still relatively new, and as such, are still in the process of 
optimization. In response to these shortcomings, this dissertation introduces novel osteometric 
sorting methods, which address some of the weaknesses of previous methods. By applying 
multivariate statistics and concepts of bone morphology to sorting methodology, this 
dissertation furthers efforts to address the important and complex issue of sorting 
commingled remains. Complete skeletal re-association is an extremely complex task, and 
extends beyond the scope of this dissertation. As such, the methods discussed below apply to the 








Current state of sorting commingled assemblages 
 
“Commingling” denotes the intermixing of skeletal remains of different individuals 
within a solitary osteological context. Commingling is a complicating factor in forensic 
anthropology and bioarchaeology in that it obstructs identification efforts and the collection of 
crucial demographic knowledge, respectively. This is because the applicability of osteological 
assessments requires that the skeletal remains to be analyzed correspond to the same individual. 
While DNA sampling can provide accurate results for sorting commingled remains, the cost and 
time constraints of DNA analysis are often prohibitive (Hines et al., 2014). Particularly in 
bioarchaeological cases, degraded bone samples may not be suitable for DNA analysis. As an 
alternative or complement, the sorting of remains based on morphological and size comparisons 
is more cost-effective and accessible, and is therefore a standard procedure. 
Sorting generally aims at answering either one or both of the following questions: Which 
bones belong to which individuals? And, how many people are part of the assemblage? These are 
separate inquiries, since an accurate estimate of the number of individuals in an assemblage does 
not require all bones to be re-associated. To answer the former, specialists employ a number of 
methods to examine certain relationships between bones, such as size, shape, and taphonomy, to 
assess whether they belong to a single individual. To answer the latter, a number of statistical 
procedures may be used (D H Ubelaker, 2002). Estimates of the number of individuals popularly 
take the form of minimum number of individuals (MNI), which has roots in faunal analysis 
(Lyman, 1987). This led to the development of the most likely number of individuals (MLNI) 
statistic, which reduced the likelihood of underestimations compared with MNI (Bradley J 
Adams & Konigsberg, 2004). While some variants of MNI only require counting of left and right 
long bone antimeres to calculate, the more accurate MLNI estimation requires the identification 
of paired antimeres. The process of pair-matching is the process of identifying pairs, and is 
generally used to answer the question of how many individuals are represented.  
Charles Snow (1948) was the first to document comprehensive methods for individuating 
commingled human remains. This was the earliest formal outline of sorting procedures, and has 
become a seminal work in the field of forensics. His work continues to form the basic framework 
of conventional, modern methods. While Snow’s work produced subjective means of analyses, 
the onset of technological and statistical research has facilitated the recent creation of objective 
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and even automated methods. Below, I break down methods for analyzing commingled remains 
into two categories: subjective and objective. 
 
 
Subjective sorting  
 
Visual pair-matching 
Since Snow’s initial report, a variety of subjective approaches to sorting have become 
popular. As part of a systemic approach to sorting, Snow advocated the visual pair-matching 
method—the current field standard—wherein the evaluator compares right and left homologues 
to visually assess whether they are a pair based on expected morphological relationships. While 
some researchers have offered guidelines for conducting visual pair-matching—such as the use 
of “general morphology and taphonomic indicators” to make a determination (Bradley J Adams 
& Konigsberg, 2004)—there are no standardized methods, which ensure inter- and intra-observer 
consistency.  
Byrd and Adams (2006) proposed visual pair-matching as an “accurate” method for 
sorting commingled human remains. This technique is common practice for forensic 
anthropologists who identify and estimate the number of individuals belonging to commingled 
assemblages such as those at the site of a mass grave or mass disaster. Although there is no 
standardized procedure for visual pair-matching, Adams and Konigsberg (2004) outlined a 
number of osteological characteristics to evaluate for forming pair-matches including robusticity, 
muscle markings, epiphyseal shape, bilateral expression of a periosteal reaction, and general 
symmetry between elements. They also note that biological information can be useful for pair-
matching. However, this would be difficult to obtain if individual bones are disassociated 
considering that a more completely associated individual is necessary for building a 
comprehensive biological profile. The visual pair-matching method involves associating 
homologous (i.e., left-right) elements, usually femora, based on similarities in morphologies 
from a visual analysis. A correctly determined pair indicates that the pair belongs to one 
individual. Adams and Konigsberg (2004) tested the accuracy of visual pair-matching finding 
that nearly all pairs were correctly identified by the observer (Adams), with only a few pairs left 
unidentified. As the sample size increased, the amount of error increased proportionately, with 
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the most likely error being due to overlooking correct pairs. These findings led to the conclusion 
that an experienced osteologist can derive accurate results from visual pair-matching when the 
assemblage size is small. 
 
Re-association 
The re-association of different types of skeletal elements (e.g., the humerus and femur) is 
a separate problem from pair-matching. Again, subjective methods have been proposed to 
address this problem. While matching different types of bones still depends upon morphological 
and size similarity, as with pair-matching, the observer is looking for other relationships between 
bones. One suggested method is articulation, whereby two bones are fitted together at the joint to 
assess the congruency of the articulation (Bradley J. Adams & Byrd, 2006). It should be noted 
that while Adams and Byrd (2006) successfully applied this method to a commingled 
assemblage containing two individuals, application to larger assemblages quickly becomes 
untenable due to the increasing amount of potential bone combinations. Another subjective 
measure for individualization is taphonomy, or the differential preservation of skeletal remains 
(Bradley J. Adams & Byrd, 2006). The comparison of taphonomic similarities can indicate a 
match, but caution should be taken using this approach considering that circumstances such as 
disarticulation can result in extreme taphonomic differences on the remains of the same 
individual. When employed mindfully, these methods can be useful, but are subject to the same 
limitations as visual pair-matching when applied to large assemblages. 
 
 
Objective (Osteometric) sorting 
 
With recent advances in technology, came a stronger push for more objective measures. 
Subjective methods require experienced observers to produce accurate results (D H Ubelaker, 
2002), but objective approaches depend less on the skill of the user. “Osteometric sorting”—
measurement-based sorting—originates from Charles Snow’s (1948) paper outlining the steps he 
took to sort commingled remains during his tenure at the U.S. Army Central Identification 
Laboratory. This approach uses statistical models and quantitative approaches to compare the 
size and morphology between elements (Byrd & Adams, 2003). The most accurate way to re-
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associate bones based on osteometrics is to compare potential matches to data from a reference 
population. This means that the better the assessment of the morphological relationships between 
bones, the more powerful the sorting procedure. With the potential to expedite site assessments 
while circumventing the high costs of DNA analysis, osteometric sorting has been the optimistic 
subject of many recent studies (Bertsatos & Chovalopoulou, 2019). 
Nevertheless, this approach has not been met without pushback. Byrd and Adams (2003) 
address a study conducted by Rӧsing and Pischtschan (1995), which recommended against using 
metric assessments because measurements produce a “harsh reduction of the available 
information,” and instead advocated for the continued use of subjective analyses. Byrd and 
Adams critique the study for its small sample sizes, lack of formal hypotheses, use of a 
confidence ellipse, and the arbitrary confidence levels. Overall, these criticisms are warranted, 
but some of these points are also weaknesses seen in osteometric sorting, such as arbitrary 
thresholds and the subjectivity of measurement error. The strengths and weaknesses of some of 




Thomas et al. (Thomas, Ubelaker, & Byrd, 2013) have defined what they refer to as an M 
statistic, which is: 
𝑀 = |𝐿 − 𝑅| ((𝐿 + 𝑅)/2),⁄  
where L and R represent the same measurement taken on left and right bones. A reference data 
set is used to calculate the maximum value and 90th and 95th percentiles of M. Cases can be 
compared to these values in order to determine whether potential bone matches originate from 
the same individual. 
Thomas et al. noted the similarity of M to a statistic used by Van Valen (1962). In fact, 
Thomas et al.’s M statistic is identical to what Palmer and Strobeck (1986) referred to as “Index 
2” of fluctuating asymmetry (their Table 1), a commonly used measure in studies of fluctuating 
asymmetry. Palmer (1994) notes that measures based on the absolute value “will be very biased 
if either DA or antisymmetry are present” (emphasis in the original). “DA” refers to directional 
asymmetry, the tendency for the measurement to be larger on a given side. As there is known 
directional asymmetry for long bones (Auerbach & Ruff, 2006), it is difficult to argue in favor of 
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using Thomas et al.’s M statistic. With that said, the absence of a statistical hypothesis testing 
framework for M is also problematic. Thomas et al. provided a table of the empirical 90th, 95th 
and 100th percentile values from their study, but did not give summary statistics that might be 
used to calculate probability values for future observed pairings of antimeric bones. If the signed 
version of Thomas et al.’s M statistic is normally distributed, then the absolute value converts the 
distribution to that of a folded normal (Leone, Nelson, & Nottingham, 1961) which makes 
statistical hypothesis testing readily available. If the folded normal distribution provides an 
adequate fit, then reference sample data can be compared to the fitted distribution from the test 
sample using a quantile-quantile plot. Oldford (2016)  describes “self-calibrating quantile-
quantile plots” that can be fit using the R package “qqtest.” These plots, created in Chapter 2, 
simulate from the hypothetical (fitted) distribution in order to produce confidence envelopes 
around the empirical quantile-quantile plot for the test data.  
 
Byrd’s D statistic 
 The popular linear composite is as defined in Byrd and co-worker’s publications (Byrd, 
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where there are p measurements on both the right and left sides within an individual. To make 
the notation clearer, particularly with reference to the possibility of taking absolute values, I 








= −   
Unfortunately, Byrd (2008) in his Table 10.2 and Byrd and Legarde (Byrd & Legarde, 2014) in 
their Table 8.2 either reversed the subtraction to left measurements minus right measurements, or 
they reversed the labelling of columns for “Left” and “Right.” The sum of the measurements in 
the column labelled “Right” in their Table is 643 while the sum from the column labelled “Left” 
is 698. The value of D should consequently be -55, but in both the 2008 and the 2014 Tables the 
listed value is 55. This led Vickers et al. (2015) to suggest that in both Tables what was actually 










= −   
Vickers et al. then noted a poor fit, yet did not mention that the D value as defined in this 
equation should follow a folded form. Note that the “absolute value of sum difference” as 
defined by Vickers et al. is generally not the same value as the sum of the absolute values of the 
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Lynch et al. (2017) refer to the value on the right-hand side as the “summed absolute value of 
differences” and suggest that this statistic should have a half normal distribution. The half 
normal is a folded normal distribution where the “folding” at zero coincides with a mean of zero. 
In point of fact, if R L−  for a given measurement has a normal distribution with a mean of zero, 
then R L−  will have a half normal distribution, the sum of two such variables will have a 
skewed normal distribution, and as the number of absolute values in the sum increases the 
distribution will approach a normal distribution under the central limit theorem. 
 Byrd and Adams’s (2003) seminal work on the linear composite algorithm provided the 
framework for other recently developed methods, including the Z-transform method, (Warnke-
Sommer, James Lynch, Pawaskar, & Damann, 2018) and Osteosort (Lynch et al., 2017). These 
two techniques will be described in more detail as they apply to this dissertation in Chapter 4. 
 
Nikita and Lahr method 
 As an alternative to current osteometric measures, Nikita and Lahr (2011) create two 
algorithms: one for predicting bone pairs and the second for estimating the number of individuals 
in a commingled assemblage. They acknowledge that asymmetry could provide a complicating 
factor when pair-matching and try to account for this asymmetry using standard metric 
measurements and non-metric measurements of arthritis and muscular attachments. The pair-
matching algorithm uses all the pairwise differences in measurements between homologous 
bones to evaluate symmetry, similar to Byrd’s (2008) D statistic. However, instead of using a t-
test, they use an arbitrarily defined threshold to determine potential pairs. While they point out 
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some valid issues with current methods, there are several weaknesses in their study, in reference 
to forming pairs.  
The biological assumptions underlying their algorithm are flawed. When pair-matching, 
it is essential to evaluate the naturally occurring levels of asymmetry in the population that is 
being evaluated (Lyman, 2006; O’Brien & Storlie, 2011; Thomas et al., 2013). Although the 
program has a feature allowing the user to define the “level of asymmetry that would be accepted 
as normal,” this is optional and only accounts for fluctuating asymmetry—random deviations 
from perfect symmetry (Palmer & Strobeck, 1986). It seems to be an oversight that this feature 
does not account for directional bilateral asymmetry—the consistent difference between a pair of 
structures—which has been demonstrated in human limb bone morphology (Auerbach & Ruff, 
2006; Sakaue, 1998; Steele & Mays, 1995). Their use of non-metric traits for evaluation makes it 
even more important to account for asymmetry, since previous studies have demonstrated 
marked directional asymmetry in muscle attachment sites and cross-sectional properties 
(Churchill & Formicola, 1997; Ireland, Maden-Wilkinson, Ganse, Degens, & Rittweger, 2014; 
Sladek et al., 2016; Trinkaus, Churchill, & Ruff, 1994). In reference to pathology, it is imprudent 
to use osteoarthritis to match bones because it has been known to present asymmetrically and is 
heavily influenced by variable environmental and cultural factors, which cannot accurately be 
predicted (Schouten, van den Ouweland, & Valkenburg, 1992). As a consequence, in order to 
accurately account for asymmetry, the feature should account for patterns of both directional and 
fluctuating asymmetry (Livshits & Smouse, 1993) in human populations. This can be achieved 
by allowing the user not only to set the “maximum acceptable level” (i.e., fluctuating 
asymmetry), but also to change the null hypothesis to non-zero numbers (i.e., directional 
asymmetry). 
Looking at Table 7 (Nikita & Lahr, 2011), their proportionate evaluation of asymmetry is 
in line with previous findings: there is more asymmetry in muscle attachments than there is in 
bone length (Auerbach & Ruff, 2006). However, the levels of asymmetry were not derived from 
any empirical reference data, rather, the levels were arbitrarily adjusted until the algorithm was 
able to detect all of the matching pairs. The same Table shows that the trials containing samples 
with higher levels of asymmetry, resulted in a higher percentage of true pairs identified. 
Effectively, increasing the level of (fluctuating) asymmetry is just changing the parameters of the 
model to be more inclusive. It follows that the model becomes more inclusive. It is important to 
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note that this increase in sensitivity is not biological, but arbitrary. A solution for this would be 
to adjust the parameters of the model based on a reference distribution. 
The sensitivity (in this context the ability to correctly identify true pairs) and specificity 
(in this context the ability to correctly exclude false pairs) of a model are inversely proportional, 
which can result in a reduction of validity (Parikh, Mathai, Parikh, Chandra Sekhar, & Thomas, 
2008). Nikita and Lahr’s Table 7 shows that the algorithm, even when operating under ideal 
asymmetry levels, had a false positive identification rate of over 300% (Nikita & Lahr, 2011). 
Performing at its worst, the algorithm identified 383 possible pairs when only 57 true pairs were 
actually present. This means that an observer would have to manually evaluate 383 possible pairs 
(after having taken around 15 measurements from every single bone), and since Nikita and Lahr 
use the number of true pairs in their calculations, it is assumed that the observer is 100% accurate 
(i.e., they will identify all the true pairs and reject all the false pairs). This process would be 
time-consuming enough to negate, at least in part, the time-reducing effects of the automation 
process. Nikita and Lahr attempt to skirt this issue by stating that there is “no strict criterion for 
testing the validity of this algorithm.” They refer to Table 6, which is a test of pair-matching 
accuracy from Adams and Konigsberg (2004). The results of this trial using the Larson sample 
are extrapolated to their Nikita and Lahr’s Jebel Moya data. These samples are drastically 
different in geographical location, time period, ancestry, and sample size; all factors that have 
effects on asymmetry, with the latter having an effect on pairing accuracy in particular 
(Auerbach & Ruff, 2006; Fresia, Ruff, & Larsen, 1990; Sakaue, 1998; Sladek et al., 2016). It 
cannot be assumed that the same level of accuracy achieved by an experienced osteologist on a 
drastically different sample will apply to their simulation. This critical flaw invalidates their 
estimations of the number of individuals in the assemblage, because, as they said themselves: 
“we should stress once more that the validity and accuracy of the estimated number of 
individuals in a commingled sample based on the pairing of left and right elements rests upon the 
accuracy of the matching procedure” (Nikita & Lahr, 2011). 
 
Regressions 
To the end of re-associating remains, regressions have been used to match different bone 
types (e.g., humerus and femur). Generally, these approaches proceed using formal hypotheses to 
eliminate non-associated elements. This is based on reference data that are used to create 
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regressions that regress a measurement (or sum) of one bone onto another. A measurement value 
from a case (the independent variable) can be entered into the regression model formula to 
predict a measurement value for the other bone. If the actual measurement value of one bone 
falls within the confidence interval bounding the predicted value, then the null hypothesis—that 
"two bone specimens are of sizes consistent with having originated from the same individual 
(Byrd & Adams, 2003)”—is accepted.  
Although promising, there are issues with the application of regressions to osteometric 
sorting. Linear regressions are necessarily bivariate, meaning that an independent-dependent 
relationship is forced onto two bones. Conceptually, this conflates correlation and causation—the 
size of a femur does not cause the size of a humerus. Furthermore, the prediction intervals are 
arbitrary. Byrd and Adams (2003) set theirs at 90%, with no explanation for the threshold. This 
prediction interval results in Type II errors of up to 55% (i.e., the model failed to reject that bone 
pairs from mismatched individuals came from the same individual 55% of the time). This level 
of error hardly seems acceptable for real-world application. 
The work of Byrd and Adams (2003) lay the foundation for OsteoSort available at 
https://osteocoder.com/osteosort/. Lynch developed this program to automate the sorting process. 
As mentioned before, regressions are inherently problematic because they make flawed 
assumptions about the underlying distributions (Lee & Konigsberg, 2018) and they force an 
independent/dependent relationship where none may exist. Again, the thresholds are arbitrary 
with Lynch setting his prediction interval to 95%, including the caveat that these intervals should 
be adjusted depending on the context with no additional recommendations (Lynch, 2017c). The 
most glaring shortcoming of OsteoSort is that bivariate regressions limit the user’s ability to 
compare only two bones at a time when the goal is to re-associate all of the limb bones. Using a 
null hypothesis test to compare bone pairs individually, it does not provide a cohesive way to 
compare multiple possible matches simultaneously. This deficiency not only costs exponentially 
more processing power, but manpower as well. Accuracy is tied to the alpha level chosen by the 
researcher, inherently carrying the assumption that comparison types are equally accurate. 
Furthermore, bivariate regressions flatten multivariate data into two-dimensions, effectively 
obscuring true multivariate relationships between the bones. These deficiencies highlight areas 




Improvements by applying asymmetry and allometry 
 
 The success of subjective sorting methods points to the importance of maintaining 
morphological considerations in objective analyses (Bradley J Adams & Konigsberg, 2004). 
Predictive models informed by known size and shape relationships within the skeleton can be 
used to evaluate unknown assemblages. However, while asymmetry and allometry in limb bones 
have been studied extensively in anthropology (e.g., Leamy, Klingenberg, Sherratt, Wolf, & 
Cheverud, 2015; Thomas, Ubelaker, & Byrd, 2013; Trinkaus, 2017), they manifest in subtle 
ways and special care must be taken in the measurement, interpretation, and integration of this 
information when applied to real-world situations.  
Many studies for allometry and asymmetry use size adjustments and univariate measures 
respectively (Byrd & Legarde, 2014; Meadows & Jantz, 1995; Palmer, 1994), but both metrics 
can be improved with multivariate approaches. The use of residuals for size adjustment in 
allometry has been shown to obscure important information about the relationship between shape 
and size (Jungers, Falsetti, & Wall, 1995). This defeats the purpose of size adjustment in the first 
place. In contrast, O’Brien and Storlie (2011) found that using multiple measurements to analyze 
asymmetry in pair-matching decreased the frequency of incorrect pairings and increased the 
likelihood of correct pairings, as compared to univariate methods. In another study, Livshits and 
Smouse (1993) showed how the difference between linear measurements on both sides of the 
body can be used to measure multivariate asymmetry of human anthropometrics. Although this 
study was concerned with mechanisms of development, their methods demonstrated the efficacy 
of these treatments in both capturing multivariate asymmetry and exploring its relationship to 
shape and size.  
Another advantage of using multiple variables is that it addresses the fundamental issue 
of applying one-dimensional analyses to multi-dimensional data (bone morphology). 
Multivariate analyses have the ability to capture shape information about the bone that is 
inherently precluded with univariate assessments. Bones manifest size and shape variation across 
populations (Holliday & Ruff, 2001; C. B. Ruff, 1994). This means that assessing shape can 
ostensibly improve our ability to match bones to one another. In addition, it is worth noting that 
remains are rarely recovered with perfect preservation in real world settings. The fragmentation 
of bones that impedes analysis of one trait compromises the entire analysis. A multivariate 
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consideration easily circumvents this issue as the compromised variable can simply be excluded 
from the analysis.  
Beyond measurement considerations, assumptions about patterns of asymmetry and 
allometry in the population can introduce methodological issues, causing spurious results. The 
foundational assumption underlying current osteometric sorting techniques is that human limb 
bones exhibit—or at least target—bilateral symmetry. Yet, it has been demonstrated time and 
again across the literature that human populations display distinct patterns of asymmetry, 
rendering these techniques inherently flawed (e.g., Auerbach & Ruff, 2006; Reeves, Auerbach, 
& Sylvester, 2016; Ruff & Jones, 1981; Trinkaus, 2017). When attempting to re-associate 
different bones as opposed to re-associating a homologous pair, reference distributions of 
allometry are used in bivariate regressions for osteometric sorting (Byrd & Adams, 2003; Byrd 
& Legarde, 2014; Lynch, 2017). The reliance of sorting techniques on reference distributions 
emphasizes the importance of understanding patterns of asymmetry and allometry in the 
population. Furthermore, any regression analysis makes assumptions about the underlying 
distributions of the data, requiring an accurate characterization of the distributions prior to the 
analysis. The introduction of multivariate variables for allometry may challenge these 
assumptions, since these variables are a more comprehensive representation of allometry 
(Jungers et al., 1995).  
To address these shortcomings there is a need for both a more comprehensive evaluation 
of the size and shape relationships between human limb bones, and the effective integration of 
these characterizations into statistically sound osteometric sorting techniques. This dissertation 
addresses this critical gap by modelling distributions of reference data and using multivariate 
measures of asymmetry and allometry in limb bones to re-associate human skeletal remains. The 
following sections provide descriptions, background, and current context for both asymmetry 





There are three main types of bilateral asymmetry that are relevant to human biological 
studies: fluctuating, directional, and antisymmetry (Livshits & Smouse, 1993). These terms all 
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refer to patterns of variation in a specific trait within a sample of individuals (Palmer, 1994). 
That is to say, a particular type of asymmetry cannot be determined from a single individual 
without reference to the distribution of the sample. Furthermore, it is important to emphasize that 
these terms refer to patterns, not processes (Palmer & Strobeck, 1997). Previous research 
generally focuses on interpreting these patterns as proxies for, or as results of certain processes 
of interest (Palmer, 1996). 
In order to draw any inferences about patterns of asymmetry, it is crucial to first 
distinguish between the different types. This is achieved only through careful and meticulous 
attention to methodological and conceptual issues. In the absence of this mindset, there is the risk 
of over-interpreting observations that are essentially biologically meaningless. While the system 
of evaluation is inherently statistical, a firm conceptual framework is needed to make sense of, 
anticipate, and apply any observed trends of asymmetry. 
 
Fluctuating Asymmetry  
Fluctuating asymmetry (FA) is defined as the slight, random deviations in bilateral 
asymmetry (Palmer, 1996). A large number of FA indices have been used in previous studies, 
one of the most popular being 𝐴𝑖 = 𝑅𝑖 − 𝐿𝑖 (Palmer & Strobeck, 1986). In this measure 𝐴𝑖 
represents the magnitude of asymmetry in a certain trait 𝑖, 𝑅𝑖 is the measurement of the trait on 
the right side of the organism, and 𝐿𝑖is the measurement of the trait on the left side of the body. 
It is easy to see why this is a popular index, since it is intuitive and straightforward to compute.  
FA is said to represent the competition of two processes: developmental stability and 
developmental noise. In the “idealized” model and in the absences of directional asymmetry, the 
frequency distribution of signed differences between sides will have a statistically normal shape, 
with a mean of zero. The higher the variance, the higher the level of FA. Primarily, FA is used as 
a measurement of developmental noise or developmental instability (DI), defined as the 
susceptibility of a phenotype to environmental conditions (M. S. Adams & Niswander, 1967; 
Palmer & Strobeck, 1986; Waddington, 1957). FA is thought to be a direct reflection of small 
errors during development—developmental noise—but its mechanistic properties remain elusive. 
The appeal of FA has led to its broad application as a measure of DI, with studies primarily 
focusing on developmental, environmental, and genetic drivers.  
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The prenatal environment is particularly interesting in relation to the assumption that FA 
is an indicator of DI as this factor should have the most direct effect on FA. Increased levels of 
FA in earlier developmental stages over later stages, suggest that regulatory mechanisms are at 
work in the prenatal environment (Hallgrímsson, Miyake, Wilmore, & Hall, 2003). However, 
stress has been shown to affect FA in both teeth and bones (Perzigian, 1977) and specifically, the 
prenatal environment is particularly susceptible to developmental perturbations including heat, 
cold, and audiogenic stressors (Siegel & Doyle, 1975; Siegel, Doyle, & Kelley, 1977). These 
studies suggest that regulatory mechanisms can be overridden by external stressors, either by 
revealing latent developing asymmetries or by producing entirely new asymmetries. 
While heritability estimates of FA are low, some studies show that epistasis acts as a 
more significant driver of FA (Leamy, Routman, & Cheverud, 2005; Siikamaki & Lammi, 
1998). It has been proposed that the symmetrical development of large traits is inversely related 
to the fitness or mate quality of an individual (Møller, 1993), which is a hypothesis supported by 
studies showing that fitness is negatively correlated with FA (Eeva et al., 2000). On the other 
hand, several studies contradict this hypothesis, suggesting that these results were circumstantial 
(Kruuk, Slate, Pemberton, & Clutton-Brock, 2003; Palmer & Strobeck, 1997; L. W. Simmons, 
Tomkins, Kotiaho, & Hunt, 1999; Tomkins & Simmons, 1995). 
These contradictory results are likely in part due to the difficulty of detecting FA in the 
first place. It is impossible to detect FA with a small data set, because slight variations in size 
and shape might otherwise be the result of measurement error (Lens, Van Dongen, Kark, & 
Matthysen, 2002). Palmer addresses this problem by proposing that three statistical requirements 
must be met before analyzing FA: the between-sides variation must be significantly greater than 
the variation due to measurement error, the measurement error must be factored out, and the 
distribution must meet the requirements for ideal FA—mean asymmetry = 0, variation = normal 
(Palmer, 1994). In addition Smith et al. (1982)  have cautioned against drawing inferences from 
too small a sample size, showing that FA in fact decreases as sample size increases. However, 
the same study shows that once a sample size reaches 600 or greater the amount of fluctuating 
asymmetry stabilizes, illustrating the importance of large sample sizes. These guidelines 
highlight the need for the careful evaluation of all assumptions and methodology prior to the 
execution of any FA studies. 
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The fundamental assumption underlying the use of asymmetry as an estimator of 
developmental stability is that perfect symmetry is the target phenotype. Palmer and Strobeck 
(1992) recognize that, “if departures from bilateral symmetry have arisen through the action of 
genes or developmental processes specifically directing one member of a bilateral pair to become 
larger than the other...such departures may not be interpreted as evidence for reduced 
developmental instability” (p. 59). Gesturing to the dearth of asymmetry data, they offer no way 
to test this critical assumption. It is worth considering whether the basis of countless FA studies 
is flawed, and to acknowledge the possibility that FA may actually indicate developmental 
stability, to some degree. 
There have been studies which have produced results that further complicate the 
assumption of FA as an indicator of developmental noise. Kruuk et al. (2003) found no 
association between FA of antler size and developmental or environmental conditions in a 
population of red deer, while Clarke and McKenzie (1987) found that FA in the bristles of 
Australian blowflies was actually significantly higher in those that were resistant to insecticide. 
At the very least, the conflicting conclusions from FA studies signal a need for more rigorous 
evaluations of genetic and developmental assumptions. 
 
Directional Asymmetry  
Directional Asymmetry (DA) is a pattern of bilateral variation where a statistically 
significant difference exists between sides, in other words, where the mean of the differences are 
not equal to zero (Palmer, 1994). As with FA, DA can be measured as a standardized R-L (right 
minus left side measurements) index (Steele & Mays, 1995). As a distribution, any departures 
from a mean of zero signals DA.  
The most notable example of DA is the phenomenon of human handedness. In general, 
right humeri tend to be larger than left humeri in human populations (Auerbach & Ruff, 2006; 
Raymond & Pontier, 2004; Steele & Mays, 1995). The direct association between behavioral and 
morphological asymmetry through mechanically driven bone growth and remodeling has 
effectively been established (Lazenby, 2002; Steele, 2000), but some studies have even 
discovered the appearance of DA in early development (Van Dongen et al., 2014). The search for 
causes of DA is complicated even more by the neurological predisposition for hand preference 
(Ocklenburg et al., 2016). Palmer and Strobeck (1986; 1992) have observed that an unknown 
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proportion of the asymmetry variance has a genetic basis and therefore DA is inextricable from 




Antisymmetry is the condition where asymmetry is present in a population, but it is 
equally likely that one side is larger than the other. The distribution for antisymmetry is bimodal 
with a mean of zero. An example of antisymmetry would be a sample of people where the same 
amount of people are right-handed as are left-handed, and there are very few ambidextrous 
people (Van Valen, 1962). 
It has been suggested that antisymmetry represents extreme developmental instability 
(McKenzie & O’Farrell, 1993). Yet Palmer and Strobeck (1992) contest this claim, arguing that 
there is a genetic component driving antisymmetry. They make the case that there is 
antisymmetry famously present in the claws of male fiddler crabs, but no such asymmetry exists 
in female crabs (Yamaguchi, 1977). If antisymmetry symbolized high amounts of DI,that would 
mean male crabs are more developmentally unstable than female crabs, which is “clearly not” 
the case.  
 Others have argued that antisymmetry is solely controlled by development (Corballis & 
Morgan, 1978). Still others contest that there is a much stronger genetic component (Van Valen, 
1978). Palmer and Strobeck (1992: 61) advocated for both causes of antisymmetry 
simultaneously writing that “individuals are genetically or developmentally directed to become 
asymmetrical.” Summarily, the literature as it stands suggests that antisymmetry has a much 






The overarching definition of allometry refers to the “size-related change of 
morphological traits” (Klingenberg, 2016). However, there are two separate schools of thought 
regarding how the topic should be approached: the Gould-Mosimann school and the Huxley-
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Jolicoeur school. Each view has its own definitions and uses of the terms shape, relative size, 
geometric similarity, isometry, and size correction. As my research uses Mosimann’s methods, 
my project adheres to the Gould-Mosimann interpretation of terms. 
 
Technical Definitions 
The Gould-Mosimann and Huxley-Jolicoeur frameworks differ in their definitions of 
allometry. In the Gould-Mosimann school, allometry is a relationship between changes in size 
and shape (Mosimann, 1970). Conversely, the Huxley-Jolicoeur school is not concerned with 
shape as a separate character. Rather, allometry is defined as the covariation among 
morphological features, which all contain size information (Huxley, 1924). While these two 
schools are unlikely to produce contradictory results, they are not conceptually interchangeable. 
Each is a tool used to address a specific question and consequently, separate information will be 
extracted from each respective analysis. This is why it is important to distinguish between the 
two approaches. 
The idea of allometry itself can be broken down into three types: ontogenetic, 
evolutionary, and static (Cheverud, 1982; Klingenberg & Zimmerman, 1992). Evolutionsry 
allometry refers to size and morphological changes that occur between several evolutionary 
lineages of the same ontogenetic stage (Gustafsson & Lindenfors, 2004; Martín-Serra, 
Figueirido, & Palmqvist, 2014). Hence, the lens for this type of allometry is the largest of the 
three, spanning millions of years. By contrast, ontogenetic allometry only looks at changes in 
size and morphological traits over developmental stages within a single species (Freidline, Gunz, 
& Hublin, 2015). As this dissertation is only concerned with recent humans, precluding 
evolutionary allometry, and population distributions of adults, eliminating the ontogenetic 
allometry, the type of asymmetry to which I refer is static. Cock (1966) describes static 
allometry as size-related shape changes among individuals of the same population or species 
within a particular ontogenetic stage. This type has been used to make inferences about energetic 
requirements, body composition, and genetics (Cheverud, 1982; Rosas & Bastir, 2002). It is also 
the one that is most valuable to 
forensics since it focuses on population-level variation of recent humans, and has been examined 
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in this context as well (Jantz, Hunt, & Meadows, 1995). As the results of this dissertation are 
intended to apply to a single species (H. sapiens) within a single ontogenetic stage, the term 
allometry, used in the context of this project, refers to static allometry. 
Any other specialized terms used in this project—including shape, size-correction, 
relative size, geometric similarity, and isometry—have definitions concordant with the 
Gould-Mosimann framework. As mentioned before, shape is a concept that exists under this 
school, but not the Huxley-Jolicoeur school. The former separates size and shape while the latter 
considers morphological form a unified feature (Lele & Richtsmeier, 1991). The concept of 
relative size is distinct from that of “size” in that it can be redefined as shape (Jungers, Falsetti, 
& Wall, 1995). Ideas of relative size are notably used in the calculation of the encephalization 
quotient (Jerison, 1973) and are generally conceived as percentages or ratios. 
Within this relative perspective, there are two competing models of size-correction: 
Mosimann’s shape variable (ratio-based) method exists in conflict with an expression of shape 
that uses residuals (Albrecht, Gelvin, & Hartman, 1993; Corruccini, 1995; Lemen, 1983; Reist, 
1986). Residuals represent a framework that views allometric relationships as “criteria of 
subtraction” (R. J. Smith, 1984) with residuals representing the deviation from an expected trend. 
The underlying principle of the multivariate residuals approach is that the first principal 
component of the logged variance-covariance matrix describes “relative growth” (Jolicoeur, 
1963). While some have depicted the first principal component as purely a measure of size—
with the second principal component representing shape—as Jolicoeur noted, PC1 is not a simple 
size vector, but rather captures aspects of shape as well. This is why the Huxley-Jolicoeur school 
does not conceive of shape, but rather, “morphological features.” 
Among others, Jungers et al. (1995) find this approach untenable because an observed 
relationship is not “merely a description of how things are; [proponents of residual 
size-correction] necessarily assume that the relationship is how things must be.” Unsurprisingly, 
detractors of the residuals methods of size-correction have noted that organisms of the same 
shape often have different residual values (Lemen, 1983). This weakness is strikingly obvious 
looking at Albrecht et al.’s Table 1 (Albrecht, Gelvin, & Hartman, 1995), which characterizes 
two squares as different based on their residual values. In light of these critiques, I have chosen 
to use a ratio method to characterize shape. 
Geometric similarity is related to shape in that the shapes of two objects are equal only if 
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they are geometrically similar, regardless of size. This definition holds under geometric 
definitions of shape proposed by Mosimann (1970). Geometric similarity 
has been used to evaluate the evolution of the brain and metabolism in organisms, using 
deviations from regressions of a constant as evidence for dissimilarity (Gould, 1971). As a 
result, geometrical similarity equates to shape similarity, which in turn, equates to isometry 
(Jungers et al., 1995). 
Isometry in the Gould-Mosimann sense is contingent on the independence between size 
and shape and generally serves as the null hypothesis in tests for allometry (Bookstein, 1991). 
Notably, this definition aligns with the Huxley-Jolicoeur perspective, which defines isometry as 
a situation where proportions remain fixed as size changes. In a plot of log-transformed traits 
with the same relative growth rates, isometry is satisfied if the slope equals one, showing that 
proportions do not change as size increases  (Mosimann & James, 1979). 
Deviations from a slope of one indicates either positive or negative allometry.  
 
Allometry and biology 
Observed allometric differences provide information on the functional mechanisms that 
generate the scaling relationships and how they respond to and influence evolution. Many factors 
influence the results of a study of allometry including measurement method, level examined, and 
interpretation of allometric type. The method of measurement (i.e., PCA, Mosimann variables, 
etc.) determines the nuances of and conceptualizations of results. For example, is it important to 
distinguish between size and shape? Or is the main factor of interest merely the one that drives 
most of the variation? In addition, as allometry covers a broad range of topics, it is important to 
specify which type of allometry is being analyzed (i.e., ontogenetic, static, or evolutionary). 
Within these levels, multiple types of allometry may manifest (i.e., positive or negative), if any 
(i.e., isometry). 
With all of this in mind, previous studies have used allometry extensively in a number of 
capacities. Evolutionary research has focused on the selection on brain size (Gould, 1974) or 
questions of sexual dimorphism in stature (Gustafsson & Lindenfors, 2004). Ontogenetic studies 
include topics on comparative developmental patterns of the cranium (Giles, 1956), while static 
allometry literature has served as the basis for estimation techniques (Konigsberg, Hens, 
Meadows Jantz, & Jungers, 1998). 
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Since allometry is the manifestation of genetic, environmental, or developmental 
influences, it has the power to inform a number of topics. As it relates to this project, allometry 
acts as a valuable predictive tool. Extending beyond the applicative scope, the results of this 
dissertation may be interpreted to benefit a number of other fields. 
 
 
Integrating morphology and statistics 
 
Known, population-wide distributions of size and shape of bones can be used to predict 
whether skeletal remains from unknown origins belong to the same individual. Asymmetry—the 
measured differences between bone antimeres—and allometry—the relationship of size and 
shape in a skeleton—are characteristics that aid in distinguishing individuals. The problem of 
sorting remains is often encountered in scenarios of commingled assemblages, where the bones 
of multiple individuals are part of a single assemblage with no readily apparent indication as to 
which bone elements belong to which individual. This condition obstructs the personal 
identification process by frustrating attempts to build a biological profile.  
 
Relevance of asymmetry 
Although, several methods attempt to incorporate asymmetry into pair-matching, these 
studies do not include truly multivariate characterizations of asymmetry. Livshits and Smouse 
(1993) show that multivariate asymmetry can be accounted for, and their results have influenced 
fundamental aspects of this dissertation. DA and FA are more influential than antisymmetry in 
affecting the methodology of this study, but all three levels must be accounted for to achieve 
accurate results (Livshits and Smouse 1993). Some methods of pair-matching attempt to consider 
FA by using ranges of acceptable asymmetry, but fail to adjust for DA by testing against a non-
zero null (Thomas, Ubelaker, and Byrd 2013; Byrd and LeGarde 2014). A recent paper by Lynch 
et al. (2017) tries to correct for DA by subtracting the reference mean from each observation, but 
this strategy is not conceptually sound. On a fundamental level, the measurement statistic (D) is 
flawed, because by summing all measurements into one statistic, the directional asymmetry for 
each respective measurement is obscured. This approach erases a great amount of multivariate 
information, which has the potential for added discriminating power. Furthermore, the mere 
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subtraction of the mean conflates all forms of asymmetry, and if the proportions of asymmetry 
should vary in different groups, this method is not appropriate to use outside of the parameters of 
this study. 
From a theoretical perspective, the tolerance for asymmetry should simply be high 
enough to encompass the naturally occurring variation in a population. By “naturally occurring,” 
I mean to say what is typical to a sample of individuals belonging to a certain group. In order to 
apply pair-matching methods to any case of commingled remains, it is necessary to be able to 
anticipate the levels of asymmetry occurring in the group. This idea of “anticipation” is essential 
because the methodology proposed in the following chapters works only as well as the 
parameters of a case distribution can be predicted, because they are unknown. The only way to 
account for all occurrences of bilateral asymmetry is through a broad approach to its 
characterization. DA and antisymmetry are indicated by the mean asymmetry, while FA is 
indicated by the “spread” of the asymmetry values. In this way, all forms of observed asymmetry 
can be accounted for. 
 
Relevance of allometry 
Allometry is the most relevant term to use for my project in the Gould-Mosimann sense 
of the word because we examine shape. Current methods for skeletal re-association focus on size 
comparisons, using summed linear quantifications to compare each bone (Lynch et al., 2017). 
The novelty of this dissertation is derived from the application of shape variables to the problem 
of osteometric sorting, which is firmly a question of allometry. I employ observed patterns of 
morphological variation in relation to size in order to re-associate remains.  
Considerations for terms interchangeable with allometry must factor in the separation 
between shape and size, and the true relationship between shape and size. These 
considerations eliminate the use of “relative growth” as it conflicts with the latter, since it does 
not cover the size variation of the whole organism. The term “morphology” is also inadequate, 
because it does not account for the separation between shape and size since morphological 
features contain information on both size and shape combined. The term “proportion” does 
account for the separation between shape and size, but has been used in close relationship with 
allometry. Mosimann’s shape variable is a ratio, which reflects shape and is therefore only half 
of the relationship. My project analyzes relative spatial positionings of the shape vectors in 
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multi-dimensional space. This multi-dimensionality introduces a factor that is related to 
allometry. Even combined, the aforementioned terms do not encompass the full meaning of 
allometry, which may be quantified in many ways. For example, geometric morphometrics uses, 
“proportions, angles and the relative arrangement of parts” to examine size and shape 
relationships (Klingenberg, 2016: 119). Applying this concept to osteometric sorting, this 
dissertation preserves the size and shape relationships between skeletal elements through 
multivariate statistics and the use of Mosimann’s shape variables (1970).  
 
 
 Chapter overviews 
 
 This dissertation is formatted as a series of three papers with a similar theme, bounded by 
this introductory chapter (Chapter 1) and a concluding chapter (Chapter 5). Chapters 2-4 were 
written for independent publication and can be read in isolation, yet the combination of these 
manuscripts is meant to form a unified whole that gives big picture overviews of osteometric 
sorting and provides methods that address its current weaknesses. 
 
Chapter 2: Linear composite asymmetry statistics for the pair-matching of bone antimeres 
This chapter examines the distributional properties of linear composite measures of long 
bone asymmetry. The goal of this chapter is to examine models that best fit the distribution of 
asymmetries with implications for the improvement of forensic pair-matching techniques. I use 
the software R (R Core Team, 2019) to model reference data (N=2,343) and test data (N=133) as 
normal distributions, and exponential power distributions—the latter including the normal as a 
special case. My results indicate that the data best fit the latter distribution because the data are 
non-normal. This obviates the need for empirical distributions or for transformations that attempt 
to convert non-normal distributions to normal distributions. The results of this study lay the 
framework for improving pair-matching methods that use comparative reference data.   
A revised version of this chapter has been published in the Journal of Forensic Sciences 
(Lee & Konigsberg, 2018). The rights to use this content was granted by John Wiley and Sons 




Chapter 3: Multivariate asymmetry in human long bones in pair-matching 
This chapter describes and tests an algorithmic approach to osteometric pair-matching 
based on multivariate asymmetry in long bones. In contrast to previous methods that perform 
univariate analyses using t-tests, the algorithm proceeds based on Mahalanobis distances (D2)—a 
multivariate measure of distance. The left/right match in the commingled sample that gives the 
smallest D2 between its vector of differences and the reference sample centroid is paired. Pairing 
of left/right bones stops when the D2 value between the centroid for the paired bones in the 
commingled sample and the reference sample centroid becomes unacceptably large. This new 
approach is compared to published pairwise sorting methods using a reference data set 
(N=2,343) of postcranial remains to test on a separate sample data set (N=133). While receiver 
operating characteristic curves analyses showed reduced performance for the method, Youden’s 
J statistic, another measure of diagnostic ability, indicated significantly improved performance 
for the humerus and radius over all previous methods (p < 0.001), non-significantly different 
performance for the femur, and significantly poorer performance on the tibia (p < 0.001).  
 
Chapter 4: Allometry used for the osteometric sorting of multiple long bones simultaneously 
This chapter describes and tests an algorithmic approach to osteometric sorting based on 
shape variables and multivariate distance in long bones. The algorithm produces Mosimann 
shape variables for every possible combination of bones and compares these variables to the 
reference sample centroid using Mahalanobis distances (D2)—a multivariate measure of 
distance. This method is evaluated in trials using a reference data set (N=2,271) of postcranial 
remains to test a separate sample data set (N=25). This new approach is compared to published 
sorting methods using the same reference data set. Receiver operating characteristic curves and 
Youden’s J statistic demonstrate the method’s diagnostic ability. For the paired models, the 
humerus-femur sorting models outperformed other combinations of the two-bone models (e.g., 
humerus-radius). For the three-bone matching model, the humerus-radius-femur model 
outperformed other combinations of the three-bone models. The four-bone model outperformed 
all two-bone and three-bone models. This research is novel in that there are currently no 











 The matching of antimeres (in this case left and right femora, tibiae, humerii, and radii) 
from commingled remains has been suggested as a basis for estimating the most likely number of 
individuals in an archaeological or forensic assemblage (Bradley J. Adams & Konigsberg, 2008; 
Bradley J Adams & Konigsberg, 2004; Konigsberg & Adams, 2014; Nikita, 2012; Nikita & 
Lahr, 2011). In contrast to the minimum number of individuals estimate, which only sets a lower 
bound, the most likely number of individuals gives a more realistic assessment of the scale for a 
mass disaster in an “open population” (Christensen, Passalacqua, & Bartelink, 2013) setting. 
This matching of antimeres may be done by visual comparisons of left with right bones, but the 
development of algorithms that use one or more measurements is generally viewed as desirable 
from the standpoint of method standardization. To make matches on the basis of measurements it 
is necessary to first characterize the directional and fluctuating asymmetry for paired elements. 
Previous methods that rely on multiple measurements have generally used a linear composite, 
such as the sum of differences between left and right side measurements (Byrd, 2008; Byrd & 
Adams, 2003; Byrd & Legarde, 2014; Vickers et al., 2015). After finding that this linear 
composite did not follow a normal distribution, Vickers et al. (2015) suggested using the sum of 
absolute differences between sides. However, they did not note that such a measure would follow 
a “folded” distribution. Similarly, Thomas et al. ( 2013) produced tables for “pair-matching” on 
single measurements that could have been obviated since the statistic they used should follow a 
folded normal distribution if the signed differences were normally distributed. 
Osteometric pair-matching algorithms like those by Thomas et al. ( 2013) and Byrd and 
LeGarde ( 2014) that rely on t-tests, necessarily rest on assumptions of asymptotic normality. 
 
1 A revised version of this chapter has been published in the Journal of Forensic Sciences (Lee & Konigsberg, 2018). 
The rights to use this content was granted by John Wiley and Sons under the license number 4605541086442 on June 10, 2019. 
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Although technically these methods rely on t-distributions, generally the reference sample sizes 
are large enough that the normal distribution should be a good approximation. Demonstrating the 
lack of normality brings these methods into question and points to a gap in the field that needs to 
be addressed. By correctly characterizing the distributional models, it is possible to estimate the 
levels of asymmetry that should be present in a case, thereby increasing the accuracy of pair-
matching methods. 
 As Vickers et al. (2015) have called into question the distributional assumption 
underlying the linear composite approach, this chapter examines the distribution of this 
composite on a large reference sample. This is done by estimating an exponential power 
distribution (Mineo, 2007) for the linear composite. Rather than only assessing a single quantile, 
which in Vickers et al.’s case was at the 0.10 probability value, this chapter uses complete 
quantile-quantile plots to check the fit of the composite score to theoretical distributions. More 
importantly, this chapter uses an independent test sample and quantile-quantile plots to compare 




Materials and Methods 
 
The samples and data 
 The reference sample used in this study is taken from three large databases. A total of 15 
measurements (Appendix A) were recorded on four limb bones: humerus, radius, femur, and 
tibia. These elements were chosen with the applicability of these methods in mind. These bones 
have higher survival rates than other bones (Waldron, 1987) and the diaphyseal measurements 
are included since the diaphysis has an increased probability of being preserved over other 
measurements (Willey, Galloway, & Snyder, 1997). Notably, the ulna and fibula have been 
excluded from this analysis because the ulna and fibula are highly correlated with the radius and 
tibia, respectively. Their addition to this analysis would provide very little new information.  
These data sets were cleaned prior to use, using pairs plots to identify and remove 
bivariate and univariate outliers (Appendix A). Sample sizes varied depending on the availability 
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of data on each bone, as a complete set of right and left measurements is required to produce the 
composite score (Appendix A).  
Depending on the dataset, certain bones were not included in the reference sample due to 
discrepancies between the measurement descriptions. The first reference data set used is the 
online Goldman data set (Auerbach & Ruff, 2004, 2006) available at 
http://web.utk.edu/~auerbach/GOLD.htm from which the humeral, radial, femoral, and tibial 
measurements were extracted. Complete data were available for up to 1,253 individuals from this 
collection. Measurements in this data set that were taken with an osteometric board were 
recorded to the nearest half millimeter, while measurements that were taken with a sliding 
caliper were recorded to the nearest one-hundredth of a millimeter. The second source was the 
Forensic Data Bank—access provided by Dr. Stephen Ousley—from which complete data on 
measurements from the humerus and radius were available for up to 965 individuals. All 
measurements from this data set were given to the nearest millimeter. The third data set was the 
Terry Collection Postcranial Osteometric Database (Hunt, 2017)—which previously was 
accessible through https://anthropology.si.edu/cm/terry.html, but is currently unavailable at this 
URL and can be obtained from Dr. David Hunt—for which complete data on measurements 
from the humerus, radius, and femur were available for up to 201 individuals. All measurements 
from this data set were taken to the nearest half millimeter. The total reference sample size was 
consequently up to 2,343 individuals. The reference sample data sets were combined in the 
interest of maximizing representation of human variation. A model created for a representative 
reference sample can be applied to a larger number of contexts with greater confidence, thereby 
increasing practicality. For example, an open population sample—such as a hurricane that 
includes deaths of individuals from unknown localities—requires analytical models derived from 
an appropriately large reference sample which includes as broad a range of human variation as 
possible. 
The test data, which were collected by the author, consists of the same measurements as 
taken on the reference sample for up to 133 individuals from the collections of the American 
Museum of Natural History, the Office of the Chief Medical Examiner, New York City, Manila 
North Cemetery (Go, Lee, Santos, Vesagas, & Crozier, 2017), and the human osteology 
collection housed at the University of Illinois at Urbana-Champaign. Measurements in this data 
set that were taken with an osteometric board were recorded to the nearest millimeter while 
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measurements taken with a sliding caliper were recorded either to the nearest one-hundredth of a 
millimeter or the nearest half-millimeter, depending on the availability of digital versus manual 
calipers.   
  
Distribution of the linear composite: Byrd’s D statistic 
 The linear composite is as defined in Byrd and co-worker’s publications (Byrd, 2008; 
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where there are p measurements on both the right and left sides within an individual. To make 
the notation clearer, particularly with reference to the possibility of taking absolute values, I 










= −     
Unfortunately, Byrd (2008) in his Table 10.2 and Byrd and Legarde (2014) in their Table 8.2 
either reversed the subtraction to left measurements minus right measurements, or they reversed 
the labelling of columns for “Left” and “Right.” The sum of the measurements in the column 
labelled “Right” is 643 while the sum from the column labelled “Left” is 698. The value of D 
should consequently be -55, but in both the 2008 and the 2014 Tables the listed value is 55. This 
led Vickers et al. (2015) to suggest that in both Tables what was actually used was the “absolute 
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Vickers et al. then noted a poor fit to the normal distribution, yet did not mention that the D 
value as defined in given equation should follow a folded form. Note that the “absolute value of 
sum difference” as defined by Vickers et al. is generally not the same value as the sum of the 
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Lynch et al. ( 2017) refer to the value on the right hand side as the “summed absolute value of 
differences” and suggest that this statistic should have a half normal distribution. If the signed 
version is not normally distributed, then one can consider more general distributions, of which 
the exponential power distribution is probably sufficient. Writing x for the D statistic, the density 
function for the exponential power distribution is: 
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where   is a location parameter (mean),   is a scale parameter (the standard deviation when 
2 = ), and   is a shape parameter (DiCiccio & Monti, 2004). This equation is identical to 
equation 4 in Mineo (2007) and with equation 4.1 in Azzalini and Capitanio (2014) assuming 
0 =  and 1 = . When 2 =  the denominator in the first term is equal to 2  and the 
distribution is normal. For   equal 1.0 the distribution is a Laplace (double exponential) 
distribution while between 1.0 and 2.0 the distribution is similar to a normal but with greater 
weight in the tails. As   increases above 2.0 the distribution approaches a uniform distribution. 
The density in this equation can be fit to data using the function “estimatep” in the R package 
“normalp" (Mineo, 2018). If this density gives an adequate fit, then it can be converted to the 





Linear composite  
 Figures 2.1 through 2.8 show the normal and exponential distributions for Byrd and 
Adams statistic for several variables on each bone. The Figures are drawn as “self-calibrating 
quantile-quantile plots” (Oldford, 2015; R Core Team, 2019) where the sample quantiles are 
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from the test individuals and the hypothetical quantiles are from the reference individuals. These 
Figures also show the means, standard deviations, and shape parameters of the D statistic in the 
upper right corner, and the equation for the D statistic is shown in the lower right corner. It is 
clear that while the humeral measurements fit the normal distribution relatively well for the D 
statistic, such is not the case for measurements on the remaining bones. Figures 2.2, 2.4, 2.6, and 
2.8 show the exponential power distributions, which fit the data better than the normal 
distributions for all bones. Note that all of the fitted exponential powers are less than 2.0, the 
power for a normal distribution. For example, the radius has a fitted exponential power of 1.107, 
meaning that the fitted distribution is closer to a Laplace distribution (with a power of 1.0) than it 





 The presence of asymmetry in long bones introduces complications when estimating the 
number of individuals in a commingled assemblage. Previous studies have found significant 
levels of long bone directional asymmetry in the human population (Auerbach & Ruff, 2006; 
Sladek et al., 2016; Steele & Mays, 1995), suggesting that pair-matching methods predicated on 
an assumption of zero asymmetry would prove problematic. Precise distributional models are 
important in the creation of automated pair-matching methods, a concept that has been a recent 
subject of interest in the literature (Lynch, 2017c; Lynch et al., 2017) and ostensibly represents 
the future in forensic analysis of commingled assemblages. 
 While it has previously been suggested that the distribution of side differences violates 
the normality assumption, this study investigates the best fit model for the true distribution. The 
results show that an exponential power distribution for the signed composite score best fit these 
non-normal data for all four limb bones that were analyzed. The exponential powers used in the 
models were closer to 1.0 than to 2.0 (“normal”), which makes sense considering that the model 
needed to be adjusted to fit a heavy-tailed, leptokurtotic distribution. These results not only 




 My work also points out some methodological issues with recent analyses. Lynch (2017) 
and Lynch and co-workers (2017) have suggested that the “summed absolute value of 
differences” should follow a half normal distribution, in other words a folded normal with a 
mean of zero on the signed scale. Instead, the expected distributional form is a skewed normal if 
the number of paired variables is small and a (symmetric) normal distribution if the number of 
paired variables is large. This follows from the central limit theorem.  Rather than referencing 
their statistics to a half or a folded normal distribution, these researchers have applied a Box-Cox 
( 1964) transformation for normality. Additionally, rather than estimating the parameters for the 
Box-Cox transformation, these researchers used values of 
1 0.33 =  and 
5
2 5 10
−=  . Swaddle 
and co-workers (1994) wrote for univariate (one paired variable) that “values of 
1  around 0.3 
and 
2  set to be somewhat smaller than the smallest non-zero asymmetry work well,” while 
Graham and co-workers (1998), citing Swaddle and co-workers, wrote that “One can normalize 
|di| with a power transform: (|di|+ 0.00005)0.33.” While in the past the Box-Cox transformation 
was a useful tool to transform non-normal data to normal data, I believe that it is more useful 
now to find the distributional form of potentially non-normal data. Further, if the Box-Cox 
transformation is used it is more appropriate when it is estimated on the relevant data rather than 
based on independent values from the literature. 
While this work has focused on the statistical approach to composite measures of 
asymmetry, I believe that a more useful approach to asymmetry will be the true multivariate 
characterization (Konigsberg & Adams, 2014; Livshits & Smouse, 1993; O’Brien & Storlie, 
2011). Linear composites (such as the D statistic) function as univariate statistics, therefore I 
only evaluated univariate normality in this chapter, but will be using multivariate normality in 
the following chapter. For those who choose not to take a multivariate approach, this study 
represents the first step towards characterizing composite measures of asymmetry as used in the 
forensic pair-matching method. These results better model the distributional properties of 
asymmetry and define the relationship between the sample and reference distributions. In 
addition, they lay the framework for future applications of these models in improving and 
automating current standard practices. Further work also needs to be focused on the sequential 
testing setting, particularly when the number of right and left bones may not be equal because of 
the loss of elements.  
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CHAPTER 2 FIGURES 
 




Uses the hypothetical normal of the difference of sums for the three measurements from the reference 
sample and the 126 test cases. Not that the 125th ordered point from the test sample falls outside of the 
95% central range. 
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Figure 2.2: As in Figure 2.1, but using a hypothetical exponential power distribution from the 













Figure 2.3: Self-calibrating quantile-quantile plot for the hypothetical normal (from the reference 








Figure 2.4: As in Figure 2.3, but using a hypothetical exponential power distribution from the 













Figure 2.5: Self-calibrating quantile-quantile plot for the hypothetical normal (from the reference 









Figure 2.6: As in Figure 2.5, but using a hypothetical exponential power distribution from the 













Figure 2.7: Self-calibrating quantile-quantile plot for the hypothetical normal (from the reference 












Figure 2.8: As in Figure 2.7, but using a hypothetical exponential power distribution from the reference 


















Pair-matching generally refers to the identification of postcranial antimeres that belong to 
the same individual and is a necessary step in sorting commingled remains for both 
archaeological and forensic contexts. While visual pair-matching is standard practice and can be 
an accurate means of re-associating limb bones, there are several critical issues with this method: 
it does not account for the significant amounts of asymmetry found in human limb bones because 
it is assumed that the right and left sides will be mirror images of each other, it is unfeasible 
when sample size is very large, its successful implementation is contingent upon the expertise of 
the observer, and it cannot be standardized (Auerbach & Ruff, 2006; Leung, Forbes, & Houle, 
2000).  
As an answer to the issues of asymmetry, subjectivity, and standardization, several 
researchers have created pair-matching algorithms that consider bilateral asymmetry (e.g., Byrd 
& Legarde, 2014; Lynch, Byrd, & Legarde, 2017; Thomas, Ubelaker, & Byrd, 2013; Warnke-
Sommer, James Lynch, Pawaskar, & Damann, 2018). These methods tend to proceed on the null 
hypothesis that two bones with approximately the same levels of asymmetry as that of a 
reference sample should originate from the same individuals. Byrd (2008)  developed a statistical 
model for osteometric pair-matching that tested left/right differences in postcranial remains with 
a null hypothesis of zero differences. The underlying assumption of a null hypothesis of zero is 
that postcranial antimeres are perfectly symmetrical, so the method does not account for 
asymmetry. Considering that long bone asymmetry has been demonstrated in humans (Auerbach 
& Ruff, 2006), the assumption of perfect symmetry upon which this approach is predicated is 
fallacious. Building upon Byrd’s model, Lynch et al. (2017) developed automated methods for 
pair-matching that compare the metric differences between two bones to a mean value of 
differences in a given reference sample data set. These algorithms outperformed Byrd’s model 
with the added benefit of automation, which greatly increases the speed of analysis. 
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Inspired by, but deviating from this approach, Warnke-Sommer et al. (2018) created a 
statistical model that outperformed both the Lynch and Byrd models called the Z-transform 
method. Unlike the D statistic, the Z-transform method (Warnke-Sommer et al., 2018) uses what 
is referred to as a “global” p value. This is generated by first mapping one-tailed p-values from 
separate univariate tests on differences of each skeletal measurement from the right and left 
bones to Z-scores, then combining those to form another, cumulative Z-score. This Z-score is 
then transformed into a global p-value, obviating the need for the summing of measurements 
needed to produce the D statistic.  
Conceptually, the pitfall of the aforementioned osteometric pair-matching methods lies in 
forcing univariate analyses onto multivariate data. Each transformation, summation, and absolute 
value taken removes the analysis further and further from the data, potentially obscuring 
important diagnostic information. Therefore, a multivariate analysis that accounts for 





 Different conceptualizations of asymmetry have resulted in the production of several 
methods for analyzing it. Livshits and Smouse (1993) showed how the difference between linear 
measurements on both sides of the body can be used in studies of multivariate asymmetry. 
Applying this knowledge, known levels of multivariate asymmetry in a reference collection can 
form the basis for counting the number of bone pairs within a commingled assemblage. O’Brien 
and Storlie (2011) applied multivariate asymmetry to the automation of counting bone pairs in 
zooarchaeological assemblages using approaches that are reminiscent of some of the methods 
used in Livshits and Smouse. They found that as the number of variables decreased, the 
performance of the algorithm also decreased and that, conversely, an increasing number of 
variables reduced the number of false pairings and increased the likelihood of correct pairings. 
These findings elucidate the importance of a multivariate model in showing that each 
measurement contains additional information.  
With this in mind, Mahalanobis distance (D2), a multivariate measure of distance between 
a multi-dimensional point and a distribution (De Maesschalck, Jouan-Rimbaud, & Massart, 
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2000), presents itself as a powerful analytical tool. The method proposed in this paper proceeds 
in the following manner: the algorithm, which runs in R (R Core Team, 2019), calculates the 
right minus left measurement differences for each possible left and right bone pairing. These 
differences are then compared to the centroid of the reference data set—a vector of mean side 
(right minus left) differences. The distance between the vector of differences of the potential 
pairing and the centroid of the reference distribution is the D² value. The reference sample 
supplies the vector of mean measurements as well as the variance-covariance matrix for the 
Mahalanobis distance equation. A p-value from the F distribution is calculated and is inversely 
proportional to the D² value. Whichever pairings have the smallest D² (largest p-value) will be 
identified as a pair by the algorithm. After a pairing has been made, the algorithm continues to fit 
all remaining bones as possible pairs, until no bones remain. A cut point is needed to define a 
threshold at which the algorithm stops pairing bones. This is necessary for assemblages that do 
not contain complete sets of antimeres from all individuals present. 
Figure 3.1 shows a visual example of how the algorithm proceeds. Directional asymmetry 
is marked by the centroid’s (blue dot) deviation from [0, 0, 0] and fluctuating asymmetry is 
marked by the relative spread of the data points. If there are, for example, four femora, three left 
elements and one right element only two bones in this sample can potentially make a true pair. 
The algorithm will work by finding the difference between the measurements of the two bones, 
and then comparing that difference to the centroid of the reference data set. Whichever pairing 
has the smallest D² will be identified as a pair by the algorithm. In the figure one right bone is 
paired against three left bones. The red squares are incorrect pairings with the largest D² values 
while the green triangle is the correct pairing (i.e., the two femora are from the same individual) 
with the smallest D² values of the three possible pairings. The algorithm will identify the pairing 
with the smallest D² value as a “correct” pair. Note that while only three measurements are used 









Materials and Methods 
 
The samples and data 
 
The reference sample used in this study is taken from three large databases. A total of 15 
measurements (Table 2.1) were recorded on four limb bones: humerus, radius, femur, and tibia. 
Notably, the ulna and fibula have been excluded from this analysis because the ulna and fibula 
are highly correlated with the radius and tibia, respectively. Their addition to this analysis would 
provide very little new information. These data sets were cleaned prior to use, using pairs plots to 
identify and remove bivariate and univariate outliers (Table 2.2). Sample sizes varied depending 
on the availability of data on each bone, as a complete set of right and left measurements is 
required to produce the composite score (Table 2.3). As secular trends do not significantly affect 
the results of the osteometric sorting algorithms, the reference data were pooled (Bertsatos & 
Chovalopoulou, 2019). 
Depending on the data set, certain bones were not included in the reference sample due to 
discrepancies between the measurement descriptions. The first reference data set used is the 
online Goldman data set (Auerbach & Ruff, 2004, 2006) available at 
http://web.utk.edu/~auerbach/GOLD.htm from which the humeral, radial, femoral, and tibial 
measurements were extracted. Complete data were available for up to 1,253 individuals from this 
collection. Measurements in this data set that were taken with an osteometric board were 
recorded to the nearest half millimeter, while measurements that were taken with a sliding 
caliper were recorded to the nearest one-hundredth of a millimeter. The second source was the 
Forensic Data Bank—access provided by Dr. Stephen Ousley—from which complete data on 
measurements from the humerus and radius were available for up to 965 individuals. All 
measurements from this data set were given to the nearest millimeter. The third data set was the 
Terry Collection Postcranial Osteometric Database (Hunt, 2017)—which previously was 
accessible through https://anthropology.si.edu/cm/terry.html on August 17, 2017, but is currently 
unavailable at this URL and can be obtained from Dr. David Hunt—for which complete data on 
measurements from the humerus, radius, and femur were available for up to 201 individuals. All 
measurements from this data set were taken to the nearest half millimeter. The total reference 
sample size was consequently up to 2,343 individuals. The reference sample data sets were 
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combined in the interest of maximizing representation of human variation. A model created for a 
representative reference sample can be applied to a larger number of contexts with greater 
confidence, thereby increasing practicality. For example, an open population sample—such as a 
hurricane that includes deaths of individuals from unknown localities—requires analytical 
models derived from an appropriately large reference sample, which includes as broad a range of 
human variation as possible. 
The test data, which were collected by the author, consist of the same measurements as 
taken on the reference sample for up to 133 individuals from the collections of the American 
Museum of Natural History, the Office of the Chief Medical Examiner, New York City, Manila 
North Cemetery (Go et al., 2017), and the human osteology collection housed at the University 
of Illinois at Urbana-Champaign. Measurements in this data set that were taken with an 
osteometric board were recorded to the nearest millimeter while measurements taken with a 
sliding caliper were recorded either to the nearest one-hundredth of a millimeter or the nearest 
half-millimeter, depending on the availability of digital versus manual calipers.   
 
Mahalanobis Distance  
This study aims to compare the reliability of visual pair-matching to an algorithmic pair-
matching tool. The function for Mahalanobis distance is as follows: 
𝐷2 = (𝑥𝑖 − ?̅?)
𝑡𝑆−1(𝑥𝑖 − ?̅?). 
where 𝑥𝑖 is the vector of right skeletal element (R) minus left skeletal element (L) measurements, 
?̅? is the vector of mean differences from the reference data set, and 𝑆−1 is the inverse of the 
covariance matrix from the reference data set. The left/right pairing in the sample that gives the 
smallest D2 between its vector of differences and the reference sample centroid is paired. 
 
F statistic 
 The Mahalanobis distances are then used to compare the potential pairing to the reference 
sample centroid using the F statistic in a test where the null hypothesis is that these vectors are 
equal (Mason & Young, 2002). The equation for the F statistic is as follows (Krzanowski, 2000, 
p. 213): 






where 𝑛 is the reference sample size and with 𝑘 and (𝑛 − 𝑘) degrees of freedom (p. 213). The p-
value associated with the F statistic is then calculated from the F distribution. Fusion of left/right 
pairs stops when the p-value between the measurement vector for the paired bones in the sample 
and the reference sample centroid becomes unacceptably small, indicating that the two bones 
deviate too far from the general pattern of multivariate asymmetry (as indicated by the reference 
data set). The issue of determining an appropriate point at which the distance becomes 
“unacceptably large” is addressed in a later section by optimal cut points. 
 
Multivariate normality 
 While t tests can be sensitive to deviations from univariate normality when sample sizes 
are unequal (Markowski & Markowski, 1990), this is not the case with the F statistic. Everitt 
(2012) determined that when the distributions were not multinormal, neither the inequality or 
equality of the sample sizes nor the number of variables in a two-sample test had a large effect 
on the results of the test as compared to those of a multinormal distribution with equal sample 
sizes (Everitt’s Table 2). Considering that previous algorithmic methods apply t tests (Byrd & 
Adams, 2003; Byrd & Legarde, 2014; Lynch, 2017a; Lynch et al., 2017; Warnke-Sommer et al., 
2018) to non-normal samples (Lee & Konigsberg, 2018; Vickers et al., 2015) of unequal sizes 
(i.e., a reference distribution as compared to individual cases), the results from these studies 
should be taken with extreme caution. In the present study, Mardia’s tests were conducted to 
evaluate multivariate normality of the samples, finding that they were not multinormal, but this 
finding should not impact the results appreciably (Everitt, 2012).  
 As indicated in Chapter 2, the issue of univariate non-normality is easily addressed 
because there is a wealth of alternative distributions that can be used. However, the lack of 
multivariate normality is a much less straightforward problem to deal with because there are no 
multivariate generalizations of many of the univariate alternatives to normal. Since multivariate 
non-normality does not have a substantial impact on the F statistic, there was no need for 
adjustment of the samples or methods. 
 
Model comparison 
The D2 test was evaluated against two variants of the Z-transform method, unweighted 
and weighted by effect size/adjusted for correlation. Both Byrd’s and Lynch et al.’s methods 
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were excluded from this study because previous research has shown that they performed 
significantly worse than the Z-transform method (Warnke-Sommer et al., 2018). The equation 







where 𝑍𝑖 = Φ
−1(1 − 𝑝𝑖),  is the standard normal cumulative distribution and Φ
−1 is its inverse, 
and let 𝐻0,1, 𝐻0,2, … 𝐻0,𝑘 be a set of null hypotheses for k independent tests. The global p-value 
(P) follows 𝑃 = 1 − (𝑍𝑠).  
For the Z-transform method, measurement differences are transformed into a t value with 





where 𝐷𝑖 = (𝑎𝑖 − 𝑏𝑖)  in which 𝑎𝑖 is the ith measurement of the right skeletal element and 𝑏𝑖 is 
the ith measurement of the left skeletal element, ?̅?𝑙 is the mean 𝐷𝑖 value from the reference data 
set, and 𝑆𝐷𝑖𝑟𝑒𝑓 is the standard deviation of the ith D-value. Note that while Warnke-Sommer et al. 
(2018) use left minus right skeletal measurements, this study uses right minus left skeletal 
elements for consistency. Using the half-t distribution, p-values for the absolute t values are 
derived using a one-tailed test with the half t distribution. The Z-transform test is then used to 
combine the resulting p-values corresponding to the set of hypotheses.  
For the weighted by effect size test, Liptak’s modification (Liptak, 1958) was further 
modified by Warnke-Sommer et al. (2018)  to adjust for correlations. This resulting equation is 
used in the present study. While the Z-transform test was purportedly available for review and 
use through GitHub—attempted access on June 22, 2019 to the link provided by the authors at 
https://github.com/spawaskar-cora/cora-docs—does not appear to have any R scripts. As the 
algorithms were not publicly accessible, it was necessary to build them from the ground up, 
which was a time-consuming and specialized process. All three methods—this includes the D2 
method—were implemented using R (R Core Team, 2019). 
 
Parameters 
In order to simulate potential real-world scenarios, each method was conducted on the 
test sample at different sample sizes and recovery rates. Since it is unrealistic to expect a perfect 
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probability of recovery (p.r.) in a forensic or bioarchaeological context due to taphonomic 
disturbances or relocation of remains (Bradley J Adams & Konigsberg, 2004), the p.r. in this 
study was set to 0.3 and 0.6 for each scenario. A p.r. of 1 was also simulated in order to match 
other studies. Sample sizes were tested at four different numbers of individuals: n = maximum 
number of individuals for the specific element (ranging from n = 123 to n = 133), n = 100, n = 
50, and n = 25. Note that the actual number of individuals present in the simulation depends on 
which bones are recovered. Ten different trials were run under each set of parameters at seeds of 
from 41 to 50 as integers for a total of 320 trials. 
 
Performance statistics 
 Model performance metrics vary depending on the type of problem and goal of the 
operator. In the context of pair-matching, the predictive models in this paper use a binary 
classifier to decide one of two things: do the bones belong to the same person or do the bones not 
belong to the same person? Several measures exist to evaluate the effectiveness of a binary 
model, including receiver operating characteristics (ROC) curves (Fawcett, 2006) and Youden’s 
J statistic (YJS) (Youden, 1950).  
 These measures of diagnostic accuracy are based on the contents of a confusion matrix. 
The confusion matrix for statistical classification of pair-matches is illustrated below: 
 




Predicted as not 
paired 
 
True Positive (TP) 
 
 
False Positive (FP) 
 
 
Predicted as paired 
 
False Negative (FN) 
 
 
True Negative (TN) 
 
where each row represents the instances in a predicted class, while each column represents the 
instances in an actual class. From the confusion matrix it is possible to calculate sensitivity as 
𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑁⁄ ) and specificity as 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁 (𝑇𝑁 + 𝐹𝑃)⁄ . Additional 
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performance statistics can be calculated including positive predictive value (PPV), negative 
predictive value (NPV), positive likelihood ratio (LR+), and negative likelihood ratio (LR-). 
Positive predictive value (PPV) is the probability that a TP pair is predicted as not paired: 
𝑃𝑃𝑉 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑃⁄ ) 
Negative predictive value (NPV) is the probability that a TN pair is predicted as not paired: 
𝑁𝑃𝑉 = 𝑇𝑁 (𝑇𝑁 + 𝐹𝑁⁄ ) 










ROC curves show the diagnostic ability of a dichotomous test as its discrimination 
threshold is varied by plotting true positive rate (sensitivity) against false positive rate (1-
specificity). To assess quality of various models, ROC curves were plotted using the pROC R 
package (Robin et al., 2011). Area under curve (AUC) is the area enclosed by the ROC curve 
and is used as a diagnostic indicator. A perfect classifier has an AUC = 1 and a completely 
random classifier has an AUC = 0.5 (i.e., a 50% chance of guessing whether a datum belongs to 
one of two classes). The range of possible AUC values is [0, 1]. However, if the AUC is below 
0.5, that means a better score can be produced by inverting all the outputs of the classifier. 
Deciding on where to draw the line requires weighing the cost of a false positive versus a false 
negative—this depends on external factors and has nothing to do with the classification problem. 
AUC scoring allows evaluation of the models independent of the threshold, but in real-world 
application, the operator must decide on a threshold. Therefore, a single statistic like YJS, which 
denotes an optimal cutoff point, is necessary for the evaluation of the model performance in a 
real-world setting.  
 YJS (Youden, 1950) captures the performance of a binary classifier system with the 
formula: 
 𝐽 = 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 − 1  
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Although the statistic theoretically ranges from -1 to 1, the practical range is 0 to 1 (Shan, 2015). 






Variances and mean values in differences for the various skeletal element measures vary 
across sample measurements for a given skeletal element type (Table 3.1). As a note, although 
asymmetry does not have a significant effect on osteometric sorting results (Bertsatos & 
Chovalopoulou, 2019), the summary statistics for the asymmetry of each bone has been provided 
for each reference data set in Appendix B for observers with a particular application in mind. 
Mean asymmetry for the upper limbs is greater across all variables than that in the lower 
limbs. The phenomenon of ‘‘crossed symmetry,” which is defined as left-bias in lower limb bone 
dimensions combined with the contralateral asymmetry in upper limbs, is also displayed 
(Schaeffer, 1928). Crossed symmetry appears in both femoral length (FML = -0.9969), and tibial 
and femoral diameters (FMLD = -0.2996; TAPD = -0.9284).  
Previous research supports these findings (Auerbach & Ruff, 2006). There are higher 
values of asymmetry in humeral, radial, and femoral lengths than in other variables of the same 
bones. This contradicts research that has found length symmetry to be better conserved than 
diaphyseal breadths (Auerbach & Ruff, 2006). The covariance coefficients were all positive 
except for the negative covariance coefficient between maximum femoral length (FML) and 
femoral medial-lateral diameter (FMLD). This relationship has implications for shape changes in 
femoral asymmetry following size changes. 
 Due to the measurement-specific variability in asymmetry within and between bones, it is 
necessary to take the origin of variation into account. Previous methods erase this information 
with linear summation. Although the Z-transform method circumvents this particular erasure by 
creating separate p-values for each measurement, it still obscures relative relationships between 
measurements by fusing the p-values into a global p-value. This feature of the D2 approach 
preserves all information carried by the relationships between the measurements, distinguishing 
it from its univariate predecessors. 
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ROC curves and AUC 
The D2 method was compared against two variants of the Z-transform test. ROC curves 
were used to analyze model performance over all cutoff points (Fig. 3.2). As indicated by the 
AUC values in Table 3.2, the Z-transform tests tended to perform more uniformly better across 
all cut points. Although ROC and AUC analyses are used for assessing model performance, these 
analyses are more applicable for models in their nascent stages and are not as meaningful for 
assessing applications of said models (Halligan, Altman, & Mallett, 2015). Since so few false 
positives are identified by all three of the methods, the data was clustered in the left portion of 
the ROC (Fig. 3.2). This means that the ROC analysis must extrapolate data beyond the last 
available data point. As a consequence, the majority of the AUC is composed of a region 
containing no data and no applicative thresholds. In the interest of the applicative use of these 
methods, a more appropriate performance analysis is one that gives an ideal cut point thereby 
circumventing the pitfalls of analyzing extrapolated data. 
 
Youden’s J statistic 
While Warnke-Sommer et al. (2018) assessed method “efficiency” at arbitrary alpha 
levels (0.01, 0.05, and 0.1), YJS is an objective method for determining thresholds and more 
appropriate in applications such as this where ideal cut points vary by parameter. Optimum cut-
off points based on the maximum values of Youden’s index were produced for each of the three 
tests (see Appendix C). Compared to the Z-transform tests, the D2 method showed a general 
trend across skeletal elements of having higher rates of TN (correctly identified pairs) and FN 
(incorrectly identified pairs), and lower rates of FP (incorrectly identified non-pairs) and TP 
(correctly identified non-pairs) (Appendix C). Generally, the Z-transform tests had a more 
imbalanced proportion of sensitivity and specificity, with higher sensitivity and lower specificity, 
as compared to the D2 method. While both Z-transform tests did not correctly identify pairs as 
well as the D2 method, the Z-transform method weighted by effect size and corrected for 
correlation in particular tended to underperform at correctly identifying pairs. As sample sizes 
and r.p. decreased, there was a greater variability of method performance. This is due to the fact 
that there were smaller amounts of pairs present in the test sample, therefore the correct 




To compare the YJS between methods, paired Wilcoxon signed rank tests were 
conducted on the samples. The results for each skeletal element can be found in Table 3.3. These 
results indicate that relative model performance varies by skeletal element. The Z-transform 
method weighted by effect size and corrected for correlation performed significantly worse (p < 
0.001) than the other two methods across the board for all bones. The D2 method significantly 
outperformed (p < 0.001) the unweighted Z-transform method on both the humerus and radius. 
However, the unweighted Z-transform method performed just as well on the femur and 
outperformed the D2 method (p < 0.001) on the tibia. The methods performed similarly between 





A novel, multivariate approach to pair-matching has been developed. With individual 
consideration for each measurement and its relation to other measurements, this method 
preserves valuable information about size and shape of the skeletal elements. The summary 
statistics show information about size and shape of long bones that is relatively consistent with 
previous findings (Auerbach & Ruff, 2006; Sakaue, 1998; Trinkaus et al., 1994). Increased 
asymmetry in diaphyseal breadths has been attributed to less environmental plasticity of bone 
lengths (Lanyon, 1980; Lieberman, Devlin, & Pearson, 2001). Furthermore, the negative 
covariance between femoral length and femoral medial-lateral diameter implies an allometric 
relationship wherein longer femora have a relatively smaller medial-lateral shaft dimension. 
These findings on shape and disparate asymmetry values have import for trait selection in pair-
matching methods. 
The importance of preserving shape and size information is demonstrated in the D2 
method’s ability to correctly identify pairs better than the Z-transform tests on average. However, 
the relative weakness of this method lies in the over-identification of pairs (correct or not). In 
cases of identification efforts, the primary goal of the pursuit is to correctly identify all 
individuals present in an assemblage. The Z-transform tests’ trade-off for correctly identifying 
more non-pairs is that it missed more pairs, instead identifying them as non-pairs. It would be 
more likely that an individual would be missed in a pair-matching analysis using this method. 
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This mistake could be problematic in contexts of re-patriation and site interpretation for both 
forensic and bioarchaeological contexts.  
In the interest of assessing the three methods for their application in real-world cases, 
YJS is a better measure of performance than AUC considering that YJS allows for the 
production of optimal cut points. By this statistic, the D2 method outperformed both Z-transform 
tests of the upper limb bones and performed equally well on the femur. The underperformance of 
the D2 method on the tibia could possibly be explained in some part by measurement selection. 
Future research is needed to identify which measurements contain the highest amount of 
diagnostic information, with implications to maximize the performance of the D2 method.  
 Although the D2 method has potential to improve approaches to osteometric sorting, there 
are two main issues: 1) the ideal cut point is unknown in application, and 2) the algorithm is 
“greedy”—by making the optimal choice at each step, the algorithm does not necessarily find the 
optimal solution to the overall problem. The Z-transform tests also suffer from both of these 
issues. In reference to 1), Appendix C shows that Youden’s optimal cut point varies widely 
depending on the simulated set of parameters. In an actual case, there is no way to know the 
actual number of individuals present in an assemblage or at what rate the remains have been 
recovered. Therefore, the optimal cut point, which is determined by parameters that necessarily 
remain unknown, cannot be predetermined. The issue in 2) is simply that the algorithm is 
shortsighted. It is only able to make decisions based on the information it has at any one step, 
without regard for the overall problem. As an example, say an assemblage consists of three right 
femora (A, B, C) and three left femora (A, C, D) and within this set of bones there are two true 
pairs. A greedy algorithm, like the D2 method, would make the following choices: 
 
Right femur Left femur D2 
A C 0.59 
B A 3.25 
C D 5.37 
 
The algorithm chooses this pathway because femora A and C have the smallest D2. 
Consequently, left femur C is removed from the pool of potential pairs, even though its correct 
antimere (right femur C) remains in the pool. This misstep restricts the remainder of the pairing 
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choices. The globally optimal solution (i.e., the one that identifies the greatest number of correct 
pairs) is given with the following set of pairings: 
 
Right femur Left femur D2 
A A 0.61 
C C 0.62 
B D 4.87 
 
Although pairing of right A and left A femora has a slightly larger D2 value than the pairing of 
the right A and left C femora, pairing left A and right A femora sets up the pairing system to 
minimize D2 values in future pairings, thereby minimizing the overall D2 of the assemblage. As a 
result of the non-greedy approach, both pairs were identified. Since the D2 algorithm does not 
operate exhaustively on all data, it is not likely to find the globally optimal solution. In order to 
address these problems, future research should focus on optimizing the algorithm so as to have it 
find a globally optimal rather than locally optimal solution. Furthermore, more research needs to 
be conducted on finding the optimum cut points for an assemblage with unknown parameters. 
Improvements on estimation methods aid in the identification and return of missing persons to 
their families, the collection of evidence in criminal cases, the streamlining of law enforcement 
investigations, and the management of victim’s remains from mass disasters. A variety of 
different situations can result in the deposition of commingled human remains including mass 
graves and natural disasters, each of which require both speed and accuracy on the part of the 
investigators. The results of this study demonstrate that a multivariate approach that considers 
multivariate asymmetry holds the potential to improve upon standard methodology for human 
identification that better determines the number of individuals in a commingled assemblage in 









CHAPTER 3 FIGURES AND TABLES 
 
Figure 3.1: Data points of right bone measurements minus left bone measurements 
 
 
The blue dot is the centroid, or the “center” of the data, and the points around it are the actual data points of a 


































































Table 3.1: Summary statistics for the right minus left measurements for each bone 
 
Humerus (n=2,343) 
 HML HEB HHD   
 2.4778 0.6435 0.2153   
HML 20.7216 0.6124 0.7933   
HEB 0.6124 2.6294 0.2126   
HHD 0.7933 0.2126 1.2819   
      
Radius (n=2,197) 
 RML RMLD RAPD   
 1.7877 0.3756 0.1573   
RML 10.8699 0.4051 0.2135   
RMLD 0.4051 0.9334 0.0792   
RAPD 0.2135 0.0792 0.4496   
      
Femur (n=1,438) 
 FML FEB FHD FMLD FAPD 
 -0.9969 0.2747 0.0989 -0.2996 0.0858 
FML 19.219 0.56 0.1405 -0.6277 0.5461 
FEB 0.56 2.1555 0.0675 0.0574 0.2288 
FHD 0.1405 0.0675 0.7072 0.0411 0.031 
FMLD -0.6277 0.0574 0.0411 1.2644 0.0378 
FAPD 0.5461 0.2288 0.031 0.0378 1.197 
      
Tibia (n=1,219) 
 TML TPB TMLD TAPD  
 0.0415 0.1226 0.5759 -0.9284  
TML 11.2578 0.3639 0.2365 0.3354  
TPB 0.3639 3.7758 0.001 0.1009  
TMLD 0.2365 0.001 1.6195 0.0046  
TAPD 0.3354 0.1009 0.0046 2.3521  
 
 























Table 3.2: Area under the curve (AUC) values for ROC analysis. 
 
Skeletal element D2 Unweighted Z transform Z transform (effect size) 
Humerus 0.9765 0.9937 0.9934 
Radius 0.9539 0.9946 0.9926 
Femur 0.9705 0.9952 0.9823 


















































Table 3.3: Paired Wilcoxon signed rank tests for Youden’s J statistic: HA = true location shift is 
not equal to 0 
 





 mean sd Sum of ranks p-value 
n = 78 D2 - Unweighted Z transform 0.0918 0.2183 1998 0.0005 
 Unweighted Z transform - 
Z transform (effect size) 
0.2341 0.2211 1824 < 0.0001 
 D2 - Z transform (effect size) 0.3259 0.2535 2762 < 0.0001 
Radius      
 n = 79 D2 - Unweighted Z transform 0.1342 0.2762 2297 < 0.0001 
 Unweighted Z transform - 
Z transform (effect size) 
0.2167 0.2010 2033 < 0.0001 
 D2 - Z transform (effect size) 0.3509 0.2683 2727 < 0.0001 
Femur      
n = 79 D2 - Unweighted Z transform 0.0139 0.2427 1304 0.4419 
 Unweighted Z transform - 
Z transform (effect size) 
0.3696 0.2893 2284 < 0.0001 
 D2 - Z transform (effect size) 0.3835 0.2394 2525 < 0.0001 
Tibia      
n = 79 D2 - Unweighted Z transform -0.0985 0.1378  < 0.0001 
 Unweighted Z transform - 
Z transform (effect size) 
0.3046 0.2348 2556 < 0.0001 



































The recovery rate was set to 1, there were 9,900 false pairs and 100 true pairs. The diagonal line represents a 
completely random classifier when AOC = 0.5. The true positive rate is the proportion of bones that were positively 
and correctly identified as not being a part of a pair. The false positive rate is the proportion of bones that were 











ALLOMETRY USED FOR THE SIMULTANEOUS OSTEOMETRIC SORTING OF 





The resolution of commingling involves a multiple-step approach in order to address the 
many facets of the identification process. Estimation of the number of individuals in an 
assemblage is typically done by way of pair-matching, yet the issue of assigning all bones to 
each individual is a separate problem (Bradley J Adams & Konigsberg, 2004). While several 
methods for the matching of antimeres have been developed and tested (e.g., Byrd & Legarde, 
2014; Karell et al., 2016; Lynch, 2018; Lynch, Byrd, & Legarde, 2017; Thomas, Ubelaker, & 
Byrd, 2013; Warnke-Sommer, James Lynch, Pawaskar, & Damann, 2018), there are fewer 
studies that address the issue of matching non-paired bones (e.g., Adams & Byrd, 2006; Buikstra 
& Gordon, 1980; Byrd & Adams, 2003; Lynch, 2017). Adams and Byrd (2006) detail subjective 
approaches to grouping parts of the skeleton through techniques such as articulation and 
taphonomic patterning. In contrast, Buikstra and Gordon (1980) used a more formalized and 
objective procedure that involved the use of t tests to compare osteometric measurements 
between cases and a reference data set. Following Buikstra and Gordon’s study, recent research 
has focused on the development of more objective methods for osteometric sorting. 
Typically the metric approaches to this skeletal re-association have involved linear 
regression analysis (Byrd, 2008; Byrd & Adams, 2003; Byrd & Legarde, 2014). These methods 
work by first calculating predicted values of metric measurements using a regression created 
from a reference data set. The differences between the predicted and actual values from a 
predicted bone match are then compared to a t distribution (Byrd, 2008). Lynch (2017b) recently 
developed a method that automates the regression modelling process. Automation is 
advantageous over subjective methods like joint-comparison (Bradley J. Adams & Byrd, 2006) 
or non-automated methods (Byrd & Legarde, 2014) because it expedites the process of resolving 
large commingled assemblages and increases objectivity.  
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However, Lynch’s method still relies on regression modelling, which restricts the 
analyses to comparisons of only two elements at a time. Although Lynch asserts that his data are 
normally distributed, he does not conduct any statistical tests for normality to support his claim. 
He also claims that OsteoSort is “multivariate” due to the principal components and canonical 
correlation analysis aspects of the method, but ultimately it is not a multivariate test because its 
diagnoses are derived from bivariate regressions, which have only one dependent variable. Since 
Lynch’s approach is not truly multivariate, assumptions are based on the sizes of bones, rather 
than on both the size and shape of bones. The exclusion of shape analysis ignores potentially 
important discriminatory information. These deficiencies are readily addressed by an automated 
and multivariate method that accounts for both size and shape. 
 
 
Multivariate shape  
 
 Allometry, defined in this paper as “size-related change of morphological shape” 
(Klingenberg, 2016), is an intrinsic component of skeletal analysis. Investigations into allometry 
beget a wealth of biological information that informs questions of evolution, development, and 
population variation (Cheverud, 1982). While the first principal component has been described 
as representing “size” and the second as “shape,” it has been shown that shape also influences 
variation in the first component (Jungers et al., 1995). It follows that shape, viewed as an 
intrinsic property of an organism rather than as a changing function of different sets, is a critical 
discriminating factor in differentiating individuals. Therefore, the question of how morphology 
of one bone relates to that of another on a size-scale is an allometric one. As a result, allometry is 
highly influential in predictive analyses of bone relationships, such as osteometric sorting, and 
needs to be considered.  
Relating to questions of skeletal re-association, allometric data provide more nuanced 
information than size data alone. With size and shape analyses in particular, interpoint distances 
remain important sources of information, underlining the importance of using multivariate 
statistics. Flattening multivariate data into bivariate regression necessarily misrepresents 
allometric relationships. Byrd and Adams posit that their summed measurements statistic 
captures “size and shape” (Byrd and Adams 2003), which is inaccurate. A simple illustration of 
60 
 
this fallibility follows: if three measurements—length, medial lateral shaft diameter, and 
epicondylar breadth—are taken from the femur, a short and wide femur can have the same 
summed statistic as a long and slim femur, even though they are decidedly different shapes. 
As an alternative to linear regressions in osteometric sorting, I propose an algorithm that 
uses both multivariate distance and shape. Shape is inherently a multivariate concept (Sprent, 
1972) as the subjects of analysis exist in more than one dimension. Therefore, the use of 
regressions to characterize shape relationships is inadequate. Mosimann (1970) offers 
quantifications of size and shape that are very effective measures and have been applied 
productively to a variety of problems (e.g., Berge & Kazmierczakb, 1986; Chamberlain & Wood, 
1987; Darroch & Mosimann, 1985). The geometric mean is a member of the Mosimann family 
of size variables and is used in the calculation of Mosimann’s shape variables, which represent 
shape. Mosimann shape variables are the original variables divided by the geometric mean of all 
the variables measured within an individual. 
Using the Mosimann measures and Mahalanobis distance (D2), a multivariate measure of 
distance between a point and a distribution (De Maesschalck et al., 2000) as the basis for the 
algorithm, which proceeds in R (R Core Team, 2019), the method proposed in this chapter works 
in the following sequence: The algorithm calculates a vector of shape variables for every 
possible combination of skeletal elements. Each of these vectors is then compared to the centroid 
of the reference data set—a vector of mean shape variables. The reference sample supplies the 
vector of mean shape variables as well as the variance-covariance matrix for the Mahalanobis 
distance equation. A p-value from the F distribution is calculated and inversely relates to the D² 
value. Whichever combinations have the smallest D² (largest p-value) will be identified as a 
combination by the algorithm. After a combination has been made, the algorithm continues to fit 
all remaining bones as possible combinations, until no bones remain. A cut-point is needed to 
define a threshold at which the algorithm stops combining bones. This is necessary for 








Materials and Methods 
 
The samples and data 
The reference sample used in this study is taken from three large databases. A total of 15 
measurements (Table 2.1) were recorded on four limb bones: humerus, radius, femur, and tibia. 
Data from only the right elements were used, as the left and right bones have been shown to 
produce similar results in osteometric sorting (Bertsatos & Chovalopoulou, 2019). Notably, the 
ulna and fibula have been excluded from this analysis because the ulna and fibula are highly 
correlated with the radius and tibia, respectively. Their addition to this analysis would provide 
very little new information. These data sets were cleaned prior to use, using pairs plots to 
identify and remove bivariate and univariate outliers (Table 2.2). Sample sizes varied depending 
on the availability of data on each bone, as a complete set of measurements is required for the 
analysis (Table 2.3).  
Depending on the dataset, certain bones were not included in the reference sample due to 
discrepancies between the measurement descriptions. The first reference data set used is the 
online Goldman data set (Auerbach & Ruff, 2004, 2006) available at 
http://web.utk.edu/~auerbach/GOLD.htm from which the humeral, radial, femoral, and tibial 
measurements were extracted. Complete data were available for up to 1,253 individuals from this 
collection. Measurements in this data set that were taken with an osteometric board were 
recorded to the nearest half millimeter, while measurements that were taken with a sliding 
caliper were recorded to the nearest one-hundredth of a millimeter. The second source was the 
Forensic Data Bank—access provided by Dr. Stephen Ousley—from which complete data on 
measurements from the humerus and radius were available for up to 965 individuals. All 
measurements from this data set were given to the nearest millimeter. The third data set was the 
Terry Collection Postcranial Osteometric Database (Hunt, 2017)—which previously was 
accessible through https://anthropology.si.edu/cm/terry.html, but is currently unavailable at this 
URL and can be obtained from Dr. David Hunt—for which complete data on measurements 
from the humerus, radius, and femur were available for up to 201 individuals. All measurements 
from this data set were taken to the nearest half millimeter. The total reference sample size was 
consequently up to 2,271 individuals due to the need for complete sets of measurements per 
individual. The reference sample data sets were combined in the interest of maximizing 
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representation of human variation. A model created for a representative reference sample can be 
applied to a larger number of contexts with greater confidence, thereby increasing practicality. 
For example, an open population sample—such as victims of a hurricane that includes deaths of 
individuals from unknown localities—requires analytical models derived from an appropriately 
large reference sample, which includes as broad a range of human variation as possible. 
The test data, which were collected by the author, consist of the same measurements as 
taken on the reference sample for up to 25 individuals from the collections of the American 
Museum of Natural History, the Office of the Chief Medical Examiner, New York City, Manila 
North Cemetery (Go et al., 2017), and the human osteology collection housed at the University 
of Illinois at Urbana-Champaign. The test data were limited to 25 individuals, as with four 
elements there would be 254, or 390,625 ways to re-associate the elements into sets of four 
bones. Measurements in this data set that were taken with an osteometric board were recorded to 
the nearest millimeter while measurements taken with a sliding caliper were recorded either to 
the nearest one-hundredth of a millimeter or the nearest half-millimeter, depending on the 
availability of digital versus manual calipers.   
 
Shape variables 
 Mosimann’s shape variables were used in order to capture the true relationships between 
the shapes of different elements (Mosimann, 1970). For my samples of linear measurements, 
bones of the same shape should only differ by a constant variable, which is related to the size of 
the respective element. Mosimann (1970) quantifies this relationship using the geometric mean 
as the “standard size variable”:  
𝐺(𝑥) = ∏ 𝑥𝑖
1/𝑘
 
In this equation, 𝑥𝑖 is the ith of k total number of 
measurements. The geometric mean is then used to calculate the shape vector: 
𝑧 = 𝑥/𝐺(𝑥) 
Where 𝑥 is a measurement vector and 𝐺(𝑥) is the standard size variable. Mosimann’s shape 
variables are one way perform a size correction. Since the geometric mean is divided out, size 
has been corrected for, leaving only a characterization of shape. As a result, size-correction is the 




 Shape is captured by the shape variables, while size factors into the different geometric 
means created by potential matches. If one bone is much larger than the others in the set, the 
geometric mean will look much different than if the bones were all of the same size. This creates 
a combination of shape variables that will be mathematically distant from the reference variables, 
showing that the elements do not match. Allometry is the best descriptor for the relationships 
analyzed in my project because they are relationships of shape (captured by the vectors of shape 
variables) and size (captured by the variation in geometric means). 
 
Mahalanobis Distance  
Once vectors of shape variables from all potential long bone combinations from the test 
sample are calculated, the algorithm determines the Mahalanobis distance (D2) (De Maesschalck 
et al., 2000) between each vector of shape variables and the vector of means from the reference 
data set. The function for Mahalanobis distance is as follows: 
𝐷2 = (𝑧𝑖 − ?̅?)
𝑡𝑆−1(𝑧𝑖 − ?̅?). 
where 𝑧𝑖 is the vector of test shape variables, ?̅? is the vector of mean shape variables from the 
reference data set, and 𝑆−1 is the inverse of the covariance matrix from the reference data set. 
The combination of long bones in the test sample that gives the smallest D2 between its 




 The Mahalanobis distances are then used to compare the possibly re-associated elements 
in the test sample with the reference sample centroid using the F statistic. This is a test where the 
null hypothesis is that shape variables of the re-associated elements is equal to the reference 
centroid (Mason & Young, 2002). The equation for the F statistic is as follows (Krzanowski, 
2000): 




where 𝑛 is the reference sample size and with 𝑘 and (𝑛 − 𝑘) degrees of freedom (p. 213). The p-
value associated with the F statistic is then calculated from the F distribution.  Fusion of long 
bones stops when the p-value between the vector of shape variables for a combination of bones 
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in the sample and the reference centroid for the same combination of bones becomes 
unacceptably small, indicating that the two, three, or four bones deviate too far from the general 
pattern of multivariate allometry (as indicated by the reference data set). 
 
Multivariate normality 
 While t tests can be sensitive to deviations from univariate normality when sample sizes 
are unequal (Markowski & Markowski, 1990), this is not the case with the with the F statistic. 
Everitt (2012) determined that when the distributions were not multinormal, neither the 
inequality or equality of the sample sizes nor the number of variables in a two-sample test had a 
large effect on the results of the test as compared to those of a multinormal distribution with 
equal sample sizes (Table 2). Considering that previous algorithmic methods apply t tests 
(Lynch, 2017c) to samples of unequal sizes (i.e., a reference distribution as compared to 
individual cases), the results from these studies should be taken with extreme caution. In the 
present study, Mardia’s tests were conducted to evaluate multivariate normality of the samples, 
finding that they were not multinormal, but this finding should not impact the results appreciably 
(Everitt, 2012).  
 As indicated in Chapter 2, the issue of univariate non-normality is easily addressed 
because there is a wealth of alternative distributions that can be used. However, the lack of 
multivariate normality is a much less straightforward problem to deal with because there are no 
multivariate generalizations of many of the univariate alternatives to normal. Since multivariate 
non-normality does not have a significant impact on the F statistic, there was no need for 
adjustment of the samples or methods. 
  
Parameters 
In order to test and compare each of the three classes of osteometric models—two-bone, 
three-bone, and four-bone—each method was conducted on the test sample at a fixed sample size 
of 25 individuals and a fixed recovery probability of 1 (i.e., 100% recovery of all skeletal 
elements). While the sample size of 25 individuals remained fixed, the number of bones involved 
in the matching process, and consequently the number of potential bone combinations, varied. 
For example, with the two-bone models there were 252 (or 625) possible combinations, meaning 
that there were 600 combinations that were not correctly associated and 25 that were actually 
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associated. With the four-bone model, there were 254 (or 390,625) possible combinations. One 
trial was run for each unique combination of skeletal elements (e.g., humerus and femur, 
humerus and tibia, etc.). 
 
Performance statistics 
 Model performance metrics vary depending on the type of problem and goal of the 
operator. In the context of osteometric sorting, the predictive models in this paper use a binary 
classifier to decide one of two things: do the bones belong to the same person or do the bones not 
belong to the same person? In the context of re-associating the humerus, radius, femur, and tibia, 
different models were used to re-associate two bones at a time, three bones at a time, and four 
bones at a time. With all three models, the classifications were still binary (i.e., do the bones 
belong to the same person or do they not belong to the same person). Several measures exist to 
evaluate the effectiveness of a binary model, including receiver operating characteristics (ROC) 
curves and Youden’s J statistic (YJS).  
 These measures of diagnostic accuracy are based on the contents of a confusion matrix. 
The confusion matrix for statistical classification of associated bones is illustrated below: 
 





Predicted as not 
associated 
 
True Positive (TP) 
 
 






False Negative (FN) 
 
 
True Negative (TN) 
 
where each row represents the instances in a predicted class, while each column represents the 
instances in an actual class. From the confusion matrix it is possible to calculate sensitivity as 
𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑁⁄ ) and specificity as 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁 (𝑇𝑁 + 𝐹𝑃)⁄ . Additional 
performance statistics can be calculated including positive predictive value (PPV), negative 
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predictive value (NPV), positive likelihood ratio (LR+), and negative likelihood ratio (LR-). 
Positive predictive value (PPV) is the probability that a true non-association is predicted as not 
being associated: 
𝑃𝑃𝑉 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑃⁄ ) 
Negative predictive value (NPV) is the probability that a true bone association is predicted as 
being associated: 
𝑁𝑃𝑉 = 𝑇𝑁 (𝑇𝑁 + 𝐹𝑁⁄ ) 









     
ROC curves show the diagnostic ability of a dichotomous test as its discrimination 
threshold is varied by plotting true positive rate (sensitivity) against false positive rate (1-
specificity). To assess quality of varizous models, ROC curves were plotted using the pROC R 
package (Robin et al., 2011).  
In real-world applications, the operator must decide on a threshold denoting the point at 
which the p-value becomes unacceptable small (i.e., the D2 value for the particular combinations 
of bones is too large). Therefore, a single statistic like YJS, which denotes an optimal cutoff 
point, is necessary for the evaluation of the model performance in a real-world setting. YJS 
(Youden, 1950) captures the performance of a binary classifier system with the formula: 
 𝐽 = 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 − 1  
Although the statistic theoretically ranges from -1 to 1, the practical range is 0 to 1 (Shan, 2015). 






 The variance-covariance matrices and means of the shape variables for each bone 
combination is given in Appendix D, which are used to solve the D2 equation. The aim of this 
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dissertation was to create a broadly applicable method for assemblages where biological 
information on the remains is unknown. As such, all the reference data were pooled. It should be 
noted that previous research has found that applying modern reference data to archaeological 
assemblages can affect the results of osteometric sorting algorithms (Bertsatos & 
Chovalopoulou, 2019). With this in mind, the summary statistics for each combination of bones 
for each separate data set is provided in Appendix D for observers who have further knowledge 
of the secularity about an assemblage. The means can be interpreted as the mean shape value 
with size removed through the division of the geometric mean (Mosimann, 1970). Previous 
methods that rely on linear regressions (Byrd, 2008; Byrd & Adams, 2003; Lynch, 2017c) 
obfuscate this relationship, by the bivariate nature of the analysis.  
 
ROC curves 
 Three ROC charts were constructed showing each of the three classes of osteometric 
models. As indicated by Fig. 4.1, which shows the six two-bones models, the radius-femur 
model performed the most poorly, while the humerus-femur and femur-tibia models performed 
the best. This could be due to the serial homologous relationship between the humerus and 
femur, which links them developmentally (Hallgrimsson, Willmore, & Hall, 2002) and the 
functional morphological relationship between the femur and tibia (Holliday & Ruff, 2001). Of 
the three-bone models (Fig. 4.2), the humerus-femur-tibia model performed the best. The 
inclusion of the radius in the models appears to lead to a reduction of the model’s relative 
diagnostic ability. This may be due to the increased variances in both the tibia and the radius, 
despite their serial homologous relationship (Holliday & Ruff, 2001). The diagnostic ability of 
the four-bone model (Fig. 4.3) as represented by the ROC curve, is the highest of all the models 
tested. The four-bone model diagnosed 390,625 possible combinations, and since the algorithm 
is generally conservative, it was able to correctly make the majority of correct exclusions (i.e., 
identify the non-associated skeletal elements). 
As a note, although ROC analyses are used for assessing model performance, these 
analyses are more applicable for models in their nascent stages and are not as meaningful for 
assessing applications of said models (Halligan et al., 2015). Since so few false positives are 
identified by all three of the methods, the data was clustered in the left portion of the ROC (Fig. 
3.2). This means that the ROC analysis must extrapolate data beyond the last available data 
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point. As a consequence, the majority of the area under the curve is composed of a region 
containing no data and no applicative thresholds. In the interest of the applicative imports of 
these methods, a more appropriate performance analysis is one that gives an ideal cut-point 
thereby circumventing the pitfalls of analyzing extrapolated data. 
 
Diagnostic ability and YJS 
 In contrast with ROC curves, YJS gives optimal cut-points based on the greatest values 
of Youden’s index, maximizing the applicability of the diagnostic method. Generally, Youden’s 
index tracks with the ROC curve diagnostic assessment, but there are notable differences. Of the 
two-bone models, humerus-femur and femur-tibia have the highest Youden’s statistic, while the 
radius-tibia and humerus-tibia have the lowest Youden’s statistic (Table 4.2). This contrasts only 
slightly with the ROC curves, which show that the radius-femur model underperformed the 
remaining two-bone models. The results for the three-bone models (Table 4.3) disagree in that 
the humerus-femur-tibia model outperformed the other models according to the ROC curve, but 
had the lowest diagnostic ability according to the YJS. Conversely, the humerus-radius-femur 
model had the highest YJS. Both methods agree that the four-bone model outperformed all other 
models (Table 4.4). 
 The positive and negative identification rates (Tables 4.2-4.4) show that the models were 
conservative, finding the majority of true positives, but also making a large amount of false 
negative identifications.  This means that while the models were good at identifying non-
associated skeletal elements (TP) they also falsely identified a large portion of bones as actually 
associated (FN). The absolute TN identification counts were similar across models, while the 
absolute TP identification counts increased with the addition of a bone to each model—that is to 
say, for example, that the four-bone model had a higher proportion of TP to TN identifications 
than the two-bone or three-bone models. This also impacted the sensitivity of the models, with 
the four-bone model performing with the highest sensitivity (0.9852), the three-bone models 
having less sensitivity (0.8860< sensitivity < 0.9613), and the two-bone models having the 
lowest sensitivity (< 0.8660). As PPV, NPV, LR+, and LR- are related to the positive and 
negative identification rates, they track with the observations made previously. Notably, the 
humerus-femur model had the highest LR+ value because it had the highest TN rate at 23 out of 





Bone shape has been used as a diagnostic factor in anthropology, but has not yet been 
effectively applied to the problem of osteometric sorting (Yasar Iscan, 1988). Shape has 
practicality for investigating relationships in biological structures (Mosimann and James 1979), 
making it valuable for re-association. Using vectors of shape variables (Mosimann, 1970) to 
quantify the shape relationships between limb bones makes the osteometric sorting method 
presented in this paper truly multivariate. The negative covariances between the shape variables 
of length and the shape variables of other measurements across all bones indicates that the 
dimensional increase in length may lead to the dimensional reduction of epiphyseal and articular 
surfaces (Table 4.1). This feature of the D2 approach preserves all information carried by the 
relationships between the measurements, distinguishing it from its bivariate predecessors. Size 
information, which represents a great deal of long bone variance (Cheverud, 1982), was included 
relatively into the analysis through the geometric mean (size variable) denominator.  
The resulting analysis led to the accurate identification of the majority of non-associated 
and associated bones. The algorithm tended to over-identify non-associated bones as associated 
(FN). However, the conservative nature of the algorithm also led to the high rates—up to 92%—
of finding truly associated bones (TN). High sensitivity is critical for application in real-world 
contexts. This method would be most useful as a tool to narrow down possible combinations of 
associated bones to subsequently be evaluated by an osteologist. In a modest trial of 25 
individuals, four bones result in 390,625 possible bone associations, which is an untenable 
evaluation for an observer. Therefore, the automation feature of the D2 method makes the 
assessment of large assemblages possible and practical. 
Although the D2 method has potential to improve approaches to osteometric sorting, there 
are two main issues: 1) the ideal cut point is unknown in application, and 2) the algorithm is 
“greedy”—by making the optimal choice at each step, the algorithm does not necessarily find the 
optimal solution to the overall problem. In reference to the first problem, the parameters of the 
trials were set to n = 25 and r.p. = 1, but the optimal thresholds are subject to change with 
varying parameters. In an actual case, there may be no way to know the actual number of 
individuals present in an assemblage or at what rate the remains have been recovered. Therefore, 
the optimal cut point, which is determined by parameters that necessarily remain unknown, 
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cannot be predetermined. The issue with the second problem is simply that the algorithm is 
shortsighted. It is only able to make decisions based on the information it has at any one step, 
without regard for the overall problem. As an example, say an assemblage consists of three 
femora (A, B, C) and three humeri (A, C, D) and within this set of bones there are two true 
associations (femur A with humerus A and femur C with humerus C). A greedy algorithm, like 
the D2 method, would make the following choices when faced with the following particular D2 
values: 
 
Femur Humerus D2 
A C 0.59 
B A 3.25 
C D 5.37 
 
The algorithm chooses this pathway because femur A and humerus C have the smallest D2. 
Consequently, humerus C is removed from the pool of potential pairs, even though its correct 
antimere (femur C) remains in the pool. This misstep restricts the remainder of the pairing 
choices. The globally optimal solution (i.e., the one that identifies the greatest number of correct 
pairs) is given with the following set of pairings: 
 
Femur Humerus D2 
A A 0.61 
C C 0.62 
B D 4.87 
 
Although pairing of femur A and humerus A has a slightly larger D2 value than the pairing of the 
femur A and humerus C, pairing femur A and humerus A sets up the pairing system to minimize 
D2 values in future pairings, thereby minimizing the overall D2 of the assemblage. As a result of 
the non-greedy approach, both pairs were identified. Since the D2 algorithm does not operate 
exhaustively on all data, it is not likely to find the globally optimal solution. In order to address 
these problems, future research should focus on optimizing the algorithm so as to have it find a 
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globally optimal rather than locally optimal solution. Furthermore, more research needs to be 
conducted on finding the optimum cut points for an assemblage with unknown parameters. 
The automated osteometric sorting method presented in this chapter offers several 
improvements over Lynch’s OsteoSort (Lynch, 2017c), because it has the ability to assess 
matches of multiple bones at once, eliminating the need for multiple paired comparisons, thereby 
reducing the amount of processing power and manpower needed for the analyses. For example, 
in the case of re-associating four bones for 25 individuals, first the bones would need to be 
assessed in pairs through several different regressions. However, the pairs formed by this 
analysis would be useless for the subsequent analysis since no assumptions can be made about 
the relationships between four bones from all the initial pairings. Consequently, there is no way 
to extrapolate the results of one bivariate regression onto those of another, and therefore the 
observer is still left with the task of exhausting all 390,625 four-bone combinations by hand.  
Additionally, Lynch et al.’s methods are univariate, and do not account for shape. 
Although the first component generally is driven by size (size vector), which is accounted for by 
Lynch et al.’s method, it has been shown that shape also influences the variation in the first 
component (Jungers, Falsetti, and Wall 1995). Multivariate studies have the ability to capture 
more information about an object, making it more amenable for comparisons (O’Brien and 
Storlie 2011). As a result, shape information holds the potential to add discriminating power to 
the analyses.  
This study represents the first step in automated procedures that re-associate multiple 
bones simultaneously. The automation and integration of biological and statistical information is 
a novel contribution put forward by this chapter offering improvements over previous automated 
methods. This method holds the potential for increasing accuracy of assessments, reducing the 
amount of resources needed to make said assessments, and expediting the assessments. Future 
iterations of this algorithm can be altered to include other bones, greatly increasing the speed of 
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Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Humerus-Radius 
388 6 212 19 0.2333 0.6467 0.76 0.9848 0.0823 2.6944 0.4649 0.4067 
Humerus-Femur 
415 2 185 23 0.2813 0.6917 0.92 0.9952 0.1106 8.6458 0.3351 0.6117 
Humerus-Tibia 
515 14 85 11 0.4569 0.8583 0.44 0.9735 0.1146 1.5327 0.322 0.2983 
Radius-Femur 
365 7 235 18 0.2453 0.6083 0.72 0.9812 0.0711 2.1726 0.544 0.3283 
Radius-Tibia 512 15 88 10 0.3792 0.8533 0.4 0.9715 0.102 1.4222 0.3667 0.2533 

































Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Humerus-Radius-
Femur 13823 7 1777 18 0.3221 0.8861 0.72 0.9995 0.01 3.1646 0.1582 0.6061 
Humerus-Radius-
Tibia 13948 8 1652 17 0.1446 0.8941 0.68 0.9994 0.0102 2.7941 0.1557 0.5741 
Humerus-Femur-
Tibia 14994 11 606 14 0.3208 0.9612 0.56 0.9993 0.0226 2.1844 0.0694 0.5212 
Radius-Femur-





































Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Humerus-Radius-

































The recovery rate was set to 1 and there were 25 individuals. The light gray line represents a completely random 
classifier when AOC = 0.5. The true positive rate (y-axis) is the proportion of bones that were positively and 
correctly identified as not being a part of a pair. The false positive rate (x-axis) is the proportion of bones that were 

























































CONCLUSION AND FUTURE DIRECTIONS 
 
 
The preceding chapters apply multivariate statistics to issues of osteometric comparison. 
As a general rule of constructive criticism, one should always couple a critique with an answer. 
With this in mind, Chapter 2 confronts distributional assumptions made by popular methods, 
while Chapters 3 and 4 offer alternative sorting methods. Although these methods are presented 
in their nascent stages, this study is a first step to integrating automation, allometry, asymmetry, 
and multivariate statistics into osteometric sorting.  
The results of Chapter 2 indicate that many current methods are predicated on 
assumptions that are difficult to justify. As new research attempts to consider asymmetry, it is 
not enough to superficially acknowledge its presence. There needs to be concordant 
investigations into appropriate parameterization efforts and effective metrics. Without thoughtful 
application, there is a risk of introducing unnecessary error into estimations. The findings in 
Chapter 2 go beyond demonstrating non-normality of the asymmetry distributions to present the 
best fit model for the distribution: the exponential power model. These results suggest that the 
future development of univariate methods should apply statistical techniques that work for 
exponential power distributions. 
Mahalanobis distance (D2) (De Maesschalck et al., 2000) provides the foundation for 
both Chapters 3 and 4. In Chapter 3, the D2 method was compared against two Z-transform 
algorithms. The D2 algorithm outperformed the Z-transform tests on the humerus and radius, 
performed equally as well on the femur, and underperformed on the tibia. While the D2 algorithm 
over-identified pairs, it also identified more pairs correctly, with the Z-transform tests 
consistently misidentifying correct matches as unmatched. Mis-allocating matches into the 
unmatched group is a crucial error in the context of identification efforts. A missed pair-match 
will not only interfere with quantification estimations (e.g., MNI or MLNI), but also will 
compromise humanitarian efforts of returning the remains of loved ones to family members. In 
light of the investigative goals of the anthropologist, it is therefore preferable to over-identify 
matches (e.g., D2), rather than missing matches completely (e.g., Z-transform) because correct 
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matches are retained in the pool for further evaluation and confirmation by visual or DNA 
identification.  
Chapter 4 presents another D2-based method that tackles the problem of matching 
different types of long bones. Since there are no precedents for the simultaneous matching of 
multiple skeletal elements, no other methods were tested for comparison. Using concepts of 
allometry, the D2 method in Chapter 4 was able to correctly associate combinations of two, three, 
and four bones. As with the D2 in Chapter 3, the D2 in Chapter 4 tended to over-identify bone 
matches, but this number is small considering that the algorithm was able to correctly identify up 
to 384,800 out of 390,600 non-matches in a single simulation. These results are promising and 






 Ostensibly, the goal of developing any method is that it will eventually be useable in real-
world contexts. However previous methods have suffered from “black box” functionality, 
wherein the algorithm put forth is not clearly described or transparent in its internal workings. In 
their attempt to apply osteometric models to computed tomography scans, De Simone and 
Hackman (2019) concluded that a “lack of clear statistical procedures”—referring to Byrd and 
Adams (2003)—compromised the reliability of their results. This observation highlights the 
importance of maximizing the accessibility of methods that are purportedly intended for 
widespread use, especially for users without a deep knowledge of statistical computations. Even 
with an understanding of statistics, employing published methods in Chapter 3 was a difficult 
and convoluted task. Although the authors stated that their code was “available for review and 
use” on GitHub, there seemed to be no R code available at the link provided when accessed on 
June 22, 2019. Furthermore, the reference data sets used to develop these methods, such as the 
Defense POW/MIA Accounting Agency sample (Lynch et al., 2017; Warnke-Sommer et al., 
2018), were not (and cannot be) publicly available. This opacity renders any resulting algorithms 
unusable if the proper summary statistics are not provided. Additionally, the published method 
assessments are non-repeatable and are therefore risky to extrapolate onto other contexts.  
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 In pursuit of facilitating the usability of the methods presented in this dissertation, the 
data and relevant statistics were made as accessible as possible. The reference data sets were 
primarily composed of publicly available data—Goldman data set and the Terry Collection 
Postcranial Osteometric Database—with the exception of the Forensic Data Bank (FDB), for 
which permission to use was obtained. The raw, novel sample data set I collected, which 
includes data from a new osteological collection in Southeast Asia (Go et al., 2017) will be made 
available via GitHub. Use of the FDB sample may be granted upon request from the appropriate 
individuals, yet I have provided the necessary statistics in Appendices B and D to use the D2 
method without need for the raw FDB data. These statistics include the variance-covariance 
matrices and summary statistics for the data. In addition, all functions are based in R (R Core 
Team, 2019), an open-source statistical software environment. The functions used in this 
dissertation will be available for review and use at a GitHub address. The availability of these 
data and code make all of the results given in this dissertation reproducible. 
 As noted in previous literature, it is recommended to use algorithmic methods in 
conjunction with visual confirmation (Bertsatos & Chovalopoulou, 2019; Karell et al., 2016; 
Lynch et al., 2017). This is because the re-association of remains is a sensitive humanistic pursuit 
that requires the highest levels of confidence and the osteometric models, as they stand, cannot 
yet match elements without mis-identification (Chapter 3 and Chapter 4). In fact, the false 
rejection rate has been shown to be as high as 22% (Vickers et al., 2015). In light of this, the 
primary function of the algorithms is to narrow down potential combinations of bones to a 
manageable volume for an observer to evaluate. For example, a modest assemblage containing 
25 individuals with four bones per individual equals 390,625 potential bone matches. Using the 
D2 method, the potential combinations are narrowed down to a more reasonable 5,817. While 
this is still a large number of potential matching combinations, note that the combinations can be 
assessed by hand in descending order of p-values, increasing the probability of a match in the 
early stages of the assessment. Once a match is made, four bones are removed from 
consideration, further narrowing down the number of elements in the unmatched pool. This is to 
say that in the aforementioned example, in conjunction with the D2 method, the need for visual 
confirmation is reduced from evaluation of 390,625 potential matches to, at most, 5,817 potential 






Strategies to account for morphological variation depend entirely upon the goals of the 
user. First, the existence of variation needs to be determined. It may be the case that asymmetry 
and allometry differ across populations. For asymmetry, interpopulation variation is likely more 
of an issue because of different environmental stress (Trinkaus, 1978). Once characterized, 
variation can be accounted for with strategies such as the population-specific methods including 
discriminant functions employed in forensic sciences (Bidmos & Dayal, 2004). However, as they 
relate to commingled assemblages, these strategies are limited by prior knowledge concerning 
the origin of the skeletal remains. Naturally, because there is interpopulation variation, the error 
rates of a case analysis will depend on the reference sample. In order to reduce error, the 
reference sample should reflect the variation in the assemblage as closely as possible. The ideal 
state of a reference sample is comprised of individuals exactly the same as the individuals in the 
case. Yet this is not possible. Because a case of human remains is unidentified, the exact (i.e., 
who this person is) group membership is inherently unknown, even in a closed-population 
assemblage and especially in an open-population one. This means that there will always be the 
possibility that the reference group does not represent the remains, in which case, reducing the 
variation of the reference sample runs the risk of increasing the error of the analysis. The analyst 
is faced with the choice of either taking the risk of using a narrower, population-specific 
reference sample, or using a more varied, yet representative, reference sample with more 
confidence that the remains will be represented in the group. Both options carry the potential to 
greatly affect the accuracy of the biological estimates, so the choice is entirely context-dependent 
and up to the discretion of the analyst.  
This dissertation aims to produce methods with wide-applicability, meeting a need in the 
literature to facilitate the assessment of large-scale commingled assemblages. Considering that a 
commingled assemblage is unlikely to be a fully, if at all, closed-population, in the interest of the 
goals of this dissertation, the reference sample data sets were pooled. Furthermore, a recent 
validation study found that the “efficacy of the osteometric pair-matching model [was] not 
significantly  altered by the sample (whether the sample is composed of a homogeneous 
population or consists of multiple populations)” (Bertsatos & Chovalopoulou, 2019). In 
reference to allometry, Konigsberg and Meadows Jantz (2018) demonstrated that allometric 
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relationships hold across populations and even in outlier individuals, such as giants. While 
secular changes have been shown to exist (Meadows & Jantz, 1995), encompassing a broad 
range of secular diversity in a reference sample will serve to buffer results from skeletal remains 
of unknown origin. As noted by Ubelaker (2008, 2014), the separation of ancient and modern 
remains may be called for in scenarios such as recent victims of a mass disaster intermixed with 
remains at the site of a cemetery. However, Appendices B and D provide the summary statistics 
for each bone/bone combination separated by reference data for observers who would like to 
apply the methods to a specific context for which the origin is known. Summarily, if the 
provenance of the remains can be reasonably estimated, it is at the discretion of the observer to 
tailor the reference data to the sample. The results of this dissertation show that the methods can 






 As mentioned in Chapters 3 and 4, the D2 method is inherently greedy (i.e., it makes the 
optimal choice at each step of an optimization problem without regard for the overall solution). 
This issue plagues all other published automated osteometric sorting algorithms and must be 
addressed. Anthropologists’ foray into machine learning inevitably attempts to extend beyond 
the limits of the field’s expertise. Consequently, it is useful to look to other fields for answers on 
a topic that is still a subject of ongoing research (B. I. Simmons, Hoeppke, & Sutherland, 2019).  
While not inherently problematic, greedy algorithms do have limits that must be taken 
into consideration. In the case of the osteometric sorting models, the algorithms failure to find 
the globally optimal solution hinders its ability to make correct identifications. This weakness is 
exemplified in the Discussion sections of Chapters 3 and 4. Conceptually, the most intuitive 
approach would be to simulate the outcomes of every single possible scenario and take the 
scenario with the best overall solution, but this is computationally intensive and inelegant. 
However, there exists a precedent with which the problem can be equated. From an operations 
research perspective, osteometric sorting may be conceived of as an “assignment” or “traveling-
salesman” problem described as follows (Flood, 1956: 61): 
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The traveling-salesman problem is that of finding a permutation 𝑃 =  (1 𝑖2 𝑖3 … 𝑖𝑛) of the 
integers from 1 through 𝑛 that minimizes the quantity 
 
𝑎1𝑖2 + 𝑎𝑖2𝑖3 + 𝑎𝑖3𝑖4 + ⋯ + 𝑎𝑖𝑛1 
 
where the 𝑎𝛼𝛽 are a given set of real numbers. 
 
Informally and generally, this problem can be explained as such: there are a set number of agents 
and tasks where each agent must be assigned one task. Each assignment will incur some cost 
depending on the agent-task assignment. All tasks must be performed by assigning one agent to 
one task in such a way that minimizes the overall cost of the assignments (Kuhn, 1955). As an 
example of how this can be equated with osteometric sorting, the agent can be viewed as one 
bone (e.g., humerus) and the task can be viewed as another bone (e.g., femur). The cost would 
then be the D2 value, which must be globally minimized. In this way, greediness is circumvented 
because it is the total, not local, cost that is considered. This is visually represented in Figure 5.1, 
available at https://www.techopedia.com/definition/16931/greedy-algorithm   (Technopedia, 
2019). If the goal is to take the path with the largest total sum, the orange path is the optimal 
solution. Where a greedy algorithm would take the blue path due to shortsightedness, 
consideration of the assignment problem would lead down the orange path. Many algorithms 
have been developed for addressing the assignment problem (Munkres, 1957), with one of the 
first and most widely used being the Hungarian algorithm (Kuhn, 1955). The Hungarian 
algorithm consists of four stages that operate on the premise that the optimal assignment for a 
cost matrix, produced by subtracting/adding a number from all the entries of any one column or 
row of the cost matrix, is the optimal assignment for the original cost matrix.   
In order to demonstrate the feasibility of this approach, I have executed an example in R. 
The sample consisted of 25 humeri and 25 femora, respectively labelled 1 to 25, from the test 
data used in Chapters 2, 3, and 4. The reference sample was the same as the one used in Chapters 
2, 3, and 4. First, the D2 method used in Chapter 4 was performed on the data to produce D2 
distances for all possible pairings from the centroid of the reference data. Next, using the 
“solve_LSAP” function in the R package “clue” (Hornik, 2019) on a matrix containing all 
possible bone matches (humerus/femur) as well as the costs (D2 values), a globally optimal 
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solution was produced (Table 5.1). With this configuration of assignments, 10 out of 25 pairings 
were identified. While these results are far from perfect, the conceptual framework is sound and 
addresses the stated problem of greediness. Improvement in diagnostic accuracy may be derived 
through an investigation into more effective measurement choices and distance metrics. 
This example serves to demonstrate that greediness can easily be addressed by existing 
computer science solutions. Although not comprehensive by any means, this quick test 
represents a step in the direction of mining the computer science literature for solutions that 
anthropologists are quickly encountering as they continue to employ machine learning. As 
anthropologists continue to borrow tools from other fields and begin encountering increasingly 
complex algorithmic roadblocks, it would behoove them to consider collaborative efforts with 
specialists in fields such as computer science. 
 
New technology 
There has been a great amount of optimism in the ability of new technology to answer 
anthropological questions. Aligning with the observations made in Chapter 1 with regards to 
using multi-dimensional analyses to compare multi-dimensional data, Computed Tomography 
(CT) scans, three-dimensional surface scans, geometric morphometrics, and form registration 
have all been applied to osteometric sorting with varying degrees of success (Garrido-varas, 
Rathnasinghe, Thompson, & Savriama, 2014; Karell et al., 2016; Lynch, 2017b, 2018). While 
these studies present impressive statistics on accuracy, these methods are unfortunately 
impractical. All four studies only demonstrate application on single bones, including metacarpals 
and calcanei, which are typically not used in pair-matching. The limited application does not 
prove that these methods could be confidently extrapolated to other, more commonly appearing 
bones in assemblages, such as femora. The authors tout each method for use in forensic 
commingled settings, but methods used in this setting must be accessible, efficient, cost-
effective, and quick (Kontanis & Sledzik, 2008).  
CT scans are quite costly and time-consuming to obtain, requiring specialized equipment 
often only found in medical facilities, making it implausible for expedited field analyses. Three-
dimensional scans are also time-consuming and require specialized equipment to produce. 
Furthermore, both scans must still be manually manipulated by a specialist before pair-matching 
can begin, or else the method suffers from a large reduction in accuracy (Karell et al., 2016). 
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Particular care must be taken with the analysis of three-dimensional models, as previous research 
has questioned the reliability of these models for accurate assessment (Richard, Parks, & 
Monson, 2014; Robedizo, 2016), especially in application to pair-matching (De Simone & 
Hackman, 2019).  
The remaining approaches, which use two-dimensional pictures to extract shape 
information, still require either the manual marking of landmarks on a picture—which takes time 
and expertise (Garrido-varas et al., 2014)—or the physical alignment of each bone in a custom-
built lightbox—which takes time and custom equipment—so that individual pictures can be 
taken (Lynch, 2017b, 2018). Additionally, the form registration methods do not use reference 
collections, instead basing diagnoses on smallest Euclidean distances, thereby discounting the 
proven presence of intraskeletal size or shape variation such as bilateral asymmetry (Auerbach & 
Ruff, 2006).  
Although new technology holds promise for application to anthropological pursuits, these 
studies perhaps suggest that future research may be more productive if directed away from 
scanning technology until it becomes more accessible. It is clear that automation is essential for 
handling the combinatorial strain of analyzing large-scale assemblages, and has begun to be 
explored (Lynch, 2017c; Lynch et al., 2017). The combination of statistical analyses and 
powerful processors holds the potential to be the most cost- and time-efficient form of analysis. 
The efforts of recording measurements may be mitigated with the development of software that 
uses computer vision to automate data procurement. This pursuit will require collaboration with 
computer scientists. 
 Ultimately, osteometric sorting is a classification problem, and, as machine learning 
classification is one of the most widely used data science techniques, Artificial Intelligence (AI) 
is the logical answer to osteometric sorting. One of the early hurdles for AI development in the 
50s was limited computer power, but Moore’s law—stating that overall processing power for 
computers will double every two years—has held true for over half a century, sparking the recent 
boom in AI research. In the same way, anthropologists are restricted by the limits of their own 
processing power in confronting the large computational requirements to solve real classification 
problems (i.e., sorting large assemblages). Therefore, machine learning is integral to propelling 
this field forward and the D2 method represents a powerful tool for future integration into AI 
approaches. Going forward, collaborative research with computer scientists could apply 
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computer vision to improve the ways in which shape is analyzed and recorded, and use linear 
programming to optimize classification analyses. Together, these advances would address the 





The results of this dissertation demonstrate the importance of applying biological 
information to objective analyses. This variation may be taken for granted while performing 
visual segregation considering that many pieces of data are being gathered and applied by an 
experienced osteologist during the sorting procedure, but this variation needs to continue to be 
accounted for in sorting algorithms. In congruence with previous research, it is suggested that the 
D2 method be applied along with multiple lines of evidence to support individual identifications. 
This is due to the propensity for the algorithm to incorrectly assign bone associations where they 
do not exist. The biggest strength of the D2 method lies in its ability to recognize inconsistent 
relationships that lead to exclusionary sorting, while simultaneously maintaining the pool of 
potential matches that include the highest number of correct matches—in this regard, 
outperforming all of the other algorithmic methods in Chapter 3. At the onset of any analysis, 
baseline parameters and protocols need to be established, yet this is often impossible in cases 
where there is no prior information available. With this in mind, this dissertation provides a 
reference data set that includes a wide range of human variation, multiple optimal thresholds 
have been given in Chapter 3, and an algorithm that is amenable to the addition or subtraction of 
variables to accommodate fragmentation. In order to finalize the algorithm’s usability, the re-
configuration of the reference information to tailor to individual case variables needs to be 
automated. Lynch (2017b) successfully implemented this feature into his software and this can 
similarly be achieved with the D2 algorithm. All in all, the major contribution of this work is the 
integration of biological considerations into statistical analyses with implications for further 
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Table 5.1: The minimum weight (D2) matchings with all correct pairings bolded 
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DATA SET INFORMATION 
 








Direct distance from the most superior point on the head of the humerus to the 





Distance of the most laterally protruding part of the lateral epicondyle from the 
corresponding projection of the medial epicondyle 
 
Humerus: Head Diameter 
(HHD) 
 
Direct distance between the most superior and inferior points on the border of the 
articular surface 
 
Radius: Maximum Length 
(RML) 
 
Distance from the most proximally positioned point on the head of the radius to 





Distance between medial and lateral surfaces at midshaft 
 
Radius: Anterior- 
Posterior Diameter at 
Midshaft (RAPD) 
 
Distance between anterior and posterior surfaces at midshaft 
 
Femur: Maximum Length 
(FML) 
 
Distance from the most superior point on the head of the femur to the most 
inferior point on the distal condyles 
 
Femur: Epicondylar Breadth 
(FEB) 
 
Distance between the two most laterally projecting points on the epicondyles 
 
Femur: Head Diameter 
(FHD) 
 
The maximum diameter of the femur head 
 
Femur: Medial-Lateral 
Midshaft Diameter (FMLD) 
 




   
 
Distance between the anterior and posterior surfaces at the midshaft 
Tibia: Maximum Length 
(TML) 
Distance from the superior articular surface of the lateral condyle to the tip of the 
medial malleolus 
 
Tibia: Maximum Proximal 
Epiphyseal Breadth (TPB) 
 
 
Maximum distance between the two most laterally projection points on the 
medial and lateral condyles of the proximal articular region 
 
Tibia: Medial-Lateral 
Diameter at the Midshaft 
(TMLD) 
 
Straight line distance of the medial margin from the interosseous crest at the level 





Diameter at the Midshaft 
(TAPD)* 
 
Distance between the anterior and posterior surfaces at the midshaft, when the 
calipers are perpendicular to the forward-facing tibia 
























Table A.2: Outlier detection and removal 






RTML = 288 
 
388 
Goldman CMNH 1819 LHML = 229.5 329.5 
Goldman NMNH 381458 LHHD = 29.58 NA 
Goldman WOAC 475 LHEB = 36.51 NA 
Goldman AMNH 3138 RTML = 398 298 
Goldman MdH 23.075 RTML = 237 327 
Goldman AMNH 99/7341 RTML = 337 307 
Goldman NM 4970 RTML = 349 379 
Goldman NMNH 345310 RTML = 327.5 307.5 
FDB 3009 misaligned NA for all 
FDB 3053 misaligned NA for all 
FDB 3071 misaligned NA for all 
FDB 3080 misaligned NA for all 
FDB 2723 misaligned NA for all 
FDB 2992 misaligned NA for all 
FDB 3068 misaligned NA for all 
FDB 3095 misaligned NA for all 
FDB 1728 LRML = 21 NA 
FDB 2791 LRML = 24; LHML = 31 NA  
FDB 1613 LHHD = 22 NA 
FDB 2259 LHEB = 84 NA 
FDB 2502 LHEB = 35 NA 
TER 1459 RRAPD = 135.5 13.5 





Table A.2: Sample sizes for each bone by data set 
 
 
Data Set Humerus Radius Femur Tibia 
 







Terry Data Set 160 
 
201 185  
Goldman Data Set 1,218 
 
1,173 1,253 1,219 
Test Data Set 
 
126 123 133 129 




























ASYMMETRY VARIANCE-COVARIANCE MATRICES AND SUMMARY STATISTICS FOR 
EACH DATA SET 
 




 HML HEB HHD   
 3.9336 0.7018 0.2442   
HML 19.8114 0.5223 0.8444   
HEB 0.5223 2.8241 0.2409   
HHD 0.8444 0.2409 1.211   
      
Radius (n=1,173) 
 RML RMLD RAPD   
 1.876 0.4068 0.1496   
RML 10.4059 0.2932 0.1637   
RMLD 0.2932 0.8969 0.0625   
RAPD 0.1637 0.0625 0.3156   
      
Femur (n=1,253) 
 FML FEB FHD FMLD FAPD 
 -0.9022 0.2558 0.0848 -0.3234 0.1069 
FML 17.0685 0.6535 0.1757 -0.4629 0.4932 
FEB 0.6535 2.2195 0.0318 0.0433 0.2118 
FHD 0.1757 0.0318 0.7011 0.0358 0.0231 
FMLD -0.4629 0.0433 0.0358 1.1815 0.0625 
FAPD 0.4932 0.2118 0.0231 0.0625 1.1207 
      
Tibia (n=1,219) 
 TML TPB TMLD TAPD  
 0.0415 0.1226 0.5759 -0.9284  
TML 11.2578 0.3639 0.2365 0.3354  
TPB 0.3639 3.7758 0.001 0.1009  
TMLD 0.2365 0.001 1.6195 0.0046  





















2 The top row gives measurement means while the subsequent rows give the variance-covariance matrix. 
102 
 




 HML HEB HHD   
 0.8601 0.5979 0.1451   
HML 15.5935 0.5723 0.5338   
HEB 0.5723 2.5228 0.1766   
HHD 0.5338 0.1766 1.3047   
      
Radius (n=823) 
 RML RMLD RAPD   
 1.4119 0.3159 0.1482   
RML 9.3666 0.4512 0.1992   
RMLD 0.4512 0.9317 0.0723   
RAPD 0.1992 0.0723 0.6252   


















































 HML HEB HHD   
 1.1531 0.475 0.4188   
HML 25.1572 0.2303 1.2452   
HEB 0.2303 1.7509 0.2181   
HHD 1.2452 0.2181 1.6254   
      
Radius (n=201) 
 RML RMLD RAPD   
 2.8109 0.4378 0.2388   
RML 18.1966 0.7032 0.4729   
RMLD 0.7032 1.1399 0.1999   
RAPD 0.4729 0.1999 0.5102   
      
Femur (n=185) 
 FML FEB FHD FMLD FAPD 
 -1.6378 0.4027 0.1946 -0.1378 -0.0568 
FML 33.4823 0.0218 -0.0274 -1.6332 0.8033 
FEB 0.0218 1.7133 0.2962 0.1292 0.3667 
FHD -0.0274 0.2962 0.7418 0.0596 0.1008 
FMLD -1.6332 0.1292 0.0596 1.8056 -0.103 
FAPD 0.8033 0.3667 0.1008 -0.103 1.6992 




RESULTS FOR ALL PAIR-MATCHING TRIALS, INCLUDING 
 
Table C.13: Humerus: n = 126; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 1150 3 11 6 0.4738 0.9905 0.6667 0.9974 0.3529 2.9716 0.0142 0.6572 
R = 39 Z unwt 1160 5 1 4 0.2541 0.9991 0.4444 0.9957 0.8 1.7984 0.0019 0.4436 
L = 30 Z wt 1160 6 1 3 0.2867 0.9991 0.3333 0.9949 0.75 1.4987 0.0026 0.3325 
Pair = 9              
              
42 D2 1518 1 26 13 0.1976 0.9832 0.9286 0.9993 0.3333 13.7642 0.0181 0.9117 
R = 38 Z unwt 1536 4 8 10 0.0898 0.9948 0.7143 0.9974 0.5556 3.4819 0.0073 0.7091 
L = 41 Z wt 1544 10 0 4 0.1581 1 0.2857 0.9936 1 1.4 0 0.2857 
Pair = 14              
              
43 D2 1344 2 17 6 0.2728 0.9875 0.75 0.9985 0.2609 3.95 0.0167 0.7375 
R = 37 Z unwt 1356 2 5 6 0.0737 0.9963 0.75 0.9985 0.5455 3.9853 0.0049 0.7463 
L = 37 Z wt 1361 6 0 2 0.5715 1 0.25 0.9956 1 1.3333 0 0.25 
Pair = 8              
              
44 D2 1319 2 66 7 0.1424 0.9523 0.7778 0.9985 0.0959 4.2856 0.0613 0.7301 
R = 41 Z unwt 1383 4 2 5 0.2828 0.9986 0.5556 0.9971 0.7143 2.2468 0.0026 0.5541 
L = 34 Z wt 1384 4 1 5 0.1602 0.9993 0.5556 0.9971 0.8333 2.2484 0.0013 0.5548 
Pair = 9              
              
45 D2 1926 0 39 15 0.2734 0.9802 1 1 0.2778 Inf 0.0198 0.9802 
R = 44 Z unwt 1952 1 13 14 0.0764 0.9934 0.9333 0.9995 0.5185 14.9008 0.0071 0.9267 
L = 45 Z wt 1961 5 4 10 0.0689 0.998 0.6667 0.9975 0.7143 2.9939 0.0031 0.6646 
Pair =15              
              
46 D2 1065 1 34 10 0.1745 0.9691 0.9091 0.9991 0.2273 10.6597 0.034 0.8782 
R = 37 Z unwt 1093 3 6 8 0.1628 0.9945 0.7273 0.9973 0.5714 3.6466 0.0075 0.7218 
L = 30 Z wt 1099 9 0 2 0.2058 1 0.1818 0.9919 1 1.2222 0 0.1818 
Pair = 11              
              
 
3 TP = True Positives, FP = False Positives, FN = False Negatives, TN = True Negative, Se = Sensitivity, Sp = Specificity, PPV = Positive Predictive Value, NPV = Negative 




Table C.1 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
47 D2 798 3 5 4 0.7318 0.9938 0.5714 0.9963 0.4444 2.3188 0.0109 0.5652 
R = 30 Z unwt 803 4 0 3 0.4717 1 0.4286 0.995 1 1.75 0 0.4286 
L = 27 Z wt 803 5 0 2 0.3777 1 0.2857 0.9938 1 1.4 0 0.2857 
Pair = 7              
              
48 D2 1436 3 30 13 0.2042 0.9795 0.8125 0.9979 0.3023 5.2242 0.0252 0.792 
R = 39 Z unwt 1458 6 8 10 0.1306 0.9945 0.625 0.9959 0.5556 2.6521 0.0087 0.6195 
L = 38 Z wt 1458 6 8 10 0.0152 0.9945 0.625 0.9959 0.5556 2.6521 0.0087 0.6195 
Pair = 16              
              
49 D2 1143 4 13 10 0.3503 0.9888 0.7143 0.9965 0.4348 3.4606 0.0157 0.703 
R = 39 Z unwt 1151 7 5 7 0.1791 0.9957 0.5 0.994 0.5833 1.9913 0.0087 0.4957 
L = 30 Z wt 1156 9 0 5 0.1763 1 0.3571 0.9923 1 1.5556 0 0.3571 
Pair = 14              
              
50 D2 1861 2 37 11 0.3291 0.9805 0.8462 0.9989 0.2292 6.3733 0.023 0.8267 
R = 39 Z unwt 1887 1 11 12 0.0963 0.9942 0.9231 0.9995 0.5217 12.9247 0.0063 0.9173 
L = 49 Z wt 1897 6 1 7 0.1138 0.9995 0.5385 0.9968 0.875 2.1655 0.001 0.5379 























Table C.24: Humerus: n = 126; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 4762 6 150 32 0.207 0.9695 0.8421 0.9987 0.1758 6.1399 0.0363 0.8116 
R = 75 Z unwt 4866 6 46 32 0.0416 0.9906 0.8421 0.9988 0.4103 6.274 0.0111 0.8327 
L = 66 Z wt 4903 20 9 18 0.1089 0.9982 0.4737 0.9959 0.6667 1.8965 0.0039 0.4719 
Pair = 38              
              
42 D2 6195 4 310 48 0.0663 0.9523 0.9231 0.9994 0.1341 12.3805 0.0516 0.8754 
R = 83 Z unwt 6438 11 67 41 0.0329 0.9897 0.7885 0.9983 0.3796 4.6786 0.0131 0.7782 
L = 79 Z wt 6455 15 50 37 0.0089 0.9923 0.7115 0.9977 0.4253 3.44 0.0108 0.7039 
Pair = 52              
              
43 D2 4724 7 141 28 0.2056 0.971 0.8 0.9985 0.1657 4.8551 0.0362 0.771 
R = 70 Z unwt 4826 8 39 27 0.0532 0.992 0.7714 0.9983 0.4091 4.3399 0.0104 0.7634 
L = 70 Z wt 4840 13 25 22 0.0245 0.9949 0.6286 0.9973 0.4681 2.6785 0.0082 0.6234 
Pair = 35              
              
44 D2 5840 5 220 41 0.1539 0.9637 0.8913 0.9991 0.1571 8.866 0.0407 0.855 
R = 86 Z unwt 6018 9 42 37 0.0791 0.9931 0.8043 0.9985 0.4684 5.0757 0.0086 0.7974 
L = 71 Z wt 6017 9 43 37 0.0086 0.9929 0.8043 0.9985 0.4625 5.0748 0.0088 0.7973 
Pair = 46               
              
45 D2 5622 2 257 48 0.0853 0.9563 0.96 0.9996 0.1574 23.9071 0.0455 0.9163 
R = 77 Z unwt 5845 8 34 42 0.0782 0.9942 0.84 0.9986 0.5526 6.2139 0.0069 0.8342 
L = 77 Z wt 5840 8 39 42 0.0085 0.9934 0.84 0.9986 0.5185 6.2085 0.0079 0.8334 
Pair = 50              
              
46 D2 4369 2 200 37 0.089 0.9562 0.9487 0.9995 0.1561 18.6464 0.0461 0.9049 
R = 64 Z unwt 4530 3 39 36 0.0306 0.9915 0.9231 0.9993 0.48 12.889 0.0092 0.9145 
L = 72 Z wt 4540 9 29 30 0.0089 0.9937 0.7692 0.998 0.5085 4.3058 0.0083 0.7629 
Pair = 39               
              
47 D2 4348 10 103 27 0.2765 0.9769 0.7297 0.9977 0.2077 3.6144 0.0317 0.7066 
R = 68 Z unwt 4433 10 18 27 0.1267 0.996 0.7297 0.9977 0.6 3.685 0.0055 0.7257 
L = 66 Z wt 4447 20 4 17 0.1716 0.9991 0.4595 0.9955 0.8095 1.8483 0.002 0.4586 
Pair = 37              
              
 
4 TP = True Positive, FP = False Positive, FN = False Negative, TN = True Negative, Se = Sensitivity, Sp = Specificity, PPV = Positive Predictive Value, NPV = Negative 
Predictive Value, LR+ = Positive Likelihood Ratio, LR - = Negative Likelihood Ratio 
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Table C.2 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
48 D2 5214 3 284 47 0.0642 0.9483 0.94 0.9994 0.142 15.8057 0.055 0.8883 
R = 76 Z unwt 5444 8 54 42 0.0362 0.9902 0.84 0.9985 0.4375 6.1886 0.0117 0.8302 
L = 73 Z wt 5485 25 13 25 0.0912 0.9976 0.5 0.9955 0.6579 1.9953 0.0047 0.4976 
Pair = 50              
              
49 D2 5693 2 419 42 0.0275 0.9314 0.9545 0.9996 0.0911 20.4918 0.0718 0.886 
R = 81 Z unwt 6042 10 70 34 0.0222 0.9885 0.7727 0.9983 0.3269 4.3496 0.0148 0.7613 
L = 76 Z wt 6090 19 22 25 0.0341 0.9964 0.5682 0.9969 0.5319 2.3075 0.0063 0.5646 
Pair = 44               
              
50 D2 6097 2 464 49 0.0302 0.9293 0.9608 0.9997 0.0955 23.6966 0.0736 0.8901 
R = 76 Z unwt 6505 12 56 39 0.0648 0.9915 0.7647 0.9982 0.4105 4.2137 0.0112 0.7562 
L = 87 Z wt 6536 18 25 33 0.0405 0.9962 0.6471 0.9973 0.569 2.8225 0.0059 0.6432 




























Table C.3: Humerus: n = 126; r.p. = 1 
 
Humerus: n = 126; r.p. = 1 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 14649 3 1101 123 0.0274 0.9301 0.9762 0.9998 0.1005 39.064 0.0716 0.9063 
R = 126 Z unwt 15535 15 215 111 0.0124 0.9863 0.881 0.999 0.3405 8.2853 0.0155 0.8673 
L = 126 Z wt 15623 31 127 95 0.0051 0.9919 0.754 0.998 0.4279 4.0317 0.0107 0.7459 
Pair = 
126 





































Table C.4: Humerus: n = 100; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 593 2 2 1 0.79 0.9966 0.3333 0.9966 0.3333 1.495 0.0101 0.33 
R = 26 Z unwt 595 2 0 1 0.5065 1 0.3333 0.9966 1 1.5 0 0.3333 
L = 23 Z wt 595 2 0 1 0.7513 1 0.3333 0.9966 1 1.5 0 0.3333 
Pair = 3              
 
42 D2 886 3 30 5 0.2132 0.9672 0.625 0.9966 0.1429 2.5793 0.0524 0.5922 
R = 33 Z unwt 902 1 14 7 0.0232 0.9847 0.875 0.9989 0.3333 7.8777 0.0175 0.8597 
L = 28 Z wt 915 8 1 0 0.1054 0.9989 0 0.9913 0 0.9989 Inf -0.0011 
Pair = 8              
              
43 D2 802 1 4 3 0.5674 0.995 0.75 0.9988 0.4286 3.9801 0.0066 0.745 
R = 30 Z unwt 805 1 1 3 0.2672 0.9988 0.75 0.9988 0.75 3.995 0.0017 0.7488 
L = 27 Z wt 806 2 0 2 0.4128 1 0.5 0.9975 1 2 0 0.5 
Pair = 4              
              
44 D2 982 2 28 8 0.203 0.9723 0.8 0.998 0.2222 4.8614 0.0347 0.7723 
R = 30 Z unwt 1005 2 5 8 0.1161 0.995 0.8 0.998 0.6154 4.9752 0.0062 0.795 
L = 34 Z wt 1010 8 0 2 0.2854 1 0.2 0.9921 1 1.25 0 0.2 
Pair = 10               
              
45 D2 982 2 28 8 0.203 0.9723 0.8 0.998 0.2222 4.8614 0.0347 0.7723 
R = 30 Z unwt 1005 2 5 8 0.1161 0.995 0.8 0.998 0.6154 4.9752 0.0062 0.795 
L = 34 Z wt 1010 8 0 2 0.2854 1 0.2 0.9921 1 1.25 0 0.2 
Pair =10               
              
46 D2 773 2 4 4 0.4675 0.9949 0.6667 0.9974 0.5 2.9846 0.0077 0.6615 
R = 27 Z unwt 775 2 2 4 0.3304 0.9974 0.6667 0.9974 0.6667 2.9923 0.0039 0.6641 
L = 29 Z wt 775 2 2 4 0.1138 0.9974 0.6667 0.9974 0.6667 2.9923 0.0039 0.6641 
Pair = 6                
              
47 D2 453 2 8 5 0.3334 0.9826 0.7143 0.9956 0.3846 3.4393 0.0243 0.6969 
R = 18 Z unwt 458 1 3 6 0.0591 0.9935 0.8571 0.9978 0.6667 6.9544 0.0076 0.8506 
L = 26 Z wt 461 6 0 1 0.3421 1 0.1429 0.9872 1 1.1667 0 0.1429 
Pair = 7              
              
48 D2 941 1 12 6 0.3784 0.9874 0.8571 0.9989 0.3333 6.9119 0.0147 0.8446 
R = 30 Z unwt 951 5 2 2 0.4516 0.9979 0.2857 0.9948 0.5 1.3971 0.0073 0.2836 
L = 20 Z wt 951 5 2 2 0.1623 0.9979 0.2857 0.9948 0.5 1.3971 0.0073 0.2836 
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Table C.4 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 7              
              
49 D2 687 0 24 9 0.2234 0.9662 1 1 0.2727 Inf 0.0338 0.9662 
R = 24 Z unwt 708 3 3 6 0.1075 0.9958 0.6667 0.9958 0.6667 2.9873 0.0063 0.6624 
L = 30 Z wt 710 5 1 4 0.1886 0.9986 0.4444 0.993 0.8 1.7975 0.0032 0.443 
Pair = 9               
              
50 D2 1266 6 13 7 0.5731 0.9898 0.5385 0.9953 0.35 2.1446 0.0189 0.5283 
R = 38 Z unwt 1276 6 3 7 0.2866 0.9977 0.5385 0.9953 0.7 2.1616 0.0044 0.5361 
L = 34 Z wt 1279 10 0 3 0.2841 1 0.2308 0.9922 1 1.3 0 0.2308 































Table C.5: Humerus: n = 100; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 2890 2 105 27 0.1493 0.9649 0.931 0.9993 0.2045 13.9917 0.0377 0.896 
R = 54 Z unwt 2978 5 17 24 0.0758 0.9943 0.8276 0.9983 0.5854 5.7671 0.0069 0.8219 
L = 56 Z wt 2980 7 15 22 0.0256 0.995 0.7586 0.9977 0.5946 4.1221 0.0066 0.7536 
Pair = 29              
 
42 D2 3823 8 136 29 0.1657 0.9656 0.7838 0.9979 0.1758 4.4661 0.0438 0.7494 
R = 74 Z unwt 3914 7 45 30 0.0401 0.9886 0.8108 0.9982 0.4 5.2256 0.014 0.7994 
L = 54 Z wt 3927 9 32 28 0.0083 0.9919 0.7568 0.9977 0.4667 4.0779 0.0107 0.7487 
Pair = 37              
              
43 D2 3079 7 82 22 0.2658 0.9741 0.7586 0.9977 0.2115 4.0354 0.0342 0.7327 
R = 55 Z unwt 3094 1 67 28 0.0047 0.9788 0.9655 0.9997 0.2947 28.3853 0.022 0.9443 
L = 58 Z wt 3158 16 3 13 0.1075 0.9991 0.4483 0.995 0.8125 1.8108 0.0021 0.4473 
Pair = 29              
              
44 D2 3476 6 89 29 0.2799 0.975 0.8286 0.9983 0.2458 5.6877 0.0301 0.8036 
R = 60 Z unwt 3539 8 26 27 0.1069 0.9927 0.7714 0.9977 0.5094 4.3431 0.0095 0.7641 
L = 60 Z wt 3554 11 11 24 0.0659 0.9969 0.6857 0.9969 0.6857 3.172 0.0045 0.6826 
Pair = 35              
              
45 D2 3570 1 209 39 0.0615 0.9447 0.975 0.9997 0.1573 37.7878 0.0567 0.9197 
R = 67 Z unwt 3728 3 51 37 0.0164 0.9865 0.925 0.9992 0.4205 13.1534 0.0146 0.9115 
L = 57 Z wt 3745 5 34 35 0.0067 0.991 0.875 0.9987 0.5072 7.928 0.0103 0.866 
Pair = 40               
              
46 D2 2924 4 68 28 0.2001 0.9773 0.875 0.9986 0.2917 7.8182 0.026 0.8523 
R = 56 Z unwt 2969 5 23 27 0.0307 0.9923 0.8438 0.9983 0.54 6.3508 0.0091 0.8361 
L = 54 Z wt 2985 10 7 22 0.0703 0.9977 0.6875 0.9967 0.7586 3.1925 0.0034 0.6852 
Pair = 32              
              
47 D2 2757 4 123 28 0.09 0.9573 0.875 0.9986 0.1854 7.6583 0.0488 0.8323 
R = 56 Z unwt 2863 6 17 26 0.0456 0.9941 0.8125 0.9979 0.6047 5.3019 0.0073 0.8066 
L = 52 Z wt 2871 13 9 19 0.0233 0.9969 0.5938 0.9955 0.6786 2.4538 0.0053 0.5906 
Pair = 32              
              
48 D2 3527 10 84 27 0.245 0.9767 0.7297 0.9972 0.2432 3.6139 0.0319 0.7065 
R = 57 Z unwt 3570 7 41 30 0.0224 0.9886 0.8108 0.998 0.4225 5.2257 0.014 0.7995 
L = 64 Z wt 3600 20 11 17 0.0431 0.997 0.4595 0.9945 0.6071 1.8444 0.0066 0.4564 
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Table C.5 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 37              
              
49 D2 3806 5 113 36 0.1872 0.9712 0.878 0.9987 0.2416 7.9636 0.0328 0.8492 
R = 60 Z unwt 3872 3 47 38 0.0229 0.988 0.9268 0.9992 0.4471 13.5028 0.0129 0.9148 
L = 66 Z wt 3892 7 27 34 0.0093 0.9931 0.8293 0.9982 0.5574 5.8168 0.0083 0.8224 
Pair = 41              
              
50 D2 4197 6 180 39 0.1239 0.9589 0.8667 0.9986 0.1781 7.1916 0.0475 0.8255 
R = 66 Z unwt 4351 15 26 30 0.0957 0.9941 0.6667 0.9966 0.5357 2.9822 0.0089 0.6607 
L = 67 Z wt 4366 21 11 24 0.0408 0.9975 0.5333 0.9952 0.6857 2.1375 0.0047 0.5308 































Table C.6: Humerus: n = 100; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 9177 2 723 98 0.0274 0.927 0.98 0.9998 0.1194 46.3485 0.0745 0.907 
R = 100 Z unwt 9649 3 251 97 0.0011 0.9746 0.97 0.9997 0.2787 32.4882 0.0261 0.9446 
L = 100 Z wt 9779 18 121 82 7.00E-04 0.9878 0.82 0.9982 0.4039 5.4877 0.0149 0.8078 
Pair = 
100 






































Table C.7: Humerus: n = 50; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 184 0 2 3 0.3133 0.9892 1 1 0.6 Inf 0.0108 0.9892 
R = 9 Z unwt 185 2 1 1 0.4617 0.9946 0.3333 0.9893 0.5 1.4919 0.0161 0.328 
L = 21 Z wt 185 2 1 1 0.4083 0.9946 0.3333 0.9893 0.5 1.4919 0.0161 0.328 
Pair = 3              
              
42 D2 193 0 2 3 0.3094 0.9897 1 1 0.6 Inf 0.0103 0.9897 
R = 11 Z unwt 195 1 0 2 0.0889 1 0.6667 0.9949 1 3 0 0.6667 
L = 18 Z wt 195 2 0 1 0.3317 1 0.3333 0.9898 1 1.5 0 0.3333 
Pair = 3              
              
43 D2 193 0 1 2 0.6824 0.9948 1 1 0.6667 Inf 0.0052 0.9948 
R = 14 Z unwt 194 0 0 2 0.6168 1 1 1 1 Inf 0 1 
L = 14 Z wt 194 0 0 2 0.3747 1 1 1 1 Inf 0 1 
Pair = 2              
              
44 D2 204 0 10 6 0.0873 0.9533 1 1 0.375 Inf 0.0467 0.9533 
R = 20 Z unwt 214 3 0 3 0.1633 1 0.5 0.9862 1 2 0 0.5 
L = 11 Z wt 214 4 0 2 0.2058 1 0.3333 0.9817 1 1.5 0 0.3333 
Pair = 6              
              
45 D2 164 2 1 1 0.4751 0.9939 0.3333 0.988 0.5 1.4909 0.0182 0.3273 
R = 14 Z unwt 165 2 0 1 0.0841 1 0.3333 0.988 1 1.5 0 0.3333 
L = 12 Z wt 165 2 0 1 0.0321 1 0.3333 0.988 1 1.5 0 0.3333 
Pair = 3              
              
46 D2 200 0 4 4 0.2067 0.9804 1 1 0.5 Inf 0.0196 0.9804 
R = 13 Z unwt 204 2 0 2 0.1913 1 0.5 0.9903 1 2 0 0.5 
L = 16 Z wt 204 3 0 1 0.7398 1 0.25 0.9855 1 1.3333 0 0.25 
Pair = 4              
              
47 D2 228 2 7 3 0.2563 0.9702 0.6 0.9913 0.3 2.4255 0.0496 0.5702 
R = 12 Z unwt 234 2 1 3 0.0718 0.9957 0.6 0.9915 0.75 2.4894 0.0071 0.5957 
L = 20 Z wt 235 3 0 2 0.1638 1 0.4 0.9874 1 1.6667 0 0.4 
Pair = 5              
              
48 D2 230 3 1 4 0.4322 0.9957 0.5714 0.9871 0.8 2.3232 0.0076 0.5671 
R = 17 Z unwt 230 2 1 5 0.041 0.9957 0.7143 0.9914 0.8333 3.4848 0.0061 0.71 
L = 14 Z wt 231 6 0 1 0.1777 1 0.1429 0.9747 1 1.1667 0 0.1429 
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Table C.7 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 7              
              
49 D2 279 2 8 5 0.1876 0.9721 0.7143 0.9929 0.3846 3.4024 0.039 0.6864 
R = 21 Z unwt 287 5 0 2 0.6136 1 0.2857 0.9829 1 1.4 0 0.2857 
L = 14 Z wt 287 5 0 2 0.3831 1 0.2857 0.9829 1 1.4 0 0.2857 
Pair = 7              
              
50 D2 298 0 11 6 0.1184 0.9644 1 1 0.3529 Inf 0.0356 0.9644 
R =  Z unwt 309 5 0 1 0.6878 1 0.1667 0.9841 1 1.2 0 0.1667 
L =  Z wt 309 5 0 1 0.5377 1 0.1667 0.9841 1 1.2 0 0.1667 































Table C.8: Humerus: n = 50; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 796 2 18 16 0.1937 0.9779 0.8889 0.9975 0.4706 8.801 0.0249 0.8668 
R = 26 Z unwt 808 4 6 14 0.0411 0.9926 0.7778 0.9951 0.7 4.4668 0.0095 0.7704 
L = 32 Z wt 809 9 5 9 0.0267 0.9939 0.5 0.989 0.6429 1.9877 0.0123 0.4939 
Pair = 18              
              
42 D2 724 1 27 16 0.1299 0.964 0.9412 0.9986 0.3721 16.3888 0.0382 0.9052 
R = 24 Z unwt 747 7 4 10 0.1175 0.9947 0.5882 0.9907 0.7143 2.4156 0.0091 0.5829 
L = 32 Z wt 750 10 1 7 0.175 0.9987 0.4118 0.9868 0.875 1.6977 0.0032 0.4104 
Pair = 17              
              
43 D2 917 4 26 13 0.2322 0.9724 0.7647 0.9957 0.3333 4.1328 0.0361 0.7371 
R = 32 Z unwt 936 1 7 16 0.0449 0.9926 0.9412 0.9989 0.6957 16.8738 0.0079 0.9338 
L = 30 Z wt 942 7 1 10 0.1083 0.9989 0.5882 0.9926 0.9091 2.426 0.0018 0.5872 
Pair = 17              
              
44 D2 958 1 43 21 0.086 0.957 0.9545 0.999 0.3281 21.0549 0.045 0.9116 
R = 31 Z unwt 996 6 5 16 0.0858 0.995 0.7273 0.994 0.7619 3.6484 0.0069 0.7223 
L = 33 Z wt 1000 14 1 8 0.119 0.999 0.3636 0.9862 0.8889 1.5699 0.0027 0.3626 
Pair = 22              
              
45 D2 725 3 15 13 0.3638 0.9797 0.8125 0.9959 0.4643 5.2252 0.0249 0.7922 
R = 28 Z unwt 737 9 3 7 0.176 0.9959 0.4375 0.9879 0.7 1.7706 0.0093 0.4334 
L = 27 Z wt 740 14 0 2 0.3709 1 0.125 0.9814 1 1.1429 0 0.125 
Pair = 16              
              
46 D2 797 1 19 15 0.2305 0.9767 0.9375 0.9987 0.4412 15.6275 0.0248 0.9142 
R = 26 Z unwt 816 7 0 9 0.2862 1 0.5625 0.9915 1 2.2857 0 0.5625 
L = 32 Z wt 816 7 0 9 0.108 1 0.5625 0.9915 1 2.2857 0 0.5625 
Pair = 16              
              
47 D2 798 3 11 13 0.4236 0.9864 0.8125 0.9963 0.5417 5.2608 0.0167 0.7989 
R = 25 Z unwt 801 1 8 15 0.0385 0.9901 0.9375 0.9988 0.6522 15.8418 0.0105 0.9276 
L = 33 Z wt 807 9 2 7 0.1034 0.9975 0.4375 0.989 0.7778 1.7734 0.0057 0.435 
Pair = 16              
              
48 D2 922 1 34 23 0.1291 0.9644 0.9583 0.9989 0.4035 23.1464 0.0371 0.9228 
R = 35 Z unwt 949 4 7 20 0.0084 0.9927 0.8333 0.9958 0.7407 5.9561 0.0088 0.826 
L = 28 Z wt 956 16 0 8 0.0372 1 0.3333 0.9835 1 1.5 0 0.3333 
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Table C.8 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 24              
              
49 D2 885 0 46 21 0.0516 0.9506 1 1 0.3134 Inf 0.0494 0.9506 
R = 34 Z unwt 930 4 1 17 0.0702 0.9989 0.8095 0.9957 0.9444 5.2444 0.0013 0.8084 
L = 28 Z wt 931 11 0 10 0.0824 1 0.4762 0.9883 1 1.9091 0 0.4762 
Pair = 21              
              
50 D2 1018 3 26 17 0.1259 0.9751 0.85 0.9971 0.3953 6.5006 0.0293 0.8251 
R = 38 Z unwt 1041 7 3 13 0.0813 0.9971 0.65 0.9933 0.8125 2.8489 0.0044 0.6471 
L = 28 Z wt 1044 14 0 6 0.1132 1 0.3 0.9868 1 1.4286 0 0.3 































Table C.9: Humerus: n = 50; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 2338 2 112 48 0.0615 0.9543 0.96 0.9991 0.3 23.8571 0.0476 0.9143 
R = 50 Z unwt 2420 6 30 44 0.0305 0.9878 0.88 0.9975 0.5946 8.2313 0.0139 0.8678 
L = 50 Z wt 2431 16 19 34 0.0213 0.9922 0.68 0.9935 0.6415 3.1008 0.0114 0.6722 







































Table C.10: Humerus: n = 25; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 41 1 0 2 0.3695 1 0.6667 0.9762 1 3 0 0.6667 
R = 11 Z unwt 41 1 0 2 0.5754 1 0.6667 0.9762 1 3 0 0.6667 
L = 4 Z wt 41 1 0 2 0.275 1 0.6667 0.9762 1 3 0 0.6667 
Pair = 3              
              
42 D2             
R = 10 Z unwt             
L = 4 Z wt             
Pair =0               
              
43 D2             
R = 10 Z unwt             
L = 4 Z wt             
Pair = 0              
              
44 D2 31 0 1 3 0.3614 0.9688 1 1 0.75 Inf 0.0312 0.9688 
R = 5 Z unwt 32 0 0 3 0.4844 1 1 1 1 Inf 0 1 
L = 7 Z wt 32 0 0 3 0.4455 1 1 1 1 Inf 0 1 
Pair = 3               
              
45 D2 34 1 0 1 0.7109 1 0.5 0.9714 1 2 0 0.5 
R = 9 Z unwt 34 1 0 1 0.3834 1 0.5 0.9714 1 2 0 0.5 
L = 4 Z wt 34 1 0 1 0.3381 1 0.5 0.9714 1 2 0 0.5 
Pair = 2              
              
46 D2 53 0 0 3 0.2803 1 1 1 1 Inf 0 1 
R = 7 Z unwt 53 2 0 1 0.6159 1 0.3333 0.9636 1 1.5 0 0.3333 
L = 8 Z wt 53 2 0 1 0.4115 1 0.3333 0.9636 1 1.5 0 0.3333 
Pair = 3              
              
47 D2 70 0 1 1 0.406 0.9859 1 1 0.5 Inf 0.0141 0.9859 
R = 12 Z unwt 71 0 0 1 0.3611 1 1 1 1 Inf 0 1 
L = 6 Z wt 71 0 0 1 0.0453 1 1 1 1 Inf 0 1 
Pair = 1              
              
48 D2 41 0 0 1 0.8116 1 1 1 1 Inf 0 1 
R = 6 Z unwt 41 0 0 1 0.0478 1 1 1 1 Inf 0 1 
L = 7 Z wt 41 0 0 1 0.0084 1 1 1 1 Inf 0 1 
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Table C.10 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 1              
              
49 D2 40 1 0 1 0.3514 1 0.5 0.9756 1 2 0 0.5 
R = 6 Z unwt 40 0 0 2 0.1397 1 1 1 1 Inf 0 1 
L = 7 Z wt 40 0 0 2 0.0188 1 1 1 1 Inf 0 1 
Pair = 2              
              
50 D2 45 0 0 3 0.4605 1 1 1 1 Inf 0 1 
R = 8 Z unwt 45 0 0 3 0.0907 1 1 1 1 Inf 0 1 
L = 6 Z wt 45 1 0 2 0.3401 1 0.6667 0.9783 1 3 0 0.6667 































Table C.11: Humerus: n = 25; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 206 2 7 6 0.323 0.9671 0.75 0.9904 0.4615 3.8685 0.0438 0.7171 
R = 17 Z unwt 212 3 1 5 0.2616 0.9953 0.625 0.986 0.8333 2.6541 0.0075 0.6203 
L = 13 Z wt 212 3 1 5 0.1735 0.9953 0.625 0.986 0.8333 2.6541 0.0075 0.6203 
Pair = 8              
              
42 D2 164 1 5 6 0.2322 0.9704 0.8571 0.9939 0.5455 6.7929 0.0345 0.8276 
R = 16 Z unwt 167 0 2 7 0.099 0.9882 1 1 0.7778 Inf 0.0118 0.9882 
L = 11 Z wt 169 5 0 2 0.2049 1 0.2857 0.9713 1 1.4 0 0.2857 
Pair = 7              
              
43 D2 216 1 10 11 0.1167 0.9558 0.9167 0.9954 0.5238 11.469 0.0483 0.8724 
R = 14 Z unwt 224 2 2 10 0.054 0.9912 0.8333 0.9912 0.8333 5.9469 0.0106 0.8245 
L = 17 Z wt 226 8 0 4 0.1072 1 0.3333 0.9658 1 1.5 0 0.3333 
Pair = 12              
              
44 D2 268 1 8 11 0.1707 0.971 0.9167 0.9963 0.5789 11.6522 0.0316 0.8877 
R = 16 Z unwt 274 2 2 10 0.0937 0.9928 0.8333 0.9928 0.8333 5.9565 0.0087 0.8261 
L = 18 Z wt 276 9 0 3 0.4568 1 0.25 0.9684 1 1.3333 0 0.25 
Pair = 12              
              
45 D2 241 1 17 11 0.0844 0.9341 0.9167 0.9959 0.3929 11.2093 0.0719 0.8508 
R = 15 Z unwt 257 5 1 7 0.1881 0.9961 0.5833 0.9809 0.875 2.3907 0.0066 0.5795 
L = 18 Z wt 257 7 1 5 0.1076 0.9961 0.4167 0.9735 0.8333 1.7076 0.0093 0.4128 
Pair = 12              
              
46 D2 291 1 2 12 0.4568 0.9932 0.9231 0.9966 0.8571 12.9113 0.0074 0.9163 
R = 17 Z unwt 292 3 1 10 0.0909 0.9966 0.7692 0.9898 0.9091 4.3185 0.0044 0.7658 
L = 18 Z wt 293 9 0 4 0.2048 1 0.3077 0.9702 1 1.4444 0 0.3077 
Pair = 13              
              
47 D2 269 1 7 11 0.227 0.9746 0.9167 0.9963 0.6111 11.6957 0.0277 0.8913 
R = 18 Z unwt 275 0 1 12 0.0496 0.9964 1 1 0.9231 Inf 0.0036 0.9964 
L = 16 Z wt 276 8 0 4 0.2794 1 0.3333 0.9718 1 1.5 0 0.3333 
Pair = 12              
              
48 D2 184 0 2 6 0.3061 0.9892 1 1 0.75 Inf 0.0108 0.9892 
R = 12 Z unwt 185 3 1 3 0.1032 0.9946 0.5 0.984 0.75 1.9892 0.0108 0.4946 
L = 16 Z wt 186 5 0 1 0.613 1 0.1667 0.9738 1 1.2 0 0.1667 
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Table C.11 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 6              
              
49 D2 174 2 1 5 0.4461 0.9943 0.7143 0.9886 0.8333 3.48 0.008 0.7086 
R = 14 Z unwt 175 1 0 6 0.1133 1 0.8571 0.9943 1 7 0 0.8571 
L = 13 Z wt 175 5 0 2 0.2817 1 0.2857 0.9722 1 1.4 0 0.2857 
Pair = 7              
              
50 D2 219 1 11 9 0.2355 0.9522 0.9 0.9955 0.45 9.5217 0.0531 0.8522 
R = 15 Z unwt 228 1 2 9 0.0589 0.9913 0.9 0.9956 0.8182 9.913 0.0097 0.8913 
L = 16 Z wt 230 1 0 9 0.0464 1 0.9 0.9957 1 10 0 0.9 































Table C.12: Humerus: n = 25; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 579 4 21 21 0.2636 0.965 0.84 0.9931 0.5 6.0312 0.0417 0.805 
R = 25 Z unwt 591 2 9 23 0.0255 0.985 0.92 0.9966 0.7188 12.3125 0.0163 0.905 
L = 25 Z wt 598 12 2 13 0.0986 0.9967 0.52 0.9803 0.8667 2.0764 0.0064 0.5167 























Table C.13: Radius: n = 123; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 1046 1 53 10 0.2611 0.9518 0.9091 0.999 0.1587 10.4695 0.053 0.8609 
R = 37 Z unwt 1096 5 3 6 0.2176 0.9973 0.5455 0.9955 0.6667 2.194 0.005 0.5427 
L = 30 Z wt 1097 6 2 5 0.0744 0.9982 0.4545 0.9946 0.7143 1.83 0.004 0.4527 
Pair = 11              
              
42 D2 1289 2 70 7 0.373 0.9485 0.7778 0.9985 0.0909 4.2682 0.0662 0.7263 
R = 36 Z unwt 1351 1 8 8 0.0387 0.9941 0.8889 0.9993 0.5 8.947 0.0066 0.883 
L = 38 Z wt 1358 5 1 4 0.2037 0.9993 0.4444 0.9963 0.8 1.7987 0.0017 0.4437 
Pair = 9              
              
43 D2 1207 0 81 7 0.3165 0.9371 1 1 0.0795 Inf 0.0629 0.9371 
R = 37 Z unwt 1288 5 0 2 0.2729 1 0.2857 0.9961 1 1.4 0 0.2857 
L = 35 Z wt 1288 6 0 1 0.6527 1 0.1429 0.9954 1 1.1667 0 0.1429 
Pair = 7              
              
44 D2 1123 1 126 10 0.1454 0.8991 0.9091 0.9991 0.0735 9.8903 0.111 0.8082 
R = 36 Z unwt 1242 3 7 8 0.0402 0.9944 0.7273 0.9976 0.5333 3.6461 0.0077 0.7217 
L = 35 Z wt 1249 9 0 2 0.2058 1 0.1818 0.9928 1 1.2222 0 0.1818 
Pair = 11              
              
45 D2 1834 1 86 14 0.294 0.9552 0.9333 0.9995 0.14 14.3281 0.048 0.8885 
R = 45 Z unwt 1919 9 1 6 0.2402 0.9995 0.4 0.9953 0.8571 1.6658 0.0013 0.3995 
L = 43 Z wt 1920 10 0 5 0.1646 1 0.3333 0.9948 1 1.5 0 0.3333 
Pair = 15              
              
46 D2 1065 6 6 3 0.8042 0.9944 0.3333 0.9944 0.3333 1.4916 0.0168 0.3277 
R = 36 Z unwt 1068 3 3 6 0.0923 0.9972 0.6667 0.9972 0.6667 2.9916 0.0042 0.6639 
L = 30 Z wt 1071 6 0 3 0.1788 1 0.3333 0.9944 1 1.5 0 0.3333 
Pair = 9              
              
47 D2 740 0 58 8 0.1689 0.9273 1 1 0.1212 Inf 0.0727 0.9273 
R = 31 Z unwt 797 2 1 6 0.0812 0.9987 0.75 0.9975 0.8571 3.995 0.0017 0.7487 
L = 26 Z wt 797 5 1 3 0.0839 0.9987 0.375 0.9938 0.75 1.598 0.0033 0.3737 
Pair = 8              
              
48 D2 1255 3 102 8 0.2357 0.9248 0.7273 0.9976 0.0727 3.3911 0.1034 0.6521 
R = 36 Z unwt 1351 4 6 7 0.0442 0.9956 0.6364 0.997 0.5385 2.7378 0.0069 0.6319 
L = 38 Z wt 1357 9 0 2 0.2203 1 0.1818 0.9934 1 1.2222 0 0.1818 
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Table C.13 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 11              
              
49 D2 1062 2 30 8 0.4157 0.9725 0.8 0.9981 0.2105 4.8626 0.0343 0.7725 
R = 38 Z unwt 1087 2 5 8 0.0701 0.9954 0.8 0.9982 0.6154 4.9771 0.0057 0.7954 
L = 29 Z wt 1092 8 0 2 0.2666 1 0.2 0.9927 1 1.25 0 0.2 
Pair = 10              
              
50 D2 1670 1 154 15 0.1544 0.9156 0.9375 0.9994 0.0888 14.6491 0.0901 0.8531 
R = 40 Z unwt 1820 5 4 11 0.0481 0.9978 0.6875 0.9973 0.7333 3.193 0.0032 0.6853 
L = 46 Z wt 1822 9 2 7 0.0505 0.9989 0.4375 0.9951 0.7778 1.7758 0.0025 0.4364 































Table C.14: Radius: n = 123; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 4179 4 532 37 0.042 0.8871 0.9024 0.999 0.065 9.0925 0.1251 0.7895 
R = 72 Z unwt 4682 11 29 30 0.0327 0.9938 0.7317 0.9977 0.5085 3.7043 0.0084 0.7256 
L = 66 Z wt 4704 26 7 15 0.1019 0.9985 0.3659 0.9945 0.6818 1.5746 0.0041 0.3644 
Pair = 41              
              
42 D2 5660 3 522 47 0.1265 0.9156 0.94 0.9995 0.0826 15.2594 0.0898 0.8556 
R = 82 Z unwt 6122 8 60 42 0.0066 0.9903 0.84 0.9987 0.4118 6.1893 0.0116 0.8303 
L = 76 Z wt 6172 29 10 21 0.0591 0.9984 0.42 0.9953 0.6774 1.7213 0.0039 0.4184 
Pair = 50              
              
43 D2 3923 0 597 36 0.0672 0.8679 1 1 0.0569 Inf 0.1321 0.8679 
R = 67 Z unwt 4464 5 56 31 0.0047 0.9876 0.8611 0.9989 0.3563 7.1108 0.0144 0.8487 
L = 68 Z wt 4516 22 4 14 0.0945 0.9991 0.3889 0.9952 0.7778 1.6349 0.0023 0.388 
Pair = 36              
              
44 D2 5325 2 453 42 0.1495 0.9216 0.9545 0.9996 0.0848 20.2752 0.0821 0.8761 
R = 82 Z unwt 5702 4 76 40 0.0077 0.9868 0.9091 0.9993 0.3448 10.8553 0.0145 0.8959 
L = 71 Z wt 5772 26 6 18 0.1112 0.999 0.4091 0.9955 0.75 1.6906 0.0025 0.4081 
Pair = 44              
              
45 D2 5147 6 355 36 0.1936 0.9355 0.8571 0.9988 0.0921 6.5483 0.0753 0.7926 
R = 77 Z unwt 5452 4 50 38 0.0062 0.9909 0.9048 0.9993 0.4318 10.4046 0.01 0.8957 
L = 72 Z wt 5486 14 16 28 0.0057 0.9971 0.6667 0.9975 0.6364 2.9913 0.0044 0.6638 
Pair = 42              
              
46 D2 4070 6 313 31 0.195 0.9286 0.8378 0.9985 0.0901 5.7263 0.0852 0.7664 
R = 65 Z unwt 4355 10 28 27 0.0384 0.9936 0.7297 0.9977 0.4909 3.6764 0.0088 0.7233 
L = 68 Z wt 4359 11 24 26 0.0062 0.9945 0.7027 0.9975 0.52 3.3452 0.0078 0.6972 
Pair = 37              
              
47 D2 3745 6 252 29 0.1952 0.937 0.8286 0.9984 0.1032 5.4656 0.0761 0.7655 
R = 64 Z unwt 3966 6 31 29 0.0202 0.9922 0.8286 0.9985 0.4833 5.7881 0.0094 0.8208 
L = 63 Z wt 3986 17 11 18 0.0296 0.9972 0.5143 0.9958 0.6207 2.0532 0.0054 0.5115 
Pair = 35              
              
48 D2 4842 3 446 38 0.1227 0.9157 0.9268 0.9994 0.0785 12.514 0.091 0.8425 
R = 73 Z unwt 5229 5 59 36 0.0057 0.9888 0.878 0.999 0.3789 8.1085 0.0127 0.8669 
L = 73 Z wt 5261 16 27 25 0.0038 0.9949 0.6098 0.997 0.4808 2.5494 0.0084 0.6047 
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Table C.14 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 41              
              
49 D2 5479 9 236 36 0.3558 0.9587 0.8 0.9984 0.1324 4.7935 0.0516 0.7587 
R = 80 Z unwt 5654 5 61 40 0.0066 0.9893 0.8889 0.9991 0.396 8.9039 0.012 0.8782 
L = 72 Z wt 5707 24 8 21 0.1016 0.9986 0.4667 0.9958 0.7241 1.8724 0.003 0.4653 
Pair = 45              
              
50 D2 5928 8 455 47 0.1618 0.9287 0.8545 0.9987 0.0936 6.3849 0.0834 0.7833 
R = 74 Z unwt 6319 7 64 48 0.0048 0.99 0.8727 0.9989 0.4286 7.7784 0.0115 0.8627 
L = 87 Z wt 6362 20 21 35 0.0042 0.9967 0.6364 0.9969 0.625 2.741 0.0052 0.6331 































Table C.15: Radius: n = 123; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 13752 13 1254 110 0.1269 0.9164 0.8943 0.9991 0.0806 8.6709 0.0934 0.8107 
R = 123 Z unwt 14768 14 238 109 0.0014 0.9841 0.8862 0.9991 0.3141 8.6464 0.0179 0.8703 
L = 123 Z wt 14873 31 133 92 7.00E-04 0.9911 0.748 0.9979 0.4089 3.9326 0.0118 0.7391 
Pair = 
123 






































Table C.16: Radius: n = 100; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 574 1 21 2 0.4196 0.9647 0.6667 0.9983 0.087 2.8941 0.0529 0.6314 
R = 26 Z unwt 592 0 3 3 0.0792 0.995 1 1 0.5 Inf 0.005 0.995 
L = 23 Z wt 594 1 1 2 0.049 0.9983 0.6667 0.9983 0.6667 2.995 0.0025 0.665 
Pair = 3              
 
42 D2 873 0 43 8 0.3915 0.9531 1 1 0.1569 Inf 0.0469 0.9531 
R = 33 Z unwt 915 3 1 5 0.2425 0.9989 0.625 0.9967 0.8333 2.6638 0.0017 0.6239 
L = 28 Z wt 915 3 1 5 0.087 0.9989 0.625 0.9967 0.8333 2.6638 0.0017 0.6239 
Pair = 8              
              
43 D2 777 2 29 2 0.3592 0.964 0.5 0.9974 0.0645 1.928 0.072 0.464 
R = 30 Z unwt 806 3 0 1 0.4691 1 0.25 0.9963 1 1.3333 0 0.25 
L = 27 Z wt 806 3 0 1 0.5585 1 0.25 0.9963 1 1.3333 0 0.25 
Pair = 4              
              
44 D2 975 2 35 8 0.4153 0.9653 0.8 0.998 0.186 4.8267 0.0433 0.7653 
R = 30 Z unwt 1008 4 2 6 0.2214 0.998 0.6 0.996 0.75 2.495 0.0033 0.598 
L = 34 Z wt 1009 5 1 5 0.0947 0.999 0.5 0.9951 0.8333 1.998 0.002 0.499 
Pair = 10              
              
45 D2 1147 2 64 12 0.3479 0.9472 0.8571 0.9983 0.1579 6.6301 0.0617 0.8043 
R = 35 Z unwt 1211 10 0 4 0.2795 1 0.2857 0.9918 1 1.4 0 0.2857 
L = 35 Z wt 1211 10 0 4 0.264 1 0.2857 0.9918 1 1.4 0 0.2857 
Pair = 14              
              
46 D2 732 3 45 3 0.3763 0.9421 0.5 0.9959 0.0625 1.8842 0.1158 0.4421 
R = 27 Z unwt 775 5 2 1 0.3346 0.9974 0.1667 0.9936 0.3333 1.1969 0.0154 0.1641 
L = 29 Z wt 777 5 0 1 0.2227 1 0.1667 0.9936 1 1.2 0 0.1667 
Pair = 6              
              
47 D2 422 0 39 7 0.1202 0.9154 1 1 0.1522 Inf 0.0846 0.9154 
R = 18 Z unwt 461 5 0 2 0.4666 1 0.2857 0.9893 1 1.4 0 0.2857 
L = 26 Z wt 461 5 0 2 0.5099 1 0.2857 0.9893 1 1.4 0 0.2857 
Pair = 7              
              
48 D2 888 1 65 6 0.1811 0.9318 0.8571 0.9989 0.0845 6.5226 0.0796 0.7889 
R = 30 Z unwt 953 3 0 4 0.0934 1 0.5714 0.9969 1 2.3333 0 0.5714 
L = 32 Z wt 953 4 0 3 0.0191 1 0.4286 0.9958 1 1.75 0 0.4286 
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Table C.16 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 7              
              
49 D2 655 2 56 7 0.1258 0.9212 0.7778 0.997 0.1111 4.1456 0.1013 0.699 
R = 24 Z unwt 706 5 5 4 0.1141 0.993 0.4444 0.993 0.4444 1.7873 0.0158 0.4374 
L = 30 Z wt 709 6 2 3 0.0742 0.9972 0.3333 0.9916 0.6 1.4958 0.0084 0.3305 
Pair = 9              
              
50 D2 1229 5 50 8 0.4135 0.9609 0.6154 0.9959 0.1379 2.4984 0.0635 0.5763 
R = 38 Z unwt 1273 4 6 9 0.1404 0.9953 0.6923 0.9969 0.6 3.2348 0.0068 0.6876 
L = 34 Z wt 1275 4 4 9 0.0362 0.9969 0.6923 0.9969 0.6923 3.2398 0.0045 0.6892 































Table C.17: Radius: n = 100; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 2771 3 224 26 0.2089 0.9252 0.8966 0.9989 0.104 8.9437 0.0834 0.8218 
R = 54 Z unwt 2982 8 13 21 0.0985 0.9957 0.7241 0.9973 0.6176 3.6093 0.006 0.7198 
L = 56 Z wt 2987 13 8 16 0.0682 0.9973 0.5517 0.9957 0.6667 2.2248 0.0048 0.5491 
Pair = 29              
 
42 D2 3536 2 423 35 0.0688 0.8932 0.9459 0.9994 0.0764 16.5234 0.113 0.8391 
R = 74 Z unwt 3913 4 46 33 0.0048 0.9884 0.8919 0.999 0.4177 9.1425 0.013 0.8803 
L = 54 Z wt 3939 14 20 23 0.0045 0.9949 0.6216 0.9965 0.5349 2.6295 0.0081 0.6166 
Pair = 37              
              
43 D2 2969 5 192 24 0.1945 0.9393 0.8276 0.9983 0.1111 5.4477 0.0734 0.7668 
R = 55 Z unwt 3135 7 26 22 0.0281 0.9918 0.7586 0.9978 0.4583 4.1088 0.0108 0.7504 
L = 58 Z wt 3155 13 6 16 0.062 0.9981 0.5517 0.9959 0.7273 2.2265 0.0034 0.5498 
Pair = 29              
              
44 D2 3373 6 192 29 0.3052 0.9461 0.8286 0.9982 0.1312 5.5192 0.065 0.7747 
R = 60 Z unwt 3511 5 54 30 0.0076 0.9849 0.8571 0.9986 0.3571 6.894 0.0177 0.842 
L = 60 Z wt 3560 20 5 15 0.101 0.9986 0.4286 0.9944 0.75 1.7475 0.0033 0.4272 
Pair = 35              
              
45 D2 3434 4 345 36 0.1255 0.9087 0.9 0.9988 0.0945 9.0871 0.1014 0.8087 
R = 67 Z unwt 3748 8 31 32 0.0313 0.9918 0.8 0.9979 0.5079 4.959 0.0103 0.7918 
L = 57 Z wt 3779 31 0 9 0.3971 1 0.225 0.9919 1 1.2903 0 0.225 
Pair = 40              
              
46 D2 2657 1 335 31 0.0822 0.888 0.9688 0.9996 0.0847 28.4171 0.1156 0.8568 
R = 56 Z unwt 2951 5 41 27 0.0079 0.9863 0.8438 0.9983 0.3971 6.3123 0.0162 0.83 
L = 54 Z wt 2991 21 1 11 0.2344 0.9997 0.3438 0.993 0.9167 1.5233 0.001 0.3434 
Pair = 32              
              
47 D2 2647 3 233 29 0.1444 0.9191 0.9062 0.9989 0.1107 9.8037 0.0893 0.8253 
R = 56 Z unwt 2857 7 23 25 0.0164 0.992 0.7812 0.9976 0.5208 4.5349 0.0102 0.7733 
L = 52 Z wt 2876 21 4 11 0.0709 0.9986 0.3438 0.9928 0.7333 1.5217 0.004 0.3424 
Pair = 32              
              
48 D2 3324 5 287 32 0.1617 0.9205 0.8649 0.9985 0.1003 6.8119 0.0919 0.7854 
R = 57 Z unwt 3586 10 25 27 0.0242 0.9931 0.7297 0.9972 0.5192 3.6744 0.0095 0.7228 
L = 64 Z wt 3597 15 14 22 0.0039 0.9961 0.5946 0.9958 0.6111 2.4571 0.0065 0.5907 
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Table C.17 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 37              
              
49 D2 3595 4 324 37 0.1213 0.9173 0.9024 0.9989 0.1025 9.4026 0.0916 0.8198 
R = 60 Z unwt 3872 6 47 35 0.0062 0.988 0.8537 0.9985 0.4268 6.7514 0.014 0.8417 
L = 66 Z wt 3916 31 3 10 0.165 0.9992 0.2439 0.9921 0.7692 1.3216 0.0031 0.2431 
Pair = 41              
              
50 D2 3920 3 457 42 0.0714 0.8956 0.9333 0.9992 0.0842 13.4339 0.1119 0.8289 
R = 66 Z unwt 4349 10 28 35 0.0353 0.9936 0.7778 0.9977 0.5556 4.4712 0.0082 0.7714 
L = 67 Z wt 4355 14 22 31 0.0066 0.995 0.6889 0.9968 0.5849 3.1981 0.0073 0.6839 































Table C.18: Radius: n = 100; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 9104 10 796 90 0.1452 0.9196 0.9 0.9989 0.1016 9.196 0.0893 0.8196 
R = 100 Z unwt 9740 12 160 88 0.0016 0.9838 0.88 0.9988 0.3548 8.1987 0.0184 0.8638 
L = 100 Z wt 9885 55 15 45 0.1007 0.9985 0.45 0.9945 0.75 1.8154 0.0034 0.4485 
Pair = 
100 






































Table C.19: Radius: n = 50; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 177 0 9 3 0.1586 0.9516 1 1 0.25 Inf 0.0484 0.9516 
R = 9 Z unwt 186 1 0 2 0.356 1 0.6667 0.9947 1 3 0 0.6667 
L = 21 Z wt 186 1 0 2 0.1626 1 0.6667 0.9947 1 3 0 0.6667 
Pair = 3              
              
42 D2 190 1 5 2 0.3619 0.9744 0.6667 0.9948 0.2857 2.9231 0.0385 0.641 
R = 11 Z unwt 195 2 0 1 0.817 1 0.3333 0.9898 1 1.5 0 0.3333 
L = 18 Z wt 195 2 0 1 0.7479 1 0.3333 0.9898 1 1.5 0 0.3333 
Pair = 3              
              
43 D2 192 1 2 1 0.7567 0.9897 0.5 0.9948 0.3333 1.9794 0.0206 0.4897 
R = 14 Z unwt 194 0 0 2 0.2983 1 1 1 1 Inf 0 1 
L = 14 Z wt 194 0 0 2 0.2194 1 1 1 1 Inf 0 1 
Pair = 2              
              
44 D2 210 0 4 6 0.339 0.9813 1 1 0.6 Inf 0.0187 0.9813 
R = 20 Z unwt 214 3 0 3 0.2781 1 0.5 0.9862 1 2 0 0.5 
L = 11 Z wt 214 3 0 3 0.247 1 0.5 0.9862 1 2 0 0.5 
Pair = 6              
              
45 D2 151 0 14 3 0.185 0.9152 1 1 0.1765 Inf 0.0848 0.9152 
R = 14 Z unwt 165 2 0 1 0.1556 1 0.3333 0.988 1 1.5 0 0.3333 
L = 12 Z wt 165 1 0 2 0.0072 1 0.6667 0.994 1 3 0 0.6667 
Pair = 3              
              
46 D2 203 3 1 1 0.8005 0.9951 0.25 0.9854 0.5 1.3268 0.0196 0.2451 
R = 13 Z unwt 203 3 1 1 0.3578 0.9951 0.25 0.9854 0.5 1.3268 0.0196 0.2451 
L = 16 Z wt 203 3 1 1 0.0946 0.9951 0.25 0.9854 0.5 1.3268 0.0196 0.2451 
Pair = 4              
              
47 D2 222 1 13 4 0.305 0.9447 0.8 0.9955 0.2353 4.7234 0.0691 0.7447 
R = 12 Z unwt 235 3 0 2 0.2478 1 0.4 0.9874 1 1.6667 0 0.4 
L = 20 Z wt 235 4 0 1 0.6214 1 0.2 0.9833 1 1.25 0 0.2 
Pair = 5              
              
48 D2 219 2 12 5 0.2937 0.9481 0.7143 0.991 0.2941 3.3182 0.0727 0.6623 
R = 17 Z unwt 231 6 0 1 0.3734 1 0.1429 0.9747 1 1.1667 0 0.1429 
L = 14 Z wt 230 6 1 1 0.01 0.9957 0.1429 0.9746 0.5 1.1616 0.0303 0.1385 
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Table C.19 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 7              
              
49 D2 268 0 19 7 0.3498 0.9338 1 1 0.2692 Inf 0.0662 0.9338 
R = 21 Z unwt 286 3 1 4 0.1252 0.9965 0.5714 0.9896 0.8 2.3252 0.0061 0.5679 
L = 14 Z wt 287 4 0 3 0.072 1 0.4286 0.9863 1 1.75 0 0.4286 
Pair = 7              
              
50 D2 294 0 15 6 0.4075 0.9515 1 1 0.2857 Inf 0.0485 0.9515 
R = 21 Z unwt 309 0 0 6 0.0998 1 1 1 1 Inf 0 1 
L = 15 Z wt 309 1 0 5 0.0909 1 0.8333 0.9968 1 6 0 0.8333 































Table C.20: Radius: n = 50; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 718 0 96 18 0.08 0.8821 1 1 0.1579 Inf 0.1179 0.8821 
R = 26 Z unwt 813 6 1 12 0.0568 0.9988 0.6667 0.9927 0.9231 2.9963 0.0018 0.6654 
L = 32 Z wt 814 9 0 9 0.035 1 0.5 0.9891 1 2 0 0.5 
Pair = 18              
              
42 D2 691 1 60 16 0.0881 0.9201 0.9412 0.9986 0.2105 15.6418 0.0849 0.8613 
R = 24 Z unwt 751 9 0 8 0.1191 1 0.4706 0.9882 1 1.8889 0 0.4706 
L = 32 Z wt 751 14 0 3 0.2849 1 0.1765 0.9817 1 1.2143 0 0.1765 
Pair = 17              
              
43 D2 911 5 32 12 0.3489 0.9661 0.7059 0.9945 0.2727 3.2846 0.0481 0.6719 
R = 32 Z unwt 942 6 1 11 0.1176 0.9989 0.6471 0.9937 0.9167 2.8303 0.0016 0.646 
L = 30 Z wt 943 6 0 11 0.0561 1 0.6471 0.9937 1 2.8333 0 0.6471 
Pair = 17              
              
44 D2 885 1 116 21 0.049 0.8841 0.9545 0.9989 0.1533 19.4505 0.1214 0.8387 
R = 31 Z unwt 1001 17 0 5 0.2817 1 0.2273 0.9833 1 1.2941 0 0.2273 
L = 33 Z wt 1001 18 0 4 0.2484 1 0.1818 0.9823 1 1.2222 0 0.1818 
Pair = 22              
              
45 D2 693 1 47 15 0.2502 0.9365 0.9375 0.9986 0.2419 14.9838 0.0677 0.874 
R = 28 Z unwt 734 2 6 14 0.0393 0.9919 0.875 0.9973 0.7 7.9351 0.0093 0.8669 
L = 27 Z wt 736 9 4 7 0.0582 0.9946 0.4375 0.9879 0.6364 1.7682 0.0124 0.4321 
Pair = 16              
              
46 D2 761 3 55 13 0.1283 0.9326 0.8125 0.9961 0.1912 4.9739 0.083 0.7451 
R = 26 Z unwt 815 10 1 6 0.2425 0.9988 0.375 0.9879 0.8571 1.598 0.0033 0.3738 
L = 32 Z wt 816 13 0 3 0.4669 1 0.1875 0.9843 1 1.2308 0 0.1875 
Pair = 16              
              
47 D2 774 3 35 13 0.2883 0.9567 0.8125 0.9961 0.2708 5.1026 0.0532 0.7692 
R = 25 Z unwt 807 7 2 9 0.2006 0.9975 0.5625 0.9914 0.8182 2.2801 0.0044 0.56 
L = 33 Z wt 809 13 0 3 0.3829 1 0.1875 0.9842 1 1.2308 0 0.1875 
Pair = 16              
              
48 D2 879 2 77 22 0.1349 0.9195 0.9167 0.9977 0.2222 11.0335 0.0879 0.8361 
R = 35 Z unwt 948 7 8 17 0.0243 0.9916 0.7083 0.9927 0.68 3.3999 0.0118 0.7 
L = 28 Z wt 956 19 0 5 0.0825 1 0.2083 0.9805 1 1.2632 0 0.2083 
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Table C.20 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 24              
              
49 D2 859 2 72 19 0.1392 0.9227 0.9048 0.9977 0.2088 9.688 0.0855 0.8274 
R = 34 Z unwt 923 7 8 14 0.0726 0.9914 0.6667 0.9925 0.6364 2.9742 0.0129 0.6581 
L = 28 Z wt 928 13 3 8 0.0715 0.9968 0.381 0.9862 0.7273 1.6102 0.0085 0.3777 
Pair = 21              
              
50 D2 991 2 53 18 0.3486 0.9492 0.9 0.998 0.2535 9.4923 0.0564 0.8492 
R = 38 Z unwt 1029 4 15 16 0.0085 0.9856 0.8 0.9961 0.5161 4.9282 0.018 0.7856 
L = 28 Z wt 1044 13 0 7 0.0909 1 0.35 0.9877 1 1.5385 0 0.35 































Table C.21: Radius: n = 50; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 2244 4 206 46 0.1488 0.9159 0.92 0.9982 0.1825 11.449 0.0914 0.8359 
R = 50 Z unwt 2436 15 14 35 0.026 0.9943 0.7 0.9939 0.7143 3.3143 0.0082 0.6943 
L = 50 Z wt 2449 29 1 21 0.0625 0.9996 0.42 0.9883 0.9545 1.7234 0.001 0.4196 







































Table C.22: Radius: n = 25; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 41 1 0 2 0.4614 1 0.6667 0.9762 1 3 0 0.6667 
R = 11 Z unwt 41 2 0 1 0.3763 1 0.3333 0.9535 1 1.5 0 0.3333 
L = 4 Z wt 41 2 0 1 0.0052 1 0.3333 0.9535 1 1.5 0 0.3333 
Pair = 3              
              
42 D2             
R = 10 Z unwt             
L = 4 Z wt             
Pair = 0              
              
43 D2 37 1 0 2 0.6136 1 0.6667 0.9737 1 3 0 0.6667 
R = 4 Z unwt 37 0 0 3 0.168 1 1 1 1 Inf 0 1 
L = 10 Z wt 37 1 0 2 0.239 1 0.6667 0.9737 1 3 0 0.6667 
Pair = 3              
              
44 D2 32 1 0 2 0.6032 1 0.6667 0.9697 1 3 0 0.6667 
R = 5 Z unwt 32 0 0 3 0.0774 1 1 1 1 Inf 0 1 
L = 7 Z wt 32 1 0 2 0.0622 1 0.6667 0.9697 1 3 0 0.6667 
Pair = 3              
              
45 D2 34 1 0 1 0.5614 1 0.5 0.9714 1 2 0 0.5 
R = 9 Z unwt 34 1 0 1 0.0185 1 0.5 0.9714 1 2 0 0.5 
L = 4 Z wt 34 1 0 1 1.00E-04 1 0.5 0.9714 1 2 0 0.5 
Pair = 2              
              
46 D2 51 1 2 2 0.113 0.9623 0.6667 0.9808 0.5 2.8868 0.0566 0.6289 
R = 7 Z unwt 53 2 0 1 0.2474 1 0.3333 0.9636 1 1.5 0 0.3333 
L = 8 Z wt 53 2 0 1 0.0862 1 0.3333 0.9636 1 1.5 0 0.3333 
Pair = 3              
              
47 D2 69 0 2 1 0.5167 0.9718 1 1 0.3333 Inf 0.0282 0.9718 
R = 12 Z unwt 71 0 0 1 0.0799 1 1 1 1 Inf 0 1 
L = 6 Z wt 71 0 0 1 0.0676 1 1 1 1 Inf 0 1 
Pair = 1              
              
48 D2 40 0 1 1 0.2686 0.9756 1 1 0.5 Inf 0.0244 0.9756 
R = 6 Z unwt 40 1 1 0 0.0234 0.9756 0 0.9756 0 0.9756 Inf -0.0244 
L = 7 Z wt 40 1 1 0 2.00E-04 0.9756 0 0.9756 0 0.9756 Inf -0.0244 
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Table C.22 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 1              
              
49 D2 38 2 2 0 0.3846 0.95 0 0.95 0 0.95 Inf -0.05 
R = 6 Z unwt 40 1 0 1 0.0764 1 0.5 0.9756 1 2 0 0.5 
L = 7 Z wt 39 1 1 1 0.0011 0.975 0.5 0.975 0.5 1.95 0.05 0.475 
Pair = 2              
              
50 D2 42 0 3 3 0.2891 0.9333 1 1 0.5 Inf 0.0667 0.9333 
R = 8 Z unwt 45 2 0 1 0.391 1 0.3333 0.9574 1 1.5 0 0.3333 
L = 6 Z wt 45 2 0 1 0.2962 1 0.3333 0.9574 1 1.5 0 0.3333 































Table C.23: Radius: n = 25; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 208 0 5 8 0.2144 0.9765 1 1 0.6154 Inf 0.0235 0.9765 
R = 17 Z unwt 213 4 0 4 0.2842 1 0.5 0.9816 1 2 0 0.5 
L = 13 Z wt 213 5 0 3 0.0617 1 0.375 0.9771 1 1.6 0 0.375 
Pair = 8              
              
42 D2 166 1 3 6 0.3748 0.9822 0.8571 0.994 0.6667 6.8757 0.0207 0.8394 
R = 16 Z unwt 169 1 0 6 0.078 1 0.8571 0.9941 1 7 0 0.8571 
L = 11 Z wt 169 2 0 5 0.0767 1 0.7143 0.9883 1 3.5 0 0.7143 
Pair = 7              
              
43 D2 213 2 13 10 0.2053 0.9425 0.8333 0.9907 0.4348 5.6549 0.069 0.7758 
R = 14 Z unwt 226 3 0 9 0.0705 1 0.75 0.9869 1 4 0 0.75 
L = 17 Z wt 226 8 0 4 0.1743 1 0.3333 0.9658 1 1.5 0 0.3333 
Pair = 12              
              
44 D2 263 4 13 8 0.3699 0.9529 0.6667 0.985 0.381 2.8587 0.0707 0.6196 
R = 16 Z unwt 274 2 2 10 0.0194 0.9928 0.8333 0.9928 0.8333 5.9565 0.0087 0.8261 
L = 18 Z wt 275 4 1 8 0.0137 0.9964 0.6667 0.9857 0.8889 2.9891 0.0054 0.663 
Pair = 12              
              
45 D2 241 0 17 12 0.1406 0.9341 1 1 0.4138 Inf 0.0659 0.9341 
R = 15 Z unwt 256 3 2 9 0.0343 0.9922 0.75 0.9884 0.8182 3.969 0.0103 0.7422 
L = 18 Z wt 258 10 0 2 0.244 1 0.1667 0.9627 1 1.2 0 0.1667 
Pair = 12              
              
46 D2 275 2 18 11 0.1365 0.9386 0.8462 0.9928 0.3793 6.1007 0.0726 0.7847 
R = 17 Z unwt 293 3 0 10 0.1179 1 0.7692 0.9899 1 4.3333 0 0.7692 
L = 18 Z wt 293 10 0 3 0.2817 1 0.2308 0.967 1 1.3 0 0.2308 
Pair = 13              
              
47 D2 259 1 17 11 0.2291 0.9384 0.9167 0.9962 0.3929 11.2609 0.0672 0.8551 
R = 18 Z unwt 276 3 0 9 0.0959 1 0.75 0.9892 1 4 0 0.75 
L = 16 Z wt 276 10 0 2 0.3598 1 0.1667 0.965 1 1.2 0 0.1667 
Pair = 12              
              
48 D2 159 0 27 6 0.0792 0.8548 1 1 0.1818 Inf 0.1452 0.8548 
R = 12 Z unwt 186 3 0 3 0.0471 1 0.5 0.9841 1 2 0 0.5 
L = 16 Z wt 186 4 0 2 0.0105 1 0.3333 0.9789 1 1.5 0 0.3333 
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Table C.23 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 6              
              
49 D2 164 1 11 6 0.1342 0.9371 0.8571 0.9939 0.3529 6.56 0.0733 0.7943 
R = 14 Z unwt 175 5 0 2 0.1921 1 0.2857 0.9722 1 1.4 0 0.2857 
L = 13 Z wt 175 6 0 1 0.3657 1 0.1429 0.9669 1 1.1667 0 0.1429 
Pair = 7              
              
50 D2 216 1 14 9 0.3222 0.9391 0.9 0.9954 0.3913 9.3913 0.0676 0.8391 
R = 15 Z unwt 228 3 2 7 0.1005 0.9913 0.7 0.987 0.7778 3.3043 0.0124 0.6913 
L = 16 Z wt 230 5 0 5 0.0809 1 0.5 0.9787 1 2 0 0.5 































Table C.24: Radius: n = 25; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 562 0 38 25 0.1844 0.9367 1 1 0.3968 Inf 0.0633 0.9367 
R = 25 Z unwt 595 4 5 21 0.0252 0.9917 0.84 0.9933 0.8077 6.1979 0.0099 0.8317 
L = 25 Z wt 600 14 0 11 0.0362 1 0.44 0.9772 1 1.7857 0 0.44 






































Table C.25: Femur: n = 133; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 1402 2 13 11 0.3072 0.9908 0.8462 0.9986 0.4583 6.4403 0.0109 0.837 
R = 42 Z unwt 1407 3 8 10 0.2186 0.9943 0.7692 0.9979 0.5556 4.3088 0.0073 0.7636 
L = 34 Z wt 1413 6 2 7 0.0936 0.9986 0.5385 0.9958 0.7778 2.1636 0.0026 0.537 
Pair = 13              
              
42 D2 1726 1 13 15 0.2301 0.9925 0.9375 0.9994 0.5357 15.8804 0.008 0.93 
R = 39 Z unwt 1733 2 6 14 0.139 0.9965 0.875 0.9988 0.7 7.9724 0.0039 0.8715 
L = 45 Z wt 1736 8 3 8 0.2532 0.9983 0.5 0.9954 0.7273 1.9965 0.0035 0.4983 
Pair = 16              
              
43 D2 1390 3 6 5 0.1132 0.9957 0.625 0.9978 0.4545 2.6552 0.0069 0.6207 
R = 39 Z unwt 1391 5 5 3 0.1998 0.9964 0.375 0.9964 0.375 1.5943 0.0096 0.3714 
L = 36 Z wt 1396 7 0 1 0.3889 1 0.125 0.995 1 1.1429 0 0.125 
Pair = 8              
              
44 D2 1570 2 13 11 0.2292 0.9918 0.8462 0.9987 0.4583 6.4466 0.0097 0.8379 
R = 42 Z unwt 1576 3 7 10 0.1305 0.9956 0.7692 0.9981 0.5882 4.3142 0.0057 0.7648 
L = 38 Z wt 1580 10 3 3 0.1237 0.9981 0.2308 0.9937 0.5 1.2975 0.0082 0.2289 
Pair = 13              
              
45 D2 2183 7 7 11 0.6124 0.9968 0.6111 0.9968 0.6111 2.5632 0.0052 0.6079 
R = 46 Z unwt 2168 0 22 18 0.0221 0.99 1 1 0.45 Inf 0.01 0.99 
L = 48 Z wt 2190 12 0 6 0.1987 1 0.3333 0.9946 1 1.5 0 0.3333 
Pair = 18              
              
46 D2 1312 6 6 6 0.45 0.9954 0.5 0.9954 0.5 1.9909 0.0091 0.4954 
R = 38 Z unwt 1317 7 1 5 0.5303 0.9992 0.4167 0.9947 0.8333 1.713 0.0018 0.4159 
L = 35 Z wt 1317 9 1 3 0.4062 0.9992 0.25 0.9932 0.75 1.3323 0.003 0.2492 
Pair = 12              
              
47 D2 1027 3 17 7 0.1045 0.9837 0.7 0.9971 0.2917 3.2791 0.0233 0.6837 
R = 34 Z unwt 1044 7 0 3 0.6415 1 0.3 0.9933 1 1.4286 0 0.3 
L = 31 Z wt 1044 7 0 3 0.4093 1 0.3 0.9933 1 1.4286 0 0.3 
Pair = 10              
              
48 D2 1667 1 5 7 0.2609 0.997 0.875 0.9994 0.5833 7.9761 0.0034 0.872 
R = 40 Z unwt 1672 4 0 4 0.6291 1 0.5 0.9976 1 2 0 0.5 
L = 42 Z wt 1670 5 2 3 0.1095 0.9988 0.375 0.997 0.6 1.5981 0.0032 0.3738 
145 
 
Table C.25 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 8              
              
49 D2 1251 3 3 3 0.3683 0.9976 0.5 0.9976 0.5 1.9952 0.0048 0.4976 
R = 42 Z unwt 1253 4 1 2 0.3546 0.9992 0.3333 0.9968 0.6667 1.4988 0.0024 0.3325 
L = 30 Z wt 1254 5 0 1 0.5691 1 0.1667 0.996 1 1.2 0 0.1667 
Pair = 6              
              
50 D2 1991 4 20 9 0.234 0.9901 0.6923 0.998 0.3103 3.2177 0.0144 0.6824 
R = 44 Z unwt 2007 3 4 10 0.0772 0.998 0.7692 0.9985 0.7143 4.3247 0.0026 0.7672 
L = 46 Z wt 2011 10 0 3 0.3213 1 0.2308 0.9951 1 1.3 0 0.2308 































Table C.26: Femur: n = 133; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 5627 3 76 45 0.1053 0.9867 0.9375 0.9995 0.3719 15.7868 0.0142 0.9242 
R = 81 Z unwt 5660 3 43 45 0.0364 0.9925 0.9375 0.9995 0.5114 15.8794 0.008 0.93 
L = 71 Z wt 5682 17 21 31 0.0079 0.9963 0.6458 0.997 0.5962 2.8131 0.0057 0.6422 
Pair = 48              
              
42 D2 7433 11 81 43 0.1244 0.9892 0.7963 0.9985 0.3468 4.8562 0.0135 0.7855 
R = 86 Z unwt 7450 4 64 50 0.0196 0.9915 0.9259 0.9995 0.4386 13.385 0.0092 0.9174 
L = 88 Z wt 7505 34 9 20 0.1199 0.9988 0.3704 0.9955 0.6897 1.5863 0.0032 0.3692 
Pair = 54              
              
43 D2 5435 9 50 36 0.1103 0.9909 0.8 0.9983 0.4186 4.9544 0.0114 0.7909 
R = 79 Z unwt 5451 5 34 40 0.0319 0.9938 0.8889 0.9991 0.5405 8.9442 0.007 0.8827 
L = 70 Z wt 5466 19 19 26 0.0042 0.9965 0.5778 0.9965 0.5778 2.3602 0.006 0.5743 
Pair = 45              
              
44 D2 6775 7 72 46 0.1456 0.9895 0.8679 0.999 0.3898 7.4918 0.0121 0.8574 
R = 92 Z unwt 6776 3 71 50 0.013 0.9896 0.9434 0.9996 0.4132 17.4835 0.011 0.933 
L = 75 Z wt 6838 40 9 13 0.0951 0.9987 0.2453 0.9942 0.5909 1.3233 0.0054 0.244 
Pair = 53              
              
45 D2 6456 6 132 46 0.0334 0.98 0.8846 0.9991 0.2584 8.493 0.0226 0.8646 
R = 80 Z unwt 6567 9 21 43 0.0939 0.9968 0.8269 0.9986 0.6719 5.7594 0.0039 0.8237 
L = 83 Z wt 6584 35 4 17 0.1518 0.9994 0.3269 0.9947 0.8095 1.4848 0.0019 0.3263 
Pair = 52              
              
46 D2 5014 4 105 36 0.0435 0.9795 0.9 0.9992 0.2553 9.7949 0.0228 0.8795 
R = 67 Z unwt 5093 5 26 35 0.0646 0.9949 0.875 0.999 0.5738 7.9594 0.0058 0.8699 
L = 77 Z wt 5105 19 14 21 0.02 0.9973 0.525 0.9963 0.6 2.0995 0.0052 0.5223 
Pair = 40              
              
47 D2 5078 7 62 33 0.1082 0.9879 0.825 0.9986 0.3474 5.6454 0.0146 0.8129 
R = 74 Z unwt 5066 2 74 38 0.0048 0.9856 0.95 0.9996 0.3393 19.7121 0.0152 0.9356 
L = 70 Z wt 5105 13 35 27 0.0012 0.9932 0.675 0.9975 0.4355 3.056 0.0101 0.6682 
Pair = 40              
              
48 D2 6162 9 32 34 0.2405 0.9948 0.7907 0.9985 0.5152 4.7531 0.0065 0.7855 
R = 77 Z unwt 6153 3 41 40 0.0338 0.9934 0.9302 0.9995 0.4938 14.2385 0.0071 0.9236 
L = 81 Z wt 6170 13 24 30 0.0019 0.9961 0.6977 0.9979 0.5556 3.2949 0.0056 0.6938 
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Table C.26 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 43              
              
49 D2 6921 10 80 44 0.1457 0.9886 0.8148 0.9986 0.3548 5.3383 0.014 0.8034 
R = 83 Z unwt 6938 4 63 50 0.0206 0.991 0.9259 0.9994 0.4425 13.3785 0.0097 0.9169 
L = 85 Z wt 6992 40 9 14 0.1547 0.9987 0.2593 0.9943 0.6087 1.3483 0.005 0.258 
Pair = 54              
              
50 D2 7023 8 53 44 0.2348 0.9925 0.8462 0.9989 0.4536 6.4513 0.0089 0.8387 
R = 81 Z unwt 7027 4 49 48 0.0182 0.9931 0.9231 0.9994 0.4948 12.91 0.0075 0.9162 
L = 88 Z wt 7048 19 28 33 0.0026 0.996 0.6346 0.9973 0.541 2.726 0.0062 0.6307 































Table C.27: Femur: n = 133; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 16937 11 619 122 0.007 0.9647 0.9173 0.9994 0.1646 11.6646 0.0384 0.882 
R = 133 Z unwt 17414 13 142 120 0.0231 0.9919 0.9023 0.9993 0.458 10.148 0.009 0.8942 
L = 133 Z wt 17421 31 135 102 1.00E-04 0.9923 0.7669 0.9982 0.4304 4.2573 0.01 0.7592 
Pair = 
133 






































Table C.28: Femur: n = 100; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 591 1 4 2 0.2255 0.9933 0.6667 0.9983 0.3333 2.9798 0.0101 0.6599 
R = 26 Z unwt 595 2 0 1 0.625 1 0.3333 0.9966 1 1.5 0 0.3333 
L = 23 Z wt 595 1 0 2 0.0283 1 0.6667 0.9983 1 3 0 0.6667 
Pair = 3              
 
42 D2 912 2 4 6 0.3726 0.9956 0.75 0.9978 0.6 3.9825 0.0058 0.7456 
R = 33 Z unwt 914 2 2 6 0.2879 0.9978 0.75 0.9978 0.75 3.9913 0.0029 0.7478 
L = 28 Z wt 916 4 0 4 0.1768 1 0.5 0.9957 1 2 0 0.5 
Pair = 8              
              
43 D2 801 1 5 3 0.3501 0.9938 0.75 0.9988 0.375 3.9752 0.0083 0.7438 
R = 30 Z unwt 803 1 3 3 0.2324 0.9963 0.75 0.9988 0.5 3.9851 0.005 0.7463 
L = 27 Z wt 805 4 1 0 0.4887 0.9988 0 0.9951 0 0.9988 Inf -0.0012 
Pair = 4              
              
44 D2 1004 3 6 7 0.2339 0.9941 0.7 0.997 0.5385 3.3135 0.0085 0.6941 
R = 30 Z unwt 1008 6 2 4 0.2719 0.998 0.4 0.9941 0.6667 1.6634 0.005 0.398 
L = 34 Z wt 1010 8 0 2 0.123 1 0.2 0.9921 1 1.25 0 0.2 
Pair = 10              
              
45 D2 1203 5 8 9 0.2569 0.9934 0.6429 0.9959 0.5294 2.7815 0.0103 0.6363 
R = 35 Z unwt 1209 10 2 4 0.5647 0.9983 0.2857 0.9918 0.6667 1.3977 0.0058 0.2841 
L = 35 Z wt 1210 10 1 4 0.1161 0.9992 0.2857 0.9918 0.8 1.3988 0.0029 0.2849 
Pair = 14              
              
46 D2 772 0 5 6 0.2303 0.9936 1 1 0.5455 Inf 0.0064 0.9936 
R = 27 Z unwt 777 1 0 5 0.3403 1 0.8333 0.9987 1 6 0 0.8333 
L = 29 Z wt 777 3 0 3 0.1057 1 0.5 0.9962 1 2 0 0.5 
Pair = 6              
              
47 D2 459 2 2 5 0.4376 0.9957 0.7143 0.9957 0.7143 3.4848 0.0061 0.7099 
R = 18 Z unwt 461 3 0 4 0.2667 1 0.5714 0.9935 1 2.3333 0 0.5714 
L = 26 Z wt 461 3 0 4 0.1226 1 0.5714 0.9935 1 2.3333 0 0.5714 
Pair = 7              
              
48 D2 945 1 8 6 0.2155 0.9916 0.8571 0.9989 0.4286 6.9412 0.0098 0.8487 
R = 30 Z unwt 948 0 5 7 0.0433 0.9948 1 1 0.5833 Inf 0.0052 0.9948 
L = 32 Z wt 952 4 1 3 0.1255 0.999 0.4286 0.9958 0.75 1.7482 0.0024 0.4275 
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Table C.28 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 7              
              
49 D2 708 2 3 7 0.1777 0.9958 0.7778 0.9972 0.7 4.481 0.0054 0.7736 
R = 24 Z unwt 709 1 2 8 0.0219 0.9972 0.8889 0.9986 0.8 8.9747 0.0032 0.8861 
L = 30 Z wt 711 5 0 4 0.0059 1 0.4444 0.993 1 1.8 0 0.4444 
Pair = 9              
              
50 D2 1264 3 15 10 0.1156 0.9883 0.7692 0.9976 0.4 4.2825 0.0152 0.7575 
R = 38 Z unwt 1271 1 8 12 0.0476 0.9937 0.9231 0.9992 0.6 12.9187 0.0068 0.9168 
L = 34 Z wt 1279 12 0 1 0.8162 1 0.0769 0.9907 1 1.0833 0 0.0769 































Table C.29: Femur: n = 100; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 2965 7 30 22 0.24 0.99 0.7586 0.9976 0.4231 4.1014 0.0132 0.7486 
R = 54 Z unwt 2978 4 17 25 0.0897 0.9943 0.8621 0.9987 0.5952 7.2088 0.0066 0.8564 
L = 56 Z wt 2993 23 2 6 0.2007 0.9993 0.2069 0.9924 0.75 1.26 0.0032 0.2062 
Pair = 29              
 
42 D2 3916 7 43 30 0.1378 0.9891 0.8108 0.9982 0.411 5.2283 0.0134 0.7999 
R = 74 Z unwt 3932 4 27 33 0.0532 0.9932 0.8919 0.999 0.55 9.1869 0.0076 0.8851 
L = 54 Z wt 3959 29 0 8 0.3246 1 0.2162 0.9927 1 1.2759 0 0.2162 
Pair = 37              
              
43 D2 3122 3 39 26 0.1344 0.9877 0.8966 0.999 0.4 9.5474 0.0138 0.8842 
R = 55 Z unwt 3149 4 12 25 0.0966 0.9962 0.8621 0.9987 0.6757 7.2225 0.0044 0.8583 
L = 58 Z wt 3152 11 9 18 0.0224 0.9972 0.6207 0.9965 0.6667 2.6289 0.0046 0.6178 
Pair = 29              
              
44 D2 3544 9 21 26 0.2339 0.9941 0.7429 0.9975 0.5532 3.866 0.0079 0.737 
R = 60 Z unwt 3555 12 10 23 0.1043 0.9972 0.6571 0.9966 0.697 2.9085 0.0043 0.6543 
L = 60 Z wt 3559 18 6 17 0.025 0.9983 0.4857 0.995 0.7391 1.9412 0.0035 0.484 
Pair = 35              
              
45 D2 3726 6 53 34 0.0994 0.986 0.85 0.9984 0.3908 6.5732 0.0165 0.836 
R = 67 Z unwt 3748 6 31 34 0.0579 0.9918 0.85 0.9984 0.5231 6.612 0.0097 0.8418 
L = 57 Z wt 3774 30 5 10 0.2007 0.9987 0.25 0.9921 0.6667 1.3316 0.0053 0.2487 
Pair = 40              
              
46 D2 2970 6 22 26 0.2332 0.9926 0.8125 0.998 0.5417 5.2941 0.009 0.8051 
R = 56 Z unwt 2974 1 18 31 0.0425 0.994 0.9688 0.9997 0.6327 31.8075 0.0062 0.9627 
L = 54 Z wt 2989 23 3 9 0.1932 0.999 0.2812 0.9924 0.75 1.3899 0.0036 0.2802 
Pair = 32              
              
47 D2 2860 6 20 26 0.2633 0.9931 0.8125 0.9979 0.5652 5.2963 0.0085 0.8056 
R = 56 Z unwt 2855 2 25 30 0.0208 0.9913 0.9375 0.9993 0.5455 15.8611 0.0093 0.9288 
L = 52 Z wt 2877 20 3 12 0.1051 0.999 0.375 0.9931 0.8 1.5983 0.0028 0.374 
Pair = 32              
              
48 D2 3588 9 23 28 0.2357 0.9936 0.7568 0.9975 0.549 4.0849 0.0084 0.7504 
R = 57 Z unwt 3577 1 34 36 0.0141 0.9906 0.973 0.9997 0.5143 36.6516 0.0097 0.9636 
L = 64 Z wt 3607 27 4 10 0.1787 0.9989 0.2703 0.9926 0.7143 1.3689 0.0041 0.2692 
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Table C.29 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 37              
              
49 D2 3893 10 26 31 0.2332 0.9934 0.7561 0.9974 0.5439 4.0728 0.0088 0.7495 
R = 60 Z unwt 3884 4 35 37 0.0067 0.9911 0.9024 0.999 0.5139 10.1585 0.0099 0.8935 
L = 66 Z wt 3916 29 3 12 0.1199 0.9992 0.2927 0.9926 0.8 1.4127 0.0026 0.2919 
Pair = 41              
              
50 D2 4329 12 48 33 0.1905 0.989 0.7333 0.9972 0.4074 3.7089 0.015 0.7224 
R = 66 Z unwt 4339 5 38 40 0.0279 0.9913 0.8889 0.9988 0.5128 8.9219 0.0098 0.8802 
L = 67 Z wt 4362 14 15 31 0.0027 0.9966 0.6889 0.9968 0.6739 3.2033 0.005 0.6855 































Table C.30: Femur: n = 100; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 9769 17 131 83 0.1105 0.9868 0.83 0.9983 0.3879 5.8045 0.0159 0.8168 
R = 100 Z unwt 9784 6 116 94 0.0097 0.9883 0.94 0.9994 0.4476 16.4714 0.0125 0.9283 
L = 100 Z wt 9867 40 33 60 0.0102 0.9967 0.6 0.996 0.6452 2.4917 0.0056 0.5967 
Pair = 
100 






































Table C.31: Femur: n = 50; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 184 2 2 1 0.6012 0.9892 0.3333 0.9892 0.3333 1.4839 0.0323 0.3226 
R = 9 Z unwt 185 3 1 0 0.7275 0.9946 0 0.984 0 0.9946 Inf -0.0054 
L = 21 Z wt 185 3 1 0 0.1912 0.9946 0 0.984 0 0.9946 Inf -0.0054 
Pair = 3              
              
42 D2 194 0 1 3 0.2888 0.9949 1 1 0.75 Inf 0.0051 0.9949 
R = 11 Z unwt 195 0 0 3 0.2396 1 1 1 1 Inf 0 1 
L = 18 Z wt 195 2 0 1 0.4605 1 0.3333 0.9898 1 1.5 0 0.3333 
Pair = 3              
              
43 D2 194 0 0 2 0.6521 1 1 1 1 Inf 0 1 
R = 14 Z unwt 194 0 0 2 0.1991 1 1 1 1 Inf 0 1 
L = 14 Z wt 194 1 0 1 0.1249 1 0.5 0.9949 1 2 0 0.5 
Pair = 2              
              
44 D2 214 3 0 3 0.5246 1 0.5 0.9862 1 2 0 0.5 
R = 20 Z unwt 214 1 0 5 0.0699 1 0.8333 0.9953 1 6 0 0.8333 
L = 11 Z wt 214 5 0 1 0.4075 1 0.1667 0.9772 1 1.2 0 0.1667 
Pair = 6              
              
45 D2 165 0 0 3 0.3531 1 1 1 1 Inf 0 1 
R = 14 Z unwt 165 0 0 3 0.2234 1 1 1 1 Inf 0 1 
L = 12 Z wt 165 2 0 1 0.038 1 0.3333 0.988 1 1.5 0 0.3333 
Pair = 3              
              
46 D2 204 3 0 1 0.7569 1 0.25 0.9855 1 1.3333 0 0.25 
R = 13 Z unwt 204 3 0 1 0.7074 1 0.25 0.9855 1 1.3333 0 0.25 
L = 16 Z wt 204 3 0 1 0.5203 1 0.25 0.9855 1 1.3333 0 0.25 
Pair = 4              
              
47 D2 233 1 2 4 0.2335 0.9915 0.8 0.9957 0.6667 4.9574 0.0106 0.7915 
R = 12 Z unwt 235 2 0 3 0.4269 1 0.6 0.9916 1 2.5 0 0.6 
L = 20 Z wt 235 3 0 2 0.102 1 0.4 0.9874 1 1.6667 0 0.4 
Pair = 5              
              
48 D2 230 1 1 6 0.1457 0.9957 0.8571 0.9957 0.8571 6.9697 0.0051 0.8528 
R = 17 Z unwt 231 4 0 3 0.4872 1 0.4286 0.983 1 1.75 0 0.4286 
L = 14 Z wt 231 5 0 2 0.1053 1 0.2857 0.9788 1 1.4 0 0.2857 
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Table C.31 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 7              
              
49 D2 287 5 0 2 0.3726 1 0.2857 0.9829 1 1.4 0 0.2857 
R = 21 Z unwt 287 6 0 1 0.4643 1 0.1429 0.9795 1 1.1667 0 0.1429 
L = 14 Z wt 287 3 0 4 0.003 1 0.5714 0.9897 1 2.3333 0 0.5714 
Pair = 7              
              
50 D2 309 2 0 4 0.2213 1 0.6667 0.9936 1 3 0 0.6667 
R = 21 Z unwt 309 5 0 1 0.8621 1 0.1667 0.9841 1 1.2 0 0.1667 
L = 15 Z wt 309 5 0 1 0.1782 1 0.1667 0.9841 1 1.2 0 0.1667 































Table C.32: Femur: n = 50; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 800 3 14 15 0.0621 0.9828 0.8333 0.9963 0.5172 5.8968 0.0206 0.8161 
R = 26 Z unwt 807 1 7 17 0.0226 0.9914 0.9444 0.9988 0.7083 17.8452 0.0091 0.9358 
L = 32 Z wt 813 12 1 6 0.0454 0.9988 0.3333 0.9855 0.8571 1.4982 0.0037 0.3321 
Pair = 18              
              
42 D2 744 3 7 14 0.1894 0.9907 0.8235 0.996 0.6667 5.6138 0.0113 0.8142 
R = 24 Z unwt 750 2 1 15 0.1218 0.9987 0.8824 0.9973 0.9375 8.4887 0.0015 0.881 
L = 32 Z wt 750 7 1 10 0.0277 0.9987 0.5882 0.9908 0.9091 2.4253 0.0023 0.5869 
Pair = 17              
              
43 D2 927 1 16 16 0.0731 0.983 0.9412 0.9989 0.5 16.7116 0.018 0.9242 
R = 32 Z unwt 940 0 3 17 0.0857 0.9968 1 1 0.85 Inf 0.0032 0.9968 
L = 30 Z wt 942 12 1 5 0.0878 0.9989 0.2941 0.9874 0.8333 1.4152 0.0036 0.2931 
Pair = 17              
              
44 D2 995 4 6 18 0.2347 0.994 0.8182 0.996 0.75 5.467 0.0073 0.8122 
R = 31 Z unwt 997 3 4 19 0.0835 0.996 0.8636 0.997 0.8261 7.304 0.0046 0.8596 
L = 33 Z wt 1001 17 0 5 0.3092 1 0.2273 0.9833 1 1.2941 0 0.2273 
Pair = 22              
              
45 D2 738 1 2 15 0.3673 0.9973 0.9375 0.9986 0.8824 15.9568 0.0029 0.9348 
R = 29 Z unwt 738 2 2 14 0.1208 0.9973 0.875 0.9973 0.875 7.9784 0.0031 0.8723 
L = 27 Z wt 740 10 0 6 0.1066 1 0.375 0.9867 1 1.6 0 0.375 
Pair = 16              
              
46 D2 809 4 7 12 0.2337 0.9914 0.75 0.9951 0.6316 3.9657 0.0114 0.7414 
R = 26 Z unwt 816 10 0 6 0.5175 1 0.375 0.9879 1 1.6 0 0.375 
L = 32 Z wt 816 13 0 3 0.1985 1 0.1875 0.9843 1 1.2308 0 0.1875 
Pair = 16              
              
47 D2 804 2 5 14 0.41 0.9938 0.875 0.9975 0.7368 7.9506 0.0071 0.8688 
R = 25 Z unwt 806 1 3 15 0.0946 0.9963 0.9375 0.9988 0.8333 15.9407 0.004 0.9338 
L = 33 Z wt 809 13 0 3 0.1014 1 0.1875 0.9842 1 1.2308 0 0.1875 
Pair = 16              
              
48 D2 953 6 3 18 0.1919 0.9969 0.75 0.9937 0.8571 3.9874 0.0042 0.7469 
R = 35 Z unwt 953 2 3 22 0.0247 0.9969 0.9167 0.9979 0.88 11.9623 0.0034 0.9135 
L = 28 Z wt 956 11 0 13 0.0066 1 0.5417 0.9886 1 2.1818 0 0.5417 
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Table C.32 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 24              
              
49 D2 907 3 24 18 0.0208 0.9742 0.8571 0.9967 0.4286 6.8195 0.0301 0.8314 
R = 34 Z unwt 930 11 1 10 0.2644 0.9989 0.4762 0.9883 0.9091 1.907 0.0023 0.4751 
L = 28 Z wt 931 15 0 6 0.1005 1 0.2857 0.9841 1 1.4 0 0.2857 
Pair = 21              
              
50 D2 1038 6 6 14 0.1699 0.9943 0.7 0.9943 0.7 3.3142 0.0082 0.6943 
R = 38 Z unwt 1043 12 1 8 0.2897 0.999 0.4 0.9886 0.8889 1.6651 0.0024 0.399 
L = 28 Z wt 1044 18 0 2 0.1925 1 0.1 0.9831 1 1.1111 0 0.1 































Table C.33: Femur: n = 50; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 2411 6 39 44 0.09 0.9841 0.88 0.9975 0.5301 8.2007 0.0181 0.8641 
R = 50 Z unwt 2423 2 27 48 0.0168 0.989 0.96 0.9992 0.64 24.7245 0.0115 0.949 
L = 50 Z wt 2438 9 12 41 8.00E-04 0.9951 0.82 0.9963 0.7736 5.5283 0.006 0.8151 







































Table C.34: Femur: n = 25; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 41 2 0 1 0.918 1 0.3333 0.9535 1 1.5 0 0.3333 
R = 11 Z unwt 41 1 0 2 0.0671 1 0.6667 0.9762 1 3 0 0.6667 
L = 4 Z wt 41 2 0 1 0.0971 1 0.3333 0.9535 1 1.5 0 0.3333 
Pair = 3              
              
42 D2             
R = 10 Z unwt             
L = 4 Z wt             
Pair = 0               
              
43 D2 36 1 1 2 0.3666 0.973 0.6667 0.973 0.6667 2.9189 0.0405 0.6396 
R = 4 Z unwt 37 0 0 3 0.0674 1 1 1 1 Inf 0 1 
L = 10 Z wt 37 2 0 1 0.2527 1 0.3333 0.9487 1 1.5 0 0.3333 
Pair = 3              
              
44 D2 32 0 0 3 0.3243 1 1 1 1 Inf 0 1 
R = 5 Z unwt 32 0 0 3 0.111 1 1 1 1 Inf 0 1 
L = 7 Z wt 32 2 0 1 0.406 1 0.3333 0.9412 1 1.5 0 0.3333 
Pair = 3              
              
45 D2 34 0 0 2 0.148 1 1 1 1 Inf 0 1 
R = 9 Z unwt 33 0 1 2 0.1101 0.9706 1 1 0.6667 Inf 0.0294 0.9706 
L = 4 Z wt 34 1 0 1 0.0204 1 0.5 0.9714 1 2 0 0.5 
Pair = 2              
              
46 D2 53 1 0 2 0.1556 1 0.6667 0.9815 1 3 0 0.6667 
R = 7 Z unwt 53 0 0 3 0.1557 1 1 1 1 Inf 0 1 
L = 8 Z wt 53 1 0 2 0.0287 1 0.6667 0.9815 1 3 0 0.6667 
Pair = 3              
              
47 D2 71 0 0 1 0.7495 1 1 1 1 Inf 0 1 
R = 12 Z unwt 71 0 0 1 0.7928 1 1 1 1 Inf 0 1 
L = 6 Z wt 71 0 0 1 0.0703 1 1 1 1 Inf 0 1 
Pair = 71              
              
48 D2 40 1 1 0 0.0187 0.9756 0 0.9756 0 0.9756 Inf -0.0244 
R = 6 Z unwt 41 0 0 1 0.0448 1 1 1 1 Inf 0 1 
L = 7 Z wt 40 1 1 0 0 0.9756 0 0.9756 0 0.9756 Inf -0.0244 
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Table C.34 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 1              
              
49 D2 40 1 0 1 0.9173 1 0.5 0.9756 1 2 0 0.5 
R = 6 Z unwt 40 1 0 1 0.9301 1 0.5 0.9756 1 2 0 0.5 
L = 7 Z wt 40 1 0 1 0.7399 1 0.5 0.9756 1 2 0 0.5 
Pair = 2              
              
50 D2 45 2 0 1 0.3926 1 0.3333 0.9574 1 1.5 0 0.3333 
R = 8 Z unwt 45 2 0 1 0.5559 1 0.3333 0.9574 1 1.5 0 0.3333 
L = 6 Z wt 45 2 0 1 0.2075 1 0.3333 0.9574 1 1.5 0 0.3333 































Table C.35: Femur: n = 25; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 212 2 1 6 0.1369 0.9953 0.75 0.9907 0.8571 3.9812 0.0063 0.7453 
R = 17 Z unwt 213 1 0 7 0.0655 1 0.875 0.9953 1 8 0 0.875 
L = 13 Z wt 213 7 0 1 0.4303 1 0.125 0.9682 1 1.1429 0 0.125 
Pair = 8              
              
42 D2 166 0 3 7 0.1915 0.9822 1 1 0.7 Inf 0.0178 0.9822 
R = 16 Z unwt 167 1 2 6 0.1375 0.9882 0.8571 0.994 0.75 6.9172 0.0138 0.8453 
L = 11 Z wt 168 4 1 3 0.1967 0.9941 0.4286 0.9767 0.75 1.7396 0.0138 0.4227 
Pair = 7              
              
43 D2 222 2 4 10 0.2335 0.9823 0.8333 0.9911 0.7143 5.8938 0.0212 0.8156 
R = 14 Z unwt 224 1 2 11 0.0266 0.9912 0.9167 0.9956 0.8462 11.8938 0.0097 0.9078 
L = 17 Z wt 226 7 0 5 0.107 1 0.4167 0.97 1 1.7143 0 0.4167 
Pair = 12              
              
44 D2 275 1 1 11 0.1446 0.9964 0.9167 0.9964 0.9167 11.9565 0.004 0.913 
R = 16 Z unwt 276 1 0 11 0.0718 1 0.9167 0.9964 1 12 0 0.9167 
L = 18 Z wt 276 9 0 3 0.1986 1 0.25 0.9684 1 1.3333 0 0.25 
Pair = 12              
              
45 D2 258 1 0 11 0.0996 1 0.9167 0.9961 1 12 0 0.9167 
R = 15 Z unwt 257 0 1 12 0.0554 0.9961 1 1 0.9231 Inf 0.0039 0.9961 
L = 18 Z wt 258 11 0 1 0.7338 1 0.0833 0.9591 1 1.0909 0 0.0833 
Pair = 12              
              
46 D2 288 4 5 9 0.083 0.9829 0.6923 0.9863 0.6429 3.1945 0.0246 0.6752 
R = 17 Z unwt 293 10 0 3 0.5374 1 0.2308 0.967 1 1.3 0 0.2308 
L = 18 Z wt 293 11 0 2 0.171 1 0.1538 0.9638 1 1.1818 0 0.1538 
Pair = 13              
              
47 D2 274 4 2 8 0.1377 0.9928 0.6667 0.9856 0.8 2.9783 0.0109 0.6594 
R = 18 Z unwt 275 1 1 11 0.0509 0.9964 0.9167 0.9964 0.9167 11.9565 0.004 0.913 
L = 16 Z wt 275 1 1 11 0.0045 0.9964 0.9167 0.9964 0.9167 11.9565 0.004 0.913 
Pair = 12              
              
48 D2 185 4 1 2 0.9422 0.9946 0.3333 0.9788 0.6667 1.4919 0.0161 0.328 
R = 12 Z unwt 185 4 1 2 0.6046 0.9946 0.3333 0.9788 0.6667 1.4919 0.0161 0.328 
L = 16 Z wt 185 4 1 2 0.5015 0.9946 0.3333 0.9788 0.6667 1.4919 0.0161 0.328 
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Table C.35 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 6              
              
49 D2 175 2 0 5 0.0828 1 0.7143 0.9887 1 3.5 0 0.7143 
R = 14 Z unwt 175 6 0 1 0.9408 1 0.1429 0.9669 1 1.1667 0 0.1429 
L = 13 Z wt 175 6 0 1 0.7527 1 0.1429 0.9669 1 1.1667 0 0.1429 
Pair = 7              
              
50 D2 227 2 3 8 0.1778 0.987 0.8 0.9913 0.7273 4.9348 0.0163 0.787 
R = 15 Z unwt 230 7 0 3 0.2233 1 0.3 0.9705 1 1.4286 0 0.3 
L = 16 Z wt 230 9 0 1 0.7524 1 0.1 0.9623 1 1.1111 0 0.1 


































Table C.36: Femur: n = 25; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 595 4 5 21 0.088 0.9917 0.84 0.9933 0.8077 6.1979 0.0099 0.8317 
R = 25 Z unwt 599 3 1 22 0.0519 0.9983 0.88 0.995 0.9565 8.3194 0.0019 0.8783 
L = 25 Z wt 599 5 1 20 0.0012 0.9983 0.8 0.9917 0.9524 4.9917 0.0021 0.7983 





























Table C.37: Tibia: n = 129; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 1204 1 26 9 0.18 0.9789 0.9 0.9992 0.2571 9.7886 0.0235 0.8789 
R = 40 Z unwt 1228 0 2 10 0.4343 0.9984 1 1 0.8333 Inf 0.0016 0.9984 
L = 31 Z wt 1227 2 3 8 0.0712 0.9976 0.8 0.9984 0.7273 4.9878 0.003 0.7976 
Pair = 10              
              
42 D2 1603 1 21 9 0.3616 0.9871 0.9 0.9994 0.3 9.8707 0.0144 0.8871 
R = 38 Z unwt 1620 1 4 9 0.3585 0.9975 0.9 0.9994 0.6923 9.9754 0.0027 0.8975 
L = 43 Z wt 1621 3 3 7 0.1502 0.9982 0.7 0.9982 0.7 3.3272 0.0026 0.6982 
Pair = 10              
              
43 D2 1426 0 42 14 0.0873 0.9714 1 1 0.25 Inf 0.0286 0.9714 
R = 38 Z unwt 1462 0 6 14 0.2127 0.9959 1 1 0.7 Inf 0.0041 0.9959 
L = 39 Z wt 1465 10 3 4 0.1502 0.998 0.2857 0.9932 0.5714 1.3971 0.0072 0.2837 
Pair = 14              
              
44 D2 1511 5 31 7 0.2334 0.9799 0.5833 0.9967 0.1842 2.3518 0.0345 0.5632 
R = 42 Z unwt 1533 1 9 11 0.1581 0.9942 0.9167 0.9993 0.55 11.93 0.0064 0.9108 
L = 37 Z wt 1540 10 2 2 0.3467 0.9987 0.1667 0.9935 0.5 1.1984 0.0078 0.1654 
Pair = 12              
              
45 D2 2106 3 36 15 0.2316 0.9832 0.8333 0.9986 0.2941 5.8992 0.0202 0.8165 
R = 45 Z unwt 2133 1 9 17 0.1194 0.9958 0.9444 0.9995 0.6538 17.9244 0.0044 0.9402 
L = 48 Z wt 2137 4 5 14 0.078 0.9977 0.7778 0.9981 0.7368 4.4895 0.003 0.7754 
Pair = 18              
              
46 D2 1160 2 16 6 0.2334 0.9864 0.75 0.9983 0.2727 3.9456 0.0181 0.7364 
R = 37 Z unwt 1174 3 2 5 0.3069 0.9983 0.625 0.9975 0.7143 2.6621 0.0027 0.6233 
L = 32 Z wt 1174 7 2 1 0.434 0.9983 0.125 0.9941 0.3333 1.1409 0.0136 0.1233 
Pair = 8              
              
47 D2 875 0 13 8 0.1902 0.9854 1 1 0.381 Inf 0.0146 0.9854 
R = 32 Z unwt 888 1 0 7 0.3792 1 0.875 0.9989 1 8 0 0.875 
L = 28 Z wt 888 4 0 4 0.2518 1 0.5 0.9955 1 2 0 0.5 
Pair = 8              
              
48 D2 1492 3 17 8 0.2461 0.9887 0.7273 0.998 0.32 3.6254 0.0155 0.716 
R = 38 Z unwt 1507 2 2 9 0.3765 0.9987 0.8182 0.9987 0.8182 5.4927 0.0016 0.8169 
L = 40 Z wt 1508 5 1 6 0.2057 0.9993 0.5455 0.9967 0.8571 2.1985 0.0012 0.5448 
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Table C.37 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 11              
              
49 D2 1137 3 14 6 0.3748 0.9878 0.6667 0.9974 0.3 2.9635 0.0182 0.6545 
R = 40 Z unwt 1150 3 1 6 0.6065 0.9991 0.6667 0.9974 0.8571 2.9974 0.0013 0.6658 
L = 29 Z wt 1149 4 2 5 0.0698 0.9983 0.5556 0.9965 0.7143 2.2461 0.0031 0.5538 
Pair = 9              
              
50 D2 1840 3 28 15 0.2251 0.985 0.8333 0.9984 0.3488 5.9101 0.018 0.8183 
R = 41 Z unwt 1865 2 3 16 0.3479 0.9984 0.8889 0.9989 0.8421 8.9855 0.0018 0.8873 
L = 46 Z wt 1865 7 3 11 0.1137 0.9984 0.6111 0.9963 0.7857 2.5673 0.0026 0.6095 































Table C.38: Tibia: n = 129; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 4958 1 239 38 0.0384 0.954 0.9744 0.9998 0.1372 37.2065 0.0472 0.9284 
R = 77 Z unwt 5191 2 6 37 0.4007 0.9988 0.9487 0.9996 0.8605 19.4775 0.0012 0.9476 
L = 68 Z wt 5190 11 7 28 0.1076 0.9987 0.7179 0.9979 0.8 3.5407 0.0019 0.7166 
Pair = 39              
              
42 D2 6746 7 253 49 0.0828 0.9639 0.875 0.999 0.1623 7.7108 0.0413 0.8389 
R = 85 Z unwt 6941 0 58 56 0.0438 0.9917 1 1 0.4912 Inf 0.0083 0.9917 
L = 83 Z wt 6977 19 22 37 0.0404 0.9969 0.6607 0.9973 0.6271 2.9381 0.0048 0.6576 
Pair = 56              
              
43 D2 5061 5 151 39 0.0913 0.971 0.8864 0.999 0.2053 8.545 0.0327 0.8574 
R = 73 Z unwt 5196 6 16 38 0.2445 0.9969 0.8636 0.9988 0.7037 7.3108 0.0036 0.8606 
L = 72 Z wt 5193 16 19 28 0.0332 0.9964 0.6364 0.9969 0.5957 2.74 0.0057 0.6327 
Pair = 44              
              
44 D2 6482 14 142 37 0.1936 0.9786 0.7255 0.9978 0.2067 3.5648 0.0295 0.7041 
R = 89 Z unwt 6576 1 48 50 0.0445 0.9928 0.9804 0.9998 0.5102 50.6304 0.0074 0.9731 
L = 75 Z wt 6597 11 27 40 0.0096 0.9959 0.7843 0.9983 0.597 4.6175 0.0052 0.7802 
Pair = 51              
              
45 D2 5915 6 199 42 0.09 0.9675 0.875 0.999 0.1743 7.7396 0.0372 0.8425 
R = 78 Z unwt 6072 0 42 48 0.0581 0.9931 1 1 0.5333 Inf 0.0069 0.9931 
L = 79 Z wt 6103 24 11 24 0.1262 0.9982 0.5 0.9961 0.6857 1.9964 0.0036 0.4982 
Pair = 48              
              
46 D2 4501 2 208 34 0.0501 0.9558 0.9444 0.9996 0.1405 17.2049 0.0468 0.9003 
R = 65 Z unwt 4670 0 39 36 0.0437 0.9917 1 1 0.48 Inf 0.0083 0.9917 
L = 73 Z wt 4696 10 13 26 0.0422 0.9972 0.7222 0.9979 0.6667 3.5901 0.0038 0.7195 
Pair = 36              
              
47 D2 4484 3 170 33 0.088 0.9635 0.9167 0.9993 0.1626 11.5617 0.0398 0.8801 
R = 70 Z unwt 4629 2 25 34 0.1661 0.9946 0.9444 0.9996 0.5763 17.9033 0.0057 0.9391 
L = 67 Z wt 4611 6 43 30 0.0057 0.9908 0.8333 0.9987 0.411 5.9446 0.0111 0.8241 
Pair = 36              
              
48 D2 5603 8 132 33 0.1564 0.977 0.8049 0.9986 0.2 5.007 0.0286 0.7819 
R = 76 Z unwt 5726 3 9 38 0.3213 0.9984 0.9268 0.9995 0.8085 13.6452 0.0017 0.9253 
L = 76 Z wt 5710 6 25 35 0.0108 0.9956 0.8537 0.999 0.5833 6.8035 0.0051 0.8493 
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Table C.38 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 41              
              
49 D2 6100 3 253 43 0.0479 0.9602 0.9348 0.9995 0.1453 14.7227 0.0426 0.895 
R = 81 Z unwt 6318 1 35 45 0.1092 0.9945 0.9783 0.9998 0.5625 45.7466 0.0056 0.9728 
L = 79 Z wt 6324 9 29 37 0.0119 0.9954 0.8043 0.9986 0.5606 5.0878 0.0057 0.7998 
Pair = 46              
              
50 D2 6534 11 111 43 0.2302 0.9833 0.7963 0.9983 0.2792 4.8271 0.021 0.7796 
R = 77 Z unwt 6613 4 32 50 0.1326 0.9952 0.9259 0.9994 0.6098 13.435 0.0052 0.9211 
L = 87 Z wt 6608 8 37 46 0.0098 0.9944 0.8519 0.9988 0.5542 6.7124 0.0065 0.8463 































Table C.39: Tibia: n = 129; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 15752 8 760 121 0.0384 0.954 0.938 0.9995 0.1373 15.3828 0.0491 0.892 
R = 129 Z unwt 16379 1 133 128 0.0416 0.9919 0.9922 0.9999 0.4904 127.9609 0.0081 0.9842 
L = 129 Z wt 16422 23 90 106 0.0079 0.9945 0.8217 0.9986 0.5408 5.5781 0.0066 0.8163 
Pair = 
129 






































Table C.40: Tibia: n = 100; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 594 1 1 2 0.5967 0.9983 0.6667 0.9983 0.6667 2.995 0.0025 0.665 
R = 26 Z unwt 595 0 0 3 0.3486 1 1 1 1 Inf 0 1 
L = 23 Z wt 595 1 0 2 0.1336 1 0.6667 0.9983 1 3 0 0.6667 
Pair = 3              
 
42 D2 902 2 14 6 0.3855 0.9847 0.75 0.9978 0.3 3.9389 0.0204 0.7347 
R = 33 Z unwt 915 1 1 7 0.373 0.9989 0.875 0.9989 0.875 7.9913 0.0012 0.8739 
L = 28 Z wt 915 6 1 2 0.1558 0.9989 0.25 0.9935 0.6667 1.3319 0.0044 0.2489 
Pair = 8              
              
43 D2 794 0 12 4 0.2664 0.9851 1 1 0.25 Inf 0.0149 0.9851 
R = 30 Z unwt 806 0 0 4 0.3056 1 1 1 1 Inf 0 1 
L = 27 Z wt 806 1 0 3 0.181 1 0.75 0.9988 1 4 0 0.75 
Pair = 4              
              
44 D2 991 2 19 8 0.2667 0.9812 0.8 0.998 0.2963 4.9059 0.0235 0.7812 
R = 30 Z unwt 1008 1 2 9 0.2189 0.998 0.9 0.999 0.8182 9.9802 0.0022 0.898 
L = 34 Z wt 1009 8 1 2 0.1473 0.999 0.2 0.9921 0.6667 1.2488 0.005 0.199 
Pair = 10              
              
45 D2 1184 4 27 10 0.2135 0.9777 0.7143 0.9966 0.2703 3.422 0.0312 0.692 
R = 35 Z unwt 1207 1 4 13 0.2194 0.9967 0.9286 0.9992 0.7647 13.9538 0.0036 0.9253 
L = 35 Z wt 1210 5 1 9 0.0442 0.9992 0.6429 0.9959 0.9 2.7977 0.0013 0.642 
Pair = 14              
              
46 D2 765 1 12 5 0.1564 0.9846 0.8333 0.9987 0.2941 5.9073 0.0185 0.8179 
R = 27 Z unwt 775 0 2 6 0.2177 0.9974 1 1 0.75 Inf 0.0026 0.9974 
L = 29 Z wt 775 0 2 6 0.0428 0.9974 1 1 0.75 Inf 0.0026 0.9974 
Pair = 6              
              
47 D2 454 0 7 7 0.3468 0.9848 1 1 0.5 Inf 0.0152 0.9848 
R = 18 Z unwt 461 0 0 7 0.2028 1 1 1 1 Inf 0 1 
L = 26 Z wt 461 5 0 2 0.1359 1 0.2857 0.9893 1 1.4 0 0.2857 
Pair = 7              
              
48 D2 950 2 3 5 0.5767 0.9969 0.7143 0.9979 0.625 3.489 0.0044 0.7111 
R = 30 Z unwt 952 1 1 6 0.4925 0.999 0.8571 0.999 0.8571 6.9927 0.0012 0.8561 
L = 32 Z wt 953 2 0 5 0.3022 1 0.7143 0.9979 1 3.5 0 0.7143 
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Table C.40 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 7              
              
49 D2 708 2 3 7 0.2965 0.9958 0.7778 0.9972 0.7 4.481 0.0054 0.7736 
R = 24 Z unwt 711 2 0 7 0.3413 1 0.7778 0.9972 1 4.5 0 0.7778 
L = 30 Z wt 710 6 1 3 0.1691 0.9986 0.3333 0.9916 0.75 1.4979 0.0042 0.3319 
Pair = 9              
              
50 D2 1241 2 38 11 0.0833 0.9703 0.8462 0.9984 0.2245 6.3069 0.0351 0.8164 
R = 38 Z unwt 1278 5 1 8 0.3795 0.9992 0.6154 0.9961 0.8889 2.598 0.0013 0.6146 
L = 34 Z wt 1279 8 0 5 0.1159 1 0.3846 0.9938 1 1.625 0 0.3846 































Table C.41: Tibia: n = 100; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 2967 9 28 20 0.3574 0.9907 0.6897 0.997 0.4167 3.1921 0.0136 0.6803 
R = 54 Z unwt 2974 0 21 29 0.053 0.993 1 1 0.58 Inf 0.007 0.993 
L = 56 Z wt 2992 15 3 14 0.0931 0.999 0.4828 0.995 0.8235 1.9314 0.0021 0.4818 
Pair = 29              
 
42 D2 3770 4 189 33 0.0556 0.9523 0.8919 0.9989 0.1486 8.8084 0.0535 0.8442 
R = 74 Z unwt 3946 5 13 32 0.2293 0.9967 0.8649 0.9987 0.7111 7.3757 0.0038 0.8616 
L = 54 Z wt 3944 7 15 30 0.0181 0.9962 0.8108 0.9982 0.6667 5.2657 0.0047 0.807 
Pair = 37              
              
43 D2 3051 2 110 27 0.0906 0.9652 0.931 0.9993 0.1971 13.9954 0.0374 0.8962 
R = 55 Z unwt 3149 2 12 27 0.1433 0.9962 0.931 0.9994 0.6923 14.445 0.0041 0.9272 
L = 58 Z wt 3152 7 9 22 0.0327 0.9972 0.7586 0.9978 0.7097 4.1311 0.0038 0.7558 
Pair = 29              
              
44 D2 3401 3 164 32 0.0528 0.954 0.9143 0.9991 0.1633 11.13 0.0503 0.8683 
R = 60 Z unwt 3556 5 9 30 0.3765 0.9975 0.8571 0.9986 0.7692 6.9823 0.0029 0.8546 
L = 60 Z wt 3549 5 16 30 0.0168 0.9955 0.8571 0.9986 0.6522 6.9686 0.0052 0.8527 
Pair = 35              
              
45 D2 3634 3 145 37 0.0458 0.9616 0.925 0.9992 0.2033 12.8217 0.0415 0.8866 
R = 67 Z unwt 3765 4 14 36 0.2315 0.9963 0.9 0.9989 0.72 9.963 0.0041 0.8963 
L = 57 Z wt 3770 17 9 23 0.0324 0.9976 0.575 0.9955 0.7188 2.3473 0.0041 0.5726 
Pair = 40              
              
46 D2 2905 3 87 29 0.1034 0.9709 0.9062 0.999 0.25 10.3565 0.0321 0.8772 
R = 56 Z unwt 2984 5 8 27 0.2331 0.9973 0.8438 0.9983 0.7714 6.3829 0.0032 0.8411 
L = 54 Z wt 2982 7 10 25 0.0273 0.9967 0.7812 0.9977 0.7143 4.5561 0.0043 0.7779 
Pair = 32              
              
47 D2 2799 4 81 28 0.0852 0.9719 0.875 0.9986 0.2569 7.775 0.0321 0.8469 
R = 56 Z unwt 2876 3 4 29 0.3159 0.9986 0.9062 0.999 0.8788 10.6519 0.0015 0.9049 
L = 52 Z wt 2865 6 15 26 0.0137 0.9948 0.8125 0.9979 0.6341 5.3056 0.0064 0.8073 
Pair = 32              
              
48 D2 3556 12 55 25 0.2632 0.9848 0.6757 0.9966 0.3125 3.0364 0.0225 0.6604 
R = 57 Z unwt 3606 7 5 30 0.332 0.9986 0.8108 0.9981 0.8571 5.2784 0.0017 0.8094 
L = 64 Z wt 3602 14 9 23 0.0451 0.9975 0.6216 0.9961 0.7188 2.6363 0.004 0.6191 
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Table C.41 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 37              
              
49 D2 3804 4 115 37 0.1025 0.9707 0.9024 0.9989 0.2434 9.9492 0.0325 0.8731 
R = 60 Z unwt 3904 4 15 37 0.2064 0.9962 0.9024 0.999 0.7115 10.2108 0.0042 0.8986 
L = 66 Z wt 3907 11 12 30 0.0217 0.9969 0.7317 0.9972 0.7143 3.7159 0.0042 0.7286 
Pair = 41  3804 4 115 37 0.1025 0.9707 0.9024 0.9989 0.2434 9.9492 0.0325 0.8731 
              
50 D2 4205 4 172 41 0.051 0.9607 0.9111 0.999 0.1925 10.8079 0.0431 0.8718 
R = 66 Z unwt 4371 10 6 35 0.3225 0.9986 0.7778 0.9977 0.8537 4.4938 0.0018 0.7764 
L = 67 Z wt 4357 10 20 35 0.0128 0.9954 0.7778 0.9977 0.6364 4.4794 0.0059 0.7732 































Table C.42: Tibia: n = 100; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 9475 4 425 96 0.046 0.9571 0.96 0.9996 0.1843 23.9268 0.0447 0.9171 
R = 100 Z unwt 9835 1 65 99 0.054 0.9934 0.99 0.9999 0.6037 99.3434 0.0066 0.9834 
L = 100 Z wt 9823 10 77 90 0.0012 0.9922 0.9 0.999 0.5389 9.9222 0.0086 0.8922 
Pair = 
100 






































Table C.43: Tibia: n = 50; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 185 2 1 1 0.597 0.9946 0.3333 0.9893 0.5 1.4919 0.0161 0.328 
R = 9 Z unwt 186 0 0 3 0.2272 1 1 1 1 Inf 0 1 
L = 21 Z wt 186 1 0 2 0.3321 1 0.6667 0.9947 1 3 0 0.6667 
Pair = 3              
              
42 D2 187 1 8 2 0.2984 0.959 0.6667 0.9947 0.2 2.8769 0.0615 0.6256 
R = 11 Z unwt 195 0 0 3 0.2295 1 1 1 1 Inf 0 1 
L = 18 Z wt 195 2 0 1 0.8069 1 0.3333 0.9898 1 1.5 0 0.3333 
Pair = 3              
              
43 D2 194 1 0 1 0.8125 1 0.5 0.9949 1 2 0 0.5 
R = 14 Z unwt 194 1 0 1 0.7635 1 0.5 0.9949 1 2 0 0.5 
L = 14 Z wt 194 1 0 1 0.283 1 0.5 0.9949 1 2 0 0.5 
Pair = 2              
              
44 D2 212 1 2 5 0.2483 0.9907 0.8333 0.9953 0.7143 5.9439 0.0112 0.824 
R = 20 Z unwt 214 0 0 6 0.1817 1 1 1 1 Inf 0 1 
L = 11 Z wt 214 3 0 3 0.0406 1 0.5 0.9862 1 2 0 0.5 
Pair = 6              
              
45 D2 164 0 1 3 0.2985 0.9939 1 1 0.75 Inf 0.0061 0.9939 
R = 14 Z unwt 165 0 0 3 0.6561 1 1 1 1 Inf 0 1 
L = 12 Z wt 165 1 0 2 0.1675 1 0.6667 0.994 1 3 0 0.6667 
Pair = 3              
              
46 D2 200 1 4 3 0.3249 0.9804 0.75 0.995 0.4286 3.9216 0.0261 0.7304 
R = 13 Z unwt 204 1 0 3 0.5271 1 0.75 0.9951 1 4 0 0.75 
L = 16 Z wt 202 1 2 3 0.0125 0.9902 0.75 0.9951 0.6 3.9608 0.0131 0.7402 
Pair = 4              
              
47 D2 229 0 6 5 0.0844 0.9745 1 1 0.4545 Inf 0.0255 0.9745 
R = 12 Z unwt 235 1 0 4 0.7447 1 0.8 0.9958 1 5 0 0.8 
L = 20 Z wt 235 3 0 2 0.409 1 0.4 0.9874 1 1.6667 0 0.4 
Pair = 5              
              
48 D2 224 1 7 6 0.2894 0.9697 0.8571 0.9956 0.4615 6.7879 0.0354 0.8268 
R = 17 Z unwt 230 0 1 7 0.1444 0.9957 1 1 0.875 Inf 0.0043 0.9957 
L = 14 Z wt 230 6 1 1 0.2634 0.9957 0.1429 0.9746 0.5 1.1616 0.0303 0.1385 
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Table C.43 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 7              
              
49 D2 283 1 4 6 0.2293 0.9861 0.8571 0.9965 0.6 6.9024 0.0163 0.8432 
R = 21 Z unwt 287 0 0 7 0.3731 1 1 1 1 Inf 0 1 
L = 14 Z wt 287 5 0 2 0.2447 1 0.2857 0.9829 1 1.4 0 0.2857 
Pair = 7              
              
50 D2 301 0 8 6 0.2316 0.9741 1 1 0.4286 Inf 0.0259 0.9741 
R = 21 Z unwt 309 1 0 5 0.3409 1 0.8333 0.9968 1 6 0 0.8333 
L = 15 Z wt 309 2 0 4 0.122 1 0.6667 0.9936 1 3 0 0.6667 































Table C.44: Tibia: n = 50; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 800 6 14 12 0.2222 0.9828 0.6667 0.9926 0.4615 2.9484 0.0258 0.6495 
R = 26 Z unwt 811 0 3 18 0.0324 0.9963 1 1 0.8571 Inf 0.0037 0.9963 
L = 32 Z wt 814 7 0 11 0.0455 1 0.6111 0.9915 1 2.5714 0 0.6111 
Pair = 18              
              
42 D2 736 3 15 14 0.251 0.98 0.8235 0.9959 0.4828 5.5535 0.0243 0.8036 
R = 24 Z unwt 751 0 0 17 0.2345 1 1 1 1 Inf 0 1 
L = 32 Z wt 751 0 0 17 0.0165 1 1 1 1 Inf 0 1 
Pair = 17              
              
43 D2 927 4 16 13 0.3676 0.983 0.7647 0.9957 0.4483 4.1779 0.0222 0.7477 
R = 32 Z unwt 942 2 1 15 0.3518 0.9989 0.8824 0.9979 0.9375 8.491 0.0012 0.8813 
L = 30 Z wt 939 2 4 15 0.0417 0.9958 0.8824 0.9979 0.7895 8.4639 0.0048 0.8781 
Pair = 17              
              
44 D2 990 6 11 16 0.2571 0.989 0.7273 0.994 0.5926 3.6264 0.0151 0.7163 
R = 31 Z unwt 999 1 2 21 0.1979 0.998 0.9545 0.999 0.913 21.956 0.0021 0.9525 
L = 33 Z wt 998 4 3 18 0.0141 0.997 0.8182 0.996 0.8571 5.4835 0.0037 0.8152 
Pair = 22              
              
45 D2 730 5 10 11 0.3104 0.9865 0.6875 0.9932 0.5238 3.1568 0.0197 0.674 
R = 28 Z unwt 738 2 2 14 0.2169 0.9973 0.875 0.9973 0.875 7.9784 0.0031 0.8723 
L = 27 Z wt 736 5 4 11 0.0265 0.9946 0.6875 0.9933 0.7333 3.1827 0.0079 0.6821 
Pair = 16              
              
46 D2 796 2 20 14 0.1928 0.9755 0.875 0.9975 0.4118 7.8039 0.028 0.8505 
R = 26 Z unwt 814 2 2 14 0.3472 0.9975 0.875 0.9975 0.875 7.9804 0.0028 0.8725 
L = 32 Z wt 816 10 0 6 0.1182 1 0.375 0.9879 1 1.6 0 0.375 
Pair = 16              
              
47 D2 791 2 18 14 0.1513 0.9778 0.875 0.9975 0.4375 7.822 0.0254 0.8528 
R = 25 Z unwt 808 3 1 13 0.2309 0.9988 0.8125 0.9963 0.9286 5.3267 0.0015 0.8113 
L = 33 Z wt 808 5 1 11 0.1082 0.9988 0.6875 0.9938 0.9167 3.196 0.0018 0.6863 
Pair = 16              
              
48 D2 943 4 13 20 0.2419 0.9864 0.8333 0.9958 0.6061 5.9184 0.0163 0.8197 
R = 35 Z unwt 955 3 1 21 0.2158 0.999 0.875 0.9969 0.9545 7.9916 0.0012 0.874 
L = 28 Z wt 955 7 1 17 0.0595 0.999 0.7083 0.9927 0.9444 3.425 0.0015 0.7073 
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Table C.44 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 24              
              
49 D2 917 4 14 17 0.2355 0.985 0.8095 0.9957 0.5484 5.1711 0.0186 0.7945 
R = 34 Z unwt 931 2 0 19 0.3494 1 0.9048 0.9979 1 10.5 0 0.9048 
L = 28 Z wt 931 13 0 8 0.1185 1 0.381 0.9862 1 1.6154 0 0.381 
Pair = 21              
              
50 D2 1026 4 18 16 0.2306 0.9828 0.8 0.9961 0.4706 4.9138 0.0216 0.7828 
R = 38 Z unwt 1044 2 0 18 0.3638 1 0.9 0.9981 1 10 0 0.9 
L = 28 Z wt 1044 6 0 14 0.0586 1 0.7 0.9943 1 3.3333 0 0.7 































Table C.45: Tibia: n = 50; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 2373 3 77 47 0.1025 0.9686 0.94 0.9987 0.379 16.1429 0.0334 0.9086 
R = 50 Z unwt 2442 0 8 50 0.0659 0.9967 1 1 0.8621 Inf 0.0033 0.9967 
L = 50 Z wt 2445 7 5 43 0.0125 0.998 0.86 0.9971 0.8958 7.1283 0.0024 0.858 







































Table C.46: Tibia: n = 25; r.p. = 0.3 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 41 0 0 3 0.3179 1 1 1 1 Inf 0 1 
R = 11 Z unwt 41 0 0 3 0.7232 1 1 1 1 Inf 0 1 
L = 4 Z wt 41 0 0 3 0.1177 1 1 1 1 Inf 0 1 
Pair = 3              
              
42 D2             
R = 10 Z unwt             
L = 4 Z wt             
Pair = 0              
              
43 D2 37 1 0 2 0.7576 1 0.6667 0.9737 1 3 0 0.6667 
R = 4 Z unwt 37 1 0 2 0.7387 1 0.6667 0.9737 1 3 0 0.6667 
L = 10 Z wt 37 1 0 2 0.1263 1 0.6667 0.9737 1 3 0 0.6667 
Pair = 3              
              
44 D2 32 0 0 3 0.3722 1 1 1 1 Inf 0 1 
R = 5 Z unwt 32 0 0 3 0.1407 1 1 1 1 Inf 0 1 
L = 7 Z wt 32 2 0 1 0.771 1 0.3333 0.9412 1 1.5 0 0.3333 
Pair = 3              
              
45 D2 34 0 0 2 0.5866 1 1 1 1 Inf 0 1 
R = 9 Z unwt 34 0 0 2 0.3754 1 1 1 1 Inf 0 1 
L = 4 Z wt 34 1 0 1 0.7948 1 0.5 0.9714 1 2 0 0.5 
Pair = 2              
              
46 D2 53 1 0 2 0.3666 1 0.6667 0.9815 1 3 0 0.6667 
R = 7 Z unwt 53 1 0 2 0.3249 1 0.6667 0.9815 1 3 0 0.6667 
L = 8 Z wt 53 2 0 1 0.5788 1 0.3333 0.9636 1 1.5 0 0.3333 
Pair = 3              
              
47 D2 71 0 0 1 0.419 1 1 1 1 Inf 0 1 
R = 12 Z unwt 71 0 0 1 0.8584 1 1 1 1 Inf 0 1 
L = 6 Z wt 71 0 0 1 0.3948 1 1 1 1 Inf 0 1 
Pair = 1              
              
48 D2 41 0 0 1 0.6464 1 1 1 1 Inf 0 1 
R = 6 Z unwt 41 0 0 1 0.6396 1 1 1 1 Inf 0 1 
L = 7 Z wt 41 0 0 1 0.0292 1 1 1 1 Inf 0 1 
180 
 
Table C.46 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 1              
              
49 D2 39 0 1 2 0.2985 0.975 1 1 0.6667 Inf 0.025 0.975 
R = 6 Z unwt 40 0 0 2 0.3253 1 1 1 1 Inf 0 1 
L = 7 Z wt 40 1 0 1 0.4341 1 0.5 0.9756 1 2 0 0.5 
Pair = 2              
              
50 D2 44 0 1 3 0.3676 0.9778 1 1 0.75 Inf 0.0222 0.9778 
R = 8 Z unwt 45 0 0 3 0.7329 1 1 1 1 Inf 0 1 
L = 6 Z wt 45 0 0 3 0.2967 1 1 1 1 Inf 0 1 































Table C.47: Tibia: n = 25; r.p. = 0.6 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 210 3 3 5 0.3278 0.9859 0.625 0.9859 0.625 2.6291 0.0225 0.6109 
R = 17 Z unwt 213 1 0 7 0.141 1 0.875 0.9953 1 8 0 0.875 
L = 13 Z wt 213 4 0 4 0.1188 1 0.5 0.9816 1 2 0 0.5 
Pair = 8              
              
42 D2 167 2 2 5 0.7053 0.9882 0.7143 0.9882 0.7143 3.4586 0.0166 0.7025 
R = 16 Z unwt 169 0 0 7 0.2325 1 1 1 1 Inf 0 1 
L = 11 Z wt 169 4 0 3 0.1362 1 0.4286 0.9769 1 1.75 0 0.4286 
Pair = 7              
              
43 D2 222 2 4 10 0.199 0.9823 0.8333 0.9911 0.7143 5.8938 0.0212 0.8156 
R = 14 Z unwt 226 0 0 12 0.2076 1 1 1 1 Inf 0 1 
L = 17 Z wt 226 5 0 7 0.1273 1 0.5833 0.9784 1 2.4 0 0.5833 
Pair = 12              
              
44 D2 271 3 5 9 0.1713 0.9819 0.75 0.9891 0.6429 3.9275 0.0242 0.7319 
R = 16 Z unwt 275 0 1 12 0.0318 0.9964 1 1 0.9231 Inf 0.0036 0.9964 
L = 18 Z wt 276 11 0 1 0.7754 1 0.0833 0.9617 1 1.0909 0 0.0833 
Pair = 12              
              
45 D2 257 4 1 8 0.1956 0.9961 0.6667 0.9847 0.8889 2.9884 0.0058 0.6628 
R = 15 Z unwt 258 2 0 10 0.1975 1 0.8333 0.9923 1 6 0 0.8333 
L = 18 Z wt 258 9 0 3 0.1183 1 0.25 0.9663 1 1.3333 0 0.25 
Pair = 12              
              
46 D2 287 5 6 8 0.2115 0.9795 0.6154 0.9829 0.5714 2.5468 0.0333 0.5949 
R = 17 Z unwt 293 3 0 10 0.3717 1 0.7692 0.9899 1 4.3333 0 0.7692 
L = 18 Z wt 293 5 0 8 0.1182 1 0.6154 0.9832 1 2.6 0 0.6154 
Pair = 13              
              
47 D2 275 5 1 7 0.3068 0.9964 0.5833 0.9821 0.875 2.3913 0.0062 0.5797 
R = 18 Z unwt 276 3 0 9 0.2336 1 0.75 0.9892 1 4 0 0.75 
L = 16 Z wt 276 8 0 4 0.1074 1 0.3333 0.9718 1 1.5 0 0.3333 
Pair = 12              
              
48 D2 186 3 0 3 0.3088 1 0.5 0.9841 1 2 0 0.5 
R = 12 Z unwt 185 2 1 4 0.3299 0.9946 0.6667 0.9893 0.8 2.9839 0.0081 0.6613 
L = 16 Z wt 186 5 0 1 0.4393 1 0.1667 0.9738 1 1.2 0 0.1667 
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Table C.47 (cont.) 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
Pair = 6              
              
49 D2 172 1 3 6 0.3168 0.9829 0.8571 0.9942 0.6667 6.88 0.02 0.84 
R = 14 Z unwt 175 0 0 7 0.2288 1 1 1 1 Inf 0 1 
L = 13 Z wt 175 4 0 3 0.2294 1 0.4286 0.9777 1 1.75 0 0.4286 
Pair = 7              
              
50 D2 224 2 6 8 0.3677 0.9739 0.8 0.9912 0.5714 4.8696 0.0326 0.7739 
R = 15 Z unwt 230 1 0 9 0.3712 1 0.9 0.9957 1 10 0 0.9 
L = 16 Z wt 230 4 0 6 0.1835 1 0.6 0.9829 1 2.5 0 0.6 































Table C.48: Tibia: n = 25; r.p. = 1 
 








Cutoff Se Sp PPV NPV LR+ LR- Youden’s 
statistic 
41 D2 584 6 16 19 0.2294 0.9733 0.76 0.9898 0.5429 4.0556 0.0351 0.7333 
R = 25 Z unwt 599 1 1 24 0.1414 0.9983 0.96 0.9983 0.96 24.9583 0.0017 0.9583 
L = 25 Z wt 599 3 1 22 0.0134 0.9983 0.88 0.995 0.9565 8.3194 0.0019 0.8783 























SHAPE VARIABLE VARIANCE-COVARIANCE MATRICES AND SUMMARY STATISTICS FOR EACH DATA SET 
 
Table D.15: Pooled reference data set for humerus-radius 
 
n=2,271 
 HML HEB HHD RML RMLD RAPD 
 5.5127 1.0451 0.775 4.2009 0.2631 0.2048 
HML 0.0738 -0.0012 1.00E-04 0.0444 -0.0038 -0.0017 
HEB -0.0012 0.002 2.00E-04 -5.00E-04 -3.00E-04 -2.00E-04 
HHD 1.00E-04 2.00E-04 0.0012 -0.0013 -2.00E-04 -1.00E-04 
RML 0.0444 -5.00E-04 -0.0013 0.0505 -0.0032 -0.0011 
RMLD -0.0038 -3.00E-04 -2.00E-04 -0.0032 5.00E-04 0 



































 HML HEB HHD FML FEB FHD FMLD FAPD 
 4.2535 0.8055 0.5938 5.9019 1.0541 0.6011 0.3522 0.3764 
HML 0.0329 -0.0017 -0.0011 0.0361 -0.0016 -0.0013 -0.0013 -0.001 
HEB -0.0017 0.0012 1.00E-04 -0.0027 1.00E-04 0 -1.00E-04 -2.00E-04 
HHD -0.0011 1.00E-04 5.00E-04 -0.0022 1.00E-04 1.00E-04 -1.00E-04 -2.00E-04 
FML 0.0361 -0.0027 -0.0022 0.0706 -0.0014 -0.0018 -0.0023 -9.00E-04 
FEB -0.0016 1.00E-04 1.00E-04 -0.0014 0.001 1.00E-04 -1.00E-04 -2.00E-04 
FHD -0.0013 0 1.00E-04 -0.0018 1.00E-04 4.00E-04 0 -1.00E-04 
FMLD -0.0013 -1.00E-04 -1.00E-04 -0.0023 -1.00E-04 0 5.00E-04 -1.00E-04 

































Table D.3: Pooled reference data set for humerus-tibia 
 
n=1,213 
 HML HEB HHD TML TPB TMLD TAPD 
 4.25 0.8032 0.593 4.8756 0.9592 0.3041 0.3506 
HML 0.0328 -0.0011 -5.00E-04 0.0271 -0.0011 -0.0015 -0.0017 
HEB -0.0011 0.0014 3.00E-04 -0.0029 1.00E-04 -2.00E-04 -3.00E-04 
HHD -5.00E-04 3.00E-04 7.00E-04 -0.0028 2.00E-04 -1.00E-04 -2.00E-04 
TML 0.0271 -0.0029 -0.0028 0.0637 -0.0025 -0.0015 -0.0013 
TPB -0.0011 1.00E-04 2.00E-04 -0.0025 0.0012 -2.00E-04 -1.00E-04 
TMLD -0.0015 -2.00E-04 -1.00E-04 -0.0015 -2.00E-04 4.00E-04 0 



































Table D.4: Pooled reference data set for radius-femur 
 
n=1,361 
 RML RMLD RAPD FML FEB FHD FMLD FAPD 
 4.7226 0.2922 0.228 8.5883 1.5331 0.8738 0.5123 0.5468 
RML 0.0709 -0.0036 -7.00E-04 0.0815 6.00E-04 -0.0016 -0.0029 -0.001 
RMLD -0.0036 6.00E-04 1.00E-04 -0.006 -5.00E-04 -2.00E-04 0 -1.00E-04 
RAPD -7.00E-04 1.00E-04 2.00E-04 -0.0023 -3.00E-04 -1.00E-04 -1.00E-04 -1.00E-04 
FML 0.0815 -0.006 -0.0023 0.1864 0.0034 0 -0.0038 -0.0018 
FEB 6.00E-04 -5.00E-04 -3.00E-04 0.0034 0.0033 9.00E-04 -1.00E-04 -3.00E-04 
FHD -0.0016 -2.00E-04 -1.00E-04 0 9.00E-04 0.0013 1.00E-04 -3.00E-04 
FMLD -0.0029 0 -1.00E-04 -0.0038 -1.00E-04 1.00E-04 0.001 -2.00E-04 


































Table D.5: Pooled reference data set for radius-tibia 
 
n=1,183 
 RML RMLD RAPD TML TPB TMLD TAPD 
 4.9804 0.3063 0.2394 7.4961 1.4732 0.467 0.538 
RML 0.0674 -0.0039 -0.0012 0.0884 0.001 -0.0023 -0.0017 
RMLD -0.0039 7.00E-04 1.00E-04 -0.0064 -4.00E-04 -1.00E-04 -3.00E-04 
RAPD -0.0012 1.00E-04 2.00E-04 -0.0024 -3.00E-04 0 -1.00E-04 
TML 0.0884 -0.0064 -0.0024 0.1802 9.00E-04 -0.0032 -0.0022 
TPB 0.001 -4.00E-04 -3.00E-04 9.00E-04 0.0043 -2.00E-04 -2.00E-04 
TMLD -0.0023 -1.00E-04 0 -0.0032 -2.00E-04 8.00E-04 0 



































Table D.6: Pooled reference data set for femur-tibia 
 
n=1,267 
 FML FEB FHD FMLD FAPD TML TPB TMLD TAPD 
 6.8916 1.234 0.7032 0.4113 0.4406 5.7076 1.1219 0.3553 0.4106 
FML 0.0967 -6.00E-04 -7.00E-04 -0.0025 -0.002 0.0769 -0.0016 -0.0026 -0.0027 
FEB -6.00E-04 0.0017 5.00E-04 0 -4.00E-04 -0.0025 0.001 -2.00E-04 -4.00E-04 
FHD -7.00E-04 5.00E-04 9.00E-04 1.00E-04 -2.00E-04 -0.0028 3.00E-04 -2.00E-04 -3.00E-04 
FMLD -0.0025 0 1.00E-04 7.00E-04 -1.00E-04 -0.0029 -1.00E-04 0 -2.00E-04 
FAPD -0.002 -4.00E-04 -2.00E-04 -1.00E-04 7.00E-04 -0.0016 -3.00E-04 0 1.00E-04 
TML 0.0769 -0.0025 -0.0028 -0.0029 -0.0016 0.0973 -0.0029 -0.0018 -0.0014 
TPB -0.0016 0.001 3.00E-04 -1.00E-04 -3.00E-04 -0.0029 0.0017 -2.00E-04 -2.00E-04 
TMLD -0.0026 -2.00E-04 -2.00E-04 0 0 -0.0018 -2.00E-04 5.00E-04 0 

































Table D.7: Pooled reference data set for humerus-radius-femur 
 
n=1,274 
 HML HEB HHD RML RMLD RAPD FML FEB FHD FMLD FAPD 
 5.2405 0.9919 0.7308 3.996 0.2475 0.1931 7.2695 1.2979 0.7399 0.4338 0.4627 
HML 0.0553 -0.0018 -9.00E-04 0.0338 -0.0028 -0.001 0.0643 -7.00E-04 -0.0011 -0.0015 -0.0013 
HEB -0.0018 0.0019 2.00E-04 -7.00E-04 -1.00E-04 -1.00E-04 -0.003 3.00E-04 1.00E-04 0 -3.00E-04 
HHD -9.00E-04 2.00E-04 9.00E-04 -0.0016 -1.00E-04 -1.00E-04 -0.0022 4.00E-04 4.00E-04 -1.00E-04 -2.00E-04 
RML 0.0338 -7.00E-04 -0.0016 0.045 -0.0024 -5.00E-04 0.0515 -8.00E-04 -0.0018 -0.0021 -6.00E-04 
RMLD -0.0028 -1.00E-04 -1.00E-04 -0.0024 5.00E-04 1.00E-04 -0.004 -3.00E-04 -1.00E-04 0 0 
RAPD -0.001 -1.00E-04 -1.00E-04 -5.00E-04 1.00E-04 2.00E-04 -0.0016 -2.00E-04 -1.00E-04 0 0 
FML 0.0643 -0.003 -0.0022 0.0515 -0.004 -0.0016 0.12 2.00E-04 -0.0013 -0.0029 -0.0012 
FEB -7.00E-04 3.00E-04 4.00E-04 -8.00E-04 -3.00E-04 -2.00E-04 2.00E-04 0.002 5.00E-04 -1.00E-04 -2.00E-04 
FHD -0.0011 1.00E-04 4.00E-04 -0.0018 -1.00E-04 -1.00E-04 -0.0013 5.00E-04 8.00E-04 0 -2.00E-04 
FMLD -0.0015 0 -1.00E-04 -0.0021 0 0 -0.0029 -1.00E-04 0 7.00E-04 -1.00E-04 































Table D.8: Pooled reference data set for humerus-radius-tibia 
 
n=1,111 
 HML HEB HHD RML RMLD RAPD TML TPB TMLD TAPD 
 5.3548 1.0114 0.746 4.0795 0.2513 0.1963 6.1403 1.2076 0.383 0.4408 
HML 0.058 -0.0013 -2.00E-04 0.0315 -0.0027 -0.0011 0.0539 0 -0.002 -0.0019 
HEB -0.0013 0.0023 5.00E-04 -0.0012 0 -1.00E-04 -0.0036 4.00E-04 -3.00E-04 -4.00E-04 
HHD -2.00E-04 5.00E-04 0.0012 -0.0017 -1.00E-04 0 -0.0034 4.00E-04 -1.00E-04 -3.00E-04 
RML 0.0315 -0.0012 -0.0017 0.0411 -0.0026 -8.00E-04 0.0541 -0.001 -0.0015 -9.00E-04 
RMLD -0.0027 0 -1.00E-04 -0.0026 5.00E-04 1.00E-04 -0.0042 -2.00E-04 0 -1.00E-04 
RAPD -0.0011 -1.00E-04 0 -8.00E-04 1.00E-04 1.00E-04 -0.0016 -2.00E-04 0 0 
TML 0.0539 -0.0036 -0.0034 0.0541 -0.0042 -0.0016 0.1142 -0.0016 -0.0019 -0.001 
TPB 0 4.00E-04 4.00E-04 -0.001 -2.00E-04 -2.00E-04 -0.0016 0.0024 -2.00E-04 0 
TMLD -0.002 -3.00E-04 -1.00E-04 -0.0015 0 0 -0.0019 -2.00E-04 6.00E-04 1.00E-04 































Table D.9: Pooled reference data set for humerus-femur-tibia 
 
n=1,154 
 HML HEB HHD FML FEB FHD FMLD FAPD TML TPB TMLD TAPD 
 4.5103 0.8525 0.6293 6.2478 1.1192 0.6379 0.3732 0.3993 5.1728 1.018 0.3223 0.3721 
HML 0.0379 -0.0012 -7.00E-04 0.0394 -0.0015 -0.001 -0.001 -0.0013 0.0337 -0.0015 -0.0014 -0.0015 
HEB -0.0012 0.0016 3.00E-04 -0.0026 3.00E-04 2.00E-04 1.00E-04 -2.00E-04 -0.0028 1.00E-04 -2.00E-04 -3.00E-04 
HHD -7.00E-04 3.00E-04 8.00E-04 -0.0019 3.00E-04 3.00E-04 0 -2.00E-04 -0.003 1.00E-04 -1.00E-04 -2.00E-04 
FML 0.0394 -0.0026 -0.0019 0.0737 -0.0016 -0.0014 -0.0023 -0.0014 0.0595 -0.002 -0.0019 -0.0018 
FEB -0.0015 3.00E-04 3.00E-04 -0.0016 0.0012 3.00E-04 0 -2.00E-04 -0.0026 7.00E-04 -1.00E-04 -3.00E-04 
FHD -0.001 2.00E-04 3.00E-04 -0.0014 3.00E-04 6.00E-04 1.00E-04 -1.00E-04 -0.0028 2.00E-04 -1.00E-04 -2.00E-04 
FMLD -0.001 1.00E-04 0 -0.0023 0 1.00E-04 6.00E-04 -1.00E-04 -0.0024 -1.00E-04 0 -1.00E-04 
FAPD -0.0013 -2.00E-04 -2.00E-04 -0.0014 -2.00E-04 -1.00E-04 -1.00E-04 6.00E-04 -9.00E-04 -1.00E-04 0 1.00E-04 
TML 0.0337 -0.0028 -0.003 0.0595 -0.0026 -0.0028 -0.0024 -9.00E-04 0.0783 -0.0027 -0.0012 -7.00E-04 
TPB -0.0015 1.00E-04 1.00E-04 -0.002 7.00E-04 2.00E-04 -1.00E-04 -1.00E-04 -0.0027 0.0013 -2.00E-04 -1.00E-04 
TMLD -0.0014 -2.00E-04 -1.00E-04 -0.0019 -1.00E-04 -1.00E-04 0 0 -0.0012 -2.00E-04 4.00E-04 1.00E-04 






























Table D.10: Pooled reference data set for radius-femur-tibia 
 
n=1,121 
 RML RMLD RAPD FML FEB FHD FMLD FAPD TML TPB TMLD TAPD 
 4.4177 0.2719 0.2126 8.0338 1.438 0.819 0.4794 0.5124 6.6507 1.3074 0.4142 0.4777 
RML 0.0529 -0.0027 -6.00E-04 0.0592 -7.00E-04 -0.0017 -0.0026 -0.0011 0.0681 -7.00E-04 -0.0016 -8.00E-04 
RMLD -0.0027 6.00E-04 1.00E-04 -0.0042 -2.00E-04 -1.00E-04 1.00E-04 0 -0.0047 -3.00E-04 0 -2.00E-04 
RAPD -6.00E-04 1.00E-04 2.00E-04 -0.0018 -2.00E-04 -1.00E-04 0 0 -0.0016 -2.00E-04 0 0 
FML 0.0592 -0.0042 -0.0018 0.142 0.001 -1.00E-04 -0.0031 -0.0022 0.1129 0 -0.0032 -0.0028 
FEB -7.00E-04 -2.00E-04 -2.00E-04 0.001 0.0026 8.00E-04 1.00E-04 -4.00E-04 -0.0017 0.0016 -2.00E-04 -4.00E-04 
FHD -0.0017 -1.00E-04 -1.00E-04 -1.00E-04 8.00E-04 0.0012 2.00E-04 -2.00E-04 -0.0031 6.00E-04 -2.00E-04 -4.00E-04 
FMLD -0.0026 1.00E-04 0 -0.0031 1.00E-04 2.00E-04 9.00E-04 -2.00E-04 -0.0036 0 0 -2.00E-04 
FAPD -0.0011 0 0 -0.0022 -4.00E-04 -2.00E-04 -2.00E-04 0.001 -0.0017 -2.00E-04 0 2.00E-04 
TML 0.0681 -0.0047 -0.0016 0.1129 -0.0017 -0.0031 -0.0036 -0.0017 0.1383 -0.0021 -0.0022 -0.0011 
TPB -7.00E-04 -3.00E-04 -2.00E-04 0 0.0016 6.00E-04 0 -2.00E-04 -0.0021 0.0026 -2.00E-04 -1.00E-04 
TMLD -0.0016 0 0 -0.0032 -2.00E-04 -2.00E-04 0 0 -0.0022 -2.00E-04 7.00E-04 1.00E-04 






























Table D.11: Pooled reference data set for humerus-radius-femur-tibia 
 
n=1,057 
 HML HEB HHD RML RMLD RAPD FML FEB FHD FMLD FAPD TML TPB TMLD TAPD 
 5.2015 0.9824 0.7245 3.9603 0.2441 0.1907 7.2032 1.2898 0.7348 0.4302 0.4594 5.9622 1.1729 0.3716 0.4282 
HML 0.0524 -0.0015 
-6.00E-
04 0.0302 -0.0023 
-8.00E-
04 0.0585 -0.0011 
-9.00E-
04 -0.0012 -0.0016 0.0502 -0.001 -0.0018 -0.0017 






































04 -0.0016 0.0408 -0.0022 
-5.00E-
04 0.0443 -0.0014 -0.0019 -0.0022 
-9.00E-
04 0.053 -0.0013 -0.0012 
-5.00E-
04 

























04 0 0 -0.0012 
-2.00E-
04 0 0 
FML 0.0585 -0.003 -0.0019 0.0443 -0.0034 -0.0015 0.1072 
-5.00E-













































04 0 -0.0022 
1.00E-






























































































Table D.12: Forensic Data Bank data set for humerus-radius 
 
n=865 
 HML HEB HHD RML RMLD RAPD 
 5.4679 1.0406 0.7793 4.1584 0.2661 0.2062 
HML 0.0759 -0.001 7.00E-04 0.0451 -0.0037 -0.002 
HEB -0.001 0.0019 1.00E-04 -4.00E-04 -2.00E-04 -1.00E-04 
HHD 7.00E-04 1.00E-04 0.0013 -8.00E-04 -2.00E-04 -1.00E-04 
RML 0.0451 -4.00E-04 -8.00E-04 0.0448 -0.0028 -0.0013 
RMLD -0.0037 -2.00E-04 -2.00E-04 -0.0028 5.00E-04 -1.00E-04 




































Table D.13: Goldman data set for humerus-radius 
 
n=1,246 
 HML HEB HHD RML RMLD RAPD 
 5.5525 1.0479 0.7733 4.2329 0.2604 0.2036 
HML 0.0704 -0.0016 -2.00E-04 0.0424 -0.0037 -0.0014 
HEB -0.0016 0.002 3.00E-04 -0.001 -2.00E-04 -2.00E-04 
HHD -2.00E-04 3.00E-04 0.0011 -0.0015 -2.00E-04 -1.00E-04 
RML 0.0424 -0.001 -0.0015 0.0532 -0.0033 -9.00E-04 
RMLD -0.0037 -2.00E-04 -2.00E-04 -0.0033 5.00E-04 0 




































Table D.14: Goldman data set for humerus-femur 
 
n=1,239 
 HML HEB HHD FML FEB FHD FMLD FAPD 
 4.2571 0.8043 0.5938 5.8973 1.0549 0.6017 0.352 0.3765 
HML 0.0335 -0.0017 -0.0011 0.0365 -0.0016 -0.0014 -0.0012 -0.001 
HEB -0.0017 0.0012 1.00E-04 -0.0029 1.00E-04 0 -1.00E-04 -2.00E-04 
HHD -0.0011 1.00E-04 5.00E-04 -0.0023 1.00E-04 1.00E-04 -1.00E-04 -2.00E-04 
FML 0.0365 -0.0029 -0.0023 0.0703 -0.0013 -0.0018 -0.0023 -9.00E-04 
FEB -0.0016 1.00E-04 1.00E-04 -0.0013 0.001 1.00E-04 -1.00E-04 -2.00E-04 
FHD -0.0014 0 1.00E-04 -0.0018 1.00E-04 4.00E-04 0 -1.00E-04 
FMLD -0.0012 -1.00E-04 -1.00E-04 -0.0023 -1.00E-04 0 4.00E-04 -1.00E-04 

































Table D.15: Goldman data set for humerus-tibia 
 
n=1,213 
 HML HEB HHD TML TPB TMLD TAPD 
 4.25 0.8032 0.593 4.8756 0.9592 0.3041 0.3506 
HML 0.0328 -0.0011 -5.00E-04 0.0271 -0.0011 -0.0015 -0.0017 
HEB -0.0011 0.0014 3.00E-04 -0.0029 1.00E-04 -2.00E-04 -3.00E-04 
HHD -5.00E-04 3.00E-04 7.00E-04 -0.0028 2.00E-04 -1.00E-04 -2.00E-04 
TML 0.0271 -0.0029 -0.0028 0.0637 -0.0025 -0.0015 -0.0013 
TPB -0.0011 1.00E-04 2.00E-04 -0.0025 0.0012 -2.00E-04 -1.00E-04 
TMLD -0.0015 -2.00E-04 -1.00E-04 -0.0015 -2.00E-04 4.00E-04 0 



































Table D.16: Goldman data set for radius-femur 
 
n=1,206 
 RML RMLD RAPD FML FEB FHD FMLD FAPD 
 -9.00E-04 4.7259 0.291 0.2275 8.5907 1.5358 0.8755 0.5125 
RML 0.0725 -0.0036 -7.00E-04 0.0819 8.00E-04 -0.0018 -0.003 RML 
RMLD -0.0036 6.00E-04 1.00E-04 -0.006 -5.00E-04 -2.00E-04 0 RMLD 
RAPD -7.00E-04 1.00E-04 2.00E-04 -0.0022 -3.00E-04 -1.00E-04 -1.00E-04 RAPD 
FML 0.0819 -0.006 -0.0022 0.1851 0.0033 -2.00E-04 -0.0037 FML 
FEB 8.00E-04 -5.00E-04 -3.00E-04 0.0033 0.0032 9.00E-04 0 FEB 
FHD -0.0018 -2.00E-04 -1.00E-04 -2.00E-04 9.00E-04 0.0012 1.00E-04 FHD 
FMLD -0.003 0 -1.00E-04 -0.0037 0 1.00E-04 0.001 FMLD 


































Table D.17: Goldman data set for radius-tibia 
 
n=1,183 
 RML RMLD RAPD TML TPB TMLD TAPD 
 4.9804 0.3063 0.2394 7.4961 1.4732 0.467 0.538 
RML 0.0674 -0.0039 -0.0012 0.0884 0.001 -0.0023 -0.0017 
RMLD -0.0039 7.00E-04 1.00E-04 -0.0064 -4.00E-04 -1.00E-04 -3.00E-04 
RAPD -0.0012 1.00E-04 2.00E-04 -0.0024 -3.00E-04 0 -1.00E-04 
TML 0.0884 -0.0064 -0.0024 0.1802 9.00E-04 -0.0032 -0.0022 
TPB 0.001 -4.00E-04 -3.00E-04 9.00E-04 0.0043 -2.00E-04 -2.00E-04 
TMLD -0.0023 -1.00E-04 0 -0.0032 -2.00E-04 8.00E-04 0 



































Table D.18: Goldman data set for femur-tibia 
 
n=1,267 
 FML FEB FHD FMLD FAPD TML TPB TMLD TAPD 
 6.8916 1.234 0.7032 0.4113 0.4406 5.7076 1.1219 0.3553 0.4106 
FML 0.0967 -6.00E-04 -7.00E-04 -0.0025 -0.002 0.0769 -0.0016 -0.0026 -0.0027 
FEB -6.00E-04 0.0017 5.00E-04 0 -4.00E-04 -0.0025 0.001 -2.00E-04 -4.00E-04 
FHD -7.00E-04 5.00E-04 9.00E-04 1.00E-04 -2.00E-04 -0.0028 3.00E-04 -2.00E-04 -3.00E-04 
FMLD -0.0025 0 1.00E-04 7.00E-04 -1.00E-04 -0.0029 -1.00E-04 0 -2.00E-04 
FAPD -0.002 -4.00E-04 -2.00E-04 -1.00E-04 7.00E-04 -0.0016 -3.00E-04 0 1.00E-04 
TML 0.0769 -0.0025 -0.0028 -0.0029 -0.0016 0.0973 -0.0029 -0.0018 -0.0014 
TPB -0.0016 0.001 3.00E-04 -1.00E-04 -3.00E-04 -0.0029 0.0017 -2.00E-04 -2.00E-04 
TMLD -0.0026 -2.00E-04 -2.00E-04 0 0 -0.0018 -2.00E-04 5.00E-04 0 





































 HML HEB HHD RML RMLD RAPD FML FEB FHD FMLD FAPD 
 5.2499 0.9912 0.7312 3.9977 0.2465 0.1926 7.2698 1.2999 0.7412 0.434 0.4631 
HML 0.0555 -0.0019 -0.001 0.0344 -0.0028 -9.00E-04 0.0644 -8.00E-04 -0.0013 -0.0015 -0.0013 
HEB -0.0019 0.0019 3.00E-04 -9.00E-04 -1.00E-04 -1.00E-04 -0.0033 4.00E-04 1.00E-04 0 -3.00E-04 
HHD -0.001 3.00E-04 9.00E-04 -0.0017 -1.00E-04 -1.00E-04 -0.0023 4.00E-04 4.00E-04 -1.00E-04 -2.00E-04 
RML 0.0344 -9.00E-04 -0.0017 0.0459 -0.0024 -5.00E-04 0.0518 -7.00E-04 -0.0019 -0.0022 -5.00E-04 
RMLD -0.0028 -1.00E-04 -1.00E-04 -0.0024 5.00E-04 1.00E-04 -0.004 -3.00E-04 -1.00E-04 0 0 
RAPD -9.00E-04 -1.00E-04 -1.00E-04 -5.00E-04 1.00E-04 2.00E-04 -0.0016 -2.00E-04 -1.00E-04 0 0 
FML 0.0644 -0.0033 -0.0023 0.0518 -0.004 -0.0016 0.1192 2.00E-04 -0.0014 -0.0028 -0.0011 
FEB -8.00E-04 4.00E-04 4.00E-04 -7.00E-04 -3.00E-04 -2.00E-04 2.00E-04 0.0019 4.00E-04 -1.00E-04 -2.00E-04 
FHD -0.0013 1.00E-04 4.00E-04 -0.0019 -1.00E-04 -1.00E-04 -0.0014 4.00E-04 8.00E-04 1.00E-04 -1.00E-04 
FMLD -0.0015 0 -1.00E-04 -0.0022 0 0 -0.0028 -1.00E-04 1.00E-04 7.00E-04 -1.00E-04 






























Table D.20: Goldman data set for humerus-radius-tibia 
 
n=1,111 
 HML HEB HHD RML RMLD RAPD TML TPB TMLD TAPD 
 5.3548 1.0114 0.746 4.0795 0.2513 0.1963 6.1403 1.2076 0.383 0.4408 
HML 0.058 -0.0013 -2.00E-04 0.0315 -0.0027 -0.0011 0.0539 0 -0.002 -0.0019 
HEB -0.0013 0.0023 5.00E-04 -0.0012 0 -1.00E-04 -0.0036 4.00E-04 -3.00E-04 -4.00E-04 
HHD -2.00E-04 5.00E-04 0.0012 -0.0017 -1.00E-04 0 -0.0034 4.00E-04 -1.00E-04 -3.00E-04 
RML 0.0315 -0.0012 -0.0017 0.0411 -0.0026 -8.00E-04 0.0541 -0.001 -0.0015 -9.00E-04 
RMLD -0.0027 0 -1.00E-04 -0.0026 5.00E-04 1.00E-04 -0.0042 -2.00E-04 0 -1.00E-04 
RAPD -0.0011 -1.00E-04 0 -8.00E-04 1.00E-04 1.00E-04 -0.0016 -2.00E-04 0 0 
TML 0.0539 -0.0036 -0.0034 0.0541 -0.0042 -0.0016 0.1142 -0.0016 -0.0019 -0.001 
TPB 0 4.00E-04 4.00E-04 -0.001 -2.00E-04 -2.00E-04 -0.0016 0.0024 -2.00E-04 0 
TMLD -0.002 -3.00E-04 -1.00E-04 -0.0015 0 0 -0.0019 -2.00E-04 6.00E-04 1.00E-04 
































Table D.21: Goldman data set for humerus-femur-tibia 
 
n=1,154 
 HML HEB HHD FML FEB FHD FMLD FAPD TML TPB TMLD TAPD 
 4.5103 0.8525 0.6293 6.2478 1.1192 0.6379 0.3732 0.3993 5.1728 1.018 0.3223 0.3721 
HML 0.0379 -0.0012 -7.00E-04 0.0394 -0.0015 -0.001 -0.001 -0.0013 0.0337 -0.0015 -0.0014 -0.0015 
HEB -0.0012 0.0016 3.00E-04 -0.0026 3.00E-04 2.00E-04 1.00E-04 -2.00E-04 -0.0028 1.00E-04 -2.00E-04 -3.00E-04 
HHD -7.00E-04 3.00E-04 8.00E-04 -0.0019 3.00E-04 3.00E-04 0 -2.00E-04 -0.003 1.00E-04 -1.00E-04 -2.00E-04 
FML 0.0394 -0.0026 -0.0019 0.0737 -0.0016 -0.0014 -0.0023 -0.0014 0.0595 -0.002 -0.0019 -0.0018 
FEB -0.0015 3.00E-04 3.00E-04 -0.0016 0.0012 3.00E-04 0 -2.00E-04 -0.0026 7.00E-04 -1.00E-04 -3.00E-04 
FHD -0.001 2.00E-04 3.00E-04 -0.0014 3.00E-04 6.00E-04 1.00E-04 -1.00E-04 -0.0028 2.00E-04 -1.00E-04 -2.00E-04 
FMLD -0.001 1.00E-04 0 -0.0023 0 1.00E-04 6.00E-04 -1.00E-04 -0.0024 -1.00E-04 0 -1.00E-04 
FAPD -0.0013 -2.00E-04 -2.00E-04 -0.0014 -2.00E-04 -1.00E-04 -1.00E-04 6.00E-04 -9.00E-04 -1.00E-04 0 1.00E-04 
TML 0.0337 -0.0028 -0.003 0.0595 -0.0026 -0.0028 -0.0024 -9.00E-04 0.0783 -0.0027 -0.0012 -7.00E-04 
TPB -0.0015 1.00E-04 1.00E-04 -0.002 7.00E-04 2.00E-04 -1.00E-04 -1.00E-04 -0.0027 0.0013 -2.00E-04 -1.00E-04 
TMLD -0.0014 -2.00E-04 -1.00E-04 -0.0019 -1.00E-04 -1.00E-04 0 0 -0.0012 -2.00E-04 4.00E-04 1.00E-04 






























Table D.22: Goldman data set for radius-femur-tibia 
 
n=1,121 
 RML RMLD RAPD FML FEB FHD FMLD FAPD TML TPB TMLD TAPD 
 4.4177 0.2719 0.2126 8.0338 1.438 0.819 0.4794 0.5124 6.6507 1.3074 0.4142 0.4777 
RML 0.0529 -0.0027 -6.00E-04 0.0592 -7.00E-04 -0.0017 -0.0026 -0.0011 0.0681 -7.00E-04 -0.0016 -8.00E-04 
RMLD -0.0027 6.00E-04 1.00E-04 -0.0042 -2.00E-04 -1.00E-04 1.00E-04 0 -0.0047 -3.00E-04 0 -2.00E-04 
RAPD -6.00E-04 1.00E-04 2.00E-04 -0.0018 -2.00E-04 -1.00E-04 0 0 -0.0016 -2.00E-04 0 0 
FML 0.0592 -0.0042 -0.0018 0.142 0.001 -1.00E-04 -0.0031 -0.0022 0.1129 0 -0.0032 -0.0028 
FEB -7.00E-04 -2.00E-04 -2.00E-04 0.001 0.0026 8.00E-04 1.00E-04 -4.00E-04 -0.0017 0.0016 -2.00E-04 -4.00E-04 
FHD -0.0017 -1.00E-04 -1.00E-04 -1.00E-04 8.00E-04 0.0012 2.00E-04 -2.00E-04 -0.0031 6.00E-04 -2.00E-04 -4.00E-04 
FMLD -0.0026 1.00E-04 0 -0.0031 1.00E-04 2.00E-04 9.00E-04 -2.00E-04 -0.0036 0 0 -2.00E-04 
FAPD -0.0011 0 0 -0.0022 -4.00E-04 -2.00E-04 -2.00E-04 0.001 -0.0017 -2.00E-04 0 2.00E-04 
TML 0.0681 -0.0047 -0.0016 0.1129 -0.0017 -0.0031 -0.0036 -0.0017 0.1383 -0.0021 -0.0022 -0.0011 
TPB -7.00E-04 -3.00E-04 -2.00E-04 0 0.0016 6.00E-04 0 -2.00E-04 -0.0021 0.0026 -2.00E-04 -1.00E-04 
TMLD -0.0016 0 0 -0.0032 -2.00E-04 -2.00E-04 0 0 -0.0022 -2.00E-04 7.00E-04 1.00E-04 






























Table D.23: Goldman data set for humerus-radius-femur-tibia 
 
n=1,057 
 HML HEB HHD RML RMLD RAPD FML FEB FHD FMLD FAPD TML TPB TMLD TAPD 
 5.2015 0.9824 0.7245 3.9603 0.2441 0.1907 7.2032 1.2898 0.7348 0.4302 0.4594 5.9622 1.1729 0.3716 0.4282 
HML 0.0524 -0.0015 
-6.00E-
04 0.0302 -0.0023 
-8.00E-
04 0.0585 -0.0011 
-9.00E-
04 -0.0012 -0.0016 0.0502 -0.001 -0.0018 -0.0017 






































04 -0.0016 0.0408 -0.0022 
-5.00E-
04 0.0443 -0.0014 -0.0019 -0.0022 
-9.00E-
04 0.053 -0.0013 -0.0012 
-5.00E-
04 

























04 0 0 -0.0012 
-2.00E-
04 0 0 
FML 0.0585 -0.003 -0.0019 0.0443 -0.0034 -0.0015 0.1072 
-5.00E-













































04 0 -0.0022 
1.00E-






























































































Table D.24: Terry Collection Postcranial Osteometric Database data set for humerus-radius 
 
n=160 
 HML HEB HHD RML RMLD RAPD 
 5.4441 1.0475 0.7657 4.1817 0.2677 0.2064 
HML 0.0622 -6.00E-04 3.00E-04 0.0348 -0.0031 -0.0016 
HEB -6.00E-04 0.0018 0 5.00E-04 -2.00E-04 -2.00E-04 
HHD 3.00E-04 0 0.001 -9.00E-04 -2.00E-04 -1.00E-04 
RML 0.0348 5.00E-04 -9.00E-04 0.0435 -0.0031 -9.00E-04 
RMLD -0.0031 -2.00E-04 -2.00E-04 -0.0031 4.00E-04 0 




































Table D.25: Terry Collection Postcranial Osteometric Database data set for humerus-femur 
 
n=145 
 HML HEB HHD FML FEB FHD FMLD FAPD 
 4.2232 0.8161 0.5944 5.941 1.0471 0.5954 0.3537 0.3759 
HML 0.0269 -9.00E-04 -8.00E-04 0.0343 -0.0018 -8.00E-04 -0.0014 -0.001 
HEB -9.00E-04 0.0012 -1.00E-04 -0.0011 1.00E-04 -1.00E-04 -1.00E-04 -2.00E-04 
HHD -8.00E-04 -1.00E-04 5.00E-04 -0.0016 0 2.00E-04 -1.00E-04 -1.00E-04 
FML 0.0343 -0.0011 -0.0016 0.0715 -0.002 -0.0014 -0.0028 -0.0015 
FEB -0.0018 1.00E-04 0 -0.002 0.0012 2.00E-04 -2.00E-04 -1.00E-04 
FHD -8.00E-04 -1.00E-04 2.00E-04 -0.0014 2.00E-04 4.00E-04 -1.00E-04 -2.00E-04 
FMLD -0.0014 -1.00E-04 -1.00E-04 -0.0028 -2.00E-04 -1.00E-04 5.00E-04 0 

































Table D.26: Terry Collection Postcranial Osteometric Database data set for radius-femur 
 
n=155 
 RML RMLD RAPD FML FEB FHD FMLD FAPD 
 4.6965 0.3011 0.2321 8.5698 1.5119 0.8601 0.5109 0.5421 
RML 0.0577 -0.0031 -7.00E-04 0.0782 -0.0016 -6.00E-04 -0.0017 -0.0015 
RMLD -0.0031 6.00E-04 0 -0.0059 -4.00E-04 -2.00E-04 -1.00E-04 0 
RAPD -7.00E-04 0 2.00E-04 -0.0027 -3.00E-04 -1.00E-04 -1.00E-04 0 
FML 0.0782 -0.0059 -0.0027 0.1976 0.004 0.0018 -0.0041 -0.0025 
FEB -0.0016 -4.00E-04 -3.00E-04 0.004 0.0037 0.0011 -2.00E-04 -3.00E-04 
FHD -6.00E-04 -2.00E-04 -1.00E-04 0.0018 0.0011 0.0013 -1.00E-04 -4.00E-04 
FMLD -0.0017 -1.00E-04 -1.00E-04 -0.0041 -2.00E-04 -1.00E-04 0.0011 -2.00E-04 


































Table D.27: Terry Collection Postcranial Osteometric Database data set for radius-femur 
 
n=141 
 HML HEB HHD RML RMLD RAPD FML FEB FHD FMLD FAPD 
 5.1656 0.9972 0.7281 3.982 0.2551 0.1975 7.2676 1.2815 0.7289 0.4328 0.4596 
HML 0.0473 -7.00E-04 -4.00E-04 0.0279 -0.0023 -0.0012 0.0633 -0.0013 -4.00E-04 -0.0016 -0.0015 
HEB -7.00E-04 0.0018 0 8.00E-04 -1.00E-04 -1.00E-04 -6.00E-04 3.00E-04 0 -1.00E-04 -3.00E-04 
HHD -4.00E-04 0 9.00E-04 -0.001 -1.00E-04 0 -0.001 3.00E-04 3.00E-04 -1.00E-04 -2.00E-04 
RML 0.0279 8.00E-04 -0.001 0.0377 -0.0022 -6.00E-04 0.0497 -0.0023 -0.0014 -0.0014 -0.001 
RMLD -0.0023 -1.00E-04 -1.00E-04 -0.0022 4.00E-04 1.00E-04 -0.0042 -2.00E-04 -1.00E-04 0 1.00E-04 
RAPD -0.0012 -1.00E-04 0 -6.00E-04 1.00E-04 2.00E-04 -0.0021 -2.00E-04 -1.00E-04 0 0 
FML 0.0633 -6.00E-04 -0.001 0.0497 -0.0042 -0.0021 0.1273 -5.00E-04 -7.00E-04 -0.0031 -0.002 
FEB -0.0013 3.00E-04 3.00E-04 -0.0023 -2.00E-04 -2.00E-04 -5.00E-04 0.0022 5.00E-04 -1.00E-04 -2.00E-04 
FHD -4.00E-04 0 3.00E-04 -0.0014 -1.00E-04 -1.00E-04 -7.00E-04 5.00E-04 7.00E-04 -1.00E-04 -2.00E-04 
FMLD -0.0016 -1.00E-04 -1.00E-04 -0.0014 0 0 -0.0031 -1.00E-04 -1.00E-04 8.00E-04 -1.00E-04 
FAPD -0.0015 -3.00E-04 -2.00E-04 -0.001 1.00E-04 0 -0.002 -2.00E-04 -2.00E-04 -1.00E-04 8.00E-04 
 
 
