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El presente proyecto trata sobre la creacio´n y desarrollo de un programa tipo aran˜a web o
crawler cuyo objetivo sea la localizacio´n y descarga de ima´genes descritas mediante metadatos del
tipo microdata y Exif, as´ı como la extraccio´n de e´stos. El programa realizado ha sido creado con la
intencio´n de proporcionar una herramienta automatizada de obtencio´n de ima´genes con informacio´n
asociada. El fin u´ltimo de esta herramienta es el de alimentar bases de datos de sistemas robo´ticos o
agentes inteligentes. A lo largo del documento, el lector conocera´ la historia y funcionamiento de la
web sema´ntica mediante la presentacio´n de los distintos lenguajes, vocabularios y tecnolog´ıas que la
componen. Conocera´ a su vez el funcionamiento y aplicaciones, tanto actuales como futuras, de la
microdata, y co´mo su uso puede significar un paso adelante en el futuro desarrollo de la web actual.
Se explicara´, adema´s, en que´ consiste un programa tipo crawler como el creado en este proyecto,
desde su funcionamiento ba´sico, a sus principales problemas y mu´ltiples aplicaciones. Se describira´ el
programa realizado, desde sus objetivos, especificaciones de disen˜o y funcionamiento ba´sico, a una
descripcio´n ma´s exhaustiva de su arquitectura. Se expondra´ adema´s una serie de ensayos realizados
para comprobar el comportamiento del programa junto con sus resultados.
En definitiva, el presente proyecto trata de ser un acercamiento a la tecnolog´ıa de la web sema´nti-
ca, desarrollando un programa capaz de extraer y analizar la informacio´n de uno de sus lenguajes
ma´s usados, la microdata. La extraccio´n de mayor informacio´n presente en la web abre un amplio
abanico de futuros usos en las que distintas aplicaciones y ma´quinas puedan usar dicha informacio´n
con mu´ltiples propo´sitos.




The aim of this project is the creation and development of a web spider or crawler program,
with the purpose of locating and downloading images described with metadata such as microdata
and Exif, and the extraction of this data. The program has been developed with the intention of
providing an automated tool for obtaining images with associated information. The ultimate goal
of this tool is to feed databases of robotic systems or intelligent agents. Throughout this document,
the reader will learn the semantic web’s history and how it works, exhibiting the diferent languages,
vocabularies and tecnologies that form it. The reader will also discover how microdata works, and
how its use can mean a step ahead in the future development of the current web.
Furthermore, this document will show what a crawler is, from its basic functioning, to its main
problems and multiple applications. The developed program will be explained, starting with its
goals, design specifications and basic behavior, up to a description of its functional architecture. A
set of tests conducted to check the correct running of the program will also be exhibited.
In conclusion, the present project is a first approach to the semantic web tecnology, developing
a program able to extract and parse information from one of the semantic web’s most employed
languages: microdata. The use of this tecnology opens a great field of future uses in which different
applications and machines could use the extracted information for multiple purposes.
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Cap´ıtulo 1
Introduccio´n
La necesidad de comunicarse es algo intr´ınseco en el ser humano. Las artes, el lenguaje, y una
gran parte de todas las tecnolog´ıas e innovaciones que hemos desarrollado a lo largo de nuestra
historia, han tenido como uno de sus principales fines el intercambio de informacio´n.
En los u´ltimos siglos, el ser humano ha tratado a menudo de imaginar co´mo ser´ıa su futuro.
Ya en el siglo XIX algunos escritores, pioneros del ge´nero de la ciencia ficcio´n, como Julio Verne,
imaginaban que ser´ıamos capaces de llegar a la Luna, alcanzar los polos y explorar el fondo de
nuestros profundos oce´anos. Sin embargo, las fantas´ıas ma´s comunes siempre acababan con avances
que cambiaban el d´ıa a d´ıa de las personas. Desde coches voladores hasta distintas maquinarias para
realizar tareas cotidianas, mu´sica porta´til y, sobre todo, multitud de sistemas de comunicacio´n que
permitieran hablar a distancia.
Curiosamente, muy pocos imaginaron algo como Internet. La creacio´n de Internet ha supuesto
una revolucio´n en nuestra forma de comunicarnos de la que au´n es demasiado pronto para prever
sus consecuencias. La posibilidad de tener un gran volumen de informacio´n al alcance de la mano
esta´ cambiando nuestra forma de aprender. La comunicacio´n instanta´nea con otras personas, a trave´s
de distintos dispositivos, cambia a su vez la forma de comunicarnos e intercambiar informacio´n. Cada
vez volcamos ma´s informacio´n de nosotros mismos en la red: datos, gustos, fechas, fotos, as´ı como
documentacio´n tanto profesional como personal.
La informacio´n esta´ creciendo de forma exponencial e imparable. Los motores de bu´squeda, nues-
tras principales puertas a la informacio´n presente en Internet, tienen cada vez ma´s dificultades para
darnos la informacio´n que precisamos. Y es que la World Wide Web, ideada originalmente para el
intercambio de documentos cient´ıficos, ha sobrepasado su finalidad original, llegando a contener una
parte de nosotros mismos. Los problemas son varios. Por una parte, el gran volumen de informacio´n
a indexar, as´ı como la informacio´n duplicada, inexacta, etc. Por otra, uno de los principales escollos a
superar en campos como el de la inteligencia artificial: la comprensio´n por las ma´quinas del lenguaje
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natural humano.
Estos problemas requieren un cambio en la forma en la que organizamos la informacio´n. Es
necesario crear nuevos conceptos ma´s alla´ del tradicional de la web consistente en documentos
conectados mediante hiperenlaces. Actualmente existen numerosos estudios y propuestas que tratan
de reorganizar la informacio´n y ofrecer un contexto comprensible por las ma´quinas. Uno de los
campos ma´s importantes en este sentido es la Web Sema´ntica.
La Web Sema´ntica, apodada por muchos como Web 3.0, es uno de los principales pilares del
concepto de Big data, entendido e´ste como una u´nica red que interconecte todo el conocimiento
humano, creando una consciencia comu´n y global a partir de la interaccio´n de cada uno de nosotros
con el resto del sistema. En ese sentido, la web sema´ntica busca la transicio´n de la web tradicional,
o de documentos, a una web en la que cada dato este´ conectado y organizado a partir de conceptos
ma´s reales, propios del lenguaje y pensamiento natural humano, como objetos, personas, entidades,
o incluso conceptos abstractos tales como sentimientos e ideas.
Este cambio en la forma de almacenar, organizar y presentar la informacio´n tiene como obje-
tivo la creacio´n de un contexto comprensible por una ma´quina que con la web tradicional apenas
exist´ıa. Mientras que en la web tradicional una ma´quina es capaz de detectar la palabra coche en
un documento, no es capaz de entender su significado y la relacio´n de dicha palabra con el resto de
informacio´n del documento. La Web Sema´ntica pretende solucionar este problema mediante el uso
de distintas tecnolog´ıas y vocabularios que permitan a la ma´quina entender que la palabra coche
representa un objeto, que e´ste pertenecera´ a una persona o empresa determinada, etc. En definitiva,
la web sema´ntica pretende que la informacio´n presente en Internet sea ma´s sencilla, comprensible
y accesible para las ma´quinas, lo que influira´ directamente en la cantidad de informacio´n que e´stas
son capaces de procesar y manejar, ofrecie´ndonos, en ocasiones antes de que se lo solicitemos, ma´s
y mejor informacio´n.
A lo largo de este documento se expondra´n las principales tecnolog´ıas, lenguajes y vocabularios en
los que se apoya la Web Sema´ntica actual. A su vez, se explicara´ el desarrollo del programa realizado
en el proyecto, cuyo objetivo sera´ la extraccio´n de ima´genes descritas mediante metadatos del tipo
microdata y Exif para que e´stos puedan ser utilizados en sistemas robo´ticos o agentes inteligentes.
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1.1. Motivacio´n del proyecto
La motivacio´n del presente proyecto es la creacio´n de un programa que permita la identificacio´n,
extraccio´n y obtencio´n de ima´genes en la web que hayan sido descritas mediante microdata. Se
pretende usar dichas ima´genes con informacio´n sema´ntica como futuro posible me´todo alternativo
para la carga de informacio´n en la base de datos de un sistema de imaginacio´n para robots.
Este sistema, desarrollado por Vı´ctores et al. [1], pretende ser capaz de generar modelos de
objetos antes de su observacio´n o percepcio´n f´ısica, de forma que un robot sea capaz de tener una
imagen mental o concepcio´n previa de un determinado elemento. El sistema presenta un novedoso
algoritmo de inferencia que permite, mediante el uso de hiperplanos, la fusio´n, representacio´n y
extensio´n del significado de determinados conceptos a partir de ciertas palabras clave. Para probar
las posibilidades del sistema, e´ste se ha integrado en un robot cuyo objetivo final sera´ dibujar las
formas que se describan mediante o´rdenes de voz, basa´ndose en el conocimiento previo existente que
ha adquirido a la entrada del sistema.
Como puede observarse en la figura 1.1, la arquitectura del sistema se divide en tres partes











Figura 1.1: Arquitectura del sistema a alimentar con datos sema´nticos. Figura extra´ıda del art´ıculo
Towards Robot Imagination Throught Object Feature Inference, 2013.
La primera parte o Grounding, se encarga de organizar, procesar y ordenar nueva informacio´n
con el objetivo de alimentar la base de datos del sistema. Para ello, el sistema actualmente obtiene
informacio´n a partir de dos elementos: Automatic Speech Recognition o reconocimiento automa´tico
de voz, que le dice al sistema palabras clave y que´ se desea dibujar, y Feature Extraction, cuyo
contenido en forma de ima´genes se obtiene a partir de los datos reales de un sensor.
Con los datos obtenidos y almacenados durante el proceso de Grounding, la parte de inferencia
denominada como Imagination generalizara´ el significado de las palabras de entrada del sistema,
infiriendo, a partir de e´stas y su conocimiento previo en la base de datos, una solucio´n. Esta solucio´n
sera´ reinterpretada y traducida a coordenadas en la u´ltima seccio´n (Drawing) siendo finalmente
dibujada.
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El sistema, por tanto, necesita un conocimiento previo para poder realizar nuevas inferencias.
Cuanto ma´s precisa y detallada sea la informacio´n ya existente en su base de datos, mejores sera´n
las soluciones aportadas por e´ste. Por ello, se entrena al sistema mediante el uso de ima´genes con
figuras geome´tricas sencillas y palabras clave asociadas a e´stas (figura 1.2).
Figura 1.2: Ejemplo de ima´genes de entrenamiento extra´ıdo del art´ıculo Towards Robot Imagination
Throught Object Feature Inference, 2013. Cada imagen tiene asociada informacio´n mediante palabras
clave del tipo: recta´ngulo-azul-esquina-superior-izquierda.
El programa de extraccio´n de ima´genes con microdata que se explicara´ en e´ste documento pre-
tende proporcionar una alternativa automatizada (frente al sistema de palabras clave introducidos
manualmente) y real (frente al entrenamiento mediante ima´genes sinte´ticas) para el sistema mencio-
nado de imaginacio´n en robots. La hipo´tesis ba´sica sobre la que se trabaja es que los elementos de
la nueva sema´ntica, orientada a la informacio´n, contendra´n los datos ma´s fiables de la web actual.
1.2. Objetivos espec´ıficos
Se pretende obtener ima´genes, con informacio´n clave asociada a e´stas, de forma automa´tica, a
trave´s de la exploracio´n y ana´lisis de las pa´ginas web presentes en Internet. Para lograr este objetivo,
el programa sera´ la combinacio´n de un programa aran˜a web o crawler y un analizador o programa
parser de HTML con microdata. El presente proyecto tendra´ los siguientes objetivos espec´ıficos:
Desarrollo de un programa extractor de ima´genes con microdata: El principal ob-
jetivo del proyecto es la creacio´n de un programa tipo crawler, o aran˜a web, que sea capaz
de analizar la web en busca de ima´genes descritas mediante metadatos del tipo microdata. Se
pretende que la extraccio´n de dichas ima´genes, junto a la informacio´n aportada por la mi-
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crodata, pueda ser una alternativa real para alimentar bases de datos de distintos sistemas
robo´ticos o agentes inteligentes, como el desarrollado por Victores et al. [1], cuya descripcio´n
puede encontrarse en el apartado anterior.
Estudio del estado de la Web Sema´ntica: Se pretende obtener una visio´n general del
estado actual de la web sema´ntica (apartado 2.1), as´ı como de las distintas tecnolog´ıas que
componen e´sta, y su futuro pro´ximo.
Extraccio´n de datos Exif : Se pretende extraer los datos Exif (apartado 3.2.1) presentes
en las ima´genes descargadas, con el objetivo de que dichos datos complementen la informa-
cio´n aportada por la microdata. Adema´s, se pretende realizar una primera aproximacio´n a la
interpretacio´n del contenido, u objetivo de la fotograf´ıa realizada, a partir de los datos Exif
obtenidos por un programa como el presente.
1.3. Estructura del documento
A continuacio´n se detalla la estructura del documento con el objetivo de facilitar su lectura:
En el cap´ıtulo 1 se realiza una introduccio´n del proyecto.
En el cap´ıtulo 2, el Estado del arte, se realiza un repaso a la situacio´n actual de la web
sema´ntica, desde sus inicios junto con la web original, a los u´ltimos avances y vocabularios
implementados. A continuacio´n se explica con mayor detalle el sistema de metadatos denomi-
nado como microdata. Por u´ltimo, se realiza una descripcio´n de los programas especializados
en la exploracio´n de la web, comu´nmente denominados como aran˜as web o crawlers.
En el cap´ıtulo 3 se realiza una descripcio´n del programa Web Spider Microdata desarrollado,
desde sus objetivos y requisitos, lenguaje y librer´ıas utilizadas, as´ı como su funcionamiento
ba´sico, hasta una descripcio´n ma´s pormenorizada de los aspectos clave de cada uno de los
bloques que definen su arquitectura. Por u´ltimo, se presentan los distintos ensayos realizados
para comprobar el comportamiento del programa ante distintos casos encontrados en la web,
exponiendo y justificando a continuacio´n sus resultados.
En el cap´ıtulo 4 se exponen las conclusiones del proyecto, comentando la situacio´n actual de la
web sema´ntica as´ı como sus aplicaciones y evolucio´n futura, y se exponen los posibles aspectos
a desarrollar a partir del proyecto presente.
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Cap´ıtulo 2
Estado del arte
En este cap´ıtulo se expondra´ la evolucio´n de la web sema´ntica, ligada a la creacio´n de la propia
web, as´ı como su estado actual y posible evolucio´n futura, explicando, adema´s, los distintos conjun-
tos de tecnolog´ıas que la forman. A continuacio´n se explicara´ con mayor detalle el vocabulario de
metadatos conocidos como microdata, objetivo de extraccio´n del programa realizado, explicando su
funcionamiento y posibles aplicaciones. Por u´ltimo se explicara´ que´ es un programa tipo aran˜a web
o crawler, exponiendo su funcionamiento ba´sico as´ı como sus principales problemas y aplicaciones
actuales.
2.1. Web sema´ntica
La web sema´ntica, muchas veces denominada como Web 3.0, es un conjunto de herramientas
y tecnolog´ıas que, sobre la web actual, trata de abordar uno de los principales problemas de la
informacio´n publicada en Internet desde su nacimiento: la pe´rdida de datos fa´cilmente interpretables
por ma´quinas y personas, as´ı como su pe´rdida de contexto e interrelaciones con otros datos.
Una definicio´n ma´s formal de la web sema´ntica puede ser la realizada por Hendler, Berners-Lee
y Miller [2]:
((La web sema´ntica es una extensio´n de la actual web en la que a la informacio´n disponible
se le otorga un significado bien definido que permita a los ordenadores y a las personas
trabajar en cooperacio´n. Esta´ basada en la idea de proporcionar en la web datos definidos
y enlazados, permitiendo que aplicaciones heteroge´neas localicen, integren, razonen y
reutilicen la informacio´n presente en la web.))
As´ı pues, se considera a la web sema´ntica como una extensio´n de la web actual y por lo tanto
sus aplicaciones y herramientas deben coexistir con ella. Esta web debe proporcionar informacio´n
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marcada con datos que aporten un significado bien definido y, por tanto, capaz de ser compartido y
enlazado de forma que sea posible su reutilizacio´n por diferentes entidades.
En u´ltimo lugar, es importante destacar que la web sema´ntica tiene tambie´n como objetivo que los
sistemas informa´ticos puedan ser capaces de manipular informacio´n, llegando incluso a reelaborarla,
con objetivos concretos segu´n los problemas planteados.
En definitiva, la web sema´ntica pretende interconectar a las personas y ma´quinas con los datos
de una forma ma´s eficiente.
2.1.1. Evolucio´n de la web, el paso de la web de documentos a la web
social, la transicio´n hacia la web de datos
Desde el nacimiento de Internet a finales de los an˜os sesenta, e´ste estuvo centrado en el intercam-
bio de informacio´n, sobre todo mediante el intercambio de correos electro´nicos a trave´s de listas de
correo. Sin embargo, hasta principios de los an˜os noventa no surgio´ la que ser´ıa su principal medio de
intercambio de informacio´n. La web se origino´ mediante la unio´n de dos herramientas ya existentes:
el hipertexto e Internet.
El hipertexto, concebido por Vannevar Bush durante la segunda guerra mundial, se basa en
la idea de una biblioteca de conocimiento colectivo con enlaces activos entre documentos [3]. Fue
Ted Nelson quien posteriormente bautizo´ a este concepto como hipertexto [4]. Este primer intento
inspirar´ıa varios sistemas como el NLS de Douglas Engelbart o el sistema Hypercard de Apple [5].
Uniendo estas dos herramientas Tim Berners-Lee, un contratista independiente del CERN, em-
pezo´ en 1980 a desarrollar Enquire [6], una base de datos personal de gente y modelos de software
en la que (basa´ndose en la idea del hipertexto) cada nueva pa´gina de informacio´n deb´ıa de estar
conectada a una pa´gina ya existente.
En 1984 Berners-Lee empezo´ a considerar los problemas de intercambio de informacio´n que se
daban en la ciencia del momento. Los investigadores necesitaban compartir datos pero sus compu-
tadoras y software de presentacio´n eran diferentes y en muchas ocasiones incompatibles. Presento´ por
ello una propuesta en 1989 para “Una gran base de datos de hipertexto con enlaces tipados” que
tras varios nombres acabar´ıa por denominarse como World Wide Web.
En agosto de 1991 se creo la primera pa´gina web del mundo [7]. Surgio´ as´ı una nueva herramienta
en Internet en la que el usuario pod´ıa acceder a una serie de documentos en forma de hipertexto.
Berners-Lee desarrollo´ para ello todas las herramientas que se requer´ıan para trabajar en la web.
El protocolo de transferencia de hipertexto o http, el primer navegador web que permit´ıa tanto la
lectura como edicio´n de pa´ginas web, el primer servidor de aplicaciones http y el lenguaje de marcado
de hipertexto o HTML.
En tan solo cinco an˜os, la popularidad de la web rebaso´ el a´mbito cient´ıfico y acade´mico da´ndose
el auge del comercio electro´nico con el nacimiento de empresas como Amazon, Ebay o Yahoo. Se
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origino´ tambie´n la primera guerra de navegadores entre Internet Explorer y Netscape. Es en este
momento cuando Tim Berners-Lee crea el consorcio de la World Wide Web, conocido comu´nmente
como W3C, que de forma independiente se encargara´ de la estandarizacio´n del lenguaje HTML.
Sera´ este consorcio quie´n cree en 1996 el lenguaje XML [8] para facilitar el intercambio de informacio´n
estructurada debido al auge y necesidades del comercio electro´nico.
La aparicio´n del comercio electro´nico origino´ una burbuja especulativa en la que se crearon
una gran cantidad de las denominadas empresas puntocom. Este movimiento alcanzo´ su auge en el
an˜o 2000, a partir del cual el mercado de las empresas puntocom sufrio´ una pe´rdida de apoyo que
termino´ en el cierre y reestructuracio´n de las empresas de Internet.
En esta situacio´n cuando empezo´ a surgir lo que hoy denominamos Web 2.0. Una web que evo-
lucionaba junto con el resto de tecnolog´ıa de la informacio´n y permit´ıa que la web se centrara´ en la
comunicacio´n entre personas en vez de en el intercambio de documentos. As´ı la web deja de conside-
rarse por los usuarios como un sistema de solo lectura y pasa a ser un sistema de lectura/escritura
donde e´stos participan en el contenido. Surgen aplicaciones web como lectores de email, editores
de texto e ima´genes y otras, que son cada vez ma´s elaboradas. Esta nueva visio´n de la web origina
la creacio´n de elementos como los blogs personales, las redes sociales y proyectos de inteligencia
colectiva en la que los usuarios participan en la generacio´n de nuevo conocimiento. Un ejemplo de
esto u´ltimo es la enciclopedia online Wikipedia.
La Web 2.0 comienza a ser importante por sus datos, por lo que surgen nuevas librer´ıas de
programacio´n que fomentan la creacio´n de otras interfaces o aplicaciones realizadas por terceros.
Estas aplicaciones, creadas a partir de los datos y librer´ıas de otras aplicaciones, se agrupan bajo
el te´rmino de mashups siendo un ecosistema de aplicaciones interconectadas. La revolucio´n de los
dispositivos mo´viles junto a estas nuevas librer´ıas de programacio´n y la necesidad de adaptar estos
datos a interfaces y formatos nuevos incrementara´n la importancia de los datos en la web frente a
su formato de presentacio´n. A partir del an˜o 2009 la Web 2.0 se volcara´ con las redes sociales y
primara´ la inmediatez en la informacio´n. Redes sociales como Facebook, Twitter o LinkedIn cambian
la forma en la que el usuario accede, comparte y recibe contenido a trave´s de Internet.
En la actualidad, en lo que se puede denominar madurez de la Web 2.0, la visio´n de la web ha
cambiado de una red de intercambio de informacio´n de documentos a un progresivo intercambio y
reutilizacio´n de datos individuales que se actualizan constantemente.
Como puede observarse, se esta´ realizando una progresiva evolucio´n de la web sinta´ctica (donde
la unidad de informacio´n es el documento) a una web sema´ntica o de datos (donde la unidad pasa
a ser el propio dato).
Sin embargo, la idea de la web sema´ntica, o de datos, no es nueva. La denominacio´n de la
web sema´ntica como Web 3.0, aun siendo un termino comu´n para nombrarla, no esta´ totalmente
aceptada por los expertos. El propio Tim Berners-Lee defiende que la web es un invento u´nico que va
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evolucionando de forma continuada y que por lo tanto carece de sentido hablar de versiones dentro
de ella. Ya desde la primera conferencia de la W3C en 1994, Berners-Lee mencionaba la necesidad
de an˜adir el te´rmino sema´ntica a la web [9].
2.1.2. Estructura de la web sema´ntica
La web sema´ntica se apoya en el paso de la web de documentos a la web de datos. La estructura
de la web de documentos o Web 1.0 (figura 2.1) se caracteriza por ser una serie de documentos de
hipertexto relacionados entre s´ı.
Figura 2.1: Estructura de la web de documentos: la web se entiende como una red de documentos
relacionados siendo e´ste su unidad ma´s pequen˜a.
Esta estructura, donde la unidad ma´s pequen˜a de informacio´n es el documento, se ha presentado
insuficiente con la evolucio´n de la web . Existe una pe´rdida de contexto evidente que dificulta
tanto a personas como a ma´quinas el acceso, reutilizacio´n y manipulacio´n de datos para mu´ltiples
necesidades.
Por ello, con el desarrollo de la Web 2.0, los datos han ido cobrando cada vez ma´s importancia.
El valor an˜adido de empresas como LinkedIn, Facebook y Google radica en los datos que manejan y
que pueden ofrecer al cliente, sea usuario o empresa, con mu´ltiples aplicaciones. Un ejemplo de esta
necesidad de manipular datos en la web la encontramos en Facebook y su modelo de negocio, que
se basa en hacer llegar la publicidad de las empresas directamente a su pu´blico objetivo, basa´ndose
en los gustos, edad, y otros datos similares de cada usuario. En la figura 2.2 podemos observar una
estructura t´ıpica de informacio´n en la Web 2.0.
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Figura 2.2: Ejemplo de la web de datos. Cada objeto representa un ente real o concepto abstracto
relacionados entre s´ı.
Pero el paso de una web de documentos a una web de datos no es suficiente. Los datos crudos
no se comparten con el resto de la red, por lo que cada organismo u empresa genera y mantiene su
propia base de datos, lenguaje e infraestructura. Esto origina una gran cantidad de datos duplicados
que, en la mayor´ıa de las ocasiones, no esta´n relacionados entre s´ı (figura 2.3).
Figura 2.3: Ejemplo de dos conjuntos de datos no relacionados entre s´ı. Las dos personas repre-
sentadas trabajan para la misma empresa y ambas tienen el mismo modelo de tele´fono mo´vil. Sin
embargo ambos datos esta´n duplicados y los datos de los dos conjuntos no se interrelacionan.
De la necesidad de aportar una estructura, organizacio´n y contexto a datos crudos surge la web
sema´ntica. La web sema´ntica pretende interrelacionar todos esos datos, evitando duplicidades y
facilitando la reutilizacio´n de datos ya existentes para crear una u´nica red de redes de datos, a partir
de los cuales pueda elaborarse informacio´n capaz de usarse en diversos a´mbitos (figura 2.4).
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Figura 2.4: Ejemplo de web de datos usando la web sema´ntica.
En la figura 2.4 los datos comunes, como que ambas personas trabajan para la misma empresa
o poseen el mismo modelo de tele´fono, no se presentan duplicados. Las interrelaciones permiten
adema´s descubrir ma´s informacio´n, como que la casa del sujeto de la derecha esta´ arrendada por la
empresa en la que ambos trabajan.
En el an˜o 2000 se propuso un modelo de capas que esquematizara el desarrollo de la web sema´ntica
(figura 2.5). Se bautizo´ como Semantic Web Layer cake o Tarta Sema´ntica [10].
Figura 2.5: Tarta Sema´ntica propuesta por Tim Berners-Lee, 2000
Este modelo se basa en la premisa de que cada capa corresponde a una tecnolog´ıa que se apoya
en la tecnolog´ıa de la capa anterior. A partir de esta premisa se explicara´n los componentes de cada
capa as´ı como su relacio´n con el resto del modelo:
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Unicode y URI (Codificacio´n y Localizacio´n): La primera capa agrupa las dos tecnolog´ıas
de infraestructura ma´s ba´sicas. Unicode es un esta´ndar de codificacio´n en mu´ltiples idiomas.
URI, al igual que en la web actual, sera´ la tecnolog´ıa usada para identificar recursos. Una URI
puede representar desde pa´ginas webs, ima´genes, ficheros, etc., hasta entidades reales o incluso
ideas abstractas. Cuando la URI tiene una direccio´n accesible en la web, se denomina como
URL.
XML (Sintaxis): El lenguaje XML se define como una de las principales herramientas de
sintaxis a la hora de desarrollar el resto de las capas de la Tarta Sema´ntica. Creado con el
propo´sito de almacenar datos estructurados de forma legible, XML es un lenguaje ampliamente
usado en la gestio´n de bases de datos.
Cabe destacar el uso de los espacios de nombres (XML namespaces) en la web sema´ntica.
E´stos permiten indicar que en un mismo documento van a utilizarse diferentes vocabularios
XML, lo que evita conflictos en definiciones similares de vocabularios diferentes. De esta forma,
cada vocabulario sera´ un namespace, donde cada elemento tendra´ un nombre particular ase-
gura´ndose que dicho elemento tiene una u´nica definicio´n y sigue unas reglas espec´ıficas dentro
del namespace declarado.
En el momento de la publicacio´n de este esquema, W3C apostaba por la versio´n XML de
HTML conocida como XHTML.
RDF y RDF Schema (Descripcio´n y estructura): RDF y RDF Schema crean la infraes-
tructura que permitira´ la descripcio´n de los recursos. Estos lenguajes se basan en la creacio´n de
tripletas del tipo sujeto-predicado-objeto que permite el uso de grafos para ampliar y relacionar
distintas tripletas.
Ontology vocabulary: Segu´n el art´ıculo Knowledge engineering: principles and methods [11]:
((Una ontolog´ıa es una especificacio´n formal y expl´ıcita de una conceptualizacio´n
compartida.))
El objetivo de las ontolog´ıas en la web sema´ntica es la de describir objetos mediante la definicio´n
de clases, propiedades, relaciones y axiomas. Un ejemplo sencillo ser´ıa una ontolog´ıa para un
cata´logo de elementos multimedia. En ella, la pel´ıcula Metro´polis, Fritz Lang (1927), como
puede observarse en la figura 2.6, ser´ıa un objeto tipo pel´ıcula descrita por propiedades como
t´ıtulo, descripcio´n, an˜o de publicacio´n, idioma etc. A su vez estar´ıa relacionada con otros
objetos como director, en este caso Fritz Lang, que dispondr´ıa a su vez de propiedades como
nombre, an˜o y lugar de nacimiento, an˜o de defuncio´n, pel´ıculas que ha hecho, etc., as´ı como
actores, medios de publicacio´n y otros elementos relacionados.
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Figura 2.6: Ejemplo de ontolog´ıa para un cata´logo multimedia.
En definitiva, las ontolog´ıas definen, relacionan y formalizan un vocabulario comu´n para un
a´rea de conocimiento dada.
Logic, proof: En estas dos capas superiores se identifican los aspectos de inferencia que se
deben desarrollar para crear nuevo conocimiento a partir de los datos existentes. Un ejemplo
de ello ser´ıa el conjunto de reglas para usar conjuntamente dos ontolog´ıas distintas, o co´mo
relacionar y usar elementos de una u otra.
Trust (Criptograf´ıa y firma digital): La capa superior surge de la preocupacio´n acerca de
si las declaraciones realizadas en la web sema´ntica son fiables o no. Para ello se debe desarrollar
una infraestructura que se base en la tecnolog´ıa de firmas digitales, presente en todas las capas
de la Tarta Sema´ntica.
Esta definicio´n de la estructura de la web sema´ntica tuvo modificaciones importantes. Al princi-
pio se pretend´ıa que cada capa de un nivel se basase en el nivel de la capa inmediatamente anterior.
Por ejemplo que el lenguaje RDF se basase en las tecnolog´ıas XML. Sin embargo, los desarrollos
posteriores demostraron que, si bien esta regla era altamente recomendable, no era posible en todas
las ocasiones. Adema´s se observo´ una carencia importante en la organizacio´n propuesta al no existir
una infraestructura para realizar consultas. Por ello, en el an˜o 2006 se publico´ una nueva versio´n de
la Tarta Sema´ntica (figura 2.7) [12].
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Figura 2.7: Nueva Tarta Sema´ntica propuesta por el W3C, 2006
Las principales novedades son:
Lenguaje OWL: La capa de ontolog´ıas pasara´ a identificarse con el lenguaje OWL, que es
una evolucio´n del lenguaje RDF cuyo objetivo es la definicio´n de ontolog´ıas.
Lenguaje de consulta SPARQL: Sera´ el lenguaje de consultas usado en la web sema´ntica,
siguiendo un funcionamiento similar al de SQL en las bases de datos relacionales.
Reglas RIF: Debido a la existencia de distintos sistemas dentro de la web sema´ntica, surge
la necesidad de desarrollar Rule Interchange Formart o RIF. Una infraestructura que permite
definir reglas de un modo interoperable entre distintos sistemas.
Sin embargo, esta Tarta Sema´ntica no es la definitiva. Junto a las dificultades te´cnicas para
asegurarse que cada capa superior este´ basada en la capa inferior, muchas de sus tecnolog´ıas aun se
esta´n desarrollando y surgen nuevas propuestas como RDFa o Turtle que presentan dificultades para
encajar en la estructura. Adema´s aun no se ha desarrollado de forma completa, una infraestructura
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de criptograf´ıa y firma digital, una capa de confianza, por lo que uno de los principales problemas a
los que se enfrenta la web sema´ntica, la fiabilidad y confianza de los datos, au´n necesita desarrollo.
Sin duda alguna, en un futuro surgira´n nuevas versiones de la Tarta Sema´ntica. Por ello e´sta no
debe seguirse de forma literal, sino que debe utilizarse como un mapa conceptual de sus tecnolog´ıas.
2.1.3. Aplicaciones de la web sema´ntica
Las aplicaciones de la web sema´ntica son numerosas y pueden ser aplicadas a un amplio rango de
informacio´n en la web. Como ya se menciono´, los principales principios de la web sema´ntica nacieron
pra´cticamente al mismo tiempo que la web original, por lo que muchas de sus aplicaciones esta´n
integradas en e´sta desde el nacimiento de la web. Otras, sin embargo, pretenden, usando RDF y los
metaformatos, realizar nuevas mejoras en la informacio´n que recibe el usuario y lo que es capaz de
entender una ma´quina. A continuacio´n se expondra´n algunos ejemplos de co´mo la web sema´ntica se
esta´ expandiendo cada vez ma´s como una capa nueva en la web tradicional.
Informes financieros
El sector financiero es un sector fuertemente informatizado en el que la mayor´ıa de las operaciones
se realizan por parte de ma´quinas. Existe un gran intere´s por aplicar tecnolog´ıas de la web sema´ntica
que permitan transformar documentos financieros XBRL en formatos sema´nticos como RDF. Un
ejemplo llamativo es el proyecto Semantic XBRL del grupo Griho de la Universidad de Lleida [13],
donde se han transformado los documentos financieros del sistema estadounidense EDGAR a RDF,
obtenie´ndose ma´s de 46 millones de declaraciones RDF.
Sema´ntica en la documentacio´n me´dica
Las tecnolog´ıas de la web sema´ntica tienen grandes oportunidades en la documentacio´n me´dica.
Un sector donde una clasificacio´n eficaz de la informacio´n y el acceso a e´sta es fundamental, debido
a la enorme cantidad de datos a tratar. Si un me´dico dispone de un sistema adecuado, sera´ capaz
de diagnosticar de forma ma´s ra´pida y eficaz el problema de un paciente. En este sentido, la web
sema´ntica puede aportar grandes ventajas, como la integracio´n entre distintos sistemas de infor-
macio´n me´dicos, as´ı como realizar nuevas inferencias que permita mejorar el diagno´stico de ciertas
enfermedades a partir de diversos s´ıntomas.
Un ejemplo de ello puede ser la integracio´n y representacio´n de los sistemas de visualizacio´n
de datos. En el art´ıculo Semantic enhacement of electronic health records for decision support and
interactive information visualization [14], se realiza una propuesta denominada como V.A.F Frame-
work. E´sta pretende la integracio´n de los esta´ndares de documentacio´n me´dica como EHRs y CDA,
usando tecnolog´ıas de la web sema´ntica como OWL para la creacio´n de ontolog´ıas accesibles a trave´s
de la web, y SPARQL para la recuperacio´n eficaz de dicha informacio´n.
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Otros de los muchos proyectos orientados a la web sema´ntica en el campo me´dico es el proyecto
The Cancer Genome Atlas [15], cuyo objetivo es catalogar las mutaciones gene´ticas responsables
del ca´ncer. Debido a la gran cantidad de informacio´n existente, en la Universidad de Texas esta´n
desarrollando un sistema que transforma los datos a tripletas RDF, ofreciendo adema´s una terminal
SPARQL Endpoint para su consulta [16].
Raw data y mashups
El feno´meno de la web de datos, donde cada vez ma´s instituciones, empresas y usuarios comparten
datos crudos en Internet, ha originado una gran cantidad de aplicaciones que usan dichos datos de
formas muy diversas y, en muchas ocasiones, de un modo totalmente distinto al propo´sito original
para el que se crearon.
Dichas aplicaciones, encargadas de representar e interpretar estos datos crudos, son popularmente
conocidas como mashups. Existen muchos ejemplos en la web de aplicaciones con estas caracter´ısticas
de un alto contenido sema´ntico. Algunas de las ma´s famosas son usadas junto con Google maps o
Openstreetmap, donde los usuarios crean capas de mapas en las que se superponen datos actualizados
de diversa ı´ndole, desde la concentracio´n de accidentes de coches, a mapas colaborativos y en tiempo
real de zonas afectadas por desastres naturales, como el ocurrido en Hait´ı en el an˜o 2010 [17].
Destacan cada vez ma´s aplicaciones realizadas a partir de datos gubernamentales, como en que´ se
esta´ gastando el dinero de los impuestos en Gran Bretan˜a o denunciar el estado de una calle a las
autoridades para que e´stas procedan a su reparacio´n, as´ı como los resultados de las votaciones de
varios pa´ıses. O propuestas como Layar, un navegador de realidad aumentada que permite visualizar
puntos de intere´s cercanos al usuario, o Waze, un sistema de ayuda a los conductores, colaborativo,
donde se puede alertar a otros conductores de accidentes, congestiones de tra´fico, etc.
En definitiva, las mashups son aplicaciones orientadas a representar gra´ficamente una serie de
datos que faciliten poder llegar a conclusiones, o realizar nuevos descubrimientos, de una forma ma´s
ra´pida y eficaz.
Linked data y bancos de informacio´n sema´ntica
La web sema´ntica es ya una red formada por millones de datos. Si se observa su diagrama de
etiquetas en la figura 2.8, se puede percibir que destacan ciertos dominios que se comentara´n a
continuacio´n:
DBpedia: DBpedia es un proyecto que nacio´ con el objetivo de obtener datos sema´nticos a
partir de los contenidos de la enciclopedia colaborativa Wikipedia. Coordinado por la Univer-
sidad de Lepzig y la Universidad libre de Berl´ın, en el an˜o 2011, conten´ıa ma´s de tres millones
y medio de objetos y ma´s de mil millones de sentencias RDF. DBpedia contiene distintas sub-
clases de recursos. Desde personas a lugares, trabajos, organizaciones, etc., cada una con sus
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Figura 2.8: The linked open data cloud diagram, linkeddata.org, 2011 muestra los principales domi-
nios de Internet que contienen informacio´n sema´ntica y su relacio´n entre ellos. Destaca el proyecto
DBpedia como uno de los nodos ma´s relacionados.
respectivas propiedades. DBpedia es ampliamente utilizado por otros dominios, que usan sus
datos dentro de la web sema´ntica con distintos fines.
Freebase: Es uno de los principales nodos de informacio´n sema´ntica presentes en la web.
Mezcla la definicio´n automa´tica de nuevos objetos a partir de informacio´n de otros nodos,
como DBpedia, con la colaboracio´n de los usuarios, siendo un gran medio para encontrar
informacio´n de forma ordenada y recopilada de una entidad determinada.
Europeana: Europeana nacio´ para compartir, recopilar y permitir el acceso al patrimonio
cultural europeo con el objetivo de difundirlo y preservarlo. En el proyecto participan ma´s de
1.500 instituciones culturales, como bibliotecas, museos, archivos y asociaciones culturales de
toda Europa. Europeana no funciona como un servidor principal en el que se almacenan todos
los objetos digitalizados, sino como un catalogo centralizado que relaciona los distintos repo-
sitorios de cada institucio´n. Para ello, usa distintas tecnolog´ıas propias como ESE (Europeana
Semantic Elements que mezclados con tecnolog´ıas como RDF, SKOS y SPARQL proporcionan
la integracio´n y coherencia de los datos recogidos de las diversas fuentes europeas.
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Microformatos, RDFa y microdata
Los denominados como microformatos permiten la integracio´n de informacio´n sema´ntica en el
propio co´digo de las pa´ginas web. Sus aplicaciones y expansio´n, debido a su relativa sencillez y
eficacia de descripcio´n, hacen que sean ampliamente usados en numerosos sitios web, desde bancos
de ima´genes a pa´ginas de productos, cr´ıticas de cine y televisio´n, webs de recetas, etc. Su uso permite
una mejor indexacio´n por parte de los motores de bu´squeda, que ofrecen de esta forma informacio´n
ma´s precisa y detallada al usuario.
A su vez, este tipo de formatos sema´nticos son ampliamente utilizados en las redes sociales,
generando relaciones entre entidades como personas, empresas, gustos, aficiones, etc. Estas relaciones
permiten a las redes sociales ofrecer mejor contenido al usuario, as´ı como monetizar su informacio´n.
En este a´mbito destaca Facebook con su Facebook Open Graph [18], que permite relacionar las
actividades de un usuario en otros servicios web con la red social.
2.2. Microdata y HTML5: Acercando la web sema´ntica al
disen˜o web
El 2 de Junio de 2011 los principales motores de bu´squeda Google, Bing y Yahoo anunciaron la
creacio´n del sitio web schema.org [19] con el fin de promover un nuevo esta´ndar de datos sema´nticos
incrustados: la microdata. Microdata es un formato que pretende an˜adir pequen˜as descripciones
sema´nticas sobre entidades como libros, personas, lugares, empresas etc., dentro del co´digo HTML5.
El esta´ndar HTML5 nacio´ con el fin de hacer la web menos dependiente de lenguajes como Java
y Flash, potenciando y promoviendo los elementos multimedia. Al mismo tiempo el nuevo esta´ndar
ten´ıa un reto au´n mayor: aumentar la expresividad y el contexto de la informacio´n en la web. HTML5
contiene ya elementos sema´nticos como las etiquetas ol, header, nav, article, aside, section o footer.
Sin embargo, estas etiquetas dan ma´s detalle a los navegadores y otros programas sobre el formato
de la pa´gina, y no sobre su contenido.
Anteriormente, para describir a una persona con co´digo incrustado, es decir, sin tener que recu-
rrir a crear pa´ginas de tripletas RDF, la u´nica opcio´n era usar los microformatos y su etiqueta class.
Aunque hoy en d´ıa su uso sigue estando muy extendido, su expresividad y eficacia son limitadas, por
lo que surgio´ la propuesta del W3C de adaptar la estructura ba´sica de RDF a un co´digo incrustado
en XHTML, creando RDFa. Si bien es una forma sencilla de describir tripletas de forma incrus-
tada, segu´ıa siendo una solucio´n compleja para muchos disen˜adores web que continuaron usando
los microformatos para conseguir mayor informacio´n sema´ntica y un mayor posicionamiento en los
resultados de los motores de bu´squeda.
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2.2.1. Schema.org: El esquema adoptado por los grandes buscadores
Como ya se ha comentado, en 2011 los motores de bu´squeda Google, Bing y Yahoo crean sche-
ma.org [19], presentando un nuevo formato sema´ntico incrustado. Actualmente colabora tambie´n
Yandex, el principal buscador ruso de la web. Schema.org se basa en intentos anteriores como RDFa
y los microformatos para realizar la estructura de la microdata. Todas sus entidades esta´n vincula-
das a una superentidad o entidad madre denominada Thing. A partir de ella se describen distintos
tipos de informacio´n, desde personas a productos, ima´genes, pa´ginas web, v´ıdeos etc., as´ı como sus
respectivos subtipos.
2.2.2. Estructura de la microdata
La microdata usa atributos de HTML5 para describir las entidades. Toda la microdata de una
entidad se describe dentro de la misma etiqueta. De esta forma, la informacio´n sema´ntica puede
estar incrustada en cualquier etiqueta propia de HTML5, si bien lo habitual es el uso de etiquetas
contenedoras como div o span. A los atributos ya existentes en HTML5 se les incorporan cinco ma´s
orientados al uso de la microdata, que se enumeran a continuacio´n:
itemscope: Su propo´sito es indicar que se empieza describir una entidad descrita con micro-
data. Aunque formalmente es un atributo sin valor, y va directamente sucedido por itemtype,
en la pra´ctica muchas pa´ginas web lo sustituyen por itemscope=“” o itemscope=“itemscope”
para facilitar a los distintos programas de ana´lisis web la lectura de la microdata, debido a
que e´stos habitualmente presentan problemas de incompatibilidad a la hora de leer atributos
vac´ıos. Un ejemplo de co´mo comenzar´ıa una etiqueta contenedora con microdata ser´ıa:
1 <div itemscope itemtype="http :// schema.org/Offer">...</div>
2 o
3 <div itemscope="" itemtype="http :// schema.org/Offer">...</div>
4 o
5 <div itemscope="itemscope" itemtype="http :// schema.org/Offer">...</div>
itemtype: Tras indicar con itemscope el comienzo de un bloque de microdata, se indica el
tipo de entidad que se va a describir mediante el atributo itemtype. En el ejemplo anterior
puede verse como itemtype tiene como valor una URL de schema.org que lo identifica como
un objeto tipo oferta. De esta forma se indica el tipo de entidad y a su vez se direcciona a la
pa´gina que contiene los valores de dicha entidad.
itemprop: El atributo itemprop es el encargado de definir las propiedades a declarar de la
entidad. El valor de cada entidad sera´ normalmente escrito entre las etiquetas, si bien en
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algunas ocasiones y propiedades el valor estara´ en otro atributo como content, src, href, etc.
Se pueden observar los dos casos posibles en el siguiente ejemplo:
1 <span itemprop="name">Blend -O-Matic </span>
2 o
3 <span itemprop="name" content="Blend -O-Matic"/>
itemid: Permite definir un identificador global para la entidad descrita, por ejemplo el nu´mero
ISBN de un libro.
itemref: Permite describir dentro de la identidad propiedades que no son propias de e´sta,
es decir, propiedades que no esta´n directamente relacionadas con la entidad descrita ni son
un subtipo de e´sta. Un ejemplo ser´ıa una entidad que describe una imagen tipo imageobject
de tema´tica me´dica que muestra un conjunto de huesos en e´sta. La entidad imageobject no
puede en principio describir datos me´dicos. Sin embargo, y mediante el uso de itemref, puede
describirse dentro de e´sta la entidad bone que aportara´ informacio´n sema´ntica u´til en el a´mbito
me´dico.
Si bien los dos u´ltimos atributos, itemid e itemref, pueden usarse para ciertos casos, en la pra´ctica
lo ma´s comu´n es el uso de los tres atributos: itemscope, itemtype e itemprop. De esta forma, con solo
tres atributos adicionales en HTML5, podemos describir multitud de clases distintas en una pa´gina
web.
A continuacio´n se muestra un ejemplo sencillo de persona descrita con microdata, extra´ıdo de
schema.org [20]:
1 <div itemscope itemtype="http :// schema.org/Person">
2 <span itemprop="name">Jane Doe</span>
3 <img src="janedoe.jpg" itemprop="image" />
4
5 <span itemprop="jobTitle">Professor </span>
6 <div itemprop="address" itemscope itemtype="http :// schema.org/
PostalAddress">
7 <span itemprop="streetAddress">
8 20341 Whitworth Institute
9 405 N. Whitworth
10 </span>
11 <span itemprop="addressLocality">Seattle </span>,
12 <span itemprop="addressRegion">WA</span>
13 <span itemprop="postalCode">98052 </span>
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14 </div>
15 <span itemprop="telephone">(425) 123 -4567</span>
16 <a href="mailto:jane -doe@xyz.edu" itemprop="email">
17 jane -doe@xyz.edu</a>
18
19 Jane ’s home page:
20 <a href="http :// www.janedoe.com" itemprop="url">janedoe.com</a>
21
22 Graduate students:
23 <a href="http :// www.xyz.edu/students/alicejones.html" itemprop="colleague"
>
24 Alice Jones</a>
25 <a href="http :// www.xyz.edu/students/bobsmith.html" itemprop="colleague">
26 Bob Smith</a>
27 </div>
Como puede observarse, la entidad ha de describirse completamente dentro de la etiqueta con-
tenedora marcada con el atributo itemscope. A continuacio´n el atributo itemtype marca el tipo de
entidad que vamos a describir (en este caso, una persona). Despue´s de estas dos declaraciones, la
etiqueta puede tener todo el co´digo que sea necesario (en ocasiones en las que se usa la entidad web-
page, puede contener la pa´gina entera). Dentro de ella se marcara´n las propiedades de la microdata
con el atributo itemprop. As´ı, podemos observar co´mo se describe el nombre de la persona con el
atributo itemprop=“name”, as´ı como otros valores, como una imagen o en que´ trabaja. Es impor-
tante destacar que la microdata permite describir otras entidades dentro de la entidad principal,
siempre que e´sta este´ relacionada con la entidad principal. En caso contrario se debe usar el atributo
itemref para describir propiedades externas, si bien no es una pra´ctica comu´n. En el caso de arriba
vemos co´mo la propiedad itemprop=“address” tiene como valor la clase postaladress, que se enuncia
con su itemscope e itemtype, estando anidada dentro de la clase principal: person.
Como ya hemos mencionado, ciertas propiedades como itemprop=“url” no tienen el valor de la
propiedad en el propio texto, sino en otros atributos, como en este caso href.
De esta forma, usando los tres atributos principales y el ampl´ıo vocabulario descrito por sche-
ma.org, se puede incorporar de forma sencilla informacio´n sema´ntica a una pa´gina web. A continua-
cio´n se comentara´n algunas herramientas y recursos que ayudan a la construccio´n de sitios web con
microdata.
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2.2.3. Herramientas y recursos de microdata actuales
Si bien la implementacio´n de la microdata dentro del co´digo de una pa´gina web es sencilla, ac-
tualmente existen diversas herramientas que ayudan a los desarrolladores web a crear su informacio´n
con microdata. Entre ellos destaca la herramienta de verificacio´n de datos estructurados de Google





















Figura 2.9: Resultados del ejemplo de co´digo con microdata tipo person extra´ıdos por la herramienta
Google Structured Data Testing Tool.
Existen, a su vez, varias herramientas que permiten crear co´digo de microdata, como microdata-
generator.com o schema-creator.com. Tambie´n existen plantillas como la de Drupal [22], que ayudan
a la escritura de la microdata. Si bien todas estas herramientas permiten simplificar el proceso de
escribir microdata, son en muchos aspectos muy limitadas y no son compatibles con algunas enti-
dades. Por este motivo, siempre es recomendable escribir la microdata directamente en el co´digo
HTML.
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2.2.4. Ventajas y desventajas respecto a otros vocabularios
La microdata supone un formato ma´s en la competencia entre metaformatos que existe actual-
mente en la web. Su sencillez y clara estructura respecto a otros metaformatos, como los microfor-
matos o RDFa y RDF lite, as´ı como el apoyo por los principales motores de bu´squeda y su uso en
la versio´n de hipertexto HTML5, hacen que su uso este´ cada vez ma´s extendido. A continuacio´n, en
la tabla 2.1, puede verse una comparativa entre los distintos metaformatos actuales.
Vocabulario Complejidad Procesamiento Extensibilidad
Microformatos Bajo Baja Baja Ninguna
RDFa Alto Alta Alta Alta
RDFa Lite Medio Baja Media Alta
Microdata Medio Baja Baja Media
Tabla 2.1: Comparativa entre los distintos metaformatos existentes en la web.
Mientras que los microformatos son sencillos de utilizar y su nivel de procesamiento es bajo, esta´n
muy limitados tanto por su vocabulario como por la carencia de expansibilidad, siendo imposible la
creacio´n de microformatos propios. RDFa es sin duda el metaformato ma´s potente, teniendo un gran
vocabulario y una extensibilidad muy completa. Pero su complejidad y dificultad de procesamiento
hacen que su aplicacio´n sea costosa, requiriendo tiempo y experiencia. En esta competencia entre
formatos cabe destacar RDFa Lite, que surgio´ como respuesta a la creacio´n de la microdata, y es
una simplificacio´n de RDFa, siendo su estructura y funcionamiento un calco de e´sta. Sin embargo,
aporta la ventaja de no necesitar itemref para relacionar diversos objetos, as´ı como la flexibilidad
de mezclar vocabularios mediante el prefijo prefix, caracter´ıstica del lenguaje RDF y sus derivados.
La microdata, a cambio, ofrece un menor nivel de procesamiento, siendo ma´s eficiente su ana´lisis
por parte de los programas extractores.
Un u´ltimo factor destacable, que no se presenta en la tabla por ser ma´s subjetivo, es el apoyo que
recibe cada formato. Los microformatos fueron los primeros metaformatos, y actualmente son los ma´s
usados en la web. La adopcio´n de RDFa ha sido muy pequen˜a debido a su complejidad. Si bien los
especialistas en web sema´ntica la defienden, los disen˜adores web prefieren usar otros metaformatos
ma´s sencillos de implementar. Son el caso de RDFa Lite y microdata. Si bien RDFa Lite ofrece
ventajas superiores en ciertos aspectos sema´nticos, en la pra´ctica la Microdata esta´ teniendo mayor
difusio´n debido al fuerte apoyo recibido por parte de los motores de bu´squeda.
Aunque estos motores aceptan tambie´n otros metaformatos, en la pra´ctica esta´n trabajando
para mejorar y extender el metaformato de la microdata. El uso de metaformatos en una pa´gina web
permite una mayor riqueza a la hora de ofrecer resultados al usuario. Los motores de bu´squeda son
capaces de indexar mejor las pa´ginas al obtener informacio´n ma´s contextualizada, por lo que su uso
deriva en un mejor posicionamiento web y en una mayor riqueza en la muestra de los resultados.
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Esta riqueza es lo que se denomina como rich snippet, y permite a motores como Google mostrar
mayor informacio´n de una web determinada (figura 2.10).
Figura 2.10: Ejemplo de resultados enriquecidos, Google, 2013
2.2.5. Aplicaciones presentes y futuras
La microdata nacio´ en el an˜o 2011 y esta´ ı´ntimamente ligada al formato web HTML5. A pesar
de su juventud, el gran apoyo de los motores de bu´squeda y su utilidad como descriptor sema´nti-
co esta´ haciendo que se extienda ra´pidamente. Existen numerosos ejemplos actuales de microdata
aplicados en diversos sitios web. El ma´s famoso es sin duda el visor de recetas de Google: Google
Recipes View [23] (solo disponible en EEUU y Japo´n) que mediante el uso de microdata permite
buscar recetas por diversos para´metros, como por ejemplo ingredientes disponibles, tipo de comida
o incluso calor´ıas. En la misma l´ınea existen pa´ginas web que aplican la microdata en sus recetas
con el fin de mejorar sus bu´squedas como foodnetwork.com o yummly.com.
Otro ejemplo significativo es el sitio IMDb.com, Un sitio dedicado a la creacio´n de una gran base
de datos de pel´ıculas, series, actores y otros elementos relacionados con el mundo del especta´culo.
IMDb utiliza varios recursos de la web sema´ntica como tripletas RDF y microdata. En el caso de la
microdata, se describen elementos multimedia como pel´ıculas o series, an˜adiendo informacio´n de los
actores, cr´ıticas y otros para´metros relacionados.
Otro campo en el que se observa actualmente un aumento en el uso de microdata son las webs
especializadas en ofrecer ima´genes. Bancos de ima´genes como dreamstime.com o freefoto.com, in-
corporan microdata en sus resultados con el objetivo de ofrecer mayor informacio´n sobre las fotos e
ima´genes que ofrecen, y por tanto mayor precisio´n en sus bu´squedas. Cabe tambie´n destacar sitios
web pertenecientes a medios de comunicacio´n que poco a poco van incorporando microdata en la
descripcio´n de sus art´ıculos, v´ıdeos y fotograf´ıas. Un ejemplo de ello es theguardian.com, que suele
comentar sus art´ıculos, as´ı como describir su autor y sus fotograf´ıas, con microdata. Tambie´n des-
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tacan sitios como rtve.es, web con un gran archivo multimedia de v´ıdeo y audio descritos mediante
microdata, o el grupo AtresMedia, que la utiliza para describir noticias y elementos multimedia.
2.3. Aran˜as web: Herramientas para la obtencio´n de infor-
macio´n en la web
Uno de los objetivos de la web sema´ntica es promover el denominado Internet de las cosas. La
comunicacio´n entre ma´quinas es habitual desde el nacimiento de Internet y ha ido creciendo hasta
llegar al momento actual, en que la navegacio´n por parte de elementos no humanos ha llegado al
61.5 % [24]. Como puede observarse en la figura 2.11, el uso de bots en la web es ya superior al
humano. Muchos de esos bots son los denominados como rastreadores, aran˜as web o crawlers.
Figura 2.11: Resumen de los resultados obtenidos por Incapsula Inc, 2013, relativos al tra´fico humano
y no humano en el an˜o 2013.
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2.3.1. Descripcio´n general y funcionamiento
Un Web crawler es un programa disen˜ado para explorar pa´ginas webs de forma automa´tica.
Sus usos van desde la indexacio´n de los sitios web, como Googlebot, a tareas de mantenimiento de
dominios web como bu´squeda de links rotos o la recoleccio´n de un tipo de informacio´n determinada.
El funcionamiento y estructura de un crawler suele dividirse en cuatro partes: sembrado, fil-
tro, descarga y ana´lisis, o tres, dependiendo de si el crawler esta´ disen˜ado para analizar las webs
encontradas o solo para descargarlas.
Normalmente un crawler parte de una lista de direcciones URL a analizar, conocidas como feeds o
semillas. A continuacio´n, el crawler realiza un filtrado de las pa´ginas web que le interesan o no segu´n
una serie de criterios conocidos como crawling policies que dependen de los objetivos del crawler, y
que pueden pueden ir desde que la pa´gina haya sido ya visitada o no, a tipos especiales de pa´ginas,
dominios concretos, bu´squeda de pa´ginas con formatos espec´ıficos, u´ltima vez que se visito´ la pa´gina,
etc. Una vez seleccionados los feeds que se desea analizar, el crawler realiza la descarga de las pa´ginas
web y si el crawler esta´ disen˜ado para ello, el ana´lisis, extraccio´n y almacenamiento del contenido
buscado.
En la figura 2.12 puede observarse la estructura ba´sica que normalmente usa un crawler. Depen-
diendo de sus objetivos, almacenara´ o no toda la pa´gina web o solo una parte. En el caso de Googlebot
por ejemplo, el crawler solo descarga la pa´gina y la prepara para que otro programa externo, cuyo
algoritmo protege Google como secreto empresarial, realice la indexacio´n del contenido prepara´ndolo
para su consulta.
Si bien implementar un crawler ba´sico puede ser relativamente sencillo, desarrollar un crawler
con altos niveles de eficiencia, velocidad y fiabilidad conlleva un desarrollo y perfeccionamiento
de dificultad elevada. Debido a e´sto, los algoritmos y arquitectura de los principales crawlers son
celosamente guardados en secreto por parte de las corporaciones. Las aran˜as web trabajan en el,
probablemente, sistema ma´s abierto que existe de informacio´n en el mundo: Internet. Se estima que
actualmente los crawlers solo son capaces de analizar un 15 % de toda la informacio´n existente en
la web.
Las dificultades a las que puede enfrentarse un crawler pueden llegar a ser muy numerosas: du-
plicidad o excesiva informacio´n, redireccionamientos, pa´ginas vac´ıas, co´digo HTML erro´neamente
escrito, que puede resultar un problema para su parser, incluso las denominadas como spider traps
que, creadas de forma intencional o accidental, pueden llevar a un crawler a un bucle infinito me-
diante redireccionamientos, pa´ginas dina´micas, o informacio´n a analizar que sea capaz de llevar a
un error del programa al parser que las analice.
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Figura 2.12: Arquitectura general de un web crawler, Carlos Castillo, 2004.
2.3.2. Aplicaciones actuales
Las aplicaciones que puede tener una aran˜a web son muy variadas y en la practica infinitas. Como
se observaba en la figura 2.11, los web crawlers son cada vez ma´s usados por numerosas empresas
y organismos para fines comerciales y/o de investigacio´n. Su aplicacio´n ma´s famosa es su uso en los
motores de bu´squeda. Los crawlers son los mecanismos gracias a los que puede indexarse la web,
pudiendo realizar bu´squedas que arrojen resultados fiables. Googlebot y Yahoo Slurp son algunos de
los crawlers ma´s conocidos que d´ıa a d´ıa analizan la web buscando cambios y nuevo contenido. Cabe
destacar tambie´n crawlers con fines ilegales denominados como spambots. Normalmente se basan en
la suplantacio´n de identidad online para llevar a cabo operaciones fraudulentas.
Sin embargo, el uso de crawlers va mucho ma´s alla´ de su empleo en los motores de bu´squeda.
Existen numerosos crawlers cuyo objetivo es el mantenimiento de un determinado dominio mediante
la comprobacio´n de enlaces rotos, pa´ginas ca´ıdas y un sinf´ın de tareas posibles. Adema´s, son cada
vez ma´s usados por parte de empresas para la monitorizacio´n de la competencia. Es habitual la
generacio´n de informes de comparativas de precios en sectores donde la competencia es muy elevada
mediante el uso de crawlers que analizan la informacio´n encontrada en la web de los competidores
de forma perio´dica. En general, el objetivo primordial de una aran˜a web es analizar la red en busca
de una informacio´n determinada. Por esta razo´n su uso en la web sema´ntica cobra vital importancia
como medio para obtener informacio´n y analizar datos sema´nticos ricos en contexto. Un ejemplo de
ello es Slug [25], un crawler sema´ntico especializado en la obtencio´n de tripletas RDF. Como se ha
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podido observar, el uso de bots en Internet esta´ creciendo cada vez ma´s. El desarrollo de dispositivos
mo´viles, as´ı como de nuevos elementos electro´nicos conectados a Internet mediante el denominado
Internet de las cosas, augura un crecimiento au´n mayor en el que la comunicacio´n entre ma´quinas
y la traduccio´n de la informacio´n al lenguaje natural humano cobrara´n cada vez ma´s importancia.
Por este motivo la web sema´ntica es fundamental para el futuro desarrollo de la red de redes que,
cada vez ma´s, nos mantiene conectados como una sola inteligencia colectiva.




En este cap´ıtulo se describira´ el programa Onewebmicrodata. Se trata de un programa tipo
crawler cuyo objetivo es la bu´squeda, recoleccio´n, ana´lisis y extraccio´n de ima´genes con informacio´n
sema´ntica, en formato de microdata, presentes en la web. Se describira´n, por tanto sus objetivos y
requisitos, as´ı como su estructura y otros aspectos presentes en la creacio´n de un programa rastreador
de estas caracter´ısticas.
3.1. Descripcio´n general
El programa Onewebmicrodata es un programa del tipo aran˜a web o crawler. Estos programas
esta´n enfocados a la exploracio´n de pa´ginas web con distintos propo´sitos, desde tareas de mante-
nimiento en dominios a la bu´squeda y extraccio´n de una determinada informacio´n. En el caso del
crawler realizado, su objetivo es la localizacio´n y extraccio´n de ima´genes con microdata presentes
en la web.
La microdata, tal como se explico´ en el apartado 2.2, es un tipo de metadato presente en pa´ginas
escritas en HTML5 cuyo objetivo es la descripcio´n sema´ntica de distintas entidades. Con ella se
pueden describir de una forma detallada conceptos como personas, empresas, productos, pel´ıculas,
etc., mediante el uso de clases y atributos, propios de cada concepto, incrustados en el co´digo HTML.
En el caso del presente programa se pretende localizar y extraer la informacio´n que describa
ima´genes mediante microdata presentes en la web. Para la descripcio´n de ima´genes existen dos
clases de microdata a tener en cuenta: ImageObject [26] y Photograph [27]. La primera describe
cualquier tipo de imagen presente en la web, mientras que la segunda esta´ centrada en la descripcio´n
de fotograf´ıas. Estas dos clases son hijas de otras ma´s generales de las que heredan sus atributos,
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as´ı como padres de otras clases anidadas o subclases que pueden ser descritas dentro de e´stas (por
ejemplo, la persona que ha realizado la fotograf´ıa). Para ello el programa se divide en dos partes,
la parte del crawler o exploracio´n, encargada de moverse de web en web descargando y procesando
el co´digo HTML, y la parte de extraccio´n y ana´lisis, encargada de la extraccio´n y lectura de la
microdata.
As´ı pues, el programa partira´ de una pa´gina web o conjunto de pa´ginas web especificado, anali-
zando el co´digo de cada una y movie´ndose a la siguiente. En el caso de que encuentre ima´genes con
microdata, el programa descargara´ la imagen y extraera´ la informacio´n de e´sta en un documento txt
del mismo nombre que la imagen.
A continuacio´n se describira´n los objetivos generales del programa, as´ı como sus especificaciones
de disen˜o y arquitectura. Finalmente se presentara´ una serie de ensayos realizados con el programa
junto con sus resultados.
3.2. Especificaciones de disen˜o
El programa busca cumplir una serie de objetivos generales que se especifican a continuacio´n:
3.2.1. Objetivos generales y requisitos del sistema
Exploracio´n web: El programa debe ser capaz de analizar una pa´gina web, movie´ndose
posteriormente y de forma automa´tica a una nueva pa´gina vinculada a la anterior. Debe ser
capaz de repetir este proceso reiteradamente con el objetivo analizar el mayor nu´mero de
pa´ginas web posible.
Identificacio´n de ima´genes descritas mediante microdata: El programa debe ser capaz
de analizar el co´digo de cada pa´gina web que explore, identificando si existen o no ima´genes
con microdata dentro de e´sta.
Extraccio´n de las ima´genes: Si el programa detecta que existe una imagen con informacio´n
en forma de microdata, debe ser capaz de extraer la imagen descarga´ndola al ordenador.
Ana´lisis y extraccio´n de la microdata adjunta: El programa debe ser capaz de analizar
la microdata asociada a la imagen, extrayendo su informacio´n a un archivo de texto plano txt,
cuyo nombre debe ser el mismo que el de la imagen descargada.
Extraccio´n y ana´lisis de datos Exif: Los datos Exif son informacio´n incrustada dentro
del binario de un archivo tipo imagen JPEG o TIFF, no siendo soportado por formatos como
JPEG 2000 y PNG. Los datos Exif son, normalmente, generados a partir de la realizacio´n de
una fotograf´ıa o la manipulacio´n de una imagen mediante un programa de edicio´n. El objetivo
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de los datos Exif es almacenar informacio´n referente a la fotograf´ıa, como el modelo de ca´mara
usado, la apertura, velocidad de obturacio´n, sensibilidad o ISO, uso del flash, etc. El programa
debe ser capaz de analizar si las ima´genes descargadas poseen o no datos Exif extrayendo y
an˜adiendo dicha informacio´n al archivo txt con su mismo nombre. A su vez, el programa debe
ser capaz de, en funcio´n de los para´metros obtenidos por los datos Exif, extraer conclusiones
sobre el tipo de fotograf´ıa que se ha realizado (fotograf´ıa de noche, retrato, paisaje, macro,
etc).
Para alcanzar estos objetivos, el programa debera´ cumplir una serie de requisitos mı´nimos:
El programa debera´ ser capaz de realizar la descarga de archivos presentes en la red, tanto
documentos HTML, como ima´genes.
A su vez, el programa debera´ ser capaz de identificar otro tipo de archivos, evitando su descarga.
El programa debera´ ser capaz de analizar el co´digo HTML obtenido de cada pa´gina web des-
cargada, identificando y/o modificando, si es necesario, el contenido de dicho co´digo, as´ı como
los enlaces URL presentes en e´ste.
El programa debera´ ser capaz de, a partir de una pa´gina web dada, moverse a otra pa´gina web
para realizar un nuevo ana´lisis.
El programa debera´ identificar y extraer el co´digo que contenga ima´genes descritas mediante
microdata.
El programa debera´ analizar dicho co´digo con microdata, descargando la imagen que describe
y extrayendo a un fichero de texto la informacio´n sobre e´sta.
El programa debera´ ser capaz de identificar que´ ima´genes descargadas poseen datos Exif,
extrayendo dichos datos junto la informacio´n extra´ıda de la microdata.
A continuacio´n se describira´n los aspectos del programa claves para alcanzar los objetivos y
requisitos mencionados: lenguaje de programacio´n, librer´ıas y estructura ba´sica de funcionamiento.
3.2.2. Lenguaje de programacio´n utilizado
Para la realizacio´n del programa se ha usado el lenguaje de programacio´n C++.
Su eleccio´n frente a otros lenguajes de programacio´n viene dada por diversas razones.
En primer lugar ha influido la cantidad de librer´ıas disponibles en C++. Si bien algunas librer´ıas
fundamentales del programa, como libcurl, disponen de versiones para pra´cticamente cualquiera de
los lenguajes actuales, otras librer´ıas, para segu´n que´ tareas, pueden ser ma´s dif´ıciles de hallar. Esta
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variedad, es de gran importancia en un programa tipo crawler o aran˜a web, cuya funcionalidad
puede ser adaptada a multitud de propo´sitos.
En segundo lugar, tanto para el ana´lisis del co´digo HTML de la parte de crawler del programa,
como para el parser de microdata, la velocidad de procesamiento del lenguaje C++ respecto a otros
lenguajes, sobre todo interpretados como Java o Python, es, en general, significativamente superior.
En un programa de este tipo, donde se pretende analizar grandes volu´menes de informacio´n, es
fundamental intentar optimizar todo lo posible la velocidad del programa. Tal como se comentaba
en el apartado 2.3, las bases de funcionamiento de un programa crawler son relativamente sencillas.
La dificultad estriba en la habilidad de dicho programa para afrontar sucesos inesperados mientras
analiza la web y ser lo ma´s eficiente y ra´pido posible. En la actualidad los bots web solo son capaces
de analizar un 15 % del contenido presente en la web. Una mayor optimizacio´n y velocidad implica
de forma directa un volumen mayor de pa´ginas analizadas y, por tanto, mayores posibilidades de
cumplir el objetivo del crawler, en este caso la extraccio´n de ima´genes con microdata.
Por u´ltimo, se ha optado por el uso de C++ frente al lenguaje C, dada la posibilidad de la
programacio´n orientada a objetos que ofrece. Si bien en el programa no se ha implementado, debido
a que el objetivo era solo la extraccio´n de microdata, esta programacio´n orientada a objetos se adapta
muy bien a e´ste concepto, en el que las distintas clases se relacionan entre s´ı de forma jera´rquica. Si
en un futuro se desea que el programa no solo extraiga, sino que adema´s manipule, relacione e infiera
nueva microdata a partir de la existente, C++ permitira´ de una forma sencilla la implementacio´n
de las nuevas clases creadas con el co´digo ya existente.
3.2.3. Librer´ıas externas utilizadas
Aparte de las librer´ıas esta´ndar de C++, se han utilizado las siguientes librer´ıas externas durante
el desarrollo del programa:
libcurl: Para la descarga de archivos desde la web, se ha usado la librer´ıa libcurl [28], una
potente librer´ıa gratuita y multiplataforma adaptada a multitud de lenguajes cuyo objetivo
es la trasferencia de archivos. Es ampliamente usada para la carga y descarga de archivos
mediante el protocolo HTTP y FTP.
Existen mu´ltiples librer´ıas de transferencias de archivos, tales como libghttp [29], cuyo funcio-
namiento es similar a libcurl. Otra buena opcio´n es libwww [30], ma´s dif´ıcil de manejar, pero
que ofrece a cambio el proceso denominado como caching , donde el gestor puede almacenar
en la memoria cache´ parte del archivo descargado, de forma que su acceso en las siguientes
ocasiones sea ma´s ra´pido y eficaz.
En sus u´ltimas versiones, libcurl destaca por la posibilidad de dos me´todos de programacio´n:
easy interface y multi interface. La principal diferencia entre ambas es que la interfaz mu´ltiple
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(multi interface) permite un absoluto control de los para´metros de transferencia, pudiendo
realizarse la transferencia de varios archivos a la vez basa´ndose en la estructura ba´sica o
easy interface. En cambio la interfaz simple easy interface, permite una programacio´n ma´s
sencilla y directa, siendo la opcio´n ma´s conveniente para la mayor´ıa de las tareas a realizar.
En el desarrollo de este programa se ha usado la interfaz ba´sica, o easy interface, para la
descarga de archivos de dos tipos: pa´ginas HMTL e ima´genes.
tinyxml: Para el ana´lisis o parseo de las etiquetas HMTL que contienen microdata se ha usado
la librer´ıa tinyxml [31]. Tinyxml es una librer´ıa especializada en el ana´lisis de documentos XML.
Destaca frente a otras librer´ıas similares como libxml2 [32] o irrXML [33] por su sencillez de
uso y rapidez de procesamiento.
Actualmente existe una segunda versio´n de tinyxml denominada como tinyxml2 [34]. En mu-
chos aspectos, tinyxml2 promete convertirse en un parser con mayor eficiencia en el uso de
la memoria, as´ı como mayor ligereza y con una mejor gestio´n de los espacios en blanco del
documento XML. Sin embargo, tinyxml2 au´n esta´ en un desarrollo temprano, siendo tinyxml
una librer´ıa ma´s madura cuya principal ventaja respecto a su sucesor es la posibilidad de repor-
tar errores encontrados durante el ana´lisis del documento XML. Esta posibilidad de reportar
errores, opcio´n fundamental a la hora de desarrollar y mejorar un parser que trabaja en un
sistema abierto como es la web, unido a un co´digo ya en su completo desarrollo, ha hecho
que para este programa se utilice la primera versio´n de la librer´ıa, si bien en un futuro podr´ıa
adaptarse para su uso con la segunda versio´n.
easyexif: Para el ana´lisis de los datos Exif presente en numerosas ima´genes, as´ı como su
extraccio´n, se ha usado la librer´ıa easyexif [35].
Para el lenguaje de programacio´n C++, hay varias librer´ıas capaces de manipular datos Exif.
Una de ellas son exiv2 [36], librer´ıa que permite extraer, manipular y reescribir distintos tipos
de metadata presente en ima´genes. Tambie´n cabe destacar libexif [37]. Sin embargo en el
programa se ha optado por usar la librer´ıa easyexif. Esta librer´ıa solo permite la lectura y
extraccio´n de los datos Exif, no pudiendo sobrescribir ni modificar dichos datos presentes en el
archivo binario de la imagen. Sin embargo, y dado que el objetivo del programa es la extraccio´n
de dichos datos y no su manipulacio´n, es una gran opcio´n debido a su sencillez y ligereza.
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3.2.4. Estructura ba´sica del programa
A continuacio´n, en la figura 3.1 se muestra la estructura ba´sica del programa:
Figura 3.1: Estructura general del comportamiento del programa. El programa esta´ dividido en
cuatro grandes bloques que se repiten en cada pa´gina web visitada.
Como se puede observar, el programa esta´ dividido en cuatro grandes bloques, siendo su funcio-
namiento ba´sico el siguiente:
1. En primer lugar el programa recibe una direccio´n URL para analizar.
2. El programa descarga el co´digo HTML en el bloque Descarga pa´gina web.
3. En el segundo bloque, el programa lleva a cabo un pretratamiento del co´digo HTML que
facilitara´ la extraccio´n y ana´lisis posterior de las etiquetas con microdata. Adema´s, este bloque
se encarga de la localizacio´n de etiquetas con microdata as´ı como de la extraccio´n de las
direcciones URL a las que apunta la pa´gina web descargada.
4. En el tercer bloque, el programa identifica el tipo de microdata localizada por el bloque anterior,
seleccionando y extrayendo solo la microdata asociada a las ima´genes que se desea.
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5. En el u´ltimo bloque: Ana´lisis y extraccio´n de microdata, el programa analiza las etiquetas
HTML extra´ıdas del co´digo anterior que contengan microdata, descargando la imagen descrita
y generando un fichero de texto plano con la informacio´n extra´ıda de e´sta.
6. Por u´ltimo, el programa selecciona una de las URL a las que apuntaba la pa´gina web descar-
gada, repitie´ndose todo el proceso el nu´mero de veces deseado.
En el siguiente apartado se comentara´ de forma ma´s detallada el funcionamiento de cada bloque.
3.3. Definicio´n de la arquitectura
A continuacio´n se comentara´ con mayor detalle el funcionamiento de cada uno de los bloques de
funcionamiento del programa (figura 3.1):
3.3.1. Bloque 1: Descarga pa´gina web
El objetivo de este bloque de programacio´n es la descarga de pa´ginas web al ordenador para su
posterior ana´lisis. En la figura 3.2 puede verse la estructura de funcionamiento del bloque.
Figura 3.2: Estructura de funcionamiento del bloque principal: Descarga pa´gina web.
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En el bloque 1 Descarga pa´gina web se recogen todas las funciones de descarga de archivos, tanto
ima´genes como documentos http, as´ı como las funciones auxiliares que facilitan dichas descargas.
A continuacio´n se comentara´ el funcionamiento y puntos clave necesarios para la descarga de una
pa´gina web:
downloadpage:
Este bloque recibe dos para´metros para funcionar. El primero es la direccio´n URL que se desea
descargar. El segundo permite activar o desactivar la informacio´n sobre la conexio´n y descarga
que libcurl muestra por pantalla. Esta informacio´n puede ser muy u´til, tanto para la mejora
del programa como para averiguar el estado actual de una pa´gina web. En el caso de que se
desee mostrar la informacio´n de descarga, el programa mostrara´ algo como esto:
Ejemplo de informacio´n de descarga mostrada por el programa.
1 Descargando codigo de la url: http ://www.uc3m.es/Inicio
2 * About to connect () to www.uc3m.es port 80 (#0)
3 * Trying 213.134.43.166...
4 * Connected to www.uc3m.es (213.134.43.166) port 80 (#0)




9 < HTTP /1.1 200 OK
10 < Server: Apache -Coyote /1.1
11 < Set -Cookie: JSESSIONID=F6E6C78520E3D91C0099012E9E743246; Path =/; HttpOnly
12 < Cache -Control: no-store
13 < Set -Cookie: SS_X_JSESSIONID =62 D5ECA91F05D5967CA33E2DA7B87FC2; Path=/
14 < vary: Accept -Encoding
15 < Last -Modified: Fri , 03 Jan 2014 17:19:56 UTC
16 < Content -Type: text/html;charset=UTF -8
17 < Transfer -Encoding: chunked
18 < Date: Fri , 03 Jan 2014 17:19:56 GMT
19 <
20 * Connection #0 to host www.uc3m.es left intact
Como puede observarse, el programa muestra por pantalla datos como a que´ puerto se conecta,
la IP del dominio, versio´n de HTTP, as´ı como nombre del servidor, cookies utilizadas o incluso
el contenido del archivo a descargar.
Funcionamiento: Este bloque del programa usa dos archivos. El primero: htmlraw.html
sera´ donde se almacenara´ el co´digo de la pa´gina web descargada. El segundo: exploredlinks.html
hace la funcio´n de historial de navegacio´n del programa, donde se guardara´n todas las URL
ya visitadas.
Antes de llevar a cabo la descarga del archivo se debe comprobar si la URL de la pa´gina que
se desea descargar esta´ codificada o no, como puede verse en el siguiente ejemplo:
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URL sin codificar: http://www.uc3m.es/Inicio
URL codificada: http %3a %2f %2fwww.uc3m.es %2fInicio
Las direcciones URL utilizan el co´digo ASCII. En ocasiones ciertos caracteres, como :, =, & y /
as´ı como otros caracteres especiales, o bien esta´n reservados o pueden inducir a error. Por ello
en algunas ocasiones una URL se transmite de forma codificada sustituyendo sus caracteres
conflictivos por su notacio´n en co´digo hexadecimal, siendo necesario descodificarla para iniciar
la descarga.
En el caso de que la URL este´ codificada, el programa realiza la descodificacio´n antes de
proceder a la descarga.
A continuacio´n se procede a establecer los para´metros de la librer´ıa libcurl que definira´n el
comportamiento del bloque a la hora de realizar una descarga. De estos para´metros caben des-
tacar CURLOPT FOLLOWLOCATION y CURLOPT MAXREDIRS. El primero establece
que, en el caso de que la pa´gina a descargar este´ redireccionada a otro lugar, siga automa´tica-
mente esta redireccio´n. El segundo establece el nu´mero ma´ximo de redirecciones a seguir. Se
pretende con esto u´ltimo evitar grupos de pa´ginas que se redireccionan de forma rec´ıproca, ya
que supondr´ıan un bucle infinito en la navegacio´n.
En ocasiones, al intentar descargar una pa´gina web, libcurl consigue abrir la conexio´n pero el
servidor no da respuesta, permaneciendo el programa a la espera de e´sta un tiempo indetermi-
nado. Para evitar esta situacio´n el programa usa el para´metro CURLOPT CONNECTTIMEOUT,
que establece el tiempo ma´ximo en el que se mantiene abierta la conexio´n. Se ha establecido un
tiempo ma´xmo de 600 segundos, es decir, un tiempo ma´ximo de diez minutos. Si pasado este
tiempo la pa´gina web continu´a sin dar respuesta, el programa cierra la conexio´n y prosigue su
ejecucio´n.
Si el servidor da respuesta, se procede a descargar la pa´gina web, volcando su informacio´n al
archivo htmlraw.html. Adema´s, el bloque findlink comprueba si la url existe o no en el archivo
de historial exploredlinks.html, an˜adie´ndose a e´ste en caso negativo. En caso de que todo vaya
bien, el bloque devolvera´ el valor true, indicando que la descarga se ha realizado con e´xito.
writeCallback: Bloque utilizado por la librer´ıa libcurl para escribir el archivo descargado y
calcular su taman˜o. En caso de que el archivo final tenga un taman˜o distinto al previsto, el
bloque sabra´ que la descarga no se ha realizado con e´xito.
findlink: Este bloque se encarga de comprobar si el historial de navegacio´n del programa,
contenido en el archivo exploredlinks.html, dispone ya o no de la URL descargada, devolviendo
true en caso afirmativo y false en el caso contrario.
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3.3.2. Bloque 2: Ana´lisis del HTML
El objetivo de este bloque puede dividirse en tres partes:
Pretratamiento del co´digo HTML: Analiza el co´digo HTML, modificando y eliminando
co´digo que ma´s tarde sera´ innecesario o puede suponer un problema para el ana´lisis de las
etiquetas que contengan microdata.
Localizacio´n del co´digo con microdata: Localiza las etiquetas que contienen informacio´n
con microdata, escribiendo en itemscope la URL donde se ha encontrado dicha microdata. E´sta
sera´ extra´ıda ma´s tarde por el Bloque 3: Extraccio´n de microdata (apartado 3.3.3).
Extraccio´n de v´ınculos URL: Cuando localiza un v´ınculo URL a otra pa´gina, lo extrae
almacena´ndolo en el archivo href.html. E´ste, posteriormente, servira´ para descargar y analizar
una nueva pa´gina.
En la figura 3.3 se presenta un diagrama del funcionamiento ba´sico del bloque. Al final de e´ste se
habra´n generado tres archivos: htmlprocessed.html y href.html que se usara´n para los bloques poste-
riores, as´ı como foundmicrodata.html, un archivo destinado al debug del programa que almacenara´ las
URLs donde se ha encontrado ima´genes con microdata.
En el bloque 2 Ana´lisis de HTML se recogen todas las funciones que permiten realizar las tres
partes anteriormente comentadas. siendo su bloque principal processhtml. E´sta llamara´, dependiendo
de los para´metros seleccionados en el programa, a distintos bloques auxiliares que permitira´n mejorar
los archivos generados o realizar acciones secundarias, como la descarga de ima´genes sin microdata.
A continuacio´n se comentara´ el funcionamiento y puntos clave necesarios para el correcto fun-
cionamiento de e´sta parte del programa.
processhtml: Es el bloque principal de esta parte del programa. Es altamente configurable
en su comportamiento. Adema´s, aporta informacio´n esencial al resto del programa.
Funcionamiento: En primer lugar, el bloque crea dos archivos: htmlprocessed.html y found-
microdata.html. El primer archivo almacenara´ las modificaciones que se han realizado en el
archivo htmlraw.html, archivo donde se hab´ıa escrito previamente el co´digo HTML de la pa´gi-
na a analizar. El segundo archivo tiene el u´nico propo´sito de almacenar de forma incremental
las URLs donde se ha encontrado en algu´n momento la microdata tipo imagen que se busca,
siendo un archivo u´til para volver a dichas pa´ginas y facilitar la depuracio´n del programa.
A continuacio´n se procede al ana´lisis y modificacio´n del co´digo HTML contenido en el archivo
htmlraw.html. Para ello el programa leera´ de forma individual cada l´ınea del archivo, modi-
fica´ndolas en caso necesario. Para el ana´lisis del co´digo el programa utiliza el siguiente me´todo:
en primer lugar se declaran las palabras o sentencias clave que se desean localizar en cada l´ınea
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Figura 3.3: Estructura de funcionamiento del segundo bloque principal. En e´l se analiza el co´digo
HTML descargado del bloque anterior, modifica´ndolo y extrayendo informacio´n del mismo.
del archivo. A continuacio´n una serie de sentencias condicionales comprueban en cada l´ınea si
hay coincidencias o no, realiza´ndose las acciones que se deseen en caso afirmativo.
De este modo, mediante la declaracio´n de palabras clave y el uso de sentencias condicionales,
se puede modificar y extraer la informacio´n necesaria de cada l´ınea del co´digo HTML. Esta
forma de analizar el archivo presenta la ventaja de ser fa´cilmente manipulable, obtenie´ndose
al final un listado de palabras clave y acciones a realizar fa´cil de ampliar y/o modificar.
Entre la informacio´n que se pretende extraer esta´n las URLs que direccionan a otras pa´ginas
web. Debido a que en muchas ocasiones las URL no dirigen a una pa´gina web, si no a archivos
de varios tipos tales como documentos PDF, ima´genes ISO y otros archivos con distintas
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extensiones es necesario verificar que sea un documento valido evitando el resto de archivos.
Para ello, antes de almacenar una URL, se llama al bloque avoidfiles. E´ste devolvera´ true en
el caso de que el link sea va´lido, guarda´ndose en el archivo href.html.
La edicio´n del co´digo HTML es fundamental para el correcto funcionamiento del Bloque 4:
Ana´lisis y extraccio´n de microdata (apartado 3.3.4). La existencia de etiquetas sin cierre,
l´ıneas y bloques de comentarios, o co´digo no HTML insertado en etiquetas como script o style,
pueden llevar a la librer´ıa tinyxml a provocar un error durante el ana´lisis. En este sentido,
son especialmente problema´ticos los atributos sin valor, ya que llevan a la mala interpretacio´n
de la estructura del co´digo a analizar por parte del parser, provocando que no se capture de
forma correcta la informacio´n necesaria. En este caso destaca el atributo de introduccio´n de la
microdata itemscope. Aunque formalmente dicho atributo no posee valor, yendo directamente
seguido de la definicio´n de la clase itemtype, en la pra´ctica es recomendable asignarle un valor
como itemscope=“itemscope” o itemscope=“” para facilitar la lectura del co´digo por parte de
crawlers y otros bots web. En el caso de que el programa encuentre un atributo itemscope
al que no se le ha asignado ningu´n valor, se le asignara´ como valor la URL de la pa´gina
analizada. Esta URL sera´ u´til en el caso de que se desee recuperar una URL a partir de una
ruta incompleta.
Tras analizar todas las l´ıneas del co´digo HTML se crea un archivo denominado htmlproces-
sed.html, donde se volcara´ toda la informacio´n del co´digo modificado. En el caso de que la
variable bool savetofile tenga el valor de true se copiara´ a su vez todas las URLs que direc-
cionan a otras pa´ginas web en el archivo href.html, adema´s de evitar posibles l´ıneas vac´ıas
mediante la funcio´n checkemptylines. Si se selecciona que se desea convertir las URL parcia-
les a URL completas (mediante la variable bool convertlinkstolocal==true), se llamara´ a la
funcio´n convertlinkslocal para su conversio´n, modificacio´n, y nuevo guardado.
avoidfiles: Este bloque cumple dos objetivos:
• Comprobar si la URL pasada al bloque contiene algunas de las extensiones de archivos
que no se desean descargar.
• En caso de que este´ activada la bu´squeda de ima´genes sin microdata por palabra clave
(searchimages), proceder a la descarga de e´stas.
Para el primer objetivo, y de forma similar a processhtml, se realiza un listado de palabras
clave que buscar en la URL. Estas palabras clave sera´n extensiones de archivo que no se
desean descargar, tales como pdf, txt, iso, etc. En el caso de que la URL no contenga ninguna
de estas extensiones, el bloque devolvera´ el valor true, indicando de esta forma que la URL es
va´lida.
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Para el caso de bu´squeda de ima´genes sin microdata por palabra clave, se comprobara´ si la URL
pasada al bloque posee una extensio´n de imagen (jpg, png o gif ) y su URL o su descripcio´n
dentro de la etiqueta img, contiene alguna de las palabras claves introducidas por el usuario.
En el caso de que sea una imagen que interese descargar, el programa transformara´ su v´ınculo
parcial a completo en caso de que sea necesario, y llevara´ a cargo su descarga llamando al
bloque downloadimage cuyo funcionamiento se explicara´ ma´s adelante.
checkemptylines: Este bloque tiene como objetivo eliminar posibles l´ıneas vac´ıas en el fichero
de URLs: href.html. Para ello comprueba la longitud de cada l´ınea del archivo, ignorando las
l´ıneas vac´ıas y volviendo a escribir el resto.
convertlinkslocal: Este bloque convierte las rutas parciales a URL completas que puedan
ser descargadas. Para ello el bloque reconstruye rutas incompletas como: /Vida Universitaria
combina´ndolas con la ruta ra´ız de su dominio, obtenie´ndose su ruta completa:
http://www.uc3m.es/Vida Universitaria.
eraseblockscript y eraseblockstyle: Estos dos bloques tienen como objetivo eliminar del
archivo htmlprocessed.html las etiquetas script y style que ocupen varias l´ıneas, facilitando y
mejorando la velocidad de lectura posterior del programa.
El uso de este bloque es fundamental para el posterior buen funcionamiento del programa. En
Internet existen numerosas pa´ginas web con errores en su co´digo HTML que pueden ser una dificultad
a la hora de analizar los fragmentos de co´digo con microdata. A su vez, el analizar l´ınea a l´ınea el
co´digo nos permite extraer los enlaces URL a los que apunta la pa´ginas, as´ı como aportar flexibilidad
para encontrar cualquier nuevo tipo de informacio´n presente en el co´digo que se desee, tanto para
mejorar las funciones del programa existentes como para adaptar el programa a nuevas opciones.
3.3.3. Bloque 3: Extraccio´n de co´digo con microdata
El objetivo de este bloque es la localizacio´n exacta de las etiquetas con microdata en el co´digo
HTML ya procesado (contenido en el archivo htmlprocessed.html) con el objetivo de extraerlas del
resto del co´digo para su posterior ana´lisis. En la figura 3.4 se presenta un diagrama de funcionamiento
del bloque.
Debido a que HTML es un lenguaje descriptivo mucho menos formal que XML en su grama´tica,
analizar todo el co´digo de la pa´gina HTML puede presentar numerosos inconvenientes, as´ı como
ralentizar el funcionamiento del programa de una forma significativa. Por este motivo se ha optado
por extraer las etiquetas que contengan microdata a partir del co´digo principal. De esta forma, y
tras el pretratamiento realizado en el bloque anterior, el parser podra´ realizar un ana´lisis del co´digo
mucho ma´s ordenado y eficiente.
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Figura 3.4: Estructura de funcionamiento del tercer bloque principal. El bloque filterhtml detecta
cada l´ınea de microdata encontrada en el archivo htmlprocessed.html llamando a filtermicrodata para
su extraccio´n.
Este bloque del programa generara´ como salida el archivo nodosmicrodata.xml, donde se alma-
cenara´n todos los nodos con microdata extra´ıdos para poder ser analizados por el siguiente bloque
(Bloque 4: Ana´lisis y extraccio´n de la microdata, apartado 3.3.4). A continuacio´n se comentara´ el
funcionamiento de sus distintas partes:
filterhtml: Este bloque lee el archivo htmlprocessed comprobando que exista o no microdata
que describa una imagen mediante la lectura del atributo itemtype. Actualmente existen dos
tipos de microdata tipo imagen que el programa puede extraer:
1 <div itemscope="" itemtype="http :// schema.org/ImageObject">(...) </div>
2
3 <div itemscope="" itemtype="http :// schema.org/Photograph">(...) </div>
En el caso de que se encuentre microdata tipo imagen, el bloque almacenara´ su posicio´n dentro
del archivo, llamando al final de la lectura del archivo al bloque filtermicrodata tantas veces
como el nu´mero de bloques de microdata encontrados.
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filtermicrodata: Este bloque recibe por parte del bloque filterhtml las posiciones del ar-
chivo htmlprocessed.html donde se ha encontrado microdata. E´ste creara´ un archivo auxiliar
denominado como filterhttml.html que almacenara´ de forma temporal parte del archivo html-
processed.html, conteniendo solo la informacio´n del archivo a partir de la l´ınea donde se en-
contro´ microdata. De esta forma resulta mucho ma´s fa´cil la localizacio´n del nodo de microdata
que nos interesa, usando los objetos y funciones de la librer´ıa tinyxml al ser e´ste el primero del
archivo a leer, en vez de tener que recorrer todo el archivo en busca de dicho nodo. Una vez
asignado el nodo se pasa e´ste al bloque printnodotofile.
printnodotofile: Este bloque recibe como argumento el nodo que contiene la etiqueta HTML
con microdata, extrayendo y escribiendo e´ste en el archivo de salida: nodosmicrodata.xml.
Al terminar el bloque se habra´ obtenido el archivo nodosmicrodata.xml, que contendra´ todos
los nodos contenedores de microdata hallados en la web analizada. Este archivo sera´ usado por el
siguiente bloque del programa para llevar a cabo el ana´lisis de la microdata, as´ı como la descarga
de las ima´genes descritas.
3.3.4. Bloque 4: Ana´lisis y extraccio´n de la microdata
El objetivo de este bloque es el ana´lisis de los nodos con microdata extra´ıdos previamente por
el programa, descargando las ima´genes asociadas a dicha microdata y generando un archivo con el
mismo nombre que la imagen que contenga la informacio´n aportada por la microdata sobre e´sta.
Para ello se usara´ la librer´ıa tinyxml, que permitira´ analizar la estructura arbolada de los nodos con
microdata almacenados en el archivo nodosmicrodata.xml.
Para que el programa extraiga dicha microdata es necesario crear una serie de funciones que sean
capaces de entender las clases y atributos que se esta´n describiendo. Dicha informacio´n esta´ disponi-
ble en la web schema.org [19]. Dado que el programa solo se encargara´ de la extraccio´n de microdata
que describa ima´genes, e´ste se centrara´ en las clases imageobject [26] y photograph [27], as´ı como en
las clases relacionadas con e´stas y que, por tanto, pueden aparecer descritas dentro de ellas.
En la figura 3.5 se representa un diagrama con el funcionamiento general del bloque. Este bloque
generara´ finalmente los archivos de salida del programa, es decir, las ima´genes a un archivo txt con
la informacio´n extra´ıda en la descripcio´n de microdata de e´stas.
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Figura 3.5: Estructura de funcionamiento del cuarto bloque. En e´l se lleva a cabo el ana´lisis de la
microdata encontrada y extra´ıda en la pa´gina web descargada, extrayendo dicha informacio´n junto
a la imagen a la que e´sta hace referencia.
A continuacio´n se describira´ el funcionamiento de cada una de las partes que permiten el ana´lisis
y la extraccio´n de las ima´genes y su microdata:
parsermicrodata: Este bloque realiza el control principal del parser a la hora de analizar
los nodos. El funcionamiento del bloque tiene como objetivo la asignacio´n de nodos al archivo
nodosmicrodata.xml y la llamada al resto de bloques pasando como argumentos dichos nodos.
Estos nodos se asignan mediante el uso de objetos propios de la librer´ıa tinyxml, y son claves
para el ana´lisis y la extraccio´n de la microdata. Dichos objetos son:
• TiXmlDocument doc: En este objeto se almacenara´ toda la informacio´n del documento
que se desea analizar (en este caso nodosmicrodata.xml) de forma estructurada, permi-
tiendo a la librer´ıa tinyxml trabajar en cualquier nivel de la estructura del documento,
ya sea para solo lectura o tambie´n la adicio´n de nuevos nodos en e´ste.
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• TiXmlNode* nnoderaiz: Este nodo se asignara a las etiquetas principales de cada
bloque de microdata, es decir, sus etiquetas ra´ız o contenedoras. El bloque asignara´ el
nodo a la primera etiqueta que encuentre en el documento. Tras el ana´lisis de la microdata
presente dentro de dicha etiqueta, el nodo se asignara´ al siguiente nodo hermano (un nodo
hermano es un nodo presente en el mismo nivel de la estructura) para el ana´lisis de e´ste,
repitie´ndose el proceso hasta que no existan ma´s nodos hermanos y, por tanto, se haya
llegado al final del documento.
• TiXmlNode* nnode: La misio´n de este nodo es el ana´lisis de cada etiqueta contenida
en el nodo principal nnoderaiz. Por ello, este nodo se asignara´ a los nodos hijos (nodos
contenidos dentro de otro nodo) de la etiqueta principal, as´ı como a los nodos hijos de
dichos nodos, de forma reiterativa, hasta completar el ana´lisis del bloque de microdata.
• TiXmlElement* elehtml: Para poder analizar y leer los atributos e informacio´n conte-
nidos dentro de las etiquetas, es necesario usar un objeto tipo elemento. E´ste estara´ siem-
pre vinculado a un nodo, de forma que para analizar el contenido de otra etiqueta sera´ ne-
cesario asignarlo de nuevo a un nodo que contenga dicha etiqueta.
Para entender mejor el mecanismo de ana´lisis del bloque, se puede observar la figura 3.6. En
ella se muestra un ejemplo de etiquetas con microdata extra´ıdas de varias pa´ginas.
Figura 3.6: Ejemplo de dos bloques con microdata. Puede observarse co´mo el nodo nnoderaiz se
encarga de moverse de bloque en bloque, mientras que nnode se mueve por el interior del bloque y
el elemento elehtml analiza y extrae la informacio´n presente en las etiquetas.
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Como se puede observar, el nodo nnoderaiz se mantiene siempre en las etiquetas superiores,
movie´ndose a la siguiente etiqueta superior una vez analizada la microdata correspondiente.
A su vez nnode se mueve por todos los nodos contenidos dentro de nnoderaiz, mientras que
elehtml permite la localizacio´n y extraccio´n de la informacio´n buscada contenida en e´stos.
eraseblockcoments: Este bloque tiene como objetivo la eliminacio´n de los comentarios HTML
que se puedan encontrar en los nodos con microdata. Esto es debido a que la librer´ıa tinyxml
no soporta estos comentarios, derivando en una lectura inexacta de la estructura.
checktypemicrodata: Es un bloque cuyo objetivo es la lectura de los atributos itemscope
e itemype para la identificacio´n del tipo de microdata que se va a describir. Como ya se ha
mencionado anteriormente, existen dos clases de microdata que describen ima´genes en las que
se centra el programa: ImageObject [26] y Photograph [27]. El bloque recibe como argumento el
nodo nnoderaiz que contiene la etiqueta contenedora del bloque de microdata, analizando todos
los atributos contenidos en e´ste. En el caso de encontrar el atributo itemtype, se comprobara´ si
pertenece a alguno de los tipos mencionados escribie´ndose MICRODATA OF IMAGEOBJECT
o MICRODATA OF PHOTOGRAPH en la cabecera del archivo de salida.
extractthemicrodata: El objetivo de este bloque es controlar el ana´lisis de los nodos conte-
nidos dentro de la etiqueta contenedora de microdata cuyo nodo es nnoderaiz. As´ı, mediante el
control del nodo nnode y el elemento elehtml e´ste ira´ llamando al bloque contentmicrodata en
cada nodo existente para extraer su microdata. Debido a que los bloques de microdata tienen
una extensio´n y profundidad (entendido profundidad como el nu´mero de nodos que hay dentro
de otros nodos) totalmente variable y poco previsible, es necesario la reiteracio´n del bloque
para poder analizar la estructura completa. Dicha reiteracio´n se repetira´ el nu´mero de veces
que sea necesario hasta alcanzar el u´ltimo nivel de profundidad. La reiteracio´n de este bloque
es uno de los factores clave en el rendimiento del programa, siendo e´ste ma´s lento cuanto mayor
sea la profundidad del bloque de microdata a analizar.
contenmicrodata: El objetivo de este bloque es la llamada a las funciones de clases de
microdata en el caso de que se detecte el atributo itemprop, siendo por tanto un bloque de
control.
Funciones de clases: Como puede observarse en la pa´gina que define la clase imageobject
[26] e´sta depende de tres clases principales: thing, creativework y mediaobject. A su vez dichas
clases dependen de otras tales como organization, person etc., resultando al final una gran
variedad de clases posibles que se pueden dar en el ana´lisis de ima´genes con microdata. Para
analizar todas estas clases, y dado que el objetivo del programa es extraer la informacio´n de
la microdata, y no la manipulacio´n de e´sta, se ha optado por usar una funcio´n por clase que
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analice los atributos itemprop propios de e´sta.
Para extraer la informacio´n existente en los atributos itemprop existen varias posibilidades que
dependen del propio atributo, as´ı como de la estructura de la etiqueta:
• Etiqueta normal o doble: En este caso la informacio´n a extraer es el texto existente
dentro de la etiqueta. Es la posibilidad ma´s comu´n y fa´cil de analizar, como se puede
observar en el siguiente ejemplo:
1 <meta itemprop="author">Nikola Tesla </meta>
• Etiqueta u´nica: Algunas etiquetas en HTML no tienen el cierre normal de una etiqueta,
sino que cierran la propia etiqueta al final de e´sta. En estos casos la informacio´n que in-
teresa extraer suele estar almacenada en otro atributo; habitualmente suele ser el atributo
content, pero en ciertos propiedades de clases como contentUrl puede estar almacenado
en atributos como href o src. El mismo ejemplo anterior usando una etiqueta u´nica ser´ıa:
1 <meta itemprop="author" content="Nikola Tesla" />
• Llamada a clases anidadas: Como se ha comentado anteriormente, la microdata permi-
te que existan clases anidadas (en el programa se denominan como submicrodata) dentro
de otras clases. De esta forma se puede describir una organizacio´n solo por su nombre,
o por el contrario aportar ma´s informacio´n mediante una clase anidada. En el ejemplo
anterior, la propiedad author puede describir textualmente el nombre del autor o bien
declarar la clase person tal como se puede observar a continuacio´n:
1 <meta itemprop="author" itemscope="" itemtype="http :// schema.org/
Person">
2 <div itemprop="name">Nikola Tesla </div>
3 <meta itemprop="birthDate" content="10 -07 -1856" />
4 (...)
5 </meta>
Funcionamiento esta´ndar: En general, una funcio´n t´ıpica de clase seguira´ la siguiente es-
tructura: en primer lugar, debido a la existencia de submicrodata o microdata anidada, en
ocasiones es necesario almacenar informacio´n de microdata para escribirla ma´s tarde. Si al ini-
ciar la funcio´n de la clase hay informacio´n pendiente de escribir, se escribira´ en el archivo antes
que el resto. A continuacio´n se comprueba mediante una condicio´n si la propiedad pertenece
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o no a dicha clase de microdata. En caso de que no sea as´ı, la funcio´n terminara´ y contentmi-
crodata llamara´ a la siguiente clase de microdata a analizar. Si dicha propiedad s´ı pertenece
a la clase, se comprueba si la etiqueta donde se situ´a la propiedad es una etiqueta normal, o
por el contrario es una etiqueta u´nica, en el caso de ser una etiqueta normal puede extraerse
su informacio´n de forma gene´rica. Si por el contrario es una etiqueta u´nica, la informacio´n de
la microdata podra´ encontrarse en distintos atributos. En general hay tres posibilidades:
• Propiedades tipo content : Sera´n propiedades cuyo valor esta´ escrito en e´l co´digo
HTML, normalmente en formato texto, dentro de la etiqueta content .
• Propiedades a clases anidadas: Sera´n propiedades cuyo valor es la declaracio´n de
otra clase anidada dentro de la anterior. E´stas llamara´n al bloque checksubmicrodata,
encargado de abrir y declarar una clase anidada, como comentaremos ma´s adelante.
• Propiedades mixtas y especiales: Algunas propiedades pueden presentar las dos ante-
riores opciones, pudiendo tener un valor directo o apuntar a otra clase, as´ı como contener
su informacio´n en distintos atributos aparte de content, por lo que deben tratarse aparte.
Es el caso de propiedades como contentUrl o Url, comunes en la mayor´ıa de las clases de
microdata, e´stas apuntan a la URL de la imagen que se desea descargar, por lo que adema´s
llaman a otros bloques del programa como downloadimage, para realizar la descarga de
la imagen.
Por u´ltimo, es importante destacar co´mo las funciones de clase comprueban continuamente si
se esta´ describiendo una clase anidada o no. En el caso de que se encuentre una propiedad
que no pertenece a la clase anidada que se estaba describiendo la funcio´n llamara´ al bloque
descargaflagvector que realizara´ el cierre de e´sta.
checksubmicrodata: Este bloque lee el atributo itemtype de la clase anidada encontrada,
escribiendo en el archivo de salida el inicio de la clase anidada y comunica´ndoselo al resto del
programa.
descargaflagvector: Este bloque es el encargado de cerrar la descripcio´n de una microdata
anidada, escribiendo su cierre en el archivo de salida y comunica´ndoselo al resto del programa.
downloadimage: El objetivo de este bloque es la descarga de ima´genes a una ruta determi-
nada, por lo que su funcionamiento ba´sico es muy similar al del bloque downloadpage. A pesar
de que e´ste puede descargar ima´genes, se ha optado por crear un bloque espec´ıfico para la
descarga de ima´genes que permita una mejor gestio´n en la descarga de e´stas y de sus posibles
problemas, como que ya no existan en el servidor, etc.
Funcionamiento: En el caso de encontrarse una URL codificada se descodifica para poder
realizar la descarga. A continuacio´n se comprueba si la direccio´n URL es correcta y corresponde
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a una imagen. En caso afirmativo, se comprueba si e´sta existe ya en el directorio donde se
pretende almacenar las ima´genes. En caso de que no exista se procede a la descarga de la
imagen mediante la librer´ıa libcurl. Una vez que la imagen ha sido descargada se comprueba
que e´sta es realmente una imagen. En ocasiones, el servidor no contiene ya la imagen y devuelve
a libcurl una pa´gina HTML de error, descarga´ndose e´sta como sustituto. Para evitarlo, se lee
el archivo binario descargado comprobando que no contenga ninguna cabecera propia de un
archivo HTML. Al igual que en downloadpage, el bloque devolvera´ el valor true en el caso de
que la descarga se haya realizado con e´xito.
Tras el ana´lisis y la extraccio´n de la microdata e ima´genes realizados en este bloque, se habra´n
obtenido las ima´genes y archivos txt con la microdata vinculada a e´stas, obtenie´ndose as´ı los archivos
de salida del programa.
3.3.5. Bloque 5: Iteracio´n a la siguiente pa´gina
El u´ltimo bloque del funcionamiento ba´sico del programa es un bloque de realimentacio´n cuyo
objetivo sera´ la obtencio´n de una nueva URL para repetir el proceso. Para ello el bloque leera´ el
archivo href.html donde se hab´ıa almacenado previamente las direcciones URL a las que apuntaba
la pa´gina descargada, devolviendo la URL que se le ha solicitado en su llamada.
Para ello el bloque recibe dos argumentos. El primero corresponde al nu´mero de link que se desea
extraer, es decir, el nu´mero de l´ınea del archivo href.html que la funcio´n debe extraer. El segundo
argumento es el nu´mero ma´ximo de links extra´ıdos de la pa´gina analizada y que, por lo tanto, deben
coincidir con el nu´mero de l´ıneas del archivo href.html, evitando de esta forma posibles errores. El
bloque leera´ el archivo mencionado hasta la l´ınea prevista, extrayendo dicha URL.
Una vez que hemos obtenido una nueva URL, el bloque 1 estara´ listo para descargar una nueva
pa´gina y repetir todo el proceso de ana´lisis. Sin embargo, el comportamiento ba´sico del programa
descrito en las pa´ginas anteriores, necesita un bloque de control que llame a cada bloque en el
momento adecuado, y establezca cual sera´ el comportamiento del crawler en la navegacio´n a trave´s
de la web, como se comentara´ a continuacio´n:
3.3.6. Bloque de control: main
El bloque de control main tiene los siguientes objetivos:
Menu´ de acceso: El bloque de control muestra por pantalla y administra la entrada de
o´rdenes para la ejecucio´n del programa. Para ello el programa usa una estructura de menu´s y
submenu´s de forma arbolada.
Comportamiento del crawler: Un crawler o aran˜a web tiene muchas opciones para elegir
que´ pa´gina analizara´ a continuacio´n y, por tanto, co´mo se movera´ por la web. Dentro del
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bloque de control main se establece la funcio´n navegar con este objetivo, as´ı como las funciones
surffreefoto, surfdreamstime, surforistockphoto encargadas del comportamiento del crawler en
los casos espec´ıficos que se comentara´n ma´s adelante.
Configuracio´n de para´metros y opciones adicionales: El programa, como se comen-
tara´ ma´s adelante, dispone de una serie de para´metros que modifican su comportamiento.
Adema´s, existen opciones adicionales como el uso del analizador de datos Exif, la administra-
cio´n del archivo de historial, la opcio´n de descarga de ima´genes sin microdata a partir de una
palabra clave, etc.
A continuacio´n se comentara´n los distintos bloques de ejecucio´n o casos del programa, siguiendo
la estructura presente en su menu´ cuya que se puede observar en la figura 3.7.
Figura 3.7: Menu´ principal del programa donde se enumeran las distintas opciones de ejecucio´n.
Caso 1: Bu´squeda por palabras en Yahoo
Si se selecciona esta opcio´n, el programa comenzara´ su exploracio´n por la web a partir de los
resultados arrojados mediante una bu´squeda por palabras clave en el motor de bu´squeda Yahoo [38].
Para ello este caso esta´ dividido en dos partes: obtencio´n de los links de Yahoo, y navegacio´n a trave´s
de ellos.
En primer lugar se solicitan una serie de datos al usuario, como las palabras claves por las que se
desea realizar la bu´squeda o el nu´mero de pa´ginas de resultados que se desea (siendo 10 resultados
por pa´gina en el caso de Yahoo). Despue´s se le solicitan los para´metros principales que configuraran
la navegacio´n en el programa:
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Nu´mero de iteraciones: Establece el nu´mero de iteraciones o saltos que debe realizar el
programa. A mayor nu´mero de iteraciones, mayor posibilidad de analizar ma´s pa´ginas.
Porcentaje de enlaces a analizar: Como se vera´ con ma´s detalle en la funcio´n navegar, este
para´metro establece el porcentaje de pa´ginas a las que apunta la pa´gina descargada actual,
que se analizara´n y/o iterara´n. En ocasiones, frente a ciertas pa´ginas con ma´s de mil enlaces
por pa´gina, puede resultar u´til utilizar un porcentaje bajo para analizar solo una muestra
representativa de cada pa´gina.
Incluir links locales en la bu´squeda: Donde se entiende por links locales enlaces URL cuya
ruta no es absoluta, sino relativa a la pa´gina actual, por lo que necesita una reconstruccio´n a
una URL completa para poder ser descargada por el programa. Si se selecciona esta opcio´n
se reconstruira´n dichos links, por lo que se incrementara´n las posibilidades de que el crawler
analice ma´s pa´ginas del dominio actual frente a dominios externos.
Para la primera parte, la obtencio´n de los links de Yahoo, el programa necesita construir la web
request url, es decir, la URL que arrojara´ los resultados deseados a partir de las palabras clave. En
el caso de Yahoo la construccio´n de e´sta sera´ la siguiente:
1 url="http :// search.yahoo.com/search?p="+searchkeywords+"&b="+syahoopage;
Donde la variable url sera´ la variable que pasaremos al Bloque 1: Descarga pa´gina web (apartado
3.3.1) para su descarga. Por otra parte, searchkeywords contendra´ las palabras clave que se desea
buscar, donde se han sustituido los espacios por su notacio´n hexadecimal %20, y syahoopage sera´ el
nu´mero de pa´ginas de resultados deseado. En el caso de Yahoo, esta variable debe incrementarse de
diez en diez, por lo que la segunda pa´gina de resultados corresponde al valor 11 de syahoopage.
Una vez obtenida la URL a descargar se llama al bloque 1 downloadpage. A continuacio´n se
deber´ıa llamar al bloque 2 para analizar y extraer los links que interesan. Sin embargo, la mayor´ıa
de las pa´ginas de resultados de los motores de bu´squeda tienen su co´digo HTML escrito en una sola
l´ınea, en vez de la habitual disposicio´n de l´ıneas, por lo que el procedimiento que realiza en el bloque
2, analizando l´ınea a l´ınea el HTML no es va´lido para este caso. Por ello se ha desarrollado un bloque
espec´ıfico para la extraccio´n de los resultados de Yahoo denominado processyahoo que es capaz de
leer y extraer la informacio´n necesaria a partir de la u´nica l´ınea que contiene todo el co´digo de la
pa´gina web.
Una vez hemos obtenido los links deseados, se procede a ejecutar la segunda parte: la navegacio´n
a partir de e´stos. Para ello se llama a la funcio´n navegar, encargada del comportamiento del crawler
a trave´s de la web y que se comenta a continuacio´n.
La funcio´n navegar: Tiene como objetivo definir el comportamiento esta´ndar que tienen el
crawler a la hora de moverse por la web.
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Dentro de la funcio´n existen dos partes de movimiento a otras pa´ginas web bien diferenciadas,
cuya suma es lo que se denomina como “una iteracio´n”. La primera parte corresponde a la descarga y
ana´lisis de todos los links a los que apunta la pa´gina web actual, contenidos, como se ha comentado, en
el archivo href.html. La segunda parte es la seleccio´n y descarga de uno de esos links, obtenie´ndose un
nuevo listado de links a analizar. La combinacio´n de la descarga y ana´lisis de la primera pa´gina ma´s
la funcio´n navegar establece las pol´ıticas de navegacio´n, comu´nmente denominadas como crawling
policies, que usara´ el crawler para moverse a trave´s de la web. En la figura 3.8 se muestra una
iteracio´n de dicho comportamiento.
Figura 3.8: Ejemplo de funcionamiento. Las webs marcadas en verde son las que se han analizado
segu´n el porcentaje seleccionado, las marcadas en naranja son las que se han seleccionado para
realizar una nueva iteracio´n.
Como puede observarse en la figura 3.8, el sistema de navegacio´n es pseudoaleatorio. Una vez que
se conoce el porcentaje de enlaces a analizar, as´ı como las iteraciones, se descarga y analizan una
porcio´n de los enlaces existentes en la pa´gina. Esta porcio´n depende del azar, por lo que si se repite
la misma iteracio´n en otro momento se seleccionara´ otra porcio´n distinta. Una vez se ha analizado
la porcio´n de links seleccionada se decide, tambie´n de forma aleatoria, a cua´l de ellos se va a saltar,
descargando de nuevo dicha pa´gina y guardando los links a los que apunta. De esta forma se puede
repetir el proceso el nu´mero de iteraciones que sean necesarias.
La eleccio´n de un sistema de navegacio´n pseudoaletorio se basa en el factor de que no conocemos
nada de una pa´gina hasta que se ha descargado, por lo que se desconoce su posible potencial en
cuanto a microdata existente as´ı como otros factores, como links analizados, etc. Sin embargo, debido
a la modularidad del programa, se pueden crear en un futuro distintas funciones similares a navegar
que sigan otras pol´ıticas de navegacio´n.
Una vez disponemos de este primer link, la funcio´n puede empezar a descargar y analizar los links
de la porcio´n seleccionada. Se realizara´ para cada pa´gina todo el proceso de descarga, procesado,
extraccio´n y ana´lisis de microdata del programa. Es en este momento donde se usa el historial de
pa´ginas ya descargadas, creado anteriormente en el bloque downloadpage. Se comprueba si el link a
descargar ya existe o no en el historial, y por tanto si ya ha sido descargado y analizado. En caso
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de que ya exista, se interrumpe el proceso normal de la funcio´n, pasando a la repeticio´n del proceso
para el siguiente link, lo que evitara´ que la pa´gina vuelva a ser descargada y analizada, aumentando
muy significativamente el rendimiento del programa.
Debido a que este uso del historial puede ser, en ocasiones, contraproducente, se han creado
diversas opciones que permiten manipularlo, desactivarlo o incluso eliminarlo, como se vera´ ma´s
adelante.
Cabe tambie´n destacar que, para aumentar la velocidad del programa, se procesan los co´digos
HTML de cada pa´gina sin extraer sus links a href.html, ya que se desea analizar solo dicha pa´gina
y no saltar a uno de ellos, por lo que su extraccio´n es innecesaria.
Una vez que se ha analizado la porcio´n de pa´ginas webs deseada, se procede a elegir de entre
esta porcio´n una pa´gina web para que sea descargada de nuevo, pero en esta´ ocasio´n junto con los
links a las pa´ginas a los que apunta. Para ello se repite el mismo procedimiento anterior, seleccio-
nando un link mediante el algoritmo pseudoaletorio, descarga´ndolo (downloadpage), procesa´ndolo
(processhtml), extrayendo su microdata (filterhtml) y analiza´ndola (parsermicrodata).
Estos dos procesos anteriormente comentados se repetira´n el nu´mero de iteraciones seleccionado,
tras lo cual la funcio´n terminara´. Tras esto, se llama a la funcio´n controlexif que extraera´ los posibles
datos Exif que puedan existir en las ima´genes y cuyo funcionamiento se comentara´ ma´s adelante.
Caso 2: Bu´squeda por url
El funcionamiento de este caso es muy similar al caso 1 de bu´squeda por palabras en Yahoo, con
la diferencia de que en este caso el usuario introduce la URL por la que se desea empezar a navegar
en vez de palabras clave. Es, por tanto, un caso ma´s general que el anterior, y permite comprobar
si existen ima´genes con microdata a partir del dominio que deseemos.
Caso 3: Navegacio´n por listado de urls
Este caso permite la navegacio´n e iteraciones a partir de una serie de URLs presentes en un
archivo. Es, a grandes rasgos, una evolucio´n del caso 2, donde se ejecutan las mismas o´rdenes para
cada URL del listado presente en el archivo. De esta forma se selecciona una URL del listado, se
realiza el procedimiento habitual de navegacio´n e iteraciones deseadas y, al terminar, se selecciona la
siguiente URL del listado repitie´ndose el proceso. Es la opcio´n ma´s u´til a la hora de realizar grandes
barridos a trave´s de la web, ya que permite un alto grado de automatizacio´n.
Para que su funcionamiento sea correcto, los archivos a usar deben contener una URL por l´ınea,
tal como se muestra en la figura 3.9.
Aparte de los para´metros habituales, este caso solicita la ruta del archivo a cargar, as´ı como
el nombre del directorio donde se desean almacenar los resultados y el nu´mero del link del archivo
por el que empezar a analizar. Esta u´ltima opcio´n es de especial utilidad cuando se desea retomar
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Figura 3.9: Ejemplo de listado de URLs que se desean analizar. Debe escribirse una sola URL por
l´ınea.
la bu´squeda de un listado de archivos muy extensa que se hab´ıa comenzado en otra sesio´n. Al
introducir la ruta del archivo a cargar, se crea adema´s un archivo con su mismo nombre, pero con
la palabra results delante, que contiene cada link analizado junto con una serie de datos, como
el nu´mero de pa´ginas recorridas o el nu´mero de etiquetas de microdata que se han hallando, que
resultan u´tiles para ver de un modo resumido los resultados de una bu´squeda extensa. Por lo dema´s,
el funcionamiento de la funcio´n sera´ el mismo al del caso 2, llama´ndose a las funciones principales
de cada bloque para la descarga, procesado, extraccio´n y ana´lisis de la microdata en cada pa´gina
web.
Casos 4 y 5: Bu´squeda en freefoto y dreamstime
Uno de los casos en los que ma´s se usa el marcado de ima´genes con microdata es en los bancos
de ima´genes. Este tipo de pa´ginas son un repositorio donde encontrar multitud de ima´genes sobre
cualquier tema y son usadas a diario por multitud de empresas y particulares. Si bien existen casos
de acceso gratuito, como el de freefoto, la mayor´ıa de bancos de ima´genes presentes en Internet
son de pago, como en el caso de dreamstime por lo que solo es posible descargarse una versio´n
de la imagen con marca de agua. Debido a la importancia que tiene para este tipo de pa´ginas
web ofrecer resultados de gran precisio´n ante las bu´squedas de potenciales clientes, estas pa´ginas
disponen de una gran base de datos de la que extrapolan, de forma generalmente automa´tica, los
datos que se escribira´n en la microdata que describira´ la imagen. La microdata, as´ı como otros
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tipos de marcado por metadatos, son una necesidad fundamental para el modelo de negocio de estos
bancos de ima´genes, ya que posicionan sus ima´genes en los primeros puestos ante una consulta en
los principales motores de bu´squeda. Por ello la cantidad de microdata ofrecida para describir una
imagen en este tipo de pa´ginas es, actualmente, la ma´s completa que se puede encontrar, incluyendo
numerosas palabras clave, descripciones extensas, autores y otros campos de gran utilidad.
Por este motivo, en el programa se han desarrollado tres casos especializados en la descarga de
ima´genes con microdata, a partir de la consulta directa por palabras clave en tres bancos de ima´genes
distintos. Si bien estas pa´ginas pueden ser analizadas sin problemas con el funcionamiento esta´ndar
del programa (por ejemplo usando el caso 2: Bu´squeda por url), la adaptacio´n de la funcio´n navegar
a estos casos concretos (surfdreamstime y surffreefoto) presenta la ventaja de poder controlar por
completo las iteraciones que se producen dentro del dominio. Al trabajar en un solo dominio, se pasa
de un sistema abierto a uno ma´s cerrado donde es posible controlar ma´s para´metros, lo que influye
en el nu´mero de resultados y en el rendimiento del programa.
Por tanto, estos dos casos presentan la misma estructura ba´sica que el resto de casos, pero usando
cada una su propia funcio´n simplificada para el movimiento a trave´s de la web qcasosue sustituye a
la funcio´n esta´ndar navegar. La principal diferencia de las funciones ya mencionadas respecto a e´sta
es su segunda parte, la seleccio´n de una pa´gina entre las analizadas y su descarga y ana´lisis completo
para empezar otra iteracio´n. En estos casos no se selecciona la pa´gina web de forma pseudoaleatoria
sino que, reconstruyendo la web request del dominio, se pasa a la siguiente pa´gina de resultados
para las palabras clave seleccionadas. De esta forma cada iteracio´n correspondera´ a una pa´gina de
resultados dentro del banco de ima´genes, por lo que a ma´s iteraciones, se obtendra´n ma´s ima´genes
con microdata.
Caso 6: Bu´squeda en istockphoto
Este caso trabaja tambie´n con una pa´gina de banco de ima´genes. Sin embargo, el planteamiento
para su funcionamiento es algo distinto. En este caso se ha buscado la ma´xima optimizacio´n posible
del programa para la descarga de ima´genes en este dominio, siendo su principal objetivo aumentar
la velocidad de ana´lisis y descarga. Para ello, este caso utiliza algunas funciones propias que se
comentara´n a continuacio´n.
En primer lugar, aunque istockphoto originalmente usaba el marcado de las ima´genes mediante
microdata, actualmente ha implementando al mismo tiempo el uso de schemaScope, usado en XML
para relacionar distintos bloques de informacio´n. Este cambio ha propiciado que no se defina correc-
tamente el atributo de microdata itemtype, careciendo de la definicio´n del tipo de microdata que se
va a describir, por lo que ha sido necesario incorporar un filtro espec´ıfico en el Bloque 3: Extraccio´n
de co´digo con microdata (apartado 3.3.3) para la correcta captura de e´sta.
Tambie´n en este caso se ha usado una funcio´n propia para sustituir a navegar, cuyo nombre es
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surforistockphoto. Su funcionamiento es similar a las anteriores salvo por el an˜adido del uso de la
funcio´n istockphotoduplicates, que permite eliminar enlaces de distinta url pero mismo contenido a
otros ya analizados. De esta forma el nu´mero de enlaces por pa´gina de resultados a analizar se reduce
a pra´cticamente la mitad, aumentando de forma significativa el rendimiento de e´ste.
Por otro lado, este caso no usa las funciones esta´ndar del Bloque 4: Ana´lisis y extraccio´n de la
microdata (apartado 3.3.4) sino que usa una versio´n simplificada de e´stas. El uso de estas funcio-
nes simplificadas permite al programa realizar el ana´lisis de la microdata ma´s ra´pido, al no tener
que comprobar todas las posibles propiedades y clases que podr´ıan existir (istockphoto utiliza solo
las propiedades contentUrl, name, description, la propiedad no esta´ndar author copyrightHolder y
keywords).
Adema´s, a la hora de descargar las ima´genes, se ha optado por usar la funcio´n downloadima-
gesamehost. El factor que ma´s influye en la velocidad del programa es la apertura de conexiones
por parte de la librer´ıa libcurl para poder realizar la descarga de webs y de ima´genes. Debido a
que normalmente el crawler pasa por diversos dominios de forma frecuente, es necesario que libcurl
abra y cierre una conexio´n por vez, lo que repercute en la velocidad del programa. Sin embargo, en
este caso, al estar en un sistema ma´s cerrado donde todas las ima´genes esta´n alojadas en el mismo
dominio, es posible reutilizar la misma conexio´n. Para ello se almacenara´n de forma temporal todas
los links a ima´genes que se desean descargar, al llamar a la funcio´n downloadimagesamehost e´sta
descargara´ cada link encontrado en el archivo manteniendo la conexio´n abierta hasta que termine
la lectura de e´ste. La descarga de todas las ima´genes de forma consecutiva reutilizando la misma
conexio´n aumenta la velocidad del programa de forma muy significativa.
Caso 7: Parser de datos Exif
Este caso permite la utilizacio´n directa del bloque de extraccio´n de datos Exif, usado tras la
descarga de ima´genes en otras partes de programa, para las ima´genes contenidas en el directorio que
se especifique.
Tal como se ha comentado en el apartado 3.2.1, los datos Exif son una serie de metadatos incrus-
tados en el binario de fotograf´ıas con formato JPEG que contienen informacio´n referente al modelo
de ca´mara y para´metros de e´sta con los que fueron realizados la fotograf´ıa, tales como fecha, ancho y
alto, sensibilidad, objetivo usado, apertura del diafragma, velocidad de obturacio´n e, incluso, coor-
denadas GPS. Tambie´n pueden, en ocasiones, estar presentes en ilustraciones modificadas mediante
programas de edicio´n de ima´genes. Son, por tanto, un complemento u´til a la descripcio´n de una
fotograf´ıa mediante microdata, aportando ma´s informacio´n y complementando a e´sta.
En este bloque cabe destacar la funcio´n exifinterprete. Es una funcio´n experimental que, mediante
la lectura de los datos Exif obtenidos, pretende interpretar dichos datos escribiendo las conclusiones
que se pueden extraer de e´stos en lenguaje natural. En el campo de la fotograf´ıa, se usa a menudo
3.3. DEFINICIO´N DE LA ARQUITECTURA 59
los datos Exif para entender co´mo se ha realizado una fotograf´ıa, ya que e´stos aportan informacio´n
de co´mo se configuro´ la ca´mara cuando e´sta se realizo´. Existen tres factores claves ı´ntimamente
relacionados a la hora de realizar una fotograf´ıa:
ISO o sensibilidad del sensor: Establece la sensibilidad del sensor respecto a la luz que
recibe. A mayor sensibilidad mayor luz se captara´ pero al mismo tiempo existira´n mayores
posibilidades de que aparezca ruido electro´nico en el sensor, por lo que la calidad de la fotograf´ıa
sera´ menor (por ejemplo, en bajas condiciones lumı´nicas, como por la noche).
Velocidad de obturacio´n: Es el tiempo que el obturador de la ca´mara permite el paso de
la luz al sensor. Es decir, el tiempo de exposicio´n o el tiempo que se tarda en realizar la
fotograf´ıa. Se expresa en milisegundos mediante la notacio´n 1/milisegundos. Con velocidades
altas se puede congelar momentos de un accio´n (como en la fotograf´ıa deportiva) mientras que
con bajas se favorece la sensacio´n de movimiento (por ejemplo, el curso del agua en un r´ıo).
Apertura de diafragma: Regula la apertura del diafragma del objetivo, permitiendo pasar
ma´s o menos luz. Se expresa mediante la notacio´n f/valor donde valores bajos indicara´n un
diafragma ma´s abierto respecto a valores altos. La apertura de diafragma permite, entre otras
cosas, controlar la profundidad de campo en una fotograf´ıa, o lo que es lo mismo, la cantidad de
elementos que aparecera´n enfocados en e´sta. A valores bajos, obtendremos una profundidad de
campo reducida (el caso de un retrato) mientras que a valores altos tendremos una profundidad
de campo ma´s grande en la que la mayor´ıa de objetos saldra´n enfocados (por ejemplo, una
foto de paisaje).
A estos factores se le suman otros para´metros tales como el balance de blancos, el uso del flash,
el objetivo utilizado, etc.
Estos factores esta´n fuertemente relacionados con el campo de estudio de la o´ptica, su manipu-
lacio´n permite a los foto´grafos conseguir los resultados deseados dependiendo del tipo de fotograf´ıa
que se busca obtener. De esta forma, para realizar un retrato, un foto´grafo profesional tratara´ de
tener una profundidad de campo reducida para enfocar la atencio´n en el sujeto retratado. Para ello
el foto´grafo configurara´ la ca´mara para tener valores de apertura de diafragma pequen˜os, as´ı como
usara´ el zoom lo ma´ximo posible, etc.
El lector que este´ interesado en profundizar en la teor´ıa fotogra´fica, puede encontrar explicacio-
nes ma´s extensas del funcionamiento de e´stos factores en numerosas publicaciones, tales como La
fotograf´ıa paso a paso, Michael Langford [39] o el Manual de Te´cnica Fotogra´fica, John Hedgecoe
[40].
Es importante destacar que, si bien la teor´ıa fotogra´fica establece una serie de referencias a la
hora de realizar un tipo de fotograf´ıa u otra, estos son solo consejos a seguir, no normas de obligado
cumplimiento. Como en cualquier arte, el foto´grafo intenta primero dominar las reglas ba´sicas, para
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despue´s romperlas a su conveniencia con el objetivo de conseguir transmitir con precisio´n aquello
que desea expresar. De ah´ı la dificultad que puede tener una funcio´n como e´sta, cuyo finalidad es
intentar interpretar, mediante una serie de datos objetivos como son los datos Exif, la intencio´n
subjetiva que se buscaba a la hora de realizar la instanta´nea.
Debido a este motivo, la lo´gica de la funcio´n debe basarse siempre en una hipo´tesis de mundo
abierto (OWA) donde solo deben realizarse las suposiciones estrictamente necesarias a partir de
los datos disponibles. Para ello, la funcio´n usara´ una serie de sentencias condicionales en la que se
comparara´n diversos valores. Si e´stos se cumplen se escribira´ una frase en el archivo con la conclusio´n.
Por ejemplo, si se tiene una valor ISO de ma´s de 800, la fotograf´ıa habra´ sido, muy probablemente,
tomada en malas condiciones de iluminacio´n, como en una habitacio´n oscura o por la noche.
Caso 8: Opciones de configuracio´n del programa
El programa dispone de una serie de para´metros configurables, as´ı como funcionalidades extra
que se comentara´n a continuacio´n:
1. Activar/Desactivar bu´squeda de ima´genes por palabra clave: Esta funcionalidad extra
permite la descarga de ima´genes sin microdata que contengan una serie de palabras clave.
En caso de activarse se buscara´n dichas ima´genes dentro del Bloque 2: Ana´lisis del HTML.
Tras la configuracio´n se puede usar cualquiera de las opciones de exploracio´n anteriormente
comentadas para realizar la bu´squeda.
2. Opciones de historial de links ya analizados: Dentro de este menu´ se pueden encontrar
varias opciones que permiten modificar el comportamiento del historial en el programa:
1) Activar/Desactivar uso de historial en navegacio´n: Permite activar o desactivar
el historial de navegacio´n. La opcio´n de usar el historial de navegacio´n esta´ por defecto
activada, ya que evita que el programa descargue de nuevo webs ya analizadas. Aunque
esto normalmente puede suponer una ventaja, en ciertas ocasiones se puede desear no
usar el historial usando esta opcio´n para desactivarlo.
2) Usar un historial nuevo para esta sesio´n: Permite usar un historial de navegacio´n
nuevo solo para e´sta sesio´n del programa.
3) Usar historial permanente: Reactiva el uso del historial permanente tras desactivarlo
en la opcio´n anterior.
4) Importar historial: Importa el archivo que se especifique al programa para ser usado
como historial. El archivo ha de contener una sola URL por l´ınea.
5) Exportar historial: Funciona a la inversa que la opcio´n anterior, permitiendo exportar
el historial actual a un archivo con el nombre que se especifique.
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6) Eliminar historial: Elimina el archivo del historial.
3. Obtener listado de links a partir de url/palabras clave o archivo html: Esta opcio´n
permite generar archivos con listados de URLs de forma automa´tica y que se pueden usar en
el caso 3: Navegacio´n por listado de urls (apartado 3.3.6). Para ello presenta tres opciones:
1) Introducir URL: A partir de una URL el programa genera un listado de las URLs
contenidas en e´sta. Para ello descarga la pa´gina mediante el bloque downloadpage y extrae
los links mediante el Bloque 2: Ana´lisis del HTML. Como los links se almacenan por
defecto en el archivo href.html el programa renombra e´ste con el nombre que se haya
especificado.
2) Introducir ruta a archivo html: Su funcionamiento es similar a la opcio´n anterior,
solo que en vez de descargar un archivo presente en la web, el bloque 2 analiza un archivo
presente en el ordenador. Esta opcio´n es muy u´til para extraer listados de links en archivos
como los marcadores de un navegador web, que entre otras opciones suelen incluir la
opcio´n de exportar e´stos a un documento html, as´ı como para otros servicios de marcadores
online como delicious.
3) Resultados de busqueda en Yahoo: Genera un archivo con un listado de los resultados
arrojados por Yahoo en una bu´squeda por palabras clave. Su funcionamiento es similar a
los anteriores, solo que usando el mismo sistema de la primera parte del caso 1: Bu´squeda
por palabras en Yahoo (apartado 3.3.6).
4. Activar/Desactivar ana´lisis de microdata por pa´gina: Activa o desactiva el ana´lisis por
pa´gina. Si la opcio´n esta´ desactivada se analizara´ toda la microdata al terminar la exploracio´n
por la web, mientras que si esta´ activada, e´sta se analizara´ antes de pasar a la siguiente pa´gina.
El programa ha sido disen˜ado buscando la ma´xima modularidad posible, de forma que sea fa´cil
localizar en que´ bloque puede presentarse un problema determinado, as´ı como ampliar y mejorar
cada uno de los bloques pudiendo an˜adirse nuevas opciones al programa o incluso adaptarse para
propo´sitos distintos al original.
En el siguiente cap´ıtulo se mostrara´ una serie de ensayos en cuyos resultados podra´ observarse
el comportamiento del programa en distintas situaciones y casos de funcionamiento.
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Cap´ıtulo 4
Ensayos y resultados
En este cap´ıtulo se mostrara´n y explicara´n una serie de ensayos ba´sicos del funcionamiento del
programa. Debido a que el programa funciona a trave´s de la web, siendo e´sta un sistema abierto no
determinista donde numerosos factores externos que pueden considerarse aleatorios pueden afectar
a las mediciones, ha sido necesario realizar cada medicio´n varias veces con el fin de establecer una
media y error para cada punto de las gra´ficas presentadas.
Es importante destacar tambie´n la influencia de la velocidad de conexio´n de la red en la que se han
realizado las mediciones. E´stas se han realizado con la red inala´mbrica eduroam de la Universidad
Carlos III de Madrid. Se ha utilizado siempre la misma red con la intencio´n de variar el menor
nu´mero posible de para´metros, y as´ı generar comparativas menos sesgadas.
El programa Onewbmicrodata, dispone de varias opciones a la hora de navegar por la web, desde
la introduccio´n de una URL, a la bu´squeda por palabras clave en Yahoo, o el ana´lisis de listados
de URLs. En cualquiera de estos casos, el programa creara´ un directorio con el nombre del dominio
web analizado o las palabras clave introducidas, donde almacenara´ los resultados obtenidos. En la
figura 4.1 puede observarse un ejemplo t´ıpico de los resultados obtenidos tras una exploracio´n del
programa.
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Figura 4.1: Ejemplo de los resultados obtenidos tras una bu´squeda con el programa. Cada imagen
descargada dispone de un archivo de texto con la informacio´n extra´ıda de la microdata que la
describ´ıa.
Los datos mostrados en las siguientes tablas han sido obtenidos por el propio programa. Para
la cuenta de pa´ginas web recorridas en cada medicio´n se ha usado una variable tipo entero que
ha hecho las veces de contador. Para el nu´mero de resultados se ha observado de forma manual el
nu´mero de ima´genes obtenidas en cada medicio´n. Por u´ltimo, para hallar el tiempo que ha tardado
el programa, se ha usado la funcio´n time perteneciente a la librer´ıa esta´ndar time.h. El tiempo se
ha empezado a medir a partir de la u´ltima introduccio´n de datos requerida por el programa, y se
ha parado al finalizar la descarga y ana´lisis de la u´ltima pa´gina web, por lo que el tiempo mide
el tiempo de ejecucio´n real del programa sin tener en cuenta procesos previos como el acceso por
menu´ e introduccio´n de opciones. Dado que el programa en cada medicio´n se mueve en valores del
orden de minutos, se ha optado por una resolucio´n de 1 segundo, resolucio´n suficiente para observar
las diferencias de tiempo en la repeticio´n de una medicio´n, que suelen variar de varios segundos a
varios minutos.
A continuacio´n se presentan los distintos ensayos realizados, mostrando su tabla de resultados y
gra´ficas resultantes, as´ı como una justificacio´n de cada resultado.
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4.1. Bu´squeda en freefoto.com
En este ensayo se ha usado la opcio´n del programa Bu´squeda en freefoto (apartado 3.3.6) para
obtener ima´genes con microdata a partir de la palabra house. Freefoto es un banco de ima´genes
donde el usuario puede encontrar y usar ima´genes subidas por otros usuarios, en su mayor parte
gratuitas. Para realizar el ensayo se han tomado un total de 10 mediciones que corresponden a 10
pa´ginas de resultados de bu´squeda en el dominio. Cada medicio´n se ha repetido 5 veces, obtenie´ndose
el resultado final a partir de la media. En la tabla 4.1 se presentan los resultados obtenidos.
Tabla 4.1: Resultados obtenidos al realizar la bu´squeda de la palabra house en el banco de ima´genes
freefoto.
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Figura 4.2: Gra´fica de tiempo respecto al nu´mero de iteraciones (pa´ginas de resultados) realizado.
En la gra´fica se representan, adema´s, las barras de error del conjunto.
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Puede observarse co´mo la relacio´n entre el nu´mero de iteraciones y el tiempo obtenido es aproxi-
madamente lineal, lo cual es lo´gico, dado que cada iteracio´n significa una pa´gina de resultados ma´s
a analizar por el programa. Sin embargo, al llegar a los puntos 9 y 10, dicha linealidad comienza a
romperse. Esto se debe a que freefoto ofrece para la bu´squeda de la palabra house un ma´ximo de
1142 resultados. Por lo que al llegar a ese l´ımite, el programa salta a pa´ginas que no corresponden
con los resultados de house y que tienen menos enlaces y microdata a analizar, estabiliza´ndose, por
tanto, el tiempo total que tarda el proceso.
En cuanto a las ima´genes descargadas y la informacio´n sema´ntica extra´ıda, en la figura 4.3 puede
observarse uno de los resultados. Viendo solo la imagen, no se es capaz de extraer informacio´n muy
detallada sobre lo que representa, solo se puede concluir la presencia de una casa en mal estado.
Figura 4.3: Imagen obtenida a partir de la bu´squeda de la palabra house en el banco de ima´genes
freefoto.
Sin embargo si tenemos en cuenta los datos obtenidos a partir de la microdata:
1 MICRODATA OF PHOTOGRAPH: http ://www.freefoto.com/preview /13 -04 -44/ Derelict -
House HOST: http ://www.freefoto.com
2
3 ITEMPROP: name=Derelict House
4 ITEMPROP: description=Pictures of a derelict house
5 ITEMPROP: image=http ://s3.freefoto.com/images /13/04/13 _04_44_thumb.jpg
6
7 SUBMICRODATA IMAGEOBJECT
8 ITEMPROP: thumbnail=http ://s3.freefoto.com/images /13/04/13 _04_44_thumb.jpg
9 ITEMPROP: name=/ images /13/04/13 _04_44 ---Derelict -House_web.jpg
10 ITEMPROP: representativeOfPage=true
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11 ITEMPROP: contenturl=http ://www.freefoto.com/images /13/04/13 _04_44 ---
Derelict -House_web.jpg
12 FIN SUBMICRODATA TIPO ->imageobject
13
14 ITEMPROP: description=Pictures of a derelict house
15 SUBMICRODATA PERSON
16 ITEMPROP: url=http ://www.ianbritton.co.uk
17 ITEMPROP: name=Ian Britton




22 ITEMPROP: keywords=united kingdom , 13-04-0 , 13-00-0 , newcastle upon tyne
, tyneside , house , demolition , industry , derelict house , falling
down FreeFoto.com , Free Pictures , Stock Photography , Royalty Free Images
, Picture , Image , free -use images






29 ITEMPROP: latitude =54.9663
30 ITEMPROP: latitude = -1.5653
31 FIN SUBMICRODATA TIPO ->geocoordinates
32
33 FIN SUBMICRODATA TIPO ->place
En este caso, si observamos la informacio´n extra´ıda se concluye en primer lugar que la imagen es
una fotograf´ıa. En la cabecera del archivo aparece el tipo de clase descrito (imageobject o photograph)
en este caso photograph, tambie´n aparece la URL a la web donde ha sido hallada la imagen y la
URL general de su dominio (HOST ). Tras la cabecera aparecen las propiedades descritas de la
clase, como el nombre de e´sta, as´ı como una descripcio´n que indica que es una casa abandonada,
adema´s de la URL de la miniatura de la imagen. A continuacio´n aparece submicrodata, o microdata
anidada. En este caso se describe caracter´ısticas de un objeto tipo imagen dentro de la fotograf´ıa,
y se obtiene informacio´n como la URL de la miniatura de e´sta, su nombre, si la imagen representa
bien el contenido de la pa´gina de donde ha sido extra´ıda (representativeofpage) as´ı como la URL
a la imagen completa. Una vez que se ha descrito la submicrodata imageobject, la pa´gina vuelve
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a presentar una descripcio´n de la imagen. A continuacio´n se presenta otra microdata anidada. En
este caso es una clase persona en la que se presenta informacio´n sobre el autor de la foto, como su
nombre y pa´gina web (Ian Britton es uno de los principales foto´grafos que alimentan este banco
de ima´genes). Tras describir al autor se aporta ma´s informacio´n clave de la fotograf´ıa, como su
editor, si es apta para todos los pu´blicos (isFamilyFriendly), palabras claves que la describen, entre
las que se encuentra la palabra house, que hemos usado en la bu´squeda para obtener esta imagen.
A continuacio´n, como submicrodata, se presenta el lugar donde ha sido realizado la fotograf´ıa, el
campo contentLocation es usado en este caso de forma incompleta, conteniendo solo la palabra
Location:, cuando deber´ıa contener una descripcio´n del lugar. Dentro de la submicrodata tipo place
nos encontramos la microdata anidada geocoordinates, que contiene las coordenadas de latitud y
longitud donde ha sido realizada la fotograf´ıa.
Con esta informacio´n, un programa puede pasar de conocer solo que esta´ ante un archivo tipo
imagen, sin conocer su contenido, a conocer datos tan diversos como su t´ıtulo, descripcio´n, palabras
clave que definen la fotograf´ıa, persona que la realizo´, e incluso, las coordenadas donde se realizo´ e´sta.
Las posibilidades de que un programa pueda acceder y comprender e´ste tipo de informacio´n asociado
a una imagen pueden llegar a ser muy numerosas y diversas.
4.2. Bu´squeda en dreamstime.com
En este ensayo se ha usado la opcio´n del programa Bu´squeda en dreamstime (apartado 3.3.6)
para obtener ima´genes con microdata a partir de la bu´squeda con la palabra cat. Al igual que
freefoto dreamstime es un banco de ima´genes, solo que en este caso sus ima´genes no son gratuitas.
Su negocio es la venta de ima´genes a empresas y particulares. Debido a este motivo, el programa solo
puede acceder a la descarga de las versiones de prueba de las ima´genes, que contienen una marca
de agua para evitar su uso comercial. Para realizar el ensayo se ha tomado de nuevo un total de 10
mediciones, correspondientes a 10 pa´ginas de resultados de la bu´squeda realizada. Cada medicio´n se
ha repetido 5 veces, obtenie´ndose la medicio´n final a partir de su media. En la tabla 4.2 se presentan
los resultados que se han obtenido.
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Tabla 4.2: Resultados obtenidos al realizar la bu´squeda de la palabra cat en el banco de ima´genes
dreamstime.
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Figura 4.4: Gra´fica de tiempo respecto al nu´mero de iteraciones (pa´ginas de resultados) realizado
en dreamstime. En la gra´fica se representan, adema´s, las barras de error del conjunto.
Como puede observarse, en el caso de dreamstime la relacio´n entre el nu´mero de iteraciones y
tiempo es completamente lineal, por lo que a mayor nu´mero de iteraciones, se descargara´n mayor
nu´mero ima´genes con microdata.
A continuacio´n la informacio´n con microdata extra´ıda de uno de los resultados obtenidos (figura
4.5).
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Figura 4.5: Imagen obtenida a partir de la bu´squeda de la palabra cat en el banco de ima´genes
dramstime.
La informacio´n extra´ıda de la microdata es la siguiente:
1 MICRODATA OF IMAGEOBJECT: http ://www.dreamstime.com/stock -photography -cat -
looking -up -image13042572 HOST: http :// www.dreamstime.com
2
3 ITEMPROP: image=http :// thumbs.dreamstime.com/x/cat -looking -up -13042572. jpg
4
5 SUBMICRODATA AGGREGATERATING
6 ITEMPROP: ratingValue =5
7 ITEMPROP: worstRating =0.5
8 ITEMPROP: bestRating =5
9 ITEMPROP: ratingCount =2
10 FIN SUBMICRODATA TIPO ->aggregaterating
11
12 ITEMPROP: description=Domestic cat looking up (B/W).































Como puede observarse, se describe una clase tipo imageobject. En ella esta´ anidada la clase
aggregaterating que clasifica la imagen segu´n los votos que ha recibido por los usuarios. Esta clase
es una de las ma´s comunes en el uso de la microdata en la web, siendo frecuentemente usada para
la descripcio´n de elementos multimedia (mediaobject) como v´ıdeos, ima´genes, canciones etc., o en la
descripcio´n de productos (product) y negocios, tales como restaurantes (foodestablishment). Dentro
de ella, se describe el valor actual (5 estrellas en este caso) el peor valor votado (0.5 estrellas) el ma´s
alto y el nu´mero de votaciones (ratingcount).
A continuacio´n se realiza una descripcio´n de la imagen, da´ndose adema´s su nombre y el autor de
e´sta. En este caso no se recurre a una clase person para establecer el autor, como en el caso visto en
freefoto, sino que se aporta solo el nombre de e´ste. A continuacio´n aparecen una serie de palabras
clave o keywords que describen la imagen. Cabe destacar la calidad y el elevado nu´mero de e´stas.
Los bancos de ima´genes como dreamstime, cuyo modelo de negocio es la venta de ima´genes, ganan
dinero cuando el cliente encuentra justo la imagen que estaba buscando, compra´ndola. Ofrecer un
motor de bu´squeda interno lo ma´s completo y potente posible es fundamental, de ah´ı que este tipo
de pa´ginas dispongan de bases de datos con gran volumen de informacio´n para cada imagen. El uso
de parte de esta informacio´n como microdata, permite al banco de ima´genes que los motores de
bu´squeda coloquen sus ima´genes en las primeras posiciones ante la bu´squeda de un usuario, siendo
un mecanismo de gran importancia para la captacio´n de clientes .
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Actualmente, los bancos de ima´genes son los que ma´s utilizan las ima´genes con microdata, si
bien cada vez ma´s sitios web, tales como perio´dicos digitales, esta´n aportando esta informacio´n en
sus noticias, todav´ıa con poco nivel de detalle. Es previsible que en un futuro, junto con la expansio´n
de la web sema´ntica, ma´s pa´ginas web usen este tipo de marcado, enriqueciendo la informacio´n de
las ima´genes presentes en la red.
4.3. Bu´squeda en istockphoto.com
En este ensayo se ha usado la opcio´n del programa Bu´squeda en istockphoto (apartado 3.3.6)
para obtener ima´genes con microdata a partir de la palabra clave cat. Istockphoto, al igual que
dreamstime, es un banco de ima´genes que gana dinero con la venta de e´stas, por lo que el programa
solo puede descargar la versio´n con marca de agua de las ima´genes. Para realizar este ensayo se han
tomado 10 mediciones correspondientes a 10 pa´ginas de resultados, cada medicio´n se ha repetido 5
veces, obtenie´ndose la medicio´n final a partir de su media. En la tabla 4.3 se presentan los resultados
obtenidos.
Tabla 4.3: Resultados obtenidos al realizar la bu´squeda de la palabra cat en el banco de ima´genes
istockphoto.
El tiempo que tarda respecto al nu´mero de iteraciones es el que se observa en la figura 4.6.
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Figura 4.6: Gra´fica de tiempo respecto al nu´mero de iteraciones (pa´ginas de resultados) realizado
en istockphoto. En la gra´fica se representan, adema´s, las barras de error del conjunto.
Puede observarse como, al igual que los casos anteriores de freefoto y dreamstime, el nu´mero de
iteraciones o profundidad guarda una relacio´n lineal respecto al tiempo, aun siendo ma´s inestable
que los casos anteriores.
A continuacio´n, en figura 4.7 se muestra uno los resultados obtenidos:
Figura 4.7: Imagen obtenida a partir de la bu´squeda de la palabra cat en el banco de ima´genes
istockphoto.
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Siendo la microdata extra´ıda:
1 MICRODATA OF IMAGEOBJECT: HOST: http ://www.istockphoto.com
2
3 ITEMPROP: contentUrl=http ://i.istockimg.com/file_thumbview_approve
/16156731/2/ stock -photo -16156731 -cute -kitten -is-climbing -on-the -rope.jpg
4 ITEMPROP: name=cute kitten is climbing on the rope - Stock Image
5 ITEMPROP: description=a cute kitten is climbing on the rope. isolated on a
white background
6 ITEMPROP: author copyrightHolder=s-dmit
7










18 ITEMPROP: keywords=Young Animal
19 ITEMPROP: keywords=Isolated
20 ITEMPROP: keywords=Close -up
21 ITEMPROP: keywords=Domestic Animals
22 ITEMPROP: keywords=Studio Shot
23 ITEMPROP: keywords=Isolated On White
24 ITEMPROP: keywords=One Animal
25 ITEMPROP: keywords=Animals And Pets
26 ITEMPROP: keywords=Scottish Fold
27 ITEMPROP: keywords=Feline
28 ITEMPROP: keywords=Purebred Cat
29 ITEMPROP: keywords=Tabby
Como puede observarse, la informacio´n obtenida es muy similar a los casos anteriores: la URL
que contiene la imagen a su nombre, descripcio´n, autor de la imagen y un gran nu´mero de palabras
clave de gran utilidad a la hora de describir la misma.
Actualmente los bancos de ima´genes son las pa´ginas web que ofrecen mayor nu´mero, y calidad
en su descripcio´n sema´ntica con microdata, de ima´genes en la web. Si bien e´stas suelen valer dinero
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por lo que no son facilmente accesibles, es de esperar que en un futuro pro´ximo servicios sociales
de ima´genes, como fliker, pinterest y otros, utilicen microdata para la descripcio´n detallada de
sus ima´genes, lo que aumentara´ de forma considerable la presencia de ima´genes con informacio´n
sema´ntica en la web.
4.4. Datos Exif
Aunque gran parte de las fotograf´ıas subidas a la web carecen de datos Exif, ya sea por su
eliminacio´n voluntaria o por su perdida durante su conversio´n en la edicio´n de un programa de
tratamiento de ima´genes, muchas otras contienen esta informacio´n de gran utilidad para aquel que
desee conocer como se ha realizado una fotograf´ıa.
A continuacio´n se muestra un ejemplo de fotograf´ıa con datos Exif hallada en la web.La imagen
ha sido encontrada por el programa en el dominio alanpeto.com y pertenece al foto´grafo Chi King.
Retrata una estatua gigante de Buda en la regio´n de Sichuan, China. Tal como se puede observar
en la figura 4.8.
Figura 4.8: Imagen obtenida en el dominio alanpeto.com, Chin King, 2007. En ella se observa la
estatua gigante de Buda en la provincia de Sichuan, China. La imagen dispone tanto de microdata
como de datos Exif.
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Archivo con la informacio´n extra´ıda:
1 MICRODATA OF IMAGEOBJECT: http ://www.alanpeto.com/buddhism/understanding -
mahayana -theravada/ HOST: http :// www.alanpeto.com




5 Camera make : Canon
6 Camera model : Canon EOS 5D
7 Software : Adobe Photoshop CS2 Macintosh
8 Bits per sample : 0
9 Image width : 4076
10 Image height : 2912
11 Image description :
12 Image orientation : 1
13 Image copyright :
14 Image date/time : 2007:12:31 21:42:03
15 Original date/time: 2007:12:26 13:25:10
16 Digitize date/time: 2007:12:26 13:25:10
17 Subsecond time :
18 Exposure time : 1/199
19 F-stop : f/4
20 ISO speed : 640
21 Subject distance : 0
22 Exposure bias : 0 EV
23 Flash used? : 1
24 Metering mode : 5
25 Lens focal length : 32 mm
26 35mm focal length : 0 mm
27 GPS Latitude : 0 deg (0 deg , 0 min , 0 sec)
28 GPS Altitude : 0
29 GPS Longitude : 0 deg (0 deg , 0 min , 0 sec)
30 GPS Altitude : 0
31
32 INTERPRETACION DATOS EXIF
33 Imagen modificada por software Adobe Photoshop CS2 Macintosh tomada
originalmente en horizontal
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Como se puede observar, la imagen no contiene apenas informacio´n de microdata, solo el campo
image que aporta la URL de la imagen. Sin embargo s´ı que dispone de datos Exif. Estos datos
describen los distintos aspectos te´cnicos y para´metros configurados en el momento en el que se
realizo´ la fotograf´ıa. Destacan sobre todo, tal como se describio´ en el apartado 3.3.6, el tiempo de
exposicio´n, la apertura de diafragma (F-stop) y la velocidad ISO o sensibilidad del sensor. Estos
tres aspectos son de vital importancia a la hora de entender co´mo ha sido realizada una fotograf´ıa
y, por tanto, co´mo puede ser reproducida de nuevo. Por u´ltimo se puede observar una interpretacio´n
ba´sica basada en los datos Exif donde se concluye que la imagen ha sido retocada por software y
fue tomada con la ca´mara en horizontal.
Los metadatos Exif son en muchas ocasiones un gran complemento a la informacio´n obtenida a
trave´s de la microdata. Aunque puede parecer en principio que los datos Exif son demasiado te´cnicos
para ser de utilidad, si se relacionan con otros datos presentes en la microdata pueden llegarse a
realizar nuevas inferencias que aporten ma´s contexto a la imagen.
4.5. Un ejemplo de bu´squeda mu´ltiple
En el siguiente ensayo se busca comprobar el correcto funcionamiento del programa para bu´sque-
das largas, a veces de varias horas, que conlleven un gran volumen de informacio´n a analizar. Para
ello se ha usado la opcio´n del programa caso 3: Navegacio´n por listado de URLs para analizar un
conjunto de 100 dominios que supuestamente tienen ima´genes con microdata. Este listado ha sido
elaborado a partir del buscador de informacio´n sema´ntica Sindice [41]. En total se ha realizado una
bu´squeda de una profundidad o nu´mero de iteraciones de 10 para cada una de las 100 pa´ginas web
presentes en el listado. Al final de cada dominio el programa ha registrado informacio´n como el
nu´mero de pa´ginas recorridas y el tiempo realizado, as´ı como el nu´mero de pa´ginas recorridas y
tiempo total. A continuacio´n se mostrara´n distintas gra´ficas que muestran el comportamiento del
programa durante el ana´lisis. En la figura 4.9, se muestra una gra´fica con el nu´mero de pa´ginas
analizadas en cada uno de los 100 dominios analizados.







































































































Nº de dominio leido en el listado 
Nº Páginas VS Iteraciones 
Figura 4.9: Gra´fica del nu´mero de pa´ginas analizadas en cada uno de los 100 listados del dominio.
Puede observarse co´mo la cantidad de pa´ginas analizadas var´ıa dependiendo de la estructura
de cada dominio. Los puntos ma´s bajos corresponden con los dominios que el programa no puede
analizar. Si a continuacio´n exponemos estos datos en una misma gra´fica junto con el tiempo que
se tardo´ en analizar cada dominio (figura 4.10), puede llegarse a la conclusio´n de que existe una
relacio´n directa entre el nu´mero de pa´ginas y el tiempo usado durante el ana´lisis, donde a mayor
nu´mero de pa´ginas, ma´s tiempo se tarda. Cabe destacar el punto de la gra´fica nu´mero 81, el cual
tiene un valor de tiempo anormalmente alto comparado con el resto de dominios. Este tiempo no
puede deberse a una pe´rdida de conexio´n ya que entonces suceder´ıa que el punto tendr´ıa un valor
de pa´ginas recorridas y tiempo mı´nimo.











































































































Nº de dominio leído en el listado 
Tiempo y Nº Páginas VS Iteraciones 
Tiempo (s) 
Nº PÁGINAS 
Figura 4.10: Gra´fica del tiempo que se ha tardado en analizar cada uno de los 100 listados del dominio
junto con el nu´mero de pa´ginas recorridas. En general puede observarse una relacio´n directa entre
el nu´mero de pa´ginas y el tiempo realizado.
Tras repetir la medicio´n varias veces, obteniendo valores similares, se descarto´ que fuera un
error en la medicio´n. La justificacio´n de por que´ dicho punto tarda tanto puede encontrase si se
observa la carpeta que contiene sus resultados obtenidos. El dominio, llamado instaweb.me, es una
pa´gina especializada en mostrar fotos de la red social Instagram. Durante su ana´lisis se encontraron,
analizaron y extrayeron 15.877 ima´genes, lo que justifica el elevado tiempo en el que el programa
permanecio´ en e´l.
En total, el programa durante este ensayo recorrio´ ma´s de 62.432 pa´ginas en un tiempo total de
90.142 segundos, o lo que es lo mismo, ma´s de 25 horas de funcionamiento.
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Cap´ıtulo 5
Conclusiones
En este cap´ıtulo se expondra´n, por una parte, las conclusiones del programa desarrollado, enume-
rando los objetivos alcanzados y dificultades encontradas. Por otro lado, se hablara´ sobre los posibles
desarrollos futuros del programa realizado, as´ı como de la evolucio´n e influencia que tendra´ la web
sema´ntica en la web del futuro.
5.1. Conclusiones sobre el programa desarrollado
Tras el desarrollo del proyecto, a continuacio´n se enumeraran los objetivos clave que se han
alcanzado durante el transcurso del mismo:
1. Descarga de informacio´n: El programa es capaz de descargar distintos tipos de archivos
presentes en la web, descargando las pa´ginas e ima´genes deseadas y evitando la descarga del
resto de archivos. El uso de la librer´ıa libcurl permite tener un gran control en las descargas
realizadas, as´ı como evitar la mayor´ıa de los principales problemas a los que se enfrenta un
programa de esta naturaleza al navegar por la web, tales como redireccionamientos, URLs
codificadas, pa´ginas vac´ıas, servidores que no responden, etc.
2. Lectura, modificacio´n y ana´lisis de archivos: El programa es capaz de leer todo el co´digo
HTML de las pa´ginas web descargadas mediante la lectura l´ınea por l´ınea del archivo. Adema´s,
es capaz de localizar las palabras claves que le interesan, eliminando, sustituyendo o modifi-
cando las l´ıneas del archivo segu´n sus necesidades. El me´todo de bu´squeda de palabras clave
en el archivo, a partir de la generacio´n de un listado de e´stas, permite modificar y ampliar de
una forma sencilla la lectura y edicio´n del co´digo HTML, adaptando e´ste para la extraccio´n
de la microdata u otras futuras aplicaciones.
3. Obtencio´n y edicio´n de URLs: El programa puede localizar y extraer las distintas URLs
presentes en una web con el objetivo de descargarlas y analizarlas a posteriori. A su vez, el
81
82 CAPI´TULO 5. CONCLUSIONES
programa es capaz de diferenciar entre URLs de ruta completa y URLs de ruta parcial, siendo
capaz de transformar estas u´ltimas a rutas completas que puedan ser descargadas.
4. Localizacio´n de la microdata: El programa detecta si el co´digo de una pa´gina web contiene
informacio´n con microdata, adaptando dicho co´digo para su extraccio´n. Si bien el programa
ha sido desarrollado para la extraccio´n de ima´genes con microdata, el programa puede ser
ampliado fa´cilmente a la extraccio´n de otro tipos de microdata presentes en la web.
5. Extraccio´n del co´digo con microdata: El programa identifica los bloques con microdata
presentes en la webs analizadas, extrayendo e´stos a otro archivo, lo cual facilita su ana´lisis,
as´ı como la deteccio´n y correccio´n de errores. Al analizar solo las etiquetas contenidas en los
bloques de microdata, y no todas las etiquetas presentes en la web, se mejora de forma dra´stica
el rendimiento del programa.
6. Identificacio´n de la microdata: El programa es capaz de identificar que´ bloques de micro-
data contienen las clases buscadas, en este caso las clases imageobject y photograph orientadas
a la descripcio´n de ima´genes, descartando el resto y extrayendo solo las que son de intere´s.
Dicha identificacio´n resulta fa´cilmente ampliable a otros tipos de microdata que se puedan
desear extraer en un futuro.
7. Ana´lisis y extraccio´n: El programa analiza los bloques de microdata hallados, extrayendo
su informacio´n a un documento txt y descargando las ima´genes descritas.
8. Descripcio´n de clases anidadas: El programa adema´s, es capaz de describir las clases
dependientes de las clases principales, que pueden aparecer de forma anidada dentro de e´stas,
identifica´ndolas como un bloque propio dentro del bloque general.
9. Extraccio´n de datos Exif : El programa puede extraer los datos Exif que este´n presentes en
las fotograf´ıas descargadas, an˜adiendo dicha informacio´n a la extra´ıda a partir de la microdata.
10. Navegacio´n por la web: El programa es capaz de navegar por la web mediante diferentes
medios, desde la introduccio´n de una URL a la bu´squeda a partir de palabras clave en Yahoo
o la bu´squeda a partir de un listado de URLs.
11. Bancos de ima´genes: El programa es capaz de descargar las ima´genes con microdata, a partir
de un conjunto de palabras clave, de tres de los principales bancos de ima´genes existentes en
la web, freefoto, dreamstime e istockphoto.
12. Parametrizacio´n del programa: El programa permite modificar los para´metros que influyen
en la navegacio´n, desde el nu´mero de iteraciones o profundidad de la bu´squeda, al uso de URLs
de ruta parcial y otras opciones. Destaca la posibilidad de generar un historial para evitar la
descarga de pa´ginas ya analizadas, mejorando su rendimiento.
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13. Sistema de archivos: El programa genera una serie de archivos para realizar sus funciones,
desde el co´digo original de la pa´gina descargada, a este mismo co´digo editado, as´ı como un
listado de las URLs encontradas y pendientes de visitar de la pa´gina web descargada, adema´s
de un archivo donde se extraen todos los bloques de microdata encontrados y analizados
durante esa sesio´n del programa, lo que permite, en caso de la interrupcio´n del programa,
recuperar y descargar las ima´genes con microdata que estaban pendientes de extraer. Este
sistema de archivos, donde cada bloque principal del programa genera un archivo usado que es
usado por el siguiente, permite un ana´lisis sencillo y efectivo ante la presencia de problemas o
comportamientos inesperados en alguna pa´gina web. A su vez permite una sencilla adaptacio´n
y creacio´n futura de posibles nuevas funcionalidades.
14. Modularidad: El programa, formado por cinco bloques de funcionamiento diferenciados por
su funcio´n, ha sido creado con la idea de tener la mayor modularidad posible, pudie´ndose crear
crawlers con otros objetivos distintos al original a partir de e´ste. Dado que la web es un sistema
abierto altamente cambiante, es importante que un programa tipo aran˜a web o crawler como
el presente pueda adaptarse a los nuevos cambios o tareas que se requieran para e´l.
15. Funciones adicionales: El programa es adema´s capaz de realizar funciones adicionales tales
como la descarga de ima´genes sin microdata a partir de palabras clave, la extraccio´n de los
datos Exif existentes en las ima´genes del directorio especificado por el usuario, la generacio´n
de archivos que contengan listados de URLs a partir de una pa´gina web, un archivo HTML
como los exportados por los principales navegadores o la generacio´n de un listado a partir de
los resultados obtenidos en una bu´squeda por palabras clave en Yahoo.
En conclusio´n, el programa cumple los requisitos que se enunciaron para su desarrollo, realizando
sin problemas los objetivos para los que fue creado (apartado 3.2.1). Sin embargo, es importante
comentar los posibles problemas que puede encontrar ocasionalmente. En primer lugar, el programa
trabaja en un sistema abierto y cambiante como es la web en el que existen una gran cantidad de
factores dif´ıcilmente controlables y previsibles por parte del programa; el cambio de estructuras, la
implementacio´n de nuevas tecnolog´ıas o la evolucio´n de las actuales, pueden afectar a su correcto
funcionamiento. Por otro lado, la incorrecta implementacio´n de la microdata en ciertas pa´ginas web,
as´ı como su uso fuera del esta´ndar enunciado por schema.org [19], puede llevar a que en ocasiones
el programa solo pueda descargar parte de la informacio´n descrita en e´stas.
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5.2. Desarrollos futuros
El programa desarrollado en este proyecto, pretende ser una primera aproximacio´n al posible uso
de la informacio´n en forma de microdata que se dara´ en el futuro. La localizacio´n y extraccio´n de
la microdata implica la obtencio´n de informacio´n de gran riqueza sema´ntica que puede ser usada
en diversos a´mbitos, desde la recopilacio´n de informacio´n sobre un sujeto o tema concreto, a su uso
como posible entrada de informacio´n en distintos programas informa´ticos e, incluso, como se ha visto
en este proyecto (apartado 1.1), la experimentacio´n y desarrollo de sistemas robo´ticos.
El programa ha sido desarrollado con el objetivo de localizar y extraer ima´genes con microdata.
Sin embargo, existe una gran variedad de clases dentro de su vocabulario actual que pueden resultar
interesantes de localizar y extraer en un futuro. La modularidad del programa permite que e´ste
pueda ser ampliado, sin la necesidad de crear una nueva estructura, a la localizacio´n y extraccio´n de
otras clases de microdata desde otros elementos multimedia, como v´ıdeos o audio, a la informacio´n
referente a personas o empresas e, incluso, la recopilacio´n de informacio´n me´dica, campo en el que
se esta´ usando cada vez ma´s este tipo de marcado.
Por otro lado, puede mejorarse la informacio´n obtenida por el programa mediante la captura y
extraccio´n de otros lenguajes sema´nticos. Uno de sus posibles desarrollos futuros ser´ıa la localizacio´n,
procesamiento y extraccio´n de informacio´n presente en tripletas RDF, o a partir de otros tipos de
metadatos tales como RDFa o microformatos. El aumento de la presencia de tripletas RDF dentro
del archivo binario de ima´genes puede suponer el siguiente paso lo´gico en la evolucio´n del programa.
Orientar el desarrollo futuro del programa a la extraccio´n de estos lenguajes sema´nticos supone un
reto importante y dif´ıcil, pero a cambio puede obtenerse una potente herramienta con una gran
flexibilidad.
Otro de los posibles desarrollos futuros del programa puede pasar por que e´ste manipule la infor-
macio´n extra´ıda de la microdata. Para ello deber´ıa realizarse el programa un desarrollo orientado a
objetos creados a partir de la estructura de clases del vocabulario de la microdata. Esta implemen-
tacio´n permitir´ıa la comparacio´n y manipulacio´n de distintos datos e, incluso, la creacio´n de nueva
informacio´n inferida a partir de la extra´ıda.
Adema´s, en un futuro puede desarrollarse con mayor profundidad la interpretacio´n y manipula-
cio´n de los datos Exif. Si se relaciona la microdata con los metadatos Exif pueden inferirse nuevas
interpretaciones generando nueva informacio´n.
La naturaleza de aran˜a web del programa permite un amplio abanico de posibles usos y desa-
rrollos del mismo. El programa puede seguir usa´ndose para la extraccio´n de informacio´n sema´ntica
o adaptarse a cualquier de los mu´ltiples usos actuales y futuros de este tipo de Web bots, desde
el mantenimiento de dominios web a la recopilacio´n de todo tipo de informacio´n: los precios de la
competencia en un mercado determinado, las conductas y comportamientos de los usuarios y em-
presas en redes sociales, etc. En general, para cualquier campo en el que sea u´til la extraccio´n de
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informacio´n a partir de la web, el uso de un programa crawler es en la mayor´ıa de las ocasiones la
mejor solucio´n.
Uno de los desarrollos futuros ma´s interesantes del programa actual pasa por la mejora y perfec-
cionamiento del crawler realizado. Como se ha comentado anteriormente, la creacio´n e implemen-
tacio´n de una aran˜a web supone un reto relativamente sencillo de alcanzar. La dificultad llega a
la hora de conseguir un buen rendimiento y eficacia del mismo. La creacio´n de nuevas pol´ıticas de
navegacio´n y mejoras de las existentes es un posible desarrollo futuro que puede permitir al progra-
ma cosas como ser capaz de descartar pa´ginas con bajas probabilidades de presencia de microdata,
as´ı como la seleccio´n de rutas ma´s complejas y eficaces a trave´s de la web.
Como se puede observar, el programa Onewebmicrodata dispone de un amplio abanico de posibi-
lidades futuras, tanto por su condicio´n de crawler, como por su posibilidad de extraer y manipular
informacio´n sema´ntica como la presente en la microdata, y que supone un avance significativo en la
expansio´n de los datos sema´nticos en la web.




Este es manual de uso para el programa Onewebmicrodata realizado por Julia´n Caro Linares
como parte central del proyecto Onewebmicrodata: Aran˜a web extractora de Metadatos de Microdata
y Exif .
La funcio´n principal del programa es la bu´squeda de ima´genes con datos sema´nticos en formato
de microdata a trave´s de la web as´ı como su extraccio´n junto a la imagen que describen.
A.2. Compilacio´n y ejecucio´n del programa
El programa ha sido desarrollado usando el lenguaje C++ y mediante el uso de QT creator.
Para realizar la compilacio´n extraiga la carpeta ra´ız en un directorio cualquiera. Existen dos
opciones para compilar el programa. Mediante el uso del IDE QT creator o usando CMake:
QT creator: Para compilar el programa mediante QT creator :
1. Abra el programa QT creator.
2. File: Open File or project.
3. En la carpeta ra´ız del programa, abra el archivo .pro.
4. QT creator le mostrara´ opciones de configuracio´n. Configure sus preferencias y pulse
Configure Project.
5. A continuacio´n se le mostrara´ los archivos del programa para su edicio´n. Para compilar
sobre la barra izquierda de QT pulse el ı´cono del martillo Build Project el programa se
compilara y estara´ listo para su ejecucio´n.1
1Dependiendo de la versio´n de QT puede que la opcio´n RUN de ejecutar el programa dentro de QT no funcione
correctamente. Se recomienda siempre ejecutar el programa fuera de QT creator mediante una terminal.
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Para ejecutar el programa dir´ıjase a la carpeta que QT ha creado con el programa com-
pilado. Desde una terminal escriba:
1 gcc -o hello hello.c
CMake: Para compilar mediante el uso de CMake:
1. Abra en una terminal la carpeta ra´ız del programa.
2. Una vez dentro de la carpeta ra´ız del programa se recomienda crear un directorio dentro
de esta para la compilacio´n del programa, por ejemplo build. Para ello ejecute el comando
$ mkdir build.
3. Situ´ese en la carpeta donde desea que se realice la compilacio´n del programa
4. Ejecute el comando $ cmake carpetaraizdelprograma. En el caso de que haya creado la
carpeta build comentada anteriormente el comando ser´ıa $ cmake ..
5. CMake creara´ los archivos necesarios para la compilacio´n. Si todo ha ido bien ejecute el
comando $ make.
Si la compilacio´n ha resultado un e´xito tendra´ un nuevo archivo ejecutable denominado One-
webmicrodata que sera´ el programa compilado. Para ejecutarlo escriba $ ./Onewebmicrodata
.
NOTA: El programa depende de la librer´ıa externa libcurl, si la librer´ıa por alguna razo´n no
esta´ instalada en su ordenador, el compilador le avisara de ello, puede descargar la librer´ıa ejecutando
el comando:
1 sudo apt -get install libcurl -dev
A.3. Opciones del programa y configuracio´n
Una vez abierto el programa se encontrara´ con el menu´ principal (figura A.1). En e´l se enumeran
las distintas opciones disponibles. Seleccione la que desee escribiendo su nu´mero y pulsando intro.
Antes de describir cada opcio´n, existen una serie de para´metros de navegacio´n comunes cuyo
significado es preciso que conozca:
No de iteraciones: Determina la profundidad de navegacio´n, o en otras palabras, el nu´mero
de veces que el programa saltara´ a otra pa´gina desde el sitio web inicial. Una vez el programa
ha analizado el primer sitio web analizara´ las pa´ginas web vinculados a este y luego saltara´ de
forma pseudoaleatoria a uno de ellos repitiendo el proceso de ana´lisis del sitio web, ana´lisis
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Figura A.1: Menu´ principal del programa. En e´l se enumeran las distintas opciones de ejecucio´n.
Para ejecutar una opcio´n introduzca el nu´mero de la opcio´n seleccionada y pulse intro.
de las pa´ginas web vinculadas y salto a una nueva pa´gina web sucesivamente dependiendo del
nu´mero de iteraciones que hayamos seleccionado.
Es importante destacar que s´ı seleccionamos solo una iteracio´n el programa analizara´ solo la
pa´gina inicial, sin analizar las pa´ginas vinculadas a esta. Para realizar un ana´lisis de la
primera pa´gina ma´s sus pa´ginas referenciadas deberemos escribir al menos dos iteraciones.
Porcentaje de ana´lisis: I´ndica al programa el porcentaje de ana´lisis que deseamos analizar
sobre el total de pa´ginas referenciadas en cada sitio web visitado. Si por ejemplo tenemos una
pa´gina web inicial que vincula a 10 pa´ginas web si seleccionamos un porcentaje del 50 % solo
se analizara´n 5 de esta´s de una forma pseudoaleator´ıa. Este para´metro puede resultar de gran
utilidad en ocasiones en las que el programa navega por pa´ginas web con un elevado nu´mero
de links referenciados y se desea un ana´lisis ma´s superficial. Al finalizar el ana´lisis de dichas
pa´ginas, el programa saltara´ a una de las que se han analizado comenzando otra iteracio´n.
Incluir o no links locales: Donde se entiende por links locales a los links parciales a pa´ginas
que normalmente son del mismo dominio. Para diferenciar entre un link parcial y uno absoluto
observe las siguientes URLs:
http://www.uc3m.es/Inicio
/V ida Universitaria
Mientras que el primero es una URL totalmente funcional, la segunda url es un link parcial
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que apunta a otra pa´gina del mismo dominio. Si usted selecciona que desea incluir los links
locales este tipo de rutas parciales se reconstruira´n resultando el caso anterior:
http : //www.uc3m.es/V ida Universitaria
Incluir los links locales en la bu´squeda implica un mayor nu´mero de pa´ginas refenciadas a
analizar por pa´gina pero a su vez una mayor probabilidad de que el programa analice ma´s
pa´ginas del mismo dominio antes de conseguir iterar a otro dominio distinto. Normalmente es
recomendable incluir los links locales en nuestra bu´squeda. Sin embargo, en casos en los que el
nu´mero de links locales es mucho mayor al de link externos puede ser recomendable desactivar
esta opcio´n.
A continuacio´n se enumeran y describen cada una de las opciones seleccionables:
1. Busqueda por palabras en Yahoo: Permite mediante la introduccio´n de una serie de
palabras clave empezar a realizar una bu´squeda de microdata segu´n los resultados ofrecidos
por Yahoo. En primer lugar se le pedira´ que escriba las palabras clave, escriba una o varias
separadas por espacios y pulse intro. A continuacio´n se le pedira´ el nu´mero de pa´ginas de
resultados que desea analizar, cada pa´gina ofrece diez resultados, por lo que si por ejemplo
se analizan 10 pa´ginas, el nu´mero de links ofrecidos por yahoo sera´ de 100. Acto seguido se
le pedira´ el nu´mero de iteraciones, el porcentaje de ana´lisis y si desea incluir o no los links
parciales obtenidos de cada pa´gina web.
Esta opcio´n puede serle de utilidad cuando desea comenzar una bu´squeda determinada pero
desconoce direcciones webs concretas que puedan tener dicha informacio´n.
2. Bu´squeda por url: Cuando usted conozca un dominio determinado desde el que desea co-
menzar una bu´squeda utilice esta opcio´n. Se le pedira´ que introduzca la URL deseada as´ı como
el nu´mero de iteraciones, porcentaje de ana´lisis y si desea o no incluir los links locales en la
bu´squeda.
Es importante que escriba la direccio´n URL correctamente. El programa acepta varias formas




Sin embargo es recomendable que use siempre la primera escribiendo la URL completa. Una
forma sencilla es que copie y pegue la URL cuando se la solicite el programa (normalmente
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debera´ presionar control+shift+v). Recuerde asegurarse siempre de comprobar que la URL
que introduce es una URL valida y no una pa´gina ca´ıda o direccio´n erro´nea. En caso con-
trario el programa intentara´ analizar dicha direccio´n web sin conseguir iterar a una nueva
pa´gina realizando el nu´mero de iteraciones solicitadas sin e´xito y devolvie´ndole de nuevo al
menu´ principal.
3. Navegacio´n por listado de urls: Esta opcio´n es una ampliacio´n de la opcio´n de bu´squeda
por URL en la que dada una lista de URLs a analizar el programa realizara´ la exploracio´n de
cada uno de sus links de la lista teniendo en cuenta los para´metros habituales de iteraciones
o profundidad, porcentaje de ana´lisis e inclusio´n o no de links locales. Es decir, el programa
leera´ uno de los links del archivo, realizara´ el nu´mero de iteraciones deseadas y al terminar
leera´ el siguiente link repitiendo el proceso hasta completar la lista.
El formato que deben tener dichos archivos es el de un archivo con una URL por l´ınea. En la
figura A.2 puede ver un ejemplo sencillo de como debe ser un archivo tipo.
Figura A.2: Ejemplo de listado de URLs que se desea analizar. Debe escribirse una sola URL por
l´ınea.
Al seleccionar dicha opcio´n el programa le solicitara´ el nombre o ruta del archivo que contiene
la lista de los links. S´ı el archivo se encuentra en la carpeta ra´ız del programa puede escribir
su nombre directamente. Si no debera´ escribir su ruta completa.
A continuacio´n se le pedira´ que introduzca el nombre de una carpeta para dicha bu´squeda.
Dicha carpeta se creara´ en caso de que ya no existiera en ./databasemicrodata/nombrecarpeta
Despue´s se le solicitara´ el nu´mero de links por el que desea comenzar la bu´squeda. Esta opcio´n
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puede ser u´til si ya ha analizado una serie determinada de links de dicho archivo y desea
continuar donde lo dejo. En caso de que desee analizar la lista completa, escriba uno.
Por u´ltimo se le pedira´ los para´metros de navegacio´n: nu´mero de iteraciones, porcentaje de
ana´lisis e inclusio´n o no de links locales.
En este modo de navegacio´n se creara´ un archivo con el nombre de results+nombrearchivo
en la misma ruta del archivo a cargar. Este archivo de resultados le informara´ del nu´mero
de iteraciones, pa´ginas web analizadas, as´ı como si se ha encontrado o no potencialmente
microdata en cada link analizado y en el total del ana´lisis (figura A.3).
Figura A.3: Ejemplo de archivo de resultados tras realizar una bu´squeda usando la opcio´n Navegacio´n
por listado de urls
NOTA: Realizar listados de URLs puede llegar a ser tedioso y exigirle mucho tiempo. Ma´s
adelante en el apartado opciones de configuracio´n se describira´n algunas de las opciones que
el programa posee para realizar archivos de listados de URLs de forma automa´tica.
4. Bu´squeda en freefoto.com: Esta opcio´n permite realizar una bu´squeda de microdata me-
diante palabras clave en el banco de ima´genes de freefoto.com. En primer lugar se le pedira´ que
introduzca una o ma´s palabras claves. A continuacio´n el nu´mero de iteraciones deseadas. Tenga
en cuenta que en este modo de exploracio´n no se iterara´ de una forma pseudoaletor´ıa si no
que el nu´mero de iteraciones corresponde al nu´mero de pa´ginas de resultados a analizar segu´n
las palabras clave introducidas. A mayor nu´mero de iteraciones, mayor nu´mero de pa´ginas de
resultados se analizara´n obteniendo un nu´mero mayor de ima´genes con microdata.
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Al finalizar la bu´squeda podra´ encontrar las ima´genes con microdata obtenidas en la carpeta
dabasemicrodata/palabrasclaveintroducidas.
5. Bu´squeda en dreamstime.com: Su funcionamiento es ide´ntico al de la opcio´n de freefoto
siendo el nu´mero de iteraciones el nu´mero de pa´ginas de resultados a analizar.
6. Busqueda en istockphoto.com: Su funcionamiento es ide´ntico a los anteriores si bien puede
observar un procedimiento de ejecucio´n distinto. En este caso concreto de extraccio´n de ima´ge-
nes con informacio´n sema´ntica se ha buscado optimizar el rendimiento al ma´ximo realiza´ndose
la descarga de las ima´genes encontradas solo al final del programa.
7. Parser de datos Exif: En todas las opciones ya descritas el programa realiza la extraccio´n
de los datos Exif de las ima´genes encontradas de forma automa´tica. Sin embargo puede resul-
tarle u´til realizar esta extraccio´n para un grupo de ima´genes de una carpeta espec´ıfica de su
ordenador. Para ello se le solicitara´ la ruta a analizar, si la ruta se encuentra dentro de la ra´ız
del programa puede escribir la ruta parcial, en caso contrario debera´ escribir la ruta completa.
Al finalizar encontrara´ en la ruta introducida las fotos analizadas junto con un documento
txt de su mismo nombre con la informacio´n Exif extra´ıda as´ı como con una interpretacio´n
automa´tica de dichos datos.
NOTA: Puede que observe por pantalla como el extractor de datos Exif arroja el mensaje:
Error parsing EXIF: code 1983. Este mensaje es normal y propio de la librer´ıa de datos Exif
y significa que en dicha imagen no se han encontrado datos a extraer.
8. Opciones de configuracio´n: Por u´ltimo el programa ofrece varias opciones de configuracio´n
que definen el comportamiento de la navegacio´n de este por la web as´ı como an˜ade otras
pequen˜as funcionalidades:
1. Activar/Desactivar bu´squeda de ima´genes por palabras clave: El programa dis-
pone de una funcio´n adicional consistente en la descarga de ima´genes sin microdata que
contengan, bien en su descripcio´n o en su nombre, una palabra o frase clave escrita. Dicha
opcio´n esta´ desactivada por defecto. Si seleccionamos esta´ opcio´n la activaremos para la
sesio´n actual del programa y se nos solicitara´ que introduzcamos la palabra clave desea-
da. A continuacio´n desde el menu´ principal podremos seleccionar la opcio´n que deseemos
para explorar la Web.
Podemos encontrar las ima´genes introducidas dentro de: databasemicrodata/carpetadeex-
ploracion/imagenessinmicrodata/palabrasclave
2. Opciones de historial de links ya analizados: El programa por defecto tiene
activada la opcio´n de historial. Para facilitar la tarea de buscar microdata en la Web
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el programa va generando un archivo de historial con todas las URL que ha visitado. De
esta´ forma cuando el programa se encuentra de nuevo con una pa´gina ya visitada, no la
descarga y pasa a la siguiente direccio´n. Cuando el historial se hace demasiado grande o
por otros motivos queremos desactivarlo pueden ser de utilidad las siguientes opciones:
1) Activar/Desactivar uso de historial en navegacio´n: Estando activado por de-
fecto, permite activar o desactivar el uso del historial para la sesio´n actual del pro-
grama.
2) Usar un historial nuevo para esta sesio´n-El historial actual sera borrado:
Borra el historial que pudiera existir y usa un nuevo historial para esta sesio´n.
Al final del programa el historial de la sesio´n actual sera´ tambie´n borrado.
3) Usar historial permanente: En el caso de que haya seleccionado previamente la
opcio´n de historial nuevo para esta sesio´n, puede que finamente desee que el historial
de la sesio´n no sea borrado. Ejecute esta opcio´n antes de abandonar el programa para
que este no se borre. La opcio´n de historial permanente, activada por defecto, crea
un historial que se guarda en cada sesio´n incrementa´ndose con el uso del programa.
4) Importar historial: El historial no es ma´s que un archivo de texto con una url
por l´ınea. Si desea importar otros historiales o crear el suyo propio y usarlo en el
programa, puede usar esta opcio´n para importar un archivo y crear un nuevo historial
de navegacio´n. Para ello seleccione esta opcio´n e introduzca la ruta o nombre del
archivo deseado. Recuerde que si importa un historial, perdera´ el anterior.
5) Exportar historial: Si desea guardar su archivo de historial fuera del programa
ejecute esta opcio´n. Se le pedira´ que introduzca el nombre o la ruta ma´s el nombre
que desea que tenga el nuevo archivo.
6) Eliminar historial: Elimina el archivo de historial actual.
3. Obtener listado de links a partir de url/palabras clave o archivo html: Esta
opcio´n le permite obtener un listado de URLs en un archivo que puede ser usado para la
opcio´n de Navegacio´n por listado de urls. Para ello dispone de dos opciones:
1) Introducir URL: Introduzca una URL a una direccio´n web valida, el programa
descargara´ la pa´gina y extraera´ los links a los que apunta. Se le pedira´ ademas el
nombre de la carpeta donde desea encontrar los archivos que se generen.
NOTA: Esta opcio´n transforma e incluye los links locales y parciales a URLs validas
por defecto.
2) Introducir ruta a archivo html: Introduzca el nombre o la ruta del archivo
HTML del que desea que el programa analice y extraiga sus links. A continuacio´n
se le pedira´ un nombre para el nuevo archivo.
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3) Resultados de busqueda en Yahoo: Le permite guardar los resultados arrojados
por una bu´squeda por palabras clave en yahoo a un archivo HTML. E´sta opcio´n
puede resultar muy u´til en el caso de que desee generar un listado sobre un tema del
que desconoce a priori direcciones web.
4. Activar/Desactivar ana´lisis de microdata por pagina: Por defecto cuando el pro-
grama encuentra una serie de microdata en una pa´gina web, analiza, descarga y extrae la
foto y la informacio´n correspondiente en ese mismo momento. Esto evita que pueda haber
una perdida de datos en el caso de que el programa se interrumpa por cualquier motivo.
Si por el contrario desea que dicho ana´lisis se ejecute solo al final de las iteraciones ejecute
esta opcio´n para activar o desactivar el ana´lisis por pa´gina.
A.4. Un ejemplo de uso
A continuacio´n vamos a realizar un ejemplo de uso del programa. Buscaremos ima´genes con
microdata en la pa´gina http://www.theguardian.com/uk. El diario theguardian.com usa un poco de
datos con microdata para definir las fotograf´ıas presentes en sus art´ıculos. Deseamos obtener unas
cuantas de estas fotograf´ıas.
Figura A.4: Portada del perio´dico theguardian.com en su versio´n inglesa.
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Para ello seguimos los siguientes pasos:
1. Ejecutamos el programa, como tenemos la direccio´n URL donde nos interesa comenzar la
bu´squeda, seleccionamos la opcio´n dos: Busqueda por URL.
2. Introducimos la URL: http://www.theguardian.com/uk.
3. Como deseamos solo unas pocas ima´genes con microdata y no una bu´squeda exhaustiva, selec-
cionamos solo cinco iteraciones. Al ser una pa´gina de noticias con muchos links relacionados
puede que el programa tarde un tiempo en realizar la exploracio´n completa.
4. Seleccionamos un porcentaje de ana´lisis del 100 % (escriba el nu´mero 100 y pulse intro sin
introducir el cara´cter % de porcentaje) o el que deseemos y si queremos incluir o no los links
locales. Como deseamos obtener microdata de este dominio web lo recomendable es incluirlos.
Establecemos dichas opciones y presionamos intro.
El programa comenzara´ a explorar la Web en busca de microdata sucedie´ndose de forma ra´pida
una serie de informacio´n por la pantalla de la terminal. Si vamos a la carpeta: raizprograma/databasemicrodata/theguardian.com-
uk podemos ver como van apareciendo las ima´genes, as´ı como su microdata extra´ıda en un txt del
mismo nombre, conforme el crawler detecta, extrae, analiza y descarga dicha informacio´n. En el
caso de que no haya encontrado ima´genes con microdata. La carpeta permanecera´ vac´ıa. Al final de
la exploracio´n su carpeta deber´ıa contener algo parecido a esto:
Figura A.5: Resultados del ejemplo extra´ıdos de la pa´gina http://www.theguardian.com/uk.
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Recuerde que durante la exploracio´n el programa ha guardado por defecto las URLs ya visitadas.
Si a continuacio´n realiza una exploracio´n ide´ntica el programa no descargara´ las pa´ginas visitadas
analizando solo nuevas pa´ginas lo que le permitira´ obtener nueva informacio´n sin necesidad de
recorrer de nuevo dichas pa´ginas. Puede cambiar el comportamiento del historial en: Opciones de
configuracio´n.
NOTA IMPORTANTE: Al final de la exploracio´n aparecera´n en la terminal una serie de
informaciones como el nu´mero de pa´ginas recorridas, el nu´mero de iteraciones efectuadas, as´ı como
el nu´mero de pa´ginas con microdata, no necesariamente de tipo imagen, encontradas en la web y
el nu´mero de etiquetas con microdata tipo imagen que se han hallado. Es posible que esta´s cifras
var´ıen un poco respecto a lo que se espera. En ocasiones el programa se encuentra con pa´ginas vac´ıas
o redireccio´nes que le obligan a realizar ma´s iteraciones de las deseadas. Por otra parte, el nu´mero
de microdata tipo image encontrada puede ser mayor al nu´mero de ima´genes finales con microdata
descargadas. Esto se debe a que durante el ana´lisis pueden encontrarse ima´genes duplicadas o ya
existentes o informacio´n de microdata que tras es ana´lisis no es valida.
A.5. Recomendaciones y posibles problemas
A continuacio´n se exponen una serie de recomendaciones, trucos y posibles problemas que pueden
serle u´tiles a la hora de utilizar el programa:
Copie y pegue las url que desea introducir en el programa en vez de escribirlas por tecla-
do. Ahorrara´ tiempo y evitara´ errores en su escritura. Para copiar y pegar en un terminal
debera´ usar los comandos control+shift+c y control+shift+v respectivamente.
Utilice la opcio´n de bu´squeda por listado de urls para automatizar al ma´ximo el programa.
Cree sus propios listados de URLs que considere u´til analizar o use la opcio´n Obtener listado
de links a partir de url o archivo para obtener listados de forma sencilla. Puede exportar sus
marcadores a un archivo HTML en la mayor´ıa de los navegadores web existentes. Use el archivo
exportado junto a la opcio´n anterior para obtener un listado de las URL de sus marcadores.
Tambie´n existen numerosos servicios webs como Delicious.com que le permitira´n exportar sus
marcadores a un documento HTML.
Tenga cuidado con el nu´mero de iteraciones introducido. Algunas pa´ginas poseen una gran
cantidad de links vinculados a esta. Si introduce un nu´mero de iteraciones muy elevado el
programa puede tardar mucho tiempo en terminar la exploracio´n. Si desea tener el programa
funcionando mucho tiempo, es ma´s recomendable que use la opcio´n de busqueda por listado de
url con un nu´mero de iteraciones por URL ma´s razonable. Esta opcio´n le permitira´ continuar
el ana´lisis por el nu´mero de link deseado en caso que sea necesario.
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Si conoce el funcionamiento de la web request de un dominio en concreto, puede usarlo intro-
ducie´ndola en el caso 2: Bu´squeda por url para mejorar sus resultados de bu´squeda.
Use el historial con habilidad. Aunque la lectura y escritura del historial no supone una dismi-
nucio´n del rendimiento dra´stica para el programa, llegado un momento al tener muchos links
almacenados en el archivo puede que el rendimiento de este disminuya. Si es el caso puede
utilizar algunas de las opciones de Opciones de historial de links ya analizados para elimi-
nar, desactivar temporalmente o exportar entre otras el historial y obtener mayor rendimiento
durante su exploracio´n.
En caso de que, por cualquier motivo, el programa haya sido interrumpido, si e´ste hab´ıa
encontrado microdata pero no llego´ a descargarla le preguntara´ si desea recuperarla al iniciar
de nuevo el programa. En el caso de que decida recuperarla, e´sta se almacenara´ en la ruta
databasemicrodata/recoveryfiles.
Puede que algunas pa´ginas web tarden ma´s o menos tiempo en descargarse, sea paciente. La
velocidad del programa dependera´ sobre todo de su conexio´n a Internet as´ı como del dominio
donde se esta´ descargando cada pa´gina. En el caso de que una pa´gina tarde ma´s de diez
minutos en realizar la descarga, el programa automa´ticamente cerrara´ la conexio´n y pasara´ a
la siguiente pa´gina.
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