The MRI Brain tumor segmentation can be performed by different algorithms that are based on a wide range of principles. In case of a high manual interaction, the process is time consuming and it introduces a high intra-subject and inter-subject variability due to the personal subjectivity. Tumor segmentation from MRI images is a challenging task. Due to the complex overlay of images in MRI, an automated segmentation and decision based on segmentation would be difficult. We propose an automated segmentation algorithm for MRI images based on typical radiological signs using Reformed Self-Organizing Maps (RSOM). The performance of the automated segmentation method was evaluated using seven performance indices and we found our RSOM proposed method was having high J coefficient, high F measure, better Accuracy & better Quality of segmentation.
Introduction
Classic signs in radiology, when invoked, immediately bring an image to mind and add confidence to the diagnosis of certain conditions. Familiarity with these signs helps in arriving at a diagnosis in day-to-day practice. If such classic signs can be detected, it can add to the diagnostic value of a particular tumour. A quick diagnosis can also be made confidently. Further signs are highly specific for that particular tumor and serve as a highly sensitive indicator. Signs are really "tumorsignatures" that has to be looked for. These signs are visible only in a MR Image (Andrew H. Kaye, 2012) .
For our study we have considered two tumors signs, namely Butterfly and Dural tail Sign. Meningioma, a benign tumor appears with a classical Dural tail or cleft sign. Similarly Glioblastoma Multiforme (GBM), a malignant tumor appears as a Butterfly Sign. Meningioma is the most common extra axial tumor, most easily diagnosed and treatment shows 100 percent success rate. On the other hand GBM is the most common malignant tumor. In spite of making diagnosis, survival rate is only 6 months (Thomas M. Deserno, 2011) . So we postulate a method for still more accurate diagnosis so that survival period can be extended.
Self-Organizing Maps (SOM)
Self-Organizing Map (SOM) is an unsupervised neural network method. SOM converts patterns of arbitrary dimensionality into the responses of two dimensional arrays of neurons. SOM is used to map patterns in a three-dimensional input space to a two-dimensional output space. In SOM, there is a set of m output cluster units. Each input is fully connected to all units. The initial weights are random and small, and their contribution for the final state decreases with the decrease of the number of samples. The network is composed of an orthogonal grid of cluster units (neurons), each is associated with internal. At each step in the training phase, the cluster unit with weights that best match the input pattern is elected as the winner usually by using minimum Euclidean distance as in Equation 1.
Where x is the input vector, [ ] is the weight of thewinning unit l at iteration k, and [ ] is the weight forneuroni at iteration k. The winning unit and a neighborhood around it are then updated in such a way that their internal weights be closer to the presented input. All the neurons within a certain neighborhood around the leader participate in the weight-update process. This learning process can be described by the iterative procedure as in Equation 2
Where α is the initial learning rate. The learning rate is updated every iteration. As learning proceeds, the size of the neighborhood should be diminished until it encompasses only a single unit. After SOM neural network converges to a balance state, the original image is mapped from a high space to a smaller space. The number of gray shades in this space is equal to the number of neurons of SOM network. The final weights vectors in the map as the new sample space. This new data set is used for clustering, and allows determining a set of cluster centers (Goswami, S, 2013) , (Sudipta Roy, et.al., 2013) .
Materials and Methods
Patient data was collected from SMVMC hospital (Pondicherry), considering 15 cases in Dural Sign and 10 cases in Butterfly sign, totaling 25 patients' data. The patients were imaged using a 1.5 Tesla MRI scanner system (MAGNETOM), with a multi-channel phased-array coil. The imaging acquisition protocol was the same for all patients and includes the following sequence axial T1-weighted (T1). Software computations were done using MATLAB 2010B.
Proposed Reformed Self-Organizing Map (RSOM)
The architecture of Reformed Self-Organizing Map is same as that of Self Organizing Map. But the unsupervised learning algorithm of SOM is modified. For reformed self-organizing map local texture parameter  at each pixel is calculated. It is determined by convolving original image with a template of 3x3 matrixes of ones. The template is also known as convolution kernel. The RSOM algorithm is given below. Algorithm 1. Initialize weights Wij. Set topological neighborhood parameters with its radius. Set learning rate parameters. 2. While stopping condition is false, do steps 3 -8 3. For each input vector x, do steps 4 -6 4. For each j, compute:
In case of SOM it is, ED(j) = ∑ (Wij-xi) 2 5. Find index J such that ED(J) is a minimum 6. For all units j within a specified neighborhood of J, and for all i:
Update learning rate 8. Reduce radius of topological neighborhood 9. Test stopping condition
Automatic Brain Tumor Segmentation using RSOM
For our study we have chosen number of output clusters to be 4. The initial Learning rate was fixed as 0.6. We initially compute the convolution of original image and a window of 3 × 3 Unit Matrix. The resultant is converted into a two dimensional matrix . Weight matrix is initialized with random values.
Distance between current weight and actual output was computed. The pixel (input) with minimum weight i.e. winning neuron was obtained for respective cluster. Using the value of winning neuron weight updation was done. For each iteration, learning rate is decreased. Once the network was trained, the final sets of weights were obtained. We found that training was achieved in 8 epochs.
Finally cluster weights obtained after training are assigned to each pixel. The result is shown in Fig  1. 
Fig. 1. Output Clusters
Most prominent areas of the image (pixel areas > 180) are retained and the rest are removed from the image. Resulting image was converted into binary image and morphological closing was performed with a structuring element (disk of radius 2). Image was labelled, and pixel label having area greater than 100 were retained (Deepthi Murthy, T.S, 2014). (Fig 2) For each of the connected regions in the Fig 2, a measure called 'Extent' was determined. Extent is the ratio of contour area to bounding rectangle area. The regions in Fig 4. 16 with extent less than 0.2 are removed and the rest are retained. (Fig 3) 
Feature extraction for Classification
For feature extraction different measures listed in the literature were tried and we found Euler number as a powerful measure to distinguish Meningioma and GBM. Euler Number calculates the number of connected components C minus the number of holes H.
For GBM, as given in Fig 3 the value of E takes a value negative or Zero since it contains dark shaded regions inside the tumor region, whereas for Meningioma the value of E was greater than 1. Hence Euler Number was used as a measure to classify meningioma and GBM. 
GUI for RSOM
A GUI was developed to automate the RSOM (Proposed) algorithm for cancer detection using GUIDE tool in MATLAB. The results for GBM and Meningioma detection are shown in Fig 4 and 
RSOM Performance Evaluation
To evaluate the performance of segmentation method, tumor images were obtained from the doctor with the regions outlined. Resulting images after segmentation by RSOM algorithm was compared with images provided by doctor.
Seven performance measures were used to evaluate the efficiency of the RSOM segmentation method. They are Completeness, Correctness, Root Mean Square Error, Quality, J-Coefficient, FMeasure & Accuracy. 
Performance Indices
In order to measure these statistical measures quantitatively, we have used the following Terms.
• 
Completeness
The completeness is the percentage of the reference data which is matched by the extracted data, i.e., the percentage of the reference data which lies within the extracted data. Completeness varies from 0 to 1. The optimum value of completeness is 1 (C. Heipke,1997 ).
Correctness
The correctness represents the percentage of correctly detected cancer pixels, i.e., the percentage of the detected cancer pixels which lies within the reference data. Correctness varies from 0 to 1. The optimum value of Correctness is 1 (C. Heipke,1997 ).
Root Mean Square Error
The Root Mean Square Error (RMSE) represents the difference between the reference cancer pixels and the detected cancer pixels. The optimum value of RMSE is 0 (C. Heipke, 1997) .
Quality
The quality is a more general measure of the final result combining completeness and correctness into a single measure. Quality varies from 0 to 1. The optimum value of quality is 1 (C. Heipke, 1997 
F-measure or F-score
In statistical analysis of binary classification, the F1 score (also F-score or F-measure) is a measure of a test's accuracy. The F1 score can be interpreted as a weighted average of the precision and recall, where an F1 score reaches its best value at 1 and worst at 0 (Cagatay Catal, 2012) .
Results and Discussion
A GUI was developed to perform performance evaluation of RSOM based on seven performance indices. The GUI for GBM is shown in Fig 6 
Fig. 6. RSOM Performance Indices of GBM
The performance indices of RSOM segmentation algorithm were obtained comparing with Doctors Reference Image, and the values are listed in Table 1 . It can be found that GBM and Meningioma offers better accuracy and completeness in detection of GBM and Meningioma. Compared to Meningioma, GBM has less correctness and J coefficient. This reflects the inherent behavior of the tumor. GBM is most malignant tumor characterized by smooth boundaries and hence quite difficult to identify boundaries. Whereas Meningioma being a benign tumor and hence it is characterized by well-defined boundaries. 
Conclusion
Using proposed RSOM, an automatic segmentation tool has been developed to characterize two of most common tumors. This eliminates the need to go for Biopsy. The performance of the automated segmentation method was evaluated using seven performance indices in comparison with doctor outlined image. We found our RSOM proposed method was having high J coefficient, high F measure, better Accuracy & better Quality of segmentation. If such a study could be extended to all types of brain tumors, it will immensely beneficial to the lay public. 
