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Abstract
In this paper we introduce a new class of parametric completely generalized nonlinear implicit
quasivariational inclusions and study the behavior and sensitivity analysis of the solution set of
the parametric completely generalized nonlinear implicit quasivariational inclusion dealing with
multivalued and single-valued nonlinear mappings in Hilbert spaces. Our results extend, improve
and unify the previously many known results in this area.
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1. Introduction
Dafermos [3] studied the sensitivity property of solution of a parametric variational
inequality involving single-valued mappings in Rn. Using the ideas of Dafermos [3], many
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researchers including Adly [1], Liu [7], Mukherjee and Verma [8], Qiu and Magnanti
[10], Yen [12], Yen and Lee [13] and others have established the sensitivity analysis
of solutions of various types of variational inequalities and quasivariational inclusions
with single-valued nonlinear mappings in Hilbert spaces, respectively. By using the
projection technique, Ding and Luo [5] and Salahuddin [11] obtained the behavior and
sensitivity analysis of the solution sets for a class of parametric generalized quasivariational
inequalities with multivalued mappings and single-valued nonlinear mappings. By making
use of the implicit resolvent operator technique, Agarwal, Cho and Huang [2] gave the
sensitivity property of solution of a parametric generalized strongly nonlinear mixed
quasivariational inclusion involving single-valued nonlinear mappings in Hilbert spaces.
Inspired and motivated by recent research works in this field, in this paper we introduce
a new class of parametric completely generalized nonlinear implicit quasivariational
inclusions and establish its equivalence with a class of fixed point problems by making use
of the implicit resolvent operator technique. Under suitable conditions, we establish the
behavior and sensitivity analysis of the solution set of the parametric generalized nonlinear
implicit quasivariational inclusion dealing with multivalued and single-valued nonlinear
mappings in Hilbert spaces. Our results extend, improve and unify the corresponding
results due to Agarwal, Cho and Huang [2], Dafermos [3], Ding [4], Ding and Luo [5],
Salahuddin [11] and others.
2. Preliminaries
Let H be a real Hilbert space with norm and inner product denoted by ‖ · ‖ and
〈· , ·〉, respectively, I stand for the identity mapping on H , 2H and C(H) denote the
families of nonempty subsets and nonempty compact subsets of H , respectively, and
H(· , ·) be the Hausdorff metric on C(H). Let P be a nonempty open subset of H in which
the parameter λ takes values, g,m :H × P → H, N,M :H × H × P → H be single-
valued mappings and A,B,C,D,E :H × P → 2H be multivalued mappings. Suppose
that W :H × H × P → 2H is such that for each (y,λ) ∈ H × P , W(· , y, λ) :H →
2H is maximal monotone and Range(g − m)(H × {λ}) ∩ domW(·, y, λ) = ∅, where
(g −m)(x,λ)= g(x,λ)−m(x,λ) for any (x,λ) ∈ H × P . For given λ ∈ P and f ∈ H ,
we consider the following problem:
Find x = x(λ) ∈ H, u = (x,λ) ∈ A(x,λ), v = v(x,λ) ∈ B(x,λ), w = w(x,λ) ∈
C(x,λ), y = y(x,λ) ∈ D(x,λ) and z = z(x,λ) ∈ E(x,λ) such that (g − m)(x,λ) ∈
domW(·, z, λ) and
f ∈N(u,v,λ)−M(w,y,λ)+W((g−m)(x,λ), z, λ), (2.1)
which is known as the parametric completely generalized nonlinear implicit quasivaria-
tional inclusion.
Special cases:
(i) If f =M = C = D = m = 0, g = I and A(x,λ) = B(x,λ) = E(x,λ) = x for all
(x,λ) ∈H × P , then problem (2.1) collapses to finding x = x(λ) ∈H such that
0 ∈N(x,x,λ)+W(x,x,λ), (2.2)
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which is known as the parametric generalized strongly nonlinear mixed quasivaria-
tional inclusion, introduced and studied by Agarwal, Cho and Huang [2].
(ii) If f = M = B = C = D = E = m = 0, A(x,λ) = x, N(x, y,λ) = N(x,λ),
W(x, y,λ)=W(x,λ) for all (x, y,λ) ∈H ×H ×P , then problem (2.1) is equivalent
to finding x = x(λ) ∈H such that g(x,λ) ∈ domW(· , λ) and
0 ∈N(x,λ)+W(g(x,λ), λ), (2.3)
which is called the general parametric variational inclusion, introduced by Adly [1].
(iii) If W(x,y,λ)= ∂φ(x, y,λ) for all (x, y,λ) ∈H ×H × P , where φ :H ×H × P →
R ∪ {+∞} is a proper convex lower semicontinuous function with respect to the
first argument and ∂φ(· , y, λ) denotes the subdifferential of function φ(· , y, λ) for
each (y,λ) ∈ H × P , then problem (2.1) is equivalent to finding x = x(λ) ∈ H,
u= u(x,λ) ∈A(x,λ), v = v(x,λ) ∈ B(x,λ), w =w(x,λ) ∈ C(x,λ), y = y(x,λ) ∈
D(x,λ) and z= z(x,λ) ∈E(x,λ) such that (g−m)(x,λ) ∈ dom∂φ(· , z, λ) and〈
N(u,v,λ)−M(w,y,λ), t − (g −m)(x,λ)〉
 φ
(
(g −m)(x,λ), z, λ)− φ(t, z, λ) for all t ∈H, (2.4)
which appears to be a new one.
(iv) If f =M =m= 0, N(x, y,λ) = N(x,y), C(x,λ)=D(x,λ) = E(x,λ) = x for all
(x, y,λ) ∈ H ×H × P , K :H × P → 2H is a multivalued mapping with nonempty
closed convex values and φ(x, y,λ)= IK(y,λ)(x) is the indicator function of K(y,λ)
in H × P defined by
IK(y,λ)(x)=
{0, x ∈K(y,λ),
+∞, x /∈K(y,λ),
then problem (2.4) collapses to finding x = x(λ) ∈ H, u = u(x,λ) ∈ A(x,λ), v =
v(x,λ) ∈B(x,λ) such that g(x,λ) ∈K(x,λ) and〈
N(u,v), y − g(x,λ)〉 0 for all y ∈K(x,λ), (2.5)
which is called the parametric generalized quasivariational inequality, introduced
and studied by Salahuddin [11].
(v) In case N(x,y) = x − y , then problem (2.5) is equivalent to finding x = x(λ) ∈ H,
u= u(x,λ) ∈A(x,λ), v = v(x,λ) ∈ B(x,λ) such that g(x,λ) ∈K(x,λ) and〈
u− v, y − g(x,λ)〉 0 for all y ∈K(x,λ) (2.6)
which was introduced by Ding and Luo [5].
For a suitable choice of the mappings A,B,C,D,E,N,M,g,m, the element f ,
the space H and the nonempty closed convex subset K , a number of known classes
parametric quasivariational inequalities, parametric variational inclusions and parametric
quasivariational inclusions in [1–3,5,7] and [11] can be obtained as special cases of the
parametric completely generalized nonlinear implicit quasivariational inclusion (2.1).
We denote the set of solutions of the parametric completely generalized nonlinear
implicit quasivariational inclusion (2.1) by S(λ) for each λ ∈ P . For fixed λ¯ ∈ P , now
we want to study those conditions under which, for each λ in a neighborhood of λ¯, the
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parametric completely generalized nonlinear implicit quasivariational inclusion (2.1) has a
nonempty solution set S(λ) near S(λ¯) and the multivalued mapping S(λ) is continuous or
Lipschitz continuous under the metric H(· , ·).
Let us recall the following concept. Let T be a maximal monotone mapping. Then the
resolvent operator J Tρ associated with T is defined by J Tρ (u) = (I + ρT )−1(u) for all
u ∈ H , where ρ is a positive constant. It is known that J Tρ :H → H is a single-valued
nonexpansive mapping.
Definition 2.1 ([2]). Let M be a maximal monotone mapping with respect to the first
argument. Then for any given y ∈ H , the implicit resolvent operator JM(· ,y)ρ associated
with M(· , y) is defined by JM(· ,y)ρ (u)= (I + ρM(· , y))−1(u) for all u ∈H .
Lemma 2.1. Let λ be in P . Then (x,u, v,w,y, z) with x = x(λ) ∈ H, u = u(x,λ) ∈
A(x,λ), v = v(x,λ) ∈ B(x,λ), w = w(x,λ) ∈ C(x,λ), y = y(x,λ) ∈ D(x,λ), z =
z(x,λ) ∈ E(x,λ) and (g − m)(x,λ) ∈ domW(· , z, λ) is a solution of the parametric
completely generalized nonlinear implicit quasivariational inclusion (2.1) if and only if
the multivalued mapping G :H × P → 2H defined by
G(t,λ)=
⋃
u∈A(t,λ),v∈B(t,λ),w∈C(t,λ),y∈D(t,λ),z∈E(t,λ)
[
t − (g −m)(t, λ)
+ JW(· ,z,λ)ρ
(
(g −m)(t, λ)− ρN(u, v,λ)+ ρM(w,y,λ)+ ρf )], t ∈H, (2.7)
has a fixed point x = x(λ) ∈ H , where ρ > 0 is a constant and JW(· ,z,λ)ρ = (I +
ρW(· , z, λ))−1.
Proof. It is clear that the parametric completely generalized nonlinear implicit quasivari-
ational inclusion (2.1) has a solution (x,u, v,w,y, z) with x = x(λ) ∈ H,u = u(x,λ) ∈
A(x,λ), v = v(x,λ) ∈ B(x,λ), w = w(x,λ) ∈ C(x,λ), y = y(x,λ) ∈ D(x,λ), z =
z(x,λ) ∈E(x,λ) and (g −m)(x,λ) ∈ domW(· , z, λ) if and only if
f ∈N(u,v,λ)−M(w,y,λ)+W((g−m)(x,λ), z, λ)
⇔ (g −m)(x,λ)− ρN(u, v,λ)+ ρM(w,y,λ)
+ ρf ∈ (I + ρW(· , z, λ))((g−m)(x,λ))
⇔ (g −m)(x,λ)= JW(· ,z,λ)ρ
(
(g−m)(x,λ)− ρN(u, v,λ)+ ρM(w,y,λ)+ ρf )
⇔ x ∈G(x,λ).
This completes the proof. ✷
Remark 2.1. Lemma 2.1 extends Lemma 2.1 in [2,3], Theorem 3.2 in [4] and Lemma 1.3
in [5,11].
Definition 2.2. A single-valued mapping g :H ×P →H is said to be Lipschitz continuous
and strongly monotone if there exist constants s > 0 and t > 0 satisfying∥∥g(x,λ)− g(y,λ)∥∥ s‖x − y‖ and 〈g(x,λ)− g(y,λ), x − y〉 t‖x − y‖2
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for all (x, y,λ) ∈H ×H .
Definition 2.3. A multivalued mapping A :H × P → C(H) is said to be
(i) H -Lipschitz continuous if there exists a constant s > 0 satisfying
H
(
A(x,λ),A(y,λ)
)
 s‖x − y‖
for all (x, y,λ) ∈H ×H × P ;
(ii) strongly monotone if there exists a constant s > 0 satisfying
〈u− v, x − y〉 s‖x − y‖2
for all (x, y,λ) ∈H ×H × P, u ∈A(x,λ), v ∈A(y,λ).
Definition 2.4. Let A :H × P → 2H be a multivalued mapping. A single-valued mapping
N :H ×H × P →H is called
(i) Lipschitz continuous with respect to the first argument if there exists a constant s > 0
satisfying∥∥N(x, z,λ)−N(y, z,λ)∥∥ s‖x − y‖
for all (x, y, z, λ) ∈H ×H ×H × P ;
(ii) strongly monotone with respect to A and the first argument if there exists a constant
s > 0 satisfying〈
N(u,w,λ)−N(v,w,λ), x − y〉 s‖x − y‖2
for all (x, y,w,λ) ∈H ×H ×H × P, u ∈A(x,λ), v ∈A(y,λ);
(iii) relaxed monotone with respect to A and the first argument if there exists a constant
s > 0 satisfying〈
N(u,w,λ)−N(v,w,λ), x − y〉−s‖s − y‖2
for all (x, y,w,λ) ∈H ×H ×H × P, u ∈A(x,λ), v ∈A(y,λ);
(iv) generalized pseudocontractive with respect to A and the first argument if there exists
a constant s > 0 satisfying〈
N(u,w,λ)−N(v,w,λ), x − y〉 s‖x − y‖2
for all (x, y,w,λ) ∈H ×H ×H × P, u ∈A(x,λ), v ∈A(y,λ);
(v) relaxed Lipschitz with respect to A and the second argument if there exists a constant
s > 0 satisfying〈
N(w,u,λ)−N(w,v,λ), x − y〉−s‖x − y‖2
for all (x, y,w,λ) ∈H ×H ×H × P, u ∈A(x,λ), v ∈A(y,λ).
In a similar way, we can define the Lipschitz continuity of N with respect to the second
argument.
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3. Sensitivity analysis
Theorem 3.1. Let g,m :H × P → H be Lipschitz continuous with constants ξ and η,
respectively, let g −m be strongly monotone with constant h. Suppose that there exists a
constant ζ ∈ [ζ0, ζ η] satisfying〈
m(y,λ)−m(x,λ), g(x,λ)− g(y,λ)〉 ζ‖x − y‖2 (3.1)
for all (x, y,λ) ∈H ×H × P, where
ζ0 = inf
{
s:
〈
m(y,λ)−m(x,λ), g(x,λ)− g(y,λ)〉 ‖x − y‖2
for all (x, y,λ) ∈H ×H × P}.
Let A,B,C,D,E :H×P →C(H) beH -Lipschitz continuous with constants a, b, c, d, e,
respectively. Assume that N :H ×H × P →H is Lipschitz continuous with respect to the
first and second arguments with constants α,β , respectively, and is strongly monotone with
respect to A and the first argument with constant τ . Assume that M :H × H × P → H
is Lipschitz continuous with respect to the first and second arguments with constants γ,ϕ,
respectively, and is generalized pseudocontractive with respect to C and the first argument
with constant σ . Suppose that W :H ×H ×P → 2H is such that for each (y,λ) ∈H ×P,
W(· , y, λ) :H → 2H , is maximal monotone, Range (g−m)(H × {λ})∩ domW(· , y, λ) =
∅ and there exists a constant µ> 0 satisfying∥∥JW(· ,x,λ)ρ z− JW(· ,y,λ)ρ z∥∥µ‖x − y‖ (3.2)
for all (x, y, z, λ) ∈ H × H × H × P . Let k = 2√1− 2h+ ξ2 + η2 + 2ζ + µe, j =
βb + ϕd , L = (αa + γ c)2 − j2 and J = τ − σ − (1 − k)j . If there exists a constant
ρ > 0 satisfying
k + ρj < 1 (3.3)
and one of the following conditions
L> 0, |J |>√k(2− k)L, ∣∣ρ − JL−1∣∣<L−1√J 2 − k(2− k)L; (3.4)
L= 0, 2Jρ > k(2− k); (3.5)
L< 0,
∣∣ρ − JL−1∣∣> (−L)−1√J 2 − k(2− k)L, (3.6)
then for given f ∈ H , the multivalued mapping G defined by (2.7) is a compact-
valued uniform θ -H -contraction mapping with respect to λ ∈ P , where θ = k +√
1− 2ρ(τ − σ)τ + ρ2(αα + γ c)2 + ρj . Moreover, for each λ ∈ P , the parametric
completely generalized nonlinear implicit quasivariational inclusion (2.1) has a nonempty
solution set S(λ) and S(λ) is closed in H .
Proof. Let (x,λ) be an arbitrary element in H ×P . Since A,B,C,D and E are compact-
valued mappings, for any sequences {un}n1 ⊂ A(x,λ), {vn}n1 ⊂ B(x,λ), {wn}n1 ⊂
C(x,λ), {yn}n1 ⊂D(x,λ) and {zn}n1 ⊂ E(x,λ) there exist subsequences {uni }i1 ⊂
{un}n1, {vni }i1 ⊂ {vn}n1, {wni }i1 ⊂ {wn}n1, {yni }i1 ⊂ {yn}n1, {zni }i1 ⊂
{zn}n1 and elements u ∈ A(x,λ), v ∈ B(x,λ), w ∈ C(x,λ), y ∈ D(x,λ), z ∈ E(x,λ)
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such that uni → u, vni → v, wni → w, yni → y and zni → z as i →∞. In view of (3.2)
and the Lipschitz continuity of N and M with respect to the first and second arguments,
respectively, we know that
∥∥JW(· ,zni ,λ)ρ ((g−m)(x,λ)− ρN(uni , vni , λ)+ ρM(wni , yni , λ)+ ρf )
− JW(· ,z,λ)ρ
(
(g −m)(x,λ)− ρN(u, v,λ)+ ρM(w,y,λ)+ ρf )∥∥

∥∥JW(· ,zni ,λ)ρ ((g−m)(x,λ)− ρN(uni , vni , λ)+ ρM(wni , yni , λ)+ ρf )
− JW(·,z,λ)ρ
(
(g −m)(x,λ)− ρN(uni , vni , λ)+ ρM(wni , yni , λ)+ ρf
)∥∥
+ ∥∥JW(· ,z,λ)ρ ((g −m)(x,λ)− ρN(uni , vni , λ)+ ρM(wni , yni , λ)+ ρf )
− JW(· ,z,λ)ρ
(
(g −m)(x,λ)− ρN(u, v,λ)+ ρM(w,y,λ)+ ρf )∥∥
 µ‖zni − z‖+ ρ
∥∥N(uni , vni , λ)−N(u,vni , λ)∥∥
+ ρ∥∥N(u,vni , λ)−N(u,v,λ)∥∥+ ρ∥∥M(wni , yni , λ)−M(w,yni , λ)∥∥
+ ρ∥∥M(w,yni , λ)−M(w,y,λ)∥∥
 µ‖zni − z‖+ ρα‖uni − u‖ + ρβ‖vni − v‖ + ργ ‖wni −w‖
+ ρϕ‖yni − y‖→ 0 (3.7)
as i→∞. Thus (2.7) and (3.7) yield that G(x,λ) ∈ C(H).
Let (x1, x2, λ) be an arbitrary element in H × H × P . For any t1 ∈ G(x1, λ) there
exist u1 = u1(x1, λ) ∈ A(x1, λ), v1 = v1(x1, λ) ∈ B(x1, λ), w1 = w1(x1, λ) ∈ C(x1, λ),
y1 = y1(x1, λ) ∈D(x1, λ) and z1 = z1(x1, λ) ∈E(x1, λ) such that
t1 = x1 − (g −m)(x1, λ)+ JW(· ,z1,λ)ρ
(
(g −m)(x1, λ)
− ρN(u1, v1, λ)+ ρM(w1, y1, λ)+ ρf
)
. (3.8)
It follows from the compactness of A(x2, λ), B(x2, λ), C(x2, λ), D(x2, λ), E(x2, λ) and
the H -Lipschitz continuity of A,B,C,D,E that there exist u2 ∈A(x2, λ), v2 ∈ B(x2, λ),
w2 ∈C(x2, λ), y2 ∈D(x2, λ), z2 ∈E(x2, λ) satisfying
‖u1 − u2‖H
(
A(x1, λ),A(x2, λ)
)
 a‖x1 − x2‖,
‖v1 − v2‖H
(
B(x1, λ),B(x2, λ)
)
 b‖x1 − x2‖,
‖w1 −w2‖H
(
C(x1, λ),C(x2, λ)
)
 c‖x1 − x2‖,
‖y1 − y2‖H
(
D(x1, λ),D(x2, λ)
)
 d‖x1 − x2‖,
‖z1 − z2‖H
(
E(x1, λ),E(x2, λ)
)
 e‖x1 − x2‖. (3.9)
Put
t2 = x2 − (g −m)(x2, λ)+ JW(· ,z2,λ)ρ
(
(g −m)(x2, λ)
− ρN(u2, v2, λ)+ ρM(w2, y2, λ)+ ρf
)
. (3.10)
Notice that g and m are Lipschitz continuous and g − m is strongly monotone.
According to (3.1) we infer that
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∥∥x1 − x2 − ((g −m)(x1, λ)− (g −m)(x2, λ))∥∥2
= ‖x1 − x2‖2 − 2
〈
(g−m)(x1, λ)− (g−m)(x2, λ), x1 − x2
〉
+ ∥∥(g−m)(x1, λ)− (g −m)(x2, λ)∥∥2
 (1− 2h)‖x1 − x2‖2 +
∥∥g(x1, λ)− g(x2, λ)∥∥2
+ 2〈m(x2, λ)−m(x1, λ), g(x1, λ)− g(x2, λ)〉
+ ∥∥m(x2, λ)−m(x1, λ)∥∥2

(
1− 2h+ ξ2 + η2 + 2ζ )‖x1 − x2‖2. (3.11)
Since N and M are Lipschitz continuous with respect to the first argument, N is strongly
monotone with respect to A and the first argument, M is generalized pseudocontractive
with respect to C and the first argument, and A and C are H -Lipschitz continuous, we
conclude that
∥∥x1 − x2 − ρ(N(u1, v1, λ)−N(u2, v1, λ)−M(w1, y1, λ)+M(w2, y1, λ))∥∥2
= ‖x1 − x2‖2 − 2ρ
〈
(u1, v1, λ)−N(u2, v1, λ), x1 − x2
〉
+ 2ρ〈M(w1, y1, λ)−M(w2, y1, λ), x1 − x2〉
+ ρ2(∥∥N(u1, v1, λ)−N(u2, v1, λ)−M(w1, y1, λ)+M(w2, y1, λ)∥∥)2

(
1− 2ρ(τ − σ)+ ρ2(αa + γ c)2)‖x1 − x2‖2. (3.12)
Since N and M are Lipschitz continuous with respect to the second argument and B and
D are H -Lipschitz continuous, we obtain that∥∥N(u2, v1, λ)−N(u2, v2, λ)∥∥ βb‖x1 − x2‖ (3.13)
and ∥∥M(w2, y1, λ)−M(w2, y2, λ)∥∥ ϕd‖x1 − x2‖. (3.14)
In view of (3.2) and (3.8)–(3.14) we have
‖t1 − t2‖
∥∥x1 − x2 − ((g−m)(x1, λ)− (g−m)(x2, λ))∥∥
+ ∥∥JW(· ,z1,λ)ρ ((g−m)(x1, λ)− ρN(u1, v1, λ)+ ρM(w1, y1, λ)+ ρf )
− JW(· ,z2,λ)ρ
(
(g−m)(x1, λ)− ρN(u1, v1, λ)+ ρM(w1, y1, λ)+ ρf
)∥∥
+ ∥∥JW(· ,z2,λ)ρ ((g−m)(x1, λ)− ρN(u1, v1, λ)+ ρM(w1, y1, λ)+ ρf )
− JW(· ,z2,λ)ρ
(
(g−m)(x2, λ)− ρN(u2, v2, λ)+ ρM(w2, y2, λ)+ ρf
)∥∥
 2
∥∥x1 − x2 − ((g −m)(x1, λ)− (g −m)(x2, λ))∥∥+µ‖z1 − z2‖
+ ∥∥x1 − x2 − ρ(N(u1, v1, λ)−N(u2, v1, λ)−M(w1, y1, λ)+M(w2, y1, λ))∥∥
+ ρ∥∥N(u2, v1, λ)−N(u2, v2, λ)∥∥+ ρ∥∥M(w2, y1, λ)−M(w2, y2, λ)∥∥
 θ‖x1 − x2‖,
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which implies that
sup
t1∈G(x1,λ)
d
(
t1,G(x2, λ)
)
 sup
t1∈G(x1,λ)
‖t1 − t2‖ θ‖x1 − x2‖. (3.15)
Similarly, we have also
sup
t2∈G(x2,λ)
d
(
t2,G(x1, λ)
)
 θ‖x1 − x2‖. (3.16)
It follows from (3.15) and (3.16) that
H
(
G(x1, λ),G(x2, λ)
)
 θ‖x1 − x2‖. (3.17)
That is, G(x,λ) is a uniform θ -H -contraction mapping with respect to λ ∈ P .
Let λ be in P . Note that (3.3) ensures that
θ < 1⇔
√
1− 2ρ(τ − σ)+ ρ2(αa + γ c)2 < 1− k − ρj
⇔ Lρ2 − 2ρJ <−k(2− k)
⇔ one of (3.4)–(3.6) holds.
It follows from Theorem 5 in [9], (3.17) and one of (3.4)–(3.6) that G(x,λ) has a fixed
point x = x(λ) ∈H . Lemma 2.1 ensures that S(λ) = ∅. For any sequence {xn}n1 ⊂ S(λ)
with limn→∞ xn = x0, we know that xn ∈G(xn,λ) for all n  1. By virtue of (3.17), we
get that
d
(
x0,G(x0, λ)
)
 ‖x0 − xn‖+H
(
G(xn,λ),G(x0, λ)
)
 (1+ θ)‖x0 − xn‖→ 0
as n → ∞. That is, x0 ∈ G(x0, λ) and x0 ∈ S(λ). Hence S(λ) is closed in H . This
completes the proof. ✷
Remark 3.1. Theorem 3.1 extends, improves and unifies Lemma 3.1 in [2], Lemma 2.2 in
[4] and Theorem 2.2 in [5].
Theorem 3.2. Let A,B,C,D,E :H × P → C(H) be H -Lipschitz continuous with
constants a, b, c, d, e, respectively. Let k, g,m,W and N be as in Theorem 3.1 and N be
relaxed Lipschitz with respect to B and the second argument with constants. Assume that
M :H×H×P →H is Lipschitz continuous with respect to the first and second arguments
with constants γ,ϕ, respectively, and is relaxed monotone with respect to C and the first
argument with constant ν. Let βb  s, j = √1− 2s + β2b2 + √1+ 2ν + γ 2c2 + ϕd,
L = α2a2 − j2 and J = τ − (1 − k)j . If there exists a constant ρ > 0 satisfying (3.3)
and one of (3.4)–(3.6), then for given f ∈ H , the multivalued mapping G defined by
(2.7) is a compact-valued uniform θ -H -contraction mapping with respect to λ ∈ P , where
θ = k +√1− 2ρτ + ρ2α2a2 + ρj . Moreover, for each λ ∈ P , the parametric completely
generalized nonlinear implicit quasivariational inclusion (2.1) has a nonempty solution
set S(λ) and S(λ) is closed in H .
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Proof. As in the proof of Theorem 3.1, we know that G is compact-valued and (3.7)–
(3.11) and (3.14) hold. Since N is Lipschitz continuous with respect to the first and
second arguments, is strongly monotone with respect to A and the first argument, and
is relaxed Lipschitz with respect to B and the second argument, and A and B are Lipschitz
continuous, it follows that
∥∥x1 − x2 − ρ(N(u1, v1, λ)−N(u2, v1, λ))∥∥

√
1− 2ρτ + ρ2α2a2‖x1 − x2‖ (3.18)
and
∥∥x1 − x2 +N(u2, v1, λ)−N(u2, v2, λ)∥∥2
= ∥∥x1 − x2‖2 + 2〈N(u2, v1, λ)−N(u2, v2, λ), x1 − x2〉
+ ∥∥N(u2, v1, λ)−N(u2, v2, λ)∥∥2

(
1− 2s + β2b2)‖x1 − x2‖2. (3.19)
Since M is relaxed monotone with respect to C and the first argument, and C is Lipschitz
continuous, we conclude that
∥∥x1 − x2 −M(w1, y1, λ)+M(w2, y1, λ)∥∥2
= ‖x1 − x2‖2 − 2
〈
M(w1, y1, λ)−M(w2, y1, λ), x1 − x2
〉
+ ∥∥M(w1, y1, λ)−M(w2, y1, λ)∥∥2

(
1+ 2ν + γ 2c2)‖x1 − x2‖2. (3.20)
It follows from (3.7)–(3.11), (3.14) and (3.18)–(3.20) that
‖t1 − t2‖
∥∥x1 − x2 − ((g−m)(x1, λ)− (g−m)(x2, λ))∥∥
+ ∥∥JW(· ,z1,λ)ρ ((g−m)(x1, λ)− ρN(u1, v1, λ)+ ρM(w1, y1, λ)+ ρf )
− JW(· ,z2,λ)ρ
(
(g−m)(x1, λ)− ρN(u1, v1, λ)+ ρM(w1, y1, λ)+ ρf
)∥∥
+ ∥∥JW(· ,z2,λ)ρ ((g−m)(x1, λ)− ρN(u1, v1, λ)+ ρM(w1, y1, λ)+ ρf )
− JW(· ,z2,λ)ρ
(
(g−m)(x2, λ)− ρN(u2, v2, λ)+ ρM(w2, y2, λ)+ ρf
)∥∥
 2
∥∥x1 − x2 − ((g −m)(x1, λ)− (g −m)(x2, λ))∥∥+µ‖z1 − z2‖
+ ∥∥x1 − x2 − ρ(N(u1, v1, λ)−N(u2, v1, λ))∥∥
+ ρ∥∥N(u2, v1, λ)−N(u2, v2, λ)+ x1 − x2∥∥
+ ρ∥∥x1 − x2 −M(w1, y1, λ)+M(w2, y1, λ)∥∥
+ ρ∥∥M(w2, y1, λ)−M(w2, y2, λ)∥∥
 θ‖x1 − x2‖.
The rest of the proof follows precisely as in the proof of Theorem 3.1. This completes the
proof. ✷
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Theorem 3.3. Let g,m,A,B,C,D,E,N,M,W and θ be as in Theorem 3.1 and λ¯ be
in P . Let A(x,λ), B(x,λ), C(x,λ), D(x,λ) and E(x,λ) be uniformly H -continuous
(respectively uniformly H -Lipschitz continuous) at λ = λ¯ with respect to x ∈ H ,
and g(x,λ), m(x,λ), N(u¯, v¯, λ), M(w, y¯, λ) and JW(· ,z¯,λ)ρ (t) be uniformly continuous
(respectively uniformly Lipschitz continuous) at λ= λ¯ with respect to x ∈H, u¯ ∈A(x, λ¯),
v¯ ∈B(x, λ¯), w ∈C(x, λ¯), y¯ ∈D(x, λ¯), z¯ ∈E(x, λ¯) and t = (g−m)(x, λ¯)−ρN(u¯, v¯, λ¯)+
ρM(w, y¯, λ¯) + ρf. If there exists a constant ρ > 0 satisfying (3.3) and one of (3.4)–
(3.6), then for each λ ∈ P , the solution set S(λ) of the parametric completely generalized
nonlinear implicit quasivariational inclusion (2.1) is nonempty and closed, and S(λ) is
H -continuous (respectively H -Lipschitz continuous) at λ= λ¯.
Proof. It follows from Theorem 3.1 that S(λ) is a nonempty closed set of H , and G(x,λ)
and G(x, λ¯) are θ -H -contraction mappings for each λ, λ¯ ∈ P . According to Lemma 2.1 in
[6] and Lemma 2.1, we infer that
H
(
S(λ), S(λ¯)
)
 (1− θ)−1 sup
x∈H
H
(
G(x,λ),G(x, λ¯)
)
. (3.21)
For any i ∈ G(x,λ) there exist u = u(x,λ) ∈ A(x,λ), v = v(x,λ) ∈ B(x,λ), w =
w(x,λ) ∈C(x,λ), y = y(x,λ) ∈D(x,λ), z= z(x,λ) ∈E(x,λ) satisfying
i = x − (g −m)(x,λ)+ JW(· ,z,λ)ρ
(
(g −m)(x,λ)
− ρN(u, v,λ)+ ρM(w,y,λ)+ ρf ). (3.22)
It is easy to see that there exist u¯ = u(x, λ¯) ∈ A(x, λ¯), v¯ = v(x, λ¯) ∈ B(x, λ¯), w =
w(x, λ¯) ∈C(x, λ¯), y¯ = y(x, λ¯) ∈D(x, λ¯), z¯= z(x, λ¯) ∈E(x, λ¯) such that
‖u− u¯‖H (A(x,λ),A(x, λ¯)),
‖v − v¯‖H (B(x,λ),B(x, λ¯)),
‖w− w‖H (C(x,λ),C(x, λ¯)),
‖y − y¯‖H (D(x,λ),D(x, λ¯)),
‖z− z¯‖H (E(x,λ),E(x, λ¯)). (3.23)
Let
l = x − (g −m)(x, λ¯)+ JW(· ,z¯,λ¯)ρ
(
(g −m)(x, λ¯)
− ρN(u¯, v¯, λ¯)+ ρM(w, y¯, λ¯)+ ρf ). (3.24)
Clearly, l ∈G(x, λ¯). In view of (3.2) and (3.22)–(3.24), we obtain that
‖i − l‖ ∥∥(g −m)(x,λ)− (g −m)(x, λ¯)∥∥
+ ∥∥JW(· ,z,λ)ρ ((g −m)(x,λ)− ρN(u, v,λ)
+ ρM(w,y,λ)+ ρf )− JW(· ,z,λ)ρ (t)∥∥
+ ∥∥JW(· ,z,λ)ρ (t)− JW(· ,z¯,λ)ρ (t)∥∥+ ∥∥JW(· ,z¯,λ)ρ (t)− JW(· ,z¯,λ¯)ρ (t)∥∥
 2
∥∥(g −m)(x,λ)− (g −m)(x, λ¯)∥∥+ ρ∥∥N(u,v,λ)−N(u¯, v,λ)∥∥
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+ ρ∥∥N(u¯, v,λ)−N(u¯, v¯, λ)∥∥+ ρ∥∥N(u¯, v¯, λ)−N(u¯, v¯, λ¯)∥∥
+ ρ∥∥M(w,y,λ)−M(w,y,λ)∥∥+ ρ∥∥M(w,y,λ)−M(w, y¯, λ)∥∥
+ ρ∥∥M(w, y¯, λ)−M(w, y¯, λ¯)∥∥+µ‖z− z¯‖
+ ∥∥JW(· ,z¯,λ)ρ (t)− JW(· ,z¯,λ¯)ρ (t)∥∥
Q,
where
Q= 2∥∥(g −m)(x,λ)− (g−m)(x, λ¯)∥∥+ ραH (A(x,λ),A(x, λ¯))
+ ρβH (B(x,λ),B(x, λ¯))+ ρ∥∥N(u¯, v¯, λ)−N(u¯, v¯, λ¯)∥∥
+ ργH (C(x,λ),C(x, λ¯))+ ρϕH (D(x,λ),D(x, λ¯))
+ ρ∥∥M(w, y¯, λ)−M(w, y¯, λ¯)∥∥+µH (E(x,λ),E(x, λ¯))
+ ∥∥JW(· ,z¯,λ)ρ (t)− JW(· ,z¯,λ¯)ρ (t)∥∥.
It is easy to see that
sup
i∈G(x,λ)
d
(
i,G(x, λ¯)
)
Q.
Similarly, we have
sup
l∈G(x,λ¯)
d
(
l,G(x,λ)
)
Q.
It follows that
H
(
G(x,λ),G(x, λ¯)
)
Q. (3.25)
Suppose that A(x,λ), B(x,λ), C(x,λ), D(x,λ) and E(x,λ) are uniformly H -continuous
(respectively uniformly H -Lipschitz continuous) at λ = λ¯ with respect to x ∈ H ,
and g(x,λ), m(x,λ), N(u¯, v¯, λ), M(w, y¯, λ) and JW(· ,z¯,λ)ρ (t) be uniformly continuous
(respectively uniformly Lipschitz continuous) at λ= λ¯ with respect to x ∈H, u¯ ∈A(x, λ¯),
v¯ ∈B(x, λ¯), w ∈C(x, λ¯), y¯ ∈D(x, λ¯), z¯ ∈E(x, λ¯) and
t = (g −m)(x, λ¯)− ρN(u¯, v¯, λ¯)+ ρM(w, y¯, λ¯)+ ρf.
Let ε > 0 be an arbitrary number. Then there exists δ > 0 such that Q< (1 − θ)ε for any
(x,λ) ∈H × P with ‖λ− λ¯‖< δ. Using (3.21) and (3.25) we deduce that
H
(
S(λ), S(λ¯)
)
< ε for ‖λ− λ¯‖< δ,
which implies that S(λ) is H -continuous (respectively H -Lipschitz continuous) at λ= λ¯.
This completes the proof. ✷
Remark 3.2. Theorem 3.3 is an improvement and a refinement of Theorem 3.1 in [2],
Theorem 2.1 in [3] and Theorem 2.3 in [5].
The following result follows by similar arguments as given in Theorems 3.2 and 3.3.
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Theorem 3.4. Let g,m,A,B,C,D,E,N,M,W and θ be as in Theorem 3.2 and λ¯ be
in P . Let A(x,λ), B(x,λ), C(x,λ), D(x,λ) and E(x,λ) be uniformly H -continuous
(respectively uniformly H -Lipschitz continuous) at λ = λ¯ with respect to x ∈ H ,
and g(x,λ), m(x,λ), N(u¯, v¯, λ), M(w, y¯, λ) and JW(· ,z¯,λ)ρ (t) be uniformly continuous
(respectively uniformly Lipschitz continuous) at λ= λ¯ with respect to x ∈H, u¯ ∈A(x, λ¯),
v¯ ∈B(x, λ¯), w ∈C(x, λ¯), y¯ ∈D(x, λ¯), z¯ ∈E(x, λ¯) and
t = (g −m)(x, λ¯)− ρN(u¯, v¯, λ¯)+ ρM(w, y¯, λ¯)+ ρf.
If there exists a constant ρ > 0 satisfying (3.3) and one of (3.4)–(3.6), then for each
λ ∈ P , the solution set S(λ) of the parametric completely generalized nonlinear implicit
quasivariational inclusion (2.1) is nonempty and closed, and S(λ) is H -continuous
(respectively H -Lipschitz continuous) at λ= λ¯.
Remark 3.3. Theorem 2.1 in [11] is a special case of Theorem 3.4.
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