Abstract-Augmented Reality (AR) technologies open up new possibilities especially for task-focused domains such as assembly and maintenance. However, it can be noticed that there is still a lack of concepts and tools for a structured AR development process and an application specification above the code level. To address this problem we introduce SSIML/AR, a visual modeling language for the abstract specification of AR applications in general and AR user interfaces in particular. With SSIML/AR, three different aspects of AR user interfaces can be described: The user interface structure, the presentation of relevant information depending on the user's current task and the integration of the user interface with other system components. Code skeletons can be generated automatically from SSIML/AR models. This enables the seamless transition from the design level to the implementation level. In addition, we sketch how SSIML/AR models can be integrated in an overall AR development process.
the real environment through a live video stream. Optical see-through means that the user perceives the environment through optical combiners which work like half-silvered mirrors. According to the two possibilities the virtual objects are either rendered into the frames of the video stream or projected onto the optical combiners.
Since AR is a relatively new research field, in the last years most research efforts were spent on AR base technologies such as tracking and rendering. Thus, there is still a lack of concepts and tools to support the efficient development of large AR applications. Currently, applications are developed most often at implementation level using low-level toolkits such as the ARToolkit [2] . This kind of development can become a tedious, timeconsuming and error prone work, particularly with regard to the creation of more sophisticated AR applications with complex user interface structures. Also, low level programming does not encourage the reuse of software components.
Concepts and tools which enable AR development at a higher level of abstraction are still rare (see also section VII). In traditional software engineering, the Unified Modeling Language (UML) [3] was applied successfully for an abstract application design prior to implementation. By now, the UML has grown to be the de-facto standard for (semi-)formal software specification. However, the UML does not support all the special requirements of AR systems sufficiently. In particular the specification of the AR user interface, one of the most important components of an AR system, is not possible in without extending the UML. In an AR environment real objects are important parts of the user interface. Unfortunately, in UML there exists no explicit distinction between real (physical) and virtual objects.
Besides the integration of physical objects into the user interface, there are further obstacles an AR developer has to overcome. One challenge is the creation of the 3D content representing the digital information to be displayed. In many cases the virtual part of an AR user interface has a hierarchical structure represented by a 3D scene graph. 3D objects are created automatically using scanning technologies or manually. After that, they have to be integrated into the overall scene structure. To solve these tasks, very specialized tools are necessary which cannot be controlled without expert knowledge.
Another challenge is the integration of 3D content with the application logic. In an AR application, 3D content is typically manipulated by application code. For example, when a real object is moved a virtual object registered with the moving real object must also move. Therefore it is necessary that code and content are correctly linked together. Since usually content and code are created by different developers using completely different tools, it is a major problem to keep code and content consistent.
In this article we propose a visual modeling language to address the problems mentioned above. This language is called SSIML/AR [4] (see section IV). SSIML/AR especially focuses on the facilitation of the development of applications from task-focused domains such as assembly, maintenance and repair. It was defined as a MOF [5] -compliant meta-model which was mapped to an UML profile. The profile mechanism allows extending the UML with customized model elements. Since many UML case tools support the profile mechanism, it is easy to integrate SSIML/AR into these tools. As an example we have integrated SSIML/AR into the UML tool NoMagic MagicDraw [6] . The platform-independent SSIML/AR models can be mapped to platform-specific code skeletons automatically. This allows a seamless transition to the implementation level (see section VI). SSIML/AR is based on the modeling language SSIML [7] which is presented in the next section. While SSIML focuses in the first line on the support of the integration of interactive 3D content into applications, the main focus of SSIML/AR is not only the integration of AR user interface content with application code but also the whole development of AR applications from task-focused domains.
II. THE BASIS: SSIML
The Basis of our approach is the Scene Structure and Integration Modelling Language (SSIML). SSIML is a visual modeling language. As an UML extension, it provides a graphical notation for its model elements. Nearly all elements of SSIML can also be used in SSIM-L/AR. SSIML offers two different model types: The scene model and the interrelation model. Both model types are introduced in the following.
A. Scene Model
SSIML allows modeling 3D user interfaces as a scene graph structure (e.g. for desktop VR applications), i.e. as a directed acyclic graph which arranges geometric objects (the nodes) into a transformation hierarchy. A SSIML scene graph is also called SSIML scene model. Edges between nodes in the model establish parent-child relations in the transformation hierarchy. An edge from node X to a node Y means that position and orientation of node X are defined relative to the position and orientation of node Y. A SSIML scene model is more abstract than a specific scene graph architecture such as Java3D [8] or OpenSG [9] . For example, SSIML does not describe the concrete geometries of the virtual user interface elements. Figure 1 shows an extract of the SSIML meta-model. This extract illustrates basic scene elements and their inheritance hierarchy. The root element of the inheritance hierarchy is the scene element. A scene element can either be a node or an attribute of a node. Figure 2 presents the notation for some of the scene elements.
Besides the scene node which is always the root node of a SSIML scene all nodes can be child or parent node at the same time. Located nodes are nodes which have a certain position and orientation in the 3D space. Lights, objects or groups of objects are located nodes. An object encapsulates geometry (the content of an object). The content of a group is represented by the children of the group. A special type of node is a composed node. A composed node encapsulates a subgraph defined by the developer in its content type definition. Composed nodes with the same content type may occur more than once in a scene graph, which results in multiple copies of the same subgraph structure in the scene.
Attributes can be either attributes assigned to the overall scene, i.e. attributes assigned to the scene node (e.g. camera or viewpoint), transformations of located nodes or sensors. For example, a touch sensor can be assigned to an abstract object, i.e. an object or a group. If someone clicks on a 3D user interface element which is represented by an abstract object associated with a touch sensor, the Nodes and attributes also have names. Composed and object nodes also encapsulate special structures or geometries, i. e. content of a special type. Name and content type (if applicable) of a scene element are denoted following the syntax <name>:<content type>. Figure 3 shows an example SSIML scene model. The scene models a PC mainboard. The mainboard contains two RAM modules, a CPU and a CPU cooler. The structure of the cooler is modeled as a separate subgraph. This graph contains the cooler body and the rotor.
B. SSIML Interrelation Model
The second and probably more innovative part of SSIML provides concepts to overcome difficulties which occur during the integration of 3D content into applications (see also section I). In bigger projects, 3D content and application code are usually created by different developer groups using completely different tools. Thus, code and content may become inconsistent. For example, if a 3D designer accidentally misnames a 3D object, the 3D programmer is not able to address this object by program code until the typing error is discovered.
To avoid such problems, SSIML provides the so-called interrelation model. In this model, relations between application classes (represented by UML classes) and scene elements can be specified. These relations describe how an application class can modify the scene contents. The example in figure 3 shows a class SceneManager which is able to modify the transform attribute of the cooler rotor to simulate rotations of the rotor.
III. MOTIVATING EXAMPLE
In our research group we have created several AR applications in order to gain experience in AR development. As an example for an application from the domain of maintenance we have developed an interactive and AR-based manual for an espresso machine [10] . The application was created using mainly conventional programming techniques and tools which resulted in an error-prone and time-consuming process. This was one of the main motivations for research in more innovative AR development solutions.
In this paper we present a simplified scenario that sufficiently demonstrates the characteristics of SSIML/AR. In the scenario the user is instructed by an AR system during the installation of graphics card into a PC. For tracking we have selected a video-based system, the ARToolkit [2] . ARToolkit supports the calculation of position and orientation of paper markers attached to physical objects.
IV. MODELING THE AR USER INTERFACE
In our approach we especially consider the description of three important aspects of AR user interfaces: The presentation of information depending on the user's current task (first aspect), the structure of the AR user interface (second aspect), and the integration of the AR user interface with other important AR system elements such as tracking and rendering components (third aspect). To describe all three aspects we have defined three different model types: The taskflow model, the AR scene model and the interrelation model.
A. Modeling user tasks: Taskflow Model
In our modeling approach we particularly want to support applications from task-focused domains such as assembly, maintenance and repair, since these applications probably profit mostly by AR technologies. In taskfocused domains the user has to solve a sequence of tasks. Thus, the virtual information presented at a point of time not only depends on the physical objects which are in the user's field of view but also on the current task of the user. We call this kind of information presentation taskdependent.
In SSIML/AR, the sequence of user tasks is modeled by a UML activity diagram. This diagram is called taskflow model. Figure 5 shows the taskflow model for the graphics card installation scenario. Every single task is modeled by a separate UML action with the stereotype <<ARTask>>(the UML stereotype mechanism allows extending the set of available UML elements). Tasks can be also divided into subtasks. This eases the management of more complex taskflows. For instance, the task InstallGraphicsCard is divided into the subtasks FastenGraphicsCard and FitInGraphicsCard ( Figure 5 ). Alternative transitions between tasks are also possible. For example, if the graphics card to be installed requires a connection to the PC's internal power supply, information related to the task connect power supply will be presented after the user has installed the card, otherwise the transition to task ReplacePCCover will be executed immediately.
Every task is associated with virtual information. Only information which belongs to the current task of the user (the active task) will be presented by the AR system. At a single point of time only one task can be active. Table  I gives a brief overview on the tasks and their related virtual objects. In addition to the virtual objects shown in table I, the system shall display an instruction text for every single task.
Currently, the taskflow models don't describe how the system recognizes the completion of a task. In the simplest case the user would confirm manually that a task was completed, e.g. by pressing a key or the button of an input device. This rather simple behavior is generated by default into the code. As an example, Boeing used a similar approach in its wire bundling system [11] . A more challenging variant would be to create an AR system which tracks the user's progress automatically. This could be achieved by evaluating spatial relationships between physical objects. For instance, we can assume that the graphics card was plugged into the card slot if the distance between card and slot reaches a certain minimum. However, this is not considered in SSIML/AR at the moment.
B. Modeling the User Interface Structure: Scene Model
An AR user interface exists in two spaces: The real and the virtual space. Physical (i.e. real) objects belong to the real space while virtual objects belong to the virtual space. The combination of the two spaces leads to an AR space which contains real as well as virtual user interface elements (see also [12] ). A real object can serve as a group element in the virtual space (see the example below in this section). Beside pure real and pure virtual objects, an AR space may also contain objects which we call hybrid objects. A hybrid object has a virtual and a real component which are registered with each other. The coordinates of the real component are mapped to the coordinates of the virtual component in real time so that the virtual component superimposes the real one. The virtual component must not inevitably have exactly the same geometry as the real component. For example, the virtual component can also be displayed as the bounding box of the real counterpart. Hybrid objects are useful e.g. for highlighting a physical object or presenting digital information related to a specific real object.
In virtual reality applications a scene graph is often used to describe the hierarchical structure of a 3D user interface. To design the AR user interface structure we use a scene graph which arranges the real, virtual and hybrid elements of the AR user interface into a hierarchical transformation structure. We call this type of scene graph an AR scene model.
An example of how an AR scene model is composed is shown in figure 6 . The example scene represents a table on which a cup and a plate are located. The table is a real object, the cup is a virtual object and the plate is a hybrid object. Figure 6a) shows the model of the real scene, figure 6b) presents the virtual scene and figure 6c) sketches an AR scene graph which contains both, real and virtual elements. The plate has a component in the real as well in the virtual scene. In the virtual scene and the AR scene the table has no geometry itself but represents a group node for the plate and the cup. Since the cup is a pure virtual object it only exists in the virtual scene. The plate is a hybrid object and therewith it is contained in all scene graphs. The figures 6d)-f) illustrate the visual representations of the models in the figures 6a)-c).
There exist different types of objects also in the graphics card installation scenario ( figure 7 ). An example for a pure real object is the chassis. Other objects such as the PC cover, the graphics card and the card slot are hybrid objects because they have virtual overlays (geometric representations in the virtual space). In contrast, the instruction texts presented individually for every single task are pure virtual objects.
As figure 7 shows, optical markers are attached to some physical objects which must be tracked, e.g. to the PC Figure 8 depicts the inheritance hierarchy of the new AR specific node types. The notation of the elements is depicted in figure 9 . In figure 10 (upper part) the SSIM-L/AR scene model for the graphics card installation example is shown. The root of the scene is the node arScene. Figure 9 . Graphical notations of AR specific nodes
The nodes pcCover and powerConnector represent the corresponding hybrid objects. Position and orientation of the hybrid object powerConnector are calculated relative to the position and orientation of the graphics card since the power connector is located on the graphics card. chassisComposite is a composed node. The content type definition of the node is presented in figure  11 which shows the chassisSG subgraph. The root node of the subgraph is the RealObject node chassis. Although chassis has no virtual overlay, it serves as a group for other objects in the virtual 3D space. Therefore it must be tracked by the tracking system. Hybrid objects such as metalCover and cardSlot are firmly connected with the chassis, either directly or via other objects such as the mainboard. Thus, their locations are determined dependent on the location of the chassis. screw is a pure virtual object since it only indicates where the user has to insert the real screw in order to fasten the graphics card. The composed node textSG encapsulates the task-dependent instruction texts ( figure  12 ).
To enable the task-dependent presentation of virtual scene elements we have introduced the concept of task constrained edges between nodes. A task-contrained edge is associated with one or more tasks defined in the taskflow model. A task-constrained edge can only be traversed if one of its associated tasks is the user's current task. In other words, the content of a child node will only be rendered if the edge between the node and its parent is associated with the task which is currently active. For instance, in figure 10 the virtual overlay of the PC cover will only be rendered if RemovePCCover or ReplacePCCover is the current task.
C. Modeling the Integration of the AR user interface with other components: Interrelation Model
The AR user interface is linked with other system components such as tracking and rendering components. Position and orientation of specific virtual objects can be controlled by tracking data. However, linking up 3D content and scene modifying code can become a timeconsuming task, especially for complex scenes with a deep hierarchical structure. In our approach we provide new AR specific relation types which can be used to Figure 10 . SSIML/AR scene model specify relations between the 3D scene and other AR system components. The new relation types supplement the relation types already contained in SSIML. They can also be mapped to program code automatically to ease the implementation work. In detail we have defined two special relation types: <<tracks>> and <<aligns>>. The <<tracks>>-relation can be specified between an application component which is able to deliver position and orientation values for a tracked hybrid or real object. The mentioned application component is also called tracker and is marked with a stereotype such as <<Tracker>> or <<VideoTracker>> (extends <<Tracker>>). The tracked positions and orientations are mapped either to the virtual part of the hybrid object or the group node which represents the real object in the virtual space. For instance, in figure 10 the coordinates of the pcCover are delivered by the class CustomizedVideoTracker.
An <<aligns>>-relation specifies which class is responsible for mapping the coordinates of a tracked object to its representation in the virtual space. An example is the class SceneUpdater in figure 10 which has to align several virtual objects (e.g. the virtual part of pcCover and graphicsCard) so that they superimpose properly their real counterparts.
V. DEVELOPMENT PROCESS
In SSIML/AR we distinguish three different developer roles: software technology experts, programmers and 3D developers. Note that in a real project their may be additional roles. However, in order to explain how SSIML/AR can be integrated into the overall AR development process the three roles mentioned are sufficient.
The different tasks of the developer groups are sketched in figure 13 . Software technologists model the application using UML and SSIML/AR. The created models also serve for design discussions within in the development team and are subject of further refinement.
After the design models are completed they are transformed into code automatically. An adequate way to achieve this is to encode the models in the XMI [13] format which can be exported by many UML tools. The XMI format represents a suitable basis for an XSLT [14] based model transformation. The AR scene model is translated into a 3D template which is encoded in a common 3D format such as VRML/X3D or Open Inventor. At the same time program code skeletons (e.g. C++ or Java) are generated from the task models and the relations between classes and nodes. A code fragment which was generated from a class-node relation (e.g. from an <<aligns>>-relation) is integrated into the class type relation member.
3D developers complete the 3D templates with the required geometries (i.e. 3D models) using their favorite authoring tools. Concurrently the programmers can start 
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The models form a contract between 3D developer and application programmer Figure 13 . SSIML/AR development process to fill out the gaps in the generated program code. Since the SSIML/AR design model is the source for both the 3D template and the program code it forms a kind of a contract between the different developer groups and therewith also helps avoiding inconsistencies between code and content.
VI. AUTOMATIC CODE GENERATION
In this section we describe how SSIML/AR models can be translated to platform specific code. As target format for the AR scene model we have chosen X3D (classic VRML encoding).
The basis for the generated program code is a simple Java framework ( figure 14) . The architecture of the framework is quite similar to the generic AR framework architecture proposed by Reicher et. al. [15] . Tracking of real objects is based on computer vision. More concrete, we use the JARToolkit [16] (a Java-binding to the ARToolkit) to implement the tracking functionalities. Our simple AR framework consists of several subsystems. The control subsystem is responsible for gathering input data, e.g. video data from a camera or keyboard input data. Video data is delivered to the tracking subsystem while other input data is forwarded to the context subsystem. The tracking subsystem is informed about the real objects it has to detect in the video stream. Information about real objects is provided by the world model which manages the description of the AR scene including all real and virtual objects. The tracking system calculates the positions and orientations of the relevant real objects. The presentation subsystem uses this information to render the virtual overlays properly. Since the presentation subsystem supports video see-through displays it also requires the video input stream for combining the image of the real world with the virtual objects. Furthermore, the presentation subsystem gets the descriptions of the virtual objects from the world model and is also linked up with the context subsystem to enable context-dependent (i.e. task-dependent) information presentation. The default presentation component was implemented with Java3D. The context subsystem controls the taskflow based on events received from the control subsystem. Every subsystem provides a set of interfaces which are required by other subsystems. For instance, the tracking subsystem provides a VideoTracker interface which extends the Tracker interface. Moreover, each subsystem contains default implementations for the interfaces it exposes. For instance, the VideoTracker interface has a JARToolkit-based implementation called DefaultVideoTracker.
Code generated from SSIML/AR models extends and uses classes provided the framework. For example, the class CustomizedVideoTracker ( figure 10 ) is an extension of the class DefaultVideoTracker.
A. Code Generation from the Scene Model
As mentioned, the scene model is translated into an X3D [17] code skeleton. According to the SSML/AR scene model, all nodes are arranged into an X3D scene graph. Since we use the JARToolkit, physical markers must be attached to the objects which shall be tracked. Thus, for every tracked object a marker transform group must be generated first. For every object (tracked or not tracked) an additional transform group is generated (object transform group) to describe the transformation of the object itself. The content (i.e. the geometry) of an object is generated into the object group.
The content of a Group or a RealObject node (i.e. a node which encapsulates no geometry in the virtual space) is represented by the children of the node. Listing 1 shows the X3D code generated for the hybrid node pcCover from the card installation scenario. Note that the content of the node is specified by an Inline node which refers to the file PCCover.x3dv. This file contains the geometry and appearance data of the virtual pcCover object. Task-constrained edges can be translated to X3D Switch nodes. The switch node is inserted between the parent and the child node that are connected via a constrained edge. A switch node contains a field whichChoice which allows controlling the rendering of the child node. If the value of whichChoice is less than zero the child node will not be rendered. A value of zero will render the content of the child node. Listing 2 shows the code generated for the constrained edge between the chassis and the screw node. The content of the screw node should only be rendered for the task FastenGraphicsCard. After the generated X3D code was completed by the 3D developer using his or her favorite authoring tool, the scene is loaded via a scene loader into the AR application.
B. Code Generation from the Taskflow Model
Every task of the taskflow model is translated into a Java class which implements the interface Task (listing 3) of the context subsystem of the AR framework (figure 14. Composed tasks are resolved into the contained single actions. A task has references to the set of Switch nodes which have to be activated if the task is set active (i.e. executed). Via its start operation a task is set active, this means that this task is now the current task of the user. The stop operation deactivates the task, i.e. the task disables the rendering of relevant content. The method isExecutable of task takes a Context object as a parameter. The context object contains information which may be relevant for a certain task. If a task is executable for a given context object, then its start method is called. For example, the task ConnectPowerSupply (figure 5) should only be executed if the condition isPowerSupplyRequired is true. Information about power resources required by the graphics card is provided by an instance of the Context class and can be The overall taskflow is managed by the TaskflowManager.
The TaskflowManager instantiates the tasks, passes the relevant switch node references to them and connects the tasks to a data structure which corresponds to the taskflow model (i.e. to a directed graph). The TaskflowManager processes exactly the sequence of connected tasks which is determined by the current context. If alternative tasks occur, it can be decided at runtime which alternative will be executed via the task method isExecutable. A transition from one task to the next is triggered if the TaskflowManager receives a special keyboard input event.
C. Code generation from the Interrelation Model
For each physical object which shall be tracked (<<tracks>>-relation in the SSIML/AR model) an entry into a Java properties file is generated. In addition, an object description is associated with each entry. Since we use the JARToolkit for object tracking, the description of a real object contains a reference to an ARToolkit marker description file. The properties file is loaded by the WorldManger which creates a RealObject instance for each file entry. The list of all real objects is passed to an instance of a generated subclass of DefaultVideoTracker (e.g. CustomizedVideoTracker in the card installation scenario). The tracker extracts information about relevant real objects from the list (i.e. objects which are associated with the tracker via a <<tracks>>-relation in the model) and loads the corresponding marker patterns. After that the tracker is able to detect the markers attached to the real objects in the video stream.
An <<aligns>>-relation is realized by a generated class which implements the SceneUpdater interface. This interface is contained in the presentation subsystem of the framework. A SceneUpdater has references to the tracking component, a set of RealObject instances and the 3D objects which correspond to the real objects. If the update-method of the SceneUpdater is called by the renderer it retrieves the current position and orientation values of the real objects from the tracker and maps them to the corresponding transformation values of their virtual counterparts.
A generated main class connects the different components and starts the overall application.
VII. RELATED WORK
Although there are several relevant research projects, we do not know of an approach which covers all aspects of SSIML/AR.
Implementation level toolkits and frameworks such as the AR Toolkit [2] or Studierstube [18] provide a suitable basis for programming AR applications. Such frameworks commonly include functions for object tracking and the creation of virtual overlays for the tracked objects. However, most frameworks do not provide any higher level concepts for a more structured application design which would facilitate the production of larger AR applications. Since programming has to be done at a low level, the creation of more complex applications can become a tedious work. Because of the high degree of complexity of some of the frameworks, it can take a long time to develop a useful AR application. In addition, the frameworks are often poorly documented since they are developed and used mainly by academics.
In SSIML/AR we address the lack of structured development techniques by using a model-driven approach. Model driven approaches [19] were successfully applied in traditional software engineering for the development of complex software systems. Especially the UML has become the de-facto standard for a semi-formal software specification above the implementation level. Some of the higher-level AR development tools focus on the support of content creators (e.g. designers) in authoring AR applications. For instance, the Designers Augmented Reality Toolkit (DART) [20] extends the multimedia authoring tool Macromedia Director [21] to allow the creation of AR user interfaces in a manner familiar to designers by using a combination of visual design and scripting. The i4D project [22] provides a component framework together with an appropriate design process. This process integrates techniques from user interface and multimedia design such as storyboard creation to support exploratory and interdisciplinary development. As conceptual model the actor metaphor was chosen (an actor is a component which is as far as possible independent from other actors, owns behavior and has the ability to collaborate with other actors). This concept is also known in a more restricted form from multimedia authoring tools such as Director. The actor metaphor therewith represents a suitable conceptual model for allowing design discussions between all stakeholders, also non-programmers such as content designers. i4D supports non-programmers also via scripting support and adequate authoring tools, e.g. tools for scene creation or gesture editing for avatars. Another project which falls into this category is AMIRE [23] . Similar like i4D AMIRE provides a component framework in combination with a convenient development process. Tools such as the Authoring Wizard for Mixed Reality assembly instructors [24] were built on top of the framework to support content creators in the development of AR applications.
Although we also consider the facilitation of interdisciplinary development in SSIML/AR, we think that more sophisticated AR applications in domains such as assembly, repair or medicine cannot be created completely without programming knowledge. In SSIML/AR we especially focus on the support of AR programming experts via the generation of code skeletons from visual models. This reduces implementation costs and provides a well-structured application structure without restricting the possibilities of the programmer.
Only few research works apply visual design models in the AR domain. An example is the ASUR [25] project which provides a graphical notation for AR system design at an early stage of the development process. An extension of ASUR, ASUR++ [26] , was intended for supporting the development of mobile AR systems. In ASUR and ASUR++, elements such as devices, users, systems, real and virtual objects and the relations between them can be modeled. At the moment, ASUR provides no concrete concepts to map these models to program code. Contrary to our approach ASUR does not consider the hierarchical structure of some AR interfaces and task-dependent visualization of virtual user interface elements. Thus, the applicability of ASUR in domains such as assembly and repair is limited.
The Augmented Presentation and Interaction Language (APRIL) [27] is an XML dialect to describe Augmented Reality presentations. In APRIL, UML statecharts can be used to specify the flow of an AR presentation (the story). The statecharts are created using an UML case tool and are stored as XMI files. The XMI description is then translated into the APRIL format. In a second step, Studierstube [18] configuration files are generated from the APRIL description which allow running the AR presentation on the Studierstube AR platform. APRIL neither focuses on task-focused domains nor emphasizes the hierarchical structure of AR user interfaces. In addition, APRIL presentation descriptions are not intended to be platform independent since they are designed to run on the Studierstube platform. Nonetheless, APRIL shares some aspects with SSIML/AR such as the visual modelling of AR presentation flows and the translation of the model descriptions into a runtime format.
VIII. SUMMARY
In this paper we underlined the lack of concepts and tools for a structured development and abstract design of Augmented Reality applications. Our solution approach to address this problem is SSIML/AR, a visual modeling language for the abstract design of AR user interfaces. SSIML/AR mainly focuses on the development support of applications from task-focused domains such as maintenance and assembly, since we see the main potentials of AR in these domains. Since an AR interface contains virtual as well as real objects, SSIML/AR provides model elements which represent these elements. SSIML/AR allows specifying the hierarchical structure of the user interface in a special AR scene graph and thereby also considers the presentation of information depending on the user's current task. Relations between user interface elements and application components such as the tracking and the rendering subsystem can be also described. It is possible to translate SSIML/AR models to code skeletons in order to enable a seamless transition to the implementation level and to reduce implementation costs. In addition, SSIML/AR models can be used for design discussions within the development team and for documentation purposes. Since we have defined SSIML/AR also as an UML profile, it can be integrated into several UML case tools. Furthermore, along with SSIML/AR we sketch an appropriate development process including different developer roles and tasks.
We have tested the applicability of SSIML/AR in some first scenarios such as the graphics card installation example described in this paper. For these rather simple scenarios SSIML/AR meets our expectations. Nonetheless, we plan to evaluate SSIML/AR on more complex real world examples in a practical course with students. Further refinements of the modeling language and the code generation routines are in progress.
