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We study the dynamics of magnetic domain walls in the Peierls potential due to the discreteness of
the crystal lattice. The propagation of a narrow domain wall (comparable to the lattice parameter)
under the effect of a magnetic field proceeds through the formation of kinks in its profile. We predict
that, despite the discreteness of the system, such kinks can behave like sine-Gordon solitons in thin
films of materials such as yttrium iron garnets, and we derive general conditions for other materials.
In our simulations we also observe long-lived breathers. We provide analytical expressions for the
effective mass and limiting velocity of the kink in excellent agreement with our numerical results.
PACS numbers: 75.60.Ch,75.60.Ej,05.45.Yv
Introduction. The statics and dynamics of magnetic
domain walls have been studied intensively because they
determine the most important technical characteristics
of magnetic materials, such as magnetization curves and
hysteresis [1]. Recently, there has been a revival of inter-
est in this field due to the development of new techniques
to manipulate magnetization, such as current-induced
spin transfer torque [2, 3] and optical control [4]. These
developments open new perspectives for magnetic data
storage [5] and call for a deeper understanding of the el-
ementary processes associated with domain-wall motion.
Traditionally, magnetization profiles are described using
continuum models (micromagnetics) [6]. However, it is
increasingly being recognized that the discrete nature of
the crystal lattice can play an important role in both
the statics and the dynamics of magnetic topological de-
fects including domain walls [7], (nano)skyrmions [8], and
Bloch points [9].
It has been predicted [10–12] that if the characteristic
thickness of a domain wall is comparable to the lattice
parameter, it may become trapped in a favorable po-
sition between two crystallographic planes, as shown in
Fig. 1. The energy of the domain wall as a function of the
position x of its center shows a pattern of peaks and val-
leys with a periodicity a determined by the lattice. The
analogous effect for dislocations is known in the field of
crystal plasticity as the Peierls potential or Peierls relief
[13]. Novoselov et al. [7] confirmed the existence of the
magnetic Peierls potential in thin films of yttrium iron
garnet (YIG) that combine the very large unit cell (80
atoms) with relatively strong perpendicular anisotropy.
Jumps of the domain wall between valleys of the Peierls
potential were detected.
In two- or three-dimensional systems, domain walls are
not necessarily flat and different areas may lie in differ-
ent Peierls valleys, as shown in Fig. 1(c). The boundaries
(kinks) between such areas are energetically unfavorable,
but once present they can slide freely along the domain
∗ F.Buijnsters@science.ru.nl
FIG. 1. (color online). A Bloch domain wall in a thin film
with perpendicular anisotropy. (a,b) Side views of the domain
wall in an energetically favorable [(a), solid lines in (c)] and
unfavorable [(b), dashed line in (c)] position in the Peierls
potential (top). (c) Domain wall with an antikink. The center
of the domain wall is indicated as a translucent strip.
wall, effectively moving it in steps of distance a. Dislo-
cations in crystals are known to move in a similar way
[13, 14]. Measurements of AC magnetic susceptibility
provide evidence for kinks in domain walls (DW-kinks)
in YIG thin films [7].
If the Peierls potential is significant, the motion of a
domain wall is determined by the dynamics of DW-kinks.
A crucial question is what happens when two kinks of op-
posite sign collide: either they pass through each other,
like sine-Gordon solitons [15], or they annihilate. In the
former case, a domain wall can jump to another Peierls
valley and propagates more efficiently. While many au-
thors have discussed the dynamics of kinks in dislocations
[14, 16, 17], we point out that DW-kinks are different in
essential respects [18]. In this Letter, we show that DW-
kinks can display solitonic behavior. We derive necessary
conditions in terms of the characteristic lengthscales of
the system, and we predict the existence of long-lived
breathers (bound kink–antikink pairs [15]) in thin films
of materials such as YIG. We also find that DW-kinks
possess inertia, somewhat analogous to the Do¨ring effec-
tive mass [19], and we derive an expression for the DW-
kink mass valid for both solitonic and nonsolitonic cases,
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2in excellent agreement with numerical simulations.
Model. We consider a magnetic thin film of thickness
L with perpendicular anisotropy, assuming for simplicity
a simple cubic lattice. We argue that for our purposes
the film may be considered as effectively two-dimensional
if L w, where w is the characteristic width of the DW-
kink (determined below). While in the direction normal
to the domain wall the magnetization profile varies on
the much shorter scale of the exchange length, in this
direction the domain wall cannot move freely and remains
in a valley of the Peierls potential.
We model the dynamics of the localized magnetic mo-
ments, described by unit vectors mij , using the Landau–
Lifshitz–Gilbert (LLG) equation [1],
dmij
dt
=
|γ|
a2MS
mij ×∇mijH+ αmij ×
dmij
dt
, (1)
where γ is the gyromagnetic ratio, MS is the satura-
tion magnetization and α is the dimensionless Gilbert
damping parameter. The lattice sites are located at
(x, y) = ((i + 12 )a, (j +
1
2 )a), i, j ∈ Z, where a is the
lattice parameter. The Hamiltonian H is given by
H =
∑
ij
a2
(−2A
a2
[mij ·m(i+1)j +mij ·mi(j+1)]
−K1(mij · zˆ)2 +K2(mij · xˆ)2 −MSHapp ·mij
)
. (2)
Here A represents the exchange parameter, K1 > 0 the
anisotropy for the easy axis zˆ, K2 the in-plane anisotropy,
and Happ the applied field. The corresponding contin-
uum model gives an exchange length l1 =
√
A/K1, a
Bloch domain-wall width of pil1, and a Bloch domain-
wall energy of 1 = 4
√
AK1 per unit area. We consider a
domain wall oriented normal to the x direction, as shown
in Fig. 1(c). The effect of dipolar interactions is taken
into account through the second anisotropy parameter
K2 = 2piM
2
S , which penalizes magnetization in the x di-
rection. This approximation, exact for planar magneti-
zation profiles m(x) [1, 15], has been used in other con-
texts where the domain wall is only approximately flat
[20]. It can be justified here because we assume l1  L
and l1  w.
Statics. Minimizing the atomistic Hamiltonian (2)
under the constraint of a fixed domain-wall center x gives
a Peierls potential of the form [10, 11, 21]
V (x) = V0(1− cos 2pix/a). (3)
This sinusoidal shape is known to be insensitive to the
crystal structure up to exponentially small corrections
[11, 16]. The strength V0 depends very sensitively on the
ratio between the domain-wall width pil1 and the distance
a between equivalent crystallographic planes; we have
V0 ∼ e−pi2l1/a [11]. Noticeable effects require l1 . 2.5a.
Static configurations of domain walls with kinks and
the thermally activated formation of kink loops were
studied theoretically in Ref. [21]. Let us describe the
profile of the domain-wall center, shown as a strip in
Fig. 1(c), as a function x(y), which we define via the
average magnetization mz on a line of constant y. The
equilibrium profile of a single kink is given by [21]
x(y) =
2a
pi
arctan
[
exp
(
pi
y − y0
w
)]
, (4)
where y0 is the center of the kink and w =
1
2a
√
1/V0 is
its characteristic width, which arises from a competition
between the Peierls potential and the exchange energy.
The kink energy per unit length is λ = 4a
√
1V0/pi [21].
We express the kink width in the experimentally acces-
sible quantity Hc, the coercive field of the Peierls barrier:
w =
√
pia1
4MSHc
. (5)
Taking experimental parameters from Ref. [7], we find
l1 = 3.6 nm = 2.0a, 1 = 2.0 erg cm
−2, λ = 2.5 ×
10−10 erg cm−1 = 7× 10−4a1, and w = 1.6 µm ≈ 900a.
Dynamics. We express the Hamiltonian (2) in terms
of the collective coordinates x(y), ϑ(y) of the domain
wall. The angle ϑ, canonically conjugate to x, repre-
sents the in-plane orientation of the magnetization near
the center of the domain wall [22]. We define ϑ = 0, pi for
a Bloch domain wall and ϑ = ±pi/2 for a Ne´el domain
wall. For Happ = 0 and in the limit of small ϑ, we get
H ≈
∫ [
1
2
K2
K1
ϑ2 +
1
2
(∂x
∂y
)2
+ V (x) +
1l
2
1
2
(∂ϑ
∂y
)2]
dy.
(6)
We assume w  a, so that the system is effectively con-
tinuous in y. Since l1 ∼ a, higher-order terms of the
exchange energy may give corrections to Eq. (6), but we
find that such corrections are relatively small [18].
The Poisson brackets for x(y), ϑ(y) are given by
{x(y), ϑ(y′)} = |γ|/(2MS) δ(y − y′) and {x(y), x(y′)} =
{ϑ(y), ϑ(y′)} = 0. Taking into account Gilbert damping
in the small-ϑ limit, we get equations of motion [22]
x˙(y) =
|γ|
2MS
δH
δϑ(y)
+ αl1ϑ˙(y), (7a)
ϑ˙(y) = − |γ|
2MS
δH
δx(y)
− α
l1
x˙(y), (7b)
where a dot denotes the time derivative.
Solitonic behavior. Let us define a second “exchange
length” l2 =
√
A/K2. Neglecting the term in ∂ϑ/∂y in
Eq. (6), Eq. (7) with α = 0 reduces to the sine-Gordon
equation,
T 2
∂2ϕ
∂t2
− Y 2 ∂
2ϕ
∂y2
+ sinϕ = 0, (8)
where we define ϕ = 2pix/a, Y = w/pi, and
T =
a2
2pi2E
MS
|γ|
l2
l1
, (9)
3with E = λ/8 (characteristic energy scale). The sine-
Gordon equation is one of the very few mathematical
models that allow for truly solitonic behavior [15]. This
means that DW-kinks behave like solitons only to the
extent that Eq. (8) is a good approximation. We now
investigate under which conditions this is the case.
First, ϑ must remain small at all times. For w  l2
and α = 0, we have that T ∂ϕ/∂t ≈ 2l1w/(al2)ϑ. A two-
kink breather solution of Eq. (8), similar to Fig. 3(d), is
given by [15]
ϕ(y, t) = 4 arctan
[√
1−ω2
ω sech
(√
1−ω2y
Y
)
cos
(
ωt
T
)]
, (10)
where ω ∈ (0, 1) is a parameter. Notice that |∂ϕ/∂t|
attains a maximum at y = 0, t = pi/(2ω)T , where the
two kinks collide. In the limit ω → 0, the breather (10)
is equivalent to the collision of two nearly free kinks of
opposite signs with negligible initial velocities. We find
T |∂ϕ/∂t|max = 4 and ϑmax = 2al2/(l1w). Since typically
2a/l1 ∼ 1, we conclude that the small-ϑ approximation
is valid for
w  l2. (11)
This condition must also be assumed to neglect the term
in ∂ϑ/∂y in Eq. (6).
Second, Gilbert damping must not be too strong. We
estimate the energy dissipated in a collision, treating
Gilbert damping as a perturbation. For α > 0, Eq. (8)
becomes
T 2
∂2ϕ
∂t2
− Y 2 ∂
2ϕ
∂y2
+ sinϕ = −ξT ∂ϕ
∂t
, (12)
where ξ = αw/(pil2) is a dimensionless damping rate.
The energy dissipated in half a period of the breather
(one collision) is given by
∆H = −ξET
Y
∫ piT/ω
0
∫ ∞
−∞
(∂ϕ
∂t
)2
dy dt. (13)
Substituting the original solution (10), which has
an energy of 16E
√
1− ω2, we find that ∆H =
−16ξEr(ω)√1− ω2, where r(ω) is a monotonic function
with r(0) = pi2/2 and r(1) = pi. The relative energy loss
for ω → 0 is thus given by D = piαw/(2l2), and Gilbert
damping may be considered small if
αw  l2. (14)
This condition is consistent with Eq. (11) only in mate-
rials with a very low Gilbert damping parameter α.
For comparison, we perform atomistic spin-dynamics
simulations, where we generate an initial configuration
containing a domain wall with a two-kink profile, as
shown in Fig. 2(a), and numerically integrate the LLG
equation (1) for the Hamiltonian (2). We use the C++
code we developed with the implicit-midpoint integration
scheme, verifying convergence of our results. We extract
FIG. 2. (color online). Simulations of kink collisions with ini-
tial velocities of ±0.2Y/T (α = 0.0004, l1 = 1.58a, w ≈ 79a).
(a) Initial configuration. We extract the domain-wall profile
x(y) (strip) from the atomistic simulations. Not all magnetic
moments are shown. (b) For w . l2, colliding kinks anni-
hilate under emission of Winter spin waves [23]. (c) If con-
ditions (11) and (14) are both satisfied, colliding kinks pass
through each other. A segment of the domain wall makes a
jump of distance 2a into another Peierls valley, and propaga-
tion continues. (d) For αw & l2, colliding kinks lose energy
through Gilbert damping. Like in (b), they become trapped
in a breather and eventually annihilate.
FIG. 3. (color online). Domain-wall profiles x(y, t) extracted
from atomistic simulations of a breather (w ≈ 79a, ω = 0.25).
(a) If w ∼ l2, the sine-Gordon picture of DW-kinks is inappli-
cable. The breather loses energy through spin-wave emission.
(b,c) Spin-wave emission is virtually absent for w  l2. How-
ever, for high w/l2 the breather is more susceptible to Gilbert
damping (α = 0.0004), resulting in a faster-decreasing ampli-
tude and period. (d) Solitonic limit (w  l2 and no Gilbert
damping). A video of the atomistic simulation is available
[18].
the domain-wall profiles x(y), shown in Fig. 2(b-d), from
the evolving atomistic spin configurations. These results
confirm that kinks may display solitonic behavior if the
conditions (11) and (14) are satisfied. Figure 3 shows
that long-lived breathers can be observed under the same
conditions.
For a crystal with uniaxial, perpendicular anisotropy
4(K2 purely magnetostatic), we have l2 = M
−1
S
√
A/(2pi).
With parameter values from Ref. [7], we get l2 =
0.11 µm ≈ 61a and w/l2 ≈ 15, so that Eq. (11) is satis-
fied. We remark that, while uniaxial anisotropy is dom-
inant in thin films of bismuth- and gallium-substituted
YIG [7, 24], there will be an additional contribution toK2
from in-plane crystalline anisotropy. The extremely low
Gilbert damping in pure YIG [25] suggests that Eq. (14)
may also be satisfied and that breathers could survive for
many periods.
Equations of motion. A sine-Gordon soliton possesses
inertia; its rest mass is given by 8ET 2/Y 2 [15]. For DW-
kinks, this evaluates to a mass of
msol =
2a2M2S
piγ2K2l1w
(15)
per unit length. We now derive nonrelativistic equations
of motion valid for solitonic and nonsolitonic DW-kinks.
We linearize the Hamiltonian (6) near a single kink at
rest, for which we take ϑ(y) = 0 and x(y) as in Eq. (4)
with y0 = 0. An inertial zero-frequency normal mode
[26] is associated with the collective coordinate y0. We
have ∂x(y)/∂y0 = −(a/w) sech(piy/w) and ∂ϑ(y)/∂y0 =
0. We introduce a momentum p and require that p and
y0 decouple to second order from the other degrees of
freedom. From y˙0 = p/meff, we derive ∂x(y)/∂p = 0 and
meff
∂ϑ(y)
∂p
= − aMS
2|γ|K2l1w
(
1− l22
d2
dy2
)−1
sech
piy
w
. (16)
The effective mass meff is fixed by the requirement that
y0 and p be canonically conjugate, {y0, p} = 1:
meff = f(w/l2)msol, (17)
where we define
f(η) =
1
2
∫ ∞
−∞
sech2 x
1 + 4x2/η2
dx. (18)
For η  1, f(η) = 1−pi2/(3η2)+O(η−4). In Fig. 4(a), we
compare Eq. (17) to the effective kink masses obtained
for the atomistic model (2) using the numerical method
described in Ref. [26]. We find a very good agreement.
We introduce a characteristic angle ϑ0 related to the
kink momentum p via ϑ0 = pi|γ|/(4aMS) p. We derive
from Eq. (7) the linearized equations of motion for the
collective coordinates ϑ0 and y0,
ϑ˙0 = −pi
2
|γ|Hz − α
R
y˙0, (19a)
y˙0 =
|γ|R
f(η)
[(2K2
MS
− piHy
2g(η)
)
ϑ0 +
pi2
4
Hx +
α
|γ|g(η) ϑ˙0
]
,
(19b)
where Happ = Hxxˆ + Hyyˆ + Hz zˆ is the ap-
plied field, η = w/l2, R = l1w/a, and g(η) =
2f(η)/[
∫∞
−∞(1 + 4x
2/η2)
−2
sech2 x dx]. We have ϑ(y0) =
FIG. 4. (a) Our analytical expression (17) for the kink effec-
tive mass meff is in very good agreement with the numerical
values for the atomistic model. Small corrections result from
higher-order exchange terms [18]. For w . l2, meff is reduced
with respect to the sine-Gordon value msol. (b) Final velocity
vfinal for α = 0.02 and α = 0.04 and for three values of w/l2
(w ≈ 79a). In the regime vfinal  Y/T , vfinal follows Eq. (20)
(solid lines) and is independent of w/l2. Deviations occur
when vfinal becomes comparable to Y/T (horizontal lines).
Unlike in the sine-Gordon model, the kink velocity can ex-
ceed Y/T .
−h(η)ϑ0, where h(0) = 2/pi and h(∞) = 1. The condi-
tion ϑ˙0 = 0 results in a final velocity
vfinal = −pi
α
( l1
2a
)
|γ|Hzw. (20)
Our simulations, shown in Fig. 4(b), confirm this expres-
sion in the regime that ϑ0  1 and vfinal  Y/T .
Conclusion and outlook. We have derived explicit
conditions for solitonic behavior of DW-kinks, in terms of
Gilbert damping α and the lengths w and l2: 1 w/l2 
1/α. For certain YIG films these conditions appear to be
satisfied. In the solitonic regime, long-lived breathers can
exist, as confirmed by our atomistic spin-dynamics simu-
lations. The sharp peak in the dynamical magnetic sus-
ceptibility observed in Ref. [7], which survives for some
time when the applied field is switched off, might be re-
lated to the existence of such breathers [27], although
more experimental investigations are needed. We have
found expressions for the main dynamical characteris-
tics of kinks, including effective rest mass, Eq. (17), and
limiting velocity, Eq. (20), which apply both in the soli-
tonic regime and beyond. By combining a number of
Hall probes [7], one might be able to track the motion
of individual DW-kinks. Given the size of DW-kinks
(∼ 1 µm), it is conceivable that optomagnetical stim-
uli could be used to create kink pairs. Such techniques
would open the way to manipulation of magnetic domain
walls with atomistic precision.
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6Appendix: Supplemental Material
1. Kinks in domain walls versus kinks in dislocations
We show that under certain conditions, DW-kinks may display solitonic behavior. It is interesting to compare the
dynamics of DW-kinks to kinks in dislocations in the crystal lattice. Reference [14] found that solitonic behavior can
be observed for dislocation kinks in a two-dimensional rigid-substrate model of the slip plane. However, Kosevich
argues that the sine-Gordon equation cannot be a satisfactory model for the dynamics of a free dislocation because
dislocation motion couples in an essential way to lattice vibrations [16]. Moreover, it seems that ballistic effects (let
alone solitonic behavior) play no role of significance in practical simulations of kink or dislocation dynamics [17]. It
is important to note that a real dislocation is a line defect in three-dimensional space; its spatial profile depends in
an essential way on the perpendicular coordinate. A domain wall, by contrast, is a planar defect. This justifies our
approximation of a magnetic thin film containing a domain wall as effectively two-dimensional.
2. Atomistic simulation of a breather (movie)
A movie file with an atomistic simulation of a breather is provided with this Supplemental Material (see Fig. A.5).
It shows a single period of a breather with ω = 0.1 for l1 = l2 = 1.58a, w ≈ 79a, and no Gilbert damping (α = 0).
The simulation box contains 40× 960 magnetic moments. The translucent yellow strip indicates the evolution of the
domain-wall profile according to the analytical breather solution of the sine-Gordon equation.
FIG. A.5. (color online). Atomistic simulation (movie snapshot).
3. Higher-order exchange
a. Continuum model
For magnetization profiles smooth on the scale of the lattice constant a, the atomistic Hamiltonian (see main text)
is equivalent to the sum of the continuum energy functionals
Eex[m(x, y)] =
∫
A
[∥∥∥∥∂m∂x
∥∥∥∥2 + ∥∥∥∥∂m∂y
∥∥∥∥2] dx dy, (A.1a)
Eani[m(x, y)] =
∫ [
−K1(m · zˆ)2 +K2(m · xˆ)2
]
dx dy, (A.1b)
EZee[m(x, y)] =
∫
−MSHext ·m dx dy, (A.1c)
where m represents as before the reduced magnetization (‖m(x, y)‖ = 1). If the characteristic length scale of the
magnetization profile, set by the exchange length l1, becomes comparable to a, the continuum energy functionals (A.1)
are no longer a good representation of the atomistic Hamiltonian and correction terms are needed. For our purposes,
the most important correction is the Peierls potential, which breaks translational symmetry. The Peierls potential
vanishes exponentially fast in l1/a. However, there are also corrections to Eex that are algebraically small. These can
be expressed in terms of the higher-order spatial derivatives of m(x, y). The dominant correction is
Eex4[m(x, y)] =
∫
B
[∥∥∥∥∂2m∂x2
∥∥∥∥2 + ∥∥∥∥∂2m∂y2
∥∥∥∥2] dx dy. (A.2)
7While the usual exchange parameter A is proportional to the second moment of the atomistic exchange kernel, the
parameter B is proportional to the fourth moment. For nearest-neighbor exchange in a square lattice, we derive
B = −a2A/12. (A.3)
Energy terms such as Eq. (A.2) do not affect the qualitative features of domain-wall kinks, but they do give certain
corrections to kink parameters. Since l1 ∼ a, we may not assume that such corrections can be neglected. Notice that
Eq. (A.3) is specific to systems with only nearest-neighbor exchange; crystals with wider exchange kernels are likely
to have a larger parameter B/A, so that the corrections derived here may be more significant.
b. Derivation of the domain-wall Hamiltonian
We now write the Hamiltonian in terms of the collective coordinates x0(y), ϑ(y) of the domain wall. We aim to
derive the effective Hamiltonian of the domain wall from the atomistic Hamiltonian in a systematic way, and we apply
the approximation that ϑ is small only as a final step. In this section, we write x0 for the position of the center of
the domain wall to distinguish it from the spatial coordinate x.
Let us express the reduced magnetization m(x, y) in spherical coordinates,
m = sin(θ) cos(φ)xˆ+ sin(θ) sin(φ)yˆ + cos(θ)zˆ. (A.4)
Notice that we use ϑ to denote the collective coordinate of the domain wall, while we use θ for the polar angle of the
magnetization m at a given point in space. We assume that φ(x, y) = ϑ(y)− pi/2; the azimuthal angle φ is constant
in x and depends only on ϑ(y). As a result, a domain wall with ϑ 6= 0 is equivalent to a Bloch domain wall (ϑ = 0)
but with a modified anisotropy. The effective anisotropy K that the domain wall experiences is given by
K = K1 +K2 sin
2 ϑ, (A.5)
and we can define an effective ‘exchange length’
l(ϑ) =
√
A
K1 +K2 sin
2 ϑ
=
l1√
1 + (K2/K1) sin
2 ϑ
. (A.6)
We may now write the Hamiltonian of the domain wall, very generally, as
H[x0(y), ϑ(y)] =
∫
4A
l(ϑ)
[
s0(x0, l(ϑ))+
1
2
sx(x0, l(ϑ))
(
∂x0
∂y
)2
+
l(ϑ)2
2
sϑ(x0, l(ϑ))
(
∂ϑ
∂y
)2
+
pi2
24
sl(x0, l(ϑ))
(
∂l(ϑ)
∂y
)2]
dy.
(A.7)
Here s0, sx, sϑ, and sl are dimensionless functions of x0/a and l/a that remain to be determined. The characteristic
length scale on which the domain-wall variables x0(y), ϑ(y) vary in y is w. Since we do not take into account higher-
order derivatives in y, the Hamiltonian (A.7) is valid up to corrections of O((w/a)−2). This is acceptable because
w  a while the dominant energy scale λ is of O((w/a)−1). For all four functions s0, sx, sϑ, and sl, the dependence
on x0 vanishes as ∼ e−pi2l/a ∼ O(w/a)−2. As the factors (∂ · /∂y)2 are already of order O(w/a)−2, we may neglect
the x0-dependence of sx, sϑ, and sl. For s0, we write
s0(x0, l) = s0(l)− v(l) cos 2pix0
a
, (A.8)
which defines the Peierls potential. Higher Fourier components may be neglected (see main text). In conclusion, we
get
H[x0(y), ϑ(y)] =
∫
4A
l(ϑ)
[
s0(l(ϑ)) +
1
2
sx(l(ϑ))
(
∂x0
∂y
)2
− v(l(ϑ)) cos 2pix0
a
+
l(ϑ)2
2
sϑ(l(ϑ))
(
∂ϑ
∂y
)2
+
pi2
24
sl(l(ϑ))
(
∂l(ϑ)
∂y
)2]
dy. (A.9)
If we expand to second order in ϑ and neglect any corrections of O((w/a)−2), Eq. (A.9) becomes
H ≈ 4A
l1
∫ [
s0(l1) +
1
2
K2
K1
(s0(l1)− l1s′0(l1))ϑ2 +
1
2
sx(l1)
(
∂x0
∂y
)2
− v(l1) cos 2pix0
a
+
l21
2
sϑ(l1)
(
∂ϑ
∂y
)2]
dy. (A.10)
Equation (A.10) is equivalent to the domain-wall Hamiltonian given in the main text except for the correction factors
(s0(l1)− l1s′0(l1)), sx(l1), and sϑ(l1). By definition, V0 = 1v(l1).
8c. Perturbative calculation of the functions s0(l), sx(l), sϑ(l), and sl(l)
Let us consider a planar domain wall with collective coordinates x0, ϑ and effective exchange length l. As is
well known, in spherical coordinates (A.4), its equilibrium magnetization profile m(x), taking into account only the
continuum energy functionals (A.1), is given by
θ(x) = 2 arctan
[
exp
(x− x0
l
)]
, (A.11a)
φ(x) = ϑ− pi/2. (A.11b)
We derive the effect of the fourth-order exchange term (A.2) on the equilibrium magnetization profile in first-order
perturbation theory. In spherical coordinates (A.4) and under the assumption that φ is constant, we have the identities
‖m′‖2 = (θ′)2 and ‖m′′‖2 = (θ′)4 + (θ′′)2, where the prime denotes the derivative in x. (For constant θ, we have
‖m′‖2 = (φ′)2 sin2 θ.) For a planar profile, the continuum energy terms (A.1) become
Eex =
∫
A(θ′)2 dx, (A.12a)
Eani =
∫
K sin2 θ dx, (A.12b)
while the fourth-order exchange term (A.2) becomes
Eex4 =
∫
B[(θ′)4 + (θ′′)2] dx. (A.13)
We find that, to first order in B, the equilibrium configuration is given by
θ(x) = 2 arctan
[
exp
(x− x0
l
)]
+
B
Al2
θ1
(x− x0
l
)
, (A.14)
where
θ1(ζ) = −3 tanh ζ sech ζ + 12ζ sech ζ. (A.15)
We calculate the coefficients in Eq. (A.10) from the (perturbed) magnetization profile of the planar domain wall.
Notice that the functions s0(l), sx(l), sϑ(l), and sl(l) are normalized in such a way that they approach 1 in the
continuum limit B/(Al2)→ 0. We have
s0 =
l
4A
∫
(A(θ′)2 +K sin2 θ +B[(θ′)4 + (θ′′)2]) dx, (A.16a)
sx =
l
2
∫ ∥∥∥∥∂m∂x0
∥∥∥∥2 dx = l2
∫
(θ′)2 dx, (A.16b)
sϑ =
1
2l
∫ ∥∥∥∥∂m∂ϑ
∥∥∥∥2 dx = 12l
∫
sin2 θ dx, (A.16c)
sl =
6l
pi2
∫ ∥∥∥∥∂m∂l
∥∥∥∥2 dx = 6pi2l
∫
(x− x0)2(θ′)2 dx, (A.16d)
where we treat l as a constant when taking the derivative in ϑ. We get
s0(l) = 1 +
1
2 (B/A)l
−2 +O((l/a)−4), (A.17a)
sx(l) = 1− 32 (B/A)l−2 +O((l/a)−4), (A.17b)
sϑ(l) = 1 +
3
2 (B/A)l
−2 +O((l/a)−4), (A.17c)
sl(l) = 1− (24/pi2 + 12 )(B/A)l−2 +O((l/a)−4). (A.17d)
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FIG. A.6. The analytical expression (A.21) for the effective mass meff corrected for the effect of fourth-order exchange (solid
black lines) is in almost perfect agreement with the numerical results for the atomistic model (symbols). The dotted lines show
the uncorrected analytical expression given in the main text, which differs by ∼ 5%. The dashed line shows the effective mass
in the solitonic limit. We find that the (corrected) analytical expression deviates from the numerically calculated values only in
the regime w . 10a (not shown). This is not surprising because all our calculations assume w  a, as is always verified unless
the Peierls potential is extremely strong.
d. Corrections to kink parameters
For convenience, let us define
S0 = s0(l1)− l1s′0(l1) = 1 + 32 (B/A)l−21 +O(l1/a)−4, (A.18a)
Sx = sx(l1) = 1− 32 (B/A)l−21 +O(l1/a)−4, (A.18b)
Sϑ = sϑ(l1) = 1 +
3
2 (B/A)l
−2
1 +O(l1/a)−4, (A.18c)
which are the correction factors that appear in (A.10). Equation (A.3) gives S0 ≈ 1− 18 (l1/a)−2, Sx ≈ 1 + 18 (l1/a)−2,
and Sϑ ≈ 1− 18 (l1/a)−2 for a square lattice with nearest-neighbor exchange.
As for the statical kink parameters, the Hamiltonian (A.10) gives us a sine-Gordon kink solution (see main text)
with
w =
a
2
√
Sx
v(l1)
= S1/2x wcont, (A.19)
where the subscript cont denotes the value in the continuum model with only second-order exchange, as used in the
main text. The kink energy is given by
λ =
4a
pi
1
√
Sxv(l1) = S
1/2
x λcont. (A.20)
As for the dynamical kink parameters, we find
wmeff =
2a2M2Sf(w/l2)
piγ2K2l1S0
=
f(w/l2)
f((w/l2)cont)
S−10 (wmeff)cont, (A.21)
where
l2 = l1
√
K1
K2
√
Sϑ
S0
= S
−1/2
0 S
1/2
ϑ l2,cont. (A.22)
Figure A.6 shows that this correction to the effective mass meff is small but significant. With the corrections, the
agreement of our analytical expression to our numerical results is almost perfect. The characteristic time scale of the
approximate sine-Gordon description is given by
T =
aMS
pi|γ|1
√
K1
v(l1)K2S0
= S
−1/2
0 Tcont. (A.23)
The final velocity (in the linear regime, where ϑ0  1 and vfinal  Y/T ) is given by
vfinal
w
= S−1x
(vfinal
w
)
cont
. (A.24)
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FIG. A.7. Kink width w versus exchange length l1. Symbols: Obtained by numerical minimization of the atomistic Hamiltonian
(specified in the main text) starting from a spin configuration containing a domain wall with a single kink. The kink width
is extracted from the domain-wall profile x(y) in the final, relaxed configuration. Curves: Calculated from Eq. (A.27) using
Eq. (A.28), where the parameters P and Q are independently obtained from a fit to the coercive field. Notice that here the
corrections to Eq. (A.28) that result from higher-order terms of the exchange energy (see Sec. 3) are tiny.
4. Strength of the Peierls potential
The kink width w depends on the strength V0 of the Peierls potential, which in turn depends on the ratio between
the domain-wall width and the lattice periodicity a. For the biaxial type of anisotropy defined in the main text, the
equilibrium domain-wall width for a fixed value of ϑ is given by pi
√
A/(K1 +K2 sin
2 ϑ). For a Bloch domain wall
(ϑ = 0), this becomes pil1 = pi
√
A/K1 [6]. Since we derive all analytical results in the limit of small ϑ, V0 can be
taken as constant (see also Sec. 3 b). It must be some dimensionless function of l1/a times the Bloch domain-wall
energy 1 = 4
√
AK1.
For a line of fixed y = (j + 12 )a, we define the center x of the domain wall as
x =
a
2
∑
i
(mij · zˆ), (A.25)
which defines a position relative to the middle of the sample. The magnetic Peierls potential V (x) can be obtained
by minimizing the atomistic Hamiltonian of some configuration with a domain wall under the constraint of a fixed
value of x. We find, in agreement with previous considerations [10, 11],
V (x) = V0
[
1− cos 2pix
a
]
, (A.26)
where V is an energy per unit area. We have V0 ∼ 1e−pi2l1/a [11]. For a noticeable Peierls relief, we must have l1 .
2.5a. Higher Fourier components of V (x) decrease even faster in l1/a [16], so that Eq. (A.26) is expected to describe
the Peierls potential almost perfectly unless l1 . 1.2a. It is easy to see that an external field Happ = Hz zˆ results in
an additional potential VH(x) = −2MSHzx. Combining these two expressions gives a coercive field Hc = piV0/(MSa)
[21]. This provides an alternative way to determine numerically the strength V0 of the Peierls potential for a given
atomistic model.
For a domain wall in a {100} plane of the simple cubic lattice with nearest-neighbor exchange, we find that V0
depends on the domain-wall width l1 as
V0 = (P
l1
a
+Q)1 e
−pi2l1/a. (A.27)
A fit of the coercive fields gives P ≈ 181 and Q ≈ −36. Our expression (A.27) is equivalent to previous results [7, 11]
if we set Q = 0 and P = C/(4pi). We find that the refinement Q 6= 0 is significant and makes the fit to the numerical
results almost perfect. If we consider a system with nearest-neighbor and next-nearest-neighbor exchange, Eq. (A.27)
remains valid but P and Q take different values. The Peierls relief might thus be useful as a probe for the strength
and type of the exchange interaction on the atomic scale.
Given V0, we can calculate the kink width w using the relation [21]
w = 12a
√
1/V0. (A.28)
11
Figure A.7 shows that the kink widths calculated from Eq. (A.27) agree with the results found by numerical relaxation
of a domain wall with a kink.
5. Adjoint forms of the kink collective coordinates
In the main text, it is derived that the collective coordinates y0, p of the kink are given by
∂x(y)
∂y0
= − a
w
sech
piy
w
, (A.29a)
∂ϑ(y)
∂y0
= 0, (A.29b)
∂x(y)
∂p
= 0, (A.29c)
∂ϑ(y)
∂p
= − aMS
2|γ|K2l1meffw
(
1− l22
d2
dy2
)−1
sech
piy
w
. (A.29d)
For completeness, we mention that, owing to the symplectic structure [26] on the domain-wall coordinates x(y), ϑ(y),
these expressions immediately imply a ‘direct’ definition of y0 and p, namely
y0 = − pi
2af(w/l2)
∫
∆x(y)
(
1− l22
d2
dy2
)−1
sech
piy
w
dy, (A.30a)
p = −2aMS|γ|w
∫
ϑ(y) sech
piy
w
dy. (A.30b)
This definition is valid up to first order in the deviations ∆x(y), ϑ(y) from the equilibrium kink configuration (for which
ϑ(y) = 0 identically). We have ∆x(y) = x(y)− (2a/pi) arctan[exp(piy/w)]. A direct definition of collective coordinates
is useful when deriving their equations of motion under some non-Hamiltonian perturbation such as Gilbert damping.
Notice that Eq. (A.30b) gives
ϑ0 =
pi|γ|
4aMS
p = − pi
2w
∫
ϑ(y) sech
piy
w
dy. (A.31)
6. Special functions
The main text introduces the special functions r(ω), f(η), g(η), and h(η). For completeness, we summarize their
definitions and limiting behavior here. The functions are plotted in Figs. A.8 and A.9. We have
r(ω) =
1
16
√
1− ω2
∫ pi/ω
0
∫ ∞
−∞
(
∂ϕ
∂t
)2
dy dt, (A.32)
where
ϕ(y, t) = 4 arctan
[√
1− ω2
ω
sech
(√
1− ω2y
)
cos (ωt)
]
(A.33)
is a breather solution of the sine-Gordon equation, with parameter ω ∈ (0, 1). We have made all variables dimension-
less. The solution (A.33) is periodic in t with a period of 2pi/ω. Equation (A.32) can be evaluated as
r(ω) =
2pi√
1− ω2 arctan
√
1− ω
1 + ω
. (A.34)
It is easy to see that r(ω) is a bounded function with
r(ω ↓ 0) = pi2/2 ≈ 4.935, (A.35a)
r(ω ↑ 1) = pi ≈ 3.142. (A.35b)
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FIG. A.8. Special function r(ω), with limiting values.
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FIG. A.9. Special functions f(η), g(η), and h(η), with limiting behavior.
For η > 0 we define
f(η) =
1
2
∫ ∞
−∞
sech2 x
1 + 4x2/η2
dx, (A.36)
which has the following limiting behavior:
f(η) = 14pi|η|+O(η2) for η  1, (A.37a)
f(η) = 1− 13pi2/η2 +O(η−4) for η  1. (A.37b)
We also define two related functions
g(η) = 2f(η)
[∫ ∞
−∞
sech2 x
(1 + 4x2/η2)
2 dx
]−1
, (A.38)
h(η) =
1
pif(η)
∫ ∞
−∞
sechx
1 + 4x2/η2
dx, (A.39)
for which we have
g(η ↓ 0) = 2, (A.40a)
g(η) = 1 + 13pi
2/η2 +O(η−4) for η  1, (A.40b)
h(η ↓ 0) = 2/pi ≈ 0.6366, (A.41a)
h(η) = 1− 23pi2/η2 +O(η−4) for η  1. (A.41b)
Notice that f(η), g(η), and h(η) are defined in such a way that they approach 1 for large η (solitonic limit).
