In this part, we introduce the various approaches that enable images to be deconvoluted. All these approaches are very common in the image analysis literature (see [1] for instance). However there is little discussion of their efficiency and their limitations, as will be presented in the next part of this paper using simulated images. [2] , electron microprobe analysis [3] , optical confocal microscopy [4] [5] [6] .
Knowing the weighting function p, the problem is to estimate the underlying image Y(x) at each pixel x from the data Z (xa) known at pixels xa, and the properties of the noise. This can be done by two différent approaches, namely the implementation of a Fourier transform or an estimation of the underlying signal by kriging. The two approaches are briefly recalled below. Fig. 1 . -Different convolution weighting functions with the same diameter 10.
We limit our discussion to 1-D convolution functions for the sake of simplicity as explained in the practical study presented in [4] [5] [6] . In practice the following weighting (or "convolution") functions (see Fig. 1 [2, 3] . Non linear filters have also been developed to estimate local histograms [13, 14] , using disjunctive kriging [15] . Here The weights in equation (5) are the unique solution of the linear system (6) below (commonly referred to as the kriging system) obtained from an unbiased and a minimal variance estimator:
where yyzisa cross-variogram:
The variance of the estimate is given by 03BC + 03A303BB03B103B3YZ {x03B1 -x). a As seen from equation (6) the optimal filter, which is a generalization of the Wiener filtér, depends on the structure of the data via the variograms. When using the variogram of an image, the weights aa of equation (5) do not depend on the location of the neighbourhood. This is wellsuited to stationary data. Local variograms can be used in subimages, at the expense of a lack of robustness. For nonstationary data, it is better to introduce nonstationary models such as intrinsic random functions of order k, for which the weights satisfy additional conditions to equations (6) [16] . Such [11, 12] . In the presence of noise, 03B3Z presents a discontinuity as iz = iY* P -I(P) + Co for h =1 0 where Co is the variance of the noise. iv) any combination of the previous situations.
In each case we use theoretical models of variograms for 03B3Y, from which iz is calculated and compared to the experimental 03B3Y. This is illustrated in the next part. When the variance of Y is finite, the quality of the estimator is measured from the calculation of the signal to noise ratio SNR = o-2 /0,2 to be compared with the raw SNRo = 03C32Y/03C32~, where ~ = Y -Z and:
In practical situations the calculated SNR depends on the choice of the variogram model (through the expression of the variance of estimation 03C32K).
Some comments on deconvolution by kriging may be useful here: -the kriging procedure is itself a convolution, which may seem to be a paradox ! However, this is expected since we are looking for an inverse of a linear operator that is invariant under translation. Furthermore, since we will get positive and negative weights for a pure deconvolution (Fig. 4 and Thb. II), it is more correct to compare it to a differentiation. Therefore, it is expected to favour instabilities in the presence of noise.
It can be shown [8] that, without the last condition of equation (6), unlike the Fourier transform procedure, kriging is stable against perturbations of the data Z by noise f. This operation belongs to the class of regularization operators for the ill-posed problem of deconvolution [8] .
The connection between the two approaches can be understood in the case of a pure deconvolution.
For a stationary random function Y with covariance CY(h) and known expectation, the cokriging system (6) can be written as follows [9, 10] , if we consider a weighting measure 03BB instead of the discrete set of weights of equation (5): The measure A should satisfy the system (8):
for every point x in Rn. As we are considering a stationary random function Y, the measure A is the same for each point y, so that we can restrict the system (8) The function F(À) defined by equation (9) usually posseses an inverse Fourier transform, from which the measure A can be recovered. Therefore, a numerically stable solution of the cokriging system is obtained by introduction of a slight nugget effect for the pure deconvolution problem.
Other authors purpose deconvolution algorithms based on iterative constrained procedures with a regularization [17, 18] . An interesting application to confocal microscopy images is given in [19] . In order to make an objective comparison of the methods, the same data sets would have to be processed, such as the simulations used in this paper, so as to estimate the improvement of the SNR ratio. (6) . Restoration of the image from the system of weights and calculation of the quality of the deconvolution from the SNR coefficients. This procedure, which is implemented in a software package developed by Renard [20] , is illustrated and evaluated on simulations in parts 3 and 4.
3. Implementation of deconvolution by kriging.
In this part, we present the effect of the convolution on the variograms and on the expected SNR improvement for some examples.
3.1 STRUCTURAL ANALysis. -Deconvolution by kriging and noise filtering require a prior study of the continuity and the regularity of the target variable, known as its "structure".
The structure of the measured data variable Z may be a second order stationary random function, more regular than Y (as it is smoothed by p).
The principle is to calculate the experimental variograms (possibly in several directions). Then, using a graphics fitting program, we try to fit both the theoretical model of the underlying variable and the convolution weighting function to each directional experimental variogram. In practice, this problem cannot be solved. Usually the convolution weighting function is known (as it is linked to the experimental tool) and the only problem is to fit the structure of the underlying variable.
We illustrate the effect of the convolution on a spherical variogram:
where "a" stands for the range (or zone of influence) and C is the sill (corresponding to the fiat part of the variogram) which should coincide with the global dispersion variance of the image. Figure 2 The optimal neighbourhood radius R is the one for which the signal-to-noise improvement ftattens. In other words, we look for a horizontal asymptote in the graph of I(R). This is illustrated by the following example: working in one dimension space, and considering two basic underlying variograms (the spherical and the cubic variograms) with the same range (15) the more regular the underlying variogram (for the same amount of nugget effect), the larger the SNRo, the SNR and the improvement I(R).
in the présence of noise, the SNR and SNRo are higher for the uniform convolution function than for the other convolution functions: this is due to the lower degradation of the signal since the uniform convolution function is more "local" for a given value of d (see Fig. 1 20 . Because of the symmetry, only half of the weights are listed, the first value corresponding to the central weight.
As illustrated from the I(R) variations, the optimal radius is reached at R = 6. We also notice that the kriging weights obtained for R = 6 will not vary significantly up to R = 20. Table II. 4. Application.
In this part, we illustrate the theoretical results discussed previously by considering simulated data sets for which all the structural and the convolution function characteristics are known. The exercise is used to establish the validity of the inference method of the underlying variogram and to evaluate the performance and the limitations of the kriging procedure for deconvoluting and filtering noise. Finally the Poisson intensity 03B8 is directly linked to the statistical fluctuation. The larger the Poisson intensity, the smaller this fluctuation and, unfortunately, the longer the time needed for performing this simulation.
-A second particularity in this study is that we are looking for a 2-D simulation. It can obviously be obtained by looking at a section of a 3-D simulation. But a more realistic method consists in drawing the Poisson point process (I) as previously and in regarding each point as the centre of a disk. The différence is that the radius of the disk is no longer constant, as it corresponds to the intersection of a sphere located "at random" in R 3with a fixed plane.
The quality of the simulation can be appreciated by calculating the experimental variogram and by comparing it to the theoretical variogram. Figure 5 shows the reference simulation and the variograms calculated along the X and the Y directions (the angular tolerance is null) calculated on 50 steps of one pixel and the theoretical isotropic spherical variogram.
Once this is done, the next problem is to convolve the image by the appropriate convolution function p. Here this weighting function is derived from the sinc function as in references [4] [5] [6] .
A naive solution is to discretize the function p (on a pixel basis) and to use these weights to perform a linear combination with the initial image. Unfortunately this assumes that the discretization of p is close enough to the theoretical convolution function. Moreover, the convoluted image is only available over the area of the initial image eroded by the diameter of the convolution function.
A second possibility is to recall that the covariance of a random tokens model is obtained as the convolution of the indicator function of the sphere (1 if the point belongs to the sphere S; 0 otherwise) denoted ls.
'Ib obtain the convoluted covariance Cp = C * P, it is sufficient to implant "distorted" spheres (1s*p).
The usefulness of this construction comes from the fact that, for a given underlying spherical variogram, we can draw the point Poisson process once and for all. The initial spherical image is obtained by implanting spheres with a constant value (we will call it the "reference" image), the convolutions using two 1-D squared sinc weighting functions (diameters 3 and 10) are obtained by Although the spherical variogram of the initial (non-convoluted) image was isotropic, the processed image is not isotropic, since the convolution function p only applies along the X direction. The larger the diameter of the convolution function, the stronger the geometric anisotropy. We can finally verify that the convolution changes the behaviour of the variogram at the origin from a linear shape to a smooth function.
4.2 DECONVOLUTION KRIGING OF THE SIMULATED IMAGES. -The next phase consists in performing the deconvolution and the noise filtering using the cokriging procedure. Again, we assume here that the deconvolution weighting function and the underlying structure are known. We must then determine the kriging neighbourhood, which will be the same for both diameters of the convolution weighting function and for the différent values of the nugget effect. First an optimal 1-D neighbourhood radius of 10 pixels has been selected as a good compromise: it leads to a system with 21 kriging weights.
In the following figures (6 to 11), we first represent the reference image, followed by the image after the convolution and the addition of noise, and finally the image obtained by kriging. As we have already mentioned, the obvious conclusion is that the efficiency of the deconvolution decreases with the diameter of the convolution weighting function and the amount of nugget effect. The second remark is that there is good agreement between the experimental and the theoretical results.
If we look more carefully at the last deconvoluted image (diameter 10 and nugget effect 0.2) obtained with the 1-D neighbourhood (Fig. 11) , we notice several artefacts, which appear as short horizontal stripes. Moreover, the same artefacts, which correspond to a residual 1-D convolution, appear on the experimental variogram, as a remaining smoothed behaviour along X, whereas its shape is linear along Y. The next attempt consists in performing the kriging procedure with a 2-D neighbourhood. The radius along X is the same as in the 1-D neighbourhood (Rx = 10) and the radius along Y is set to 1 pixel: the resulting kriging system consists of 63 kriging weights. The signal to noise ratio is improved and, this time, the deconvoluted image does not show the artefacts (Fig. 12 and Thb. IV). [4] [5] [6] .
In our presentation and in the application mentioned, we used one-dimensional convolutions. The same approach can be followed for three-dimensional convolutions, involving longer calculations for the convoluted variogram. However, in many practical cases, these are just an iteration of three one-dimensional convolutions on three orthogonal directions. Lower initial SNR are expected, since there is a higher degradation of the data. The expected improvement of the SNR can be calculated as before.
Conclusion.
This study of the deconvolution of data by kriging enables us to draw the following conclusions: -efficient and easy deconvolutions can be obtained, even in the presence of noise. As a result of the minimization of the variance of estimation, the choice of weights from the kriging system gives a good compromise between the operation close to a differentiation required for the deconvolution, and the smoothing required for noise filtering. This is an effect of the adaptive properties of kriging filters.
from some simulations, the deconvolution seems to be robust with respect to the choice of the model of the underlying variogram (provided that the variogram of the data is not too different from the calculated convoluted variogram). On the other hand, the calculated SNR (and its expected improvement) strongly depends on the model, and so must be used with some care in the applications. This procedure could contribute to increase the quality of various images obtained in electron microscopy and microprobe at a high magnification.
