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INTRODUÇÃO 
Os principais objetivos deste trabalho consistem em: 
1) Abordar teoremas relativos a existência e unicidade de solu-
ções de uma classe de equações diferenciais descontinuas,se-
gundo as condições de Filipov dadas em WJ . 
2) Apresentar resultados relativos a estabilidade de Liapunov 
de tais equações (Ver AGl). 
3) Investigar o comportamento qualitativo de trajetórias próxi-
mas a soluções de equilÍbrio que aparecem em certos tipos de 
equações descontínuas. 
Inicialmente, no capitulo O,apresenta-se alguns teoremas 
e definições que serão utilizados no decorrer deste trabalho. 
No capítulo I encontra-se definições e resultados bási-
cos envolvendo, entre outros, soluções de equações descontinuas, 
unicidade de soluções, dependência contínua da solução nas con-
dições iniciais, um teorema de existência e unicidade para uma 
classe especial de equações descontinuas, etc. Mais especifica-
mente, consideremos G uma região limitada do lRn e F : G + JR 
uma função de classe C
00 
tal que zero é valor regular de F. A referência 
i i 
básica é [F]. Denotemos por S a superflcie definida por F-l(O). 
Suponhamos que S divide G em duas regiÕes distintas, G+ = 
-1 - -1 F (Q,oo) e G =F (-oo,O). 
Consideremos o sistema 
x = f(t,x) com T0 < t < Tl , X E G 
e 
Aqui as funções reais fi Ci=l, ... ,n) -sao definidas, men-
suráveis e limitadas em Q =Gx [T0 ,T11. Para cada t fixo as fun 
çoes são de tal modo que 
tem para todo i= l, ... ,n. 
As notações F(x) + o 
lim fi 
F(x) + -0 
ou 
e lim + fi exis 
F (x) + O 
indicam respectiv~ 
mente, que estamos encontrando o limite de fi(t,x) para valo-
res de x tendendo a S em G 
+ 
ou G 
Sobre as funções 
dição 
f. (i= l, ••. ,n) impõe-se ainda a con-
~ 
x E G, K constante e i,j = l, •.. ,n. 
No capitulo II, com base em [.2\Gl], estuda-se o comportamento 
iii 
das trajetórias do sistema x = f{x) na superflcie de desconti-
nuidade de S. O sistema x = f(x) 
e f-(x) são definidas em G e 
é tal que as funções + f (x) 
se 
f (x) = 
se X E G 
Supõe .... se que 
(i) cada um dos sistemas, o + x = f (x) A x = f (x), satisfaz as 
condições de existência e unicidade de soluções segundo o 
capítulo I ; 
(ii) as funções f+(x) e f (x) nao possuem pontos criticas 
em S; 
As soluções do sistema x = f (x) em pontos de S ser ao de 
terminadas de acordo com as condições dadas por Aizerman e Gant-
macher em [AGl] . Poderão assim aparecer posições de equilibrio 
o 
do sistema x = f(x) em S. 
O estudo da estabilidade de tais posições de equilibrio, 
em urna classe particular X destes si-stemas,realiza-se 
o 
atra-
vês de uma função auxiliar chamada "transformação primeiro re-
torno" que é um difeomorfismo do semiplano = o em 
i v 
si prÓprio. Verifica-se que a estabilidade do ponto fixo x = O 
da transformação primeiro retorno G implica na estabilidade 
da posição de equilíbrio x = O do sistema x = f(x) (e vice-
versa.) . Para sistemas em X 
o apresenta-se teoremas dando condi 
çoes para a estabilidade ou instabilidade da J::Osição de equilíbrio. 
No capitulo III encontram-se alguns exemplos para ilruttrar 
os resultados obtidos nos capítulos anteriores. 
No Último capítulo deste trabalho investiga-se a estabili 
dade da solução periÓdica z = z 0 (t) (com período T) do sistema 
o 
z = f{z,t) com z E JR.n f(z,t +T) = f(z,t). Sobre a função 
' 
f ( z 't) são impostas condições, entre as quais pode-se destacar: 
O espaço lRn x lR é dividido por superfícies F a= O (a E t) em 
regiÕes H 
a 
e a função f(z,t) possue descontinuidades de pri-
meira espécie sobre as superficies Fa = O (para 
A investigação da estabilidade da solução periÓdica z = 
z
0 (t) do sistema i = f(t,z) é feita atraVés da investigação da 
estabilidade da solução nula da aproximação linear 
X = (~)X 
Oz z=zo (t) 
Para a demonstração posterior dos teoremas que definem as 
condições de estabilidade e instabilidade da solução periódica 
z = 2 °(t) faz-se paralelamente mudanças de variáveis sobre o 
sistema z = f(z,t) e sua correspondente aproximação linear. Na 
demonstração de tais teoremas é de importância vital o conceito 
v 
de "função de Liapunov" para equaçoes descontínuas [Ver AG2]. 
Finalmente apresenta-se a bibliografia utilizada na rea-
lização deste trabalho. 
~ conveniente ressaltar que vários problemas em teoria do 
controle são considerados através do estudo de equações diferen 
ciais com 29 membro descontínuo (Veja por exemplo ~] e WJ ) . 
Também pode-se encontrar certos fenômenos em Economia e Oscila-
ções Descontínuas na Mecânica modelados através de E.D.D. (Veja 
por exemplo I M I , IHl] , IH2] e !Il ) . 
CAPITULO O 
PRELIMINARES 
Enunciaremos aqui, além das definições necessárias para 
este trabalho, alguns resultados que serão de grande utilidade 
no desenrolar do mesmo. 
Consideremos o sistema de equaçoes diferenciais 
( 1) . x = f(t,x) onde x E lR.n,f(t,x) = {f1 (t,x), ••• ,fn(t,x)) 
e a seguinte condição: 
- CONDIÇÃO A 
As funções f.{t,x 1 , ... ,x) l n sao reais, mensuráveis e de 
finidas quase sempre num domínio G aberto ou. fechado do espa-
ço JR x mn . Para qualquer região D c G, fechada e limita da, 
existe uma função real A(t), finita quase sempre, tal que qua-
se sempre em D temos 
lf(t,x) I < A(t). 
Na maioria dos resultados adicionaremos à condição A a 
seguinte condição: a função A(t) é integrável segundo Lebesgue; 
A condição A acrescida desta chamaremos de "Condição B". 
2 
. 
0.1. DEFINIÇÃO DE SOLUÇÃO. Uma solução de x = f(t,x) satisfa-
zendo a condição A, é urna função !(! (t) definida para tE (t1 ,t2 ) 
tal que: 
(ii) <P{t) e absolutamente continua: 
(iii) para quase todo tE (t1 ,t2 ) e 6 >O a sua derivada ~(t) 
pertence ao menor conjunto fechado convexo contendo todos 
os valores f(t,x') com t fixo e x' E U(.p(t),éi) (ô-
vizinhança de <P(t)). 
Adotaremos a seguinte notação 
,P (tl E rr 
ô>O 
TI conv·f(t,U(• (t) ,ô) -N) ~ K{f(t,• (t) l 
p(Nl ~o 
onde ~ representa a medida de Lebesgue. 
O lema a seguir mostra a vantagem de termos o sistema 
x = f(t,x) satisfazendo a condição B e sua demonstração se en 
contra em [F] • 
0.2. LEMA. Suponhamos que x = f(t,x) satisfaz a condição B. En 
tão tp(t) é solução desta equação no intervalo [t0 ,t1] se e so-
mente se para todo t 1 E [t0 ,t2 J tem-se 
t 
r l 
J t 
o 
~(t)dt 
3 
para alguma função real ~(t) e para quase todo 
~(t) E K{f(t,,(t))}. 
0.3. UNICIDADE DE SOLUÇÃO. Seja x = f(t,x) uma equaçao diferen 
cial satisfazendo a condição A. Dizemos que X= f(t,x) admite 
unicidade de solução à direita se dado (t ,x ) E G para t > t o o - o 
existe uma e somente uma solução satisfazendo •(t)=x. o o 
Analogamente podemos definir unicidade a esquerda 
para t < t ) e unicidade em ambos os lados. 
- o 
(i. é. 
0.4. DEPENDENCIA CONTÍNUA DA SOLUÇÃO. Seja •(t) solução de 
. 
x = f(t,x) e [t
0
,t11 qualquer intervalo em que ~(t) existe com 
valores em G. 
Se dados ~ {t) solução da equaçao e E > O, existe 8 >O 
tal que 
i;(t
0
) - ~{t0 ) I < 6 implica que ~(t) existe para 
t E [t
0
, t
1
1 e I :P (t) - r.p (t) I < E para qualquer t neste intervalo, 
dizemos que x = f(t,x) depende continuamente das condições ini 
ciais. 
Enunciaremos a seguir três resultados cujas demonstrações 
se encontram em [F] . 
0.5. TEOREMA. Suponhamos que x = f{t,x) satisfaz a condição A. 
4 
Então para qualquer mudança de variáveis da forma 
(2) y = l/l(t,x) 
onde 1/J(t,x) = C1jJ 1 Ct,x), .•• ,ljJn(t,x)) é de classe c
1
, tem-se que 
(i) e nao singular ; 
(ii) toda solução do sistema {1) e transformada numa solução 
do sistema 
( 3) y = F (t,y) com F (t,y) = (Fl (t,y), ••. ,Fn (t,y)) e 
3!/il n dl/li 
Fi (t,y) = at + E ax. f.(t,x1 , ... ,x) . j=l J J n 
0.6. TEOREMA. Seja x = f(t,x) satisfazendo a condição B. Exis-
te unicidade de solução à direita de x = f(t,x) se para quase 
todo (t,x) e (t,z) com lx- zl < s 0 , s 0 > O tem-se que 
(x-z)•(f(t,x) -f(t,z)) < Klx-zl 2 
' 
K = constante. 
. 
condição 0.7. TEOREMA. Seja X = f(t,x) satisfazendo a B e .(t) 
- solução de 
. 
a uni c a X = f(t,x) em [to,tl] satisfazendo a condi 
-
- inicial • (to) Então esta solução depende continuamente çao = X . o 
5 
da condição inicial •. Mais ainda, se x = f(t,x) + g(t,x) com 
lg(t,x)l < 8(t) e r 8(t)dt< Ô(E) então a solução ~(t) de 
to 
x = f(t,x) + g(t,x) passando por (t ,x ) satisfaz I• (t) - ~ (t) I 
o o 
Na realidade os teoremas 0.6 e 0.7 sao corolários dos teo 
remas 10 e 11 encontrados em Wl . Seguem agora duas proposiçÕes 
que serão utilizadas na demonstração de um lema no capitulo I 
deste trabalho. 
0.8. PROPOSIÇÃO. Se n - • f : u x [a,b] --+ IR, U c IR , e cont1nua e 
possue n derivadas parciais continuas 
J
b 
então f(x,t)dt 
a 
é de classe 
DEMONSTRAÇÃO. I Ll I . 
O. 9. PROPOSIÇÃO. Sejam X um espaço métrico e f : X x [a,b] -+ JF!l 
uma função contínua. Definamos <P :X --+ IRn sendo 
= J
b 
f(x,t)dt. Então <P é contínua. 
a 
DEMONSTRAÇÃO. I L2 I 
~ (x) = 
6 
A seguir enunciaremos alguns teoremas cujas demonstrações 
se encontram em [B] • 
0.10. TEOREMA. Suponhamos que todas as raizes da equaçao carac-
terística de um sistema linear x = Ax tem parte real negativa. 
Então para toda forma quadrática W(x,x) tal que 
(i) W é uma função de sinal negativo; 
(ii) W se anula num conjunto M que não contém trajetórias in-
teiras exceto a origem; 
existe uma e somente uma forma quadrática V satisfazendo 
(iii) v = w ; 
(iv) V e positiva definida. 
Aqui v é a derivada de v tomada de acordo com o sis-te 
. 
. 
ma x = Ax ou seja V = grad V oAX 
0.11. TEOREMA. Suponhamos que entre as raízes da equação carac-
terística do sistema linear x = Ax existe pelo menos uma com 
parte real positiva. Então para toda forma quadrática W(x,x) 
tal que 
(i) W é uma função de sinal positivo; 
{ii) W ge anula num conjill1tO M gue não contém trajetórias inteiras 
exceto a origem; 
7 
podemos encontrar uma forrna quadrática V e um numero a >O 
satisfazendo 
{iii) V = av + w ; 
(iv) V nao e uma função de sinal negativo. 
Seja agora o sistema 
(4) x~X(x) com xE IRn, X(x) ~ (X1 (x), ••• ,Xn(x)) 
onde as funções Xi sao definidas e continuas num aberto M do 
mn e Lipschitzianas em qualquer região fechada D c M conten-
do a origem. 
O .12. TEOREMA. Suponhanos que na região M em que o sisterra (4) está defi 
nido e;.:iste uma função V de sinal constante tal que sua deriv~ 
. 
da v tomada de acordo com o sistema ê uma função de sinal fi-
xo, oposto ao sinal de v. Então a posição de equilibrio é está 
vel no sentido de Liapunov. 
0.13. DEFINIÇÃO. Um conjunto S é dito invariante por X se 
x E S implica <P (t,x) E S para todo t E JR, onde <P denota o 
fluxo de X. 
Se .p(t,x) E S somente para t >O dizemos que S e in 
variante positivo por X. 
8 
O .14. LEMA. Sl1POTihamos que existe l.ID1a função de Liapunov V lirritaC_a in f e 
riormente (respectivamente superiormente) numa região D inva-
riante positiva e oue nesta região a derivada V e urna função 
de termos negativos (respectivamente positivos). Então todos os 
pontos w-lirnite de um dado ponto p pertencem a uma mesma su-
perfície de nível da função v. 
0.15. DEFINIÇÃO. A solução nula do sistema (4) é dita globalme~ 
te estável se é estável no sentido de Liapunov e se toda solu-
çao .p (t) do sistema satisfaz !I<P (t) \1 --+ O quando t --+ "" 
0.16. DEFINIÇÃO. Dizemos que uma função de Liapunov V e infi-
nitamente global se dado qualquer A > O, existe 
que 
n 
E 
i=l 
> 11 ->V(x} >A para todo (x = 
"R > O tal 
0.17. TEOREMA. Sejam N um conjunto que nao contém trajetórias 
inteiras do sistema (4), exceto a posição de equilÍbrio zero, e 
v uma função infinitamente global tal que V(x) < O se x ~ N 
. 
e V(x) .::_O se x E N. Então a solução nula do sistema x =X(x), 
X(O) = O é globalmente estável. 
DEMONSTRAÇÃO. Seja p um ponto arbitrário do espaço de fase e 
9 
~(p,t) (t > 0} a sem~-trajetória passando por p. Como por hipÓ 
tese V < O tem-se que V(,(p,t)) <V. A função v 
- o 
é infini-
tamente global, logo o conjunto {p/V(p} < O} é limitado ou se-
ja, a semi-trajetória ~(p,t), t >O está numa região limitada. 
Consequentemente ~(p,t), t >O poSsue pontos w-lirnites. Pelo 
lema 0.14 o conjunto n de todos os pontos w-limites está numa 
única superfície de nível V = Vw 
Consideremos dois casos: 
a) V = O , ou seja a superfície de nível é a origem. Assim n 
w 
coincide com a origem e temos lim ~(t,x) =O. como 
t+W 
v < o, 
pelo teorema O .12 tem-se a estabilidade no sentido de Liapunov. 
Segue que a solução nula do sistema X= X(x), x{O) = O e 
globalmente estável. 
b) V f O. Na superfície V = W está o conjunto n-limite do 
w w 
ponto p, consistindo de trajetórias inteiras. ~ óbvio que ao 
longo destas trajetórias V = O e assim n c N que contradiz 
a hipótese de N não conter trajetórias inteiras. 
Portanto v ~ o w 
e tem-se a estabilidade global. 0 
Corno trabalharemos com funções que possuem descontinuida-
des em alguns pontos, há a necessidade de definirmos a derivada 
para tais funções. 
10 
0.18. DEFINIÇÃO. A derivada de toda função descontínua x(t) (em 
t = ta.) com grandezas de descontinuidade na. é dada por 
Dx = dx dt 
onde O (t) é a função de Dirac. Chamaremos esta derivada de "de 
rivada generalizada da função x(t) descontínua em t = t " a 
Daremos a seguir a definição da transformação de Liapunov 
que será usada na demonstração dos teoremas que veremos no capi 
tulo IV deste trabalho. 
0.19. DEFINIÇÃO. Urna transformação linear 
x ~ L(t)y 
. 
é chamada uma "transformação de Liapunov" se L (t) e L (t) sao 
matrizes quadradas limitadas para todo t e existe um núme-
ro E > O tal que ldet L(t) I > c para todo t. 
0.20. OBSERVAÇÃO. Em vista da existência da "derivada generali-
zada de uma função descontínua em alguns pontos" pode-se defi-
nir uma transformação de Liapunov tal que a matriz L(t) é des-
contínua em alguns pontos. 
ll 
A seguir enunciaremos dois teoremas que podem ser encon-
trados em [G] . 
0.21. TEOREMA. Se sob a transformação de Liapunov x 
sistema 
( l) 
n 
E 
k=l 
é levado sobre o sistema 
( l' ) 
n 
z 
k=l 
L(t)·y o 
e a solução nula deste sistema é estável, assintoticamente está 
vel ou instável no sentido de Liapunov,então a solução nula do 
sistema original (1) é estável, assintoticamente estável ou ins 
tãvel,respectivamente. 
Considererros agora o sistema de equações diferenciais 
. 
X = Ax. 
0.22. TEOREMA. Se todos os autovalores da matriz A tem parte 
real negativa, então para toda forma quadrática negativa defini 
da W(x,x) existe uma Única forma quadrática V(x,x) positiva de fi 
nida que satisfaz V= W. 
Reciprocamente, se para toda forma quadrática W(x,x) nega-
ti v a definida existe uma única forma quadrática positiva definida 
12 
tal que V = W então" todo autovalor da matriz A tem parte real 
negativa. 
CAPÍTULO I 
UM TEOREMA DE UNICIDADE DE SOLUCÃO Ã DIREIRA 
PARA EÇlUl\CÕES DIFERENCIAIS CONTÍNUAS POR PARTES 
l. HIP0TESE FUNDAMENTAL 
Sejam G urna região limitada do JRn e F : G 
--+ IR urna 
00 
função de classe c tal que zero e o valor regular da mesma. 
Consideremos a superfície S definida por F-l(O) e as regiões 
distintas + -l - -l + G ~F (O,oo) e G ~ F (-oo,O). Sejam f e f fun-
ções diferenciáveis em Gxi e f: Gxi +Ê" uma flll1ção tal que f/G+xr = f+ 
e f/G -xr =f-. Para todo x E s convencionaremos que a direção 
positiva da normal a S, passando pelo ponto x E S, e a de G 
para 
Seja 
( l.l) . x = f(t,x) com T0 < t < T1 X E G I 
f(t,x) = (f1 (t,x), ... ,fn(t,x)) onde as funções reais fi 
{i=l, ... ,n} sao definidas, mensuráveis e limitadas em 
Q = G x [T
0
,T1 J • Para cada t fixo as funções fi 
-sao de tal 
modo que e lim f. 
F(x)++O 1 
existem. Aqui F(x) -+ O (ou 
F(x) ~ +O) indica que estamos encontrando o limite de 
para valores de x tendendo a S tais que F(x) < O, 
E G ( t . t X E G+). x respec ~vamen e para 
( l. 2) 
Suponhamos ainda que 
af. 
I a/ I < k 
J 
i,j = l, ... ,n 
Para todo x E s, sejam 
+ f (t,x) = lim + 
F(x) + O 
f(t,x) 
e 
,f(t,x)= 
e X E G 
lim 
F (x) +-O 
onde e1 e e2 sao os ângulos formados pelos vetores 
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fi (t,x) 
i o é o 1 
f(t,x) 
+ f (t,x) 
e f (t,x) com grad F(x) respectivamente. Observemos que 
f;(t,x) e f;(t,x) são as projeções de + f (t,x) e na 
direção da normal a S no ponto (t,x) . 
2. LEMAS PRELIMINARES 
LEMA l.l. Se para todo X E S, h = f+ - f dirige-se para G 
ao longo da normal a s em ( t, x) (ou e zero) i.é. 
' 
~ (t,x) < o, então para o sistema ( l) temos: 
-
15 
(i) unicidade de solução à direita ; 
(ii) dependência continua nas condições iniciais em G. 
PROVA. Pelos teoremas 0.6 e 0.7 e suficiente verificar a desi-
gualdade. 
(1. 3) 2 (x-z)o(f(t,x) -f(t,z)) < klx-zl "rix, z E G 
Se ambos, x e z, pertencem a + G (ou ambos a G ) 
(1.3) segue da diferenciabilidade de 
condição (1.2). 
f em (ou G ) 
então 
e da 
Para x E G+ e z E G seja y o ponto de intersecção 
mais próximo a x do segmento ax + (1 -a) z, a E [ 0,1 J com a 
superfície S. Por (1.2) 
lf(t,x) - f+(t,y) I < klx -yl 
(1. 4) 
lf-(t,x) - f(t,z) I < kly -zl. 
O segmento ay + (1-a)x, a E [ 0,1) está contido em. G+ 
e h(t,y) = f+(t,y) - f- (t,y) dirige-se: para G ao longo da nor 
mal a- s no ponto y. Assim tem-se 
+ -(x- yHf (t,y) - f (t,y)) < O 
16 
e se trocarmos (x-y). por (x-z) dirigido para o mesmo lado, es 
ta desigualdade continua válida. Assim 
+ (x -zHflt,x) -f(t,z)) ~ (x-z}-[f(t,x)-f (t,y) +f (t,y)-f(t,z)) 
+ + (x-zHf (t,y) -f (t,y)) 
+ -~lx-z}.[(f{t,x)-f (t,y))+f (t,y)-f(t,z))J 
~ jx-zj [jf(t,x)-f+(t,y) jcos 8 1 + jf-(t,y)-
-f(t,z) jcos 8 2] 
+ -
:_jx-zj [jf(t,x)-f (t,y) ]+]f (t,y)-f(t,z)j] 
:_jx-zj [kjx-zj+ kjx-zj) 
2 ~ k1j X - z I •• 
LEMA 1.2. Seja 5
0 
um domínio aberto da superfície S. Se 
+ fN (t,x) < O para t 1 < t < t 2 e x E S0 então para t 12_t _:. t 2 
nenhuma solução vai de 50 diretamente para G+ 
PROVA. Suponhamos que existe urna solução ..P(t) e t',t" tais que 
(1.5) ~P(t') E 50 , ~P(t) E G+ para t' <t<t" (t1 .::_t' <t".::_t2 l. 
Para x E G+ definamos r(x) = min lx -yl = lx -y(x)!. 
yES 
17 
Seja ~(t) E G+ então dr • dt(•(t)) e a projeção de •(t) na 
normal a S traçada para ~(t) (no ponto y(~(t))). Mas, 
+ fN(t,~(t)) é a projeção de f(t,~(t~) nesta normal, logo para 
quase todo 
dr 
dt 
,. (t)) 
Por (1.2) 
Assim 
t com y (• (t)) E S o tem-se 
< f~(t,. (t)) 
r(x) que e absolutamente contínua satisfaz 
2 
< Kn r(~(t)) para quase todo t. 
dr 
dt 
,. (t)) 
Consequentemente 
2 
r(•(t)) ::_r(•(t')) exp[Kn (t-t')] para 
t' < t < t" que contradiz (1.5). • 
OBSERVAÇÃO 1.3. Trocando t por -t obtem-se o seguinte: 
Se em S0 então nenhuma solução vai diretamente 
de para 
LEMA 1.4. Se para ti< t < t 2 
f~ > O (ou para estes valores de 
e (t,x) E s c s 
o 
t temos f+ < O N 
ternos 
e 
18 
f+> o 
N ' 
f~ < O) 
então em G+ u 50 u G 
tem-se unicidade e dependência contínua 
da solução sob as condições iniciais. 
PROVA. Pelo lema 1.2 e a observação 1.3, não existe solução lfJ {t) 
-
'(to) • ( t) tal que E s e E G para o 
< t < t + 6 :S. t2) ou '(to) E S e o o o 
< t < t (tl < t - 6 < t < t2) . 
o - o o 
A solução • (t) <f s o para todo 
t < t < t + 
o o 
• (t) E G+ para 
tE(t,t+6) 
o o 
6 (tl < 
t - 6 < 
o 
ou para 
. 
pois pela definição de solução •Ct) per-todo tE (t -6,t ) 
o o 
tence ao segmento af++(l -aíf com a E [0, 1] , para quase to 
do t nestes intervalos. Assim ~{t) nao está no plano tangen-
te a S. Portanto se ~(t0 ) E 50 tem-se que lfJ(t) E G+ para 
t < t < t + 6 e ' ( t) E G 
o o 
Sejam !{) (t) e wCtl soluções satisfazendo •Ct l = wCt l. o o 
Ambas estão em G para e em para t < o 
< t < t
0 
+O onde (1.3} é satisfeita. Assim ~(t) = lfJ{t) e pe-
lo teorema 0.7 tem-se a dependência continua. • 
com primeira e segunda derivadas parciais contínuas exceto pos-
ô2 f -
sivelmente ~- Entao existe uma função 
derivadas de segunda ordem continuas exceto possivelmente 
tendo 
ô2~ 
--2 
. at 
e para z 1 = O, 1f! satisfaz: 
~ = f e 
PROVA. Mostremos que 
satisfaz as condições do lema. 
Para z = o 1 
1 1 
+ r ... r g (z2+u..z1 , ••• , z +u z1 ,tl du.- ... du I _0 J 0 J 0 :L n n L. n z1-
1 1 
+ r ... r g(z2+u2z1 , ••. ,z +u z1 ,tldu.. •.. du I _0 J 0 ; 0 n n L. n z1-
du 
n 
19 
20 
n !1 · 
= ~ g. 
1
c .•. ,z.+u.z1 , ..• ,t)u.z,du.l ... du. 1du. 1 ... 
O 
].- l 1 l _L l 1.- l+ 
i=2 
onde g é a derivada de g em relação i-ésima coordenada. 
i-1 
Logo, 
- (n-2) 
n 
= I 
i=2 
1 1 
r ... r g( .•• ,z. 1+u. 1z1,z,+z1,z"+1+u.+1z,, ••• ,t) •.. du. 1du. 1"' J o J o J.- J.- J_ l l .J. J.- J.+ 
du 
n 
= (n-1) g(z.,. .• ,z ,t)- (n-2) g(z1 ,. .. ,z ,t) 
.L n n 
21 
Para z1 'I O 
aw_nJl Jl 
-,-- L ••• g( ••• ,z._1+u._1z1 ,z.+z1,z.+1+u. 1z1 , •.. ,t)du.... ... du. 1du .... d1 oz
1 
i=
2 
O O ~ 1 1 l 1+ L. 1- l.+l 
e 
- (n-2) t ... t 
o o 
.J- g(z
2
+u...z
1
, ... ,z +u z1, t) . .duT •.• du oz
1 
L. n n .. n 
n 
+ E 
i=l 
n Jl Jl ~ ..• g( •.. ,z._1+u._1z1 ,z.+z1 ,z.+1+u.+1z1 , ... , j=i+l o o l 1 l l. 1 
22 
-2 (n-2) 
Para 1 > 2 
1 1 
- JO ... Ia g( ••• ,zi-l+ui-lzl,zi,zi+l+ui+lzl~· ... ,t)du2 •.• dui-ldui+r··dun 
,zljJ ,z r1 J1 õ 
-
2 
::-2 f (z2, .•• ,z ,t)+ • • • .fS-( ... ,z._1+u. _1z1 ,z .+z1 ,z. +l+u. +1z1 , .., .., n J O O oZ. ~ l. l. l. J. 
oZ. oZ. J. , , 
23 
l l 
-Ia ... f o gi-l(z2+u2zl, ••. ,zi-l+ui-lzl,zi+l+ui+lzl, ... ,t)d~ ... dui-ldui+l ... dun 
Para i,j > 2 e supondo i > j 
ô21j; ~ ô2f Jl Jl 
az.z. dz.z. + o ..• o 
~ J ~ J 
22.. d ~ ( ... ,z. 
1
+u. 1z1 ,z.,z.+1+u. 1z1 , ... ,t)du2 ••• du. 1 u.+1 ... du oZ. 1- 1- 1 l. 1+ J...- 1 n 
J 
, ••• ,t)du.] ••• du. 1du.+1 ... du. 1du.+1 ... du J J- J 1- 1 n 
24 
l l l 
-r ... f r f g. 1 ( ...• z.+u.z1 , ... ,z. 1+u. 1z1 ,z.,z.+1+u. 1z1 , 10 0 0 J- J J 1- 1- 1 1 1+ 
, •.. ,t)du. L .. du. 1du. 1 ... du. 1du. 1 ... du J J- J+ 1- 1+ n 
l l 
- JO ... JO g( ••• ,zj-l+uj-lzl,zj,zj+l+uj+lzl'''''zi-l+ui-lzl,zi+zl,zi+l + 
l l 
-Ia ... Ia g( ••• ,zj-l+uj-lzl,zj+zl,zj+l+uj+lzl, ... ,zi-l+ui-lzl,zi,zi+l + 
g( .•• ,z. 
1
+u. 1z1,z.,z.+1+u.+1z1 , ... ,z. 1+u. 1z1 ,z., J- J- J J J 1.- 1- 1 
z. 1+u. 1z1,.,. ,t)du2 ... du. 1du.+l'' ,du. 1du.+l'' .du I. 1+ 1+ J- J 1- 1 n 
OBSERVAÇÃO. Para i < j o resultado é anâlogo. 
Para j > 2 
a2~ = ~ 
az.z. 
l J i=2 
l l 
-(n-2) f ···f 
o o 
j-1 
= l: 
i=2 
n 
l: 
i=j+l 
a 
-,-- g{ ... ,z. 1+u. 1z1 ,z.+z1 ,z. 1+u. 1z1 , oZ. 1- 1- l 1+ 1+ 
J 
a 
-,- g( ••• ,z. 1+u. 1z1 ,z.+z1,z. 1+u. 1z1 , ... ,z.+u.z1 , ... oZ. 1- 1- l l + l + J ] 
J 
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-(n-2) I: ... ~~ ... ,z +u z1 ,t)du2 ••. du n n n 
j-1 
~ E 
i=2 
••• t)du.) du
2 
... du. 1du. 1 ... du. 1du. 1 ••• du J 1- 1+ J- J+ n 
+ ~ fl ... f1 rfl g. 1 ( ••. ,z.+u.zl'"'''z. l+u. lz1,z.+z1,z. l+u. z, 
i=j+l J o o o J- J J J_- J..- 1 J..+ J..+l 1 
•.• ,t)du.)du2 ... du. 1du.+1 ... du. 1du. 1 ..• du J J- J J..- J..+ n 
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r
1 1 
+ •• J · g. J(z
2
+1L-z
1
, ... ,z. 
1
+u. 
1
z
1
/z.+z1 ,z. 1+u. 1z1, •. .,t)du2 ... du. 1du. 1 ... du 
10 0 
r L J- J- .. J J+ J+ J- J+ n 
1 j-1 
~- [ I 
2 1 i=2 
1 1 f o··· JO g( •• • ' 2 i-l+ui-12 1' 2 i+2 1' 2 i+l+ui+l21'' ·· ' 2 j-l+uj-12 l' 
j-1 
- " 
i=2 
n 
+ " i=j+l 
1 1 
f ... f g( ... ,z. 1+u. 1z1,z.+z1,z.+1+u. lz1, ... ,z. 1+u. 1z ' J- J- J J J+ l- l- l o o 
n f1 f1 
- r ... g{ ... ,z._1+u.+1z1,z.,z.+1+u.+1z1'""''z._1+u._lzl, 
i=j+l o o J J J J J l l 
z.+z1,z. 1+u.+1z1, ... ,t)du2 ..• du. 1du. 1 ... du. 1du.+1 ••• du 1 1+ 1 J- J+ 1- 1 n 
1 1 
+f o ... Ia gj-l(z2+u2zl'''''zj-l+uj-lzl,zj+zl,zj+l+uj+lzl, 
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e 
Agora seja: 
g(z
2
+u
2
z
1
, ••• ,zn+unz1 ,t) = g(u2 , •.. ,wn,t) 
A função F e contínua e suas derivadas 
3F 
dt 
~ 
uz + ..• + 
' 
i=2 1 • • • In I 
' 
i=2, ••• ,n 
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sao todas contínuas pois g é de classe c1 . Assim, pela apli-
cação da proposição 0.8 tem-se que 
é de classe c1 . Portanto as derivadas parciais de primeira or 
dem de tJ; são contínuas. 
Para que as derivadas de segunda ordem, exceto possivel-
mente 
<l2~ 
<lt2 1 
sejam contínuas precisamos verificar que 
é contínua. Isto segue pela proposição 0.9. • 
LEMA l. 7. Seja s uma superfície definida pelo gráfico de 
~ 41 {x2,. ••• ,xn) onde ~ é de classe c2. Suponhamos que em 
ponto de s existe h : m.n X JR ~ JR de classe 
cl 
' 
xl ~ 
todo 
Ih! > 
n > o h -l 
n 
l: 
i=l 
para qualquer x E S. Então exis e 
tem uma vizinhança V de S em IRn e uma transformação de 
coordenadas diferenciável e : V x m ----4- IR.n dada por 
tal que 
(i) a e az-
= e1 tz1 , ... ,zn,tl 
=e (zl, ... ,z ,t) 
n n 
e nao singular 
(ii) nas novas coordenadas S -sera definida por 
{iii) as funções e. 
1 
tem derivadas parciais de 
gunda ordem contínuas exceto possivelmente 
primeira e 
a2e. 
1 . 
' 
30 
se-
(iv) em s a direção da linha dada por z 2=constt··· zn = const 
-e a mesma que a do vetor h. 
(v) para = o as funções -nao dependem de t. 
PROVA. Façamos a mudança de coordenadas y = P(x) dada por 
( 1. 6) 
A superfície S é agora definida por y 1 =O e a direção 
de h ê dada por 
(1. 7) dP (x) .h ~ 
n 
h - l: 1 i=2 
h 
n 
a~ 
-a- hl. X. 
l 
Seja y ~ Q(z) dada por 
( 1. 8) 
y = ljJ (z1 , ... ,z ) n n n 
~ 
g 
h 
n 
31 
Pelo lema anterior as funções Wi existem e tem deriva-
primeira e segunda ordem continuas exceto possivelmente 
e para z = O tem-se 
( l. 9) (i=2, ... ,n). 
Através de (1.6) e (1.8) obtém-se a transformação x=8(z) 
dada por 
(1.10) 
(i) 
32 
~ x1~? + q, (1jJ2 (z1, ... 'zn, t) '~ •• ,ljJn (z1, z2, ... 'zn,t)) ~e1 (z1, ••. ,zn' ti 
I Xz- l)J2(zl, ••• ,zn,t)- .e2(zl'"'''zn,t) 
~ x ~ 1jJ (z
1
, .•• ,z ,t) ~ 6"(z1 , ••. ,z ,t) Ln n n n n 
Mostremos que (1.10) satisfaz as condições de (i) a {v): 
e nao singular pois a transformação 
x = e(z) é a composição das transformações 
y ~ Q(z) com ôP ÔX e 
ôQ 
1fZ nao singulares. 
(ii) 6bvia. 
(iii) As derivadas parciais de primeira e segunda ordem de e1 
para i > 2 são iguais as derivadas parciais das :furições 
l)J •• Pelo lema anterior tais derivadas são continuas, ex-
1 a21jJ. a2e. 
ceto possivelmer.te ~ ou seja ~ at2 ôt . 
Ainda mais 
ae 1 n ~ 1 + L 
321 1~2 
~ 
dzj 
n 
L 
i=2 
para j > 2 t 
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a
2
e 
2 di)J i a2o n ao a >~>i n 3>)>. 1 E E -d-J 
-z 
~ 1~-z+ az1 i=2 j~2 a~.aw. az1 1 az1 J , 1 
e 
a
2
e aw. <l2<P awk 
2 
n n 
.11_ a ~i 1 E r--"- E ~ -+ 
az1 az1 i=2 az1 k~2 awka~i 
az. a~1 az1 az1 J 
sao cont1nuas. Logo as derivadas parciais de primeira e 
segunda ordem de e. (i= l, ... ,n) 
, a2 e. 
, 
7 exceto possivelmente 
(iv) Como 
z1 z1 o . . . o 
dB (z} 
aw2 
z1 o • o c2 ~ 3z1 
. . 
3>)> 
n o • . o 
cn azl zl 
. 
g o o zl 
h:2 o o c2 
~ =zl 
h c 
n n 
_I 
sao 
g 
c· 2 
h:2 
l~n 
todas continuas 
(v) 
34 
segue que a direção da linha dada por z 2 =oonst, .•. ,zn=oonst 
é a mesma que a do vetor h. 
ern ~ o 
... 
8 (O,z
2
, .•. ,z ) = z , ou seja 9~ (i=l, ..• ,n) nao depende 
n n n ~ 
de t e a prova do lema está completa. • 
TEOREMA 1.8. Seja 
I xl ~ f 1 (x1 , ... ,xn,t) (l.ll) . . . 
\_ X ~ f (x1 , •.. ,x ,t) n n n 
satisfazendo as condições dadas na hipótese fundamental, onde S 
é localmente do tipo gráfico i.é., em uma vizinhança de cada um 
de seus pontos S pode ser representada por uma de suas coorde 
nadas xi 
ponhamos 
= l/J(x
1
, .... ,xi-l'xi+l'"""'xn) com 41 de classe 
f~ e fN cont_inuas para {x1 , ..• ,xn) E S. 
Su 
Se em s ou f+ < O, não necessariamente a mesma N 
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desigualdade em todos os pontos, entao na região G temos uni-
cidade à direita e dependência continua nas condições iniciais. 
PROVA. Em qualquer ponto x E S pelo menos uma das condições 
abaixo é satisfeita: 
(1.12) f+ N - f N < o 
(1.13) f+ N > o ' fN > o 
(1.14) fN < o ' f+ N < o . 
Se para x 1 E S, t 
~ t 
o 
(1.13) ou (1.14) e satisfeita, en 
-
tão pela continuidade à e f+ N e fN existe uma vizinhança 
V E (x1) na qual, para lt - t 0 l < ó ' a mesma condição e satisfei 
ta. Pelo lema 1.4 segue a unicidade nesta vizinhança. 
Se para x
1 
E S, t = t
0
, (1.12) é satisfeita 1 então exis-
te uma vizinhança VE(x1 ) na qual a equação que define S pode 
ser representada por uma de suas coordenadas, por exemplo X ~ 1 
ra que 
tem-se 
pela 
f+ 
N 
continuidade de 
- fN < O para todo 
2 C. Tomemos VE(x1 ) de manei-
e fN para I t - t 0 I < ó, ó > O 
f abri-
quemos uma mudança de coordena~ como no lema 1.8 tomando h = 
f+ - f- . 
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o sistema (1.11) nas novas coordenadas é dado por 
(1.15) . . . 
=F {z 1 , ••• ,z ,t) n n 
onde as F. (i = l, ... ,n) sao definidas pelas 
equaçoes 
' 
n ae 1 
ae 1 
E F. + ãt = f1 
i=l az. ' l 
( 1.16) 
n aen aen 
l: F. + 3t = f 
i=l az. 
l n 
' 
As funções Fi (i= l, ... ,n) satisfazem a hipótese funda-
mental e são descontínuas somente quando z 1 = O. 
Por (1.16) segue que 
n ae 1 l: E H. = i=l ' 
' 
(1.17) 
n a e 
E n H. ~ = i=l ' 
' 
Pelo lema anterior, 
F~ 
J 
h1 
h 
n 
a e i 
azl z =O 1 
satisfaz as equaçoes 
h. 
' (i=l,2, •.. ,n), mas = g 
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(1.17) tem uma única solução, logo H = a 1 - e 
Logo para o sistema (1.15) o vetor de descontinuidade H 
é dirigido ao longo da normal ao plano de descontinuidade z 1 =.O 
na direção de G assim como h o ê. 
Pelo lema 1.1 tem-se unicidade à direita para (1.15). 
Pelo teorema (0.5) segue que o mesmo vale para (1.11) jmto a 
parte de S considerada. 
Assim numa vizinhança de S temos unicidade a direita. o 
mesmo vale para pontos não pertencentes a S pois é válida a 
desigualdade (1.2), logo (1.3). Consequentemente na região G 
tem-se unicidade à direita e pelo teorema 0.7 há dependência con 
tlnua da solução nas condiçÕes iniciais. • 
CAPÍTULO II 
ESTABILIDADE DE POSIÇÕES DE EQUILÍBRIO PARA 
SISTE~~S DESCONTÍNUOS 
Sejam G uma região limitada do F.n e F : G -+ JR uma fun-
00 
çao de classe C tal que zero é um valor regular de F . Denota 
remos por S a superfície definida por 
+ -G e G as 
regiões definidas respectivamente por 
-1 F (0 ,+oo) e -1 F (-oo,O). 
Consideremos os sistemas de equações diferenciais 
( 2 • 1 ) x = f (x) 
onde e f estão definidas em G. 
Seja agora o sistema descontínuo dado por 
x = f (x) 
onde 
~ f+ (x) se X E G+ f (x) = 
I f- (x) se X E G 
L 
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Suponhamos que-
(a) os sistemas (2.1+) e (2.1 ) satisfazem as condições de exis 
tência e unicidade de solução. 
(b) os campos + f (x) e f (x) nao possuem pontos criticas na 
superfície de descontinuidade. 
Neste capítulo serão caracterizadas as soluções do siste-
ma x = f(x) passando pelos pontos de S e determinado em que 
condições ocorrem em S posições de equilíbrio do sistema 
1. DETERMINAÇÃO DO MOVIMENTO NO RETRATO DE FASE 
Os sistemas e ( 2 . 1 ) determinam dois campos 
vetoriais na superfície de descontinuidade S. Consideremos, 
por exemplo, o superior + (2.1 ) . A superficie S divide 
se em domÍnios tais que em cada um deles, os ve 
teres do campo dirigem-se a um lado definido da superfÍcie. 
Este domínios são separados por uma variedade r+ generica -
mente de dimensão (n-2) na qual o campo superior -e tan-
gente a S. 
Analogamente o outro lado de S divide-se em domínios se-
parados por uma variedade r genericamente de dimensão {n-2) . 
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Para todo ponto X E f+ (respectivamente X E f ) tem-se 
que 
(i) f+(x) 
"' 
o (respectivamente 
-f (x) 
"' 
O) 
f+F(x) = o (respectivamente f-F(x) = O) onde (ii) 
f+F + = f .grad F. 
Usando o teorema do fluxo tubular em x com relação a f+, 
podemos considerar coordenadas ( x 1 , ... , xn) em torno de x tais 
que numa vizinhança de x o campo é dado por 
Podemos supor também, sem perda de generalidade, que localmente 
s é dada pelo gráfico de uma função xn = g(x1 , ... ,xn-l) com 
g(O, ••• ,O) =O. 
Assim (i i) -e equivalente a 
{i i I) (x) = O se considerarmos F(x) = X n 
Ao campo de vetores f+ (respectivamente f ) acrescenta-
remos a hipÓtese de que 
2 
f+ F (x) ( x) r' O 
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(analogamente para r ) . Ternos então que o con-para 
tato entre as trajetórias de 
+ -f (respectivamente f ) e S num 
ponto x é parabÓlico, assim como em todos os pontos de tang6Q 
+ 
c ia próximos a x em s. Portanto cada ponto de r (respectivame~ 
te cada ponto de r-1 é de um dos tipos_ A ou B (figura -1), 
dependendo do comportamento das trajetórias do sistema 
eX = f- txl l numa vizinhança do ponto. 
r 
---r----,5 
(A) 
FIGURA l 
r 
. + x~f (x) 
Tipos de tangência entre as trajetórias do sistema 
+) f" . s (2.1 e a super lCl€ • 
. + As varledades f e r sao separadas por: 
s 
a) um domínio C 
lim F (xl 
F(x)++O 
[fiiura 2A} onde para 
+ 
= f (x) .grad F(x) < O 
lim F(x) = f (x) .grad F(x) > O 
F(x)+-0 
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todo X temos 
e 
b) uma parte P (figuras 2A e 2C) onde os vetores nao se cance-
lam mutuamente ou seja 
lim F (x) 
FCxl++O 
(2.1 
(A) 
lim F(x) > O 
F(x)+-0 
( 2 • 1 
( B) 
Figura 2 
ou lirn :F(x} >O 
FCxl++O 
(2 .1 
(c) 
E t t f + e f ncon ro en re os campos na 
superficie S. 
e lim :Ê'(x)< O 
F(x)-+ -O 
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Em [ AGl ] e "te i ta a seguinte caracterização para o 
comportamento das trajetórias na superfície de descontinuidade 
S. 
As trajetórias do campo sao sempre contínuas e sobre pon-
tos de S não necessariamente há unicidade de solução. 
As seguintes leis devem ser obedecidas: 
1) Se uma trajetória contida no semi-espaço G (respectivemen-
2) 
G+) te encontra S num ponto :x: do dorninio p em que 
lim + 
F(x)-> O 
F(x). lim _ 
F[x)-> O 
F (x) > O, deverã continuar seu mo-
vimento em G+ junto a trajetória de (2.1+) que passa pelo 
ponto x (respectivamente em G junto a trajetória de 
(2.1 ) que passa pelo ponto x). 
Se uma trajetória chega a superficie s num ponto do dominio 
. 
F(x) p em que lim F (x) > o e lim < o deverá sair 
+ F(x)-> O F[x)-> o 
+ 
de s junto a uma das trajetórias do sistema (2.1-) que pa~ 
sam pelo ponto. Como em S não há unicidade de solução pre 
cisamos escolher dentre as trajetórias urna em particular. T~ 
+ 
mando o valor absoluto de fN(x) e f~ (x) (projeções de f+ e 
f na normal a S no ponto x) decidimos que a trajetória 
sai de S na direção do vetor com projeção de maior valor 
absoluto. 
Chamaremos P de dominio regular. 
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3) Uma trajetória qUe encontra a superficie S num ponto M do 
domínio C continua seu movimento como segue: 
C 'd f+ e f ons~ eremos os vetores em M e a linha L unin 
do os extremos dos mesmos. Seja P. o ponto de intersecção do 
plano tangente a S com a linha L. A trajetória continua seu 
-movimento na direção do vetor MP (figura 3) e permanecerá em 
S enquanto estivermos no domínio C. Seja (C) o sistema que de-
termina o movimento neste domínio. Chamaremos C de "domínio de 
deslize". 
F(x) ~ O 
Figura 3 
Movimento da trajetória no domínio c. 
4) Suponhamos que uma trajetória encontre S num ponto perten-
cente a r+ ou r-. Estas variedades podem ser divididas em do 
rninios, genericamente de dimensão (n-2), P e c da seguig 
te maneira: 
- + f ;r . Consideremos ainda, 
para todo x E r+ , a normal a r+ contida no plano tangente a 
S. Fixemos a direção positiva desta normal. Trabalhando com as 
45 
projeções de f-/ +(~,x) e f+/ +(t,xl no plano tangente aS em 
r r 
x podemos dividir r+ em domínios P + e C + da mesma rnanei 
r r 
ra que foram determinados os domínios P e C na superfície S. 
Analogamente pode-se dividir r 
Neste caso de cada ponto de 
em dorninios P 
r 
sai rã 
e C 
r 
pelo 
menos uma trajetória dos sistemas 
Pr CP 
r+ 
+ (2. l ) ' (C} enquanto 
que nenhuma trajetória sairá dos pontos de C r (C + 
r 
Quando uma trajetória encontra o domínio P 
ou c ). 
r 
num ponto 
em que passam diversas trajetórias, ela continuará seu movimen-
to junto a uma trajetória que deve ser especificada. 
Se a trajetória encontra o domínio Cr então ela movimentar-
se-ã em cr -de acordo <l::om o sistema (f) que e encontrado da mes 
ma maneira que o sistema (C}. 
Quando a trajetória encontra r numa variedade G gene-
ricamente de dimensão (n-3), que separa os domínios Pr e 
divide-se a variedade em domínios PG e CG assim como 
dividida em dom1nios Pr e cr. Determina-se então uma equaçao 
(G) e assim por diante. 
5) Quando as variedades r+ e r coincidem o movimento é deter 
minado como em 4). 
+ Se r e transversal a r nao podemos determinar o movi-
4) · x E r+ n r mente como em , po~s para nao necessariamente 
tem-se unicidade da normal r+ n r contida no plano tangente 
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a S em x (figura 4). Não consideraremos este caso. 
5 
Figura 4 
Não Unici6.ade da. ncrmal a r+ n r contida 
no plano tangente a S. 
Em vista da caracterização dada para o comportamento das 
trajetórias na superfície S, conclui-se que: 
As posições de equilíbrio poderão ocorrer somente em pon-
tos do domínio C e da variedade r que sao singulares para os 
sistemas (C), (r), (G) e assim por diante. 
Estudaremos aqui uma classe :rarticular X0 de _campos vetoriais. 
Tal classe é o conjunto dos sistemas x = f (x) satisfazendo: 
(i) as condições (é'J e. (b) dadas no inÍcio deste capftulo. 
(i i) a origem é posição de equilÍbrio de 
. 
X = f (x) • 
(iii) o contato entre as trajetórias de x = f+(x) (respectiva-
= f- (X)) e a superfície S é parabólico, 
2 
F o e f . F (x) "' o para todo X E r. 
i. é. , 
(i v) 
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-as variedades r+ e r coincidem e 
2 
ambas sao do tipo B 
(figura 1) ou seja f+ F(x) < O e 
do x e r. 
( 2 .l 
Figura 5 
Si.sterna de ec.::uaçoes diferenciais em 
2 
f F(_x) > O para to-
X 
o 
s 
2, F6RMULAS P~RA A TRANSFORMAÇÃO PRrMErRO RETORNO CONSIDERANDO-
SE SISTEMAS DE EQU~ÇÕES DIFERENCIAIS PERTENCENTES A X . o 
Consideremos 
+ . 
f (x) e f (x) definidas em + G e G respec 
tivamente e análiticas numa vizinhança da origem. 
Ob d d f - f+ (x) e f (x) servemos que ca a uma as unçoes nao 
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está definida numa vizinhança inteira V0 (E) da origem mas so-
mente em V (E) n Se. 
o 
Quando falamos em analiticidade e diferenciabilidade des-
tas funções.temos em mente a possibilidade de extendermos a de-
finição destas funções para uma vizinhança completa da origem. 
Sem perda de generalidade podemos supor que F(x) ~X n e 
f= {(x
1
, ... ,x 
1
,x )/xl =X = 0} . Lembremos que f é a varie-
n- n n 
dade de dimensão (_n-2) consistindo dos pontos em que os campos 
inferior e superior são tangentes a F Cx) = O. O caso geral qu~ 
do a superfície de descontinuidade ê dada pela equaçao X ~ n 
P(x1 , .•. 1 xn-l) e r pela equação adicional x 1 = Q(x2 , ... , xn-l) 
pode ser reduzido para o caso considerado, por meio da trans-
formação de variáveis 
x' ~ xl - Q(x2' ••• ,xn-1) l 
x' ~ x2 2 
x' ~ x3 3 
. . . 
x' ~ X - P(xl, •.. ,xn-1). 
n n 
Mostraremos a seguir que as trajatórias do sistema (2.1+) 
determinam uma transformação Gl do semiplano xl > o, X ~ o - n 
-
no semiplano X < o' X ~ l- n o e as 
trajetórias de (2 .l ) uma 
transformação G2 do semiplano xl < o, X ~ o no semiplano 
- n 
49 
x
1 
..:::_ O, xn = O. A composta destas transformações G = G2 G1 trans-
forma o semiplano x 1 ..::_ O, xn = O em si prórpio e todos os po~ 
tos de f são fixos por G1 , G2 e G. 
"A estabilidade do ponto fixo' x = O de G é equivalen-
+ 
te a estabilidade da posição de equilÍbrio do sistema (2.1-) si-
tuada na origem". 
2.1. FÕRMULAS P~RA ~ TRANSFO~ÇÃO G1 
2 .1.1. EXP~NSÃO D~S COMPONENTES DO CAMPO f+ (x) EM 'IDRNO D~ ORIGEM 
( 2 • 2) 
no 
Logo 
( 2 • 3) 
Consideremos 
+ f. (x1 , •.. ,x ) = J n 
com j=1, .. .,n e 
n 
l: 
k,i=l 
Em todos os pontos de r o campo de vetores pertence ao pl~ 
= o ou seja + f (x1 , .•• ,x) =O n n 
+ f (_x1 1 • • • 1 X ) n n + o •• + 
sempre que 
c+ x + ••. 
nn n 
X =X =0. 1 n 
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2.1.2. DEPENDENCIA DA COORDENADA xn EM RELAÇÃO AO TEMPO 
Seja y+(t) a trajetória do sistema (2.1+) que passa pela 
origem. Determinaremos a dependência de + xn = Yn(t) em relação 
ao tempo através de seu desenvol virrnento em série de Taylor chl. 
torno de t = O. 
Observemos que 
+ F ( y ( t) ) t=O = F(O, ••• ,O) =O, 
e 
e assim 
( 2. 4) X 
n 
=
1 f(Olt 2 2 n + . • • • 
Considerando a expansao das componentes do campo 
em torno da origem e que +' + +' f (y(t) )y (t) lt=O' 
0 1'111 C A 1111 I" 
+ f (x) 
obtém-se 
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e assim 
Como + y(t) pertence somente a um lado do plano = o a 
expansão acima será dada com potências de t de ·arGem par e ig:J.J.is. 
Consideremos o caso fundamental em que 
No caso de um contato do tipo 
Como estamos considerando 
B temos que 
+ 
cn1 segue que 
< o. 
Consideremos agora as equaçoes das trajetórias do sistema 
( 2 o 5) 
+ y. =x. +tf.(x1 , ... ,x 1 ) J J J n-
= o 
Para = o tem-se que 
+ 
=O= f (x1 , •.. ,x 1 ,0) n n-
Seja a função 
1 
+ 2 
G(x,t) + =f (x1 , ••. ,x 1 ,01 n n- + t 2 
"+ f.(x1, ... ,x 1,0) + J n-
j = 1, ... ,n-1 
+. . . . 
+ ... ·+ f (x1 , ... ,x 1 ,0) n n-
2 
= A(x) + tB(x) + t C(x) + ••• 
52 
A função G é de classe C', G(O,O) ~O e Gt(O,O) ~ B(O) f O 
ou seja, G satisfaz as hipóteses do teorema da função implici-
ta. Logo existe (V = vizinhança de zero) e o t ~ g (x) 
de classe C' tal que 
G(x,g(xl l ~ O= g(O) ~ O 
ou seja, 
onde 9(x) e formada por termos de ordem maior ou igual a dois. 
Mais ainda 
e 
pois 
e t ;:: 
g (O) ~ 
xl 
~ -
G (O) 
x. 
-~'-- = o , 
Gt 
f+ nao depende de 
n 
zx1 
2 
~--
'di = 2, •.. ,n-1 
a.=O, Vi=2, ••• ,n-l 
' 
Substituindo em (2.5) obtém-se as fórmulas para G1 , 
. 
+ f.(x 1 , ... ,x 1 ,0) J n-
n-1 
[c: + " 
J k~1 
+ 2c. 2 
= X _ __l X +x [--j + 1 1 + 
c1 c1 
n-1 
" k~1 
. . . l + 
+(-
+ f.(x1 , ... ,x 1 ,0) J n-
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+ f.(x1 , •.• ,x 1 ,0)+ .•• J n-
+ f,_ ( x1, ••• ,x 1 ,0)+ ••. J n-
+ .•. ] 
Fazendo p
1 
= 1 + b1 as fórmulas anteriores podem ser es 
critas como: 
( 2 • 6) 
onde as funções ~ 1 , ... ,~n-l tem expansao em série de potên-
cias que inicia com termos lineares (não constantes). 
Em (2.6} temos: 
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( 2 • 7) 
' 
j = 2, .•. ,n-l . 
As fórmulas ( 2. 6) apos um tempo Tl transformam um ponto 
do semiplano xl ~ O, X ~ o em um ponto do semiplano xl :5.. o, n 
X ~ o. 
n 
Por outro lado estas fórmulas podem ser aplicadas também 
para pontos no semiplano x1 ~ O, xn = O e então as trajetó-
rias dirigem-se no passado para pontos iniciais no semiplano 
Assim a transformação (2. 6) pode ser considerada uma trans-
formação do plano em si pfoprio envolvendo somente as trajetó-
+ 
rias do sistema (2.1 ) . Esta transformação e uma "involução" 
i.é.r coincide com sua inversa. Portanto 
r { xl ~ plyl + yl ~l(y) ( 2 • 8) 
x. ~ bjyl + y. + Yl'j (y) j 2, ... ,n-1. J J ' 
Corno pl l +b1 por (2. 7) ' obtém-se pl ~ - l. 
Logo yl ~ -x + xl' l (x) l 
e xl ~ -y + Yl'l(y). l 
Pela comparaçao das duas equaçoes vem que xl' l (x) =yl~l(y). 
Mais ainda 
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. 
~ 1 (x) = ~ 1 (y) I~ 1 (x) -1! 
Quando = Q. tem-se X = y pois todo ponto de r e fixo por 
Assim para 2 2•1 (x) ~ (~ 1 Cxll , ou seja, 
ou 1,0 1 (x) =O. A possibilidade ..,o 1 Cx) = 2 é excluida, pois 
'1 (x) nao possue termos constantes, logo para X = 0 1 tem-se 
, 1 (x) = O. 
Agora as fórmulas (2.6) transformam-se em 
1- y1 2 = -x + x 1 w(x) 1 
(2.9) 
Lj = bjx1 + X. +x1~Pj(x), j = Z, ... ,n-1 J 
onde a expansao de W(x) pode iniciar com termo constante. 
A transformação G2 é construída de modo análogo e é da-
da pelas fórmulas 
J (1) 2 ~o(y) x1 = -y + y1 1 
( 2 .10) 
( 1) o o j x. = bjy1 + yj + Y1•j(y) 
' 
= 2, ... ,n-l . 
~ J 
Pela combinação de (2.9) e (2.10) segue as seg-uintes fÓrmulas 
para G = G1 G2 : 
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( 1) 
x1 ~ x1 + 
2 
x1 g 1 (x) 
(2.11) 
X ( 1) 
~ sjx1 + x. + x1 gj (x) ; j ~ 2, ... ,n-1 J J 
onde 
(2.12) j = 2, •.. ,n-l 
( 2 • 13) 
+ ix1 ~(x) -1] •j(y) 
j=2, ... ,n-l 
Aqui y é dado em função de x por (2.9). As expansoes 
de g2 (x), ... ,gn_ 1 (x) sao dadas com termos lineares e g 1 (0) P2 
de ser diferente de zero. 
Através de (2.7) e uma fórmula análoga para 
çao (2.12) é equivalente a 
( 2. 14) 
+ c. c. 
s ~ -2 ( ___2, - _J_) j + + 
cl cl 
j=2.' ... ,n-1 . 
b':' 
J 
a equa-
Lembremos que a transformação primeiro retorno G do se-
miplano x1 ~O, xn = O em si próprio envolve o caso critico, 
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uma vez que todas as raízes da equaçao característica relativa 
a parte linear de G são iguais a unidade. 
A transformação primeiro retorno G pode ser obtida de 
uma maneira mais geométrica utilizapdo-se teoria das singulari-
dades de aplicações diferenciáveis. (\·er T. 4) . 
3. DISCUSSÃO DE ESTABILIDADE EM X o 
Provaremos aqui que a posição de equilíbrio x = O -e ins 
tãvel quando os vetores f+(O) e f-(0) são não colineares (i. 
é., existe j tal que S. ~O). Se todos os vetores são 
J 
co li-
neares (S.= O 1 Vj) daremos urna condição de estabilidade e 
J 
uma de instabilidade. 
LEMA 2.1. Se o ponto fixo x =O da transformação primeiro re-
torno do semiplano x1 > O, x = O - n 
em si próprio é estável e a 
primeira das equações que definem esta transformação ê 
(2.15) 
então 
(2.16) = 00 ( (o) = x1 
DEMONSTRAÇÃO. Como g
1 
(x) e analitic.::~ podemos escolher M > O 
suficientemente grande tal que 
(2.17) 
1 
2M 
(k ~ 0,1, ••• ) 
sempre que lxl < ~, x1 ~ O. 
Para x1 >O, por (2.15) e (2.17),tem-se 
(2.18) 
Consideremos a transformação escalar auxiliar 
(2 .19) ~ 1 ~ ~ Cl -M~ ) o o 
e sua sequência de iterações 
(2.20) = a 
rn 
(1 -Ma ) 
rn 
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Fazendo a=x>O 
o 1 e comparando (2.18) com (2.19) oh-
têm-se 
1 
2M 
( 1) 
x 1 > a 1 • Ainda mais 
e 
a 1 > O. Isto acontece pois 
1 -Ma 
o 
a ~ 
o 
1 
< -2M. 
Como 
d 
dx1 
para 
2 
a função x1 - Mx1 cresce em relação a x1 ou seja 
xil) - M(xi 1 )) 2 > a 1 - Maf = a 2 >O e em geral 
(2.21) > a > O 
m 
(m = 1,2, ... ). 
A sequência (arn) e monótona e limitada, logo existe o limite 
t = lirn a. 
m m~oo 
m-1 
rr (1- Mak) = 
k=O 
00 
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> 
Fazendo m-+ oo em (2.20) vem que i = 9,(_1 -Mt), isto e, 9... = O. 
00 
Portanto TI (1 -Mak) = O. 
k=O 
Para concluirmos a demonstração do lema falta mostrar que 
00 
TI (1 - Mak) = O -=> a 0 + a 1 + . . . = 00 k=O 
ou o equivalente: 
se dado E 1 > O , 3 n 1 
nl 
tal que TI 
k=O 
dado 
Tem-se que 
nl 
o < rr 
k=O 
tal que 
nl 
(1 -Ma ) = -M " 
k k=O 
nl 
-> - M I a.k < c 1 - Q k=O 
= 
Assim dado qualquer E2 existe 
nl 
E = Q -ME 3n1 tal que rr 1 -Mak 1 2 k=O 
tal que 
Portanto ~o+ a.l + ··· = 00 •• 
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El = Q - ME 2 > o. Para 
< E 1. Logo dado E2 3 n 2=n1 
TEOREMA 2.2. Se em X os vetores f+(O) e f-(0) sao nao coli-
o 
neares então a posição de equilÍbrio x = O é instável. 
DEMONSTRAÇÃO. Como f+(O) e f (0) sao nao colineares nas fórmu 
las (2.12) existe pelo menos um j tal que S. 'I o . Suponhamos J 
s2 'I o e s2 > o pois o caso s2 < o pode ser transformado 
-neste pela inversao do eixo x2. 
Por (2.12) 
Como -e uma e 
E > O suficientemente pequeno tal que 
Logo para E suficientemente pequeno 
(2.22) (1) x2 
sempre que lxl < E. 
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função contínua, existe 
Suponhamos que a posição de equilibrio considerada é está 
vel. Isto significa que dado E > O existe ô (E)> O tal que para x1 > O, 
lxl < o temos > o (k ~ o' 1' ... ) . 
Assim, iterando-se (2.22) obtém-se 
1 
2 S(xl + 
e por indução 
Logo 
(2.23) 
E 
k~O 
E > 
< 00 
1 m-1 s 2 E 2 k~O (m=O , 1, ••• ) 
, contradizendo o lema 2.1. 
Portanto x = O e posição de equilíbrio instável. • 
Vamos agora supor que 
S.~ O (j ~ 2, ••. ,n-l) 
J 
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isto é, os vetores f+(O) e f (O) sao colineares. Neste caso 
as fórmulas (2.11) podem ser escritas na forma matricial 
(2.24) 
onde 
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all o 
a:J a21 a22 
(2.25) A = 
' all = g1 (0) ' 
ap1 ap2 a pp 
z (") -e urna soma de tennos em x de ordem maior ou igual a dois 
e p = n-1. Os elementos da matriz A podem ser dados em ter-
mos dos coeficientes da expansao em série de potências das fun-
+ 
çoes f~ (i= l, ... ,n), da seguinte maneira 
J 
a ·= 11 
= [-2-
2 
cl 
n-1 
l: 
k=2 
-
' 
(j ,k ~ 
A expressao para os elementos 
-2c 1 
n-1 
l: 
k=2 
2,3, ... ,n-1) 
com k > 1 nao foi es 
crita pois esses elementos não influenciam nos autovalores da 
matriz. 
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TEOREMA 2.3. O ponto fixo x = O da função G (do semi-plano 
x1 ~ O em si próprio) dada por (2.24) e a correspondente pos~ 
çao de equilibrio x = O são estáveis quando todos os autovalo 
res da matriz A possuem parte real negativa. 
A posição de equilibrio x =O é assintoticamente estável 
se o ponto fixo x = O 
estável. 
transformação e assintoticamente 
PROVA. Todo autovalor À da matriz A possue parte real negati-
va, logo pelo teorema 0.10 independentemente da escolha de uma forma 
quadrática W{x,x) negativa definida, existe uma única forma 
quadrática V(x,x) positiva definida satisfazendo v = w. Lem-
hremos que v é a derivada da forma quadrática V(x,x) 
de acordo com o sistema x = Ax. 
tomada 
Em particular tomemos W(x,x) = 2V(x,Ax)·negativa defini-
da com V(x,Ax) =(x,BAx) e B uma matriz simétrica. A hipótese de 
que todos os autovalores da matriz A tem parte real negativa 
juntamente cem W(x,x) negativa definida implicam que V(x,x) = (x,Bx) é 
positiva definida. Assim pelo teorema 0.10 V(x,x) = (x,Bx) é a 
única forma quadrática positiva definida satisfazendo V=2V(x,Ax) 
= W(x,x). 
Seja V(x,z) a forma bilinear correspondente a forma qua-
drática V(x,x). 
Para todo vetor x ternos que 
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V(x,AX) < -rV(x,x) , r > O 
t: suficiente 
À' 
n 
escolher r=- - onde À e À' sao respectiva-Àl 1 n 
mente o menor autovalor da forma quadrática V{x,x) e o maior 
autovalor da forma quadrática V(x,Ax). 
(2.26) 
onde 
Seja O < s < e* • Então 
V [(x + s(Ax + z(x)), x + E(Ax+z(x))] 
< V{x,x) + 2e: V(x,Ax + z(x)) +se:* V(Ax+z(x), Ax+z(x)) 
= V(x,x) + 2s{V(x,Ax} l +-E* 2 V(Ax,Ax) + V(x,z(x))+ 
E* V(Ax,z(x)) + l -E* 2 V(z(x) ,z(x) )} 
Sejam e:*> O e 11 > O tão pequenos que 
V(x,Ax) +i E*V(Ax,Ax) < - (r -n)V(x,x) 
o < n < e para tem-se 
1- jxj < s* 
2- V(x,Ax) +}e*V{Ax,Ax)+V(x,z(x))) +t.*V(Ax,z(z)) + 
+i e:*V(z(x) ,z(x)) < - (r -2n)V(x,x) 
3- > o 
Fazendo q = r - 2n >O a desigualdade (2.26_) implica que 
(2 .27) V(x+E(Ax + z(x)), x+E(Ax + z(x))) 
< (l + 2o (-r + 2n) )V(x,x) 
= (1 - 2Er + 4En}V(x,xl 
= (l - 2oq)VLx,x) 
quando V(_x,x) < !::. e 0 < E < E:*. 
Trocando E por x 1 em (2.27) e lembrando que 
x + x
1
(Ax + z(z)) = xLll obtém-se 
V(xC1 l ,xL1 l) < (l - 2qx1 JVCx,x) 
e mais geralmente 
(2.28) 
(rn) (m) ) rn-l (k) 
V(x ,x :_ V(x,x) IT (l -2qx1 ) k=O 
Como 1 - 2 ( k) qx1 < 1 ' 
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ou seja < E*, x (m) > O 1 - para ~ suficientemente pequeno. 
Portanto x = O é ponto fixo estável de G ou, equivalentemen 
te, a origem é posição de equilibrio estável de x = f(x). A 
primeira parte da prova deste teorema está completa. 
Suponhamos agora que o ponto fixo x = O da transforma 
çao G é assintoticamente estável. Isto implica que a sequen-
cia (x(m)), m = 0,1, .•. e monótona e limitada logo existe o li 
mite 
~ = 1im V(x(m) ,x(m)) < 1im V(x,x) 
m-1 
rr 
k=O 
(k) (1-2qx1 ) o 
Mais ainda,a estabilidade da posição de equilibrio x =O im-
plica que 
(O) 
+ X (1) + = 00 x1 1 o o o 
00 
2qx (k)) 
= rr (1 - o 
k=O 1 
lim V(x(m) ,x(m)) = O 
==> I X (m) I __,. o quando m -+ ro e xl > o . 
Portanto x = O é posição de equilibrio assintoticamente 
estável do sistema x = f(x). • 
68 
TEOREMA 2.4. O ponto rixa x = O da transformação dada por 
{2.24) e a correspondente posição de equilibrio x =O sao ins 
tãveis quando pelo menos um dos autovalores da matriz A tem pa~ 
te real positiva. 
PROVA. Se Re À> O para algum autovalor À de A, independentemente 
da escolha de uma forma quadrática W(x,x) positiva definida e 
nula num conjunto M que não contém trajetórias inteiras, exis 
tem urna forma quadrática V(x,x) que assume valores positivos em 
alguns pontos e a > O tais que 
2V(x,Ax) = aV(x,x) + W(x,x) (Ver Teorema 0.11} 
Tomando e r = onde e o menor autovalor da for 
ma quadrática W(x,x) tem-se 
(2.29) 2 V(x,Ax) > ~V(x,x) + r I x I • 
Consideremos agora dois casos: 
19) Suponhamos V(Ax+z(x), Ax + z(x)) <O e O< E< c*. Vem 
que 
V(x + E(Ax+z(x)), x+E(Ax+z(x))) 
> V(x,x) +2E{V(x,Ax) +~E* V(Ax,Ax) +V(x,z(x)) + 
+E* V{Ax,z(x)) +i E-* V(z(x),z(x))} 
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ou seja, a desigualdade (2.26) com o sinal~ trocado por~ 
Procedendo analogamente a prova do teorema 2.3, para e* 
e 11 suficientemente pequenos, O < E < E* e lxl < 11 < e* obtém 
se 
(2.30) V[x+E(Ax+z(x)), x+c(Ax+z(x))] > 
2 
> (l + 2UE)V(x,x) + Eq]x] 
onde q e um número positivo satisfazendo q < 2r. 
29) V(Ax + z(x), Ax + z(x)) >O 
Neste caso 
V[x+E(Ax+z{x)), x+E(Ax+z(x))] = V(x,x) + 2EV(x,Ax+z(x)) + 
+ V(Ax + z(x), Ax + z(x)} 
> V(x,x) + 2E V(x.,Ax + z (x)) 
= V(x,x) + 2E V(x,Ax) + 2E V(x,z(x)). 
Assim para 0 < E < E* 
' 
lxi<!J.<E*,E* e h. suficien 
temente pequenos temos 
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V[x + E(Ax + z(x}) I x+c:(Ax+z(x))J > vcx,x) +2EV(x,Ax) • 
Através _desta desigualdade e de (2. 29) obtém-se a desi~. 
dade (2. 30). 
Seja x tal que V(x,x) > O e x1 > O. ~egue que 
(2.31) 2 V[x+E(Ax+z(x)), x+E(Ax+z(x))] >V(x,x) +Eqjxj • 
Trocando s por x1 , 
( 2 . 32) 
Seja M = max 
x;'O 
V (,x, x) 
I '2 
Fazendo h ~ ..5.. M 
Logo 
X i 
qx1 V(x,x) hx1V(x,x) ~ ---=-----V(x,x) 
< 
max 
x;'O lx1 2 
qx1 V(x,x} 
V(x,x) 
segue que 
(2.33) (h ~ _5_ > 0) M 
71 
Suponhamos agora que o ponto fixo x =O da transformação 
G é estável. Então dado !J. > O existe ó. > O suficienterrente pequeno tal 
que para !x! < ô e x1 >O r:ara tcdo k tem-se !x(k) i <. 11, xik) >o. 
(2.34) 
De (2.33) segue que 
m-1 
][ 
k~O 
Mas de acordo com o lema (2.1) 
( 1 + 
+ .•• + + • • • = 00 
logo 
ro 
Como V(x,x) > O tem-se que 
11m V(x(ml,x(m)) ~ ro 
m+ro 
contradizendo o fato do ponto fixo x = O da transformação G 
ser estável. Portanto x = O e posição de equilíbrio instá-
vel do sistema X = f(x). • 
CAPÍTULO III 
EXEMPLOS 
1. Consideremos os sistemas de equaçoes diferenciais em JR2 
x = f (x) 
onde, para constantes arbitrárias a, b e k, k > O, ternos 
e 
Estudaremos aqui a estabilidade em torno da solução tri-
vial do sistema descontinuo 
~ f+ (x) se xl (Axl + x2) ? o 
( 3 .l ±) • X 
= l f- (x) se x 1 (Ax 1 + x2) < o 
onde A e uma constante qualquer. 
As retas X = 0 l e 
se em quatro regiÕes: 
(Gl) : xl > o e Ax1 + x 2 
(G2) : xl < o e Ax1 + x 2 
(G3) : xl < o e Ax1 + x2 
( G 4) : xl > o e Ax1 + x 2 
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= o dividem o espaço de fa 
> o 
> o 
< o 
< o 
Estas linhas, X = Ü l e Ax1 + x 2 = O, sao as "linhas de 
descontinuidade 11 nas quais ê feita a transição de trajetórias 
pertencentes a um sistema para as trajetórias pertencentes ao ou 
tro sistema. 
se 
Como na reta X = 0 l ternos 
x 2 < O as trajetórias dos sistemas 
o se x 2 > o 
+ -(3.1) e (3.1 ) 
e xl < o 
cortam 
= o no sentido horário, i.é., todos os pontos de x 1 =O (ex-
ceto x 2 = 0) são pontos de "costura" pertencentes ao dom1nio 
regular P {figura 2b) citado no capítulo II. 
Investigaremos agora o comportamento das trajetórias na 
reta s determinada por F(x1 ,x2 l = Ax1 + x 2 =O. 
F 
f Ax 2 + (-bx1 -ax2 +K)x1 se 
L Ax2 + (-bx1 -ax2 -K)x1 se 
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e 
~--(A 2 - aA + b - K)x1 se xl > o 
. 
lim F ~ l- (A2 - aA + -F~ o b + K)x 1 se xl < o 
A condição para a existência de deslize em S, dada no ca-
pltulo II, tem a forma 
lim 
+ F~ O 
. 
F > O e liTI F < 0 
F~ O 
que neste caso e equivalente as condições 
A2 - aA + b + K > O 
(3.2) 
A2 - aA + b - K < 0 
As condições (3.2) podem.ser escritas como 
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(3.3) 2 IA - aA + bl < K . 
Logo ( 3. 3) é a condição necessária e suficiente para a ex i s 
+ 
tência de deslize no sistema (3.1-) em s. Pela escolha de um K 
suficientemente grande podemos assegurar a validade desta con-
dição. 
+ Vamos agora investigar o sistema 0.1-) em cada região G. 
l 
(i= 1,-2,3,4). 
+ Nas regiÕes G1 e G3 o sistema (3.1) e satisfeito. A equ~ 
çao caracteristica do sistema tem a forma 
À2 + aÀ + b + K = O . 
Se K é suficientemente grande as raizes desta -equaçao 
serao complexas resultando trajetórias espiraladas, assim a ori 
gem será um ponto singular do tipo foco. Se a > O e t -+ oo as 
trajetórias se aproximam da origem ou seja a origem é um ponto 
de equilibrio assintoticamente estável {figura 6). 
Se a < O e t -+ oo as trajetórias se afastam da orige~. 
Nas regiões G2 e G4 o sistema ('3.1-) é satisfeito, lo-
go, a equação caracterlstica tem a forma 
(3 . 4) 2 ~ + a~ + b - K = O . 
Se K 
~l = 
-----r-tt-f-~--~)x 
l 
Figura 6 
Trajetória do sistema (3.1+) 
e suficientemente grande as 
+ V- :2 - I a b +K a e v2 = 2-2 
raizes 
~a2 
4 
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desta equaçao, 
- b +K 
serao reais e de sinais opostos. Neste caso a origem será um po~ 
to de sela. Entre as trajetórias do sistema (3.1-) existirão duas 
e x 2 = ~ 2 x1 , um fato que pode ser demonstra-
do substituindo estas funções na equação 
- a + 
que e equivalente ao sistema (3.1-) _ As trajetórias restantes 
que sao hiperbÓlicas, aproximam-se assintoticamente destas retas 
(figura 7) • 
Figura 7 
Trajetórias do sistema 
f(U) 
Gráfico da função 
Figura 8 
2 f(ul ~ u + au + b -K 
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Observemos que· o gráfico da função 
2 
= ~ + a~ + b - K 
e uma parábola interceptando o eixo ~ nos pontos ~ =~1 
(figura 8). 
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e ~ = IJ 2 
Se ~ 2 ~ ~ 2 ~l então f(~) < o. Assumindo agora que 
A > O e supondo que -A = ~ ~ !J 2 obtém-se 
f(-A) ~ A2 - aA + b - K < O . 
Assim a segunda desigualdade (3.2) vale se IJ 2 ~-A, i.é., se o 
ângulo entre a reta S e o eixo e maior que o ângulo en-
tre a reta e o eixo 
A primeira desigualdade (3.2) sera válida se escolhermos 
K suficientemente grande. 
Assim quando O < A <-1-J 
- 2 e K -e suficientemente grande 
podemos garantir a presença de deslize em todos os pontos de S 
ou seja todo ponto em S pertence ao domínio C {figura 2a) 
citado no capitulo II. 
Pela figura 9 podemos ver que dado o retrato de fase do 
+ 
sistema (3.r} qualquer trajetória cairã em S e deslizará ao 
longo da mesma, Determinemos o vetor velocid.ade de deslize em S, 
dado no capitulo II. As funções 
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Figura 9 
Trajetórias do sistema (3.1+) sob as 
condições impostas. 
e 
para todo ponto ME S tem projeções no eixo x1 iguais a x 2 . 
Segue que o vetor MP também tem ordenada igual a x 2 ou seja 
X1 = x 2 . Por outro lado x = -Ax em S. Logo a equação dife-2 1 
rencial para o processo de deslize e . x 1 + Ax1 =O com solução 
-A (t-t ) 
o 
xl = xlo e 
çao a origem. 
-Assim para 
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A ? O o deslize serã em dire-
Para concluirmos mostraremos que quando a > O pode-se 
aplicar o método das funções de Liapunov na investigação da es-
tabilidade do sistema considerado. Consideremos a função 
v = 
ma 
2 (b + K) x 1 + 
(3.1±) e 
cuja derivada tomada de acordo com o siste-
V = 2ax~ nas regiões G1 e G2 e v = -2ax~ + 
Como nas regiões G2 e G4 v < o 
em todo retrato de fase. Se [bj < K temos v positiva defini 
da. Ainda mais, o conjunto { (x1 ,x2 ) I x 2 = O}, no qual V = O, 
não contém trajetórias inteiras, exceto a origem. Como v é in-
finitamente global segue, pelo teorema O .17, ·que a posição 
equilibrio é globalmente estável. 
Analisando a prova deste teorema veremos que podemos ign~ 
rara descontinuidade da derivada v na reta S. 
Consideremos agora a função 
r(b + K) X~ 2 (xl,x2) E Gl (x1 ,x2 ) E c3 +x2 se ou 
v = l(b 2 2 (x1 ,x2 ) E G2 {x1 ,x2 ) E G4 - K) x 1 + x 2 se ou 
Esta função e descontinua em S. 
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Se O < K < b em ambos os casos V será positiva definida e 
infinitamente global pois dado A > O, existe R= A/À com 
1 
Àl = min{b +aK,l} (ct= sinal {Ax1 + x 2 )x1 }) tal que no exterior da 
esfera 2 + x2 = R x1 2 
Se K > b essas propriedades sao mantidas com A > v' k - b 
Obtém-se 
. 2 
V= -2ax2 no complerrentar de S. Quando a trajetó-
ria cruza S a função V sofre um salto discreto decrescente 
de 2 2Kx1 . Usando os argumentos da prova do teorema 0.17 conclui 
se que qualquer trajetória vai diretamente para a origem ou 
cai em s e desliza ao longo da mesma até a origem. 
2. Investigaremos agora a estabilidade em torno da origem do sis 
tema dado por 
r ~1 = - x 1 - 4x3 - 20 
(3.5+) l ~2 = -x 2 
x3 = -x -x se x3 > o 1 3 
r x1 = - 4x1 + 4x 3 + 20 
- <( ( 3. 5 ) x2 = -x 2 
x3 =- x - 4x 1 3 se x3 < o 
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Os sistemas (3.5+) e (3.5 ) satisfazem as condições de 
existência e unicidade de solução. As funções 
e 
nao possuem pontos críticos na superfície de descontinuidade S 
dada pela equação x 3 = O. 
te 
e 
onde 
ll) • 
As soluções do sistema {3.5+) e (3,5-) sao respectivarnen-
í + + -t + 
1 x 1 (t)~p e [ cos(w + 2t)] -4 
I + + -t 
lx 2 (t) ~ K1+e x; ( t) ~ - ;- e -t[ sen (w + + 2t) I + 4 
-t 
e 
+ + - + P , p , K1 , K1 , w e w são constantes. (Ver figuras 10 e 
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Observemos que as trajetórias de ambos os sistemas sao tan 
gentes a superfÍcie s em todos os pontos do conjunto f= ((x
1
, 
x2,. x3) 3 O). E lR /x1 = X = Isto acontece pois para todo ponto 3 
neste conjunto temos f+ e f contidos em S. A tangência e 
parabólica e a origem e + posição de equilíbrio do sistema (3.5-) 
(figura 12). 
A seguir determinaremos a transformação primeiro retorno 
+ G, vista no capitulo I'!, para o sistema (3.5-). ~ fâcil verifi-
car que o termo s = -2 [ c; 
2 c+ da transformação é nulo, 
1 cl -
ou seja, os vetores f+{O) e f (0) são colinea.res. Logo a 
transformação G -sera dada por 
onde A e uma matriz quadrada de ordem dois com elementos de-
terminados pelas fórmulas dadas no capítulo II e z(x) -e uma 
soma de termos em x de ordem maior ou igual a dois. 
Os autovalores da matriz A na transformação determinada 
+ -pelo sistema (3.5-) sao -46 '-1 = -3- e -1 ~ 2 = !) , portanto todos 
com parte real negativa. Assim, pelo teOrema 2.3, a posição de 
equilibrio situada na origem e estável. 
Figura 10 
Trajetória do sistema (3.5+) projetada 
no plano X = O 2 
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Figura 11 
Trajetória do Sistema (3.5 
no plano x2 = O. 
projetada 
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Figura 12 
+ 
Trajetória do Sistema (3.5~) projetada 
no plano X ~ O 2 
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CAPÍTULO IV 
ESTABILIDADE DE SOLUÇÔES PERI0DICAS DE UM SISTEMA DE EQUAÇÔES 
DIFEPENCIAIS DESCONTÍNUO 
Neste capitulo estudaremos a estabilidade de uma solução 
periÓdica o z = z (t) (com periodo T > O) do sistema 
( 4 .1) z = f{z,t) onde f(z,t +T) = f(z,t) , 
z = (z1 , ... ,zn) e f(z,t) = Cf1 (z,t), ••. ,fn(z,t)). 
A investigação desta estabilidade sera feita através da 
investigação da estabilidade da solução x = O da equaçao 
( 4. 2) X = r;;J X O 
L z~z [t) 
o Investigaremos a estabilidade da solução periódica z=z {t) 
o o -(z (t+T) = z (t)) do sistema (4,1) quando a funçao f tem des-
continuidades em alguns pontos da trajetória o z~z(t). 
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1. FORMULAÇÃO DO PROBLEMA E TEOREMAS BÁSICOS 
Para definir as condições impostas sobre as fmções fi (z, t) 
(i= l, •.. ,n) consideremos um cilindro c cujo eixo é a trajetó-
ria z = z0 ( t) em lR. n+ 1 . 
Seja a sequência infinita de hipersuperficies (s~rficies 
de descontinuidade) 
( 4. 3) Cl E :11 
dividindo o cilindro C em domínios H e a trajetória 
" . 
o 
z = z ( t) 
interceptando as superfícies de descontinuidade nos pontos Ma 
quando t = ta. (Ver figura 13). 
t 
t 
a 
t 
a-1 
' 
' , 
o 
z=z (t) 
F =0 
a 
F =O 
a-1 
--~0----------------------)z 
Fiçru.ra 13 
Trajetória periódica do sistema (4.1) 
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Suponhamos que o sistema (4.1) satisfaz as seguintes con-
dições: 
19) As funções fi sao periódicas em t com periodo T > O; 
29) As funções fi sao continuas em cada domínio Ha entre as 
fronteiras F ~ O 
a-1 e F = O a e podem ter descontinuida 
des de primeira espécie na passagem pelas superfícies F =O; 
a 
39) As funções fi são diferenciáveis com respeito a z em ca 
da ponto de H 
a 
e em pontos de z = z0 (t) a diferenciabili 
dade com respeito a t e uniforme, i.é., 
(4.4) f. (z,t) 
l 
o f. ( z , t) 
l [ df.l + ~ az~J 
onde p~[l:(z. j J 
o 2 1/2 
- z.) l 
J 
e 
+ o (p) 
converge para zero qua!!_ 
do p converge para zero uniformemente com respeito a t em 
cada intervalo I t 1, t J. a- a 
49) As soluções de (4.1) satisfazem as condições· de existência 
e unicidade em cada domínio H (sob condições iniciais es-
a 
pecificas) e vale a dependência contínua dastrajetórias nas 
condiçÕes iniciais. Supõe-se que as trajetórias do sist~ 
ma (4.1) são continuas e~ toda parte de c incluindo os pon-
tos de intersecção com a superfície de descontinuidade; 
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59) superfícies F ~o - tais ~ As SdCl que F e de classe c em to a a 
dos os pontos M ; a 
69) Junto a trajetória z ~ z0 (t) as derivadas [dF al+ dtj e 
lctFr 
l d:j 
sao nao nulas e de mesmo sinal. Aqui dF a~ jE 
dt /~ 
e os sinais + e indicam respectivamente 
os valores de 
dFa 
dt para t > t a e t < t ; a 
79) A família de superfÍcies (4.3} satisfaz: 
Existe K E Z tal que para todo a E Z têm-se 
F (z,t) ~F k(z,t) 
a a+ 
Analisemos agora o sistema linear de equaçoes diferenciais 
( 4 • 5) 
considerando funções x(t) continuas em cada intervalo 
(ta-l'ta), que satisfazem (4.5) e tem uma descontinuidade em 
Seja + -ç: = f (z,t) - f (z,t) a grandeza de .descontinuidade da 
função f passando pelo :t=Dnto (z,t) E F a do lado negativo para o 
positivo (de H 
a-1 para H0 ). Aqui 
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+ f (z,t) = lirn + f(z,t) e 
F(z,t)+ O 
a 
f-(z,t)= lim f(z,t) 
Fo:(z,t)-+ -O 
definidas no 
capítulo I deste trabalho. 
Consideremos ainda 
( 4. 6) 
+ 
e observemos que Ç e hk dependem do índice a. 
Para simplificar a notação este Índice serã omitido no que 
segue. 
vamos definir a descontinuidade das funções x (t) em t = t 
a 
pelas fórmulas: 
(4.7.1) + + + X - X = B X 
(4.7.2) X + - X = B X 
onde 
+ E h+ l ~1h~ E;1h-l E;1h1 . . . . . . 
-1 n n ] I 
t t 
B+ = Çh + ' = e B =l;h = I 
E h+ E h+ j E h -
. . . E;nh1 . . . 
-n 1 -n n -n n 
Chamaremos (4.7.1} e (4.7.2) de "condições de descontinui 
dade" e brevemente provaremos a equivalência das mesmas. 
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Consideremos o sistema linear (4.5) e as condições de des 
continuidade ( 4. 7) . A importância da aproximação linear dada de~ 
ta maneira esta no seguinte teorema, cuja demonstração será fei 
ta no final deste capítulo. 
TEOREMA 4 .1. Se a solução nula da aproximação linear (4.5)+(4. 7) 
é assintoticamente estável então a solução periÓdica o z = z ( t) 
do sistema não linear original (4.1) é também assintoticamente 
estável. 
Consideremos uma matriz X(t) cujas colunas sao n solu 
çoes linearmente independentes do sistema (4.5)+(4.7). Chamare-
mos X(t) de matriz fundamental do sistema (4.5)+(4.7). A se-
guinte identidade é satisfeita 
( 4. 8) X(t + T) = X(t) ·U 
onde U é uma matriz constante nao singular. 
A equação caracteristica da aproximação linear e determi-
nada como no caso continuo e é dada por 
det(U - pE) = O 
onde p é uma variável e E a matriz identidade. 
93 
TEOREMA 4.2. Se pelo menos uma das raizes da equaçao caracterls 
tica da aproximação linear tem valor absoluto maior que um, en-
tão a solução periódica z = z0 (t) de (4.1) ê instável. 
2. OBSERVAÇÕES PRELIMINARES 
19) Nos te0renas 4.1 e 4.2, o estudo das trajetórias do sistema 
(4.1) será feitc através do estudo das trajetórias da apro-
ximação linear (4.5)+(4.7). Para tais trajetórias as defin! 
ções de estabilidade e estabilidade assintótica são sirnila-
res àquelas dadas por Liapunov no caso continuo. 
29) Vamos agora provar a equivalência das condições de desconti 
nuidade (4.7.1) e (4.7.2). Tem-se que 
X+= X + B X = (E+ B )x 
e 
+ + -1 -X = (E - B ) X 
Logo basta mostrar que (E+ B ) = (E+ B+)-l que reduz-se 
a igualdade 
+ - + B B - B B = O. 
Ainda por (4.7.1) e (4.7.2) temos que 
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+ + B X.= B x 
~ B+x+ = - + B X + B X - + 
- B X 
- + - + + 
= B x + B (-B x ) 
- + - + + 
= B x + B B x 
~ B 
Fazendo S =E+ B- == CE- B+)-l podemos escrever as con 
dições de descontinuidade na forma 
( 4 • 9) 
Seja TM Fa 
a 
+ X = Sx 
o plano tangente a Fa em Pa o plano 
t =ta. Consideremos 
mente, que K é uma 
K = T F M a 
a 
super fiei e 
n Pa. Podemos supor, generica-
de dimensão {_n-1) . 
Qualquer vetor y E JRn+l com y ~ K é gerado pelos ve-
teres (1,0, ... ,0) e grad F a (Ma) = (a ,a1 , ... ,a ), i.~., o n y = 
(r+ s a ,s1 a 1 , ... ,s a) onde r,s~ E IR ,i= l, ... ,n. :t: fã-o o n n .... 
cil ver que y•x = O para todo x E K e y ~ 
t 
o vetor h pertence ao conjunto dos vetores 
dos por (a ,a1 , ... ,a) e (1,0,0, ... ,0). Logo o n 
todo X E K. 
K. Em particular 
Y E lR
n+l gera-
t 
h ·x = O para 
Seja 
[dF r d; M 
(4.10) y = 
Id:: I 
Verifiquemos que 
a 
= 
a 
t 
l + h f; o 
t 
= l + h I; 
Essa igualdade é verdadeira pois, 
[dF r aFa + a F 
d: M 
a E 
azk fk + at k a 
= 
[d::Ia 
a F a F 
E a fk + a az at k r 
a F 
f+ 
a F 
E " r 
a 
fk azk - azk k k k 
= l + 
a F a F 
E a f~ + " azk atk 
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3F 
(f+ [ a fkl azk -k •k 
~ l + 
3F 3F 
[ a fk + ____g_ 
k azk at 
3F 
[ a i;k 
k azk 
~ l + [d:;r 
~ l + hli;l + ... + h nçn 
t 
~ l + h I; 
Pela condição 69), no inicio deste capitulo, temos que 
sao diferentes de zero e de mesmo sinal. Lo-
go Y~ 
Consideremos os seguintes casos: 
t 
19 CASO. Y # 1. Neste caso h Ç # O e Ç ~ K. Para todo ve-
n+l -tor xE JR existe urra exransao ·X = xç + xk onde e 
um vetor paralelo a Ç e xk e tangente ao plano K. 
Como Si;~ (E+ B )I; 
t 
Por outro lado Sxk = xk + Ç(h Portanto 
transformação + X -· SX não transforma os vetores tangentes 
K e multiplica por Y os vetores paralelos a~. Logo 
+ X~ -· 
-Yx~ 
' 
e a transformação S possue dois autovalores distintos: 
- Y com multiplicidade um. 
- 1 com multiplicidade (_n-1). 
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a 
a 
29 CASO: Y = l , Ç f O , h ~ O. Neste caso ~E K. Todo auto 
valor de S e igual a 1 mas s 'I E. A matriz s tem um 
divisor elementar de segundo grau e todos os restantes 
de primeiro grau. 
~ = O ou h = O. Neste caso S =E e 3Q CASO: Y = l e 
+ X = X Logo se f(z,t) é continua no ponto Ma E Fa 
ou Fa = O -e tangente ao plano t = ta em Ma tem-se 
que as trajetórias da aproximação linear sao contínuas 
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49) Consideremos agora a função h ( t) = (h
1 
(t), .•. , hn ( t) ) 
descontinua em t = ta 
h(t) = [ l o 
....1 z=z (t) 
onde hk (t) = [ aFa /zk J 
dFa /dt z=zo (t) 
A função h(t) •X(t) e continua em t =ta (ver condições 
(4.7.1) e (4.7.2)). 
Assim a aproximação linear do sistema (4.1) pode ser es-· 
crita como 
( 4 .ll) Dx 
= [ n;J 
onde i; = 
~n 
6(t) e a função de Dirac e Dx = (Dx1 , ... ,Dxn} com Dxi sen 
do a derivada generalizada da função x. (t). (Ver definição 0.18). 
1 
Por outro lado a expressão entre colchetes e a derivada 
parcial generalizada da função f com respeito a o zk em z = z (t): 
( 4 o 12) 
Consequentemente a aproximação linear (4~5)+(4.7) 
ser escrita na forma 
(4ol3) 
que difere de (4.2) somente na troca das derivadas usuais 
pelas derivadas generalizadas Dx e 
59} Fazendo 
( 4 o14) o X = Z - Z (t) 
e reescrevendo {_4.1) têm-se 
(4o15) x ~ p(x,t) 
onde p(x,t) ~ f(z 0 (t) + x,t)) -f(z0 (t) ,t)) o 
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pode 
dx 
dt ' 
As equações das superfícies de descontinuidade sao agora 
( 4 o 16) o . ~ Fa(z (t) + x,t)) o com 
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No espaço x,t as superfícies de descontinuidade podem 
apresentar "quebras" (descontinuidades de direção) na intersec-
ção com o plano t = ta . Isto acontece pois 
aP a F 
a (x, t) ~ a z' (t) at az 
dFa 
~ dt 
tem descontinuidades em t = t 
a 
a F 
+ a ~ at 
Devido ao segundo termo em (4.15) a função p(x,t) além 
de possuir descontinuidades em pontos de Pa(x,t) =O 
possuir descontinuidades nos planos t ~ t . a 
poderá 
As soluções do sistema (4.15) são continuas assim como as 
soluções do sistema (4.1). 
A transformação do espaço z,t no espaço x,t leva o pon 
to de intersecção do plano t = const. com a trajetória z = 
Z
0 (t) t d · num pon o o e1xo t. No espaço x,t o eixo t ê o eixo 
de um cilindro C. As superficies P = O e os planos 
ct 
t == t di 
a 
videm o cilindro C em domínios centrais e angulares (ver figura 
14). Os domínios angulares situam-se entre as superfícies Pa =O 
e os planos correspondentes t = t . Chamaremos de dominio ang~ a 
lar superior ou inferior se a superfície limitante Pa = O des 
te domínio passa acima ou abaixo do plano t = t 0 respectiva-
mente. 
t X ( t)l 
I 
I 
I 
""--!l...--- p = o ! - a-1 
----------~----+-----+-----------------~x 
Figura 14 
Trajetória do sistema (4.1) no espaço (x,t) 
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A função p(x,t) ê igual a zero em todo ponto do eixo t 
diferente de Ma. Quando {t,x) a!'roxima-se do ponto Ma tem -se 
que: 
(i) Se (t,x) + M no dominio central 
a 
lim p(x,t) = 
(t,x)-+Ma. 
lim f(z0 (t) +x,t) -f(z0 (t), ti =0 ; 
(t,x) -+M 
a 
(ii) Se (t,x) + M no domínio angular inferior 
a 
lim p(x,t) = ç ; 
(t,x) +M 
a 
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(iii) Se (t,x) -+ r1 no domínio ang.ular superior 
a 
lim p(x,t) = - ~; 
(t,x)-+M 
a 
t 
+ X X ~~----~--~~----------
Figura 15 
t = t 
a 
X 
Construção geométrica das condiçÕes de descontinuidade 
6Q) Daremos agora urna interpretação geométrica para as ccnCições 
de descontinuidade. 
Seja x(t) uma trajetória do sistema nao linear (4.15) tal 
que: 
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(i) x(t) está coneida numa vizinhança pequena da origem; 
{ii) x(t) intercepta o domínio angular inferior junto ao plano 
t ~ t . 
a ' 
(iii) a direção de x(t) é ligeiramente vertical. 
Seja <-s,x1) o JXJ!lto em que x(t) entra. no dominio angular infe-
rior. Denotemos por 
ria x(t) e o plano 
+ 
X o ponto de intersecção entre a trajet~ 
t = t . Consideremos agora a reta paralela 
a 
ao eixo t passando pelo ponto Ct1 ,x1). Ao ponto de inters·ecção 
desta reta com o plano t ~ t 
a 
chamaremos de X 
Partindo desta construção obteremos as condições de des-
continuidade (4.7). 
Trocaremos agora a equaçao da superficie de descontinuida 
de P = O pela equaçao do plano tangente, ou seja 
a 
+ Í"Paj- (t-t ) ~o l · at a 
De acordo com (4.16) temos 
t3P J 
L a: M e 
a 
Substituindo-se na equaçao do plano tangente obtém-se 
-> 
[dFaJ-dt _ M 
a 
t 
lct -l-' F 
- 1 __Q ct - t ) 
_ dt _ a 
~-(t-t) 
a 
=> h- X = ta. - t . 
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Para uma maior precisão consideremos a declividade da tra 
jetõria no dorninio angular igual a~- Assim 
onde t 1 é o valor de t para o qual a trajetóriq. entra no dominio 
angular, isto e, quando x = x . 
Portanto 
(4.17) + X - X 
t 
= /;h X 
3. TRANSFORMAÇÃO DE LIAPUNOV 
Aplicaremos a transformação de Liapunov 
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(4 .18) -tA = X(t)e , X = L (t) . y 
' 
L ( t) 
a aproximação linear do sistema. Aqui L e a matriz transforma 
çao, X(t) a matriz fundamental da aproximação linear (4.5}+(4.7), 
. 
U a matriz constante encontrada em (4.8) e y uma coluna com-
posta por novas variáveis y 1 . 
Se Y(t} denota a matriz fundamental de (4.5)+(4.7) trans 
formado para variáveis y 1 , então por (4.18) 
X (t) = L(t) .Y(t) 
>X (t) = X(t) .e-tA.Y(t) 
> y (t) tA = e 
Como X = L(t)•y vem que 
. (4.19) y = Ay. 
As trajetórias da aproximação linear (4.5)+(4.7) transfor 
mac1.õ~s para variáveis y 1 são continuas, logo no espaço y,t não 
existem as condições de descontinuidade. A definição de trans-
formação de Liapunov ê dada para o caso em que as matrizes L(t) 
e dL(t) são continuas. Aqui dt L{_t) é descontínua e uma defini -
ção análoga de transformação de Liapunov pode ser dada trocando-se 
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a derivada dL dt (t) pêla derivada generalizada de L ( t) . 
onde 
A matriz L(t) é descontínua em t =t pois L(t) =X{t)e-tA 
a 
X(t} é descontínua em 
De acordo com ('4.9) 
t = t 
a 
X+ -= sx. para t = t ' a portanto 
+ -tA - -tA -
= X e = SX e = SL . 
Aplicando a mesma transformação de Liapunov ao sistema 
nao linear original X = p(x~t) obtém-se 
dL y d t + L (t) ~= dt p(L(t).y,t) 
ou seja 
(4.20) y = q(y,t) 
onde dL dt y • 
As superfícies Pa(x,t) sao transformadas nas superfícies 
Qa(y,t) = O onde Qa(y,t) = Pa(Ly,t). 
planos 
As superfícies Pa(x,t) na linha de intersecção com os 
t = t tem "quebras" (descontinuidades de direção) en-
a 
quanto que as superfícies Q (y,t) = o 
a 
tem descontinuidades ao 
longo destas linhas de intersecção. Elas consistem de duas par-
tes continuas (t > ta e t < ta) que interceptam o plano t =ta 
ao longo de curvas diferentes passando pelo mesmo ponto t = t 
" 
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no eixo t (correspondente a M0 ). 
As trajetórias do sistema (4.15) sao continuas no espaço 
x,t enquanto que as trajetórias do sistema (4.20) são descontí 
nuas em t = t . Isto acontece ~ a matriz 
" 
L ( t) é desconti -
nua em t = ta. 
Para t = ta tem-se 
(4.21) + + X ~ L y ~ L y 
Assim a trajetória do movimento não perturbado coincide 
com o eixo t no espaço y,t exatamente como no espaço x,t. 
As trajetórias do movimento perturbado, no espaço y,t,tem 
uma "quebra" nas superficies e são ainda descontinuas Q ~ o 
a 
nos planos t = t . Estas descontinuidades são definidas pelas 
" 
fórmulas (4.21). 
As trajetórias da aproximação linear sao continuas e de-
terminadas pelo sistema de equaçoes diferenciais lineares (4.19). 
Assim como e espaço x, t , o espaço y, t é separado pelas su-
perfícies 
angulares. 
Q ~ o 
a 
e os planos 
4. PROVA DOS TEOREMAS 
t = ta em dominios centrais e 
TEOREMA 4.1. Seja a solução nula da aproximação linear 
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assintoticamente estável. Pelo teorema 0.21 vem que a solução 
y = O do sistema (4.19) é assintoticamente estável e portanto 
todos os autovalores da matriz A tem parte real negativa. 
Pelo teorema 0.22 existe uma forma quadrática V(y,y) po-
sitiva definida tal que sua derivada (~~) 0 de acordo com o 
sistema ( 4. 19) é nega ti v a definida, ou seja 
V(y,y) > O (dV)o < O para y ~ O dt ,. . 
Vamos analisar a mudança dos valores de V(y,y) junto as 
trajetórias descontínuas do sistema não linear (4.20). As traj~ 
tórias passam pelo domínio central e angular e tem descontinui-
dades nos planos t = t~. 
Mostraremos que a função V ao longo das trajetórias de-
crescerá no domínio central e daremos uma estimativa deste de-
crescimento. O valor de V poderá crescer no dominio angular, 
mas este crescimento será cancelado por saltos na função V du-
rante a passagem pelo plano t ~ t . a 
No dominio central o sistema não linear (4.20) tem o sis-
tema (4.19) como sua aproximação linear. Consequentemente, no 
dominio central 
2 
q ~ Ay + Blyl 
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onde elyl 2 e uma sóma de termos cuja ordem com respeito a y 
-e maior ou igual a dois. 
Então 
(4.22) 
onde as derivadas e sao de acordo com os siste-
mas {4.20) e (4.19) respectivamente. O termo ! (dV)o ê uma fun 
v dt 
çao homogênea e continua que toma valores ne~ativos e tem 
máximo negativo 2 -~ . 
o segundo termo, l e IY 1
3 
vai quando tende v a zero y 
zero, 
(4.23) 
Logo 
(4.24) 
assim para 2 ~l < 
l (dV)oo < 
v dt 
2 
~ 
2 
- ~ l 
e 
2 -~ (t-t*) 
v < V*e 1 
y suficientemente pequeno 
um 
a 
onde V e V* são os valores de V nos instantes t e t* (t* < 
<t) em que os pontos da trajetória estão num dado dominio cen-
tral. A fórmula (4.24) define a velocidade do decrescimento da 
função V ao longo da trajetória no domínio central. 
A função q tem limites finitos quando (y' t) 
no dominio angular, mais precisamente 
1im q(y,t) = (L_)_ 1 i; 
(y,t)+(O,t ) 
CL 
quando (y,t) ~ (O,t ) no domínio angular inferior e 
a 
lim q(y,t) = -(L+)-1 i; 
(y,t)+(O,t ) 
CL 
quando (y,t) + (O,t ) no dorninio angular superior. 
CL 
Consequentemente no domínio angular 
1 
IV 
1 
IV 
" av 
" - q k ayk k 
= 
1 
IV 
e para y suficientemente pequeno tem-se 
l_l dV I < 2K • fi dt 
Assim l/V - IV' I <Kit- t'l onde V e V' 
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_,. (0 't ) 
a 
-sao os va 
lares de v nos instantes t e t' (t' < t) contidos no mesmo 
domínio angular, respectivamente. 
Como I t - t' I é urna quantidade de pelo menos primeira or-
dem em y vem que 
~ l + lv-R 
IV' 
< 1 + K lt- t' I 
/V' 
lll 
é também limitada para y suficientemente pequeno, i.é., exis-
te N tal que 
(4.25) V < NV' 
Logo o coeficiente de crescimento de V no domínio angu-
lar é finito. Como o numero de domúios angulares essencialmente 
diferentes é finito, podemos escolher o mesmo N para todos os 
domínios angulares. 
Mostraremos agora que a variação de V no domínio angu-
lar ê cancelada pelo correspondente salto 
+ + - -V(y ,y ) -V(y ,y ) 
Consideremos a trajetória que intercepta o domínio angular in-
ferior e que transforma os pontos (x1 ,t1 ) e (y1 ,t1 ) das super-
fícies de descontinuidade (nos espaços x,t e y,t respectiv~ 
mente) nos pontos (x,t) e (y,t ) no plano t =ta (figura 16}. 
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t 
0 --1------------''J X -4~-------------)y 
Figura 16 
Trajetórias dos sistemas (4.15) e (4.20) que transformam 
Representaremos as equações das superflcies 
forma resolvida com respeito a t 
(4.26) t a - t 
-t 
= h X 
P (x,t) 
a 
na 
Como lim p(x,t} = ~ quando x ~ O no domínio angular 
inferior vem que 
t 
= j a pdt = 
tl 
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ou seja 
Logo 
(4.27) 
Por outro lado 
(4.28) 
Observemos que x = L(t)y 
-1 y = L {t)x, onde as rnatri-e 
zes L (t) e L-l(t) tem coeficientes limitados. Assim as qUan-
tidades pequenas_em x serao infinitamente pequenas em y, de 
mesma ordem e reciprocamente. 
Assim elyl 2 e serao usadas para a variável y 
como foram para x 
Sabendo-se que L+ = SL por (4.21), (4.27) e (4.28) tem 
se que 
(4.29) + + 2 - I 12 L y = x = sx1 + 91 x I = SL y 1 + 9 x = 
Multiplicando a esquerda por (L+)-l. obtém-se 
(4.30) + 2 y = y 1 + eiYI , 
+ + 13 V(y ,y l =V(y1 ,y1 l +e IY 
e assim para y suficientemente pequeno 
( 4. 31) e-n < 
+ + 
v (y 'y ) 
V(yl,yl) 
= 1 + l 
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onde n é um número positivo tão pequeno quanto desejado. Assim 
o crescimento de v no domínio angular e cancelado por um sal-
to da furição V na passagem pelo plano t - t - a· 
Seja T = min ( t +l - t ) e a a a 
r < ~l < p. Tornemos 
r um número positivo arbitrá 
2 2 
n < 1/2(111 - r )T. Escolhere-rio tal que 
mos s > O tão pequeno de forma que as desigualdades (4.24)' 
(4.25) e (4.31) sejam satisfeitas dentro do cilindro V= E e 
~t < 
onde ót é a variação do tempo em qualquer domínio angular co~ 
tido no cilindro v = E. Tal escolha de E é possível pois o nú 
mero de domínios centrais e angulares sujeitos a análise e fi-
nito em vista da periodicidade e da propriedade 7~) dada no ini 
cio deste capitulo. 
vamos examinar a sequência de tempos . t~ = 1/2 (ta.+ ta.+l). 
Os correspondentes planos t = t* náo interceptam os dom1nios a 
angulares no interior do cilindro V= E. Isto pela determinação 
de t* e pela condição ót < 
a 
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Seja ó = E/N .Tomemos o ponto inicial da trajetória,para 
t =ti ,no interior do cilindro V.= O. Este ponto pertence ao 
dominio central. Com t variando no intervalo [ ti , t2 
a função V começa decrescendo ao longo da trajetória, depois 
ela cresce e -seu crescimento e cancelado por um salto e em se-
guida ela decresce novamente. Como o coeficiente de crescimento 
de V no dominio angular não excede N a trajetória permanece 
no interior do cilindro V = e no intervalo ti ~ t ~ ti . 
Fazendo 
teremos 
2 -~ (T - ót) 
< v e 1 .en < 
- l 
Como 
2 
-r m 
v e " 
l 
a trajetória es-
tã novamente no interior do cilindro V= O. Assim é possível 
repetir o que fizemos acima para o próximo segmento da trajetõ-
ria (t~ ~ t ~ tj). 
Conclui-se então que qualquer trajetória do Sistema nao 
linear com condição inicial (para t = ti) no interior do cilindro 
V = O permanecerá no cilindro V = E para todo t e 
Assim 
lim v a 
a -+ +oo 
ou seja lim v a 
C1 -+ +oo 
2 
-(a-l)r T 
< v1e 
2 
lim -(a-l)r T v 1e < O. -+ +oo 
~ o . 
~ o 
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Como a desigualdade V<NV vale no intervalo t* < t< t* 1 tem-se que a o.-- a+ 
lim V(y(t), y(t)) =O. Assim a solução nula do sistema não li-
t+ + 00 
near. Y = q (y, t) é assintoticamente estável. Pelo teorema (O. 21) 
tem-se que a solução nula do sistema não linear X =p(x, t) e também 
assintoticamente estável. Portanto a solução periódica z = z
0 
(t) 
. 
do sistema original z = f(z,t) é assintoticamente estável. • 
TEOREMA 4.2. Se pelo menos urna das raizes da equaçao caracteris 
tica da aproximação linear do sistema, em valor absoluto é maior 
que um tem-se que pelo menos uma das raizes da equação caracte-
rlstica da matriz A tem parte real posi tivao (Aqui A = ~ Q.n U) . 
Assim existe urna forma quadrática V(y,y) que toma valor P9. 
sitivo num certo y
0 
e tem a derivada tomada de acordo com o 
sistema (4.19) positiva definida 
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v = V(y ,y } > O ' (dv)o > O 
o o o dt 
Seja min l (dV) o v dt (V > V0 }. Em qualquer domínio cen 
tral, ao longo de um segmento da trajetória onde V ~ v0 , para 
y suficientemente pequeno têm-se 
( 4. 33) 
onde K1 < K 
sistema (4.20). 
e (dV)oo e a derivada de V de acordo dt 
com o 
Novamente seja T = rnin (t +1 - t ) e a a a O < 8 < K~. Esco-
!hemos um c > o tão pequeno tal que as desigualdades (4.31) e 
(4.33) sejam satisfeitas no cilindro v = € e LI t < 
T(K2 - S} 1 
---''--,2,---, 
2K 1 
(ót = variação do tempo em qualquer domínio angular contido no 
cilindro). Mais ainda, seja e> O tal que a desigualdade 
n < 1/2 T(Ki - 8) seja válida no interior de V= e. 
Assim 
Esta desigualdade é válida se a trajetória está no inte-
rior do cilindro V= E para t~ < t < t;. Assim e 
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pode-se repetir o processo para o segundo segmento da trajetó-
ria, etc. Num certo instante a trajetória sairâ do cilindro 
v = E. pois os valores de V crescem mais rapidamente a 
termos de uma progressão geométrica com razão q = eBt 
Assim a solução periódica 
o 
z = z (t) do sistema 
instável e a prova do teorema está completa. • 
que os 
> l. 
(O .lI e 
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