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Abstract 
Sharing IP blocks in today’s competitive market poses significant high security risks. Creators and owners of IP 
designs want assurances that their content will not be illegally redistributed by consumers, and consumers want 
assurances that the content they buy is legitimate. To protect a digital product, one of the ways is to embed an author’s 
signature into the object in the form of minute errors. However, this technique is directly not applicable to protect 
intellectual properties such as solution of hard problems which must maintain the correct functionality. In this paper 
we propose a constrained-based watermarking technique and lay out a theoretical framework to evaluate 
watermarking techniques for intellectual property protection (IPP). Based on this framework, we analyze a 
watermarking technique for the graph coloring problem. Since credibility and overhead are the most important criteria 
for any efficient watermarking technique, we derive formulae that illustrate the trade-off between credibility and 
overhead. 
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1. Introduction 
      Graph coloring serves as a model for conflict resolution in problems of the following type. Suppose 
that in a set V certain pairs of elements are in-compatible. The problem is to find a partition of V into a 
minimal number of subsets of mutually compatible elements[1,9]. The situation is described by a graph G 
= (V, E) with vertex set V and edge set E formed by all pairs of incompatible elements. Partitioning of V 
into k subsets is equivalent to coloring the vertices of G with k colors[2, 3]. The problem of determining 
the chromatic number is NP-complete. Therefore, no polynomial time algorithm is known for (G).  
 
      Digital system designs are the product of valuable effort and knowhow. Their embodiments, from 
software and HDL program down to device-level netlist and mask data, represent carefully guarded 
intellectual property (IP). Hence, design methodologies based on IP reuse require new mechanisms to 
protect the rights of IP producers and owners. For a computing system to be trusted, it is equally important 
to verify that the system performs no more and no less functionalities than desired. Traditional testing and 
verification methods are developed to validate whether the system meets all the requirements. They cannot 
detect the existence or show the nonexistence of the unknown undesired functionalities. There are three 
main stages in the watermarking process: (i) generation and embedding, (ii) attacks (iii) 
retrieval/detection. 
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      Protecting software from piracy is one of the most crucial issues in computer science[8]. The time-to-
market pressure drives intellectual property (IP) into the center of several trends sweeping through today’s 
electronic design automation (EDA) and application specific integrated circuits (ASIC) industries. The 
requirement for the exchange of IP in the design of system-on-chip is well documented. As the price of 
hardware drops and the price of licensed software goes up, piracy becomes more lucrative. From the IP 
providers’ point of view, there is an urgent need for protection technique(s) to recoup huge R&D 
investments on their IP and to keep profits beyond the reach of pirates. 
Watermarking or data hiding is designed to meet this demand[9]. Basically, watermarking intentionally 
embeds digital information into the software for purposes such as identification and copyright. Such 
information could be the author’s name, company name or other messages highly related to the owner 
and/or the legal users of the software[5]. If necessary, this information can be used in court to prove the 
authorship of the software or the legal users entitled to distribute copies. 
 
      In this paper, we discuss a watermarking technique for the graph coloring problem as examples. The 
technique selects one (or more) independent set(s) from the original graph and marks each set with exactly 
one color. The selected independent set(s) with a particular of its vertices is the watermark. We can 
retrieve the binary string from the watermark by reconstructing the independent set(s) in the specific 
order. 
 
2. Basic Terminology 
      All the definitions given in this section are mostly standard and may be found in several books on 
graph theory.  
 
2.1 Watermark 
      Watermarking is defined as the practice of altering a work to embed a message about that work. 
Embedding a digital signal (audio, video or image) with information which cannot be removed easily is 
called digital watermarking. Digital watermarking is used to protect, identify and track the digital media.  
 
2.2 Vertex Coloring 
      A vertex coloring of a graph G is a mapping c : V (G) ĺ S. The elements of S are called colors; the 
vertices of one color form a color class. If |S| = k, we say that c is a k-coloring (often we use S = {1, ... , 
k}). A coloring is proper if adjacent vertices have different colors. A graph is k-colorable if it has a proper 
k-coloring. The chromatic number Ȥ(G) is the least k such that G is k-colorable. Obviously, Ȥ(G) exists as 
assigning distinct colors to vertices yields a proper W(G) I-coloring. An optimal coloring of G is a Ȥ( G)-
coloring. A graph G is k-chromatic if Ȥ( G) = k. Obviously, the complete graph K, requires n colors, so 
Ȥ(Kn) = n.  
 
2.3 Degree Sequence Matrix 
      A degree sequence matrix (DSM) is a matrix of graph G consisting of all adjacent-nodes and degree-
sum corresponding to each nodes. The degree-sum is total degree of adjacent nodes corresponding to each 
node of the graph G.  
 
3. Generation and Embedding of Watermarking 
      Generation of watermarks is an important stage of the process. Watermarks contain information that 
must be unique otherwise the owner cannot be uniquely identified. In embedding, an algorithm accepts the 
host and the data to be embedded and produces a watermarked signal. Various algorithms have been 
developed so far. The watermarked signal is then transmitted or stored, usually transmitted to another 
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person. If this person makes a modification, this is called an attack. There are many possible attacks. The 
detection is an algorithm which is applied to the attacked signal to attempt to extract the watermark from 
it. If the signal was not modified during transmission, then the watermark is still present and it can be 
extracted. 
 
 
4. Basic Types of Watermarking 
      The different approaches to digital watermarking tend to cluster into a few basic types within the text 
and graphics categories. Since we cannot describe all the methods here, we will look generally at families 
of techniques. There are mainly three types of watermarking, these are, 
x Visible watermarking  
x Invisible watermarking  
x Dual watermarking  
 
4.1 Visible Watermarking: In visible watermarking of images, a secondary image (the watermark) is 
embedded in a primary image such that watermark is intentionally perceptible to a human observer. 
 
4.1.1 Desired Characteristics 
x A visible watermark should be obvious in both color and monochrome images.  
x The watermark should spread in a large or important area of the host image in order to prevent its 
deletion by clipping.  
x The watermark should be visible yet must not significantly obscure the image details beneath it.  
x The watermark must be difficult to remove. Rather removing a watermark should be more costly 
and labor intensive than purchasing the image from the owner.  
x The watermark should be applied automatically with little human intervention and labor.  
 
4.2 Invisible Watermarking: In invisible watermarking the embedded data is not perceptible, but may be 
extracted by a computer program. 
4.2.1 Desired Characteristics 
x The invisible watermark should neither be noticeable to the viewer nor should degrade the 
quality of the content  
x An invisible watermark must be robust to common signal distortions and must be resistant to 
various intentional tampering solely intended to remove the watermark.  
x Retrieval of watermark should unambiguously identify the owner.  
Figure 1: Basic Block Diagram of Watermarking
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x While watermarking high quality images and art works the amount of pixel modification should 
be minimum.  
x Insertion of watermark should require little human intervention or labor  
 
4.3 Dual Watermarking: The dual watermark is a combination of a visible watermark and an invisible 
watermark. A visible watermark is first inserted in the host image and then an invisible watermark is 
added to the already visible-watermarked image. The final watermarked image is the dual watermarked 
image. 
5. Techniques of Watermarking 
      There are two major techniques of watermarking:  
x Spatial domain: slightly modifies the pixels of one or two randomly selected subsets of an image.  
x Frequency domain: this technique is also called transform domain. Values of certain frequencies 
are altered from their original.  
Lemma 1: 
For almost all random graph Gn,p , the first MIS constructed by this technique is of size logb n, where b 
. 
To get a credibility watermark, we have to add  edges, here we only need to select one MIS 
intentionally [6]. 
Theorem 1: 
Given a random graph Gn,p , let  be the event that events that this MIS is chosen randomly, then 
. Furthermore, this introduces at most 1-color-overhead[6]. 
How much information have we embedded in this MIS? By selecting one vertex from an n-vertex graph, 
we can embed  bits. From Lemma 1, at most log2 n logb n bits of information could be embedded 
into the MIS. To embed long messages, we have to construct more MISes, which may result in huge 
overhead. 
 
Lemma 2: 
Given a random graph Gn,p , select k(n) MISes, assigning one color to each MIS and color rest of the 
graph, then the overhead is at most k(n) and on average at least   [6]. 
Theorem 2: 
Given a random graph Gn,p , select one MIS as, let  be the event that this MIS is chosen randomly[6, 7]. 
Also for the same original graph Gn,p , add k(n) edges, let  be the event that these edges are added 
randomly. We have 
, for all . 
 
Theorem 3: If a graph G is K-critical then d  K-1 where d is the minimum degree node of G.  
Proof:  Let d < K - 1 and there be a single vertex v of degree d in G. Thus (G-v) is (K – l)-critical. Thus 
we can partition the vertices of G-v into (K – 1) sets of nodes where no two vertices are adjacent in each 
partition. Obviously, v is non-adjacent to at least one of the partitions so with v we have a K - 1 coloring 
of the original graph G, which is a contradiction.  
 
Theorem 4: Every K-chromatic graph has at least K vertices of degree at least K - 1.  
Proof: Let G be a K-chromatic graph. The K-critical subgraph of the graph G has all nodes of at least K – 
1 degree. Since for a (K – 1)-chromatic graph G must have K vertices the proof is obvious.  
 
Theorem 5: For any graph G, ,  where D is the maximum degree node. 
Proof: Let G be a complete graph, so C = D + 1, where C is the smallest integer for which graph G is 
colored and this integer is called the chromatic number. 
6. Proposed Algorithm 
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Step 1: Generate random graph G(n, p) of n nodes of edges with independent probability . 
 
Step 2: Enter message M as input in binary form. 
 
Step 3: Generate Degree Sequence Matrix (DSM) of the current-graph. Compute summation of degree of 
all the             adjacent nodes corresponding to each nodes and store in DSM.  
 
Step 4: Identify a node  corresponding to highest degree-sum of DSM  
 
Step 5: Compute the length of message based on the formula  bits of M, where  is the node 
             corresponding to highest degree-sum of DSM current-graph. 
 
Step 6: Remove node  and all the neighbors of it from current-graph and store cut vertices in Maximal 
            Independent Set (MIS). 
 
Step 5: Modify current-graph removing vertex  and its neighbors and reorder vertices in the newly 
generated              current-graph. 
 
Step 6: Continue process from step 3 to step 5 till M is not empty. 
 
Step 7: Exit. 
 
7. Recovering of Signature 
The selected MIS with a particular order of vertices is the watermark. We can retrieve a binary string from 
this watermark by reconstructing the MIS in the specific order. The message M is encrypted in the MIS 
sets generated by the algorithm mentioned in section 6. 
The sequence of selected MIS determines the credibility. For a particular graph, the same vertex may be 
involved in any of the following MISes of the graph G. The order of the vertices in the MIS also plays a 
very important role[4]. For a given MIS of size k, selecting these k vertices in different orders delivers 
different messages. However, it is unlikely to get the same MIS from different messages after encryption. 
If we order the MIS in a particular sequence by the indices, following the same watermarking scheme, the 
hidden binary string will be changed. 
 
8. Experimental Result of Proposed Algorithm 
Some Preliminary tests with different graphs with different nodes have been carried out to find out the 
execution time of the algorithms. The comparative study of execution time for existing algorithm[6] and 
new algorithm has been done here. The comparative data is given hereunder in the table-1. The Hardware 
used to carry out this experiment is Pentium IV computer and 1 GB, DDR2 RAM. The program is written 
in ‘C’ programming language and Turbo ‘C’ compiler is used for compilation and execution purpose. The 
maximum storage requirement of this algorithm is proportional to n2. 
Table 1. Execution time of Existing and New algorithms 
 
No. of  Node No. of Edge          Execution Time of Algorithm * 100 (in Second) 
Existing Algorithm New Algorithm
10 42 35.80 35.72 
15 72 100.55 98.76 
20 97 233.67 224.32 
25 78 430.65 424.31 
30 30 578.44 559.22 
35 121 1276.45 1229.57 
40 66 987.43 971.89 
9. Conclusion 
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Most of the watermarking techniques having lack of formal analysis and the effectiveness is solely relies 
on the experiments. In this paper, we build the first theoretical framework for analyzing watermarking 
techniques. We propose a technique for watermarking the graph coloring problem, which are probably 
capable to provide high credibility and low overhead for large graphs. Asymptotic formulae are given on 
the amount of information that can be embedded into the graph without too much overhead as well as the 
amount of information that should be embedded to provide high credibility. With the same amount of run-
time as that for the original graphs, for almost all instances, we obtain the optimal solution with no 
overhead. The algorithm described in this paper has the same time and space complexity comparing to the 
existing algorithms. The minor improvement has been observed in execution time of the proposed 
algorithm comparing to the existing Algorithm. The time complexity of the new algorithm is )( 2nO in 
worst case situation. The memory space required to execute the program of the new algorithm is 
also  2n , maximum, where n is the number of vertices or nodes of the graph G. 
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