Abstract We propose a method to reduce the sizes of SDP relaxation problems for a given polynomial optimization problem (POP). This method is an extension of the elimination method for a sparse SOS polynomial in [8] and exploits sparsity of polynomials involved in a given POP. In addition, we show that this method is a partial application of a facial reduction algorithm, which generates a smaller SDP problem with an interior feasible solution. In general, SDP relaxation problems for POPs often become highly degenerate because of a lack of interior feasible solutions. As a result, the resulting SDP relaxation problems obtained by this method may have an interior feasible solution, and one may be able to solve the SDP relaxation problems effectively. Numerical results in this paper show that the resulting SDP relaxation problems obtained by this method can be solved fast and accurately.
Introduction
The problem of detecting whether a given polynomial is globally nonnegative or not, appears in various fields in science and engineering. For such problems, Parrilo [11] proposed an approach via semidefinite programming (SDP) and sums of squares (SOS) of polynomials. Indeed, he replaced the problem by another problem of detecting whether a given polynomial can be represented as an SOS polynomial or not. If the answer is yes, then the global nonnegativity of the polynomial is guaranteed. It is known in Powers and Wörmann [13] that the latter problem can be converted as an SDP problem equivalently. Therefore, one can solve the latter problem by using existing SDP solvers, such as SeDuMi [18] , SDPA [5] , SDPT3 [19] and CSDP [1] . However, in the case where the given polynomial is large-scale, i.e., the polynomial has a lot of variables and/or higher degree, the resulting SDP problem becomes too large-scale to be handled by the state of the arts computing technology, practically.
To recover this difficulty, for a sparse polynomial, i.e., a polynomial which has few monomials, Kojima et al. in [8] proposed an effective method for reducing the size of the resulting SDP problem by exploiting the sparsity of the given polynomial. Following [23] , we call the method the elimination method for a sparse SOS polynomial (EMSSOSP).
In this paper, we deal with the problem to detect whether a given polynomial is nonnegative over a given semialgebraic set or not. More precisely, for given polynomials f, f 1 , . . . , f m , the problem is to detect whether f is nonnegative over the set D := {x ∈ R n | f 1 (x) ≥ 0, . . . , f m (x) ≥ 0} or not. For this problem, we apply a similar argument in Parrilo [11] . Then we obtain the following problem:
σ j is an SOS polynomial for j = 1, . . . , m.
(1.1) every finite set A, #(A) denotes the number of elements in A. We define A + B = {a + b | a ∈ A, b ∈ B} for A, B ⊆ R n . We remark that A+B = ∅ when either A or B is empty. For A ⊆ R n and α ∈ R, αA denotes the set {αa | a ∈ A}. Let N n be the set of n-dimensional nonnegative integer vectors. We define N n r := {α ∈ N n | ∑ n i=1 α i ≤ r}. Let R[x] be the set of polynomials with n-dimensional real vector x. For every α ∈ N n , x α denotes the monomial x α 1 1 · · · x αn n . For f ∈ R[x], let F be the set of exponents α of monomials x α whose coefficients f α are nonzero. Then we can write f (x) = ∑ α∈F f α x α . We call F the support of f . The degree deg(f ) of f is the maximum value of |α| := ∑ n i=1 α i over the support F . For G ⊆ N n , R G [x] denotes the set of polynomials whose supports are contained in G. In particular, R r [x] is the set of polynomials with the degree up to r.
On Our Problem and Exploiting the Sparsity of Given Polynomials
f, f 1 , . . . , f m
Our problem
In this subsection, we discuss how to convert (1.1) into an SDP problem. For a finite set G ⊆ N n , let Σ G be the set of SOS polynomials whose supports are contained in G. In particular, we denote Σ r if G = N In this case, (1.1) also has a solution, and thus f is nonnegative over the set D.
We assume that σ j ∈ Σ G j in any SOS representations of f with f 1 , . . . , f m . Then we can obtain the following SOS problem from (2.1):
Note that SOS problem (2.2) is equivalent to SOS problem (2.1) by the assumption. Let F and F j be the support of f and f j , respectively. Without loss of generality, we
2) does not have any solutions.
To reformulate (2.2) into an SDP problem, we use the following lemma: We apply Lemma 2.1 to σ j in (2.2). Then we can reformulate (2.2) into the following
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problem:
for all j = 1, . . . , m,
where u(x, G j ) be the column vector consisting of all monomials x α (α ∈ G j ). We define the matrices E j,α ∈ S #(G j ) for all α ∈ ∪ m j=1 (F j + G j + G j ) and for all j = 1, . . . , m as follows:
Comparing the coefficients in both sides of the identity in (2.3), we obtain the following SDP:
We observe from (2. 
Assume that f has an SOS representation with f 1 , . . . , f m and G 1 , . . . , G m as follows: 
Then, f has an SOS representation with f 1 , . . . , f m and
We postpone a proof of Lemma 2.3 until Appendix A. Remark 2. 4 We have the following remarks on Lemma 2.3.
1. If f is not sparse, i.e., f has a lot of monomials with nonzero coefficient, then the set
T j ) may be empty. In this case, we do not have any candidates δ for (2.6). In addition, if f 1 , . . . , f m are sparse, then coefficients to be checked in (2.6) may be few in number, and thus we can expect that there exists δ such that J(δ) and B j (δ) satisfy (2.6). 2. Lemma 2.3 is an extension to Corollary 3.2 in Kojima et al. [8] and (2) of Proposition 3.7 in Choi et al. [4] . In fact, the authors deal with the case where m = 1 and f 1 = 1 in these papers. In that case, we have F 1 = {0} and the coefficient (f 1 ) 0 of a constant term in f is 1.
We give an example of notation J(δ), B j (δ) and
We consider the case where we have
In this case, we can choose δ ∈ {0, 4}. If we choose δ = 4, then J(δ) = {1, 3} and we obtain B 1 (δ) = {2}, B 2 (δ) = ∅ and B 3 (δ) = {1}. Moreover, J(δ) and (B 1 (δ), B 2 (δ), B 3 (δ)) satisfy (2.6). Lemma 2.3 implies that if f has an SOS representation with f j and G j , then f also has an SOS representation with
3. An Extension of EMSSOSP For given polynomials f, f 1 , . . . , f m and a positive integer r ≥r, we set r j = r−⌈deg(f j )/2⌉ for all j. We assume that f can be represented as follows:
for some σ j ∈ Σ r j . We remark that the support of σ j is contained in N n 2r j . By applying Lemma 2.3 repeatedly, our method may remove unnecessary monomials of σ j in (3.1) for all SOS representations of f with f 1 , . . . , f m and G 1 , . . . , G m before deciding all coefficients of σ j . We give the detail of our method in Algorithm 3.1. Algorithm 3.1 (The elimination method for a sparse SOS representation with For
Definition 3.2
We define a function P : 2 X × 2 X → {true, false} as follows:
The following theorem guarantees that EEM always returns the smallest set (G * 
Then we have r 1 = 2, r 2 = r 3 = 1. We consider the following SOS problem: Table 1 shows δ, J(δ), B j (δ) and T j in Example 3.4 in the ith iteration of EEM for the identity of (3.2).
For 
j ) is empty, EEM stops and returns G * = (∅, {0}, ∅). Then by using G * , from SOS problem (3.2), we obtain the following Linear Programming (LP):
Because this LP has the solution λ 2 = 1, SOS problem (3.2) has a solution ( 
Numerical Results for Some POPs
In this section, we present the numerical performance of EEM for Lasserre's and sparse SDP relaxations for Polynomial Optimization Problems (POPs) in [6] and randomly generated POPs with a sparse structure. To this end, we explain how to apply EEM to SDP relaxations for POPs. For given polynomials f , f 1 , . . . , f m , POP is formulated as follows:
We can reformulate POP (4.1) into the following problem:
Here D is the feasible region of POP (4.1). We choose an integer r with r ≥r. For (4.2) and r, we consider the following SOS problem:
where we define r j = r − ⌈deg(f j )/2⌉ for all j = 1, . . . , m and r 0 = r. If we find a feasible solution (ρ, σ 0 , σ 1 , . . . , σ m ) of (4.3), then ρ is a lower bound of optimal value of (4.1), clearly. It follows that ρ * r+1 ≥ ρ * r for all r ≥r because we have Σ k ⊆ Σ k+1 for all k ∈ N. We apply EEM to the identity in (4.3). Then, we can regard f (x) − ρ in (4.3) as a polynomial with variable x. It should be noted that the support F of f (x) − ρ always contains 0 because −ρ is regarded as a constant term in the identity in (4.3). Moreover, let f 0 (x) = 1 for all x ∈ R n . We replace σ 0 (x) by σ 0 (x)f 0 (x) in the identity in (4.3). Then we can apply EEM directly, so that we obtain finite sets G * 0 , G * 1 , . . . , G * m . We can construct an SDP problem by using G * 0 , G * 1 , . . . , G * m and applying a similar argument described in subsection 2.1.
It was proposed in [20] to construct a smaller SDP relaxation problem than Lasserre's SDP relaxation when a given POP has a special sparse structure called correlative sparsity. We call their method the WKKM sparse SDP relaxation for POPs in this paper. In the numerical experiments, we have tested EEM applied to both Lasserre's and the WKKM sparse SDP relaxations.
We use a computer with Intel (R) Xeon (R) 2.40 GHz cpus and 24GB memory, and Matlab R2009b and SeDuMi 1.21 with the default parameters to solve the resulting SDP relaxation problems. In particular, the default tolerance for stopping criterion of SeDuMi is 1.0e-9. We use SparsePOP [21] to make SDP relaxation problems. To see the quality of the approximate solution obtained by SeDuMi, we check DIMACS errors. If the six errors are sufficiently small, then the solution is regarded as an optimal solution. See [10] for the definitions.
To check whether the optimal value of an SDP relaxation problem is the exact optimal value of a given POP or not, we use the following two criteria ϵ obj and ϵ feas : Letx be a candidate of an optimal solution of the POP obtained by Lasserre's or the WKKM sparse SDP relaxation. See [20] for the way to obtainx. We define:
If ϵ feas = 0, thenx is feasible for the POP. In addition, if ϵ obj = 0, thenx is an optimal solution of the POP and f (x) is the optimal value of the POP. Some POPs in [6] are so badly scaled that the resulting SDP relaxation problems suffer severe numerical difficulty. We may obtain inaccurate values and solutions for such POPs. To avoid this difficulty, we apply a linear transformation to the variables in POP with finite lower and upper bounds on variables x i (i = 1, . . . , n). See [24] for the effect of such transformations.
Although EMSSOSP is designed for an unconstrained POP, we can apply it to POP (4.1) in such a way that it removes unnecessary monomials in σ 0 in (4.3). It is presented in subsection 6.3 of [20] that such application of EMSSOSP is effective for a large-scale POP. In this section, we also compare EEM with EMSSOSP. Table 2 shows notation used in the description of the numerical results in subsections 4.1 and 4.2. phase value returned by SDPA-GMP. If it is "pdOPT", then SDPA-GMP terminates normally. iter.
the number of iterations in SeDuMi
Numerical results for GLOBAL Library
In this numerical experiment, we solve some POPs in GLOBAL Library [6] . This library contains POPs which have polynomial equalities h(x) = 0. In this case, we divide h(x) = 0 into two polynomial inequalities h(x) ≥ 0 and −h(x) ≥ 0 and replace them by their polynomial inequalities in the original POP. We remark that in our tables, a POP whose initial is "B" is obtained by adding some lower and upper bounds. In addition, we do not apply the WKKM sparse SDP relaxation to POPs "Bex3 1 4", "st e01", "st e09" and "st e34" because their POPs do not have the sparse structure. Tables 3 and 4 show the numerical results for Lasserre's SDP relaxation [9] for some POPs in [6] . Tables 5 and 6 show the numerical results for the WKKM sparse SDP relaxation [20] for some POPs in [6] .
We observe the following.
• From Tables 4 and 6, the sizes of SDP relaxation problems obtained by EEM are the smallest of the three for all POPs. As a result, EEM spends the least cpu time to solve the resulting SDP problems except for Bst 07 on Table 3 and Bex 5 2 2 case2 on Table 5 . Tables 4 and 6 , for almost all POPs, DIMACS errors for SDP relaxation problems obtained by EEM are smaller than the other methods. This means that SeDuMi returns more accurate solutions for the resulting SDP relaxation problems by EEM.
• We cannot obtain optimal values and solutions for some POPs, e.g., Bex5 2 2 case1, 2, 3. In contrast, the optimal values and solutions for them are obtained in [20] . At a glance, it seems that the numerical result for some POPs may be worse than [20] . The reason is as follows: In [20] , the authors add some valid polynomial inequalities to POPs and apply Lasserre's or the WKKM sparse SDP relaxation, so that they obtain tighter lower bounds or the exact values. See Section 5.5 in [20] for the details. In the experiments of this section, however, we do not add such valid polynomial inequalities in order to observe the efficiency of EMSSOSP and EEM. 
Numerical results for randomly generated POP with a special structure
x C i and y C i denote the subvectors (x i , x i+1 , x i+2 ) and (y i , y i+1 , y i+2 ) of x, y ∈ R n , respectively. We consider the following POP:
, and P i ∈ S 6×6 is a symmetric positive semidefinite matrix. This POP has 2n variables and 5n − 2 polynomial inequalities.
In this subsection, we generate POP (4.4) randomly and apply the WKKM sparse SDP relaxation with relaxation order r = 2, 3. The SDP relaxation problems obtained by Lasserre's SDP relaxation are too large-scale to be handled for these problems. Tables 7 and 8 show the numerical results of the WKKM sparse SDP relaxation with relaxation order r = 2. To obtain more accurate values and solutions, we use SDPA-GMP [5] . Tables 11 and 12 show the numerical result by SDPA-GMP with tolerance ϵ = 1.0e-15 and precision 256. With this precision, SDPA-GMP calculate floating point numbers with approximately 77 significant digits. Tables 9 and 10 show the numerical results of the WKKM sparse SDP relaxation with relaxation order r = 3. Tables 13 and  14 show the numerical result by SDPA-GMP with the same tolerance and precision as above. In this case, we solve only 2n = 24 and 44 because otherwise the resulting SDP problems become too large-scale to be solved by SDPA-GMP. We observe the following.
• The sizes of the resulting SDP relaxation problems by EEM is again the smallest in the three methods. In particular, when we apply EEM and the WKKM sparse SDP relaxation with relaxation order r = 2, positive semidefinite constraints corresponding to the quadratic constraints in (4.2) are replaced by linear constraints in SDP relaxation problems. EEM removes all monomials except for the constant term in σ j ∈ Σ 1 because those monomials are redundant for all SOS representations of f . Then σ j ∈ Σ 1 for all j = 1, . . . , n can be replaced by σ j ∈ Σ 0 for all j = 1, . . . , n. This is equivalent to σ j ≥ 0 for all j = 1, . . . , n. Therefore, we obtain n linear constraints in the resulting SDP relaxation problems. • From Tables 11 and 12 , SDPA-GMP with precision 256 can solve all SDP relaxation problems accurately. In particular, SDPA-GMP solves SDP relaxation problems obtained by EEM more than 8 and 50 times faster than EMSSOSP and Orig., respectively.
• From Tables 7, 8 and 11, SeDuMi returns the optimal values of SDP relaxation problems obtained by EEM almost exactly as accurately as SDPA-GMP and more than 15 times faster than SDPA-GMP, while SeDuMi terminates before we obtain accurate solutions of SDP relaxation problems obtained by the other methods.
• From Table 10 , in SDP relaxation problems with relaxation order r = 3, DIMACS errors for SDP relaxation problems by EEM are the smallest in all methods. Moreover, from Tables 13 and 14 , the optimal values of SDP relaxation problems by EEM coincide the optimal values found by SDPA-GMP for 2n = 24 and 44. However, SeDuMi cannot obtain accurate solutions because these values are larger than the tolerance 1.0e-9 of SeDuMi.
An Application of EEM to Specific POPs
As we have seen in Section 3, we have a flexibility in choosing δ although EEM always returns the smallest set G * ∈ Γ(G 0 , P ). We focus on this flexibility and we prove the following two facts in this section: (i) if POP (4.1) satisfies a specific assumption, each optimal value of the SDP relaxation problem with relaxation order r >r is equal to that of the relaxation orderr. To prove this fact, we choose δ to be the largest element in
with the graded lexicographic order * .
(ii) We give an extension of Proposition 4 in [7] , where we choose δ to be the smallest element. * We define the graded lexicographic order α ⪰ β for α, β ∈ N n as follows: |α| > |β| or , |α| = |β| and α i > β i for the smallest index i with α i ̸ = β i .
First of all, we state (i) exactly. Let γ j be the largest element with the graded lexicographic order in F j . For γ ∈ N n , we define I(γ) = {k ∈ {0, 1, . . . , m} | γ k ≡ γ (mod 2)}. We impose the following assumption on polynomials in POP (4.1). 
We consider the following POP:
Then clearly, we have γ 1 = 0, γ 2 = 1, γ 3 = 2 and I(γ 1 ) = I(γ 3 ) = {1, 3}, I(γ 2 ) = {2}, and this POP satisfies Assumption 5.1. Therefore, it follows from Theorem 5.2 that the optimal value of each SDP relaxation problem with relaxation order r ≥ 1 is equal to the optimal value of the SDP relaxation problem with relaxation order 1. We give the SOS problem with relaxation order 1:
Furthermore, we can apply EEM to the identity to reduce the size of the SOS problem above. Then the obtained SOS problem is equivalent to LP as follows:
Clearly, the optimal value of this LP is 0, and thus the optimal value of the SDP relaxation problem with arbitrary relaxation order is 0. This POP is dealt with in [25] and it is shown by using positive semidefiniteness in SDP relaxation problems that the optimal values of all SDP relaxation problems are 0. In [22] , it is shown that the approach is FRA and this fact is a motivation to show a relationship between EEM and FRA. We give the details in Section 6.
Then clearly, we have the same γ j and I(γ j ) as in Example 5.3. This POP also satisfies Assumption 5.1. We solve SDP relaxation problem with relaxation order r = 1. Then we obtain the following SOS problem with relaxation order r = 1:
Applying EEM to the identity, we obtain the following LP problem:
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From this result, the optimal value of the SDP relaxation problem with arbitrary relaxation order is −2, which is equal to the optimal value of the POP.
Next, we show (ii). Consider an SOS representation of f with
In particular, we have r 0 = r because f 0 = 1. Let ϵ j be the smallest element in the graded lexicographic order in F j for j = 0, 1, . . . , m. For f, f 0 , f 1 , . . . , f m , we impose the following condition: Assumption 5.5 1. f is a homogeneous polynomial with degree 2r, 2. for any fixed j = 0, 1, . . . , m, for each k ∈ I(ϵ j ), the smalleset monomial x ϵ k has the same sign as
We remark that f 0 = 1 is not contained in 3 of Assumption 5.5.
Theorem 5.6 We assume that
We give a proof in Appendix D.
Theorem 5.6 is an extension of Proposition 4 in [7] . Indeed, in [7] , the authors show that for a homogeneous polynomial f with degree 2r, f ∈ Σ r +f 1 Σ r−1 if and only if f ∈ Σ, where
. Clearly, f, f 0 and f 1 satisfy Assumption 5.5.
A Relationship between EEM and FRA
In this section, we establish a relationship between EEM and a facial reduction algorithm (FRA) proposed in [22] . In [22] , the authors extended FRAs proposed in [2, 12, 16, 17] into conic optimization problems and derived a more practical FRA for SDP (6.1). It is called FRA-SDP. In [23] , the authors mentioned that in the case where m = 1 and f 1 = 1, EMSSOSP can be interpreted as a partial application of FRA-SDP. In this section, we show that in more general case, EEM can be interpreted as a partial application of FRA-SDP. This implies that EEM may generate an SDP problem which has an interior feasible solution. FRA-SDP works for the following SDP (6.1). By using FRA-SDP, we can generate another SDP which is equivalent to the original SDP and has an interior feasible point in the feasible region: inf
where C, A k ∈ S n and b ∈ R p . We give the algorithm of FRA-SDP for SDP (6.1). See [22] for more details of this algorithm: Algorithm 6.1 (FRA-SDP)
Step 1 Set i := 0 and
Step Step 4-1 Decompose W = RR T and find an n × n nonsingular matrix
p).
Step 4-3 Make the following smaller SDP:
) .
Go to Step 5.
Step 5 Set i := i + 1, and go back to Step 2. It is shown in [22] that (i) FRA-SDP terminates in finitely many iterations, (ii) the resulting SDP (6.3) has an interior feasible solution if the original SDP (6.1) is feasible, and (iii) any solution (y, W ) in (6.2) satisfies b T y = 0 if SDP (6.1) is feasible. From (ii), by solving the resulting SDP instead of SDP (6.1), we can expect that the computational stability and efficiency of primal-dual interior-point methods for SDP (6.3) are improved.
We consider SDP (2.4) obtained from the problem (2.3). In this section, we add the zero objective function in SDP (2.4) and regard SDP (2.4) as the minimization problem. The SDP problem is as follows: 
and L j = (e α ) α∈H j , where e α ∈ R #(G j ) is the α-th standard column vector. Then we have W j = R j R T j and Z j is nonsingular. In fact, we can give an explicit form of the inverse of Z j as follows:
.
It is easy to verify the following:
(F j + H j + H j ) and j = 1, . . . , m,
(F j + H j + H j )) and j = 1, . . . , m.
Consequently, we obtain the following smaller SDP problem:
(6.6) This SDP is corresponding to SDP (6.3) in FRA-SDP. Here we use the following claim: 
) from SDP (6.6). Then the obtained SDP is equivalent to SDP (6.5).
□
We remark that in some cases, FRA can reduce the size of SDP (2.4) more than EEM. In the case where m = 1 and f 1 = 1, such an example is presented in [23] .
Concluding
Remarks SDP relaxation problems obtained from POP often become large-scale and highly degenerate. To overcome these difficulties, in this paper, we extend EMSSOSP by Kojima et al. [8] into constrained POPs. EEM can reduce the sizes of the resulting SDP relaxation problems by using sparsity of f, f 1 , . . . , f m . Moreover, EEM is a partial application of FRA and we can expect that the resulting SDP relaxation problems have an interior feasible solution and that computational efficiency of primal-dual interior-point methods is improved. We apply EEM to POPs in subsections 4.1 and 4.2 and observe that EEM is effective for those POPs. For SDP relaxation problems with relaxation order r = 3 for POPs in subsection 4.2, all DIMACS errors by EEM are smaller than the other methods although SeDuMi terminates before returning an accurate value and solution.
We cannot know whether SDP relaxation problems obtained by EEM have an interior feasible solution or not in advance although EEM is a partial application of FRA. If not, one can obtain such an SDP by applying FRA-SDP. However, we may encounter a numerical difficulty in FRA-SDP because FRA-SDP is comparable to solving the original SDP. We need to develop an algorithm for avoiding such a difficulty. This is one of our future works for SDP relaxation in POPs.
A. A Proof of Lemma 2.3
From (2.5), we obtain
From the definition of J(δ) and (2.6), the monomial x δ does not appear in the second term. Indeed, if j ̸ ∈ J(δ), then δ ̸ ∈ F j + G j + G j because δ ̸ ∈ T j . Thus, we focus on the first term:
