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ABSTRACT
OPTIMIZED MULTILAYER PERCEPTRON WITH DYNAMIC LEARNING RATE
TO CLASSIFY BREAST MAMMOGRAM TOMOGRAPHY IMAGE
CHULWOO PACK
2017

Most recently developed Computer Aided Diagnosis (CAD) systems and their
related research is based on medical images that are usually obtained through
conventional imaging techniques such as Magnetic Resonance Imaging (MRI), x-ray
mammography, and ultrasound. With the development of a new imaging technology
called Microwave Tomography Imaging (MTI), it has become inevitable to develop a
CAD system that can show promising performance using new format of data. The
platform can have a flexibility on its input by adopting Artificial Neural Network (ANN)
as a classifier. Among the various phases of CAD system, we have focused on optimizing
the classification phase that directly affects its performance.
In this paper, we present the optimized Multilayer Perceptron (MLP) binary
classifier, which can be plugged into the CAD system, that uses Dynamic Learning Rate
(DLR) for alleviating local minima problem. The proposed classifier has an optimized
size of neural network so that it will not fall into indeterminate equation problem by
having reasonable amount of weights between each perceptron. Also, the proposed model
will dynamically assign a learning rate onto each training points in the way that model
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earmarks a higher learning rate onto each training points belonging into minority class in
order to escape from local minima which is a typical jeopardy of MLP.
In experiment, we evaluate performance of our model with following measures;
precision, recall, specificity, accuracy, and Matthews Correlation Coefficient (MCC) and
compare them to that of work by Samaneh et al. The results show that our model
outperforms existing model not only for the performance such as recall, specificity,
accuracy, and precision, but also for the quality, and thus it empowers physicians to make
better decision on breast cancer screening in early stage, as it also alleviates the cost
burden from the patients.

1

1. INTRODUCTION

Breast cancer is currently the most dominant cancer for women in both the
developed and the developing countries. Improving the outcome and survival from breast
cancer still remains as the cornerstone of breast cancer control in the modern era [1].
Detecting a tumor at an early stage plays an important role for enhancing survival rate (or
reducing mortality), and the CAD system has been helping physicians for detection of
breast cancer on mammograms in the United States [2]. The concept of the CAD system
is that digitalized medical image processing work by computer could be utilized by
physicians or radiologists, but not replace them [2]. A CAD system, as a second opinion,
has been investigated in abounding research successfully revealing breast masses and
micro-calcification and developed to support the practitioner [6;13]. This should not be
misunderstood as the same concept as automated computer diagnosis. Automated
computer diagnosis considers a computer as the subject of final decision-making, while
medical practitioner, in CAD, is using computer output as a second opinion and making a
final decision. It is obvious that higher performance of computer will lead to better
quality on the final diagnosis, however the performance level of computer does not have
to be equal to or higher than that of physicians [2]. Rather than that focusing on the
synergistic effect obtained by combining ability of physicians and computers are the most
important factor in CAD, and the current CAD has become a practical tool in many
clinics with attractive benefits [2].
A new technology for breast cancer screening, MTI, was recently introduced as an
alternative scheme to diagnose breast cancer that has many advantages over the
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mammogram such as cost-efficient and requiring less processing-time. A study
manifested that MTI surpasses over standard techniques, namely MRI, x-ray
mammography, and ultrasound in aspects of low health risk, non-invasive, inexpensive,
and minimal discomfort [5; 6]. MTI gauges dielectric properties of tissues, which are
permittivity and conductivity, inside of the breast. Two parameters indicate the
propagation of electromagnetic radiation that will be differ based on temperature, density,
water content, and geographical conditions within breast mass. To our knowledge,
instead of mammogram, only few research studies are ongoing using MTI as an input for
the CAD system [7; 8; 9; 10]. The platform of input can have a flexibility by adopting
artificial neural network in classification phase which is one of the phases in the CAD
system. Unlike other classifiers such as Support Vector Machine (SVM), Artificial
Neural Network has a few points to be cautious. The number of hyper-parameter will be
different per network designer. Its combination can be quite various, and if it is being too
many or few the network is hard to avoid overfitting or underfitting problem, respectively.
Mathematically, it is same as trying to solve indeterminate equation. Moreover, while
SVM guarantee a global optimum value, which is the lowest value of cost function, the
ANN is possible to converge to local minimum value called local minimum problem. Our
work focuses on avoiding above mentioned circumstance and to have reliable
classification result, that of Matthews Correlation Coefficient (MCC), Recall, Specificity,
Accuracy, and Precision.
In this paper, we propose an optimized model, MLP using DLR, in order to obtain
better performance for binary classification that can be plugged into the CAD software
platform. Figure 1 illustrates our model. In the preprocessing step, only 3 top ranked
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features are selected by a correlation-based score in order to optimize the size of neural
network. This is so the network does not have too many weights compared to small
dataset; otherwise this might cause indeterminate equation problem. Then the feed
forward MLP alters weights by using standard back-propagation with DLR in learning
phase. DLR will compensate a higher learning rate for training points belonging to
minority class, which optimizes model when dataset contains unbalanced class. The
overall performance of this model outperforms the conventional model. Our model
promises better performance than the existing model, hence practitioner can obtain more
reliable result.

Figure 1. Diagram of proposed MLP model using DLR

The remainder of this thesis is organized as follows: Section 2 is a literature
review that contains background of CAD system and MLP. The related work is
mentioned in Section 3. Section 4 describes our proposed model. Section 5 shows some
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experimental results and analysis. Finally, Section 6 concludes my thesis and gives some
directions for future work.
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2. LITERATURE REVIEW

2.1. COMPUTER AIDED DIAGNOSIS SYSTEM

The CAD system provides attractive benefits for image screening interpretation.
Even for the expertized radiologists, interpreting screening mammogram is not an easy
task because of its work load caused by the number of images and its quality [11]. To
overcome this problem, using double rendering without increasing recall rate requires
much more manpower, and accordingly it leads to increase cost. However, when it comes
to the CAD, it can offer a cost-effective alternative to double rendering by acting as a
second reader [11]. The way of utilizing the CAD system is that a radiologist at first
rendering interprets first on the mammogram, and then compare it to the results from the
computer at second rendering in order to check if he or she missed or unchecked what
they did at the first rendering [11]. As described, the computer rather being a subject of
making decision, is providing additional information to physicians in cost-effective way,
that of requiring less manpower and time, with even higher diagnose quality [11].
Currently, the CAD system is widely being used in many clinics with mentioned
advantages, and also developing new algorithms for the CAD system of breast cancer is
active research field in academia [11]. Figure 2 shows how a CAD system can be utilized
for early detection of breast cancer, which was one of the research studies I have done.
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Figure 2. Expert system: Diagram of CAD system for early detection of breast cancer

Typically, the CAD system consists of multiple phases such as 1) preprocessing
phase, 2) feature extraction & selection, and 3) classification. In preprocessing phase,
given medical images are enhanced to have higher quality through several procedures
such as removing noise and contrast enhancement. Various features are extracted from
the processed image in feature extraction and selection phase. Domain experts and
feature engineers choose features to be extracted based on heuristic manner, that of what
kind of features will retrieve best performance in the classification phase. This step is
able to be skipped depending on the kinds of classifier, for instance typical Convolutional
Neural Network (CNN) does not require human being to pick particular feature set.
Otherwise, having a reasonable strategy for selecting features is essential since it can be
time-consuming task, the combination of selected feature set can be numerous, and it will
directly affect the quality of classification. Finally, the classifier makes decision with
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given feature set in the classification phase. Practically, since developer has lots of
options to choose for the classifier such as Naïve Bayes Classifier, K-Means Clustering,
SVM, or ANN, it is important to choose the most feasible one based on given problem
and expected output.

2.2. MULTI-LAYER PERCEPTRONS

A MLP is a type of ANN such as Single Layer Perceptron (SLP) or Selforganizing Map (SOM) that is getting a lot of attention recently as a fundamental
architecture of deep neural network. As its name states by itself, MLP comprises at least
three layers: one input layer, one or more hidden layer, and one output layer. Each layer
has many perceptron linked with another in the next layer, and the connections have their
own value called weight. Eventually, the well-trained network should have the optimal
weight set. What the hidden layers does is basically similar to what a kernel does in SVM
that of projecting feature vectors to high dimensional space and finding hyper-plain
separating training points properly. In MLP, a similar effect to projecting feature vectors
to high dimensional space can be achieved through the multiple layers of perceptron.
Each layer constructs a feature vector for given data based on the assigned weight value.
The feature from the previous layer is passed to the next layer through the non-linear
activation function. This results in a change in the feature space in which the data can be
projected, and the next layer can also map the input to the new feature space.
A perceptron is a mathematical model of biological neuron. Given features in
perceptron is transmitted in a similar way to propagation of electrochemical stimulation
in neuron. Each perceptron takes weighted sum of the information from its nearby

8
perceptron like dendrite and pass it to activation function. Only filtered out information
based on activation rule is passed to next perceptron which is called feed-forward
computation. When it comes to the activation function, a non-linear function is adopted
to determine which information is significant enough to be passed. Typically, a binary or
bipolar sigmoid functions are the options for an activation function. Recently, various
research studies on the CNN have proposed many other choices, such as Rectified Linear
Unit (ReLU), which can tackle the gradient vanishing problem [12].
The ultimate objective of training in MLP is to find weight set that of minimizing
result of cost function, ideally making it to be 0. In supervised learning, a cost function
measures difference between prediction value from the model and actual expected output.
For every iteration, all weights in the network will be updated in the way of reducing the
output of the cost function. The mechanism of deciding up to what degree should be
updated is called learning algorithm and gradient descent is dominant technique.
Due to the nature of the cost function, the next weight should be made equal to
the learning rate in the opposite direction of the direction of the derivative of the cost
function at the current weight. At this point, the classification results vary considerably
depending on the learning rate. With the use of too small learning rate, the cost function
requires much time and computation to reach minimum value. On the other hands, if the
learning rate is too large, the cost function may not decrease on every epoch and it may
not even converge. Worst part of ANN is that even though we happened to use a
desirable learning rate, the network might not be able to reach the global minimum value,
but reach the local minimum value, which is called minima problem.
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3. RELATED WORK

3.1. FEATURE EXTRATION AND SELECTION

The strategy of feature extraction and selection is important because the
prediction quality of a classifier depends on which subset of features are used as input.
According to the work by Samaneh et. al [13], the permittivity value, one of the
measurements obtained through MTI, depends on the water content that tissue contains.
Typically, tissue containing cancerous tissue has relatively high water content,
while healthy tissues have lower water content. Therefore, in order to detect suspicious
region that might have cancerous tissue, they divide data of sample into two groups based
on the distribution of the permittivity. For this, they employed K-Nearest Neighbor. KNearest Neighbor is a geometric way to group objects with similar spatial distances of
feature vectors into separate clusters. First, after dividing into cancerous tissue and
healthy tissue in two groups by Euclidean Distance, then numerous subset of feature of
each group were measured as follows:
1) Mean value: The mean calculates the average value of permittivity in different
lesion. The lesion that contains tumor has a higher mean than those of normal
tissue.
2) Maximum and minimum value of permittivity in probable tumor area: These
values indicate the domain of cancerous tissues permittivity.
3) Entropy: Entropy measures the amount of disorder in permittivity data.
Entropy calculated from the permittivity as per the following Equation (1).
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1
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =
𝑛

3

(1)

𝑝𝑒𝑟+ ∗ log (𝑝𝑒𝑟+ )
+45

4) Energy: Energy represents the orderliness of permittivity data. Energy is
generally given by the mean squared value of a signal. Energy is calculated
from permittivity as per the following Equation (2).
1
𝐸𝑛𝑒𝑟𝑔𝑦 =
𝑛

3

(2)

(𝑝𝑒𝑟+ )

7

+45

3.2. CLASSIFICATION

Samaneh et. al [13] adopts MLP, one of the various ANN type, as a classifier.
They used a network with a total of four layers, with two hidden layers each having 30
neurons. The input layer uses the previously obtained feature vectors and the output layer
is implemented as a binary classifier with benign or malignant. The training process is
supervised-learning using Levenberg-Marquardt back propagation to minimize the costfunction. Here, the cost-function uses the sums-of-square error function as below:
𝐸=

1
𝑒
2

7

(3)

Where e is the difference between networks predicted output and the expected
value.
The conditions that cause the training to be terminated use the default values set
in trainlm, a function given in MATLAB. They performed testing using the weight of the
trained network through the above mentioned configuration.
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4. PROPOSED MODEL

Originally, MLP does not require a human being to choose particular feature since
when massive dataset is given, machine can extract correlated features by itself during
learning phase. We have few datasets, however, specifying some features as an input for
MLP was compulsory. Along that fact, after separating the patient’s dataset into 2 groups
of cancerous and healthy tissue by using K-Nearest Neighbor algorithm, we extracted set
of commonly used intensity and texture based features per each group as following [14]:
1) Mean value
2) Maximum and minimum value of permittivity/conductivity in probable
healthy/tumorous area
3) Entropy
4) Energy
5) Skewness: The skewness measures asymmetry of the probability distribution
of a real-valued random variable about its mean.
𝐸 𝑥−𝜇
𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
𝜎A

A

(4)

6) Kurtosis: The kurtosis measures tailedness of the probability distribution of a
real-valued random variable.
𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =

𝐸 𝑥−𝜇
𝜎G

G

(5)

7) Ratio of Healthy/Tumorous Tissue within breast mass
As a result, we end up with 52 different features total, which is too large number
as input vector. A more detailed explanation is described in the Section 4.1, but we
cannot use all the features as an input vector for the network because the number of input
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is related with the size of the network and the size of network does matter to its
performance. We thus selected only 3 features listed below ranked on the top among 52
features based on the correlation-based score, which is shown in Equation (6) [15; 16].
1) Ratio of health tissue within breast mass
2) Ratio of tumor tissue within breast mass
3) Maximum value of conductivity in healthy tissue
L
+45 𝑐𝑜𝑟𝑟

𝑆𝑐𝑜𝑟𝑒 =
𝑘+2∗

LO5
+45

(6)

𝑐, 𝑓+

LO5
N45 𝑐𝑜𝑟𝑟

𝑓+ , 𝑓N

4.1. CLASSIFICATION PHASE
Selected features will be used as an input into the MLP that consists of 1 input
layer, 2 hidden layers (each layer contains 3 and 2 perceptron respectively), and 1 output
layer. How we came up with this setting is based on following fact. First of all, it has
been proved that using three-layer perceptron may be able to construct complex decision
regions faster with back-propagation than two-layer perceptron [17]. Second, the network
size is determined by following equation.
𝑑+1 ∗𝑝+ 𝑝+1 ∗𝑚

(7)

where d is the number of features that goes into the input layer, p is the number of
perceptron in hidden layer, and m is the number of perceptron in output layer. When size
of network is larger than the number of samples, then it might cause a low performance
and lack of reliability for network result. For instance, training network that consists of
100 inputs, 30 perceptron in hidden layer, and 10 perceptron in output layer with 100
samples is same as trying to solve equation that has 3340 variables, which is weights in
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network, with 100 value and it is an indeterminate equation. To avoid referred problem,
our model has been optimized with the setting as mentioned above.
Our model works as follows. Once optimized size of network takes some features
coming from preprocess phase, feed-forward MLP will yield an output, which is a
prediction value, and measures the discrepancy between the output yielded by neural
network and actual value that “correct” or desired output of corresponding sample.
Suppose that we have a set of desired output T = (t5 , t 7 , … , t Z ) and a set of output yield
by network O = (o5 , o7 , … , oZ ). Then the discrepancy will be produced by following
formula.
1
𝐸=
2

^

(8)

𝑇+ − 𝑂+
+45

Next, the weight between perceptron will be updated through the learning
process, which is also known as error-correction process. The loss function described by
Equation (8), leads to a learning rule commonly known as delta rule [18]. The next
weight set is determined by adding particular amount of value, say Δv, to current the
weight set. The value Δv is determined by Equation (9) that is derived from the Equation
(8). As a result, the learning process described above can be put succinctly as below
equation.
𝑣 ℎ + 1 = 𝑣 ℎ + Δ𝑣 = 𝑣 ℎ − 𝜌

𝜕𝐸
𝜕𝑣

(9)

where h is epoch and ρ is learning rate.
In the Equation (9), all the factors, except the value of 𝜌, are already determined.
The value of

ij
ik

indicates the gradient of the graph in Figure 3 at point of current weight

set. For example, in Figure 3, suppose that the network is initialized to have a value of
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weight set located just to the right of point A. Then the gradient is determined to be
negative value. The sign of the gradient value tells what direction the next weight update
should take. Thus, the remaining part for us to decide is determining to what magnitude
the next weight update should take. This is where the learning rate comes into play. Too
small learning rate makes system slow that is obviously not good for performance and too
large learning rate causes neural network to be dispersed from the desired minimum.
Figure 3 illustrates that a network with an improper learning rate can be a problematic.
The path from point A to C shows that if the network has a small learning rate, the global
optimum can be reached, but the processing time can be too long. On the other hand, as
the path from point A’ to B shows, when the network has a large learning rate, it fails to
converge to the global optimum and falls into the local minimum.

Figure 3. The influence of learning rate on the weight changes

So, determining proper learning rate is one of the most important factor for neural
network. It has been proved that fixed learning rate will cause a low efficiency [19]. Our
network will be more fragile on this concern because of lack of data and unbalance on
class. To overcome this issue, we designed a logic to assign a learning rate dynamically
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to each training points. Main idea is simple as shown in algorithm1 1. During the learning
phase, looking at the accumulated trained samples and when particular class overwhelms
the other class, then assigning a high learning rate onto training point belonging to
minority class and a low learning rate onto training point belonging to majority class
dynamically. By doing so, network can assign more reasonable weights between
perceptron in the way that having network not to be overfitted with training data
belonging to majority class by compensating training data belonging to minority class
with high learning rate. Doing so neural network trained by sample having unbalance on
class can be sensitive on minority class so that network can avoid possible local minima.
During the learning phase, neural network will keep updating the weight between
perceptron in the way of reducing the error, E, shown in the Equation (8). Ordinarily,
there are two different strategies for updating weights between perceptron in neural
network. One is batch mode that updates Δv all at once with its average value after
training all samples. The other one is pattern mode, which is used in our work that
updates Δv right after training each sample. It is obvious that pattern mode is more
sensitive on noise or newly provided samples and practically it shows better performance
than batch mode [20].

1

Available at https://github.com/chulwoopack/MLP_using_DLR
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Algorithm 1. Dynamic Learning Rate

The last step is determining when machine is to be terminated. Among several
methods, for example, using epoch, using Mean Squared Error (MSE), or using
validation set, we combined MSE and epoch as a condition to terminate the neural
network. Since no general condition does exist for deciding whether network has
converged or not, adjusting conditions based on given network size and couple of
experiments are required. For instance, if network goes through too long epoch or too
small MSE value, it will make network to be overfitted that could lead neural network
cannot classify test sample correctly. So we set the neural network to be terminated when
epoch is less than 1000 and MSE is less than 0.1 based on experimental results.
𝑒𝑝𝑜𝑐ℎ < 1000 𝑎𝑛𝑑 𝑀𝑆𝐸 =
where N is the number of sample.

q
+45 𝐸+

𝑁

< 0.1

( 10 )
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5. RESULT AND ANALYSIS

5.1. EVALUATION PHASE
To evaluate our model, we decided to measure precision, sensitivity, specificity,
accuracy, and MCC with confusion matrix that was used in [6] for comparison purpose.
•

Precision: The proportion of the true positive against all the positive
results.
Precision =

•

TP
TP + FP

Sensitivity or Recall: Ability of test to identify positive result; correctly
identify patient has cancer who has cancer.
Sensitivity or Recall =

•

TP
TP + FN

Specificity: Ability of test to identify negative result; correctly identify
patient is healthy who has no cancer.
Specificity =

•

TN
TN + FN

MCC: Quality of binary classifications; a value between -1 to +1. A
coefficient of +1 indicates a perfect prediction, 0 no better than random
prediction, and -1 indicates total failure between prediction and
observation.
MCC =

TP ∗ TN − FP ∗ FN
TP + FP TP + FN TN + FP TN + FN

where true positive (𝑇𝑃) is the number of samples that correctly identified as
cancer, true negative (𝑇𝑁) is the number of samples that correctly identified as normal,

18
false positive (𝐹𝑃) is the number of samples that incorrectly identified as cancer, and
false negative (𝐹𝑁) is the number of samples that incorrectly identified as normal.
5.2. RESULTS
In this work we used the same dataset and data shuffling scheme as used in [6] for
comparison purpose, which is a set of data consisting of 30 breast MTI results that
contains permittivity, conductivity, and coordinates of each tissue within breast mass
from clinic trial at Seoul National University, Korea.
Table 1 and Table 2 show the confusion matrix of proposed model and
conventional model respectively. These tables describe the average value of TP, TN, FP,
and FN from results of 15 datasets. The average value of precision, recall, specificity, and
accuracy for 15 datasets are 90.9%, 66.67%, 97.14%, and 88.0% respectively by
proposed model.

Table 1. Confusion matrix of MLP using DLR

Test
Positive
Outcome
Negative

Actual Condition
determined by
Doctor
Positive Negative
2 (𝑇𝑃)
0.2 (𝐹𝑃)

Precision
= 90.9

6.8
1 (𝑇𝑁)
(𝐹𝑁)
Recall Specificity Accuracy
= 66.67
= 97.14
= 88.0
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Table 2. Confusion matrix of conventional model
Actual Condition
determined by
Doctor
Positive Negative
Test
Positive
1.9
0.6 (𝐹𝑃) Precision
Outcome
= 81.78
(𝑇𝑃)
Negative
6.4
1.1 (𝑇𝑁)
(𝐹𝑁)
Recall Specificity Accuracy
= 63.33
= 85.54
= 82.67
Overall measures outperform conventional model especially on specificity as
shown in Figure 4.

Figure 4. Average value of confusion matrix analysis
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Figure 5. MCC value comparision

Proposed model also shows a better quality on classification in terms of MCC
value. Our model produces a 0.71 while the conventional model produces a 0.6 as shown
in Figure 5. That implies that proposed model promises more reliable outcome on binary
classification with stronger positive relationship.
Based on shown tables and figures, experimental results can be summarized
optimizing size of neural network and assigning learning rate dynamically by earmarking
higher learning rate onto each training data points of minority class can produce better
performance. Also patient can anticipate saving cost from unnecessary biopsy with high
specificity value, 97.14%.
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6. CONCLUSION

A CAD software is still widely being developed to support practitioner as a
second opinion, which is heavily affected by classification performance [3; 4]. Though
novel technology; which is MTI that showing various advantages over standard
techniques in aspect of low health risk, non-invasive, inexpensive, and minimal
discomfort; was released, corresponding classification tool that showing outstanding
performance has been hardly suggested [5; 6]. In this paper, we proposed MLP using
DLR, which is an improved version of a model suggested by Samaneh et al., in order to
optimize classification phase that will be plugged into the CAD software platform with
promising robust performance [13]. Since the existing model suggested by Samaneh et al.
has excessive number of perceptron in hidden layer and uses static learning rate with
small amount of dataset having unbalance on class, it might produce unreliable result
caused by either indeterminate equation problem or overfitting problem. Comparing to
these concerns, in our model, optimized size of neural network guarantees the learning
process not to fall into indeterminate equation problem by not having excessive number
of weights between each other perceptron in neural network compared to number of
sample, so that it can produce a reliable result. Also our model uses DLR during learning
phase to dynamically assign learning rate onto each training point based on which class
overwhelms the other class. Assigning higher learning rate onto a training point
belonging to minority class makes neural network possible to escape from local minima,
which is typical jeopardy of ANN. This proposed classification model can optimize the
CAD software platform by being plugged into it. The results show that our model
outperforms existing model not only for the performance such as recall, specificity,
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accuracy, and precision, but also for the quality, and thus it empowers physicians to make
better decision on breast cancer screening in early stage, as it also alleviates the cost
burden from the patients.
As future work, we aim to focus on designing deep layer neural network without
any feature selection when massive data is given. Then we intend to deal with optimizing
classification phase to construct robust CAD system for breast cancer screening.
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