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ABSTRACT
Recent analytical work on the modelling of dark halo abundances and clustering has
demonstrated the advantages of combining the excursion set approach with peaks
theory. We extend these ideas and introduce a model of excursion set peaks that in-
corporates the role of initial tidal effects or shear in determining the gravitational
collapse of dark haloes. The model – in which the critical density threshold for col-
lapse depends on the tidal influences acting on protohaloes – is well motivated from
ellipsoidal collapse arguments and is also simple enough to be analytically tractable.
We show that the predictions of this model are in very good agreement with measure-
ments of the halo mass function and traditional scale dependent halo bias in N -body
simulations across a wide range of masses and redshift. The presence of shear in the
collapse threshold means that halo bias is naturally predicted to be nonlocal, and that
protohalo densities at fixed mass are naturally predicted to have Lognormal-like dis-
tributions. We present the first direct estimate of Lagrangian nonlocal bias in N -body
simulations, finding broad agreement with the model prediction. Finally, the simplicity
of the model (which has essentially a single free parameter) opens the door to building
efficient and accurate non-universal fitting functions of halo abundances and bias for
use in precision cosmology.
Key words: cosmology: theory, large-scale structure of Universe – methods: analyt-
ical, numerical
1 INTRODUCTION
Structure in the Universe builds up hierarchically, starting
from small perturbations in the initial matter density and
leading up to a complex cosmic web populated by gravi-
tationally collapsed, virialised ‘haloes’. Since the statistics
of the initial field are well-understood (and Gaussian to an
excellent approximation), while the structure of the gravita-
tionally evolved field is far richer and more complex, there
is considerable theoretical and practical motivation to build
models that can accurately identify the locations in the ini-
tial conditions where collapse is likely to occur at a later
time. The statistics of these locations (their number and
spatial distribution, for example) could then be mined for
cosmologically interesting information.
? E-mail: ecastorina@berkeley.edu
The excursion set approach provides a useful and flexi-
ble framework to do precisely this, by embedding simplified
dynamical models of gravitational evolution into the ran-
dom fluctuations of the initial conditions. In practice, many
different effects (both technical and conceptual) need to be
accounted for in this approach; e.g., the gravitational evo-
lution of collapsing regions (Gunn & Gott 1972; Press &
Schechter 1974), the correlated nature of the steps of the
random walks in the initial field (Peacock & Heavens 1990;
Bond et al. 1991; Musso & Sheth 2012), the fact that col-
lapse occurs preferentially at peaks of the density (Bardeen
et al. 1986; Appel & Jones 1990; Ludlow & Porciani 2011;
Paranjape & Sheth 2012b; Paranjape et al. 2013a), and the
stochastic influence of initial tides or shear on the evolu-
tion (White & Silk 1979; Eisenstein & Loeb 1995; Bond &
Myers 1996; Sheth, Mo & Tormen 2001; Sheth & Tormen
2002; Angrick & Bartelmann 2010; Borzyszkowski, Ludlow
& Porciani 2014). These have been studied in various com-
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binations in the literature, but a single model that incor-
porates all these effects and correctly describes numerical
measurements is still lacking. In this paper we make some
headway into constructing such a model.
In particular, we will motivate and develop a new model
of the excursion sets of peaks that explicitly includes the ef-
fects of initial tides or shear in determining the collapse of
haloes. Our model has a single free parameter, whose value
we will adjust to match the low-mass halo mass function in
N -body simulations at z = 0. We will then explore the pre-
dictions of the model for a number of observables (mass func-
tion, halo bias, protohalo overdensity) across wide ranges of
mass and redshift. Importantly, we will present results for
qualitatively new ‘nonlocal’ bias coefficients that are pre-
dicted by our model, comparing these with numerical esti-
mates of the same.
The paper is structured as follows. We start by set-
ting up our notation and describing our numerical simula-
tions in section 2. We motivate our model in section 3 using
measurements of the distribution of overdensities of proto-
halo patches in the initial conditions that eventually become
haloes in our simulations. Sections 4 and 5 compare our
model predictions with, respectively, the halo mass function
and scale-dependent halo bias measured in the simulations
(including the first estimate in the literature of the new non-
local bias coefficient). For numerical measurements of bias,
we employ the model-independent techniques recently pro-
posed by Castorina et al. (2016, hereafter, CPS16.) We sum-
marize and discuss possible future extensions of our model
in section 6. Appendix A provides technical details of calcu-
lations used in the main text, while Appendix B describes a
Monte Carlo algorithm for generating peak weighted random
walks, which we use to validate our analytical approxima-
tions. We will work exclusively with Gaussian initial condi-
tions in a flat, Λ-cold dark matter (ΛCDM) universe.
2 ANALYTICAL AND NUMERICAL
PREREQUISITES
2.1 Notation
The excursion set peak formalism requires us to track the
shear tensor ψij , the derivative of density ηi and the shape
tensor ζij :
ψij = ∂i∂jφ ; ηi = ∂iTrψ ; ζij = ∂i∂jTrψ = ∇2ψij , (1)
where i, j = 1, 2, 3 and φ ≡ (3ΩmH20/2)−1ΦN where
ΦN is the Newtonian potential, so that Trψ = ∇2φ =
δ, the initial matter overdensity field. We will denote
{ψ1, ψ2, ψ3, ψ4, ψ5, ψ6} ≡ {ψ11, ψ22, ψ33, ψ12, ψ13, ψ23}, and
similarly for ζij . We will need the following spectral inte-
grals:
σ2jα(R) =
∫
d ln k∆2(k) k2jWα(kR)
2 , (2)
σ2j×,αβ(R,R0) =
∫
d ln k∆2(k) k2jWα(kR)Wβ(kR0) , (3)
where ∆2(k) ≡ k3P (k)/2pi2 is the dimensionless matter
power spectrum and where α, β can be one of {T,G} for
TopHat and Gaussian, respectively: WT(q) ≡ (3/q3)(sin q−
q cos q) and WG(q) ≡ e−q2/2. We will suppress the R-
dependence when no confusion can arise. The spectral ratio
γ defined by
γ ≡ σ21m/(σ0Tσ2G) , (4)
where σ21m(R) ≡ σ21×,GT(R,R), plays a key role in the cross-
correlation between the shape and shear tensors1.
The following linear combinations of the matrix ele-
ments will be useful
σ2G x ≡ −(ζ1 + ζ2 + ζ3)
σ2G y ≡ −(ζ1 − ζ3)/2 (5)
σ2G z ≡ −(ζ1 − 2ζ2 + ζ3)/2
σ0T ν ≡ ψ1 + ψ2 + ψ3
σ0T l2 ≡
√
15 (ψ1 − ψ3)/2 (6)
σ0T l3 ≡
√
5 (ψ1 − 2ψ2 + ψ3)/2
σ0T lA ≡
√
15ψA , A = 4, 5, 6 . (7)
The covariance structure of these variables is well known
(Bardeen et al. 1986; van de Weygaert & Bertschinger 1996;
Lavaux & Wandelt 2010, see also Appendix A1). In particu-
lar, the variables {ν, l2, . . . , l6} have zero mean and unit vari-
ance by construction, and upon integrating over the shape
tensor at random locations they form a set of 6 independent
standard normal variates (van de Weygaert & Bertschinger
1996; Sheth et al. 2001). We will work exclusively in the
eigenbasis of the shape tensor ζij , so that the variables
{x, y, z} are linear combinations of the eigenvalues of ζij
and the off-diagonal components ζA vanish for A = 4, 5, 6.
We will also frequently use the variable νc defined as
νc(m, z) ≡ δc(z)
σ0T(m)
D(0)
D(z)
, (8)
where m = (4pi/3)R3ρ¯ with ρ¯ the mean density of the Uni-
verse, D(z) is the growth factor of linear density pertur-
bations, and δc(z) is the critical threshold for collapse at
redshift z in the spherical collapse model2.
1 The reason for allowing mixed filtering of this type is the fact
that we will typically be interested in TopHat filtered density
(and shear) fields, while the shape tensor requires Gaussian filter-
ing as discussed by Bardeen et al. (1986). Although this means
that ζij,G 6= ∇2ψij,T, in practice a judicious choice of match-
ing the filtering scales means that this does not introduce any
problems. Unless stated otherwise, we will ensure that Gaussian
filtered fields use a smoothing scale RG related to the corre-
sponding TopHat filter scale by demanding 〈 δG|δT 〉 = δT, i.e.
〈 δGδT 〉 = σ20T, which leads to RG ≈ RT/
√
5 with a slow varia-
tion (Paranjape et al. 2013a).
2 The value of δc(z) in a flat ΛCDM universe is weakly depen-
dent on redshift and cosmology, in contrast to that in an Einstein-
deSitter background (see, e.g., Eke et al. 1996), and can be ap-
proximated by δc(z) = δc,EdS(1 − 0.0123 log10(1 + x3)), where
x ≡ (Ω−1m −1)1/3/(1+z) and δc,EdS = 1.686 (Henry 2000). For ex-
ample, requiring collapse at present epoch gives δc(z = 0) = 1.676
for the Planck13 cosmology and 1.674 for the WMAP3 cosmology.
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Cosmo. Lbox Np mp  Nr
(Mpc/h) (M/h) (kpc/h)
Planck13 2000 10243 6.5× 1011 65 9
WMAP3 200 5123 4.1× 109 12.5 10
Planck13 50 10243 1.0× 107 2 5
Table 1. Details of N -body simulations used in this work.
Columns correspond to the cosmology (see text), simulation box
length Lbox, number of particles Np, particle mass mp, force res-
olution  (comoving) and number of realisations Nr. The simula-
tions used a PM grid of 8×Np cells in each case.
2.2 N-body Simulations
We will validate our model using N -body simulations of col-
lisionless CDM in periodic cubic boxes performed using the
tree-PM code3 Gadget-2 (Springel 2005). For low redshift
results (0 . z . 1) we have used two configurations, a
large box of comoving size (2h−1Gpc)3 which samples the
high-mass end of the mass function, and a smaller box of
size (200h−1Mpc)3 to sample lower masses. Additionally,
for higher redshifts (6 . z . 9) we have used a box of size
(50h−1Mpc)3. Table 1 summarizes the properties of these
simulations.
Initial conditions were generated in each case at z = 99
employing 2nd-order Lagrangian Perturbation Theory (Scoc-
cimarro 1998), using the code4 Music (Hahn & Abel 2011).
All simulations used flat ΛCDM cosmologies with transfer
functions generated using the prescription by Eisenstein &
Hu (1998). The low redshift large box and the high red-
shift box used a ‘Planck13’ cosmology having parameters5
(Ωm,Ωb, h, σ8, ns) = (0.315, 0.0487, 0.673, 0.83, 0.96) consis-
tent with results presented by the Planck Collaboration
et al. (2014), while the low redshift smaller box used a
‘WMAP3’ cosmology with parameters (Ωm,Ωb, h, σ8, ns) =
(0.25, 0.045, 0.7, 0.8, 0.96) consistent with the 3-year results
of the Wilkinson Microwave Anisotropy Probe (Spergel et al.
2007). We ran multiple realisations for each configuration
by changing the random number seeds for the initial con-
ditions. All simulations were run on the Brutus cluster6 at
ETH Zu¨rich.
Haloes were identified using the code7 Rockstar
(Behroozi et al. 2013), which is based on an adaptive hier-
archical Friends-of-Friends algorithm in 6-dimensional phase
space. Rockstar has been shown to be robust for a variety
of diagnostics such as density profiles, velocity dispersions,
merger histories and the halo mass function. Throughout,
we will use the mass definition m200b which is the mass con-
tained in a spherical volume of radius R200b at which the
enclosed density surrounding the center-of-mass reaches 200
times the mean density of the Universe. Unless specified,
3 http://www.mpa-garching.mpg.de/gadget/
4 http://www.phys.ethz.ch/∼hahn/MUSIC/
5 Ωm and Ωb are the present-epoch fractional densities of all
matter and baryons, respectively, the Hubble constant is H0 =
100h km/s/Mpc, σ8 is the linear theory r.m.s. matter fluctuation
at z = 0 smoothed in spheres of 8h−1Mpc and ns is the scalar
spectral index.
6 http://www.cluster.ethz.ch/index EN
7 http://code.google.com/p/rockstar/
Figure 1. Distribution of the z = 0 protohalo overdensity in
the WMAP3 simulation as a function of mass, coloured by the
measured values of q(5)σ0T (equation 9). Horizontal line shows
the spherical collapse value δc = 1.674. Results are shown for
104 randomly chosen haloes resolved with 200 particles or more.
Empty circles show the median overdensity in bins of halo mass,
with error bars indicating the standard deviation in the bin (the
error on the mean is typically much smaller). The smooth curve
shows the mean barrier 〈B|m 〉 for the model discussed in sec-
tion 4 which gives a good description of the halo mass function.
results are shown for haloes resolved with 100 particles or
more.
For our analysis, we require measurements of ψij , ηi and
ζij at the locations of protohaloes in the initial conditions of
our simulations (i.e., patches in the initial conditions which
eventually form haloes at, say, z = 0). We do this follow-
ing the methodology of Hahn & Paranjape (2014). Briefly,
we use the code Music to generate the initial density used
for the simulation as grid data, Fourier transforming which
allows us to calculate ψij , ηi and ζij on the grid. Using par-
ticle IDs of the consituents of a protohalo patch, we can then
directly evaluate these tensors at the patch locations, aver-
aging them component-wise in spheres corresponding to the
Lagrangian radius RL = (3m/4piρ¯)
1/3 of each patch. Quan-
tities such as eigenvalues and rotational invariants are then
evaluated using these averaged tensors. We refer the reader
to section 3 of Hahn & Paranjape (2014) for further details.
3 A SIMPLE MODEL FOR THE ROLE OF
SHEAR
From the point of view of ellipsoidal collapse, we are inter-
ested in a barrier that depends on the rotational invariant
q(5) defined as
q2(5) ≡ (l22 + l23 + l24 + l25 + l26)/5 , (9)
whose distribution for random locations is closely linked to
a Chi-squared with 5 degrees of freedom. (See, e.g., Sheth &
Tormen 2002, who discussed an excursion set model using
MNRAS 000, 1–17 (0000)
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Figure 2. Joint distribution of τσ0T
√
1− γ2 (equation 10) and√
5q(5)σ0T for the z = 0 CDM protohaloes in the WMAP3 simu-
lation. Solid line shows the one-to-one relation. Results are shown
for the same haloes as in Figure 1.
the variable r2 = q2(5)σ
2
0T.) A dependence of the barrier on
the initial tidal field might be anticipated by arguing that
smaller protohalo patches, which do not dominate their sur-
roundings, must necessarily struggle more in order to hold
themselves together and become haloes, while larger patches
are less susceptible to the disrupting influence of gravita-
tional shear (Sheth et al. 2001). Therefore, the barrier for
smaller patches should, on average, be higher than that for
larger patches, with a height that grows in proportion to
the average tidal field surrounding the patch (see, however
Borzyszkowski et al. 2014, for an alternate point of view,
which we return to in section 6).
We would then like to track the variables
{ν, q(5), x, y, z}, the latter three being necessary to im-
pose the peaks constraint as in Bardeen et al. (1986).
Figure 1 shows the correlation between q(5)σ0T and the
overdensity δ of the CDM protohaloes at z = 0 in the
WMAP3 simulation (see also Dalal et al. 2008; Hahn &
Paranjape 2014; Ludlow et al. 2014b). From the colour
scheme we see that q(5)σ0T correlates strongly with δ, in
stark contrast to a Gaussian random field for which these
variables are independent (Sheth et al. 2001; Sheth & Tor-
men 2002). The empty circles show the mean overdensity
in bins of halo mass, and the error bars show the scatter
of the overdensity in each bin. The smooth curve shows
the mean excursion set barrier from the model discussed
below, in which the barrier slope is adjusted to give a
good description of the low-redshift halo mass function in
this simulation. We see that there is reasonable agreement
between the model barrier and the measured mean over-
densities, although the model is systematically higher than
the measurements, with the relative gap increasing at high
masses. We will discuss this later.
An excursion set barrier based on q(5) is, however, dif-
ficult to analyse due to the correlation between {l2, l3} and
Figure 3. Distribution of the z = 0 protohalo overdensity in the
WMAP3 simulation as a function of mass, coloured by the mea-
sured values of τσ0T
√
(1− γ2)/5, which is our proxy for q(5)σ0T.
Horizontal line shows the spherical collapse value δc = 1.674. Re-
sults are shown for the same haloes as in Figure 1.
{y, z}. Instead, as we show in Appendix A2, there is a com-
bination of variables that is straightforward to handle as well
as being close to q(5) in its statistics. We define the variable
τ as follows:
τ2 ≡ 3q
2
(3) +
(
l2 − γ
√
15 y
)2
+
(
l3 − γ
√
5 z
)2
(1− γ2) , (10)
where the quantity q(3) defined by
q2(3) ≡ (l24 + l25 + l26)/3 (11)
captures the misalignment between the shape and shear ten-
sors as represented by the off-diagonal shear components in
the shape eigenbasis (see equation 7).
In the limit γ → 0 we would have τ → √5 q(5). For non-
zero γ it is clear that τ and q(5) will be tightly correlated
for a Gaussian random field. As Figure 2 shows, this is also
the case for protohaloes, reassuring us that the combination
τ
√
(1− γ2)/5 should indeed be a good proxy for q(5) in the
ESP calculation.
The distribution of τ in the eigenbasis of ζij is given by
(Appendix A2)
dτ p5(τ) ≡ dτ
3
√
2
pi
τ4 e−τ
2/2 , (12)
which is related to the distribution of a Chi-squared variate
with 5 degrees of freedom: dτ p5(τ) = dτ
2 pχ2(τ
2; k = 5). A
virtue of using τ is that its distribution completely decou-
ples from the peaks constraint; the problematic correlation
between {l2, l3} and {y, z} is absorbed into its definition
(Appendix A2). Figure 3 further shows that, despite the
scatter between τ and q(5) seen in Figure 2, the protohalo
densities do show a noticeable (but weaker) correlation with
MNRAS 000, 1–17 (0000)
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Figure 4. (Left panel:) Predicted distribution of proto-halo density δ1× in excursion set models using the barrier (13) with (solid) and
without (dashed) the peaks constraint, for the Planck13 cosmology. See text for details. (Middle panel:) Comparison of the distribution
of δ1× predicted by the ESPτ model (solid lines) with corresponding measurements using CDM protohaloes in the WMAP3 simulation
(dashed lines). (Right panel:) Comparison of the distribution p(τ |m) predicted by the ESPτ model (thin dashed lines) with the measured
distribution of
√
5q(5)/
√
1− γ2 using the WMAP3 CDM protohaloes (solid lines). The thick dashed line marked χ2(5) shows the
mass-independent distribution p5(τ) which is closely linked to the Chi-squared distribution with 5 degrees of freedom.
τ . In what follows, we therefore consider the barrier8
B = δc + β σ0T τ
√
(1− γ2)/5
≡ δc + β˜ σ0T τ , (13)
with β being a constant and the only free parameter in the
model, and where the second line defines the (weakly) mass
dependent quantity β˜. We will show results below for β =
0.5, which we have found leads to an accurate description of
the halo mass function at z = 0 in our WMAP3 simulation.
To test the robustness of the model, we then do not change
the value of β when comparing with simulation results for
the mass function and halo bias at different redshifts and/or
for the Planck13 cosmology. We will refer to this model as
‘ESPτ ’ below.
It is instructive to contrast our model for the barrier
(13) with that of Paranjape et al. (2013a, hereafter, PSD13),
who considered the stochastic barrier
B = δc + β σ0T (14)
whose slope β (motivated by the protohalo measurements of
Robertson et al. 2009) was taken to be a Lognormally dis-
tributed variable, independent of the shear and shape ten-
sors. Both models lead to distributions of protohalo density
at fixed mass that have approximately Lognormal shapes
(and therefore qualitatively agree with Robertson et al.
2009). In the PSD13 model, this is by construction. In the
ESPτ model, on the other hand, the Lognormal-like shapes
arise naturally since τ at fixed halo mass is close to being
Chi-squared distributed with 5 degrees of freedom, which
is close to the Lognormal shape (see also Sheth & Tormen
2002).
Figure 4 shows the stochasticity associated with the
barrier (13) in various forms. The left and middle pan-
els show the distributions p(δ1×|m) of the density at first-
8 We use conventions such that σ0T is independent of redshift
and the notation δc in equation (13) stands for δc(z)D(0)/D(z)
(see discussion below equation 8).
crossing δ1× as predicted by excursion sets, which can be
directly compared with measurements of protohalo density
at fixed mass. In our model, this distribution is calculated
by first evaluating p(τ |m) = p5(τ)n(m, τ ;β)/n(m;β), where
n(m, τ ;β) and n(m;β) follow from the excursion set calcu-
lation (see below), and then changing variables using equa-
tion (13). The mean of p(δ1×|m) was shown as the solid
curve in Figure 1.
The left panel of Figure 4 demonstrates that the
Lognormal-like shape for this distribution is a robust pre-
diction of the first-crossing (or up-crossing) constraint, and
does not depend strongly on additionally imposing the peaks
constraint. (In practice, the calculation without the peaks
constraint is performed by setting F (x) → 1 in the results
of section 4 and Appendix A2.) The middle panel compares
the prediction of our peaks-based ESPτ model with proto-
halo measurements in the WMAP3 simulation. We see that
the model consistently underpredicts the width of the dis-
tribution at all masses (a similar level of disagreement was
also true of the PSD13 model). At the highest masses, how-
ever, it is likely that our (200h−1Mpc)3 WMAP3 simulation
preferentially misses high density, large q(5) objects due to
volume effects, leading to an increased mismatch in both the
scatter as well as mean value of the distribution of δ1× (see
also Figure 1).
The right panel of Figure 4 compares the prediction of
p(τ |m) in the ESPτ model with the measured distributions
of
√
5q(5)/
√
1− γ2 for protohaloes in the WMAP3 simula-
tion. We see that these distributions are very similar to each
other (with a very weak mass dependence) and to the mass-
independent distribution p5(τ) which is related to the Chi-
squared with 5 degrees of freedom (shown as the thick black
dashed curve). This suggests that the disagreement seen in
the middle panel is probably due to an over-simplified bar-
rier shape. In principle, one could explore barrier models
that are more complex nonlinear functions of τ (see, e.g.,
Chiueh & Lee 2001; Sheth & Tormen 2002), or that involve
other variables. We leave this to future work and restrict
attention here to the simpler form in equation (13).
MNRAS 000, 1–17 (0000)
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Figure 5. Mass function given by equation (15) with β = 0.5 (solid curves labelled ESPτ) compared with measurements in N -body
simulations (points with error bars) for the WMAP3 (left panel) and Planck13 (right panel) cosmologies, at two different redshifts. We
also show the mass function from PSD13 (dotted curves) and the fitting function from (Tinker et al. 2008, T08; dashed curves; we
use the ∆ = 200 parameter values from their Table 2, with a redshift dependence as described in their equations 5-8). Note that the
Planck13 simulation used a (2h−1Gpc)3 box and probes the high-mass end of the mass function, while the WMAP3 simulation used a
(200h−1Mpc)3 box and probes lower masses. All the simulation measurements used the mass definition m200b as described in the text.
Each set of simulations had multiple realisations (see Table 1), and the points show the mean counts over these runs for each bin while
the error bars show the scatter around the mean. The lower panels show the ratio of the mass functions to the corresponding T08 curve.
The horizontal dotted lines in the left (right) panel mark 5 (10) per cent deviations from the T08 fit.
4 HALO MASS FUNCTION
In this section we present results for the halo mass func-
tion predicted by the ESPτ model, comparing them with
measurements in N -body simulations and fits from the lit-
erature.
4.1 Basic model
The calculation sketched in Appendix A2 gives the mass
function of excursion set peaks with the τ -barrier (13) as
n(m;β) =
∫ ∞
0
dτ p5(τ)n(m, τ ;β) , (15)
where we defined
n(m, τ ;β) ≡
∣∣∣∣d lnσ0Td lnm
∣∣∣∣ 1V∗ e−(νc+β˜τ)
2/2
√
2pi
×
∫ ∞
0
dxF (x)√
2pi(1− γ2) e
− (x−γνc−γβ˜τ)
2
2(1−γ2)
×ES′(x/γ − β˜τ) , (16)
where V∗ = (6pi)3/2(σ1G/σ2G)3, F (x) is given by equa-
tion (A19) and ES′ is given by
ES′(w) ≡ w
2
[
1 + erf
(
Γτw√
2
)]
+
e−Γ
2
τw
2/2
√
2piΓτ
. (17)
with Γτ = γ/β˜, and where β˜ was defined in equation (13).
The integrals over x and τ must be performed numerically;
this is the same level of complexity that was present in the
original excursion set peaks model of PSD13.
4.2 Low redshift results
Figure 5 compares the ESPτ mass function of equation (15)
with β = 0.5 (solid curves) to measurements in our N -
body simulations (points with error bars). The left panel
shows measurements from the WMAP3 simulation which
probes group-scale masses, while the right panel shows the
larger volume Planck13 simulation which probes cluster-
scale masses. We also show the mass function from the ESP
model presented by PSD13 and the fit presented by Tinker
et al. (2008, hereafter, T08), with the bottom panels showing
the ratio with the T08 fit.
As mentioned earlier, the value β = 0.5 was chosen
MNRAS 000, 1–17 (0000)
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Figure 6. Mass function comparison at high redshift. Formatting
is the same as in Figure 5, except that we use the (50h−1Mpc)3
Planck13 simulation and additionally show the fitting function
from Sheth & Tormen (1999, ST99). The bottom panel again
shows the ratio with the T08 fit, with the horizontal dotted lines
indicating 20 per cent deviations. See text for a discussion.
to ensure agreement between the ESPτ prediction and the
WMAP3 simulation at z = 0; we see that this is achieved
at better than 5 per cent for 12 . log10
(
m/h−1M
)
. 14.
The same value of β then continues to yield ∼ 5-10 per
cent agreement with the WMAP3 simulation at z ' 1
in a similar mass range, and at the ∼ 10-20 per cent
level in the Planck13 simulation at z = 0 in the range
14.9 . log10
(
m/h−1M
)
. 15.5. The level of agreement de-
grades at higher redshifts and masses, with the ESPτ model
typically underpredicting the abundance of the rarest ob-
jects. These trends are clearly qualitatively very similar to
those shown by the PSD13 model. Figure 1 suggests that
this underprediction of rare objects could be related to the
theoretical mean barrier height being substantially higher
than the measured values of protohalo overdensity for the
largest haloes.
4.3 High redshift results and non-universality
Figure 6 shows a similar comparison using our high redshift
Planck13 simulation. In addition to the models shown in
Figure 5, we now also show the fit from Sheth & Tormen
(1999, hereafter, ST99). An important distinction between
the ST99 fit and the other models is that this fit is univer-
sal : the quantity (m/ρ¯)dn/d lnσ0T in the ST99 fit depends
only on the variable νc (equation 8). The PSD13 and ESPτ
models, on the other hand, incorporate non-universal effects
through the weak mass dependence of, primarily, the quan-
tity (V/V∗) and to some extent also that of γ, while the
T08 fit (which was calibrated for the range 0 ≤ z ≤ 2) is
non-universal due to the explicit redshift dependence of its
parameters.
We see from the Figure that the T08 fit extrapolated
to high redshifts continues to describe the m200b Rockstar
halo mass function surprisingly well (at the ∼ 10-20 per
cent level) in the range 9 . log10
(
m/h−1M
)
. 11, which
does not seem to have been emphasized in the literature
previously. The ESPτ and PSD13 models now substantially
underpredict the number of haloes, by ∼ 20 per cent at z = 6
and by a factor of ∼ 1.5 or more at z = 9, with ESPτ doing
somewhat worse than PSD13.
Other authors have previously explored the high red-
shift halo mass function (see, e.g., Lukic´ et al. 2007; Watson
et al. 2013; Despali et al. 2016) which is of great interest for
studies of early structure formation, in particular the epoch
of reionization. Figure 6 highlights the fact that the high-
redshift Rockstar mass function has a small but significant
level of non-universality when using the m200b mass defini-
tion. To see this, note that the difference between the simu-
lation data and the universal ST99 fit at fixed halo mass in-
creases as we go from z = 6 to z = 9, and one can show that
this increase cannot be ascribed9 simply to a corresponding
increase in the value of νc. The non-universal mass func-
tions of ESPτ , PSD13 and T08 also show identical trends,
as expected.
These results extend the conclusions drawn by T08 to
higher redshifts than explored by those authors (see also
Watson et al. 2013). This discussion is particularly interest-
ing in the context of recent results by Despali et al. (2016),
who showed that using the mvir definition
10 rather than
m200b leads to a substantial decrease in non-universality of
spherical-overdensity haloes for 0 ≤ z ≤ 5. Whether this
continues to be the case at z . 9 remains to be seen. In
any case, Figure 6 shows that the ESPτ and PSD13 models
are too non-universal, in that they under-predict halo abun-
dances at fixed mass by increasingly larger factors at higher
redshifts, even after accounting for the effect of increasing
νc. We will comment on this in section 6 in the context of
constructing improved fits.
5 HALO BIAS
Traditionally, the concept of halo bias follows from the recog-
nition that the small-scale, local density that drives gravi-
tational collapse in some region of space is correlated with
9 For example, at z = 6, the ST99 mass function is a fac-
tor ∼ 1.3 higher than the measurements in the range 10.5 .
log10
(
m/h−1M
)
. 10.75, corresponding to 2.77 . νc . 2.96.
At z = 9, this range of νc corresponds to the mass range
9 . log10
(
m/h−1M
)
. 9.3, in which the ST99 mass func-
tion is a factor & 1.5 higher than the measurements, implying
non-universality at the & 15 per cent level.
10 Here mvir is the mass enclosed in the virial radius Rvir at
which the enclosed density reaches ∆virρ¯; the factor ∆vir(z) fol-
lows from solving the spherical collapse model in a ΛCDM back-
ground (Eke et al. 1996; Bryan & Norman 1998), with ∆vir =
18pi2 for the Einstein-deSitter universe.
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Figure 7. Lagrangian linear (left panel) and quadratic (right panel) bias parameters δcb1 and δ2c b2, respectively, at z = 0. The points
with error bars show measurements surrounding z = 0 CDM protohaloes in the initial conditions of the WMAP3 simulation at 3
different smoothing scales R0 = 20, 30, 40h−1Mpc (respectively, red circles, blue triangles and black squares). See text for details. The
measurements are averaged over 9 realisations of the simulation, with error bars indicating the standard deviation around the mean. For
clarity, we have given small horizontal offsets to points. Smooth curves show the scale-dependent prediction of the ESPτ model, with the
solid red, dashed blue and dotted black curves corresponding to R0 = 20, 30, 40h−1Mpc, respectively. The insets in both panels zoom in
on the low mass behaviour.
the density of the large scale environment of that region
(Kaiser 1984; Bardeen et al. 1986; Mo & White 1996; Sheth
& Tormen 1999).
Recently, CPS16 generalised this notion, arguing that
halo bias is better thought of as the fact that the conditions
that make the locations of collapse special (these could be
related to more than just the small-scale density) are cor-
related with a number of variables characterising the large
scale environment (these could be the density smoothed on
different scales, or the large scale tidal field, and so on). For
example, in addition to the density δ, the slope of a ran-
dom walk δ˙ = dδ/dσ0T and peak curvature x are important
in determining halo abundances in models of excursion sets
and/or peaks, and correlate strongly with large scale den-
sity, thereby leading to k-dependent bias in Fourier space
(Paranjape & Sheth 2012a; Musso & Sheth 2012; Musso
et al. 2012, PSD13). Correlating the locations of collapse
with any large-scale Gaussian variable that correlates with
one or more of δ, δ˙ and x then leads to the same k-dependent
Fourier-space bias parameters.
CPS16 further showed how this reinterpretation can be
exploited in real space to obtain model independent esti-
mates of the scale-independent coefficients of various scale-
dependent terms in measurements of nth order bias11. More-
over, if the conditions determining collapse depend on vari-
ables that do not correlate with the density in a random
field (e.g., the rotational invariant q2(5)), then one expects
new bias coefficients associated with these variables, possi-
11 This improves upon the model-dependent “reconstruction”
technique (Musso et al. 2012, PSD13) used previously by some of
us (Paranjape et al. 2013b).
bly with their own scale dependence. In the following, we will
apply some of the techniques suggested by CPS16 to mea-
sure halo bias in our simulations (using the environments
of protohaloes in the initial conditions) and compare the re-
sults with the Lagrangian predictions of the ESPτ and other
models.
5.1 Scale dependent bias parameters bn
Following Musso et al. (2012) and CPS16, a natural defini-
tion of the density bias parameters bn (n = 1, 2, . . .) in real
space is
bn ≡ S
n/2
0
Sn×
〈
Hn(δ0/
√
S0) | haloes
〉
, (18)
where S0 ≡
〈
δ20
〉
= σ20T(R0) is the variance of the large
scale density δ0, S× ≡ 〈 δ0δ 〉 = σ20×,TT(R,R0) is the cross-
correlation between the large scale and halo scale densities,
and Hn(x) ≡ ex2/2(−d/dx)ne−x2/2 are the “probabilist’s”
Hermite polynomials. For example, the linear bias parameter
b1 is then simply
b1 = 〈 δ0 |haloes 〉 / 〈 δ0δ 〉 . (19)
Numerically the coefficients bn can be estimated by com-
puting δ0 on scale R0 (centered at protohalo locations in an
N -body simulation) and averaging the appropriate Hermite
polynomial over specific bins in mass:
bˆn =
S
n/2
0
Sn×
N∑
α=1
Hn(δ0α/
√
S0)/N , (20)
with δ0α the measurement of δ0 around the α-th of N haloes
in the bin.
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Figure 8. Model-independent recovery of b10 and b11 from scale-dependent measurements of b1. Both panels use pairwise combinations
of the b1 measurements at R0 = 20, 30, 40h−1Mpc shown in the left panel of Figure 7. As in that Figure, filled symbols show the mean
of 9 realisations and error bars show the standard deviation around the mean. Red circles, blue triangles and black squares respectively
show measurements using the pairs (R0,(1),R0,(2)) = (20, 30), (20, 40), (30, 40)h
−1Mpc. (Left panel:) Points show pairwise differences
δc(b1(1)− b1(2)) at scales (R0,(1),R0,(2)). These are predicted to be equal to (×,1 − ×,2) δcb11, shown using the ESPτ model by the red
solid, blue dashed and black dotted curves, respectively for the corresponding pairs of scales. (Right panel:) Points show δcb10 recovered
by inverting equation (23). Smooth curves show the predictions of the ESPτ model (solid red), PSD13 model (orange dashed) and the
fit to large-scale Fourier space measurements from Tinker et al. (2010, T10, dot-dashed green). The insets in each panel zoom in on the
low mass behaviour.
Analytically, the calculation proceeds using the joint
distribution of the excursion set peaks number density and
δ0, and then computing the conditional expectation value〈
Hn(δ0/
√
S0)|ESPτ
〉
. We refer the reader to PSD13 for de-
tails (see also Paranjape et al. 2013b). The result is
bn =
n∑
r=0
(
n
r
)
bnr
r
× (21)
where the quantity × is defined as
× ≡ s σ21×,GT(R,R0)/(S×σ21m) , (22)
with s ≡ 〈 δ2 〉 = σ20T(R), and the scale-independent coef-
ficients bnr are given by equation (A20). The Fourier-space
scale dependence of bias mentioned above manifests through
the presence of × in equation (21).
The points with error bars in Figure 7 show measure-
ments of b1 (left panel) and b2 (right panel) using the
smoothed density field surrounding z = 0 protohalo patches
in the WMAP3 simulation, for three choices of smoothing
scale. The smooth curves in each panel show the ESPτ pre-
dictions corresponding to each smoothing scale. We see that
there is good agreement at high masses, whereas at low
masses the model overpredicts both parameters (although
the low mass b2 measurements are probably also being af-
fected by finite volume effects, see, e.g., Paranjape et al.
2013b, who saw similar effects using the “reconstruction”
technique).
5.2 Scale independent bias coefficients bnr
At large scales R0  R, we have × → 0 and the bias
coefficients reduce to bn → bn0, which are the usual “peak-
background split” bias coefficients routinely computed as
derivatives of the halo mass function with respect to the
spherical collapse threshold δc (Mo & White 1996; Mo et al.
1997; Sheth & Tormen 1999). These are also directly related
to traditional large scale measurements of bias in Fourier
space (Paranjape & Sheth 2012a; Musso et al. 2012). The
first two peak-background split coefficients in the ESPτ
model are given in equation (A26).
As CPS16 pointed out, it is possible to separate out b10
and b11 from the combination b1 = b10 +×b11 by measuring
the latter using protohalo-centered averages of two variables,
such as the density at two different scales. If these measure-
ments are denoted bˆ1,(1) and bˆ1,(2), then we can write the
matrix equation(
bˆ1,(1)
bˆ1,(2)
)
=
(
1 ×,1
1 ×,2
)(
b10
b11
)
, (23)
inverting which gives us estimates for both b10 and b11 with
no assumptions about the shape of the barrier or the vari-
ables affecting it. Similar arguments hold for higher order
bias parameters, which can be separated with measurements
using correspondingly larger numbers of variables.
Figure 8 shows these reconstructions for linear bias us-
ing the b1 measurements in the left panel of Figure 7 pair-
wise. The points with error bars in the left panel show pair-
wise differences of these measurements, which are propor-
tional to b11, while those in the right panel show the values
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recovered for b10 upon inverting equation (23). While the b11
measurements are rather noisy, we see that b10 is recovered
quite cleanly, with excellent agreement between the three
sets of measurements. The smooth curves in each panel show
various theoretical predictions and fits: in the left panel we
show the predictions for b11 of the ESPτ model, with the
scale dependence arising from the proportionality factors
which involve pairwise differences of × at different scales,
while in the right panel we show the scale-independent pre-
dictions for b10 of the ESPτ and PSD13 models, as well as
the fitting function for m200b haloes from Tinker et al. (2010,
T10). While the curves all agree with the high mass mea-
surements, at low masses the measurements clearly prefer
the T10 fit.
5.3 Moments of the stochastic barrier from bias
measurements
We have seen above that the ideas presented in CPS16 lead
to model-independent measurements of linear and higher or-
der Lagrangian bias coefficients. These measurements can
also, in principle, be extended to obtain model-independent
estimates of the moments of the barrier distribution itself,
as we discuss next.
The key ingredient here is the existence of certain “con-
sistency relations” between the scale-independent bias coef-
ficients bnr (Musso et al. 2012, PSD13). A simple derivation
outlined in Appendix A3 shows that the bnr must obey equa-
tion (A27); turning this around leads to expressions for the
moments of the barrier. For example, at linear order we find
the mean relation
〈B/σ0T |m 〉 = σ0T (b10 + b11) , (24)
which is just a consequence of the fact that the cross corre-
lation we used to measure bias parameters is equivalent to
the enclosed mean density profile in Lagrangian space. At
quadratic order, the consistency relations give the variance
Var (B/σ0T |m) = 1 + σ20T
{
b20 + 2b21 + b22
− (b10 + b11)2
}
, (25)
and so on for higher order moments. Measurements of the
bias coefficients can therefore lead to an alternative descrip-
tion of the distribution of barrier heights. This was exploited
by CPS16, who used Monte Carlo random walks to show
that the first two consistency relations hold, for both a sim-
ple spherical collapse model and a stochastic model which
resembles the one in equation (13). In Appendix B, we gen-
eralize these results of CPS16 to the case of peak weighted
walks with stochastic barriers.
In an N -body simulation, however, these measurements
are rather susceptible to noise and finite volume effects. Fig-
ure 9 shows the mean barrier 〈B|m 〉 recovered from the
b10 and b11 measurements shown in Figure 8. The smooth
solid curve shows the theoretical expression from the ESPτ
model, which was also shown in Figure 1. Comparing Fig-
ures 1 and 9 we see that, apart from the noise at all masses,
the new measurements substantially overestimate the mean
protohalo densities of small mass objects (note that the ver-
tical axis in Figure 9 has a logarithmic scale). We can trace
Figure 9. Model-independent measurement of the mean barrier
〈B|m 〉 recovered by applying equation (24) to the measurements
of b10 and b11 in Figure 8.
this effect to the overestimation of the pairwise differences
of bias parameters shown in the left panel of Figure 8, which
is quite likely due to finite volume effects similar to those
affecting the b2 measurements of Figure 7. These overesti-
mated differences are then divided by factors involving pair-
wise differences of ×, whose values are much smaller than
unity at these masses, leading to the overestimate of the
mean barrier in Figure 9. It will be interesting to repeat
this analysis on simulations with larger volume at the same
mass resolution, an exercise we leave for future work.
5.4 Nonlocal bias induced by shear
As a final application of ideas presented by CPS16, we ex-
plore the bias parameters cn associated with the fact that
shear is important in determining the locations of collapse.
Whereas the parameters bn could be recovered through
protohalo-centered averages over variables that correlate
with density, the cn analogously require averages over vari-
ables that correlate with shear. And since the distribution
of q2(5) (or τ
2) at random locations is Chi-squared rather
than Gaussian, the Hermite polynomials are replaced with
generalized Laguerre polynomials, which are the orthogonal
polynomials associated with the Chi-squared distribution.
The presence of nonlocal shear-induced bias in the Eu-
lerian (i.e., gravitationally evolved) spatial distribution of
haloes is of considerable interest due to its effect on the halo
bispectrum and, consequently, its potential effect on the re-
covery of cosmological parameters and the detection of pri-
mordial non-Gaussianity from large scale structure (Chan
et al. 2012; Baldauf et al. 2012; Sheth et al. 2013; Saito
et al. 2014; Biagetti et al. 2014; Angulo et al. 2015). Previ-
ous authors (Chan et al. 2012; Baldauf et al. 2012; Sheth
et al. 2013, hereafter, SCS13) have argued that nonlocal
terms in the Lagrangian field would also be relevant for Eu-
lerian measurements of bias, since gravitational evolution
MNRAS 000, 1–17 (0000)
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Figure 10. Lagrangian shear bias c2. Points with error bars show
measurements using large scale shear in the initial conditions sur-
rounding z = 0 protohaloes in the WMAP3 simulation at scales
R0 = 20h−1Mpc (red circles) and 30h−1Mpc (blue triangles).
See text for details. Points show the mean over 9 realisations
and error bars show the standard deviation around the mean.
Solid red curve shows the scale-independent prediction c20 in
the ESPτ model. For ease of comparison with SCS13, we plot
δ2c c
(SCS13)
2 ≡ ν2c c2.
induces a coupling between density and shear. The predic-
tion of these Lagrangian terms in the analytical ESPτ model
is therefore potentially of great interest for interpreting Eu-
lerian measurements of the halo bispectrum, and represents
a qualitative departure from the model of PSD13 in which
the barrier stochasticity was an ad hoc ingredient that did
not correlate with the protohalo envionment.
The numerical estimator for nonlocal bias suggested by
CPS16 is based on the large-scale rotational invariant Q(5)
defined at scale R0 exactly like q(5) is defined at the halo
scale R, and is given by
cˆ2j = (−1)j r−2jζ
1
N
N∑
α=1
L
(3/2)
j (5Q
2
(5)α/2) (26)
with j = 1, 2, . . ., where Q(5)α is the measurement of Q(5)
around the α-th of N protohaloes in the bin, L
(α)
j (x) ≡
x−αex(d/dx)j(e−xxj+α)/j! are the generalized Laguerre
polynomials and rζ is the correlation coefficient between the
large-scale and small-scale shear (see Appendix A4 for de-
tails).
As CPS16 showed, the scale-dependent coefficients c2j
are expected to have a structure very similar to that of bn
(equation 21). For example, at lowest order j = 1, one has
c2 = c20 +2˜×c21 + ˜2×c22, where ˜× is a coefficient analogous
to × (equation 22), now involving shear rather than density.
At very large scales, the only relevant term is c20 (similarly,
c{2j}0 at order j). In Appendix A4, we show that, in our
analytical model which uses τ rather than q(5), this is very
well approximated by
c{2j}0(m;β) ' 1
j!
× 1
n(m;β)
(
β2
2
)j (
1
β
∂
∂β
)j
n(m;β) ,
(27)
which is precisely analogous to the definition of the peak-
background split density bias coefficients as derivatives of
the mass function with respect to δc. As CPS16 showed us-
ing Monte Carlo experiments, and as further discussed in
Appendix B, the scale dependent pieces c21 and c22 are not
so important at the scales we probe in our simulations; given
the size of the errorbars, these can be safely neglected.
Figure 10 compares our protohalo measurements using
equation (26) at two large scales with the expectation from
equation (A34). To connect with the results of SCS13, we
note that their convention for the nonlocal bias coefficient
they called c2 is related to ours through δ
2
c c
(SCS13)
2 = ν
2
c c2,
which is the combination we display. Unfortunately, the
measurements are dominated by noise, with hints of the
same scale-dependent finite volume effects seen in the b2
measurements of Figure 7. While there is broad agreement
between the measurements and the model prediction, draw-
ing sharper conclusions would require better error control
(see also the previous discussion of the mean barrier). Nev-
ertheless, Figure 10 represents the first attempt at directly
measuring Lagrangian nonlocal bias in N -body simulations.
6 SUMMARY & DISCUSSION
The role of tidal influences or shear in the formation of dark
matter haloes has long been recognised as an important in-
gredient in models of hierarchical structure formation (Bond
& Myers 1996; Sheth et al. 2001; Sheth & Tormen 2002;
Borzyszkowski et al. 2014). In parallel, analytical work on
peaks theory and the excursion set approach with correlated
steps has shown how these two can be combined (Musso &
Sheth 2012; Paranjape & Sheth 2012b), leading to realis-
tic and accurate “excursion set peak” (ESP) models of the
halo mass function and scale dependent halo bias (Paran-
jape et al. 2013a, PSD13). This ESP approach, however,
does not incorporate the tidal influences mentioned above,
a situation that we have rectified in this paper.
We have introduced an ESP model that explicitly de-
pends on the initial tidal field by including the effect of
the latter in the critical density threshold for gravitational
collapse. Although simplified, this collapse barrier (equa-
tion 13) is well-motivated from standard ellipsoidal collapse
arguments which typically lead to an enhancement of the
critical density by terms depending on the rotational invari-
ants of the tidal tensor (Sheth et al. 2001; Sheth & Tormen
2002; Sheth et al. 2013). Moreover, by adjusting the value of
a single parameter (the strength β of the tidal effect in the
collapse barrier), the resulting ‘ESPτ ’ model gives an ex-
cellent description of the halo mass function (Figure 5) and
linear and quadratic scale-dependent bias parameters (Fig-
ure 7) at low redshift over a wide range of halo masses. The
performance of the ESPτ model in this regard is comparable
to that of the PSD13 model.
Our model highlights the intimate connection between
scale dependent halo bias and the moments of the stochastic
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halo formation barrier (section 5.3; Figure 9), recently dis-
cussed by Castorina et al. (2016, CPS16)12. Moreover, the
presence of shear in the ESPτ collapse barrier (13) leads
to qualitatively new features that the PSD13 model lacks.
First, the Lognormal-like shape of the distribution of over-
densities of protohalo patches is a prediction of this model,
rather than being an assumption as in the case of PSD13.
Quantitatively, this prediction provides a reasonably good
description of direct measurements of protohalo overdensi-
ties in N -body simulations (Figures 1 and 4, although see
below).
Secondly, the fact that shear is important in determin-
ing the locations of collapse leads to conceptually new bias
coefficients (CPS16) that are not predicted in the PSD13
model. We presented an estimate (the first in the litera-
ture) of this ‘nonlocal’ Lagrangian bias in Figure 10; al-
though noisy, the measurements are in broad agreement with
the ESPτ prediction. Another manifestation of this nonlocal
bias arises due to the gravitational coupling between density
and shear, an effect which has been discussed in the liter-
ature and recently measured in simulations (see section 5.4
for references). Our Lagrangian prediction will have conse-
quences for the interpretation of this Eulerian effect, which
in turn can affect cosmological parameter recovery and the
hunt for primordial non-Gaussianity from large scale struc-
ture.
By extrapolating the models to high redshifts 6 ≤ z ≤ 9
and comparing with simulations, we also demonstrated that
the ESP models predict a level of non-universality in the
mass function that is substantially larger than what is mea-
sured (Figure 6)13. This is one of several features in our
model that deserves more attention: for example, the mea-
surements of the scale independent linear bias coefficient b10
are significantly overpredicted by the model at low masses
(right panel of Figure 8), the mean value of the protohalo
overdensity distribution is also overpredicted (Figure 1),
while its scatter is substantially underpredicted (Figure 4).
There are at least two possible approaches to resolv-
ing these issues. A phenomenological solution might involve
direct comparisons of the mass function and barrier stochas-
ticity with measurements in simulations at several redshifts
and masses, with the purpose of fitting the parameter β
and/or introducing more parametrized terms (e.g., nonlin-
ear terms in the shear) in the barrier equation (13). This ap-
proach would have the immediate benefit of providing well-
motivated, self-consistent and accurate fitting forms for the
mass function and nonlinear, nonlocal bias.
A second, potentially more rewarding approach, could
involve exploring other variables that can be important
in determining the locations of collapse. For example, re-
cent work on the formation histories of CDM haloes by
12 Along the way, we also employed the techniques proposed by
CPS16 to estimate the coefficients b10 and b11 of the linear bias
parameter in a model independent way, comparing these with pre-
dictions of the ESP models and fits from the literature (Figure 8).
Our analytical results were validated using Monte Carlo experi-
ments involving peak weighted random walks, a novel technique
that we describe in Appendix B.
13 A simple extrapolation of the non-universal fitting function by
Tinker et al. (2008) to these redshifts, on the other hand, leads
to a surprisingly accurate description of the simulation results.
Borzyszkowski et al. (2014) has demonstrated two very in-
teresting facts: first, the ellipsoidal collapse model of Bond
& Myers (1996), after accounting for the nontrivial initial
shapes of protohalo patches, tends to systematically over-
predict collapse times (a similar conclusion was also reached
indirectly by Hahn & Paranjape 2014, through an analysis
of warm dark matter simulations), and secondly, the over-
densities of protohaloes of a given mass strongly correlate
with their actual collapse times in the simulation.
Since collapse times, as well as their intimate connec-
tion with other properties such as halo concentration, are
natural statistical ingredients in the excursion set formalism
(Lacey & Cole 1993; Castorina & Sheth 2013), developing
an accurate physical model of halo formation times and their
dependence on protohalo shape and initial shear is clearly of
great interest. In addition to potentially resolving (at least
some of) the issues faced by the ESPτ model of this paper,
such a model would also have consequences for accurate pre-
dictions of the concentration-mass-redshift relation (Ludlow
et al. 2014a, 2016) and measured trends of halo assembly
bias (Sheth & Tormen 2004; Gao et al. 2005).
One point of interest in this regard is that the peaks
framework naturally predicts an assembly bias signature
from the correlation between the peak curvature and the
large scale density (Dalal et al. 2008). Musso & Sheth
(2014b) made the point that the effect is more general: in
the excursion set framework the assembly bias effect is due
to the correlation between the slope of the density profile
and the large scale density - the peaks constraint is not nec-
essary. In our excursion set peaks approach, coefficients like
b11 essentially measure the strength of both correlations. In
addition, Castorina & Sheth (2013) showed that stochas-
ticity in halo formation is another source of assembly bias,
and CPS16 show how stochasticity and slope correlations
combine in coefficients like b11. So it follows that these co-
efficients contain information about assembly bias (at least
for the unevolved, Lagrangian field). In principle, then, mea-
suring these coefficients could lead to a new window for de-
tecting assembly bias. Exploring these ideas is the subject
of work in progress.
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APPENDIX A: DETAILS OF CALCULATIONS
A1 Correlations
The covariances between the matrix elements are given by
〈ψijψkl 〉 = σ
2
0T
15
(δijδkl + δikδjl + δilδjk) , (A1)
〈 ζijζkl 〉 = σ
2
2G
15
(δijδkl + δikδjl + δilδjk) , (A2)
〈−ψijζkl 〉 = σ
2
1m
15
(δijδkl + δikδjl + δilδjk) , (A3)
〈 ηiηj 〉 = σ
2
1G
3
δij , (A4)
〈 ηiψjk 〉 = 0 = 〈 ηiζjk 〉 , (A5)
where δij is the Kronecker delta, and σ
2
1m was defined below
equation (4).
The variables defined in equations (5) and (6) have the
following non-zero covariances:〈
x2
〉
= 1 =
〈
ν2
〉
; 〈x ν 〉 = γ
15
〈
y2
〉
= 1 =
〈
l22
〉
; 〈 y l2 〉 = γ/
√
15
5
〈
z2
〉
= 1 =
〈
l23
〉
; 〈 z l3 〉 = γ/
√
5 (A6)
where γ was defined in equation (4). Additionally,
σ−20T
〈
ψ2A
〉
= 1/15 = σ−22G
〈
ζ2A
〉
(σ0Tσ2G)
−1 〈ψA ζB 〉 = −(γ/15)δAB , (A7)
where A,B = 4, 5, 6.
A2 Mass function for ESP with shear
The differential number density of peaks can be written as
(van de Weygaert & Bertschinger 1996)
Npk(ν, l2, l3, q(3), x, y, z) dν dl2 dl3 dq(3) dxdy dz
=
1
V∗
×
√
2
pi
3q2(3)(
√
3dq(3))
(1− γ2)3/2 e
−3q2(3)/2(1−γ2)
× dν e
−ν2/2
√
2pi
× dx e
−(x−γν)2/2(1−γ2)√
2pi(1− γ2)
× 3
2 · 55/2√
2pi
dy dz F (x, y, z) e−15y
2/2 e−5z
2/2χζ(x, y, z)
× dl2 dl3
2pi(1− γ2) e
−[(l2−γ
√
15y)2+(l3−γ
√
5z)2]/2(1−γ2) , (A8)
where V∗ = (6pi)3/2(σ1G/σ2G)3, the constraints on the shape
eigenvalues are given by
χζ(x, y, z) = ΘH(y)ΘH(y−z)ΘH(y+z)ΘH(x−3y+z) , (A9)
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and, following Bardeen et al. (1986, hereafter, BBKS), we
denote
F (x, y, z) ≡ (x− 2z)y(y2 − z2)[(x+ z)2 − (3y)2] . (A10)
Introducing the variables
q ≡
√
3q(3)/
√
1− γ2
l˜2 ≡ (l2 − γ
√
15 y)/
√
1− γ2
l˜3 ≡ (l3 − γ
√
5 z)/
√
1− γ2 , (A11)
equation (A8) can be rewritten as
Npk(x, y, z, ν, l˜2, l˜3, q) dx dy dz dν dl˜2 dl˜3 dq
=
1
V∗
× dq p3(q)× dl˜2 dl˜3
2pi
e−(l˜
2
2+l˜
2
3)/2
× dν e
−ν2/2
√
2pi
× dx e
−(x−γν)2/2(1−γ2)√
2pi(1− γ2)
× 3
2 · 55/2√
2pi
dy dz
1− γ2 F (x, y, z) e
−15y2/2 e−5z
2/2χζ(x, y, z) ,
(A12)
where p3(q) =
√
2/pi q2 e−q
2/2. The first line of (A12) (apart
from the factor 1/V∗) simply gives the conditional distribu-
tion dq dl˜2 dl˜3 p(q, l˜2, l˜3|ζA = 0) of the variables {q, l˜2, l˜3} in
the eigenbasis of ζij . As we see, this distribution completely
decouples from the peaks constraint. We can now apply a
3-dimensional polar coordinate transformation {q, l˜2, l˜3} →
{τ, θτ , φτ}, the radial coordinate being τ as defined in equa-
tion (10) which also reads τ2 = q2 + l˜22 + l˜
2
3. Assuming that
the excursion set constraint only depends on τ , the angular
part of this transformation can be integrated over: due to the
form of p3(q) this involves the integrals
∫ pi
0
dθτ sin
3 θτ = 4/3
and
∫ pi
0
dφτ cos
2 φτ = pi/2, where the range of integration of
φτ follows from noting the restriction q ≥ 0. We are left with
Npk(x, y, z, ν, τ) dx dy dz dν dτ
=
1
V∗
× dτ p5(τ)× dν e
−ν2/2
√
2pi
× dx e
−(x−γν)2/2(1−γ2)√
2pi(1− γ2)
× 3
2 · 55/2√
2pi
dy dz
1− γ2 F (x, y, z) e
−15y2/2 e−5z
2/2χζ(x, y, z) ,
(A13)
where p5(τ) was defined in equation (12) and does not couple
to the peaks constraint.
The mass function of excursion set peaks (“haloes”) is
given by multiplying the peaks number density by the excur-
sion set constraint and integrating over all relevant variables:
n(m) =
∣∣∣∣d lnσ0Td lnm
∣∣∣∣ ∫ DXNpk(X) ES(σ0T, {δ,B}) , (A14)
where the excursion set constraint, restricted to up-crossing
of a barrier B by the walk height δ, is given by
ES(σ0T, {δ,B}) = (δ˙−B˙) ΘH(δ˙−B˙) δD(ν−B/σ0T) , (A15)
with the overdot denoting a derivative with respect to σ0T,
and where X in our case represents {ν, τ, x, y, z}.
We use a barrier of the form (13) for the reasons dis-
cussed in the text. To proceed, we need the derivative of the
barrier (13). Ignoring the weak mass dependence of γ, this
is given by
B˙ = β˜ τ + v ; v ≡ β˜ σ0T τ˙ , (A16)
where β˜ was defined in equation (13), and where we in-
troduced a new stochastic variable v whose distribution
can be shown to be Gaussian with mean zero and variance
β˜2/γ2, independent of all the other variables at the halo scale
(Musso & Sheth 2014a, although see below). The quantity δ˙
on the other hand is strongly correlated with the peak cur-
vature x. In fact, for Gaussian filtering we have δ˙ = x/γ (a
special case of γψ˙ij = −ζij/σ2). Assuming this relation and
integrating over the Gaussian distribution of v leads to the
replacement
ES(σ0T, {δ,B})→ ES′(x/γ − β˜τ) δD(ν − β˜τ − νc) , (A17)
where νc was defined in equation (8) and ES
′ in equa-
tion (17). We then use equations (A13) and (A17) in equa-
tion (A14) and integrate over {y, z} exactly like in BBKS.
Since these variables don’t enter the excursion set constraint,
this is equivalent to using the variables X = {ν, τ, x} in
equation (A14), with
Npk(ν, τ, x) dν dτ dx
=
dτ p5(τ)
V∗
dν e−ν
2/2
√
2pi
dxF (x) ΘH(x)√
2pi(1− γ2) e
−(x−γν)2/2(1−γ2)
(A18)
where
F (x) =
1
2
(
x3 − 3x){erf (x√5
2
)
+ erf
(
x
√
5
8
)}
+
√
2
5pi
[(
31x2
4
+
8
5
)
e−5x
2/8
+
(
x2
2
− 8
5
)
e−5x
2/2
]
, (A19)
(equation A15 of BBKS). Finally, integrating over the Dirac-
delta in ν leads to equation (15).
A3 Scale-independent bias coefficients
The scale-independent bias coefficients bnr (n = 1, 2, . . .;
0 ≤ r ≤ n) in the ESPτ model are given by
δnc bnr = (−1)r
n−r∑
j=0
(
n− r
j
)
〈µjλn−j |ESPτ 〉 , (A20)
where the functions µj and λj are given by
µj(νc, τ ;β) ≡ νjc Hj(νc + β˜τ) (A21)
λj(νc, τ, x;β) ≡ (−Γνc)j Hj
(
x− γνc − γβ˜τ√
1− γ2
)
, (A22)
with Γ ≡ γ/√1− γ2, and the conditional average 〈 g|ESPτ 〉
of a function g(τ, x) at excursion set peaks in this model is
〈 g|ESPτ 〉 =
∫
dτ dxNESPτ (νc, τ, x;β) g(τ, x)∫
dτ dxNESPτ (νc, τ, x;β) , (A23)
where
NESPτ (νc, τ, x;β) = Npk(νc+β˜τ, τ, x) ES′(x/γ−β˜τ) (A24)
with Npk(ν, τ, x) given by equation (A18), while for a func-
tion g(τ) this becomes
〈 g|ESPτ 〉 =
∫
dτ p5(τ)n(m, τ ;β) g(τ)∫
dτ p5(τ)n(m, τ ;β)
, (A25)
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where n(m, τ ;β) was defined in equation (16). The first two
peak-background split coefficients evaluate to
δcb10 = 〈µ1|ESPτ 〉+ 〈λ1|ESPτ 〉
δ2c b20 = 〈µ2|ESPτ 〉+ 2 〈µ1λ1|ESPτ 〉+ 〈λ2|ESPτ 〉 .
(A26)
Of particular interest from the point of view of barrier
stochasticity are the “consistency relations” first noticed by
Musso et al. (2012) and discussed by PSD13 and CPS16:
summing over equation (A20), we can easily see that14
n∑
r=0
(
n
r
)
δnc bnr
=
n∑
r=0
n−r∑
j=0
(
n
r
)(
n− r
j
)
(−1)r 〈µjλn−j |ESPτ 〉
= 〈µn|ESPτ 〉
= νnc 〈Hn (B/σ0T) |ESPτ 〉 . (A27)
We discuss this relation further in the main text.
A4 Nonlocal bias induced by shear
To obtain the analytical analogue of the bias (26) as-
sociated with shear, we must define the large scale ver-
sion of τ , which we denote T . If the components of
the large-scale shear tensor are organised into the vari-
ables {δ0/
√
S0, L2, L3, L4, L5, L6} exactly like the small-
scale shear was organized into {ν, l2, l3, l4, l5, l6} (except that
we standardize using σ0T(R0) =
√
S0 instead of σ0T(R) =√
s), then we can define
3Q2(3) ≡ L24 + L25 + L26
Q ≡
√
3Q(3)/
√
1− γ2×
L˜2 ≡ (L2 − γ×
√
15 y)/
√
1− γ2×
L˜3 ≡ (L3 − γ×
√
5 z)/
√
1− γ2× , (A28)
which are analogous to {q, l˜2, l˜3} defined in equation (A11),
and since we are still working in the eigenbasis of the small-
scale shape tensor ζij , the relevant correlation coefficient
that appears is γ× defined by
γ× ≡ Cov(LA, ζA)√
Var(LA)Var(ζA)
=
σ1×,GT(R,R0)2
σ0T(R0)σ2G(R)
. (A29)
Analogously to τ (equation 10), we can then define T using
T 2 ≡ Q2 + L˜22 + L˜23 . (A30)
Turning to the cross-correlation between shear at different
scales, we note that in the absence of any constraint on the
small-scale reference frame (and keeping in mind that the
lA and LA are all standardized), the relevant correlation
coefficient between τ and T would have been r defined by
r ≡ Cov(lA, LA) = σ
2
0×,TT(R,R0)
σ0T(R)σ0T(R0)
=
S×√
sS0
. (A31)
14 To prove the second equality in equation (A27), one can ex-
change the order of summation and recognize the binomial ex-
pansion of (1− 1)n−j = δnj .
Due to the requirement of being in the ζij eigenbasis, this
changes to rζ given by
rζ = (r − γγ×)/
√
(1− γ2)(1− γ2×) . (A32)
The joint distribution of τ and T is then dτ dT p(τ, T ) =
dτ p5(τ) dT p5(T |τ ; rζ) where p5(τ) is given by equation (12)
and we have (using the expression for a bivariate Chi-
squared distribution with 5 degrees of freedom)
p5(T |τ ; rζ) dT
= dT T
e−(T
2+r2ζτ
2)/2(1−r2ζ)
(1− r2ζ)
(
T
rζτ
)3/2
I3/2
(
rζτT
1− r2ζ
)
,
(A33)
with I3/2(x) a modified Bessel function of the first kind.
Strictly speaking, what we require for the calculation of
shear-induced bias is the conditional distribution p(T |τ, τ˙),
since the excursion set constraint depends on both τ and its
derivative. Although τ˙ does not correlate with any of the
variables at the halo scale, it does correlate with large scale
shear. At leading order, keeping track of the additional cor-
relation with τ˙ leads to a scale dependent bias c2 involving
coefficients c20, c21 and c22, exactly analogous to the struc-
ture of b2 (equation 21). The coefficient c20 is given in full
by
c20 = −
∫
dτ dxdv dν
n(m;β)
Npk(ν, τ, x) p(v) ES(σ0T, {δ,B})
×
[
L
(3/2)
1 (τ
2/2) + Γ2τv/β˜ + Γ2L
(−1)
1 (Γ
2v2/β˜2)
]
= −
〈
L
(3/2)
1 (τ
2/2) + Γ2τv/β˜ + Γ2L
(−1)
1 (Γ
2v2/β˜2)|ESPτ
〉
,
(A34)
which can be compared with the expression for b20 in equa-
tion (A26). The full derivation of c20 in equation (A34) can
be found in CPS16 (their Appendices A and B). Since the
ESPτ constraint and the barrier in equation (13) do not
change the correlation structure of p(T |τ, τ˙), c20 can be com-
puted from equation B5 of CPS16, replacing q with τ , q˙ with
v, and adding an extra F (x) weighting.
As CPS16 showed, however, the pieces in equa-
tion (A34) involving the variable v – which arise from the
correlation between τ˙ and the large scale T – are much
smaller than the first piece involving only the Laguerre poly-
nomial in τ (see also Figure B3). This first piece can be de-
rived by approximating p(T |τ, τ˙) ' p(T |τ) = p5(T |τ ; rζ), as
MNRAS 000, 1–17 (0000)
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we show below. At order j, we have
(−1)j r2jζ c2j,0
'
〈
L
(3/2)
j (T
2/2)|ESPτ, 〈T τ˙ 〉 ' 0)
〉
=
∫
dT L
(3/2)
j (T
2/2) p(T |ESPτ, 〈T τ˙ 〉 ' 0)
=
∫
dT L
(3/2)
j (T
2/2)
∫
dτ p(T |τ) p(τ |ESPτ)
=
∫
dT L
(3/2)
j (T
2/2)
∫
dτ p5(T |τ ; rζ) p5(τ)n(m, τ ;β)
n(m;β)
=
∫
dτ
p5(τ)n(m, τ ;β)
n(m;β)
∫
dT p5(T |τ ; rζ)L(3/2)j (T 2/2)
=
∫
dτ
p5(τ)n(m, τ ;β)
n(m;β)
r2jζ L
(3/2)
j (τ
2/2)
= r2jζ
〈
L
(3/2)
j (τ
2/2)|ESPτ
〉
, (A35)
where the last equality but one uses a special case of∫
dT p2(α+1)(T |τ ; rζ)L(α)j (T 2/2) = r2jζ L(α)j (τ2/2) for a con-
ditional Chi-squared distribution with 2(α + 1) degrees of
freedom (obtained by setting 3/2→ α in the last two terms
in equation A33), which can be proved using the identity
7.421(4) of Gradshteyn et al. (2007). Using the definition
of the generalized Laguerre polynomials and integrating the
last line but one in equation (A34) by parts, we see that this
term can be written as in equation (27).
APPENDIX B: WEIGHTED RANDOM WALKS
The procedure to generate quasi-random walks with a given
correlation structure was described for the first time in a
cosmological context by Bond et al. (1991). This technique
was then used by Musso & Sheth (2012); Musso et al. (2012)
and later by many others to test the accuracy, within the
up-crossing approximation, of analytic predictions for the
first crossing rate and the bias parameters with respect to
the outcome of numerical excursion set experiments.
In this Appendix we describe the key steps to generate
Monte Carlo walks with peak weights, which is a straight-
forward extension of the algorithm of Bond et al. (1991) to
include the effects of performing the excursion set calcula-
tion at peaks of the initial density field. Given a set of linear
Fourier modes of the density field, δki , for each random walk
and at each step labelled by its smoothing scale R, the den-
sity field convolved with a window function W (kR) can be
computed as
δR =
∑
i
δkiW (kiR) . (B1)
For simplicity, and without loss of generality, we assumed
the walk is centered at the origin of coordinates.
A certain number of variables, e.g., the smoothing scale
and the value of density field, are stored at the scale where
the first crossing condition, say δR ≥ B, is satisfied, and the
same is done at the larger scales one later wants to use to
compute the bias parameters, using the estimators in equa-
tion (20). The barrier B of equation (13) is constructed by
using an appropriate number of independent Gaussian ran-
dom numbers to build Chi-squared objects like q5 and τ .
For the relevant steps in the random walk, we also store the
Figure B1. Results using peak-weighted random walks. First
crossing rate of the barrier δc + 0.4σ0T q5 (histograms). Differ-
ent linestyles correspond to different weighting schemes: thick
solid red are weighted using equation (B3), dashed red by re-
placing F (x)ΘH(x) → F (x, y, z)χζ(x, y, z) in that equation, and
thin solid blue are unweighted. Smooth curves show the corre-
sponding analytical predictions using the ESPτ model. (Here, the
unweighted case simply amounts to setting (V/V∗)F (x) → 1 in
equation 16).
value of x, defined in equation (5),
xR =
∑
i
k2i δkiWG(kiR)/σ2G(R) . (B2)
The peak weight is computed as
wpk(xR, R) = (V/V∗) F (xR) ΘH(xR) , (B3)
where V = (4pi/3)R3, V∗ was defined below equation (16),
F (x) is given by equation (A19), and ΘH(x) is the Heaviside
theta function that enforces x > 0. When computing the first
crossing distribution, this weight is used as the contribution
of each walk to the frequency histogram. If Ni walks first
cross the barrier in the ith bin of smoothing scale, then the
corresponding weighted first crossing fraction of walks fi is
fi =
Ni∑
α=1
wpk(xRα , Rα)/Ntot , (B4)
with α counting over the walks contributing to this bin, and
where Ntot is the total number of walks simulated. The first
crossing distributions of walks with and without weighting
are shown in Figure B1, along with analytical up-crossing
based results. We see that the analytical results provide an
excellent description of the numerical measurements in each
case, thus validating the main technical approximation un-
derlying the ESP formalism.
When computing bias, on the other hand, the weight
is included in the estimators in equation (20). For instance,
for bn, in the i
th bin of smoothing scale,
bˆn =
S
n/2
0
Sn×
∑Ni
α=1 wpk(xRα , Rα)Hn(δ0,α/
√
S0)∑Ni
α=1 wpk(xRα , Rα)
. (B5)
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Figure B2. Results using peak-weighted random walks. (Left panel:) Peak-background split bias parameters δcb10. (Right panel:)
Model-independent recovery of mean barrier 〈B|m 〉 from measurements of b10 and b11.
Measurements such as these can be combined, as discussed
in the main text, to provide numerical estimates of the scale
independent coefficients bnr (see below).
Dealing with random walks also helps to assert the va-
lidity of our approximation of trading τ with q5, that we
used to simplify the evaluation of the peak constraint. In
the Monte Carlo runs with barrier as in equation (13), but
with the true q5 replacing τ , we can actually weight by
F (x) ΘH(x) as well as by the full F (x, y, z)χζ(x, y, z). Un-
fortunately, while the former can be applied to each single
one of the over a million walks we have first crossing for,
only a few tens of thousands of these walks satisfy the lat-
ter constraint. Nevertheless, we find that, on the range of
scales we expect our model to provide a good description of
the haloes in the simulations, the difference between the full
weighting of a q5 barrier and the ESPτ barrier is negligible
(see Figure B1). Departures start to become appreciable at
ν < 1. For the rest of the Appendix we therefore focus on
F (x) weighing.
Figure B2 compares measurements of b10 and the
model-independent estimate of the mean barrier 〈B|m 〉 us-
ing the weighted walks described above, with the analytical
results described in the main text. We see that the analyt-
ical model agrees extremely well with these measurements,
including at small masses. The discrepancies seen between
the model and the proto-halo based estimates of b10 in the
right panel of Figure 8 are a failing of the basic underlying
assumptions in the ESP approach, rather than of the vari-
ous technical approximations made in the excursion set cal-
culations. On the other hand, the good agreement between
model and measurements in the right panel of Figure B2
reassures us that the discrepancies seen in Figure 9 are in
fact due to the biased nature of the estimate, as discussed
in section 5.3.
Given the noisy measurements of the shear bias coeffi-
cient c2 in simulations seen in Figure 10, we further tested
our analytical predictions with the outcome of the Monte
Carlo runs. The results are shown in Figure B3. The ESPτ
model provides a very good description of the measurements
Figure B3. Results using peak-weighted random walks. Nonlocal
bias (points with errors) estimated at R0 = 15h−1Mpc (empty
red circles) and R0 = 20h−1Mpc (filled blue circles). The cor-
responding smooth curves show the analytical results of CPS16
with the extra peak weight.
in the walks, with Figure B3 also allowing us to show that
the scale dependence of c2 in the walks and in the analytic
calculation (following CPS16, see also Appendix A4) is neg-
ligible. Whether this result remains valid for protohaloes in
an N -body simulation remains to be checked with more ac-
curate measurements than the one we present in Figure 10.
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