previously documented, ~8 km from the summit of Micotrin. The basal St. Aromont sample is from a 50 m thick pyroclastic sequence previously described by Howe et al. (2014) as part of the Link Flow sequence, ~8 km from Micotrin. The Casso sample was located on the southern ridge flank of the Roseau River, 6 km from Micotrin at an elevation of 250 m. The Casso deposit is a ~15 m thick pyroclastic deposit, dominated by ash and has not previously been studied. The
The Rosalie sample was from a 25 m thick pyroclastic deposit on the eastern coast of Dominica, recently described by Boudon et al. (2017) . Analytical Methods
SEM
Fe-Ti oxide and volcanic glass analyses were performed on the Zeiss EVO-50 SEM at Union College. Accelerating voltage was set at 15 kV for all analyses. EDS X-ray spectra were obtained with a Bruker XFlash 30 set to a pulse throughput of 60 kcps which gives peak resolution of 123 eV (FWHM) on Mn K-Alpha, and decreases to 45 eV at C K-Alpha. The increased energy resolution allows more background points at low energies between the Fe-L and Na-K lines, resulting in a better characterization of the bremsstrahlung radiation, a common problem in EDS analyses.
Oxides
Fe-Ti oxides were analyzed using a fixed spot with beam current between 5 and 20 nA.
Current was adjusted to maintain detector dead time below 40%. Standardization of different elements in the EDS spectra was performed using a set of well characterized natural standards, including spinel (Mg, Al), rutile (Ti), hematite (Fe) and spessartine (Mn) . Standards were applied with the Bruker Quantax 2.0 software using a P-B/ZAF correction. Analyses were rejected if analytical totals were not within ±2 % of 100 when recalculated to include ferric iron. The calculation assumes 2 and 3 total cations for ilmenite and magnetite respectively, and calculates the ferric iron required for charge balance (Table DR4) . Repeat analyses of a secondary ilmenite standard, run during each analytical session, suggest accuracy for Fe and Ti is ~1%. Two samples were also analyzed by a Cameca SX-100 Electron Microprobe using wavelength dispersive spectrometry (WDS) at the University of California Davis with an accelerating voltage of 15 KeV and a beam current of 20 nA. The microprobe yield temperatures identical to the SEM data within 5 ˚C (0.5%).
Volcanic Glass
In order to prevent element migration resulting from beam induced sample heating, during glass analysis the electron beam was kept at a very low current, less than 500 pA. In an additional step to prevent Na-loss, the beam was rastered over an area ~100 µm in size during analysis. On standard glasses, no measureable difference was found between analyses obtained using a beam rastered over 10x10 µm square or over irregular polygons of approximately 100 µm in size, designed to mimic the areas analyzed on relatively thin vesicle walls in the Dominica pumice clasts. Repeat analyses on MPI-Ding rhyolitic glass reference, ATHO-G (Jochum et al., 2006) , suggest a precision on between 3 and 4% RSD for major elements (Si, Al, Ca, K), with the exception of Na which has precision of 7%. As expected for EDS analyses at low currents, RSD increases at low concentrations. However, for the purpose of determining Zr saturation temperatures (Boehnke et al., 2013) , the least abundant element involved in the calculation of the M-factor (M=(Na + K + 2Ca)/(Al·Si)) is CaO, which is consistently present at levels <2 wt%.
Glass compositions from the same thin section were identical within measured precision over multiple analytical sessions (Table DR6 ). In addition, within individual pumice clasts, glass compositions are homogeneous and reported precisions account for any natural variation. For samples from Rosalie, King's Hill and St Aromont, analyses of different thin sections cut from different pumice clasts yielded the same glass composition.
Calculation of intensive variables
Eruption temperatures and fO 2 were calculated using all possible pairs of Fe-Ti oxides (Ghiorso and Evans, 2008) within each sample (Fig. DR2 ). Zircon saturation temperatures were calculated using Boehnke et al. (2013) , using glass compositions determined by SEM (Table   DR6 ) and assuming a range of Zr concentration (113-140 ppm), based on whole rock Zr concentrations (72-95 ppm) and mass balance using 35% crystallinity, assuming no Zr partitioning into major phases (Table DR6) . For two samples, the Ti-in-zircon thermometer (Ferry and Watson, 2007 ) is used to constrain the crystallization temperature of the zircons (Fig.   DR3 ). Since quartz is not present in the samples, a SiO2 < 1 and we assign a value of 0.8. The a TiO2 used is 0.65-0.7, based on fO 2 calculated from co-existing Fe-Ti oxides (Ghiorso and Evans, 2008 ). An error of 0.2 in the activity estimates would affect zircon crystallization temperatures ~30˚C, well outside the bounds of the proposed zircon saturation temperature. temperatures (Ghiorso and Evans, 2008 ) are similar to, or significantly higher than, zircon saturation temperatures (Boehnke et al., 2013) for each deposit in the Roseau Valley, indicating zircon undersaturation. Temperature for Goodwill from Howe et al. (2015) . Ti-in zircon temperatures (Ferry and Watson, 2007) for St. Aromont and Trafalgar, which reflect temperature of zircon crystallization are comparable to the zircon saturation temperatures. -11/13/15. Zircon grains were concentrated by standard heavy mineral separation processes, rinsed in cold dilute HF for 1-2 minutes to remove adhering glass from the mineral surfaces, and ultrasonicated in deionized water. Individual grains were hand selected and mounted on glass slides coated in thin (<10 µm) film of agave nectar. The water soluble agave allows the grains to be easily manipulated and arranges in ca. 1 x 6 mm rows with the flat euhedral zircon {1 0 0} surfaces oriented down, against the glass. Oriented zircons grains were pressed into the prepolished indium, resulting in flat non-polished zircon surfaces to be exposed parallel to the mount surface and standard grains. All grains are imaged with reflected light on a petrographic microscope to identify inclusions and physical defects. The mounted grains were soaked in soapy water, followed by a 10% EDTA solution (ethylenediaminetetraacetic acid) for ~2 minutes each, thoroughly rinsed in distilled water, and dried in a vacuum oven. The sample surface was coated with and ~100Å Au was applied and inspected to ensure uniformity and conductivity before loading into the pre-load instrument chamber. The mounts were stored at high pressure (10 -7 torr)
for several hours before being moved into the source chamber of the SHRIMP-RG.
Secondary ions are sputtered from the target spot using an O 2 -primary ion beam, which was accelerated at 10 kV and had an intensity varying from 14 to 18 nA. The primary ion beam sputter pit was ~35 by 30 µm in size and a depth of ~2-3 microns for the analyses performed in this study. All peaks are measured on a single ETP discrete-dynode electron multiplier operated in pulse counting mode. All samples were analyzed with 7 scans (peak-hopping cycles from mass 46 through 254). The counting times on each peak were 1, 1, 1, 0.5, 1, 2, 0.5, 2, 10, 90, 90, 3, and 3 seconds, respectively. Measurements were made at mass resolutions of M/DM = 6800-7200 Ludwig (2009; . More than 70 zircons were analyzed, with a small fraction (<10 %) yielding ages in secular equilibrium (ca.
350 ka). These older zircons were not analyzed for U-Pb due to time constraints.
Data Analysis
To test whether zircon growth as a result of thermal pulses are recoverable from a limited number of U/Th zircon ages, we model zircon crystallization ages, randomly extract a small number of synthetic samples, and attempt to retrieve an estimate of crystallization ages using mixing models.
Model ages and slope fits
U-Th model ages are calculated from two-point zircon-melt model isochrons and data are variably displayed as isochrons, rank-file plots, histograms, or probability density plots, with many studies using a combination of graphics. Model age errors are determined based on the analytical uncertainty of isotope ratios used in generating the slope of the isochron, so U-Th model age errors are not symmetric and should not be treated as such for accurate modeling.
Therefore, all of our calculations, including mixing model fits, are performed on isochron slope values with the results converted to ages afterwards.
Owing to the generally U-poor (<200 ppm) nature of zircons in intermediate composition volcanics and the limitations in secondary ion mass spectrometry (SIMS) analysis, the uncertainties on an individual zircon analysis typically range from thousands to tens of thousands of years (10-30%). For this study, measurement errors as a function of age were modeled to be similar to those present in our Roseau dataset. For our 65 U-Th analyses, a line fit to isochron slope vs uncertainty yields a slope of 0.0111 and an intercept of 0.0975, with older ages yielding more uncertainty. The residuals from this fit are normally distributed about zero with a standard deviation of 0.07 (Fig. DR4) . We used our calculated uncertainty estimate to assign errors in subsequent synthetically generated datasets. 
Generation of synthetic datasets and measured ages
We modeled zircon crystallization ages as a function of thermal pulses and cooling histories using the Zirconator program of Kent and Cooper (2018) . In first scenario discussed in the text, we used the example provided in Kent and Cooper (2018) in which a magmatic system experienced four thermal spikes of 850˚C at 37, 87, 133, and 184 ka from the intrusion of a 200 m sill with a diffusivity of 10 6 m 2 /s. The temperature of the thermal input was 810˚C and the system was allowed to cool to 690˚C, or sub-solidus conditions. The Zirconator output yielded datasets of 1000 "true ages" modeled from the input thermal history. To simulate actual analyses, the "measured age" must be dispersed around this true age and an analytical uncertainty assigned.
We have generated our own analytical dispersion rather than use the values provided by the Zirconator program in order to use the relationship derived above between standard deviation A B y = 0.0111x + 0.0975 and isochron slope for the Roseau dataset, which appropriately produces errors which are symmetrically distributed about the mean with respect isochron slope, rather than age. Errors on true ages (as slopes) from the Zirconator output are calculated using an error model fit to our real data, as described above (DR4). The measured ages (as slopes) are generated as randomly drawn points from a normal distribution centered at the true age with the error calculated for the true age. Because the Zirconator output is 1000 true ages, we derived a population of 1000 measured ages with analytical uncertainties. From this measured age dataset, small synthetic datasets (typically n = 15) were randomly extracted for use in the mixing model.
Mixing Models
Initial mixing model fits to the Roseau datasets were done with the javascript program Density Plotter (Vermeesch, 2012) , which uses maximum likelihood mixing models derived from Galbraith and Green (1990) , which is fundamentally similar to the mixing model of Sambridge and Compston (1994) . However, this approach is impractical to assess larger datasets. Therefore, to fit thousands of randomly generated datasets, we implemented an automatic mixing model fitting routine in the program Mathematica (included in the data repository, or on request from the authors). Our mixing model implementation is taken after Sambridge and Compston (1994) , with the exception that some numerical methods have been replaced by Mathematica's ability to perform symbolic calculus. For each dataset of randomly selected model ages, the Mathematica script automatically determines the isochron slopes, proportions and uncertainties for a range of hypothesized age populations, from n=1 to n=5. The approach for automatically selecting the number of age populations most consistent with the data follows that described by Sambridge and Compston (1994) where we look at the relative misfit as a percentage of the one component case. When an additional age component does not improve the fit by more than 2%, that number of age populations is deemed to be one too many. We find that this threshold explains the data well and also does not erroneously predict additional population parameters with the same age.
To test the viability of our script compared to Density Plotter, we analyzed several different datasets by both methods. All tests yielded identical results, including the Roseau Ignimbrites. We also tested whether increasing the size of the dataset improved the model results.
As shown in Table DR7 , tests of larger datasets of 25 or 50 analyses did not yield significantly different or improved results for either a four pulse or single pulse crystallization scenario. 
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