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Povzetek
Naslov: Algoritmi problema pretokov
Avtor: Gregor Ajdicˇ
Predpostavimo, da je nasˇ namen prenesti nek material od izvora do ponora
preko vozliˇscˇ. Na nasˇi poti imamo povezave, ki imajo maksimalno kapaci-
teto. Nasˇ cilj je ugotoviti, najvecˇ koliko materiala lahko prenesemo od izvora
do ponora, brez da bi krsˇili kapacitetne omejitve. Resˇevanje tega problema
je bilo sprva mozˇno s splosˇnimi tehnikami linearnega programiranja, kasneje
pa so se zacˇeli razvijati sˇtevilni drugi algoritmi. Nekateri izmed njih upo-
rabljajo pristope in metode, ki so zanimivi s teoreticˇnega vidika, drugi pa
so primernejˇsi za uporabo v praksi. Cilji diplomskega dela so predstavitev
glavnih idej teh algoritmov, njihova analiza in prikaz nekaterih prakticˇnih
primerov. Zˇelimo ugotoviti, kateri algoritem je trenutno najhitrejˇsi.
Kljucˇne besede: pretok, omrezˇje pretokov, rezidualno omrezˇje, nenasicˇene




Title: Network flow algorithms
Author: Gregor Ajdicˇ
Let us assume that it is our intention to transfer material from source to sink
through the nodes of a graph. Each edge has a certain capacity. Our goal is
to determine how much material can be transferred from the source to the
sink without violating the capacity limit. Initially basic linear programming
techniques were used to solve this problem, but later many other algorithms
were discovered. Some of them use approaches and methods that are in-
teresting from a theoretical point of view, while others are more suitable for
practical use. The aims of the thesis are the presentation of these algorithms,
their analysis and the display of basic examples. We want to figure out which
algorithm is currently the fastest in solving this problem.
Keywords: flow, network flow, residual network, augmenting paths, cuts,




Predstavljajmo si, da gledamo zemljevid kot usmerjen graf, ki nam pomaga
najti najkrajˇso pot med zacˇetno in koncˇno tocˇko. Podobno si lahko predsta-
vljamo tudi usmerjen graf, ki ga interpretiramo kot omrezˇje pretokov. Z njim
lahko resˇujemo razlicˇne probleme prenosa oziroma pretoka nekega materiala
od izvora do ponora. Material se konstantno generira na izvoru in z enako hi-
trostjo porablja v ponoru. Primeri taksˇnega pretoka so na primer tekocˇina,
ki se pretaka skozi cevi, elektricˇni tok, ki potuje skozi elektricˇna omrezˇja,
in nenazadnje informacije, ki potujejo skozi komunikacijska omrezˇja. Vsako
usmerjeno povezavo v taksˇnem omrezˇju si lahko predstavljamo kot cev ali
zˇico, skozi katero se lahko pretocˇi omejena kolicˇina materiala v nekem cˇasu
(na primer 200 litrov tekocˇine na uro). Vozliˇscˇa v grafu predstavljajo spoje,
ki pa za razliko od izvora in ponora ne shranjujejo materiala, pacˇ pa ta preko
njih le potuje. Povedano z drugimi besedami, kolicˇina materiala, ki vstopi
v vozliˇscˇe, mora biti enaka kolicˇini materiala, ki izstopi iz vozliˇscˇa. S pro-
blemom maksimalnega pretoka zˇelimo torej ugotoviti maksimalno kolicˇino
materiala, ki ga lahko posˇljemo od izvora do ponora, brez da bi krsˇili kapa-
citetne omejitve samega omrezˇja. Pri problemu minimalnega reza pa zˇelimo
dolocˇiti mnozˇico cevi z najmanjˇso skupno kapaciteto, katerih odstranitev bi
povzrocˇila, da bi bila izvor in ponor nepovezana.
To diplomsko delo je namenjeno pregledu in analizi algoritmov, ki resˇujejo
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problem pretokov. Pri tem se bomo omejili le na osnovne algoritme in ne
bomo obravnavali posebnih primerov. Motiv za diplomsko delo je bila zˇelja
raziskati algoritme, ki resˇujejo problem maksimalnega pretoka, ter predsta-
viti njihove glavne ideje in uporabljene metode. Skozi zgodovino so avtorji
predstavili sˇtevilne algoritme. Nekateri izmed njih so idealni za predstavi-
tev obravnavanega podrocˇja, ker uporabljajo enostavne zamisli, drugi upo-
rabljajo sˇtevilne metode in pristope, ki jih naredijo zanimive predvsem s
teoreticˇnega vidika, spet tretji pa so uporabni v praksi, kar je tudi glavni cilj
algoritmov.
Cilj diplomske naloge pa je predstavitev algoritmov, ki s svojimi idejami
vpeljejo neko pomembno novost na obravnavanem podrocˇju. Ker obstaja vecˇ
algoritmov, ki resˇujejo nasˇ problem, v tej diplomski nalogi ne bomo obrav-
navali vseh, pacˇ pa bomo predstavili le najpomembnejˇse. Zˇelimo odgovoriti
na vprasˇanje, kateri algoritem je trenutno najhitrejˇsi.
Z opisi, analizami cˇasovne zahtevnosti ter nekaterimi prakticˇnimi primeri
je diplomsko delo namenjeno predvsem bralcem, ki jih podrocˇje pretokov za-
nima, oziroma tistim, ki bi se v prihodnje lotili raziskovanja na tem podrocˇju
in bi jim diploma sluzˇila kot pomocˇ pri njihovem delu.
Poglavje 2
Predstavitev in definicije
Kot je opisano v [1], bomo najprej predstavili omrezˇje pretokov z definicijo
iz teorije grafov, predstavili bomo pretok in definirali problem maksimalnega
pretoka.
2.1 Omrezˇje pretokov
Omrezˇje pretokov G = (V,E) je usmerjen graf vozliˇscˇ V in povezav E, v ka-
terem ima vsaka povezava (u, v) ∈ E nenegativno kapaciteto, ki jo oznacˇimo
kot c(u, v) ≥ 0. Zahteva se tudi, da cˇe v E obstaja povezava (u, v), potem ne
sme obstajati povezava (v, u). Prav tako ne dovolimo zank, tj. povezav, ki
imajo zacˇetek in konec v istem vozliˇscˇu. Omrezˇje vsebuje dve vozliˇscˇi, ki ju
imenujemo izvor s ter ponor t. Predpostavimo, da lezˇi vsako vozliˇscˇe znotraj
omrezˇja na neki poti med izvorom in ponorom. Ker ima vsako vozliˇscˇe z
izjemo izvora vsaj eno vhodno povezavo, velja |E| ≥ |V | − 1.
2.2 Pretok
Cˇe je torej G = (V,E) omrezˇje pretokov s kapaciteto c, izvorom s ter pono-




Omejitev pretoka: Za vse u, v ∈ V zahtevamo 0 ≤ f(u, v) ≤ c(u, v).
Tok od enega vozliˇscˇa do drugega mora biti nenegativen in ne sme presecˇi
dane kapacitete.







Skupni tok, ki prihaja v vozliˇscˇe (z izjemo izvora in ponora), mora biti enak
toku, ki odhaja iz vozliˇscˇa.
Cˇe (u, v) /∈ E, potem ne more biti nobenega pretoka od u do v, zato je
f(u, v) = 0 .
Poglavje 3
Ford-Fulkerson
V tem poglavju bomo predstavili Ford-Fulkersonovo metodo za resˇevanje
problema maksimalnega pretoka. Bralec se tu najverjetneje vprasˇa, zakaj jo
imenujemo metoda in ne algoritem. Odgovor na to je, ker omogocˇa razlicˇne
implementacije in s tem posledicˇno razlicˇen cˇas izvajanja. Sam problem is-
kanja maksimalnega pretoka je poseben primer linearnega programiranja [3],
in ga je mogocˇe resˇiti s pomocˇjo splosˇnih tehnik linearnega programiranja.
Ena izmed tehnik je simplex metoda , predstavljena v cˇlanku [4].
V cˇlanku [2] se Ford in Fulkerson zanasˇata na tri ideje, ki so pomembne tudi
za sˇtevilne druge algoritme pretoka: rezidualna omrezˇja, nenasicˇene poti in
reze. Te ideje so kljucˇne za izrek maksimalnega pretoka in minimalnega reza,
ki sta ga s pomocˇjo metode tudi dokazala.
3.1 Rezidualno omrezˇje
Izbira nenasicˇenih poti je zelo pomembna pri iskanju optimalne resˇitve, z
napacˇno izbiro poti lahko namrecˇ prehitro blokiramo pretok. Taksˇni situaciji
se lahko izognemo z uporabo rezidualnega omrezˇja , ki nam omogocˇa, da
preklicˇemo operacijo (nam dovoli, da posˇljemo tok v obratni smeri povezave,
kar iznicˇi operacijo prejˇsnje iteracije). Rezidualni graf R omrezˇja G ima isto
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mnozˇico vozliˇscˇ kot G in za vsako povezavo v grafu G doda:
• pozitivno povezavo e′ = (u, v) s kapaciteto ce− fe, cˇe velja ce− fe > 0;
• negativno povezavo e′′ = (v, u) s kapaciteto fe, cˇe velja fe > 0.
.










Cˇe v iteraciji izberemo pot s→ v → w → t, bomo blokirali pretok, saj ne
bo mozˇno vecˇ poiskati nenasicˇene poti med izvorom in ponorom in posledicˇno











Cˇe pa uporabimo rezidualen graf, lahko povezavo (v, w) predstavimo kot
pozitivno povezavo, ki posˇlje 3 enote toka od vozliˇscˇa v do w, in negativno
povezavo, ki posˇlje 2 enoti toka od vozliˇscˇa w do v. V tem primeru lahko
posˇljemo 2 enoti toka od izvora do vozliˇscˇa w, nato posˇljemo po negativni











Cˇe imamo omrezˇje G = (V,E) in tok f , potem je nenasicˇena pot p preprosto
pot od izvora s do ponora t v rezidualnem omrezˇju Gf . Pretok na povezavi


















Poglejmo si na primeru. Pot na zgornji sliki, ki je oznacˇena z rdecˇo
barvo, je ena izmed nenasicˇenih poti. Pretok na vsaki povezavi te poti lahko
povecˇamo za najvecˇ 4 enote, brez da bi krsˇili omejitev pretoka, saj je naj-
manjˇsa kapaciteta, ki bo nasitila povezavo, cf (2, 1) = 4.
3.3 Rezi
Ford-Fulkersonova metoda povecˇuje tok na nenasicˇenih poteh, dokler ne
najde maksimalnega pretoka. A kako vemo, da smo dejansko nasˇli maksima-
len pretok, ko se algoritem zakljucˇi? Ford in Fulkerson sta zˇelela dokazati
izrek o maksimalnem pretoku in minimalnem rezu , ki pravi, da je pretok
maksimalen, cˇe ne obstaja vecˇ nenasicˇena pot. Rez (S,T ) grafa G = (V,E)
je particija V v S in T = V −S, kjer mora veljati, da izvor pripada S, ponor
pa T . Minimalni rez v omrezˇju je rez, katerega kapaciteta je minimalna med
vsemi rezi v omrezˇju. Kapaciteto definiramo kot:









V tem podpoglavju bomo predstavili eno izmed mozˇnih izvajanj metode na
konkretnem primeru. Podan imamo graf G z izvorom v vozliˇscˇu 0 in pono-
rom v vozliˇscˇu 5. Ugotoviti zˇelimo koliksˇen je maksimalen tok, ki ga lahko
prenesemo od izvora do ponora. Na vsaki povezavi imamo zapisano kapaci-
teto toka, ki ga lahko posˇljemo skozi, preden le-ta postane nasicˇena. Najprej
















V tem primeru bomo vzeli pot 0→ 1→ 3→ 5. Cˇe zacˇnemo v vozliˇscˇu 0,
vidimo, da lahko skozi povezavo do vozliˇscˇa 1 prenesemo maksimalno 16 enot
toka, ker pa povezava med 1 in 3 ne more prenesti toliko toka, bo maksimum
12. Med povezavo 3 in 5 lahko prenesemo maksimalno 20 enot toka, ker pa

















Ta pot je sedaj nasicˇena, saj med vozliˇscˇema 1 in 3 ne moremo prenesti
vecˇ toka, zato najdemo drugo nenasicˇeno pot 0 → 2 → 4 → 5. Tu vidimo,
da med vozliˇscˇema 4 in 5 lahko prenesemo maksimalno 4 enote toka. S to
















Tudi ta pot je sedaj nasicˇena, obstaja pa sˇe ena, ki lahko prepelje tok
med vozliˇscˇema 0 ter 5. Ta pot je 0 → 2 → 4 → 3 → 5. Vidimo, da je med
vozliˇscˇema 4 in 3 maksimalna kapaciteta toka, ki ga lahko prenesemo, 7, s

















Sedaj ne obstaja vecˇ nobena nenasicˇena pot, preko katere bi lahko prenesli
tok med izvorom 0 ter ponorom 5. Maksimalen pretok, ki ga lahko posˇljemo
od izvora do ponora, je torej vsota kapacitet vseh povezav, ki gredo v ponor.
V tem primeru dobimo 19 enot toka od vozliˇscˇa 3 ter 4 enote od vozliˇscˇa 4,
kar nam da maksimalen pretok 23.
Bralec se tukaj verjetno vprasˇa, na kaksˇen nacˇin izbiramo poti med 0 in 5.
Na voljo imamo namrecˇ vecˇ drugih, kot na primer:
0→ 1→ 3→ 2→ 4→ 5
0→ 2→ 1→ 3→ 5
0→ 2→ 4→ 3→ 5
0→ 1→ 3→ 5
Kot je bilo omenjeno na zacˇetku tega poglavja, Ford-Fulkersonova metoda
namrecˇ ne definira, na kaksˇen nacˇin naj se najde nenasicˇena pot. Definira
le, da se algoritem izvaja, dokler ni vecˇ nobene nenasicˇene poti med izvorom
in ponorom. To nas pripelje do zakljucˇka, da Ford-Fulkersonovega postopka
ne moremo imenovati algoritem, pacˇ pa metoda, saj ne definira, na kaksˇen
nacˇin naj se iˇscˇejo nenasicˇene poti, hitrost algoritma pa lahko variira glede
na izbiro poti, ki smo jo dolocˇili v implementaciji. To je nekaj, kar sta opazila
tudi Edmonds in Karp ter dodala v izboljˇsani algoritem.
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3.5 Cˇasovna zahtevnost
Cormen v [1] razlozˇi, da je cˇasovna zahtevnost izvajanja algoritma O(Ef ∗),
pri cˇemer f ∗ predstavlja maksimalen pretok v transformiranem omrezˇju,
sˇtevilo korakov iskanja nenasicˇene poti pa je najvecˇ f ∗, saj se vrednost toka
povecˇa za vsaj eno enoto v vsaki iteraciji.
Poglavje 4
Edmonds-Karp
Za razliko od Ford-Fulkersonove metode Edmonds-Karpov postopek [12] de-
jansko lahko imenujemo algoritem. Gre za implementacijo Ford-Fulkersonove
metode, kjer sta Edmonds in Karp definirala, na kaksˇen nacˇin naj se iˇscˇejo ne-
nasicˇene poti. Torej G = (V,E) predstavlja graf oziroma mrezˇo in n = |V (G)|
ter m = |E(G)|. Cˇe Ford-Fulkersonov algoritem za iskanje maksimalnega pre-
toka izvajamo tako, da v vsaki iteraciji iˇscˇemo najkrajˇso pot med izvorom
s in ponorom t, potem je sˇtevilo iteracij maksimalno nm. Glede na to, da
iskanje najkrajˇse poti lahko izvedemo v cˇasu O(n+m), tako da uporabimo is-
kanje v sˇirino [7], in ker je m = Ω(n) (saj predvidevamo, da je vsako vozliˇscˇe
na neki poti med s in t, sicer bi ga lahko izbrisali iz grafa), ugotovimo, da je
skupni cˇas izvajanja enak O(nm2). Kljucˇno pri opazovanju tega algoritma
je, da se dolzˇina najkrajˇse poti med izvorom in ponorom med izvajanjem ne





Pri Edmonds-Karpovem algoritmu se uporabi iskanje v sˇirino [7], da najdemo
nenasicˇene poti. Pri Dinitzevem algoritmu pa se iskanje v sˇirino uporablja za
preverjanje, cˇe je mozˇno poslati vecˇ toka in za konstruiranje nivojskega grafa.
V nivojskem grafu je vsakemu vozliˇscˇu dodeljeno sˇtevilo, ki predstavlja nivo.
Nivo je v tem primeru najkrajˇsa razdalja (sˇtevilo povezav) vozliˇscˇa od izvora.
Ko je nivojski graf skonstruiran, skozenj posˇljemo vecˇ tokov. To je tudi
razlog, zakaj algoritem deluje hitreje kot Edmonds-Karpov algoritem. Pri
Edmonds-Karpovem algoritmu lahko namrecˇ posˇljemo le en tok v iteraciji,
ki je najden z iskanjem v sˇirino. Pretok je blokiran, cˇe noben tok ne more
biti poslan preko nivojskega grafa oziroma cˇe ne obstaja vecˇ pot med izvorom
s in ponorom t, ki bi nivojska vozliˇscˇa povezovala v narasˇcˇajocˇem vrstnem
redu 0, 1, 2 . . .
5.1 Primer izvajanja
V tem podpoglavju bomo na primeru predstavili postopek iskanja maksi-



















Njegov skupni tok na zacˇetku je enak 0. V prvi iteraciji najprej dode-
limo nivoje vsem vozliˇscˇem v grafu z uporabo iskanja v sˇirino, hkrati tudi






















Tukaj omenimo, da povezav, ki povezujejo vozliˇscˇi istega nivoja, ne mo-
remo uporabiti v tej iteraciji. Na sliki vidimo, da ima vozliˇscˇe 1 dodeljen nivo
1, vozliˇscˇe 2 pa ima prav tako dodeljen nivo 1. Ker poteka povezava med
vozliˇscˇema istega nivoja, je ne moremo uporabiti v tej iteraciji. Povezava
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med vozliˇscˇem 1 nivoja 1 ter vozliˇscˇem 4 nivoja 2 je v tem primeru povsem
veljavna in jo lahko uporabimo v tej iteraciji.
V naslednjem koraku najdemo blokiran pretok tako, da namesto vozliˇscˇ
uporabimo vrednosti njihovih nivojev. Tu posˇljemo tri tokove v isti iteraciji,
kar predstavlja izboljˇsavo v primerjavi z Edmonds-Karp algoritmom, kjer
smo lahko poslali le en tok.
Tokovi so sledecˇi:
Tok Enote toka Pot
1 4 s → 1 → 3 → t
2 6 s → 1 → 4 → t
3 4 s → 2 → 4 → t
Skupni tok je torej enak prejˇsnjemu skupnemu toku + vsoti vseh enot



















V drugi iteraciji ponovimo postopek. Dodelimo nivoje vsem vozliˇscˇem z
uporabo iskanja v sˇirino, prav tako preverimo, cˇe obstajajo poti med izvorom



























Najdemo edini blokiran pretok v tej iteraciji, ki posˇlje 5 enot toka na
poti s → 2 → 4 → 3 → t. Skupni tok je enak prejˇsnjemu skupnemu toku,
kateremu priˇstejemo sˇe enote toka v tej iteraciji. Skupaj to znasˇa 14 + 5 =
19 enot toka.



















Ker v tem koraku pot med s in t ne obstaja vecˇ, algoritem ustavimo.
Koncˇni maksimalen pretok, ki ga lahko posˇljemo skozi graf, je torej 19.
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5.2 Cˇasovna zahtevnost
Cˇasovna zahtevnost algoritma je enaka O(n2m), pri cˇemer je n sˇtevilo vozliˇscˇ,
m pa sˇtevilo povezav v grafu. Uporaba iskanja v sˇirino za konstruiranje
nivojskega grafa namrecˇ vzame O(m) cˇasa, posˇiljanje vecˇ tokov, preden je
pretok blokiran, pa porabi O(nm) cˇasa. Zunanja zanka se izvaja maksimalno
O(n) cˇasa. V vsaki iteraciji skonstruiramo nov nivojski graf in najdemo
blokiran pretok. Lahko dokazˇemo, da se sˇtevilo nivojev povecˇa vsaj za 1 v
vsaki iteraciji, kar pomeni, da obstaja najvecˇ n − 1 blokiranih pretokov v
algoritmu.
5.3 Dinamicˇna drevesa
Cˇas izvajanja algoritma blokiranja pretoka je odvisen od sprememb tokov
skozi povezave. Zato izboljˇsave tega algoritma iˇscˇemo z uporabo drugih po-
datkovnih struktur, ki omogocˇajo, da opravimo vecˇ taksˇnih sprememb v eni
operaciji na podatkovni strukturi. To dosezˇemo z uporabo dinamicˇnih dreves
[5,6], podatkovne strukture, ki si lahko zapomni nenasicˇene dele poti.
Povecˇevanje toka se opravlja s pomocˇjo operacij na dinamicˇnih drevesih,
pri cˇemer taksˇna operacija stane logaritem dolzˇine poti, ki ji povecˇujemo tok.
Taksˇna uporaba zmanjˇsa cˇas izvajanja algoritma z O(nm) na O(n logm).
Z omejitvijo maksimalne velikosti drevesa in z uporabo dodatnih podat-
kovnih struktur pa lahko dosezˇemo tudi cˇasovno zahtevnost O(nm log (n2/m)).
Cˇeprav dinamicˇna drevesa zagotavljajo najboljˇse pesimisticˇne hitrosti,
pa do sedaj niso bila uporabljena v prakticˇnih implementacijah, saj je vecˇina
prakticˇnih primerov relativno enostavnih, konstantni faktorji pri implemen-




Algoritem blokiranja pretoka uporablja globalne operacije, kot sta izgradnja
pomozˇnega omrezˇja ter nasicˇenje na poti. Metoda potiska in ponovnega
oznacˇevanja je dobila ime po dveh operacijah, ki jih izvaja lokalno, kar ji
daje vecˇ fleksibilnosti in posledicˇno mozˇnost, da metodo pohitri v praksi.
Metoda uporablja koncept predtoka, ki ga je predstavil Karzanov [8]. Njegov
algoritem je prav tako uporabljal operacijo potiska, vendar pa je namesto po-
novnega oznacˇevanja uporabljal razdalje v pomozˇnem omrezˇju, da je dolocˇil,
kam naj se potisne tok. Metodo potiska in ponovnega oznacˇevanja sta pred-
stavila Andrew V. Goldberg in Robert Tarjan [9]. Predstavila sta genericˇno
obliko algoritma s cˇasovno zahtevnostjo O(n2m), sekvencˇno implementacijo s
cˇasovno zahtevnostjo O(n3) ter implementacijo z uporabo dinamicˇnih dreves
s cˇasovno zahtevnostjo O(nm log (n2/m)).
Za lazˇjo vizualizacijo si povezave v grafu predstavljajmo kot cevi, vozliˇscˇa
pa kot spoje. Izvor se nahaja na najviˇsjem nivoju in posˇilja vodo vsem
blizˇnjim vozliˇscˇem. Ko se v vozliˇscˇu nabere presezˇek vode, se ta potisne v
vozliˇscˇe, ki je na nizˇjem nivoju. Cˇe se voda ujame v dolocˇenem vozliˇscˇu (je
ne moremo potisniti v nobeno drugo vozliˇscˇe), potem se vozliˇscˇe ponovno
oznacˇi, kar pomeni, da se mu spremeni viˇsina in se mu tako omogocˇi, da
vodo zopet posˇlje vozliˇscˇem na nizˇjem nivoju.
Vsako vozliˇscˇe ima pripadajocˇi spremenljivki, ki hranita vrednost trenu-
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tne viˇsine ter presezˇek toka. Viˇsina se uporablja, da dolocˇimo, ali lahko
posˇljemo tok blizˇnjemu vozliˇscˇu ali ne. Tok se lahko posˇlje le iz vozliˇscˇa z
viˇsjo viˇsino v vozliˇscˇe z nizˇjo viˇsino. Presezˇek toka je razlika toka, ki prihaja
v vozliˇscˇe, in toka, ki odhaja iz njega. Vsaka povezava ima definiran tudi
tok, ki trenutno poteka skozi njo, in pa kapaciteto.
6.1 Inicializacija predtoka
Ta operacija je zadolzˇena, da nastavi viˇsino in tok vsakega vozliˇscˇa na 0.
Viˇsina izvora je odvisna od sˇtevila vozliˇscˇ v grafu. Nastavi se tudi tok vsake
povezave na 0. Za vsako vozliˇscˇe, ki je sosednje izvoru, sta na zacˇetku tok in
presezˇek toka enaka kapaciteti.
6.2 Operacija potiska
Potisk se uporabi, da se posˇlje presezˇek toka iz vozliˇscˇa. Cˇe ima vozliˇscˇe
presezˇek in obstaja blizˇnje vozliˇscˇe, ki ima nizˇjo viˇsino, potem se presezˇek
potisne tja. Kolicˇina potisnjenega toka skozi povezavo je enaka minimumu
presezˇka in kapacitete povezave.
6.3 Operacija ponovnega oznacˇevanja
Ponovno oznacˇevanje se uporabi, ko ima vozliˇscˇe presezˇek in nobeno izmed
blizˇnjih vozliˇscˇ nima nizˇje viˇsine. V tem primeru spremenimo viˇsino, da
lahko izvedemo potisk. Novo viˇsino nastavimo na vrednost viˇsine blizˇnjega
vozliˇscˇa, ki ima najmanjˇso, sˇe viˇsjo viˇsino in tej vrednosti priˇstejemo 1.
6.4 Primer izvajanja
Predstavili bomo primer izvajanja algoritma na primeru. Prvi korak je, da
inicializiramo graf in nastavimo vrednosti predtoka na 0 ter inicializiramo
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Zacˇetni nasicˇevalni potisk se izvede nad vsemi povezavami predtoka, ki






























Vozliˇscˇe a se ponovno oznacˇi, da lahko potisnemo presezˇek toka proti
ponoru t. Presezˇek v vozliˇscˇu a se nato potisne v vozliˇscˇe b in nato v d v




























Vozliˇscˇe a je ponovno oznacˇeno, da potisne sˇe preostanek svojega presezˇka
















































































































Vozliˇscˇe b tako ostane edino preostalo aktivno vozliˇscˇe, vendar ne more
potisniti svojega presezˇka proti izvoru. Ponovno se oznacˇi b, presezˇek pa se






























Potisne se sˇe preostanek presezˇka iz vozliˇscˇa a v izvor s. Ker sedaj ni
































Cˇasovna kompleksnost metode potiska in ponovnega oznacˇevanja je sledecˇa.
Skupni cˇas ponovnega oznacˇevanje je O(nm), cˇas nasicˇenih potiskov pa prav-
tako O(nm). Cˇas, potreben za nenasicˇene potiske je O(n2m). Opis metode
je sicer genericˇen, saj nismo definirali pravila za izbiro naslednjega aktivnega
vozliˇscˇa, ki ga je potrebno procesirati. Nekateri drugi vrstni redi opera-
cij namrecˇ pripeljejo do boljˇsih cˇasov. Pri algoritmu potiska in ponovnega
oznacˇevanja za najviˇsjo oznako, ki za vozliˇscˇe, ki bo procesirano naslednje,
vedno izbere aktivno vozliˇscˇe z najviˇsjo oznako razdalje, velja, da sta cˇas,
ki je potreben za nenasicˇene potiske, in tudi koncˇna cˇasovna zahtevnost
enaka O(n2
√
m). Z uporabo dinamicˇnih dreves pa lahko dobimo cˇasovno
zahtevnost O(nm log (n2/m)) enostavneje kot pa z uporabo metode blokira-
nja pretoka. Algoritem z najviˇsjo oznako je prav tako eden izmed najbolj
prakticˇnih verzij metode. Seveda pa potrebujemo za robustno prakticˇno upo-
rabo dodatne hevristike. Metoda potiska in ponovnega oznacˇevanja je zelo
prilagodljiva, saj omogocˇa enostavno dodajanje hevristik. Na primer, ak-
tivna vozliˇscˇa bi lahko omejili le na te, ki imajo d(v) < n in nato izvedli
poprocesiranje (angl. postprocessing), da izracˇunamo koncˇni tok. Lahko bi
tudi naredili periodicˇna vzvratna iskanja v sˇirino za maksimiranje vrednosti
d(v). Primera izboljˇsav sta Cherkassky [10] in Goldberg [11].
Poglavje 7
Orlin
V cˇlanku iz leta 2012 [13] je James B. Orlin predstavil izboljˇsan algoritem za
problem maksimalnega pretoka in dokazal, da se ga da resˇiti v cˇasu O(nm),
kar je izboljˇsalo predhodno najboljˇsi cˇas, ki so ga predstavili King, Rao in
Tarjan [14].
7.1 Faze izboljˇsave
Recimo, da x predstavlja tok, r = r[x] predstavlja vektor rezidualnih ka-
pacitet, s − t pa rez (S,T ). Trojcˇek (r, S, T ) lahko uporabimo kot vho-
dno vrednost za izboljˇsavo. Fazo referenciramo kot ∆-fazo izboljˇsave, kjer
∆=r(S, T ). Torej, ∆ je zgornja meja na maksimalnem rezidualnem pretoku
med s in t. Izhodna vrednost je tok x′, vektor r′ = r[x′] ter s− t rez (S ′, T ′),
da velja r′(S, T ) ≤ ∆
(4m)
. Fazo izboljˇsave lahko pozˇenemo na grafu G ali pa na
kompaktnem omrezˇju, ki je podatkovna struktura, ki jo je predstavil Orlin.
7.2 Obilni graf
Cˇe (r, S, T ) predstavlja vhodno vrednost faze izboljˇsave in cˇe velja ∆=r(S, T ),
potem je povezava (i, j) imenovana ∆-obilna, cˇe velja rij > 2∆. Vcˇasih jo
imenujemo obilna tudi, cˇe je to ocˇitno zˇe iz konteksta. Sprememba toka v
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katerikoli povezavi je med fazo izboljˇsave najvecˇ ∆. Posledicˇno velja, da cˇe je
povezava (i, j) ∆-obilna na zacˇetku ∆-faze izboljˇsave, potem bo ostala obilna
tudi v vseh kasnejˇsih fazah.
Obilne povezave igrajo dve vlogi pri izboljˇsavi algoritma:
1. Usmerjeni cikli obsezˇnih povezav so sklenjeni v eno vozliˇscˇe. Sklenjene
povezave se nato razsˇirijo, ko algoritem dolocˇa optimalen tok v sklenje-
nem grafu.
2. Vozliˇscˇe se lahko stisne, cˇe je vsaka povezava, ki si deli to vozliˇscˇe,
obilna ali pa ima zelo nizko kapaciteto. Stisnjena vozliˇscˇa niso prisotna
v stisnjenem omrezˇju.
Obilni graf je graf z mnozˇico vozliˇscˇ N , in mnozˇico obilnih povezav. Oznacˇimo
ga kot Gab. Obilni graf se skozi cˇas povecˇuje. Povezava (i, j) je v prehodnem
zaprtju Gab, cˇe obstaja usmerjena pot v Gab od vozliˇscˇa i do j. Algori-
tem ohranja prehodno zaprtje skozi vse iteracije. To lahko dosezˇemo v cˇasu
O(nm) z uporabo Italianovega [15] algoritma za dinamicˇno ohranjanje pre-
hodnega zaprtja grafa. Algoritem prehodnega zaprtja ohranja pot od i do j,
cˇe je ta pot obilna. Cˇe obstaja vecˇ kot ena pot, potem ohranja prvo, ki jo
dolocˇi. Poti ohranja implicitno z uporabo matrike M , kjer Mij predstavlja
vozliˇscˇe pred vozliˇscˇem j na poti od i do j v Gab. Cˇas, ki je potreben za
rekonstrukcijo poti P iz matrike M je O(|P |). Algoritem prehodnega zaprtja
je veljaven tudi, cˇe Gab vsebuje usmerjene cikle. Stiskanje obilnih grafov ne
podaljˇsa cˇasa, potrebnega za ohranjanje dinamicˇnega prehodnega zaprtja.
7.3 Stiskanje
Cˇe vsebuje obilni graf notranji povezavi (i, j) ter (j, i), potem lahko stisnemo
vozliˇscˇi i in j v eno vozliˇscˇe in najdemo optimalen tok v stisnjenem grafu.
Ko dobimo optimalen tok v stisnjenem grafu, lahko to vozliˇscˇe razsˇirimo in
dobimo zacˇetni par povezav. Tok v razsˇirjenem grafu se lahko izvede tako, da
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posˇljemo tok po (i, j) ali (j, i), odvisno od tega, kje je to potrebno, da lahko
uravnavamo tok v vozliˇscˇih i in j. Skupni cˇas za stiskanje v fazi izboljˇsevanja
je O(m), cˇas za razsˇiritev stisnjenih ciklov pa prav tako O(m). Vecˇ o stiskanju
in razsˇirjanju ciklov pa je mogocˇe prebrati v [16].
7.4 Cˇasovna zahtevnost
Orlin v cˇlanku dokazˇe, da je za m < n1.06 cˇasovna zahtevnost algoritma
O(nm). Algoritem najde priblizˇno optimalen tok v fazi izboljˇsevanja, in sicer
z uposˇtevanjem treh razlicˇnih primerov. Predpostavimo, da c predstavlja
sˇtevilo ∆-kriticˇnih vozliˇscˇ.
1. Cˇe c > m
9






3 ≤ c < m 916 , potem algoritem najde ∆′
2
optimalno resˇitev na Gc
in pretvori v ∆′-optimalno resˇitev na G[r]. Cˇe c < m
1
3 , potem najprej
izbere parameter Γ, kjer Γ < ∆′. Nato dolocˇi optimalen tok na (∆,
Γ)-kompaktnem omrezˇju in pretvori tok v Γ-optimalen tok na G.
3. Kreiranje kompaktnega omrezˇja vzame vsaj m logm korakov v vsaki
fazi izboljˇsave. Zaradi tretjega primera je sˇtevilo faz O(m
2
3 ). To pove,
da je skupni cˇas za kreiranje kompaktnega omrezˇja O(m
5
3 log n) plus cˇas
potreben za ohranjanje prehodnega zaprtja v obilnem grafu, ki znasˇa
O(nm).
Celoten dokaz izreka je na voljo v cˇlanku, tu smo predstavili le glavne ideje,





Ugotovili smo, da je napredek pri razvoju algoritmov za iskanje maksimal-
nega pretoka potekal vecˇ kot pol stoletja. Problem, ki se ga je sprva dalo
resˇiti s splosˇnimi tehnikami linearnega programiranja, so sˇtevilni resˇevali z
novimi metodami, kjer so predstavili ideje, ki pospesˇijo cˇas izvajanja al-
goritma. Spoznali smo, da lahko zˇe majhne spremembe, kot je vrstni red
nenasicˇenih poti, ki jih izbiramo med izvajanjem, vplivajo na to, v kaksˇnem
cˇasu se bo algoritem zakljucˇil. Ugotovili smo tudi, da je Orlin predstavil
trenutno najhitrejˇsi algoritem, ki lahko problem resˇi v cˇasu O(nm), kar je
cˇasovna zahtevnost, ki se jo je iskalo zelo dolgo. Razvoj nikakor ni koncˇan,
saj se sˇe vedno izvajajo raziskave, ki bi predstavile algoritem, ki bi sˇe po-
hitril iskanje maksimalnega pretoka. Prav tako so zˇe zastavljene dolocˇene
smernice, ki bi omogocˇile razvoj ne nujno najhitrejˇsega algoritma, pacˇ pa
algoritma, ki bi bil sila uporaben v prakticˇnih primerih.
8.2 Nadaljnje delo
To je tudi smer raziskave, ki je primerna za nadaljnje delo. Ker je podrocˇje
zelo obsˇirno, je razsˇiritev mozˇna v obliki magistrske naloge, kjer bi naredil
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pregled sˇe ostalih algoritmov, implementacijo vseh algoritmov, omenjenih v
tej diplomski nalogi, in primerjavo z uporabo testov DIMACS, kjer bi bilo
mogocˇe poiskati odgovor na to, kako se algoritmi obnasˇajo na razlicˇnih tipih
grafov. V posˇtev pride tudi resˇevanje problema iz realnega sveta s pomocˇjo
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