In this paper, we study representations of Sp͑6,R͒ and SU͑3͒ carried by homogeneous polynomials of phase-space variables in six dimensions. These representations are very important for the study of symplectic integration techniques for Hamiltonian systems. We obtain irreducible representations for Sp͑6,R͒ and SU͑3͒ and explicit expressions for states within SU͑3͒ representations in terms of phasespace variables.
I. INTRODUCTION
In the study of nonlinear Hamiltonian dynamics, the real symplectic group Sp(2n,R) and its compact subgroups play an important role. 1, 2 Quite often, one studies the single particle dynamics of nonlinear Hamiltonian systems. Since this has three degrees of freedom, the relevant group is Sp͑6,R͒. Moreover, the equations of motion are formulated in terms of phase-space variables ͑generalized coordinates and momenta͒. In particular, in Lie perturbation theory 1 of Hamiltonian dynamics, homogeneous polynomials of phase-space variables play a central role. Therefore, it is important to study the representations of Sp͑6,R͒ carried by these polynomials. Further, in deriving symplectic integration algorithms [3] [4] [5] [6] for Hamiltonian systems, representations of compact subgroups of Sp͑6,R͒ ͑especially SU͑3͒͒ carried by homogeneous polynomials are required. They may also be useful in deriving metric invariants for symplectic maps. 2 For these reasons, we study the representations of Sp͑6,R͒ and SU͑3͒ carried by homogeneous polynomials of phase-space variables.
In Section II, we introduce the mathematical preliminaries. In Section III, we study the irreducible representations of Sp͑6,R͒ ͑and its associated Lie algebra sp͑6,R͒͒ carried by homogeneous polynomials of phase-space variables. In Section IV, we study the irreducible representations of SU͑3͒ carried by these polynomials. We give explicit expressions for states within the representations in terms of phase-space variables in Appendix A. Such expressions are crucial in developing symplectic integration algorithms. 4 Concluding remarks can be found in Section V.
where ͓ f (z),g(z)͔ denotes the usual Poisson bracket of the functions f (z) and g (z) . In particular, if the Lie operator corresponding to a homogeneous polynomial f 2 of degree 2 acts on a homogeneous polynomial g m of degree m, it gives back another homogeneous polynomial h m of degree m:
: f 2 :g m ϭh m .
͑2.3͒
We next define the exponential of a Lie operator. It is called a Lie transformation and is given as follows:
Let M be a 6 ϫ 6 real symplectic matrix. That is, it satisfies the following symplectic condition
where M is the transpose of M and J is the fundamental symplectic matrix. 1 The set of all such matrices forms the finite dimensional real symplectic group Sp͑6,R͒. We also have the following relation between symplectic matrices and Lie transformations:
i.e., given any symplectic matrix M , one can find two unique second degree homogeneous polynomials f 2 (c) and f 2 (a) such that the above relation is satisfied. Finally, the set of all : f 2 :'s gives a realization the Lie algebra sp(6,R) 1 
III. REPRESENTATIONS OF sp(6,R) AND Sp(6,R)
First, we study the representations of the symplectic algebra sp͑6,R͒. These representations are obtained by the action of Lie operators on carrier spaces spanned by homogeneous polynomials. They are shown to be irreducible and correspond to the representation (m,0,0) where m is the degree of the homogeneous polynomial. Next, we study the representations of the symplectic group Sp͑6,R͒ obtained by the action of linear Lie transformations on homogeneous polynomials. We end by proving a couple of relations linking the representations of sp͑6,R͒ with representations of Sp͑6,R͒.
A. Representation of sp(6,R)
We have seen that the : f 2 :'s constitute the symplectic Lie algebra sp͑6,R͒. An N dimensional representation of sp͑6,R͒ is obtained by mapping each element : f 2 : onto a N ϫ N matrix d( f 2 ) such that the following conditions are satisfied for all : f 2 :, :g 2 : belonging to sp͑6,R͒:
Irreducible representations of sp͑6,R͒ carried by homogeneous polynomials in z can be obtained as follows. Let P (m) (z) denote the set of all homogeneous polynomials in z of degree m. From Eq. ͑2.3͒, we get the following relation:
That is, the set of all elements belonging to sp͑6,R͒ leaves P (m) invariant.
Let ͕P ␣ (m) ͖ be a basis for the set P (m) . Typically, we choose these basis elements to be the monomials of degree m in the six phase-space variables. The number of basis monomials N(m) of degree m in the six phase-space variables is given by the relation 8 N͑m ͒ϭ ͩ mϩ5 m ͪ.
͑3.4͒
From Eq. ͑3.3͒ and the completeness of the set ͕P ␣ (m) ͖, we get the following relation 
, for each : f 2 : belonging to sp͑6,R͒. We claim that the set of such matrices ͑obtained by letting : f 2 : range over the entire Lie algebra͒ gives an N(m)-dimensional representation of sp (6,R) . To prove this, we have to verify that these matrices satisfy Eqs. ͑3.1͒ and ͑3.2͒. From Eq. ͑2.7͒, we obtain the relations :a f 2 ϩbg 2 :P ␣ ͑m͒ ͑z͒ϭa: f 2 :P ␣ ͑m͒ ͑z͒ϩb:g 2 :P ␣ ͑m͒ ͑z͒, a,bR, ͑3.6͒
Substituting Eq. ͑3.5͒ into these equations, we get the desired results. We next prove that the above representations d (m) ( f 2 ) ͑for each m͒ are irreducible.
Theorem 1:
The representation d (m) ( f 2 ) of the Lie algebra sp͑6,R͒ is irreducible. Proof: We note that P (m) (z) acts as a carrier space for the Lie operators :
is shown to be irreducible by proving that any invariant subspace S (m) of P (m) (z) has to be a trivial subspace. If the given subspace S (m) contains only the identity element ͑given by 0͒, it is already a trivial subspace and we are done. Therefore, assume that the given invariant subspace S (m) has at least one element g other than the identity.
Lemma 1: q 1 m is an element of the invariant subspace S (m) . Proof: The element g can be decomposed in terms of the linearly independent basis elements P i (m) of P (m) (z) as follows:
where
and
Here N(m) is the dimension of the carrier space P (m) (z) and is given by Eq. ͑3.4͒. The quantities A i are constants.
First, we pick a unique monomial P * (m) from among the basis monomials P i (m) in the expansion for g as follows. Consider the following sequence of nested sets:
where ͓cf. Eq. ͑3.9͔͒
Note that elements of the above sets ⌫ j ( jϭ0,1...,5) are nothing but the indices that uniquely label the basis monomials.
It is easy to see that ⌫ 5 contains only a single element. If this were not true, ⌫ 5 would contain at least two distinct elements i and j. This would imply that there are basis elements P i (m) and P j (m) such that the following condition is satisfied:
This in turn implies that a i and a j are also equal ͓cf. Eq. ͑3.10͔͒. Therefore, P i (m) and P j (m) would be equal even though their indices i and j are different. This contradicts our assumption that they are linearly independent. The above argument proves that one of the subsets ⌫ 5 has a single element. Of course, it is possible that one of the ⌫ l 's ͑for l Ͻ 5͒ already contains only a single element. In that case, all subsequent ⌫ j 's ͑for j Ͼ l͒ will also have the same single element. In particular, ⌫ 5 will have a single element which is what we require.
Let us denote the unique basis element corresponding to the only element of ⌫ n by P * (m) , i.e.,
͑3.14͒
Further, let us denote the coefficient associated with P * (m) in the decomposition of g ͓cf. Eq. ͑3.8͔͒ by A * . It is then easy to see that the following equation is satisfied: 
Since S (m) is assumed to be an invariant subspace under the action of sp͑6,R͒, the quantity obtained by successive actions of : f 2 :'s on g is also an element of S (m) . Therefore, Eq. ͑3.15͒ shows that q 1 m is an element of S (m) . This proves the lemma. It can now be shown that any arbitrary element h of P (m) is also an element of S (m) . Decompose this element as follows:
where the basis monomials P j (m) are specified by Eqs. ͑3.9͒ and ͑3.10͒. Then there exists an operator that takes the element q 1 m into h as shown below: 
͑3.17͒
Thus we have shown that it is possible to map the element g belonging to S (m) into an arbitrary element of P (m) (z) by the action of an appropriate combination of elements belonging to sp͑6,R͒. Since S (m) was assumed to be an invariant subspace under the action of sp͑6,R͒, this proves that every element of P (m) (z) is also an element of S (m) . Therefore, if S (m) is an invariant subspace, it has to be a trivial subspace of
is an irreducible representation of sp͑6,R͒.
B. Representation of Sp(6,R)
Irreducible representations of Sp͑6,R͒ carried by homogeneous polynomials in z can be obtained by once again utilizing the set P (m) (z). Consider the action of Sp͑6,R͒ on this set. Using Eq. ͑3.3͒, the following relation is seen to be true:
That is, the set of all symplectic matrices leaves P (m) invariant ͓cf. Eq. ͑2.6͔͒. We again choose ͕P ␣ (m) ͖ to be the set of basis elements for P (m) (z). From Eq. ͑2.6͒ we get the following result: Denote the symplectic matrices corresponding to the two factors in the above equation by M and M Ј ͓cf. Eq. ͑2.6͔͒. From Eq. ͑3.19͒, we get the following relation:
We can also evaluate the actions of the two factors on the basis element one after the other to obtain
Comparing Eqs. ͑3.21͒ and ͑3.22͒, we obtain the desired relation
͑3.23͒
Next, we show that these representations are irreducible. For sp͑6,R͒, we proved that there are no non-trivial subspaces of P (m) that are invariant under the action of the :f 2 :'s. From Eqs. ͑2.6͒ and ͑2.4͒, it follows that there are no non-trivial invariant subspaces of P (m) even under the action of symplectic matrices M belonging to Sp͑6,R͒. Therefore, the representations D (m) (M ) are irreducible. In fact, they correspond to the irreducible representation (m,0,0) of Sp(6,R) 2 .
We end this subsection by giving examples of the irreducible representations of Sp͑6,R͒. It is obvious that the M 's themselves form a six dimensional irreducible representation. This is called the fundamental ͑or defining͒ representation. Formally, it can be obtained from Eq. ͑3.19͒ by setting m equal to 1. Another important irreducible representation is the adjoint representation D (2) (M ) obtained by setting m equal to 2 in Eq. ͑3.19͒. From Eq. ͑3.4͒, it is seen that this forms a 21 dimensional irreducible representation of Sp͑6,R͒.
In the above discussions, we have been careful to distinguish between upper and lower indices labeling the matrix elements of the representation. This is because an N(m)-dimensional representation is ͑in general͒ not equivalent to its own transpose, i.e., D (m) (M ) is not a member of the representation D (m) . For the fundamental representation (m ϭ 1), it turns out that this distinction is unnecessary since M also belongs to the group of symplectic matrices.
C. Relations between representations of sp(6,R) and Sp(6,R)
One relation between the representation D (m) (M ) of the group and the representation d (m) ( f 2 ) of the algebra is given as follows ͑provided M sufficiently close to the identity, in which case, the two Lie transformations appearing in Eq. ͑2.6͒ can be combined into one͒:
͑3.24͒
Another interesting relation between the representations of Sp͑6,R͒ and sp͑6,R͒ is given by the following theorem.
Theorem 2:
Denote the set of basis elements for P (2) by ͕w ␣ ͖. Then
Proof: It is clear that the set ͕w ␣ ͖ is identical to the set ͕P ␣ (2) (z)͖. In fact, the new notation was adopted merely for notational convenience. From Eq. ͑3.19͒, we get the following result:
͑3.26͒
We also obtain the relation
Comparing the last two equations, we find the result
When the left and right hand sides of the above equation act on the basis element P ␥ (m) (z), we get the following relations ͓cf. Eqs. ͑3.5͒ and ͑3.19͔͒:
We also have the following standard result:
Inserting Eqs. ͑3.29͒, ͑3.30͒, and ͑3.31͒ into Eq. ͑3.28͒, we get the desired result.
IV. REPRESENTATIONS OF SU(3)
This section is devoted to study of representations of SU͑3͒ carried by homogeneous polynomials in the phase-space variables. First, we briefly review relevant aspects of the representation theory of SU͑3͒. Next, we list irreducible representations of SU͑3͒ carried by mth degree homogeneous polynomials. Finally, we list the weight vectors within each irreducible representation carried by homogeneous polynomials of degree less than five.
Irreducible representations of SU͑3͒ are labeled by two indices j 1 and j 2 . 7 The dimension of the irreducible representation labeled by ( j 1 , j 2 ) is given as follows:
States within an irreducible representation are labeled by I ͑total isotopic spin͒, I 3 ͑the third component of isotopic spin͒ and Y with hypercharge. We will denote the states within this representation as follows:
͑4.2͒
Here, we have abused notation to denote the eigenvalues corresponding to a operator by the symbol used to denote the operator itself.
We now turn to the problem of determining the representations of SU͑3͒ carried by homogeneous polynomials in the phase space variables. In the previous section, we have already seen that homogeneous polynomials of degree m carry the irreducible representation (m,0,0) of Sp͑6,R͒. Under the action of SU͑3͒, this representation will, in general, be reducible. But, it can be written as a direct sum of irreducible representations of SU͑3͒. This list of irreducible representations of SU͑3͒ constitutes the ''branching rule'' of (m,0,0). The required branching rule is given as follows: 
͑4.3͒
We next turn our attention to the weight vectors within each such representation ͑also called states of a representation or basis vectors of SU͑3͒͒. It can be shown [10] [11] [12] that these states are associated with harmonic functions on the 5-sphere S 5 . The 5-sphere is defined by the relation
where z j and z j * are given by the relations
Since we are interested in functions defined on the 5-sphere S 5 , it is convenient to parametrize S 5 It can be shown 10 that states within the irreducible representation ( j 1 , j 2 ) of SU͑3͒ can be associated with harmonic functions defined on S 5 as shown below:
Here d m Ј ,m ( j) (␤) are the usual d-functions that characterize the irreducible representation ( j) of SU͑2͒. The sign convention for the d-function is taken to be that given in Edmonds, 13 i.e.,
where ͉ jm͘ denotes states within the representation ( j) of SU͑2͒.
We are now in a position to give explicit formulas for the states within the representations of SU͑3͒ carried by f n . Such expressions are necessary to construct some of the symplectic integration algorithms. [4] [5] [6] These formulas are listed in Appendix A ͑due to lack of space, only expressions for small values of n are given͒. These are obtained using the basis functions introduced earlier ͓cf. Eq. ͑4.11͔͒. However, we multiply these basis functions ͑which are dimensionless͒ by r n in order to get the dimensions properly. 14 Thus we use the basis functions:
͉n; j 1 , j 2 ;I,I 3 ,Y ͘ϵr n ͉ j 1 , j 2 ;I,I 3 ,Y ͘.
͑4.13͒
This multiplication does not change the eigenvalues I, I 3 or Y . Moreover, the states within the representation are given in terms of z 1 ,z 2 ,z 3 ͓cf. Eqs. ͑4.7͒, ͑4.8͒, and ͑4.9͔͒ and their complex conjugates instead of the original angular variables. This makes identification with the homogeneous polynomials easier. Each entry in Appendix A take the following general form:
I,I 3 ,Y ,͉n; j 1 , j 2 ;I,I 3 ,Y ͑͘z 1 ,z 1 * ,z 2 ,z 2 * ,z 3 ,z 3 *͒.
͑4.14͒
We only list the states within the representations for which j 1 is greater than or equal to j 2 . Given a state ͉n; j 1 , j 2 ;I,I 3 ,Y ͘ belonging to ( j 1 , j 2 ), the corresponding state belonging to ( j 2 , j 1 ) is given by ͉n; j 2 , j 1 ;I,I 3 , Ϫ Y ͘. Moreover, it satisfies the following relation:
͉n; j 2 , j 1 ;I,I 3 ,ϪY ͑͘z 1 ,z 1 * ,z 2 ,z 2 * ,z 3 ,z 3 *͒ϭ͑Ϫ1͒ IϩI 3 ͉n; j 1 , j 2 ;I,I 3 ,Y ͑͘z 1 * ,z 1 ,z 3 * ,z 3 ,z 2 * ,z 2 ͒.
͑4.15͒
Therefore, given the states within the representation ( j 1 , j 2 ), the states within ( j 2 , j 1 ) are easily obtained.
V. SUMMARY
In this paper, we looked at representations of Sp͑6,R͒ and SU͑3͒ carried by homogeneous polynomials in six phase-space variables. It was shown that homogeneous polynomials of degree m carry a N(m) ͓cf. Eq. ͑3.4͔͒ dimensional irreducible representation of Sp͑6,R͒. These irreducible representations break into a direct sum of irreducible representations for SU͑3͒. Explicit expressions for SU͑3͒ states within these representations were given in terms of phase variables. The above results should be useful in Lie perturbation theory of symplectic maps, especially in the theory of symplectic integration. 
