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By using the Morse interaction technique, supposing that the uniqueness of the Barenblatt-
type solution is true, the paper studies the large time asymptotic behavior of solutions for
the doubly degenerate parabolic equation
ut = div
(∣∣Dum∣∣p−2Dum)− ∣∣Dum∣∣p1 − uq
with initial condition u(x,0) = u0(x). Here the exponents m, p, p1, q satisfy p > p1 > p−1,
q >m(p − 1) > 1, p > 1, m > 1.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The objective of this paper is to study the large time asymptotic behavior of weak solutions of nonlinear parabolic
equations with the following type
ut = div
(∣∣Dum∣∣p−2Dum)− ∣∣Dum∣∣p1 − uq in S = RN × (0,∞), (1.1)
u(x,0) = u0(x) on RN , (1.2)
where p > 1, m > 1, N  1, u0(x) ∈ L1(RN ) and D is the spatial gradient operator. The equations in the form of (1.1) have
been suggested as a mathematical model for a variety of problems in mechanics, physics and biology, which can be seen in
[1–3], etc. They had been widely researched, whether it is linear or nonlinear, uniformly parabolic or degenerate parabolic.
A classical example of (1.1) is the heat equation,
ut = u, (1.1)1
its theory is well known, among its features we ﬁnd C∞ smoothness of solutions, inﬁnite speed of propagation of distur-
bances and the strong maximum principle. These properties are able to be generalized to a number of related evolution
equations, notably those which are linear and uniformly parabolic. Other well-known examples of (1.1) include the porous
media equation
ut = um, m > 1, (1.1)2
and the evolutionary p-Laplacian equation
ut = div
(|Du|p−2Du), p > 2. (1.1)3
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are generally no classical solutions. Moreover, instead of the inﬁnite speed of propagation of disturbances, the weak solutions
of the Cauchy problem to (1.1)2 or (1.1)3 have the property of ﬁnite propagation. One can see [3,10], etc.
The existence of nonnegative solution of (1.1)–(1.2) without the absorption term −|Dum|p1 , deﬁned in some weak sense,
is well established (see [4] and [5]). Here we quote the following deﬁnition.
Deﬁnition 1.1. A nonnegative function u(x, t) is called a weak solution of (1.1)–(1.2) if u satisﬁes
(i) u ∈ C(0, T ; L1(RN))∩ L∞(RN × (τ , T )), (1.3)1
um ∈ Lploc
(
0, T ;W 1.p(Rn)), ut ∈ L1(RN × (τ , T )), ∀τ > 0; (1.3)2
(ii)
∫ ∫
S
[
uϕt −
∣∣Dum∣∣p−2Dum · Dϕ − ∣∣Dum∣∣p1ϕ − uqϕ]dxdt = 0, ∀ϕ ∈ C10(S); (1.4)
(iii) lim
t→0
∣∣u(x, t) − u0(x)∣∣dx = 0. (1.5)
Similarly as in [4], one is able to get the existence of the weak solution in the sense of Deﬁnition 1.1.
In this paper, we are mainly interested in the behavior of solutions as t → ∞. According to the different properties of
the initial function u0(x), the corresponding nonnegative solutions may have different large time asymptotic behaviors, one
can refer to Refs. [6–8,12,14,15,17], etc.
It is not diﬃcult to verify that
Ec = t
−1
μ
{[
b − m(p − 1) − 1
mp
(Nμ)
−1
p−1
(|x|t −1Nμ ) pp−1 ]
+
} p−1
m(p−1)−1
is the Barenblatt-type solution of the Cauchy problem
ut = div
(∣∣Dum∣∣p−2Dum) in S = RN × (0,∞), (1.6)
u(x,0) = cδ(x) on RN , (1.7)
where μ = m(p − 1) − 1 + pN , c =
∫
RN u0(x)dx, b is a constant such that c =
∫
RN Ec(x, t)dx, and δ denotes the Dirac mass
centered at the origin.
By assuming that the uniqueness of the Barenblatt-type solution of (1.6) is true, [12] had established the large time
behavior of solutions of (1.1) with the absorption term uq but without the absorption term |Dum|p1 .
If a nontrivial nonnegative function U ∈ C(S \ (0)) satisﬁes (1.1) in the sense of distribution in S and
lim
t→0 sup|x|>ε
U (x, t) = 0, ∀ε > 0, (1.8)
then it is called a singular solution of (1.1).
Further, if the singular solution U satisﬁes the following formula
lim
t→0
∫
|x|ε
U (x, t)dx = ∞, ∀ε > 0, (1.9)
then U is called a very singular solution of (1.1).
Let
u(x, t) = t−α f (|x|t−β), (1.10)
where
α = p − p1
(1+m)p1 − p , β =
(p1 − p + 1)m
(1+m)p1 − p .
Clearly, α > 0, β > 0 if p > p1, q1 + p1m >m(p − 1) > 1. If q = mp1p−p1 , Eq. (1.1) is equivalent to the following equation[∣∣( f m)′∣∣p−2( f m)′]′ + n − 1
r
∣∣( f m)′∣∣p−2( f m)′ + βr f ′ + α f − ∣∣( f m)′∣∣p1 − f q = 0, (1.11)
with the initial conditions
f (0) = a > 0, f ′(0) = 0, (1.12)
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author proved the existence of the similar solution of (1.1) in [17], and proved that if Nβ < α, then u(x, t) is a very singular
solution of Eq. (1.1).
Now, in what follows, we assume that
p > p1 > p − 1, q >m(p − 1) > 1. (1.13)
By using some ideas of [4] and [12], we have the following
Theorem 1.2. Suppose (1.13) is true. If Ec is a unique solution of (1.6)–(1.7), then the solution u of (1.1)–(1.2) satisﬁes
t
1
μ
∣∣u(x, t) − Ec(x, t)∣∣→ 0 as t → ∞,
uniformly on the sets {x ∈ RN : |x| < at 1μN , a > 0}, where
c =
∫
RN
u0 dx−
∞∫
0
∫
RN
∣∣Dum∣∣p1 dxdt −
∞∫
0
∫
RN
uq dxdt.
Theorem 1.3. Suppose that the solution of (1.1)–(1.2) is unique, (1.13) is true and
|x|αu0(x) B, lim|x|→∞|x|
αu0(x) = C,
where α, B, and C are constants with α ∈ (0, pq−m(p−1) ). Then the solution of (1.1)–(1.2) satisﬁes
t
1
q−1 u(x, t) → C∗ as t → ∞,
uniformly on the sets{
x ∈ RN : |x| at 1β }, a > 0,
where C∗ = ( 1q−1 )
1
q−1 .
Theorem 1.4. Suppose (1.13) is true and
|x|αu0  B, α > p
q −m(p − 1) ,
∫
RN
u0(x)dx > 0,
suppose (1.1) has a unique very singular solution U . Then the solution of (1.1)–(1.2) satisﬁes
t
1
q−1
∣∣u(x, t) − U (x, t)∣∣→ 0 as t → ∞,
uniformly on the sets{
x ∈ RN : |x| at 1β }.
Remark 1.5. For m = 1, the uniqueness of solutions of (1.6)–(1.7) is known (see [16]). For m = 1, p = 2, the uniqueness of
the very singular solution of (1.1) is known too (see [13]). For p = 2, p1 = 0, if the initial value u0 is suitably smooth, the
uniqueness of the solution of (1.1) is a direct corollary of the corresponding uniqueness theorems obtained in [18–21], etc.
2. Proof of Theorem 1.2
Let u be a solution of (1.1). We deﬁne the family of functions
uk = kNu
(
kx,kNμt
)
, k > 0.
It is easy to see that they are the solutions of the problems
ut = div
(∣∣Dum∣∣p−2Dum)− kυ1 ∣∣Dum∣∣p1 − kυuq in S = RN × (0,∞), (2.1)
u(x,0) = u0k(x) on RN , (2.2)
where μ =m(p − 1) + p − 1 as before and υ1 = (Nm + 1)(p − p1) − Nm, υ = N(q −m(p − 1) − p ), u0k(x) = kNu0(x).N N
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T∫
0
∫
BR
us−mk
(1+ usk)2
|Duk|2 dxdt  c
(
s, R, |u0|L1
)
, (2.3)
T∫
0
∫
BR
um(p−1)+
p
N −s dxdt  c
(
s, R, |u0|L1
)
. (2.4)
Proof. From Deﬁnition 1.1, we are able to deduce that (see [10]): for ∀ϕ ∈ C1(S), ϕ = 0 when |x| is large enough, for any
t ∈ [0, T ],
∫
RN
ukϕ(x, t)dx−
t∫
0
∫
RN
(
ukϕt −
∣∣Dumk ∣∣p−2Dumk · Dϕ)dxdt 
∫
RN
u0kϕ(x,0)dx. (2.5)
Let
ψR ∈ C∞0 (B2R), 0ψR  1, ψR = 1 on BR , |DψR | cR−1. (2.6)
By an approximate procedure, we can choose ϕ = usk1+usk ψ
p
R in (2.5), then
∫
RN
uk(x,t)∫
0
zs
1+ zs dzψ
p
R dx+ s
t∫
h
∫
RN
us−mk
(1+ usk)2
∣∣Dumk ∣∣pψ pR dxdτ
−p
t∫
h
∫
RN
usk
1+ usk
∣∣Dumk ∣∣p−2ψ p−1R Duk · DψR dxdτ +
∫
RN
uk(x,h)∫
0
zs
1+ zs dzψ
p
R dx, (2.7)
where 0 < h < t . Noticing∣∣∣∣∣
t∫
h
∫
RN
usk
1+ usk
∣∣Dumk ∣∣p−2ψ p−1R (x)Dumk · DψR dxdτ
∣∣∣∣∣

t∫
h
∫
RN
{
ε
[
u
(s−m) p−1p
k
(1+ usk)2
p−1
p
∣∣Dumk ∣∣p−1ψ p−1R
] p
p−1
+ c(ε)
[
u
(1−s+m) p−1p
k
(1+ usk)1−2
p−1
p
|DψR |
]p}
dxdτ
= ε
t∫
h
∫
RN
us−mk
(1+ usk)2
∣∣Dumk ∣∣pψ pR dxdτ + c(ε)
t∫
h
∫
RN
um(p−1)+sk |DψR |p dxdτ
+ c(ε)
t∫
h
∫
RN
u(m+s)(p−1)k |DψR |p dxdτ , (2.8)
and
∫
RN
uk(x,h)∫
0
zs
1+ zs dzψ
p
R dx
∫
RN
u
(
x,kNμh
)
dx, (2.9)
then by (2.7)–(2.9), we obtain
sup
0<t<T
∫
RN
uk(x,t)∫
0
zs
1+ zs dz dx+
T∫
h
∫
RN
us−mk
(1+ usk)2
∣∣Dumk ∣∣pψ pR dxdτ
 c
∫
N
u
(
x,kNμh
)
dx+ c
T∫ ∫
N
(
up+s+m−1k + um(p−1)+sk
)|DψR |p dxdτ . (2.10)
R h R
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lim
R→∞
T∫
h
∫
RN
(
us+m+p−1k + um(p−1)+sk
)|DψR |p dxdτ = 0. (2.11)
Let R → ∞, h → 0 in (2.10),
sup
0<t<T
∫
RN
uk(x,t)∫
0
zs
1+ zs dz dx+
∫ ∫
ST
us−mk
(1+ usk)2
∣∣Dumk ∣∣p dxdτ  c
∫
RN
u0 dx. (2.12)
Thus
sup
0<t<T
∫
B2R
uk(x, t)dx+
T∫
0
∫
B2R
us−mk
(1+ usk)2
∣∣Dumk ∣∣p dxdτ  c(R). (2.13)
Let
u1 = max
{
uk(x, t),1
}
, w = u
m(p−1)−s
p
1 .
By Sobolev’s imbedding inequality (see [11]), for ξ ∈ C10(B2R), ξ  0, we have(∫
RN
ξ pwr dx
) 1
r
 c
[∫
RN
∣∣D(ξw)∣∣p dx]
s
p
[ ∫
B2R
w
p
m(p−1)−s dx
] (1−θ)[m(p−1)−s]
p
,
where
θ =
[
m(p − 1) − s
p
− 1
r
][
1
N
− 1
p
+ m(p − 1) − s
p
]−1
, r = p[m(p − 1) +
p
N − s]
m(p − 1) − s .
It follows that∫ ∫
ST
ξ pwr dxdt  c
∫ ∫
ST
∣∣D(ξw)∣∣p dxdt sup
t∈(0,T )
( ∫
B2R
w
p
m(p−1)−s dx
) (r−p)[m(p−1)−s]
p
, (2.14)
where ST = RN × (0, T ). Since
|Dw|p  c u
s−m
k
(1+ usk)2
∣∣Dumk ∣∣p a.e. on {uk  1} and |Dw| = 0 on {uk  1},
we have∫ ∫
ST
∣∣D(ξw)∣∣p dxdt  c ∫ ∫
ST
(
ξ p|Dw|p + wp|Dξ |p)dxdt
 c
[∫ ∫
ST
|Dξ |pum(p−1)−s1 dxdt +
T∫
0
∫
B2R
us−mk
(1+ usk)2
∣∣Dumk ∣∣p dxdt
]
. (2.15)
Hence, by (2.14), (2.15) and (2.13), we get∫ ∫
ST
ξ pu
m(p−1)+ pN −s
1 dxdt  c
(
s, R, |u0|L1
)(
1+
∫ ∫
ST
|Dξ |pum(p−1)−s1 dxdt
)
.
Let ξ = ψbR , ψR be the function satisfying (2.6) and b = N[m(p−1)+
p
N −s]
p . Then
∫ ∫
ST
ψ
pb
R u
m(p−1)+ pN −s
1 dxdt  c
(
s, R, |u0|L1
)(
1+
∫ ∫
ST
ψ
pb
R u
m(p−1)+ pN −s
1 dxdt
) m(p−1)−s
m(p−1)−s+ pN ;
by the Morse interaction technique, the above inequality implies that (2.4) is true. 
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technique, we have
Lemma 2.2. uk satisﬁes
sup
Qρ
uk  c(ρ, s1)
(∫ ∫
Q 2ρ
um(p−1)−1+s1k1 dxdt
)1/s1
, (2.16)
where c(ρ, s1) depends on ρ and s1 , and s1 can be any number satisfying 0 < s1 < 1+ pN .
Lemma 2.3. uk satisﬁes
T∫
τ
∫
BR
∣∣Dumk ∣∣p dxdt  c(τ , R),
T∫
τ
∫
BR
|ukt |p dxdt  c(τ , R). (2.17)
Proof. By Lemmas 2.1 and 2.2, {uk} are uniformly bounded on every compact set K ⊂ ST . Let ψR be a function satisfying
(2.6) and ξ ∈ C10(0, T ) with 0 ξ  1, ξ = 1 if t ∈ (τ , T ). We choose η = ψ pR ξumk in (2.5) to obtain
1
m + 1
∫
RN
um+1k (x, T )ψ
p
R dx+
∫ ∫
ST
∣∣Dumk ∣∣pψ pR ξ dxdt
 1
m + 1
∫ ∫
ST
um+1k ξ
′ψ pR dxdt − p
∫ ∫
ST
umk
∣∣Dumk ∣∣p−2Dumk · DψRψ p−1R ξ dxdt. (2.18)
Noticing∫ ∫
ST
umk
∣∣Dumk ∣∣p−1|DψR |ψ p−1R ξ dxdt
 ε
∫ ∫
ST
∣∣Dumk ∣∣pψ pR ξ dxdt + c(ε)
∫ ∫
ST
upmk |DψR |pξ dxdt, (2.19)
by (2.18), (2.19), one knows that the ﬁrst inequality of (2.17) is true.
Now we will prove the second inequality of (2.17). Let
v(x, t) = ukr(x, t) = ruk
(
x, rm(p−1)−1t
)
, r ∈ (0,1).
Then
vt(x, t) = div
(∣∣Dvm∣∣p−2Dvm)− rm(p−1)−p1mk−υ1 ∣∣Dvm∣∣p1 − rm(p−1)−1k−υ vq, (2.20)
v(x,0) = ruk(x,0). (2.21)
Noticing m(p − 1) − p1m < 0, m(p − 1) − q < 0, then rm(p−1)−p1mk−υ1 > k−υ1 , rm(p−1)−qk−υ > k−υ , using the argument
similar to the proof of Theorem 1 in [4], one can prove
uk  ukr .
It follows that
uk(x, rm(p−1)−1t) − uk(x, t)
(rm(p−1)−1 − 1)t 
r − 1
(1− rm(p−1)−1)t uk
(
x, rm(p−1)−1t
)
.
Letting r → 1, we get
ukt − uk . (2.22)[m(p − 1) − 1]t
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T∫
τ
∫
B2R
t−γ wtψR dxdt = −
T∫
τ
∫
B2R
∣∣Dumk ∣∣p−2Dumk · DψR dxdt
−
T∫
τ
∫
B2R
k−υ1
∣∣Dumk ∣∣p1ψR dxdt −
T∫
τ
∫
B2R
k−υuqkψR dxdt + γ
T∫
τ
∫
B2R
t−1uk(x)ψR dxdt
 β
τ
T∫
τ
∫
B2R
uk dxdt +
( T∫
τ
∫
B2R
∣∣Dumk ∣∣p dxdt
) p−1
p
( T∫
τ
∫
B2R
|DψR |p dxdt
) 1
p
. (2.23)
From (2.13), (2.16) and (2.23), we obtain the second inequality of (2.17). 
Proof of Theorem 1.2. By Lemmas 2.1–2.3 and [9], there exist a subsequence {uk j } of {uk} and a function v such that on
every compact set K ⊂ S
uk j → v in C(K ), Dumk ⇀ Dvm in Lploc(ST ), |ukt |L1loc(ST )  c.
Similar to what was done in the proof of Theorem 2 in [4], we can prove that u satisﬁes (1.1) in the sense of distribution.
We now prove v(x,0) = cδ(x). Let χ ∈ C10(BR). Then we have∫
RN
uk(x, t)χ dx−
∫
RN
ϕkχ dx
= −
t∫
0
∫
RN
∣∣Dumk ∣∣p−2Dumk · Dχ dxds − k−υ1
t∫
0
∫
RN
∣∣Dumk ∣∣p1χ dxds − k−υ
t∫
0
∫
RN
uqkχ dxds. (2.24)
To estimate
∫ t
0
∫
RN |Dumk |p−2Dumk · Dχ dxds, without loss of the generality, one can assume that uk > 0. By Hölder inequality
and Lemma 2.1,∣∣∣∣∣
t∫
0
∫
RN
∣∣Dumk ∣∣p−2Dumk · Dχ dxdt
∣∣∣∣∣
 c
[ t∫
0
∫
B2R
us−mk
(1+ usk)2
∣∣Dumk ∣∣p dxdτ
] p−1
p
·
[ T∫
0
∫
B2R
(
1+ usk
)2(p−1)
u(p−1)(m−s)k dxdτ
] 1
p
 c
[ t∫
0
∫
B2R
u(p−1)(m−s)k1 + u(p−1)(s+m)k1 dxdτ
] 1
p
 c
[ t∫
0
∫
B2R
u
m(p−1)+ pN −s
k1 dxdτ
] 1
p −d
td, (2.25)
where s ∈ (0, 1N ), d = 1−Nsm(p−1)N+p−sN < 1p , uk1 = max(uk,1).
Hence from (2.24), we get
∣∣∣∣∣
∫
RN
ukχ dx−
∫
RN
ϕkχ dx+ k−υ1
t∫
0
∫
RN
uq1k
∣∣Dumk ∣∣p1χ dxds + k−υ
t∫
0
∫
RN
uqkχ dxds
∣∣∣∣∣

∣∣∣∣∣
∫
N
ukχ dx−
∫
N
ϕkχ
(
k−1x
)
dx+
Nμt∫ ∫
N
∣∣Dumk ∣∣p1χ(k−1x)dxdτ
∣∣∣∣∣+
∣∣∣∣∣
Nμt∫ ∫
N
uqkχ
(
k−1x
)
dxdτ
∣∣∣∣∣ ctd. (2.26)
R R 0 R 0 R
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lim
t→0
∫
RN
vχ dx = χ(0)
( ∫
RN
ϕ dx−
∞∫
0
∫
RN
∣∣Dumk ∣∣p1 dxdt
)
−
∞∫
0
∫
RN
uq dxdt.
Thus
v(x,0) = cδ(x), c =
∫
RN
ϕ dx−
∞∫
0
∫
RN
∣∣Dumk ∣∣p1 dxdt −
∞∫
0
∫
RN
uq dxdt.
v(x, t) is a solution of (1.3)–(1.4). By the assumption on uniqueness of solution, we have v(x, t) = Ec(x, t) and the entire
sequence {uk} converges to Ec as k → ∞. Set t = 1. Then
uk(x,1) = kNu
(
kx,kNμ
)→ Ec(x,1)
uniformly on every compact subset of RN . Thus, by writing kx = k′ , kNμ = t′ , and dropping the prime again, we see that
t
1
μ u(x, t) → Ec
(
xt
1
Nμ ,1
)= t 1μ Ec(x, t)
uniformly on the sets {x ∈ RN : |x| at 1Nμ }, a > 0. Thus Theorem 1.2 is true. 
3. Proofs of Theorems 1.3 and 1.4
Let u be a solution of (1.1)–(1.2) and uk(x, t) = kδu(kx,kσ t), k > 0. If δ = q−pm(p−1) , σ = q[m(p−1)−1]+pm(p−1) , then
ukt = div
(∣∣Dumk ∣∣p−2Dumk )− kδ+σ−(mδ+1)p1 ∣∣Dumk ∣∣p1 − uqk, (3.1)
uk(x,0) = ϕk(x) = kδϕ(kx). (3.2)
Lemma 3.1. The solution uk of (3.1)–(3.2) satisﬁes
uk(x, t) C∗t−
1
q−1 , C∗ =
(
1
q − 1
) 1
q−1
. (3.3)
Proof. We consider the regularized problem of (3.1), say,
ukt = div
[(∣∣Dumk ∣∣2 + ε) p−22 Dumk ]− kδ+σ−(mδ+1)p1 ∣∣Dumk ∣∣p1 − uqk . (3.4)
By the assumption of the uniqueness of the solution of (3.1)–(3.2), we can prove that
ukε → uk as ε → 0 in C(K )
on every compact set K ⊂ S , where ukε are the solutions of (3.4)–(3.2). By computation, it is easy to show that C∗(t−t0)−
1
q−1
is a solution of (3.4) in RN × (t0,∞), t0 > 0. For any δ1 > 0, we choose δ0 ∈ (0, δ1) such that∣∣ukε(x, δ1)∣∣L∞(RN )  C∗(δ1 − δ0)− 1q−1 .
Hence, by the comparison principle, we have
ukε(x, t) C∗(t − t0)−
1
q−1 , t > δ1.
The proof of Lemma 3.1 is completed by letting δ1 → 0 and ε → 0. 
Lemma 3.2. uk satisﬁes
T∫
τ
∫
BR
∣∣Dumk ∣∣p dxdt  c(τ , R),
T∫
τ
∫
BR
|ut |dxdt  c(τ , R), (3.5)
where τ ∈ (0, T ).
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Proof of Theorem 1.3. By Lemma 3.1, {uk} are uniformly bounded on every compact set of S . Hence by [9], there exist a
subsequence {uk j } and a function U ∈ C(S) such that, for every compact set K ⊂ S ,
uk j → U in C(K )
and
U (x, t) C∗t−
1
q−1 .
We now prove that U (x, t) = C∗t− 1q−1 . Let us introduce the function
ϕ Ak = min{ϕk, A} (3.6)
and denote by V AKε the solution of (3.4) with initial value (3.6). By the comparison principle,
V AKε  ukε, (3.7)
where ukε is the solution of (3.4)–(3.2).
Deﬁne
V A = C∗
(
t + A
1−q
q − 1
)− 1q−1
,
which is the solution of (3.4) with initial value
V A(x,0) = A. (3.8)
Noticing
lim
k→∞
ϕ Ak (x) = limk→∞min
{
A,
ϕ(kx)|kx|αkδ−α
|x|α
}
= A,
by the uniqueness of solution of (3.4)–(3.8), we can prove (see [11])
V Akε → V A as k → ∞ in C(K ),
where K is a compact set in S . Moreover, by [9] and [4]
V Akε → V Ak , ukε → uk as k → ∞ in C(K ),
uniformly in K , where V Ak is the solution of (1.1) with initial value (3.6). It follows that
V Ak → V A as k → ∞ in C(K ).
Letting ε → 0 and k → ∞ in turn in (3.7), we get
V A(x, t) V∞(x, t) = C∗t−
1
q−1 in S.
Since the lower bound holds for every A > 0, we conclude that
U (x, t) = V∞(x, t) = C∗t−
1
q−1 in S.
Thus
kδu
(
kx,kβt
)→ C∗t− 1q−1 as k → ∞.
Set t = 1. Then
kδu
(
kx,kβ
)→ C∗ as k → ∞,
uniformly on every compact subset on RN . Therefore, if we set kx = x′ , kβ = t′ , and omit the primes, we obtain
t
1
q−1 u(x, t) → C∗ as t → ∞,
uniformly on sets {x ∈ RN : |x| αt 1β } with α > 0 for t > 0 and so Theorem 1.3 is proved. 
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uk j → U in C(K ). (3.9)
By Lemma 3.2, we can prove that U satisﬁes (1.1) in the sense of distribution in a manner similar to Theorem 2 of [4].
By the way, similar to [15], one is able to prove that the function U in (3.9) satisﬁes
U ∈ C(S \ (0,0)), U (x,0) = 0, if x 
= 0,
and
lim
t→0
∫
BR
U (x, t)dx = +∞, for any R > 0. 
4. Some open problems
The main results of our paper (Theorems 1.2–1.4) are based on the assumption of that the solution for the Cauchy
problem of (1.1) is unique. Though, for some special cases, the uniqueness problem of (1.1) had been solved as we had
narrated in Remark 1.5, generally this is an open problem. Even for the simpler case such as (1.6), if the initial value u0(x)
is only a bounded measure, the uniqueness problem is still open. The main diﬃculty comes from the term −|Dum|p1 , it
leads the general methods used in [4,5,10,16] are invalid.
Another important problem is the existence of the similar solution and the (very) singular solution of (1.1). As we have
said in Section 1, if
q = mp1
p − p1 , (4.1)
the problem had been partly solved in [17]. But if (4.1) is not true, it seems very diﬃcult to solve the problem – an obvious
reason is in that we are not able to get an ordinary equation similar to (1.11) now.
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