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Abstract
This dissertation investigates the response of Duffing oscillators to bi-harmonic ex-citations
consisting of a soft resonant component and a hard high-frequency non-resonant component. To this
end, the dissertation uses approximate analytical solutions, numerical simulations, and an especially-
designed experimental module to detail the influence of non-resonant excitation on the resonant
response for oscillators with symmetric/asymmetric, mono and bi-stable potential energy functions.
For mono-stable Duffing oscillators, we demonstrate that the high-frequency excitation has a
substantial influence on the shape of the potential energy function associated with the slow dynamics.
In specific, we show that the hard excitation stiffens the slow response for oscillators with a symmetric
potential energy function. For asymmetric potential energy functions, we clearly illustrate that
the high-frequency excitation tends to symmetrize the potential function, therewith reducing the
softening nonlinear behaviour of the system. In such case, we also demonstrate that the high-
frequency excitation can be the effectively utilized to change the effective nonlinearity of the slow
dynamics from the softening to the hardening type. Therefore, by choosing the proper parameters,
the hard excitation can be used to locally linearize the resonant dynamics of an asymmetric mono-
stable Duffing oscillator.
We also demonstrate that by reducing the depth of the potential wells and bringing them
closer together, a high-frequency hard excitation can influence the effective properties of the slow
dynamics of a bi-stable Duffing oscillator. This has the effect of amplifying the intra-well response.
The reduction of the depth of the potential wells also causes the wells to become more asymmetric
which increases the softening nonlinearity of the slow dynamics. Furthermore, once the magnitude
of the non-resonant excitation exceeds a certain threshold, the potential function loses its bi-stable
properties and becomes mono-stable.
In summary, this dissertation highlights many interesting effects of the hard excitation on
ii
the qualitative properties of the slow resonant response. Such effects can be utilized as an effective
open-loop tool to alter the resonant behaviour of the system, which, in turn, can be useful in various
application problems including, but limited to, vibration mitigation, sensor sensitivity enhancement,
and system identification. Here, we present one illustration where we exploit the hard excitation
for parametric system identification of a nonlinear mono-stable oscillator. We present the proposed
methodology and apply it successfully to identify the nonlinear parameters of several experimental
systems.
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Chapter 1
Introduction
1.1 Overview
The response of nonlinear oscillators to external excitations has occupied a large portion
of the open literature for almost three centuries. Even for those simple cases of nonlinear oscilla-
tions which we have analyzed for decades and believe to have a good grasp upon, new interesting
phenomena are being uncovered and analyzed on a regular basis.
One topic that has attracted some attention over the past three decades is the response of
nonlinear oscillators to hard high-frequency excitations. In his seminal paper titled Some General
Effect of Strong High-Frequency Excitation: Stiffening, Biasing, and Smoothening, [1], Thomsen
summarized the influence of a high-frequency excitation on the response of a nonlinear system. He
noted three different effects which could exist separately or together when a nonlinear oscillator is
subjected to a hard high-frequency input. These effects are
1. Stiffening: In which the linear stiffness, and hence, the natural frequency of a nonlinear oscil-
lator increases by the exertion of a hard high- frequency excitation. A common example to
demonstrate this phenomenon is that of the simple pendulum subjected to a high-frequency
parametric input fL cosωτ as shown in Fig 1.1. The equation of motion of the pendulum can
be given in the following non-dimensional from
θ¨ + 2ζθ˙ + (1− fΩ2 sin Ωt) sin θ = 0, (1.1)
1
m✓ L
g
fL cos!⌧
Figure 1.1: Stiffening of the slow dynamics of a simple pendulum due to a high-frequency parametric
input.
where, θ, is the angle of rotation, f is amplitude of base motion, ζ is the damping ratio,
t = ω0τ is the dimensionless time, and Ω = ω/ω0 is the dimensionless excitation frequency.
Here, ω0 =
√
g
L is the natural frequency of the pendulum and τ is time.
Upon solving Equation (1.1), it can be shown that the response frequency of the pendulum
increases from a non-dimensional value of 1 to non-dimensional value of
√
1 + f
2Ω2
2 with the
addition of the hard excitation at the base. As such, if we consider a pendulum clock placed
on a vibrating support with fΩ = 1, then the clock will be approximately 22% faster than it
should. The problem of the parametric response of the pendulum to a high frequency excitation
was treated by many researchers [2, 3]
The stiffening effect of the high-frequency excitation has been used to increase the buckling
load of rods and beams [4, 5], to mitigate the vibrations of elastic systems [6], and to change
the effective properties of meta-materials [7].
2. Stabilizing: In which an equilibrium point that is originally unstable can be stabilized by the
addition of a hard high-frequency excitation. A common example of stabilizing of equilibrium
solutions also comes from the pendulum dynamics. In particular it is well-known that the
inverted position of the pendulum is unstable in the absence of any external excitation because
the effective stiffness is negative about the inverted position. However, it has been shown that
the inverted position can be stabilized by the addition of a hard high-frequency excitation.
The condition necessary for stabilization is f2Ω2 > 2, [1, 8] .
3. Biasing: In which the equilibrium solutions of a system are biased towards a different location.
A common example of biasing can be observed in the motion of a mass on a vibrating surface
2
Mf cos⌦t
µ+µ
 
x
v
fK
µ+
µ 
x˙
(a) (b)
Figure 1.2: (a) Biasing and drifting of a mass along a vibrating surface with asymmetric dry friction
(µ− > µ+). (b) Associated frictional force, fK .
with asymmetric dry friction; i.e. with Coulomb friction that has unequal coefficients in the
different directions of motion. See Fig 1.2 . In such a scenario, a hard high-frequency excitation
cause the mass to start to drifting on the surface in the direction of the lower friction coefficient.
Such approach has been used to transfer objects along vibrating surfaces [9], and to pump fluids
and strings through piping systems [10,11]. The phenomenon of biasing is also responsible for
some adverse consequences such as the loosening of nuts and screws in a strongly vibrating
environments and biasing of reading equipment such as scales.
4. Smoothening: In which the effect of dry friction is transformed to that of linear viscous damping
on surfaces undergoing high-frequency vibrations. For instance, a mass placed on a surface
undergoing hard vibrations appears to be floating on the surface with little resistance to motion
in either direction. Indeed, it was shown in Ref. [1] that the equivalent linear damping decreases
as the frequency of excitation increases. A common example used to illustrate smoothening
and biasing is the Brumberg’s pipe [12]. As shown in Fig. 1.3, a mass is placed inside the
Brumberg’s pipe, whose internal surface has a high friction coefficient. The pipe is then excited
both horizontally and vertically with high frequency excitations such that the frequency of the
vertical excitation is twice that of the horizontal one. For a carefully chosen phase angle
between the two excitations, the mass can be forced to move vertically against gravity. This
can be done by making frictional forces be strongest when the inertia forces are pointing
downwards and weakest when the inertia forces are pointing upwards.
In addition to the interesting effects of the high-frequency excitation on the free response
of nonlinear systems, it also has interesting and potentially useful consequences when superimposed
on a soft excitation. In 2000 Landa and McClintock [13] presented a theoretical study on the
3
Mv
f cos(⌦t)
f cos(2⌦t+  )
Figure 1.3: A schematic of the Brumberg’s pipe.
response of a bi-stable oscillator to a bi-harmonic excitation comprising of a soft resonant component
superimposed on a hard high-frequency input. They reported that, when carefully optimized, the
high-frequency excitation can be used to amplify the slow response at or near the natural period
of oscillations. They noted that this phenomenon, which they termed as “Vibrational Resonance”
(VR) shares many similarities with the more widely understood “Stochastic Resonance” [14,15], but
with the high-frequency force filling the role originally played by noise.
The first experimental evidence of VR was almost concurrently demonstrated in the works
of Chizhevsky using a vertical cavity laser system [16] and Baltanas [17] and Ulner [18] using an
electronic circuit. In all cases, the amplification of the slow response by the high-frequency excitation
was clearly evident experimentally. Such experimental findings encouraged many researchers to
further investigate VR through several application problems related to biology [19,20] where it was
shown that biological oscillations could be either enhanced or diminshed when a high frequency
signal is applied to it; to laser physics [21]; and to ecology [22]. Within such applications, the study
of VR was extended to include mono-stable potentials [23], tri- and multi-stable potentials [24],
coupled-oscillators [25], and nonlinear Maps [26] .
1.2 Dissertation Objectives and Contributions
This dissertation builds on the current literature concerning the response of nonlinear os-
cillators to strong high-frequency excitations in two different ways. First, it investigates a new and
possibly useful application of the response of nonlinear oscillators to high-frequency excitations. In
particular, it presents a nonlinear parametric system identification technique based on understand-
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ing the influence of high-frequency excitations on the slow response of nonlinear oscillators. Second,
the dissertation presents the first experimental evidence of the occurrence of VR in mechanical os-
cillators and presents a general analytical, numerical, and experimental treatment of the response
of nonlinear oscillators possessing either mono-stable or bi-stable potential functions to bi-harmonic
(low and high frequency) excitations. Both symmetric and asymmetric potentials are considered
and investigated. In what follows, we present the Dissertation objectives in more details:
1.2.1 Objective 1: Nonlinear System Identification Using a Hard High-
frequency Excitation
Development of accurate physics-based models of nonlinear systems can be a very challeng-
ing process, especially when the fundamental operation of the system involves the interaction of
complex nonlinear energy fields, or when its geometric and material properties are hard to measure
accurately. In such scenarios, nonlinear system identification (NSI) techniques offer an alternative
and widely-acceptable approach for the development of system models.
Over the years, a large amount of NSI techniques have been proposed and implemented [27].
Such techniques are commonly categorized into parametric and non-parametric. Parametric methods
obtain the unknown parameters in an actual model in the form of a differential equation or a transfer
function [28–32], while non-parametric methods use statistical data analysis techniques to provide
a functional representation of the system [33–35].
Parametric methods are capable of providing an actual model suitable for controller’s design,
simulations, and prediction. Nevertheless, they require prior knowledge of the model structure. Non-
parametric methods, on the other hand, are easier to implement, do not require prior knowledge of
the model structure, but only provide a very general idea about the system usually limited to its
bandwidth and order. Generally, the two approaches can be combined to provide a more accurate
platform for the identification of unknown model parameters.
Majority of the identification techniques categorized under the parametric methods are
time-domain based [36–39]. Such methods can identify systems which are highly nonlinear with less
data acquisition requirements. Among the most widely-used parametric methods are those based
on fitting the nonlinear experimental frequency- and force-response data into curves or using the
associated backbone curves [34, 40]. Additionally, harmonic balance techniques, limit envelops [41],
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and nonlinear resonances [34] were also successfully applied for the purpose of developing simple
yet accurate nonlinear models using experimental data. Frequency-domain methods have also been
utilized, but are generally more computationally expensive and can only be used for weakly-nonlinear
systems.
Several techniques are categorized under non-parametric methods; these include, but are
not limited to, force-state mapping [33], and the Volterra series [35,42]. The state-mapping requires
accurate data acquisition [34], while the Volterra series method is computationally expensive and has
convergence issues, especially when dealing with systems that have multiple co-existing responses.
In this Dissertation, we outline a new parametric approach for the development of nonlinear
models with parameters identified from an experimental setting. The approach is based on applying
a strong non-resonant high-frequency excitation to the nonlinear system and monitoring its influ-
ence on the slow modulation of the response which occurs near the natural period. The proposed
idea originated from previous studies on the response of nonlinear systems to strong high-frequency
excitations. Such studies demonstrated that the slow response of a nonlinear system can be affected
by the fast excitation parameters [43–45]. Specifically, it was shown that, a strong excitation can
induce instantaneous changes to the effective restoring of the system. This include: i) stiffening/-
softening of the system response, ii) biasing or shifting of the mean of the dynamic response, and
iii) changing the effective nonlinearity of the response. Relating the changes in the slow response of
the system to the amplitude and frequency of the high-frequency input offers a unique and simple
method to identify the unknown nonlinear parameters.
Unlike those parametric identification techniques which require generating the nonlinear
frequency- or force-response curves of the system, then using them to estimate the nonlinear pa-
rameters which can be cumbersome due to the presence of non-unique solutions. The proposed
approach requires only i) an estimate of the slowly-modulated response period as a function of the
strong high-frequency excitation amplitude and frequency; and ii) a measurement of the static bias
in the dynamic response resulting from the application of the high-frequency excitation.
To achieve this objective, we first present the fundamental knowledge necessary to under-
stand the influence of a strong high-frequency excitation on the slow dynamics of a single-degree-of-
freedom (SDOF) nonlinear mono-stable oscillator. We use this knowledge to outline the proposed
identification procedure and implement the procedure on a numerical example. Subsequently, we
implement the proposed technique on three different nonlinear experimental systems and discuss the
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outcomes of the proposed identification technique.
1.2.2 Objective 2: Experimental Evidence of Vibrational Resonance in
Bi-Stable Mechanical Oscillators
While the VR phenomenon was studied extensively in the open literature [46–49], most of
the previous studies were theoretical in nature or used optical and electrical systems as platforms
for experimental investigation. In this Dissertation, and for the first time, we discuss VR in the
context of a mechanical system represented by a bi-stable twin-well oscillator. To this end, we first
study its response analytically using the method of multiple scales for both the inter- and intra-well
oscillations. Subsequently, we investigate the response experimentally using a bi-stable cantilever
beam with a magnetic tip. One end of the beam is fixed while the other is free to oscillate in the field
of another stationary magnet. The polarity of the magnets is set such that the stationary magnet
exerts repulsive forces on the oscillating tip. For small distances between the moving and stationary
magnets, the beam buckles into a new equilibrium position resulting in a bi-stable restoring force.
The whole set-up is placed on an electrodynamic shaker which exerts a bi-harmonic excitations on
the bi-stable beam. The frequency-response curves of the beam for different excitation magnitudes
and frequencies are generated and used to discuss VR in the context of mechanical systems.
1.2.3 Objective 3: Response of Nonlinear Oscillators to a Bi-Harmonic
Excitation
The treatment of the response of nonlinear oscillators to bi-harmonic excitations is limited
to the symmetric mono- and bi-stable potential functions. This Dissertation treats the general case
of oscillators which possess asymmetric potential functions and sheds light onto the influence of
asymmetries on the VR phenomenon. To this end, a general analytical treatment based on the
method of multiple scales will be presented to capture the response of any single-degree-of-freedom
asymmetric Duffing oscillator. Both of the mono- and bi-stable cases are presented and treated
separately. The analytical finding are compared to numerical results and to experimental data. A
complete picture of the response of nonlinear oscillators to bi-harmonic excitations will be established
in this dissertation.
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1.3 Dissertation Outline
The rest of the manuscript is outlined as follows: Chapter 2 tackles Objective 1 of this Dis-
sertation which is concerned with nonlinear system identification using a hard excitation. Chapter
3 tackles Objective 2 which provided experimental evidence of VR in bi-stable mechanical oscilla-
tors. Chapter 4 presents the work concerned with building a complete picture of the response of
mono-stable nonlinear oscillators to bi-harmonic excitations. Chapter 5 discusses the response of
asymmetric bi-stable oscillators to a combination of resonant and non-resonant frequency excitations.
Finally, Chapter 6 presents the important conclusions.
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Chapter 2
Nonlinear Parametric System
Identification Using A Hard
High-Frequency Excitation
2.1 Introduction
Nonlinear system identification offers an alternative approach for the development of system
models when physics-based models are hard to obtain. This is especially important when the sys-
tem under investigation contains several nonlinearly-interacting energy fields or has geometric and
material properties that are hard to measure accurately as in the case of micro-and nano-devices.
Over many decades large amount of nonlinear system identification techniques have been
proposed and implemented [30]. Such techniques can be categorized into parametric and non-
parametric methods. Parametric methods obtain the unknown parameters in an actual model in the
form of a differential equation or a transfer function, while non-parametric methods use statistical
data analysis techniques to provide a functional representation of the system [30].
The advantage of parametric methods lies in the fact that they provide an actual modal
suitable for controllers design, simulations, and prediction. However, they require priori knowledge
of the model structure. Non-parametric methods, on the other hand, are easier to implement, do
not require prior knowledge of the model structure, but only provide a very general idea about the
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system, e.g. its bandwidth and order. In general, the two approaches are used in combination to
provide a more accurate system identification method.
The majority of the identification techniques categorized under the parametric methods
are time-domain based [36–38]. Such methods can identify systems which are highly nonlinear
with less data acquisition requirements. Among the most widely-used parametric methods are
those based on the backbone of the frequency-response curves, harmonic balance, limit envelops
[41], curve-fitting of the nonlinear experimental frequency- and force-response data [34, 40], and
nonlinear resonances [34]. Frequency-domain methods have also been utilized, but are generally
more computationally expensive and can only be used for weakly-nonlinear systems.
Several techniques are categorized under non-parametric methods. These include force-state
mapping [33], and the Volterra series [35]. The state-mapping requires accurate data aquisition [34],
while the Volterra series method is computationally expensive, and has convergence issues especially
when it deals with systems that have multiple co-existing responses.
This chapter proposes a new parametric approach for the development of nonlinear models
with parameters identified from an experimental setting. The approach is based on applying a strong
high-frequency excitation to the system and monitoring its influence on the slow modulation of the
response. It has been reported by various researchers that, when a nonlinear system is subjected
to a strong high-frequency excitation, its slow response occurring near the natural period can be
influenced resulting in significant changes in its effective potential energy function. This can result
in a i) stiffening/softening of the system response, ii) biasing or shifting of the static positions, and
iii) altering the effective nonlinearity of the system [44]. All these changes can be directly related
to the amplitude and frequency of the high-frequency input excitation.
Unlike those parametric identification techniques which require generating the nonlinear
frequency- or force-response of the system and using them to estimate the nonlinear parameters
which can be cumbersome due to the presence of non-unique solutions. The proposed approach only
requires an estimate of the slowly-modulated response period as a function of the hard excitation
amplitude. This can be easily obtained by low-pass filtering the time-history of the response.
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2.2 Response of Nonlinear Systems to a Hard Excitation
To establish the proposed technique, we consider a nonlinear mono-stable oscillator with an
unknown restoring force which needs to be experimentally identified. We subject the system to a
high-frequency excitation such that the general equation of motion can be written as
x¨+ 2ζ
√
β1x˙+
N∑
i=1
βix
i = f cos(Ωt), (2.1)
where the dot represents a derivative with respect to time, t. The variable x represents the dis-
placement of the oscillator, ζ is the damping ratio, βi are the unknown restoring force coefficients
expressed here as a polynomial of order N , and f and Ω are, respectively, the known amplitude and
frequency of hard high-frequency excitation.
The influence of the high-frequency excitation on the oscillator can be decomposed into two
part. The first is a small-amplitude component with a frequency matching the excitation frequency.
The second is a large component occurring at or near the natural frequency of the system. As such,
to solve Equation (2.1), we assume that the solution can be decomposed into two time scales: a fast
time scale T0 = Ωt representing oscillations occurring near the period of the excitation and a slow
time scale T1 = t which describes oscillations occurring near the natural period of the system. In
terms of these time scales, the time derivative can be expressed as ddt = ΩD0 +D1 where Dn =
∂
∂Tn
.
Using the new time scales, the motion of the oscillator can be decomposed into a slow and
a fast part as following:
x(T0, T1) = z(T1) + q(T0, T1); (2.2)
where  = 1/Ω  1 is a small scaling parameter, z(T1) is the slow part, and q(T0, T1) is the fast
part which has a zero average over the fast period; i.e. 〈q〉 = 1/(2pi) ∫ 2pi
0
qdT0 = 0. Since the force
is hard, it is also scaled such that f = −1f∗. Substituting Equation (2.2) and the associated scaled
parameters into Equation (2.1), we obtain
−1D20q +D
2
1z + 2D0D1q + 2ζ
√
β1(D0q +D1z) +
N∑
i=1
βi(z + q)
i = ε−1f∗ cosT0. (2.3)
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Averaging Equation(2.3) over the fast time T0 yields
D21z + 2ζ
√
β1D1z +
N∑
k=0
N−k∑
r=0
(r + k)!
k!r!
βr+kε
r〈qr〉zk = 0, (2.4)
where 〈qr〉 = 1/(2pi) ∫ 2pi
0
qrdT0. Subtracting Equation (2.4) from Equation (2.3) and dropping terms
of order less than −1, yields
D20q = f
∗ cosT0. (2.5)
Solving Equation (2.5) yields q = −f∗ cosT0, which upon substitution into Equation (2.4) yields the
following equation for the slow dynamics:
z¨ + 2ζ
√
β1z˙ +
N∑
k=1
N−k∑
r=0,even
(r + k)!
k!r!
βr+k
r〈qr〉zk +
N∑
r=2,even
βr
r〈qr〉 = 0, (2.6)
where the dot represents a derivative with respect to the slow time scale T1 = t. When inspecting
Equation (2.6), we notice that the slow dynamics, z(t), is influenced by the average behavior of the
fast dynamics, q(t, T0) through the term 〈qr〉. Two important effects of the fast dynamics on the slow
dynamics can be noted. First, because of the presence of 〈qr〉 in the third term of Equation (2.6),
the coefficient of z with k = 1; namely,
∑N−1
r=0,even
(r+1)!
r! βr+1
r〈qr〉, which represents the square
of the natural oscillation frequency of the system, now depends on the odd higher-order nonlinear
coefficients, βr+1. Second, due to the fast dynamic, a static term,
∑N
r=2,even βr
r〈qr〉, now appears
in the equation. This term, which is introduced by the even nonlinearities, βr, produces a static bias,
zs, in the dynamic response. This bias can be obtained by setting the time derivatives in Equation
(2.6) to zero and solving the resulting nonlinear algebraic equation for zs.
Substituting  = 1Ω , 〈qr〉 = 12pi
∫ 2pi
0
(f∗ cosT0)rdT0 = f
r
2r
r!
( r2 !)
2 into Equation (2.6) yields
z¨ + 2ζ
√
β1z˙ +
N∑
k=1
N−k∑
r=0,even
(r + k)!
k!r!
βr+k
fr
2rΩ2r
r!
( r2 !)
2
zk +
N∑
r=2,even
βr
fr
2rΩ2r
r!
( r2 !)
2
= 0. (2.7)
To obtain further insights into how the slow dynamics of the system is influenced by the fast
dynamics, we truncate the series in Equation (2.7) at N = 3. In other words, we consider a simple
Duffing oscillator with quadratic and cubic nonlinearities. In this scenario, the slow dynamics given
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by Equation (2.7) reduces to:
z¨ + 2ζ
√
β1z˙ +
(
β1 +
3β3f
2
2Ω4
)
z + β2z
2 + β3z
3 +
β2f
2
2Ω4
= 0 (2.8)
To third order, the effect of the hard excitation on the slow dynamics is now very clear. The forcing f
produces a shift, 3β3f
2
2Ω4 in the square of the oscillation frequency of the system and introduces a static
bias, β2f
2
2Ω4 . Both of these effects increase with the magnitude of the excitation and decrease with
the excitation frequency. As aforementioned, the shift in the response frequency is governed by the
magnitude of the cubic nonlinearity coefficient, while the static bias is governed by the magnitude
of the quadratic nonlinearity.
2.3 Identification Procedure
The results presented in the previous section can be used to identify the unknown nonlin-
earity coefficients, βi. In what follows, we explain the identification procedure:
1. The linear damping, ζ, and natural frequency,
√
β1, are first obtained using traditional linear
identification techniques. This can be achieved by giving the system a small initial condition
and using the time history of the natural response to identify ζ and β1.
2. The system is then excited at a high-frequency, Ω and different, sufficiently large, values of f .
The minimum number of f necessary to obtain the unknown nonlinear coefficients is N/2 when
N is even, and (N − 1)/2 when N is odd. For instance, for a third-order nonlinear restoring
force, N = 3, you need only to excite the system once. At each value of f , the system is
subjected to an initial condition and the time history of the response is recorded.
3. The recorded time history is then filtered using a low-pass filter with a cut-off frequency
√
β1 < ωc << Ω such that only the slow modulation of the response is retained.
4. For each value of f , a Fast Fourier Transform (FFT) of the filtered response is obtained and
used to identify the dominant response frequency, ωeff , which represents the square root of
the coefficient of z in Equation (2.7). Note that this coefficient depends only on β1 and the
unknown odd nonlinear restoring force coefficients. Using the identified values of ωeff , the
odd nonlinear coefficients can be found. For a third order system, the relationship needed to
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obtain β3 is given by
ω2eff =
(
β1 +
3β3f
2
2Ω4
)
. (2.9)
5. For each value of f , the static bias, zs of the filtered data is measured and substituted into
the static version of Equation (2.7). This results in a set of algebraic equations that can be
solved for the even nonlinear coefficients. For the third order system, the equation necessary
to obtain β2 is given by
(
β1 +
3β3f
2
2Ω4
)
zs + β2z
2
s + β3z
3
s +
β2f
2
2Ω4
= 0. (2.10)
where zs is the static shift obtained experimentally.
2.4 A Numerical Example
To illustrate this approach, we consider a numerical example with N = 3, β1 = 1, ζ = 0.01,
β2 = −0.5, and β3 = 1. We assume that these values are unknowns, and consider obtaining them
from time histories of the numerical simulations. We follow the procedure outlined in the previous
subsection:
1. We subject the system to an initial condition to obtain ζ and β1. The free response of the
system is shown in Fig. 2.1. Using the logarithmic decrement method, ζ is approximated to
be 0.01. Using the period of oscillation, β1 is approximated to be 1. To better reflect the
experimental setting, we intentionally introduce a 2% error into these approximations and
see how it propagates into the estimates of the nonlinear parameters. As such, we will use
β1 = 0.98 and ζ = 0.0098.
2. We subject the system to two different forcing levels, f = 15 and f = 30 and a fixed frequency
Ω = 10
√
β1. We integrate Equation (2.1) using a fourth-order Runge-Kutta subroutine and
plot the response as shown in the time histories depicted in Fig. 2.2. Note that, for N = 3,
one level of f is sufficient but two values provide more confidence in the identified values. We
use a fourth-order butterworth low-pass filter with a cut-of frequency of 5
√
β to filter the high
frequency component of the response. The resulting filtered response representing the slow
dynamics is shown in Fig. 2.3.
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Figure 2.1: Time history of the free response obtained using N = 3, β1 = 1, ζ = 0.01, β2 = −0.5,
and β3 = 1.
3. Using the FFT of the filtered response, we find ωeff = 1.0096 at f = 15 and ωeff = 1.0594 at
f = 30. Using Equation (2.9), we calculate β3 for the two different values of f and average it
to obtain β3 = 1.0176 with a percentage error of 1.76% compared to the actual value.
4. We measure the static bias at f = 15 and f = 30 as zs = 0.0058 and zs = 0.0198, respectively.
Using these values and Equation (2.10), we solve for the unknown even coefficient, β2, and
obtain β2 = −0.5114 and β2 = −0.479 for an average value of β2 = −0.4952. This results in a
percentage error of 0.96% as compared to the actual value.
2.5 Experimental Implementation
Now that we established the procedure on a numerical experiment, we turn our attention to
the physical experimental component. To this end, this section presents three experiments conducted
to investigate the proposed approach. In all experiments presented, part of the restoring force is
due to the stiffness of a cantilever beam. Since the beam is infinite dimensional, the procedure will
only focus on identifying the dynamics of the tip deflection near one of the modes; here the first
mode. In the process, the high-frequency of the hard excitation is carefully chosen such that it does
not excite any of the higher modes due to a direct external resonance or an external combination
resonance. In what follows, we discuss each of these experiments:
2.5.1 System I:
The first nonlinear system involves the setup shown in Fig. 2.4 which consists of a Stainless-
Steel cantilever beam clamped at one end and free to oscillate at the other. A point Neodumium
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Figure 2.2: Time histories of the unfiltered response obtained using N = 3, β1 = 1, ζ = 0.01,
β2 = −0.5, β3 = 1, and Ω = 10
√
β1. (a) f = 15 and (b) f = 30.
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Figure 2.3: Time histories of the filtered response obtained using N = 3, β1 = 1, ζ = 0.01, β2 = −0.5,
β3 = 1, Ω = 10
√
β1, and ωc = 5
√
β1. (a) f = 15 and (b) f = 30.
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magnet “C ” is attached to the tip of the beam and is free to oscillate in the field of two magnets “A”
and “B” which are fixed to the shaker’s base as shown in the figure. The polarity of the magnetic
field is such that magnet “C” experiences attractive forces from both magnets. The geometric and
material properties of the system are listed in Table 4.1.
Laser vibrometer
Magnet (A)Magnet (B)
Accelerometer
Shaker
Beam
Magnet (C)
Figure 2.4: Setup used for Systems I and II.
The magnetic interaction between the magnets results in a nonlinear restoring force which
parameters are unknown and will be identified experimentally using the proposed approach. As
described in the previous section, we first use traditional linear system identification techniques and
determine the first modal frequency of the system
√
β1 to be 4.321 Hz and the damping ratio ζ to
be 0.003.
The system is then subjected to a direct hard harmonic excitation at a frequency of Ω =
50 Hz and three different base acceleration levels, namely, 20, 30, and 40 m/s2. At each base
acceleration, enough time is allowed for the system to reach its steady-state value then an initial
condition is given. The tip displacement is recorded using a laser vibrometer. The high-frequency
response is filtered from the data using a butterworth low-pass filter with a cut-off frequency, ωc = 15
Hz. An FFT is then applied to the filtered data to determine the frequency of the slow oscillations.
For each level of acceleration, the experiment was repeated three times, and the data was averaged
as shown in Fig. 2.5 which depicts variation of the oscillation frequency of the filtered data (slow
modulation) with the level of applied excitation. Assuming a nonlinear restoring force of order
N = 3, the value of the unknown cubic nonlinearity coefficient, β3, is calculated using Equation
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Table 2.1: Geometric and material properties of Systems I and II.
Physical properties
Beam Length Lb 150 mm
Width wb 12.7 mm
Thickness tb 0.177 mm
Young’s modulus E 195 GPa
Beam mass mb 6 g
Tip mass mt 3 g
(2.9) and averaged at β3 = −5.103 × 105 1/(m.s)2. No measurable static bias in the mean of the
dynamic response was recorded leading to the conclusion that the quadratic nonlinearity is negligible.
To check the accuracy of the procedure, we use the identified parameters to numerically
simulate the frequency-response curve near the first modal frequency. The numerically-generated
curve is then compared to the nonlinear frequency-response curve obtained experimentally by quasi-
statically varying the excitation frequency and recording the steady-state amplitude for the same
excitation magnitude. Results are shown in Fig. 2.6 demonstrating very good agreement between
the numerical and experimental frequency-response curves.
It is worth noting that, as compared to the numerical frequency-response curve, the exper-
imental results are limited to a smaller bandwidth of frequencies around resonance. By no means
does this indicate an issue with the identification procedure. Rather, the discrepancy stems from
the reduction of the basin of attraction of the large-amplitude response as the excitation frequency
is decreased. Therefore, as the frequency is decreased, it becomes more and more difficult to find
the proper experimental initial conditions which result in the large-amplitude motion.
2.5.2 System II
System II is very similar to System I with the only distinction that the polarity of the
stationary magnets “A” and “B” is reversed to exert repulsive forces on the tip of the beam. Similar
to the previous case, the natural frequency of the system, β1, is identified as 5.238 Hz and the
damping ratio ζ remains the same at 0.003. The whole system is then subjected to a direct hard
excitation of frequency Ω = 60 Hz and three different magnitudes; namely, 40, 50 and 60 m/s2.
Figure 2.7 depicts variation of the slow-modulation frequency, ωeff with the forcing mag-
nitude. Assuming a cubic restoring force of order N = 3, and following the same identification
procedure, the cubic nonlinearity coefficient is obtained as β3 = 2.613 × 105 1/(m.s)2. Again, no
18
15 20 25 30 35 40 45
Acceleration [m=s2]
4.25
4.26
4.27
4.28
4.29
Fr
eq
ue
nc
y
[H
z]
Figure 2.5: Variation of the natural frequency with the base acceleration for System I.
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Figure 2.6: Frequency-response curve of System I obtained for a base acceleration of 0.25 m/s2.
Dots represent experimental data and dashed lines represent unstable numerical solutions.
significant static bias in the mean of the dynamic response was measured. As such, the quadratic
nonlinearity is assumed to be negligible. Using the identified model parameters, we numerically
generate the frequency-response curve for a base acceleration of 0.25 m/s2 as depicted in Fig. 2.8.
Results are then compared to experimental data obtained by varying the excitation frequency quasi-
statically and recording the steady-state amplitude for the same excitation magnitude. Again,very
good agreement between the identified model and experimental data are observed with the identi-
fied model slightly over-estimating the magnitude of the hardening nonlinearity in the experimental
system.
Unlike System I which exhibits a softening nonlinear behavior due to the attractive nature
of the magnetic force, System II exhibits a clear hardening behavior due to the repulsive nature of
the force.
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Figure 2.7: Variation of the natural frequency with the base acceleration System II.
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Figure 2.8: Frequency-response curve of System II obtained for a base acceleration of 0.25 m/s2.
Dots represent experimental backward sweep; squares represent experimental forward sweep, and
dashed lines represent unstable numerical responses.
2.5.3 System III
System III is specially designed such that the even nonlinearities are dominant and cannot
be ignored, thus significantly affecting the static bias of the slow steady-state response under the
hard excitation. As shown in Fig. 9, the nonlinear system to be identified consists of a vertical
cantilever beam clamped at one end and free to oscillate at the other. A small magnet “C” is
attached to the beam tip and is free to oscillate in the magnetic field of magnets “A” and “B” which
are fixed as shown in the figure. The polarity of magnets “A” and “B” is such that they both exert
repulsive forces on magnet “C”. The geometric and material properties of the system are listed in
Table 2.2.
20
Table 2.2: Geometric and material properties of System III.
Physical properties
Beam Length Lb 140 mm
Width wb 12.7 mm
Thickness tb 0.127 mm
Young’s modulus E 195 GPa
Beam mass mb 1.7 g
Tip mass mt 1 g
Magnet (A) Magnet (B)Magnet (C)
Laser 
Vibrometer Accelerometer
Shaker
Beam
Figure 2.9: Setup used for System III.
The system’s natural frequency is first identified to be 2.381 Hz and the damping ratio is
ζ = 0.009. To identify the nonlinear parameters, the system is subjected to a hard excitation with
a frequency Ω = 36 Hz at three different forcing levels of 5, 10, and 20 m/s2. Figure 2.10 (a) depicts
variation of the slow-modulation frequency with the level of hard forcing. The figure illustrates a
softening nonlinear behavior since the frequency decreases when the magnitude of the excitation
increases. Using the identification procedure and assuming N = 3, the cubic nonlinearity coefficient
is obtained as β3 = −3.214× 1041/(m.s)2.
To obtain the quadratic nonlinearity, we study variation of the static bias in the dynamic
response of the beam tip with the excitation level as depicted in Fig. 2.10 (b). Results indicate that
the static bias increases with the level of forcing. Using the obtained data, the quadratic nonlinearity
coefficient is obtained as β2 = −678.476 1/(m s2).
Using the identified model parameters, we numerically generate the frequency-response curve
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Figure 2.10: Variation of (a) the natural frequency and (b) the static bias with the base acceleration
for System III.
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Figure 2.11: Frequency-response curve of System III obtained for a base acceleration of 0.25 m/s2.
Dots represent experimental backward sweep; squares represent experimental forward sweep, and
dashed lines represent unstable numerical responses.
for a base acceleration of 0.25 m/s2 as depicted in Fig. 2.8. Results are then compared to experimen-
tal data obtained by quasi-statically varying the excitation frequency and recording the steady-state
amplitude for the same excitation magnitude. Again, very good agreement between the identified
model and experimental data is observed.
2.6 Conclusions
In this chapter, we proposed a new parametric approach for the development of nonlinear
models with parameters identified from an experimental setting. The approach is based on applying
a strong high-frequency excitation to the system and monitoring its influence on the slow modula-
tion of the response. we used the method of multiple scales to find the analytical solution of the
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steady state response of a Duffing-type oscillator , then the identification procedure was outlined
and numerically implemented on the system which got unknown quadratic and cubic nonlinearities.
The proposed technique was then implemented to identify the nonlinear parameters of three dif-
ferent experimental systems. Finally , using the identified model parameters to numerically obtain
frequency response curve to compare it with the experimental one generated by frequency sweep
and recording the steady-state amplitude for the same excitation magnitude used numerically. The
experimental findings demonstrate that the proposed approach predicts the nonlinear parameters
with good accuracy.
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Chapter 3
Experimental Evidence of
Vibrational Resonance in a
Mechanical Bi-stable Twin-Well
Oscillator
3.1 Introduction
While vibrational resonance (VR) was studied extensively in the open literature, most of
the previous studies were theoretical in nature or used optical and electrical systems as platforms
for experimental investigation. In this dissertation, we study VR in the context of a mechanical
system represented by a bi-stable twin-well oscillator. We study its response analytically using the
method of multiple scales and experimentally using a bi-stable cantilever beam where bi-stability is
introduced via repulsive magnetic forces.
The rest of the Chapter is organized as follows: Section 3.2 presents the mathematical model
used to study the dynamics of the system. Section 3.2 presents approximate analytical solutions for
the response of a bi-stable twin-well oscillator to a bi-harmonic excitation. Solutions are provided
only for the periodic intra- and inter-well responses. Section 3.4 details the experimental setup used
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to validate the theoretical findings and compares the analytical and experimental findings.
3.2 Mathematical Model
To investigate the response of a nonlinear mechanical system to bi-harmonic excitations, we
consider a bi-stable oscillator with a symmetric (twin-well) potential energy function which motion
can be described by the following equation:
x¨+ 2ζβ1x˙− β21x+ β3x3 = g sinωt+ f sin Ωt, (3.1)
where x is the deflection of the oscillator, ζ is the linear damping ratio, −β21x + β3x3 (β1, β3 > 0)
is the restoring force, g and ω are, respectively, the amplitude and frequency of the soft excitation,
and f and Ω are, respectively the amplitude and frequency of the hard excitation; such that f  g
and Ω ω.
The influence of the high-frequency excitation on the oscillator can be decomposed into
two part. The first is a small-amplitude component with a frequency matching the hard excitation
frequency. The second is a large component occurring at or near the soft excitation frequency, here
chosen to be close to the natural frequency of motion. As such, to solve Equation (3.1), we assume
that the solution can be decomposed into two time scales: a fast time scale T0 = Ωt representing
oscillations occurring near the period of the fast excitation, and a slow time scale T1 = t which
describes oscillations occurring near the natural period of the system. In terms of these time scales,
the time derivative can be expressed as ddt = ΩD0 +D1 where Dn =
∂
∂Tn
.
Using the new time scales, the motion of the oscillator can be decomposed into a slow and
a fast part as follows:
x(T0, T1) = z(T1) + q(T0, T1), (3.2)
where  = 1/Ω  1 is a small scaling parameter, z(T1) is the slow part, and q(T0, T1) is the fast
part which has a zero average over the fast period; i.e. 〈q〉 = 1/(2pi) ∫ 2pi
0
qdT0 = 0. By scaling q to be
of order , we are essentially restricting the fast response to be smaller than the slow response. To
mathematically capture the condition f  g, the hard excitation is also scaled such that f∗ = −1f .
Substituting Equation (3.2) and the associated scaled parameters into Equation (3.1), we
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obtain
D21z + 2ζβ1D1z − β21z + β3z3 + −1D20q + 2D0D1q +D21q
+2ζβ1D0q + 2ζβ1D1q − β21q + 3β3z2q
+3β3
2q2z + 3β3q
3 = g sinωT1 + 
−1f∗ sinT0 .
(3.3)
Averaging Equation (3.3) over T0, we obtain
D21z + 2ζβ1D1z − β21z + 32β3〈q2〉z + β3z3 + 3〈q3〉 = g sinωT1 . (3.4)
Subtracting Equation (3.4) from Equation (3.3) and dropping terms of order less than −1 yields
D20q0 = f
∗ sinT0 (3.5)
Solving Equation (3.5) yields q0 = −f sin(T0), which upon substitution back into Equation
(3.4) yields the following equation for the slow dynamics
z¨ + 2ζβ1z˙ + β
2
effz + β3z
3 = g sinωt, (3.6)
where β2eff =
(
−β21 + 3β3f
2
2Ω4
)
.
When inspecting Equation (3.6), it becomes evident that the shape of the effective potential
function associated with the slow response depends on the fast dynamics through the term 3β3f
2
2Ω4
which is embedded in the linear component of the restoring force. As such, the shape of the potential
function of the large, yet slow motion, can be altered by injecting a hard excitation such that the
effective potential is bi-stable when β21 >
3β3f
2
2Ω4 , and mono-stable when β
2
1 <
3β3f
2
2Ω4 . The larger the
magnitude of the hard excitation and the smaller its frequency, the larger is its influence on the
shape of the effective potential function.
Figure 3.1 clearly demonstrates the effect of the magnitude of the fast excitation, f , on the
shape of the potential energy function associated with the slow dynamics. As f is increased from
zero towards higher values, the wells of the bi-stable potential become shallower and more closely
spaced around the saddle point. At f =
√
2/(3β3)β1Ω
2, the potential energy function becomes
a mono-stable purely quartic function of the displacement. Further increase in f brings about a
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quadrature component to the mono-stable potential energy function.
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Figure 3.1: Influence of the hard excitation magnitude on the effective potential of the slow dynamics.
Results are obtained using Ω = 40pi rad/sec, β1 = 17 rad/sec, and β3 = 3.8× 105 m−2sec−2.
3.3 Approximate Analytical Solution
3.3.1 Intra-well Response
For a bi-stable potential, depending on the level of external excitation, the system described
by Equation (3.6) may exhibit three qualitatively different steady-state motions. For small levels of
the soft excitation, g, the system performs motions within one potential well (intra-well dynamics).
For sufficiently large levels of excitation, the system performs motions between the two potential
wells (inter-well motion). Finally, for some intermediate levels, the system may perform chaotic
motions characterized by intermittent inter- and intra-well oscillations.
In this section, we investigate the influence of the hard excitation on the slow intra-well
oscillations. To this end, we first obtain the equilibrium points of the system by setting the time
derivatives in Equation (3.6) to zero and obtaining
ze1 = 0, ze2,3 = ±
√(
β21
β3
− 3
2
β3
f2
Ω4
)
, (3.7)
where the trivial equilibrium ze1 = 0 is an unstable saddle while the non-trivial equilibra ze2,3 are
stable nodes.
To study the dynamics around the stable equilibria, we substitute zt = z−ze2,3 into Equation
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(3.6) and expand up to cubic terms in zt; this yields
z¨t + 2µz˙t + α
2
1zt + α2z
2
t + α3z
3
t = g sinωt (3.8)
where
µ = ζβ1, α
2
1 = 2β
2
1 − 3β3
f2
Ω4
, α2 = 3zeβ3, α3 = β3. (3.9)
To obtain an approximate solution of Equation (3.8), we use the method of multiple scales and scale
the parameters such that
µ = 2µ, α2 = α2, α3 = 
2α3, g = 
2g
To limit the analysis to the case where the slow excitation frequency is close to the natural frequency
of the system, we let ω = α1 + ε
2σ, where σ is a small detuning parameter. Upon substituting the
scalings into Equation (3.8), we obtain
z¨t + 2
2µz˙t + α
2
1zt + α2z
2
t + 
2α3z
3
t = 
2g sin(α1 + 
2σ)t . (3.10)
To solve Equation(3.10), we introduce multiple time scales such that Tn = 
nt, ddt = D0 + D1 +
2D2 +O(
3), d
2
dt2 = D
2
0 + 
2D1 + 2D0D1 + 2
2D0D2 +O(
3), where Dn =
∂
∂Tn
.
We express the solution of Equation (3.10) in terms of the new scales as
zt(t, ) = z0(T0, T1, T2) + z1(T0, T1, T2) + 
2z2(T0, T1, T2) +O(
3) . (3.11)
Substituting Equation (3.11) into Equation (3.10) and equating equal powers of , we obtain the
following cascade of linear ordinary differential equations:
O(0) :
D20z0 + α
2
1z0 = 0, (3.12)
O(1) :
D20z1 + α
2
1z1 = −2D0D1z0 − α2z20 , (3.13)
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O(2) :
D20z2 + α
2
1z2 = −D1z0 − 2D0 D1z1 − 2µD0z0
−2D0D2z0 − 2α2z0z1 − α3z30 + g sin(α1T0 + σT2),
(3.14)
To second order the solution of Equations (3.12)-(3.14) can be written as
z(t) = a cos(ωt+ γ) +
α2
3α21
a2
(
1
3
cos(ωt+ β1)− 1
)
+O(3), (3.15)
where the amplitude, a, and phase, γ, of the response are given by
a˙ = −µa− g
2α1
cos γ, (3.16a)
aγ˙ = (ω − α1)a−
[
3
8
α3
α1
− 5
12
α22
α31
]
a3 +
g
2α1
sin γ . (3.16b)
To obtain the steady-state solutions of Equations (3.16a) and (3.16b), we let a˙ = 0, γ˙ = 0, and
rearrange. This yields
µ2a20 +
[
(ω − α1)−
(
3
8
α3
α1
− 5
12
α22
α31
)
a20
]2
a20 =
g2
4α21
, (3.17)
and
tan γ0 =
(ω − α1)a0 −
[
3
8
α3
α1
− 512 α
2
2
α31
]
a30
µa0
, (3.18)
where a0,γ0 are respectively, the steady state amplitude and the phase of the response. The stability
of the resulting steady-state solutions can then be assessed by finding and assessing the location of
the eigenvalues of Jacobian matrix associated with Equations (3.16a) and (3.16b) in the complex
plane.
3.3.2 Inter-well Response
Next, we analyze the global inter-well oscillations of the system. Since, in this case, the
effective local stiffness about the unstable saddle is negative, the equation of motion does not lend
itself directly to the implementation of the method of multiple scales. To overcome this issue, we
introduce a fictitious positive stiffness term by adding and subtracting the term ω2z to the left hand
29
side of Equation (3.6). This yields:
z¨ + 2µβ1z˙ + ω
2z + (−ω2z + β2effz + β3z3) = g cosωt . (3.19)
Furthermore, we scale the parameters in Equation (3.6) such that
µ = µ, (−ω2z + β2effz + β3z3) = O(), g = g . (3.20)
Note that the afore-described scaling reflects the fact that the magnitude of µ, and g is small and
roughly of the same order. Since βeff and β3 are of the same order of magnitude, it is assumed that
the contribution of the term (−ω2z + βeffz + β3z3) to the dynamics is of order .
Again, using the method of multiple scales while truncating at the order of 2, and collecting
terms of equal powers of , we obtain
O(0) :
D20z0 + ω
2z0 = 0, (3.21)
O(1) :
D20z1 + ω
2z1 = −2 D0D1z0 + (ω2 + β2eff )z0 − β3z30 + g sin(ω + σ)T0 . (3.22)
To first order the solution of Equations (3.21) and (3.22) can be written as
z(t) = a cos(ωt+ γ) +O(), (3.23)
where the amplitude, a, and phase, γ of the response are given by
a˙ = −µa− g
2
cosβ, (3.24)
aγ˙ = − (ω
2 − β2eff )
2ω
a+
3
8ω
β3a
3 +
g
2ω
sinβ . (3.25)
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To obtain the steady-state response, we set a˙ = γ˙ = 0, and rearrange to obtain
µ2 + [ (ω2 − β2eff )
2ω
− 3
8ω
β3a
2
0
]2 a20 = g24ω2 , (3.26)
and
tan γ0 =
− (ω
2−β2eff )
2ω a0 +
3
8ωβ3a
3
0
µa0
. (3.27)
Again, the stability of the resulting solutions is assessed by finding the location of the eigenvalues
of the Jacobian matrix associated with Equations (3.24) and (3.25) in the complex plane.
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3.4 Experimental System
(a)
Shaker table 
Shaker head 
Magnets 
Laser sensors 
Beam 
(b)
Figure 3.2: (a) Schematic and (b) a top view of the experimental setup.
Experimental validations were carried out using the setup shown in Fig. 3.2 which consists
of a Stainless-Steel cantilever beam clamped at one end and free to oscillate at the other. A cylin-
drical Neodumium magnet “A” is attached to the tip of the beam at a distance, d, from another
stationary Neodumium magnet “B”. The magnets are oriented such that the facing surfaces have
similar polarities which created a repulsive magnetic force.
In the absence of the stationary magnet, the beam oscillates around the stable equilibrium
configuration E0 representing the beam being in its natural straight configuration. As the stationary
magnet is added and brought closer to the beam tip, the repulsive forces increase causing the beam
to buckle to a new equilibrium shape located on either side of the original straight configuration. As
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shown in Fig. 3.2 (a), these configurations are denoted by E1 and E2. In essence, the addition of
the stationary magnet causes the initially stable equilibrium, E0, to lose stability through a super-
critical pitchfork bifurcation giving way to two stable equilibria, E1 and E2 located on either side
of it. This transforms the potential energy function from the mono- to the bi-stable type.
The whole setup is then mounted on an electrodynamic shaker which excites the system
bi-harmonically using a superposition of a soft and hard excitations. Two laser vibrometers were
used to measure the deflection of the tip and base. An accelerometer was also used to measure
that acceleration of the base, which in turn was controlled using a feedback control algorithm. The
geometric and material properties of the system are listed in Table 3.1.
Table 3.1: Geometric and material properties of the bistable system .
Physical properties
Beam Length Lb 152.4 mm
Width wb 12.7 mm
Thickness tb 0.3048 mm
Young’s modulus E 195 GPa
Beam mass 5 g
Magnet ”A” mass 3 g
Magnet ”B” mass 3 g
3.4.1 Experimental Analysis
We first analyze the frequency response of the system in the absence of the hard excitation
and for two different levels of the soft excitation, namely g = 0.01m/sec2 and g = 0.2 m/sec2.
Equation (3.17) and Equation (3.26) are used to obtain the analytical responses presented graphically
in Fig. 3.3, while the experimental setup shown in Fig. 3.2 was used to obtain the experimental
data.
For the lower level excitation, the system performs a simple, almost linear, response within
a single potential as shown in Fig. 3.3 (a). On the other hand, for the higher level of the soft excita-
tion, the system performs much more complex responses that depend on the frequency of excitation
and the initial conditions. Specifically, the beam can perform three possible stable steady-state
motions: a small-amplitude intra-well motion on the non-resonant branch of solutions (NRO), a
large-amplitude intra-well motion on the resonant branch of solutions (RO), and a large-amplitude
inter-well motion on the large amplitude branch of solutions (LO). The steady-state motion of the
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harvester is determined by the initial conditions and the size of the basin of attraction associated
with each one of these solutions.
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(b)
Figure 3.3: Frequency response of the slow dynamics for a soft excitation of magnitude (a) g = 0.01
m/sec2 and (b) g = 0.2 m/sec2. Asterisks represent experimental data and dashed lines represent
unstable analytical solutions.
In a numerical experiment where the excitation frequency is decreased quasi-statically from
32 rad/sec, the beam performs intra-well motions on the RO branch up to the cyclic fold (CF )
bifurcation. At this point, any slight decrease in the excitation frequency causes the response to
jump down to the NRO branch of solutions. In an actual physical experiment, however, it can be
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very difficult for the steady-state motion of the beam to reach the CF bifurcation because the basin
of attraction associated with the RO branch shrinks rapidly as the frequency of excitation decreases.
In a reverse numerical experiment where the frequency of excitation is increased quasi-
statically, the response follows the NRO branch up to the CF bifurcation where a jump occurs to
the RO branch causing the response magnitude to increase abruptly. Any further increase in the
excitation frequency causes the response magnitude to decrease.
In the presence of the three co-existing stable solutions, it is not easy to make the beam
oscillate on the large-amplitude (LO) inter-well motions branch. One way to achieve this is by giving
the beam a large initial condition at a low excitation frequency. This forces the beam to jump onto
the LO branch. Once this is achieved, the excitation frequency is increased quasi-statically and the
response follows the LO branch up to the CF bifurcation.
In the actual experiment, the qualitative behavior of the beam’s response is replicated.
However, not all solutions could be realized experimentally over the whole frequency range where
they theoretically exist. As aforementioned, this is due to the size of the basin of attraction of the
competing solutions. For instance, experimental responses on the RO branch were only realized for
a small range extending down to 18 rad/sec. This stems from the fact that, the size of the basin of
attraction associated with the RO branch decreases as the frequency decreases while the size of the
basin of attraction associated with the NRO branch increases. This makes it more probable for the
beam to perform oscillations on the NRO branch. For the same reason, the LO branch of solution
could only be realized experimentally for a small range between 10 and 15 rad/sec.
Figure 3.4 investigates the theoretical influence of the hard excitation level on the response
for a relatively small soft excitation of g = 0.015 m/sec2. The soft excitation is sufficiently small such
that, in the absence of the hard excitation, dynamic trajectories remain confined to a single potential
well. As described earlier in Fig. 3.1, when the hard excitation is introduced, the potential wells
become shallower thereby reducing the local stiffness of the system. Consequently, as shown in Fig.
3.4, the amplitude of oscillations within a single well becomes larger and occurs at a lower excitation
frequency. This constitutes the fundamental concept of VR. For instance, when the magnitude
of the hard excitation is increased from zero to 100 m/sec2, the magnitude of the peak response
increases slightly and its location in the frequency spectrum drops toward lower frequencies. As
the hard excitation increases to 300 m/sec2, VR becomes more prevalent since the peak amplitude
of the response almost doubles when compared to the f = 0 case. Further increase of the hard
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excitation to 350 m/sec2 amplifies the intra-well response of the oscillator significantly inducing a
clear softening behavior in the response. More importantly, since the potential wells become very
shallow at such a high hard excitation level, the inter-well dynamics can now be seen near the lowest
end of frequencies even using a very small soft excitation.
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Figure 3.4: Frequency-response curve of the bi-stable system for g = 0.015 m/sec2.
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Figure 3.5: Frequency-response curve of the bi-stable system for (a) f = 0 m/sec2, (b) f =
160 m/sec2, (c) f = 320 m/sec2, and (d) f = 357 m/sec2, g = 0.2 m/sec2
Figure 3.5 depicts the same curves but at a relatively large soft excitation level of g = 0.2
m/sec2. Case (a) represents the case when the hard excitation magnitude is set to zero and the
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system is only subjected to a resonant soft excitation. When a hard excitation of magnitude 160
m/sec2 is superimposed on the soft input as shown in case (b), two things are observed. First, the
intra-well oscillations shift towards smaller frequencies because the potential wells become shallower
and, as a result, the softening nonlinearity increases resulting in a reduction in the magnitude of
the intra-well oscillations. Second, the magnitude of the inter-well motion decreases over the whole
frequency domain.
Similarly, when the magnitude of the hard excitation is increased to 320 m/sec2 as shown
in case (c), a large shift in the intra-well motions towards lower frequencies is observed and an
additional decrease in the magnitude of the inter-well response is observed. This trend continues
up until the magnitude of the base acceleration is increased to approximately 357 m/sec2 where
the intra-well responses disappear altogether. At this point, the hard excitation is large enough to
change the effective potential function of the slow dynamics from the bi- to the mono-stable type.
The qualitative trends indicated theoretically were also observed experimentally for three
different levels of the soft excitation. Figure 3.6 depicts the results for two low-level soft excitations.
Similar to the theoretical findings, the slow motion of the oscillator shifts towards smaller frequencies
as the magnitude of the hard excitation increases and the amplitude is amplified. The degree of
amplification is more apparent in the experimental findings. This could be due to a combination of
errors resulting from the adopted model and the approximations used in the perturbation analysis.
Furthermore, at high levels of the hard excitation, the theory demonstrates that the amplification can
be very significant. Unfortunately however, we were not able to replicate such findings experimentally
because of power limitations on the shaker used in the experiments.
Results concerning the large soft excitation level are shown in Fig. 3.7 demonstrating that
the theoretical trends are also replicated experimentally. The intra-well motions shift towards smaller
frequencies as the level of the hard excitation is increased whereas the amplitude of the inter-well
motions decreases with the magnitude of the hard excitation.
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(b)
Figure 3.6: Frequency-response of the slow dynamics for a soft excitation of magnitude (a) g=
0.01 m/sec2 and (b) g= 0.015 m/sec2. Circles represent experimental data.
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Figure 3.7: Frequency response of (a) the intra- and (b) the inter-well dynamics of the system at
three different hard excitation levels ( f = 0 m/sec2, 40 m/sec2, 60 m/sec2). Dashed lines represent
unstable solutions, rectangles represent a forward experimental sweep, while circles represent a
backward experimental sweep.
3.5 Conclusions
This chapter presents an investigation on the VR phenomenon in bi-stable mechanical oscil-
lators. It demonstrated both analytically and experimentally the occurrence of VR in a mechanical
system for the first time. To have better understanding of the system’s slow response behaviour
under various levels of excitations, we used the method of multiple scales to obtain the analytical
solutions for the steady state intra-and inter well responses of the bi-stable oscillator. A series of
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experiments were conducted to validate the analytical investigations. The experimental findings
highlighted that the amplification of the response is achievable only when the soft excitation is very
small such that the local inter-well response exhibits an almost linear behavior. The study also
demonstrated that, the potential energy function, and therefore, the effective mechanical properties
associated with the slow dynamics can be controlled by injecting a hard high-frequency excitation.
Increasing the magnitude of the high forcing to a higher value will cause the bi-stable potential well
to become shallower and relatively close to the unstable equilibrium. This could provide a nice tool
for changing the effective properties of nonlinear systems.
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Chapter 4
Modifying the Effective
Nonlinearity of the Resonant
Dynamics of the Oscillators by
Injecting a Hard High-Frequency
Harmonic Excitation
4.1 Introduction
Nonlinearity is an unavoidable intrinsic property of most dynamical systems. Typically,
mechanical oscillators exhibit a nonlinear response behavior when the amplitude of their response
increases. The nonlinearity arises from different sources and is often attributed to the oscillator’s ge-
ometry, material properties, and/or the boundary conditions [50]. Since the nonlinearity complicates
the response of the system by introducing multi-valued and aperiodic responses, achieving a linear
response can be of utmost importance for the readability and calibration of many electro-mechanical
sensors and actuators.
Typically, once a device has been constructed, the effective nonlinearity becomes an intrinsic
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property which can only be adjusted by applying nonlinear feedback signals. Feedback linearization
is one common control technique used to eliminate a system’s intrinsic nonlinearity by feeding back
a nonlinear signal which cancels the nonlinearity in the system [51]. However, active nonlinear
feedback requires additional sensors, which could, in turn, complicate the process of linearizing
the system’s response. Consequently, it is of interest to investigate passive techniques that can be
effectively utilized to adjust the nonlinear behavior of a dynamical system.
To this end, this chapter investigates changing the effective nonlinearity of the resonant dy-
namics of a mono-stable asymmetric oscillator by injecting a high-frequency non-resonant harmonic
excitation of a specifically chosen amplitude and frequency. The idea behind this work stems from
previous research studies that demonstrated, both in theory and experiment, that the overall slow
behavior of a nonlinear system can be changed by subjecting the system to a hard non-resonant
frequency excitation [43,45]. In one demonstration, Thomsen [52] reported theoretically and exper-
imentally that the effective stiffness of a hinged-hinged beam can be increased by exciting the base
using a hard high-frequency non-resonant excitation. They demonstrated that this effect can be used
for passive vibration mitigation. In another demonstration, Thomsen [1] reported several interesting
effects of the hard excitation on the slow dynamics. In addition to the commonly reported stiff-
ening effect, Thomsen reported a biasing and a smoothening influence of the high-frequency input.
Specifically, he showed that, a high-frequency excitation can be used to remove discontinuities in
a non-smooth system and, in the process, it induces a static bias in the slow response. Abusoua
and Daqaq [53] further demonstrated that the effect of the high-frequency excitation on the slow
dynamics can be used for nonlinear parametric system identification. For a detailed overview of the
influence of hard excitation on the slow dynamics, we refer the reader to the book by Blekhman [54].
By changing the effective properties of the slow dynamics, a high-frequency non-resonant
excitation can also influence the forced response of a nonlinear system. Landa and McClintock [13]
studied the response of a bi-stable oscillator to a bi-harmonic excitation comprising of a hard high-
frequency input superimposed on a soft resonant excitation. They reported that the high-frequency
excitation can be used to alter the effective potential energy function associated with the slow
dynamics. They illustrated that, in some instance, the high-frequency excitation can also be used to
amplify the slow response at or near the natural period of oscillations in a phenomenon they coined
as “Vibrational Resonance”.
Chizhevsky [16], Baltanas [17] and Ulner [18] verified “Vibrational Resonance” experimen-
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tally using electronic circuits and laser cavities. Such experimental findings encouraged many re-
searchers to further investigate “Vibrational Resonance” through several application problems re-
lated to biology [19, 20], physics [21] and ecology [22]. Within such applications, the study of
“Vibrational Resonance” was extended to include symmetric mono-stable potentials [23], tri- and
multi-stable potentials [24], coupled-oscillators [25], and nonlinear Maps [26]. Most recently, Abu-
soua and Daqaq [55] also illustrated that “Vibrational Resonance” can be activated in a bi-stable
mechanical oscillator.
In this chapter, we show that the injection of a hard high-frequency non-resonant excitation
can be also used to change the effective nonlinearity of the resonant dynamics of an asymmetric mono-
stable oscillator. To this end, in Section 4.2, we study the response of a single-degree-of-freedom
mono-stable Duffing oscillator with quadratic and cubic nonlinearities to a bi-harmonic excitation
consisting of a hard high-frequency input superimposed on a soft resonant excitation. In Section
4.3 , we use perturbation methods, namely the method of multiple scales, to derive an expression
for the effective nonlinearity of the slow dynamics as function of the hard excitation parameters. In
Section 4.4, we show that the effective nonlinearity depends on the magnitude and frequency of the
hard non-resonant excitation. In Section 4.5, we present an experimental investigation to verify the
theoretical findings and demonstrate experimentally that the frequency-response associated with the
resonant dynamics of an asymmetric mono-stable oscillator can be changed from the softening to
the hardening type by injecting the hard excitation.
4.2 Mathematical Model
Consider a forced nonlinear asymmetric mechanical Duffing oscillator whose dynamics can
be expressed by the following equation:
¨¯y + 2µγ1 ˙¯y + γ
2
1 y¯ + γ2y¯
2 + γ3y¯
3 = G sinω∗τ + F sin Ω∗τ, (4.1)
where the dot represents a derivative with respect to time, τ , and y¯ represents the deflection of the
oscillator. The first term in Equation (4.1) represents the acceleration; the second term represents
linear viscous damping, where µ is the damping ratio and γ1 is the natural frequency of the oscillator;
the third, fourth, and fifth terms together represent a nonlinear asymmetric restoring force. The
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degree of asymmetry is governed by the magnitude of the quadratic nonlinearity coefficient γ2 > 0;
while γ3 > 0 represents the coefficient of the cubic nonlinearity. The oscillator is being forced
harmonically via two harmonic acceleration terms (right-hand side of the equation). The first term
is a soft resonant excitation which has a frequency of ω∗ ≈ γ1 and a small magnitude, G; while the
second term is a hard non-resonant excitation which has a frequency of Ω∗  ω∗ and magnitude
F  G.
Non-dimensionalizing Equation (4.1) by letting x = y¯l and τ =
1
γ1
t yields
x¨+ 2µx˙+ x+ λx2 + δx3 = g sinωt+ f sin Ωt, (4.2)
where l, is a length scale and
λ =
γ22 l
γ21
, δ =
γ3l
2
γ21
, g =
G
γ21 l
, f =
F
γ21 l
, ω =
ω∗
γ1
, Ω =
Ω∗
γ1
,
It is worth noting that the potential function of the dynamics is mono-stable when δ > 0
and 0 ≤ λ < 2√δ. When δ > 0 and λ = 0, the mono-stable potential function is symmetric and has
one minimum. When δ > 0 and 0 < λ < 2
√
δ, the potential function remains mono-stable but loses
its symmetry around the equilibrium. Figure 4.1 demonstrates how the potential energy function of
the system changes from being symmetric to asymmetric as λ changes from zero to 1.5.
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Figure 4.1: Potential energy function for two values of λ and δ = 1.
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To solve Equation (4.2), we assume that the solution can be decomposed into two time
scales: a fast time scale T0 = Ωt representing oscillations occurring near the period, 1/Ω, of the
fast excitation and a slow time scale T1 = t which describes oscillations occurring near the natural
period of the system 1/γ1. In terms of these time scales, the time derivative can be expressed as
d
dt = ΩD0 +D1 where Dn =
∂
∂Tn
.
Using the new time scales, the motion of the oscillator can be decomposed into a slow and
a fast part as follows:
x(T0, T1) = z(T1) + q(T0, T1); (4.3)
where  = 1/Ω  1 is a small scaling parameter, z(T1) is the slow part, and q(T0, T1) is the fast
part which has a zero average over the fast period; i.e. 〈q〉 = 1/(2pi) ∫ 2pi
0
qdT0 = 0. By scaling q to
be of order , we are essentially restricting the fast response to be smaller than the slow response.
Since the force is hard, it is also scaled such that f = −1f . Substituting Equation (4.3)
and the associated scaled parameters into Equation (4.2), we obtain
D21z + 2µD1z + z + λz
2 + δz3 + −1D20q + 2D0 D1q +D
2
1q + 2µD0q + 2µD1q
+q + 2λzq + 2λq2 + 3δz2q + 32λq2z + 3δq3 = g sinωT1 + 
−1f sinT0 .
(4.4)
Averaging Equation (4.4) over T0, we obtain
D21z + 2µD1z + z + 3
2δ〈q2〉z + δz3 + 3〈q3〉+ 2λ〈q2〉 = g sinωT1. (4.5)
Subtracting Equation (4.5) from Equation (4.4) and dropping terms of order less than −1, we obtain
D20q0 = f sinT0. (4.6)
Solving Equation (4.6) yields q0 = −f sin(T0), which upon substitution into Equation (4.5) yields
the following equation for the slow dynamics:
z¨ + 2µz˙ + ω2effz + λz
2 + δz3 + z¯ = g sinωt, (4.7)
where ω2eff =
(
1 + 3δf
2
2Ω4
)
is the natural frequency of the slow dynamics and z¯ = λf
2
2Ω4 is a static
bias induced by the fast excitation. It is worth noting that the fast excitation influences the natural
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frequency of the slow response and introduces a static bias. This has the influence of changing the
effective potential energy function of the slow dynamics. As such, depending on the roots of the
polynomial f(z) = z¯ + ω2effz + λz
2 + δz3 = 0, the slow dynamics can have a single equilibrium
solution (mono-stable response); or three equilibria (bistable response). For the polynomial to have
one real root, the following condition must be satisfied:
λ2 +
9f2δ2(λ2 − 3δ)
Ω8
<
2f2(λ2 − 3δ)2
Ω4
+
27f6δ4
2Ω12
+ 4δ. (4.8)
This demonstrates that for some combination of the design parameters, the hard excitation may
actually change the potential energy function of the resonant dynamics from the mono- to the
bi-stable type.
4.3 Mono-Stable Oscillations
When the polynomial in the Equation (4.7) is mono-stable; i.e. Equation (4.8) is satisfied,
the static equilibrium, ze, of the dynamics can be obtained by setting the time derivatives and
forcing in Equation (5.8) to zero. The slow dynamics can then be expanded around the equilibrium
by letting zt = z − ze and obtaining:
z¨t + 2µz˙t + α
2
1zt + α2z
2
t + α3z
3
t = g sinωt, (4.9)
where α21 = 2zeλ+ 3z
2
eδ + ω
2
eff , α2 = λ+ 3zeδ, and α3 = δ.
To obtain an approximation of the response for Equation (4.9), we use the method of multiple
scales and scale the parameters such that
µ = 2µ, α2 = α2, α3 = 
2α3, g = 
2g. (4.10)
We limit the analysis to the case where the excitation frequency, ω is close to the natural frequency
of the slow dynamics, by letting ω = α1 + 
2σ, where σ is a small detuning parameter. Upon
substituting the scaled parameters into Equation (4.9), we obtain
z¨t + 2
2µz˙t + α
2
1zt + α2z
2
t + 
2α3z
3
t = 
2g sin(α1 + 
2σ)t. (4.11)
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Multiple time scales are then introduced into the previous equation, such that Tn ≡ nt, ddt =
D0 + D1 + 
2D2 + O(
3), d
2
dt2 = D
2
0 + 
2D1 + 2D0D1 + 2
2D0D2 + O (
3), where Dn =
∂
∂Tn
.
Subsequently, the solution of Equation (4.11) is expressed in terms of the new times scales as
zt(t, ) = z0(T0, T1, T2) + z1(T0, T1, T2) + 
2z2(T0, T1, T2) +O(
3). (4.12)
Substituting Equation (4.12) into Equation (4.11) and equating equal powers of , we obtain the
following cascade of linear ordinary differential equations:
O(0) :
D20z0 + α
2
1z0 = 0, (4.13)
O(1) :
D20z1 + α
2
1z1 = −2 D0D1z0 − α2z20 , (4.14)
O(2) :
D20z2 + α
2
1z2 = −D1z0 − 2D0D1z1 − 2µD0z0
−2D0D2z0 − 2α2z0z1 − α3z30 + g sin(α1T0 + σT2) .
(4.15)
To second order, the solution of Equations (4.13),(4.14), and (4.15) can be written as
z(t) = a cos(ωt+ γ) +
α2
3α21
a2
(
1
3
cos(ωt+ γ)− 1
)
+O(3), (4.16)
where the amplitude, a, and phase, γ, of the response are given by the following modulation equa-
tions:
a′ = −µa− g
2α1
cos γ, (4.17a)
aγ′ = σa+ αeffa3 +
g
2α1
sin γ, (4.17b)
where
αeff =
[
3
8
α3
α1
− 5
12
α22
α31
]
. (4.18)
is the effective nonlinearity of the slow dynamics.
To obtain the steady-state solutions, we let a′ = 0, γ′ = 0 in Equations (4.17a) and (4.17b).
Rearranging the resulting equations, we obtain the following equations for the steady-state ampli-
47
tude, a0, and phase, γ0, of the response:
µ2a20 +
[
σ − αeffa20
]2
a20 =
g2
4α21
, (4.19)
and
tan γ0 =
σa0 − αeffa30
µa0
. (4.20)
The stability of the resulting solutions can then be assessed by investigating the location of the
eigenvalues of the Jacobian matrix associated with Equations (4.17a) and (4.17b) in the complex
plane.
4.4 Influence of the Hard Excitation on the Slow Response
In this section, we investigate the effect of the magnitude of the high-frequency excitation
on the system’s slow response. To this end, we first study the influence of the hard excitation on the
slow oscillation frequency, α1. Figure 4.2 depicts such variation for different values of the quadratic
nonlinearity λ. For a symmetric mono-stable potential with λ = 0, the equilibrium point is ze = 0.
Hence, α1 reduces to ωeff , which, in turn, increases with f . That is, for a symmetric mono-stable
potential function, the hard excitation has a stiffening effect on the slow dynamics.
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Figure 4.2: Variation of the slow oscillation frequency with the magnitude of the hard excitation for
different values of λ. Results are obtained for δ = 0.75, and Ω = 8.
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This is also evident in Fig. 4.3 which depicts the frequency response curves for a relatively
low soft excitation level g = 0.002 and different values of the hard excitation level; namely, f =
0, 20, 40 and 60. Both analytical and numerical solutions are presented. Due to the stiffening effect
of the high-frequency excitation, as f increases, large-amplitude slow responses move towards higher
excitation frequencies and the magnitude of the slow response decreases.
Figure 4.3: Influence of the hard excitation level, f , on the slow response for a symmetric mono-stable
oscillator. Results are obtained for g = 0.002, δ = 1, and Ω = 8.163.
As shown in Fig. 4.2, this trend does not always hold in the presence of potential function
asymmetries; i.e., when λ 6= 0. Specifically, for large values of λ, the oscillation frequency initially
decreases as f increases causing a reduction in the stiffness of the oscillator. However, further increase
in f causes the oscillation frequency to increase again. The decrease in the oscillation frequency is
more substantial for more asymmetric potentials; i.e. larger values of λ. Such conclusions can also
be seen in Fig. 4.4 which depicts the frequency response of the slow dynamics for different values
of f and g = 0.002. It is evident that the resonance frequency shifts towards lower values as f is
increased up to f = 40. Subsequently, additional increase in f causes the slow response to stiffen
again.
The influence of the hard excitation on the the effective nonlinearity, αeff , of the slow
modulation is depicted in Fig. 4.5. For λ = 0 or small values of λ, the effective nonlinearity is
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!
Figure 4.4: Influence of the hard excitation level, f , on the slow response for a symmetric mono-stable
oscillator. Results are obtained for g = 0.002, δ = 1 , λ = 1.80 and Ω = 8.163.
positive and remains so as f is increased. Therefore, the nonlinear response is of the hardening
type and the frequency-response curves bend towards higher frequencies. This is evident in Fig. 4.6
which depicts the nonlinear frequency-response curves for a high level of the slow excitation, g = 0.1.
The degree of bending in the frequency response curves, which is directly related to the magnitude
of the effective nonlinearity, does not change appreciably with f in the case of small λ values.
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Figure 4.5: Variation of the effective nonlinearity with the magnitude of the hard excitation for
different values of λ. Results are obtained for δ = 0.75, and Ω = 8.
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Figure 4.6: Influence of the hard excitation level, f , on the slow response for a symmetric mono-stable
oscillator, λ = 0. Results are obtained for g = 0.1, δ = 1, and Ω = 8.163.
An interesting trend in the effective nonlinearity emerges for highly-asymmetric mono-stable
potentials as shown in Fig. 4.5. Specifically, the injection of high frequency excitation causes the
effective nonlinearity to change from the softening to the hardening type. This trend occurs at all
λ values for which the effective nonlinearity is negative when f = 0. Sample frequency response
curves demonstrating this behavior is shown in Fig. 4.7 clearly demonstrating that the degree and
direction of the bending of the frequency response curves change as f is increased.
a0
!
Figure 4.7: Influence of the hard excitation level, f , on the slow response for an asymmetric mono-
stable oscillator. Results are obtained for g = 0.1, δ = 1, Ω = 8.163, and λ = 1.5.
When inspecting the influence of the hard excitation on the shape of the potential function
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as shown in Fig. 4.8, it becomes evident that the injection of the high-frequency excitation reduces
the asymmetry of the potential function. In fact, by using a proper value of f one can effectively
linearize the slow dynamics of the oscillator. This can be done by setting αeff to zero and obtaining
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Figure 4.8: Influence of the hard excitation level, f , on the potential energy function for λ = 1.5
√
δ.
(
f
Ω2
)
cr
=
√
2
3
√
3δ
√
10λ2 + 42zeδλ+ 63z2eδ
2 − 9δ. (4.21)
Note that Equation (4.21) is not explicit in fcr since ze depends on the value of fcr. To understand
how fcr changes with the degree of the potential asymmetry, we solve Equation (4.21) and the static
version of Equation (4.2) together for fcr. Figure 4.9 depicts variation of fcr with λ for different
values of δ. It is evident that the value of the hard excitation fcr necessary to linearize the slow
dynamics increases as λ increases. It reaches a maximum value near λ = 2
√
δ where the potential
energy function switches from the mono-stable to the bi-stable type. It is also interesting to note
that, when δ increases, fcr becomes smaller at higher values of λ.
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Figure 4.9: Variation of the critical hard excitation level, fcr, with quadratic nonlinearity, λ, for
different values of the cubic nonlinearity δ . Results are obtained at λ = 1.5
√
δ.
4.5 Experimental Validation
Experimental validations of the theoretical results were carried out using the setup shown in
Fig. 4.10 which consists of a Stainless-Steel cantilever beam clamped at one end and free to oscillate
at the other. A cylindrical Neodumium magnet “A” is attached to the tip of the beam and is free
to oscillate in the vicinity of another stationary Neodumium magnet “B”. Magnets “A” and “B”
are oriented such that the facing surfaces have similar polarities which creates a nonlinear repulsive
magnetic force. When the magnets are placed on the same center line, r = 0, Fig. 4.11, the potential
function is nearly symmetric. On the other hand, the potential function becomes asymmetric when
the center line is shifted along the horizontal direction such that the magnets are not facing each
other, r 6= 0.
The whole experimental setup is mounted on an electrodynamic shaker which excites the
system bi-harmonically using a superposition of a soft and hard excitations. Two laser vibrometers
were used to measure the deflection of the tip and base. An accelerometer was also used to measure
that acceleration of the base, which, in turn, was controlled using a feedback control algorithm. The
geometric and material properties of the system are listed in Table 4.1.
Assuming that internal and external combination resonances are not activated, the dynamics
of the beam can be well approximated by the dynamics of a single-degree-of-freedom nonlinear
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Shaker head 
Magnets 
Laser sensors 
Beam 
Figure 4.10: Top view of the experimental setup.
L
S NSN 𝐸0
Magnet A
Magnet Br
Figure 4.11: Schematic of the experimental system.
Table 4.1: Geometric and material properties of the experimental system.
Physical properties
Beam Length Lb 150 mm
Width wb 12.7 mm
Thickness tb 0.177 mm
Young’s modulus E 195 GPa
Beam mass mb 6 g
Tip mass mt 4 g
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oscillator. For sufficiently small beam oscillations, the nonlinear component of the restoring force
which is dominated by the magnetic interactions can be well-approximated by a polynomial function
of the tip displacement as described by Equation (4.1). This polynomial can be identified by using
nonlinear parametric identification techniques. In this work, the technique proposed in [53] was
utilized. The linear parameters including the natural frequency and damping ratio of the oscillator
were identified using the free response data which is carried out by giving a small initial condition to
the beam and using the damped natural frequency in conjunction with the logarithmic decrement
method to determine the damping ratio µ and γ1 [56].
In the first set of experiments, a symmetric mono-stable potential function is considered
where r = 0 and L = 1.90 cm were used in the experiment. As aforementioned, the unknown model
parameters were identified as γ1 = 15.708 rad, µ = 0.012, and γ3 = 6.87 × 105 1/(m2.sec2) which
upon non-dimensionalizaion yields δ = 0.30. The soft excitation magnitude was fixed at G = 0.015
m/sec2 (g = 0.0065) while the high excitation frequency was fixed at 125.664 rad (Ω = 8). Three
levels of hard excitation f were applied; namely F = 0, 65, and 95 m/sec2 (f = 0, 28.14 and 41.56).
Results shown in Fig. 4.12 demonstrate that the theory and experiment are in good quantitative
agreement as both reveal that the hard excitation has a stiffening effect on the dynamics when the
mono-stable potential function is symmetric.
Figure 4.12: Frequency-response curves for a symmetric mono-stable oscillator. Solid lines represent
analytical findings while asterisks represent experimental data. Results are obtained for g = 0.0065,
δ = 0.3, Ω = 8, and λ = 0
In the second set of experiments, an asymmetric mono-stable system was considered such
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that quadratic nonlinearity coefficient is present and cannot be ignored. Again, using traditional
system identification techniques, we identified the system natural frequency as γ1 = 15.2425 rad, the
damping ratio as µ = 0.01, the quadratic nonlinearity coefficient as γ2 = 991 1/(m.sec
2) (λ = 0.876),
and the cubic nonlinearity coefficient as γ3 = 6.87×105 1/(m2.sec2) (δ = 0.3). The system was then
subjected to a bi-harmonic excitation consisting of a low-frequency input of magnitude G = 0.02
m/sec2 (g = 0.015) with a frequency that is close to the natural frequency of the system, and a
high-frequency of 125.664 rad (Ω = 8.23). Three levels of the high-frequency excitation were used;
namely F = 0, 41, 100, and 120 m/sec2 (f = 0, 30.75 , 75 and 90).
Figure. 4.13 depicts the influence of the hard excitation f on the frequency response.
Both of the theory and experiment agree in predicting that, in the absence of the high-frequency
excitation, the mono-stable oscillator exhibits a softening nonlinear behavior; that is, the effective
nonlinearity of the system is negative. As f is increased up to 30.75, the resonance frequency drops
and the magnitude of the effective nonlinearity decreases slightly resulting in a slight reduction
in the bending of the frequency-response curve. When f is increased to 75, the magnitude of
the effective nonlinearity decreases even further and the system’s response becomes almost linear.
When increasing f further to 90, the nonlinear behavior becomes of the hardening type clearly
demonstrating that the hard excitation can be used to alter the effective nonlinear behavior of the
system.
a0
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0.
0.
0.
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Figure 4.13: Frequency response curves for an asymmetric mono-stable oscillator. Solid lines rep-
resent analytical findings while triangles represent a forward experimental frequency sweep and the
circles represent a backward experimental sweep. Results are obtained for g = 0.015, δ = 0.3,
Ω = 8.23, and λ = 0.876.
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4.6 Conclusions
This chapter demonstrated via theory and experiment that the effective nonlinearity of
a mono-stable nonlinear system can be controlled and changed by applying a non-resonant high-
frequency excitation. When the mono-stable potential is symmetric, the high-frequency excitation
has a slight–but not appreciable– influence on the effective nonlinearity which remains of the harden-
ing type despite increasing the level of the high-frequency excitation. When the monostable potential
is asymmetric, the high frequency excitation tends to symmetrize the potential function; therewith
reducing the softening nonlinear behavior of the system. At a sufficiently high level of the high-
frequency excitation, the effective nonlinearity of the slow dynamics can switch from the softening
to the hardening type. In such scenarios, the dynamics of the system can be effectively linearized,
at least form a local perspective, by choosing the proper hard excitation parameters.
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Chapter 5
Influence of Hard High-Frequency
Non-Resonant Excitations on the
Slow Response of Asymmetric
Bi-stable Duffing Oscillators
5.1 Introduction
We studied previously in Chapter 3, the response of a symmetric bi-stable oscillator to a
bi-harmonic excitation consisting of a soft resonant excitation and a hard non-resonant excitation.
We illustrated that amplification of the slow response is achievable only when the soft excitation
is very small such that the local intra-well response exhibits an almost linear behavior. We also
showed that the effective mechanical properties associated with the slow dynamics can be controlled
by injecting a hard high-frequency excitation. When the magnitude of the high-frequency forcing
is large enough, the potential function can switch from the bi- to the mono-stable nature. In
this chapter, we extend the analysis to include asymmetries in the bi-stable potential function by
including quadratic nonlinearities in the expression of the restoring force. The rest of the chapter
is organized as follows: Section 5.2 presents the mathematical model used to study the response
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of a bi-stable Duffing oscillator with quadratic and cubic nonlinearities to a bi-harmonic excitation
consisting of a hard high-frequency input superimposed on a soft resonant excitation. Section 5.3
uses perturbation methods, namely the method of multiple scales, to derive an expression for the
effective nonlinearity of the slow dynamics as function of the hard excitation parameters. Section
5.4, presents an experimental investigation to validate the theoretical findings.
5.2 Mathematical Model
We consider a forced nonlinear bi-stable Duffing-type oscillator whose dynamics can be
expressed by the following equation:
¨¯y + 2µγ1 ˙¯y − γ21 y¯ + γ2y¯2 + γ3y¯3 = G sinω∗τ + F sin Ω∗τ, (5.1)
where the dot represents a derivative with respect to time, τ , and y¯ represents the deflection of the
oscillator. The first term in Equation (5.1) represents the acceleration of the oscillator; the second
term represents linear viscous damping, where µ is the damping ratio; the third, fourth, and fifth
terms can be lumped into the function f(y¯) = −γ21 y¯ + γ2y¯2 + γ3y¯3 which represents a nonlinear
bi-stable restoring force. The degree of asymmetry is governed by the magnitude of the quadratic
nonlinearity coefficient γ2. When γ2 = 0, the bi-stable restoring force is symmetric, otherwise it
is asymmetric. The coefficient γ3 > 0 represents the magnitude of the cubic nonlinearity. The
oscillator is being forced harmonically via two harmonic acceleration terms (right-hand side of the
equation). The first term is a soft resonant excitation which has a frequency of ω∗ ≈ γ1 and a small
magnitude, G; while the second term is a hard non-resonant excitation which has a frequency of
Ω∗  ω∗ and magnitude F  G.
Non-dimensionalizing Equation (5.1) by letting z = y¯l and τ =
1
γ1
t yields,
z¨ + 2µz˙ − z + λz2 + δz3 = g sinωt+ f sin Ωt, (5.2)
where
λ =
γ2l
γ21
, δ =
γ3l
2
γ21
, g =
G
γ21 l
, f =
F
γ21 l
, ω =
ω∗
γ1
, Ω =
Ω∗
γ1
.
Here, l is a length scale , z, is the deflection of the oscillator, µ is a linear damping ratio, f(z) =
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−z + λz2 + δz3 (δ > 0) is the non-dimensional restoring force, g and ω are, respectively, the
non-dimensional amplitude and frequency of the soft excitation, and f , Ω are, respectively, the
non-dimensional amplitude and frequency of the hard excitation; such that f  g and Ω ω.
Depending on the value of λ and δ, the shape of the restoring force
f(z) = −z + λz2 + δz3, (5.3)
and, the potential energy function, U(z) =
∫
f(z)dz changes. The equilibrium points of the system
can be obtained by setting f(z) = 0 and solving for the resulting roots. One of the resulting roots of
the polynomial is ze1 = 0 which represents the unstable equilibrium position of the bi-stable system.
The other two roots of the polynomial, ze2, and ze3 represent the stable equilibria. Based on the
value of the quadratic nonlinearity coefficient, λ, there are three possible scenarios:
• λ = 0 : Symmetric potential function (twin wells) where both potential wells are symmetrically-
spaced around the saddle point as shown in Fig. 5.1 (a). The distance between the two wells
is given by 2
√
1
δ .
• λ > 0 : Asymmetric potential function where the left potential well is deeper and located
relatively further from the origin compared to the right potential well, |ze3| > ze2, Fig. 5.1
(b).
• λ < 0 : Asymmetric potential function where the right potential well is deeper and located
relatively further from the origin compared to the left potential well, ze2 > |ze3|, Fig. 5.1 (c).
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Figure 5.1: Influence of the parameters λ, and δ on the shape of the potential function. (a) λ = 0,
(b) λ = 0.5, and (c) λ = −0.5.
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5.3 System Response
To solve Equation (5.2), we assume that the solution can be decomposed into two time
scales: a fast time scale T0 = Ωt representing oscillations occurring near the period, 1/Ω, of the fast
excitation and a slow time scale T1 = t which describes oscillations occurring near the natural period
of the system. In terms of these time scales, the time derivative can be expressed as ddt = ΩD0 +D1
where Dn =
∂
∂Tn
.
Using the new time scales, the motion of the oscillator can be decomposed into a slow and
a fast part as follows:
z(T0, T1) = x(T1) + q(T0, T1); (5.4)
where  = 1/Ω  1 is a small scaling parameter, x(T1) is the slow part, and q(T0, T1) is the fast
part which has a zero average over the fast period; i.e. 〈q〉 = 1/(2pi) ∫ 2pi
0
qdT0 = 0. By scaling q to
be of order , we are essentially restricting the fast response to be smaller than the slow response.
Since the force is hard, it is also scaled such that f = −1f . Substituting Equation (5.4)
and the associated scaled parameters into Equation (5.2), we obtain
D21x+ 2µD1x− x+ λx2 + δx3 + −1D20q + 2D0 D1q +D21q + 2µD0q + 2µD1q
−q + 2λxq + 2λq2 + 3δz2q + 32λq2x+ 3δx3 = g sinωT1 + −1f sinT0 .
(5.5)
Averaging Equation (5.5) over T0, we obtain
D21x+ 2µD1x− x+ 32δ〈q2〉x+ δz3 + 3〈q3〉+ 2λ〈q2〉 = g sinωT1. (5.6)
Subtracting Equation (5.6) from Equation (5.5) and dropping terms of order less than −1, we obtain
D20q0 = f sinT0. (5.7)
Solving Equation (5.7) yields q0 = −f sin(T0), which upon substitution into Equation (5.6) yields
the following equation for the slow dynamics:
x¨+ 2µx˙+ ω2effx+ λx
2 + δx3 + x¯ = g sinωt, (5.8)
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where ω2eff =
(
−1 + 3δf22Ω4
)
is the natural frequency of the slow dynamics and x¯ = λf
2
2Ω4 is a static
bias induced by the fast excitation and is directly influenced by the quadratic nonlinearity λ. The
fast excitation also affects the natural frequency of the slow response and is capable of changing the
effective potential energy function of the slow dynamics.
5.3.1 Intra-Well Response
To determine the response behavior within one potential well, we expand the dynamics
around the non-trivial equilibrium points xe2 , and xe3 . These are determined by setting the time
derivatives in Equation (5.8) to zero and solving for the resulting algebraic roots. As explained in
the previous chapter, the solution can be obtained using the method of multiple scales as
x(t) = a cos(ωt+ γ) +
α2
3α21
a2
(
1
3
cos(ωt+ γ)− 1
)
+O(3), (5.9)
where the amplitude, a, and phase, γ, of the response are given by the following modulation equa-
tions:
a′ = −µa− g
2α1
cos γ, (5.10a)
aγ′ = σa+ αeffa3 +
g
2α1
sin γ. (5.10b)
Here,
αeff =
[
3
8
α3
α1
− 5
12
α22
α31
]
(5.11)
is the effective nonlinearity of the slow dynamics within a single potential well.
To obtain the steady-state solutions, we let a′ = 0, γ′ = 0 in Equations (5.10a) and (5.10b).
Rearranging the resulting equations, we obtain the following equations for the steady-state ampli-
tude, a0, and phase, γ0, of the response as
µ2a20 +
[
σ − αeffa20
]2
a20 =
g2
4α21
, (5.12)
and
tan γ0 =
σa0 − αeffa30
µa0
. (5.13)
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Figure 5.2: Nonlinear frequency-response curves within a single potential well. Blue circles represent
the deeper potential well (right), while the green squares represent responses within the shallower
potential well. (a) Backward sweep, and (b) forward sweep. Results are obtained using δ = 0.5,
λ = −0.25, µ = 0.01, and g = 0.1.
Equation (5.12) can be used to obtain the response amplitude as a function of the excitation
frequency. The stability of the resulting solution can be assessed by finding the eigenvalues associated
with the Jacobian of Equations (5.10a) and (5.10b).
Figure 5.2 (a) represents the frequency response curves of the intra-well dynamics as ob-
tained numerically by solving Equation (5.12) when the soft excitation frequency is decreased quasi-
statically from a non-dimensional value of ω = 1.6. In this scenario, the oscillator performs intra-well
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motions on the resonant orbit (RO) up to the cyclic fold (CF) bifurcation, where a jump to the non-
resonant orbit (NRO) occurs. The oscillator follows the NRO as the excitation frequency is decreased
further. In the reverse experiment shown in Fig. 5.2 (b) where the excitation frequency is increased
quasi-statically from 0.2 to 1.6, the oscillator performs oscillations on the NRO branch up to the
CF bifurcation where a jump occurs to the RO. The oscillator then follows the RO as the excitation
frequency is increased further.
When comparing the right to the left potential well represented by circles versus squares
in Fig. 5.2 (a), it becomes evident that the nonlinear response is more softening for the shallower
potential well. This is because, the shallower potential well is more asymmetric, and, is hence,
associated with a larger quadratic nonlinearity.
Next, we consider an asymmetric bi-stable oscillator whose left potential well is deeper than
the right potential well. The system parameters used in the simulations are as follows: the damping
ratio µ = 0.005, the cubic nonlinearity coefficient δ = 0.4, the quadratic nonliterary coefficient =
λ= 0.2236, the soft excitation amplitude g = 0.1 and the frequency ratio Ω = 8. Figure 5.3 depicts
variation of the effective nonlinearity of the intra-well oscillations within the two potential wells
for different values of λ. It is evident that, regardless of the value of λ, the magnitude of αeff
decreases as f increases, meaning that the response becomes more softening as the magnitude of
the high frequency-excitation increases. This is because the high-frequency excitation reduces the
depth of the potential well making it more asymmetric. It is also evident that the influence of the
high frequency excitation on the effective nonlinearity is more prevalent for already shallow potential
wells (see left shallow potential well Fig. 5.3 (b) versus right deep potential Fig. 3 (a)).
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Figure 5.3: Variation of the effective nonlinearity with the magnitude of the high-frequency excitation
for different values of λ. (a) Deep potential well (left) and, (b) shallow potential well (right).
Figure 5.4 depicts the influence of the hard excitation magnitude on the intra-well response
within both of the potential wells. In both cases, the nonlinear response has softening characteristics.
The shallower (right) potential well has a more softening behavior because it is shallower than the
deeper (left) potential well. For both wells, the increase in the hard excitation softens the response
further by making the potential wells shallower and more asymmetric.
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Figure 5.4: Influence of f on (a) the left potential-well (b) the right potential-well. Results obtained
at δ = 0.4, λ = 0.2236, Ω = 8, g = 0.1, and µ = 0.01.
5.3.2 Inter-Well Response
To find the global inter-well solutions, we expand about xe1 by letting x = xe1 + zt and
obtaining,
z¨t + 2µz˙t − α21zt + α2z2t + α3z3t = g sinωt. (5.14)
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We add and subtract ω2zt to Equation (5.14) and obtain
z¨t + 2µz˙t + ω
2zt + (−ω2zt − α21zt + α2z2t + α3z3t ) = g sinωt, (5.15)
where α21 = 2xe1λ+ 3x
2
e1δ + ω
2
eff , α2 = λ+ 3xe1δ, and α3 = δ.
Furthermore, we scale the parameters in Equation (5.14) such that
µ = 2µ, (−ω2zt − α21zt + α3z3t ) = O(2), f = 2f, α2z2t = O(). (5.16)
To solve Equation (5.15), we introduce multiple time scales such that Tn ≡ nt, ddt = D0 + D1 +
2D2 +O(
3), d
2
dt2 = D
2
0 + 
2D1 + 2D0D1 + 2
2D0D2 +O(
3), where Dn =
∂
∂Tn
.
We express the solution of Equation (5.15) in terms of the new scales as
zt(t, ) = z0(T0, T1, T2) + z1(T0, T1, T2) + 
2z2(T0, T1, T2) +O(
3) (5.17)
Substituting Equation (5.17) into Equation (5.15) and equating equal powers of , we obtain the
following cascade of linear ordinary differential equations:
O(0) :
D20z0 + ω
2z0 = 0, (5.18)
O(1) :
D20z1 + ω
2z1 = −2D0D1z0 − α2z20 , (5.19)
O(2) :
D20z2 + ω
2z2 = −D1z0 − 2D0D1z1 − 2µD0 z0 − 2D0D2z0
−2α2z0z1 + (ω2 + α21)z0 − α3z30 + g sinωT0 .
(5.20)
To the first order, the solution of Equations (5.18-5.19) can be written as
zt(t) = a cos(ωt+ β) +O(), (5.21)
where the amplitude, a, and phase, β of the response are given by
a′ = −µa− g
2ω
cosβ, (5.22a)
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aγ′ = − (ω
2 + α21)
2ω
a+ αeffa
3 +
g
2ω
sinβ, (5.22b)
where
αeff =
[
3
8
α3
ω
− 5
12
α22
ω3
]
, (5.23)
is the effective nonlinearity of the inter-well dynamics. To obtain the steady-state solutions of
Equations (5.22a) and (5.22b), we let a′ = 0, γ′ = 0, and rearrange to obtain the steady-state
amplitude a0 and phase β0 of the response via
µ2a20 +
[
αeffa
2
0 −
(ω2 + α21)
2ω
]2
a20 =
g2
4ω2
, (5.24)
and
tanβ0 =
(ω2+α21)
2ω a0 − αeffa30
µa0
. (5.25)
The stability of the resulting solutions can then be assessed by finding and assessing the location
of the eigenvalues of Jacobian matrix associated with Equations (5.22a) and (5.22b) in the complex
plane.
5.3.3 Influence of the Hard Excitation
Figure 5.5 depicts the influence of the magnitude of the high frequency excitation on the ef-
fective nonlinearity, αeff , associated with the inter-well motion using different values of the quadratic
nonlinearity, λ. It is clear that the influence of the high frequency excitation is notably larger when
the system is highly asymmetric and is negligible otherwise. In all cases, increasing f causes the
effective nonlinearity to decrease.
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Figure 5.5: Variation of the effective nonlinearity of the inter-well motion with the magnitude of the
hard excitation for different values of λ. Results are obtained using δ = 0.4, ω = 1, and Ω = 8.
Figure 5.6 depicts the influence of the magnitude of the hard excitation on the shape of the
potential function. As f is increased, the potential wells become shallower and move closer to the
unstable equilibrium point. Near f = 62, the shallower potential vanishes and the potential function
becomes mono-stable.
Figure 5.7 illustrates the frequency response of the slow inter-well response. The bi-harmonic
excitation consists of a constant level soft excitation, g = 0.1, applied near resonance, and a non-
resonant hard excitation of different levels applied at a frequency of 125.664. It is evident that, for
a given slow forcing level, the magnitude of the inter-well response increases as the hard excitation
increases. Also, as f increases, the range of frequencies wherein the inter-well motions exists, shrinks
substantially and shifts towards higher excitation frequencies. Those inter-well solutions disappear
altogether when f > 62.
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Figure 5.6: Influence of, f , on the shape of the potential energy function. Results are obtained using
δ = 0.4, and λ = 0.2236.
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Figure 5.7: Influence of, f , on the inter-well motion. (a) and (b) represent analytical results obtained
over different frequency range. Results are obtained using δ = 0.4, λ = 0.2236, Ω = 8, g = 0.1, and
µ = 0.01.
5.4 Experimental Validations
Experimental validations of the theoretical results were carried out using the setup shown
in Fig. 5.8 (a) which consists of a Stainless-Steel cantilever beam clamped at one end and free to
oscillate at the other. A cylindrical Neodumium magnet “A” is attached to the tip of the beam
and is free to oscillate in the vicinity of three other stationary magnets “B”,“C” and “D” which are
placed along an arc as shown in the figure. Magnets “A” and “B” are oriented such that the facing
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surfaces have similar polarities which creates a nonlinear repulsive magnetic force. Magnets “C”
and “D” are oriented also to have similar polarities with respect to magnet ‘A”. When magnet “A”
is brought closer to magnet “B”, the beam buckles into a new equilibrium position, either E1 or E2,
located on either side of the unbuckled position, Fig. 5.8 (b). The shape and degree of potential
asymmetry is controlled by changing the position of the center line of the beam with respect to the
stationary magnets. The potential function is nearly symmetric when the center line of the beam
passes directly through the center of magnet “A”. On the other hand, the potential function becomes
asymmetric when the center line is shifted in the direction of either magnet “C” or “D”.
The whole experimental setup is mounted on an electrodynamic shaker which excites the
system bi-harmonically using a superposition of a soft and hard excitations. Two laser vibrometers
were used to measure the deflection of the tip and base. An accelometer was also used to measure
the acceleration of the base, which, in turn, was controlled using a feedback control algorithm. The
geometric and material properties of the system are listed in Table 5.1.
.
Table 5.1: Geometric and material properties of the experimental system.
Physical properties
Beam Length Lb 150 mm
Width wb 12.7 mm
Thickness tb 0.177 mm
Young’s modulus E 195 GPa
Beam mass mb 6 g
Tip mass mt 4 g
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Figure 5.8: (a) Actual experimental setup used for the asymmetric bi-stable system. (b) associated
schematic of the experimental system.
We begin by comparing the theoretical inter-well response of the system to the experimental
findings for different values of the hard excitation, f , as depicted in Fig. 5.9. We can clearly see
that the theoretical trends are replicated experimentally for the range of excitation frequencies
considered. In specific, we can see that as f is increased from zero to f = 20, the amplitude
of the inter-well response drops slightly over the whole frequency range. Both of the theory and
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experiment illustrate that, when f is increased further towards f = 28, the amplitude of the inter-
well response increases. The rate of increases however is more substantial in the theoretical results
than the experimental data. Moreover, we note two quantitative discrepancies between the theory
and experiment. First, the magnitude of oscillations obtained experimentally is considerably larger
than the theoretical findings. This can be attributed to modeling errors that appear when the
oscillation magnitude increases. Second, experimentally, the inter-well motion cannot be sustained
over the high frequency portion of the range considered. This is a common occurrence that is due
to the reduction in the size of the basin of attraction associated with the inter-well response as the
frequency of excitation increases.
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Figure 5.9: Influence of the hard excitation level, f , on the slow inter-well motion. (a) Analytical
results, and (b) experimental data. Results are obtained using g = 0.1, δ = 2, Ω = 7.874, µ = 0.006,
and λ = −0.4.
Figure 5.10 depicts a comparison between the theory and experiment for the intra-well
motion within the right (shallow, Fig. 5.10 (a)) and left (deep, Fig. 5.10 (b)) potential wells. The
theoretical and experimental results are in excellent quantitative agreement. It is evident that, as the
magnitude of the hard excitation, f , increases, the magnitude of the softening nonlinearity increases
because the potential wells become shallower and the motion becomes more asymmetric.
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Figure 5.10: Influence of the hard excitation level, f , on the slow intra-well motion. (a) Right
potential well, and (b) left potential well. Solid lines represent analytical findings while triangles
represent forward experimental sweep and squares represent backward experimental results. Results
are obtained for g = 0.1, δ = 2, Ω = 7.874, µ = 0.02, and λ = −0.4.
5.5 Conclusions
This chapter investigated the response of a Duffing oscillator with an asymmetric bi-stable
potential function to a bi-harmonic excitation consisting of a soft resonant excitation and a hard
non-resonant high-frequency excitation. Both analytical and experimental responses were presented.
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It was observed that, as the magnitude of the high-frequency excitation increases, the wells of the
potential function become shallower. As a results, the magnitude of the quadratic nonlinearity
associated with the intra-well slow responses increases. This has the influence of increasing the
softening nonlinearity, and thereby bending the nonlinear frequency response curves further to the
right. It was also observed, that the influence of the magnitude of the high frequency excitation
becomes more prevalent as the magnitude of the quadratic nonlinearity increases.
As far as the inter-well responses are concerned, it was observed that, the magnitude of the
inter-well slow response increases as the magnitude of the hard excitation increases.Furthermore,
the range of frequencies wherein the inter-well slow motions exists, shrinks substantially and shifts
towards higher slow excitation frequencies. The inter-well slow response was also shown to disappear
altogether when the magnitude of the high-frequency excitation exceeds a certain threshold.
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Chapter 6
Conclusions and Discussion
This dissertation investigated the response of Duffing oscillators to bi-harmonic excitations
consisting of a soft resonant competent and a hard high-frequency non-resonant component.To this
end,the dissertation used approximate analytical solutions,numerical simulations, and an especially-
designed experimental module to detail the influence of non-resonant excitation on the resonant
response for oscillators with sysmetric/asymmetric, mono and bi-stable potential energy functions.
In chapter 2, we proposed a new parametric approach for the development of nonlinear models with
parameters identified from an experimental setting. The approach is based on applying a strong
non-resonant high-frequency harmonic excitation to the unknown nonlinear system and monitoring
its influence on the slow modulation of the system’s response. In particular, it is observed that the
high-frequency excitation induces a shift in the slow-modulation frequency and a static bias in the
mean of the dynamic response. Such changes can be directly related to the amplitude and frequency
of the strong excitation offering a unique methodology to identify the unknown nonlinear parameters.
we used the method of multiple scales to find the analytical solution of the steady state response of a
Duffing-type oscillator, then the identification procedure was outlined and numerically implemented
on the system which got unknown quadratic and cubic nonlinearities. The proposed technique
was then implemented to identify the nonlinear parameters of three different experimental systems.
Finally, using the identified model parameters to numerically obtain frequency response curve to
compare it with the experimental one generated by frequency sweep and recording the steady-
state amplitude for the same excitation magnitude used numerically. The experimental findings
demonstrate that the proposed approach predicts the nonlinear parameters with good accuracy.
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In chapter (3), we investigated the VR phenomenon in bi-stable mechanical oscillators. we
demonstrated experimentally, and for the first time that, VR can occur in a mechanical system.
Chapter (3) also highlighted that the amplification of the response is achievable only when the soft
excitation is very small such that the local inter-well response exhibits an almost linear behavior.
It also demonstrated that, the potential energy function, and therefore, the effective mechanical
properties associated with the slow dynamics can be controlled by injecting a hard high-frequency
excitation. This can provide a nice tool for changing the effective properties of nonlinear systems,
which can be directly used for amplifying/deamplifying the slow response of the mechanical device.
Direct applications include sensor sensitivity enhancement and vibration mitigation. Also, similar to
stochastic resonance, VR can help activate the inter-well dynamics of a bi-stable structure at lower
amplitudes of the slow excitation. Thus, it can be used as a mechanism for mechanical switching.
In chapter 4, we demonstrated via theory and experiment that the effective nonlinearity of
a mono-stable nonlinear system can be controlled and changed by applying a non-resonant high-
frequency excitation. When the mono-stable potential is symmetric, the high-frequency excitation
has a slight but not appreciable influence on the effective nonlinearity which remains of the hardening
type despite increasing the level of the high-frequency excitation. When the mono-stable potential
is asymmetric, the high-frequency excitation tends to symmetrize the potential function; therewith
reducing the softening nonlinear behavior of the system. At a sufficiently high level of the high-
frequency excitation, the effective nonlinearity of the slow dynamics can switch from the softening
to the hardening type. In such scenarios, the dynamics of the system can be effectively linearized,
at least form a local perspective, by choosing the proper hard excitation parameters.
In Chapter 5, we investigated the response of a Duffing oscillator with an asymmetric bi-
stable potential function to a bi-harmonic excitation consisting of a soft resonant excitation and
a hard non-resonant high-frequency excitation. Both analytical and experimental responses were
presented. It was observed that, as the magnitude of the high-frequency excitation increases, the
wells of the potential function become shallower. As a results, the magnitude of the quadratic non-
linearity associated with the intra-well slow responses increases. This has the influence of increasing
the softening nonlinearity, and thereby bending the nonlinear frequency response curves further to
the right. It was also observed, that the influence of the magnitude of the high- frequency excitation
becomes more prevalent as the magnitude of the quadratic nonlinearity increases.
As far as the inter-well responses are concerned, it was observed that, the magnitude of the
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inter-well slow response increases as the magnitude of the hard excitation increases. Furthermore,
the range of frequencies wherein the inter-well slow motions exists, shrinks substantially and shifts
towards higher slow excitation frequencies. The inter-well slow response was also shown to disappear
when the magnitude of the high-frequency excitation exceeds a certain threshold.
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