LSF(F), LSF(F) introduced in
; we leave the details to the reader.
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Artin stacks and constructible functions
We introduce Artin stacks in §2.1, and then review the author's paper [7] on constructible functions and stack functions on stacks in §2.2- §2.3.
Introduction to Artin K-stacks
Fix an algebraically closed field K throughout. There are four main classes of 'spaces' over K used in algebraic geometry, in increasing order of generality:
K-varieties ⊂ K-schemes ⊂ algebraic K-spaces ⊂ algebraic K-stacks.
Algebraic stacks (also known as Artin stacks) were introduced by Artin, generalizing Deligne-Mumford stacks. For a good introduction to algebraic stacks see Gómez [6] , and for a thorough treatment see Laumon and Moret-Bailly [13] . We make the convention that all algebraic K-stacks in this paper are locally of finite type, and K-substacks are locally closed.
Algebraic K-stacks form a 2-category. That is, we have objects which are K-stacks F, G, and also two kinds of morphisms, 1-morphisms φ, ψ : F → G between K-stacks, and 2-morphisms A : φ → ψ between 1-morphisms. An analogy to keep in mind is a 2-category of categories, where objects are categories, 1-morphisms are functors between the categories, and 2-morphisms are isomorphisms (natural transformations) between functors.
We define the set of K-points of a stack.
Definition 2.1. Let F be a K-stack. Regarding Spec K as a K-stack, we can form Hom(Spec K, F). But since K-stacks form a 2-category, Hom(Spec K, F) is not just a set, but a category, and in fact a groupoid. Write F(K) for the set of isomorphism classes [x] of objects x in Hom(Spec K, F). Elements of F(K) are called K-points, or geometric points, of F. If φ : F → G is a 1-morphism then composition with φ yields a functor Hom(Spec K, F) → Hom(Spec K, G), and therefore induces a map of sets φ * : F(K) → G(K). For a 1-morphism x : Spec K → F, the stabilizer group Iso K (x) is the group of 2-morphisms x → x. When F is an algebraic K-stack, Iso K (x) is an algebraic K-group. We say that F has affine geometric stabilizers if Iso K (x) is an affine algebraic K-group for all 1-morphisms x : Spec K → F.
As an algebraic K-group up to isomorphism, Iso K (x) depends only on the isomorphism class [x] ∈ F(K) of x in Hom(Spec K, F). If φ : F → G is a 1-morphism, composition induces a morphism of algebraic K-groups φ * : Iso K ( [x] ) → Iso K φ * ( [x] ) , for [x] ∈ F(K).
One important difference in working with 2-categories rather than ordinary categories is that in diagram-chasing one only requires 1-morphisms to be 2-isomorphic rather than equal. Definition 2.2. Let φ : F → H, ψ : G → H be 1-morphisms of algebraic Kstacks. Then one can define the fibre product F × φ,H,ψ G, or F × H G for short, which is an algebraic K-stack, with projection 1-morphisms π F : F × H G → F, π G : F × H G → G fitting into a commutative diagram: 
We call (1) a Cartesian square if α in (2) is a 1-isomorphism, so that E is 1-isomorphic to F × H G. Cartesian squares may also be characterized by a universal property. Usually we omit the 2-isomorphism B in (1).
Constructible functions on stacks
Next we discuss constructible functions on K-stacks, following [7] . For this section we need K to have characteristic zero. Definition 2.3. Let F be an algebraic K-stack. We call C ⊆ F(K) constructible if C = i∈I F i (K), where {F i : i ∈ I} is a finite collection of finite type algebraic K-substacks F i of F. We call S ⊆ F(K) locally constructible if S ∩ C is constructible for all constructible C ⊆ F(K). A function f : F(K) → Q is called constructible if f (F(K)) is finite and f −1 (c) is a constructible set in F(K) for each c ∈ f (F(K)) \ {0}. A function f : F(K) → Q is called locally constructible if f · δ C is constructible for all constructible C ⊆ F(K), where δ C is the characteristic function of C. Write CF(F) and LCF(F) for the Q-vector spaces of Q-valued constructible and locally constructible functions on F. They are closed under multiplication.
We explain pushforwards and pullbacks of constructible functions along a 1-morphism φ : F → G, following [7, Def.s 4.8, 5.1 & 5.5] . Definition 2.4. Let F be an algebraic K-stack with affine geometric stabilizers and C ⊆ F(K) be constructible. Then [7, Def. 4.8] defines the naïve Euler characteristic χ na (C) of C. It is called naïve as it takes no account of stabilizer groups. For f ∈ CF(F), define χ na (F, f ) in Q by χ na (F, f ) = c∈f (F(K))\{0} c χ na f −1 (c) .
Let F, G be algebraic K-stacks with affine geometric stabilizers, and φ : F → G a representable 1-morphism. Then for any x ∈ F(K) we have an injective morphism φ * : Iso K (x) → Iso K φ * (x) of affine algebraic K-groups. The image φ * Iso K (x) is an affine algebraic K-group closed in Iso K φ * (x) , so the quotient Iso K φ * (x) /φ * Iso K (x) exists as a quasiprojective K-variety. Define a function m φ : F(K) → Z by m φ (x) = χ Iso K (φ * (x))/φ * (Iso K (x) ) for x ∈ F(K).
For f ∈ CF(F), define CF stk (φ)f :
for y ∈ G(K), Here [7, Th.s 5.4, 5.6 & Def. 5.5] are some properties of these.
Theorem 2.5. Let E, F, G, H be algebraic K-stacks with affine geometric stabilizers, and β : F → G, γ : G → H be 1-morphisms. Then
supposing β, γ representable in (3) , and of finite type in (4) . If
is a Cartesian square with η, φ representable and θ, ψ of finite type, then the following commutes:
CF(H).
As discussed in [7, §3.3] for the K-scheme case, equation (3) is false for algebraically closed fields K of characteristic p > 0. In [7, §5.3] we extend all these results to locally constructible functions. The main differences are in which 1-morphisms must be of finite type.
Stack functions
Finally we discuss stack functions, a universal generalization of constructible functions introduced in [7, §6] , with similar properties under pushforwards and pullbacks. Throughout K is an algebraically closed field of arbitrary characteristic, except when we specify characteristic zero to discuss relations between constructible and stack functions. Here [7, Def. 6.1] is the basic definition. Definition 2.6. Let F be an algebraic K-stack with affine geometric stabilizers. Consider pairs (R, ρ), where R is a finite type algebraic K-stack with affine geometric stabilizers and ρ : R → F is a 1-morphism. We call two pairs (R, ρ), (R ′ , ρ ′ ) equivalent if there exists a 1-isomorphism ι : R → R ′ such that ρ ′ • ι and ρ are 2-isomorphic 1-morphisms R → F. Write [(R, ρ) ] for the equivalence class of (R, ρ). If (R, ρ) is such a pair and S is a closed K-substack of R then (S, ρ| S ), (R \ S, ρ| R\S ) are pairs of the same kind. Define (a) SF(F) to be the Q-vector space generated by equivalence classes [(R, ρ)] as above, with for each closed K-substack S of R a relation
(b) SF(F) to be the Q-vector space generated by [(R, ρ) ] with ρ representable, with the same relations (5) .
This extends to a Q-bilinear product SF(F) × SF(F) → SF(F) which is commutative and associative, and SF(F) is closed under ' · '. Thus SF, SF(F) are commutative Q-algebras, without identity if F is not of finite type.
In [7, Def. 6.2] we relate CF(F) and SF(F).
Definition 2.7. Let F be an algebraic K-stack with affine geometric stabilizers, and
We think of this stack function as the analogue of the characteristic function
where 1 Ri is the function 1 in CF(R i ). Then [7, Prop. 6.3] gives:
In [7, Def. 6.4] we define pushforwards, pullbacks and tensor products. Definition 2.9. Let φ : F → G be a 1-morphism of algebraic K-stacks with affine geometric stabilizers. Define the pushforward φ * : SF(F) → SF(G) by
If φ is representable then φ * maps SF(F) → SF(G). For φ of finite type, define pullbacks φ
The tensor product ⊗ : SF(F)×SF(G) and
. (10) Here [7, Th. 6.5] is the analogue of Theorem 2.5.
Theorem 2.10. Let E, F, G, H be algebraic K-stacks with affine geometric stabilizers and β :
for β, γ representable in the second equation, and of finite type in the third and fourth. If f, g ∈ SF(G) and β is finite type then
is a Cartesian square with θ, ψ of finite type, then the following commutes:
The same applies for SF(E), . . . , SF(H) if η, φ are representable.
In [7, Prop. 6.6 & Th. 6.7] we relate pushforwards and pullbacks of stack and constructible functions using ι F , π stk F . Theorem 2.11. Let K have characteristic zero, F, G be algebraic K-stacks with affine geometric stabilizers, and φ :
In [7, §6] we extend all the above material to local stack functions LSF(F), LSF(F), the differences being in which 1-morphisms must be of finite type.
The basic constructions
Suppose Υ is some invariant of quasiprojective K-varieties X up to isomorphism, taking values in a commutative ring or algebra Λ. We call Υ motivic if whenever Y ⊆ X is a closed subvariety we have Υ( This section extends such invariants Υ to Artin stacks, in the special case when ℓ − 1 and some other elements are invertible in Λ, where ℓ = Υ([K]). Roughly speaking, we need this because for a quotient stack [X/G] we want
does. For virtual Poincaré polynomials we can make ℓ − 1 invertible by defining Λ appropriately. But if Υ is the Euler characteristic χ then ℓ = χ(K) = 1, so ℓ − 1 cannot be invertible, and the approach of this section fails. Section 5 defines refined versions of the constructions of this section, which do work when ℓ − 1 is not invertible, and so for Euler characteristics. Section 3.1 explains the properties of Υ we need and gives examples, and §3.2 explains how to extend Υ naturally to Υ ′ ([R]) for finite type algebraic K-stacks R with affine geometric stabilizers. This Υ ′ is motivic and satisfies
) when G is a ZLT algebraic K-group. Section 3.3 combines these ideas with stack functions to define modified spaces SF(F, Υ, Λ) which will be powerful tools in [8] [9] [10] [11] .
Throughout this section K is an algebraically closed field. We define a Kvariety to be a K-scheme which is reduced, separated, and of finite type. We do not require our K-varieties to be irreducible, as many authors do. This allows algebraic K-groups with more than one connected component as K-varieties.
Initial assumptions and examples
Here is the data we shall need for our constructions. 
in Λ, regarding K as a K-variety, the affine line (not the point Spec K). Then ℓ and ℓ k − 1 for k = 1, 2, . . . are invertible in Λ.
We chose the notation 'ℓ' as in motivic integration [K] is called the Tate motive and written L. We will often use the fact that if φ : X → Y is a Zariski locally trivially fibration of quasiprojective K-varieties with fibre F , then parts
Here are some examples of suitable Λ, Υ. The first, for K = C, uses the virtual Hodge polynomials introduced by Danilov and Khovanskii [4, §1] , and discussed by Cheah [3, §0.1] .
Example 3.2. Let K = C. Define Λ Ho = Q(x, y), the Q-algebra of rational functions in x, y with coefficients in Q. Elements of Λ Ho are of the form P (x, y)/Q(x, y), for P, Q rational polynomials in x, y with Q ≡ 0.
Let X be a quasiprojective C-variety of dimension m, and H k cs (X, C) the compactly-supported cohomology of X. Deligne defined a mixed Hodge structure on H k cs (X, C). Let h p,q H k cs (X, C) be the corresponding Hodge-Deligne numbers. Following [4, §1.5] , [3, §0.1] define the virtual Hodge polynomial e(X; x, y) of X to be e(X; x, y) = m p,q=0 ; x, y) . This lies in Z [x, y] , and so in Λ Ho . Assumption 3.1(i),(ii) for Υ Ho follow from [4, Prop.s 1.6 & 1.8] , and [4, Ex. 1.10] 
p+q h p,q (X) just encodes the usual Hodge numbers of X. The point about virtual Hodge polynomials is that they extend ordinary Hodge polynomials to the non-smooth, non-projective case with the additive and multiplicative properties we need.
As Hodge numbers refine Betti numbers, so the virtual Hodge polynomial e(X; x, y) refines the virtual Poincaré polynomial P (X; z) = e(X; −z, −z), as in Cheah [3, §0.1] . However, virtual Poincaré polynomials work for all algebraically closed K, not just K = C. I have not been able to find a good reference for the general K case, though some of the ideas can be found in Deligne [5] . I am grateful to Burt Totaro for explaining it to me. Example 3.3. Define Λ Po = Q(z), the algebra of rational functions in z with coefficients in Q. Let K = C and X be a quasiprojective C-variety. Deligne defined a weight filtration on H k cs (X, C). Write W j H k cs (X, C) for the j th quotient space of this filtration. Define
to be the virtual Poincaré polynomial of X. Then P (X; z) = e(X; −z, −z) and P (X; −1) = χ(X), the Euler characteristic of X. Set Υ Po ([X]) = P (X; z). As in Example 3.2, Assumption 3.1 holds for Λ Po , Υ Po , with ℓ = z 2 . Here is how to extend this to general algebraically closed K. If K has characteristic zero and X is a quasiprojective K-variety then X is actually defined over a subfield K 0 of K which is finitely generated over Q. That is, X = X 0 × Spec K0 Spec K, for X 0 a quasiprojective K 0 -variety, and regarding Spec K as a K 0 -scheme. We can embed K 0 as a subfield of C, and form a quasiprojective C-variety X C = X 0 × Spec K 0 Spec C. Define P (X; z) = P (X C ; z), reducing to the K = C case, and Υ Po ([X]) = P (X; z). This is independent of choices, and Assumption 3.1 holds with ℓ = z 2 .
If K has characteristic p > 0 we use some different ideas, sketched in Deligne [5] . Write F p for the finite field with p elements, andF p for its algebraic closure. Let l be a prime different from p. First we explain how to define the virtual Poincaré polynomial of a quasiprojective F p -variety X. Then XF p = X × Spec F p SpecF p is a quasiprojectiveF p -variety, so we can form the compactly-supported 
that is, as a family of quasiprojective F p -varieties. We specialize this to get a quasiprojective
Then we set P (X; z) = P (X sp 0 ; z), reducing to the finite field case, and Υ Po ([X]) = P (X; z). Again, Assumption 3.1 holds with ℓ = z 2 .
Here is the universal example, through which all other examples factor. The drawback is that Λ uni is difficult to describe -Examples 3.2 and 3.3 are much more explicit. It is a modification of the Grothendieck group
Rings and algebras of this kind are often used in motivic integration.
Notice that we have not included Euler characteristics in our list of examples, though the Euler characteristic χ is the most well-known and useful motivic invariant. This is because Υ([X]) = χ(X) does not satisfy Assumption 3.1,
. ., and Assumption 3.1(iii) fails. Section 5 will modify our approach for the case ℓ = 1, to include Euler characteristics.
Extending
We now extend Υ in §3.1 from quasiprojective K-varieties to finite type K-stacks with affine geometric stabilizers. We express this as an algebra homomorphism
The following condition on K-groups will be important. 
, which is invertible in Λ. (11) Proof. Consider the projection morphism GL(m, K) → K m \{0} taking a matrix to its first column. This is a Zariski locally trivial fibration, with fibre K m−1 × GL(m − 1, K). So Assumption 3.1 and the remark after it imply that
We deduce (11) by induction on m, and invertibility by Assumption 3.1(iii).
Lemma 3.7. Let Assumption 3.1 hold, and G be a ZLT algebraic K-group.
by the remark after Assumption 3.
Here are examples of whether K-groups are ZLT.
Proof. Identify A ∼ = K m as a vector space. Then the left action of A upon itself induces injective morphisms A → End(K m ) and
Since it is an A × -principal bundle, it is enough to construct local sections. Choose a complementary vector subspace V ⊂ End(K m ) with End(K m ) = A ⊕ V . Then for each x ∈ GL(m, K), x + xV is an affine subspace of End(K m ) which intersects the orbit xA × of A × through x transversely at one point, and so defines a local section of the fibration near xA × .
Lemma 3.9. If G is an algebraic K-group with more than one connected component then G is not ZLT.
as it is open in GL(m, K), and U × G is not connected as G is not and U = ∅. So G is not ZLT. Proof. Recall that a principal bundle is Zariski locally trivial if and only if it admits local sections. Let P → X be a principal G-bundle over a K-variety X. Choose an embedding G ⊆ GL(m, K) as in Definition 3.5. Then the induced bundle P × G GL(m, K) → X is a principal GL(m, K)-bundle. As vector bundles over K-varieties admit a basis of local sections, GL(m, K)-principal bundles are always Zariski locally trivial. Thus for any x ∈ X we can choose a local section
Projecting to the first factor gives a local section of P → X defined near x, so P is Zariski locally trivial.
is a principal G×H-bundle, and thus the bundle product of principal G-and Hbundles. But principal G-and H-bundles are Zariski locally trivial by Lemma 3.10, so principal G × H-bundles are too, which implies G × H is ZLT.
Proposition 3.12. Let Assumption 3.1 hold, and R be a finite type algebraic
which are atlases, invariant under the G, H actions. Form the fibre product Z = X × φ,R,ψ Y . This is a finite type algebraic K-space with an action of G × H, such that the G-and H-actions are free with Z/H ∼ = X and Z/G ∼ = Y .
So by an inductive procedure we can write Z as a finite disjoint union of locally closed, G × H-invariant quasiprojective K-subvarieties Z i for i ∈ I. Since Z/H ∼ = X and Z/G ∼ = Y we may also write X, Y as disjoint unions
The projections Z i → X i and Z i → Y i are H-and G-principal bundles respectively. These are Zariski locally trivial fibrations by Lemma 3.10, since G, H are ZLT. So by the remark after Assumption 3.1 we have
Summing over i ∈ I, using i∈I Υ([
We show by example that the condition that G is ZLT (or something like it) is necessary in Proposition 3.12.
Example 3.13. Let K = C and Λ Ho , Υ Ho be as in Example 3.2. Take X to be the quasiprojective variety C \ {0}, with affine C-groups {1} and {±1} acting freely on X by ǫ : x → ǫx. Take R to be X, regarded as a C-stack. Then R is 1-isomorphic to [X/{1}], and also to [X/{±1}] by {±x} → x 2 . We have
This does not contradict Proposition 3.12, as {±1} is not ZLT by Lemma 3.9. Note also that x → x 2 is a principal {±1}-bundle which is not a Zariski locally trivial fibration. This does not contradict Lemma 3.10 as {±1} is not ZLT.
Since for any R there is a projection ρ : R → Spec K unique up to 2-isomorphism, we omit ρ, and write
Theorem 3.14. Let Assumption 3.1 hold. Then there exists a unique morphism of Q-algebras Lemma 3.7. Proof. By linearity it is enough to define Υ
Then R is a finite type algebraic K-stack with affine geometric stabilizers. Thus by Kresch [12, Prop. 3.5.9] , as quoted in [7, Th. 2.7] , R can be stratified by global quotient stacks. This means that the associated reduced stack R red is the disjoint union of finitely many locally closed substacks U i for i ∈ I with each U i 1-isomorphic to a global quotient [X i /G i ], with X i a quasiprojective K-variety and G i an affine K-group acting on X i . (Kresch takes the X i to be K-schemes, but using varieties is equivalent.) As in [12, Lem. 3.5 .1] we can take G i = GL(m i , K), so in particular we can suppose G i is ZLT.
Since R red is a closed K-substack of R with R \ R red empty we have
This proves uniqueness of Υ ′ , if it exists. To show it does, suppose R red is also the disjoint union of finitely many locally closed substacks
Since U i is the disjoint union of locally closed K-substacks U i ∩ V j for j ∈ J, and
Similarly, we write Y j as the disjoint union of locally closed,
by Assumption 3.1(i). Thus the right hand side of (12) is independent of choices, and we can take (12) 
. So Υ ′ is compatible with the relations (5) defining SF(Spec K), and extends uniquely to a Q-linear map Υ ′ : SF(Spec K) → Λ. By Assumption 3.1(ii) we see this is a Q-algebra morphism. If X, G are as in the theorem then taking
, as we want.
Combining the theorem with Examples 3.2 and 3.3, for R a finite type algebraic K-stack with affine geometric stabilizers, we can define the virtual Hodge function e(R;
These are Q-rational functions in x, y and z respectively, agree with the usual virtual Hodge and Poincaré polynomials when R is a quasiprojective K-variety, and have attractive additive and multiplicative properties. As far as the author knows this idea is new.
Let G be an affine algebraic K-group, and take R = [Spec K/G], which is a single point r with Iso K (r) = G. Then the theorem gives Υ
This has surprising implications. In problems involving 'counting' points on Deligne-Mumford stacks, say, one would expect a point r with (finite) stabilizer group G to 'count' with weight 1/|G|. But our discussion shows that Υ ′ 'counts' points with stabilizer G with weight
, which is not 1/|G| in general. So these ideas, especially the rôle of ZLT algebraic Kgroups, may be telling us about the 'right' way to approach counting problems on stacks, such as the invariants studied in [11] .
The spaces SF(F, Υ, Λ) and their operations
We now integrate the ideas of §3.1- §3.2 with the stack function material of §2.3.
Here is an extension of Definition 2.6. Definition 3.15. Let Assumption 3.1 hold, and F be an algebraic K-stack with affine geometric stabilizers. Consider pairs (R, ρ), where R is a finite type algebraic K-stack with affine geometric stabilizers and ρ : R → F is a 1-morphism, with equivalence of pairs as in Definition 2.6. Define SF(F, Υ, Λ) to be the Λ-module generated by equivalence classes [(R, ρ)] as above, with the following relations: (5).
(ii) Let R be a finite type algebraic K-stack with affine geometric stabilizers, U a quasiprojective K-variety, π R : R × U → R the natural projection, and ρ :
(iii) Given [(R, ρ)] as above and a 1-isomorphism R ∼ = [X/G] for X a quasiprojective K-variety and G a ZLT algebraic K-group acting on X, we have
Similarly, we could define SF(F, Υ, Λ) to be the Λ-module generated by [(R, ρ)] with ρ representable, and relations (i)-(iii) as above. But using (i),(iii) above we find SF(F, Υ, Λ) is spanned over Λ by [(X 
, and SF(F, Υ, Λ) = SF(F, Υ, Λ). Thus we shall not bother with the SF(F, Υ, Λ).
Define a Q-linear projection Π
using the embedding Q ⊆ Λ to regard c i ∈ Q as an element of Λ. Then Π Υ,Λ F is well-defined, as the relation (5) in SF(F) maps to relation (i) above.
The important point here is the relations (i)-(iii) above. These are not arbitrary, but lead to interesting spaces, as our results below will show. In defining a space by generators and relations, one should consider two issues. The first is that any operations on the spaces we define by their action on generators must be compatible with all the relations, or they will not be well-defined. We deal with this in Theorem 3.17 below.
The second is that if we impose too many relations, or inconsistent relations, then the space may be much smaller than we expect, even zero. We will show in Proposition 3.20 below that SF(F, Υ, Λ) is at least as large as CF(F) ⊗ Q Λ. So the spaces SF(F, Υ, Λ) are quite large (though much smaller than SF(F) ⊗ Q Λ), and (i)-(iii) have some kind of consistency about them. As in §2.3, SF(F, Υ, Λ) has multiplication, pushforwards, pullbacks and tensor products. Definition 3.16. Let Assumption 3.1 hold, F, G be algebraic K-stacks with affine geometric stabilizers, and φ : F → G a 1-morphism. Define a Λ-bilinear multiplication ' · ' on SF(F, Υ, Λ) by (6) . This is commutative and associative as in Definition 2.6. Define the pushforward φ * : SF(F, Υ, Λ) → SF(G, Υ, Λ) by (8) , taking the c i ∈ Λ rather than c i ∈ Q. For φ of finite type, define the pullback φ * : SF(G, Υ, Λ) → SF(F, Υ, Λ) by (9) . Define the tensor product (10) .
Notice that we do not define π stk F for the SF(F, Υ, Λ), as in §2.3. This is because π stk F for SF(F) is defined using the Euler characteristic χ, and to define their analogues for SF(F, Υ, Λ) we would need an algebra morphism Φ :
* and ⊗ are compatible with the relations (i)-(iii) in Definition 3.15 , and so are well-defined. (8) , (9), (10) giving well-defined elements of SF( * , Υ, Λ). We have to show that applying ' · ', φ * , φ * or ⊗ to each relation (i)-(iii) above gives a finite Λ-linear combination of relations (i)-(iii), that is, relations map to relations. All four are compatible with (i), as for the SF(F) case in §2.3. For φ * and ⊗ compatibility with (ii)-(iii) is easy. So we must show ' · ', φ * are compatible with (ii)-(iii). For ' · ' and φ * , compatibility with (ii) follows as the factor U passes through the appropriate fibre products. So, for instance, we have
Therefore right multiplication ' ·[(S, σ)]' maps (ii) to (ii), and left multiplication does too by commutativity, so ' · ' is compatible with (ii). A similar argument works for φ * and (ii). [12, Prop. 3.5.9] as in Theorem 3.14, we can find finite sets I, J and K-substacks R i , S j , F ij in R, S, F for all i ∈ I and j ∈ J, such that R = i∈I R i , S = j∈J S j , and ρ, σ map ρ :
Refining the decompositions if necessary, we can suppose the 1-morphisms (6) and (i) we see that in SF(F, Υ, Λ) we have
The definitions of fibre products and quotients yield a 1-isomorphism
using the fibre product of K-varieties X i ×Y j and Z ij ×K ij over Z ij ×Z ij , where
, and on
. These actions commute with α ij × β ij , π ij , and so push down to the fibre product (
Using (14) and the compatibility of ' · ' with (i), it is enough to show that
in SF(F, Υ, Λ). This holds as by (iii) both sides are equal to
showing right multiplication ' ·[(S, σ)]' is compatible with (iii). Left multiplication is too, so ' · ' is compatible with (i)-(iii), and is well-defined. To show φ * is compatible with (iii), let φ : F → G be of finite type and [(R, ρ)] ∈ SF(G, Υ, Λ) with R ∼ = [X/G] as usual. Since R is of finite type its image is constructible in G, so we can find a finite collection of disjoint finite type K-substacks G i in G such that i∈I G i contains the image of ρ.
Refining the decomposition if necessary and using [12, Prop. 3.5.9] as above, we can assume that
Since G i and φ are of finite type, φ * (G i ) is of finite type in F i , so by [12, Prop. 3.5.9] again we can write φ * (G i ) = j∈Ji F ij , for J i finite and K-substacks
, where Y ij is a quasiprojective K-variety acted on by a ZLT algebraic K-group H ij , and the 1-morphisms
corresponding to φ are induced by K-variety and K-group morphisms β ij : Y ij → Z i and δ ij : H ij → K i . Equation (9) implies an equation similar to (14):
The compatibility of φ * with (iii) now follows using the same argument as for ' · ', changing sums and subscripts as necessary.
Many properties of the spaces SF(F) and their operations now immediately follow for the SF(F, Υ, Λ), since the operations are defined by the same formulae on generators. In particular, we deduce: Next we identify SF(Spec K, Υ, Λ).
Proof. As in the proof of Theorem 3.14, SF(Spec K, Υ, Λ) is generated over Λ by elements [X/G] for X a quasiprojective K-variety acted on by a ZLT algebraic K-group G. But using Definition 3.15(ii),(iii) and X ∼ = Spec K × X we see that
, for I a finite set, c i ∈ Λ and Υ ′ as in Theorem 3.14. Using Theorem 3.14 it is easy to check π Λ is compatible with Definition 3.15(i)-(iii) for SF(Spec K, Υ, Λ), and so is well-defined. But π Λ ([Spec K]) = 1, so π Λ • i Λ is the identity on Λ by Λ-linearity. Thus i Λ is injective, and so it is an isomorphism.
Using this we show the spaces SF(F, Υ, Λ) are at least as big as CF(F) ⊗ Q Λ. Let f ∈ SF(F, Υ, Λ) and x : Spec K → F be a 1-morphism. Then
This depends only on the point [x] ∈ F(K), so we may define a function F(K) → Λ by [x] 
For general reasons this function must be constructible, and so lies in CF(F) ⊗ Q Λ. Thus we have constructed a Λ-linear map SF(F, Υ, Λ) → CF(F) ⊗ Q Λ. Now the Λ-linear
is easily seen to be a right inverse for this map, so we deduce:
This prompts the following intuitive explanation of the spaces SF(F, Υ, Λ), which was the author's motivation for inventing them. In §2.2 we considered constructible functions CF(F), with pushforwards CF stk (φ) defined by 'integration' using the Euler characteristic χ. We can think of SF(F, Υ, Λ) as being very like constructible functions CF(F) ⊗ Q Λ with values in Λ, with pushforwards φ * defined by 'integration' using Υ instead of χ.
In fact, pushforwards on CF(F) ⊗ Q Λ using Υ do not usually satisfy the analogues of (3) and (3), because for a non-Zariski-locally-trivial fibration π :
in general, as in Example 3.13. So to get a theory with the properties we want (Theorem 2.10), we must allow SF(F, Υ, Λ) to be larger than CF(F)⊗ Q Λ to keep track of ρ : R → F which are non-Zariski-locally-trivial fibrations over substacks of F. All fibrations over Spec K are Zariski locally trivial, so SF(Spec K, Υ, Λ) reduces to Λ = CF(Spec K) ⊗ Q Λ, as in Proposition 3.19.
The spaces SF(F, Υ, Λ) will be important tools in the series [8] [9] [10] [11] . Given a K-linear abelian category A we shall define the moduli K-stack Obj A of objects in A. Then SF(Obj A , Υ, Λ) is well-defined, and in [9] using the Ringel-Hall algebra idea we define an associative multiplication * on it, different from ' · ', making it into a noncommutative Λ-algebra. Examples of this yield quantized universal enveloping algebras of Kac-Moody algebras.
An advantage of working with spaces SF( * , Υ, Λ) rather than SF( * ) is that because of the relations Definition 3.15(i)-(iii), special properties of A such as Ext i (X, Y ) = 0 for all X, Y ∈ A and i > 1 are translated in [9] to extra identities in SF(Obj A , Υ, Λ), telling us something special about this algebra. In [11] we use Proposition 3.19 to project elements of SF(Obj A , Υ, Λ) to Λ, and so define interesting invariants in Λ which 'count' τ -(semi)stable objects in A.
4 Virtual rank and projections Π vi n on SF(F) Section 3 assumed ℓ − 1 is invertible in Λ, and we want to relax this assumption. The basic reason for it is that [[Spec
). In this section we shall define new spacesSF,SF(F, Υ, Λ) with finer relations, which keep track of maximal tori. These will satisfy
and because ℓ − 1 does not divide Υ [G/T G ] it will no longer be necessary for ℓ − 1 to be invertible, as we will see in §5.
To do this we need the difficult idea of virtual rank. The rank rk G of an affine algebraic K-group G is the dimension of any maximal torus T G . We begin in §4.1 by defining the real rank projections Π re n : SF(F) → SF(F) which project [(R, ρ)] to [(R n , ρ)], where R n is the K-substack of points r ∈ R(K) with stabilizer groups Iso K (r) of rank n. This is primarily for motivation. Section 4.2 then defines analogous virtual rank projections Π vi n : SF(F) → SF(F). These coincide with the Π re n on [(R, ρ)] when R has abelian stabilizer groups, but points r with Iso K (r) nonabelian of rank k split into components with 'virtual rank' n k. Using these ideas, §4.3 defines spacesSF,SF(F, Υ, Λ) similar to those of §3.3 on which operations ' · ', φ * , φ * and Π vi n are well-defined. Fix an algebraically closed field K. We will need the following notation and facts about algebraic K-groups and tori. A good reference is Borel [2] . Throughout G is an affine algebraic K-group.
• By a torus we mean an algebraic K-group isomorphic to (K × ) k for some k 0. A subtorus of G means a K-subgroup of G which is a torus.
• A maximal torus in G is a subtorus T G such that there exists no larger subtorus T with T G ⊂ T ⊂ G. All maximal tori in G are conjugate by Borel [2, Cor. IV.11.3] . The rank rk G is the dimension of any maximal torus. A maximal torus in GL(m, K) is the subgroup (K × ) m of diagonal matrices.
• Let T be a torus and H a closed K-subgroup of T . Then H is isomorphic to (K × ) k × K for some k 0 and finite abelian group K.
• If S is a subset of T G , define the centralizer of S in G to be C G (S) = {γ ∈ G : γs = sγ ∀s ∈ S}, and the normalizer of S in G to be N G (S) = {γ ∈ G : γ −1 Sγ = S}. They are closed K-subgroups of G containing T G , and
• The quotient group W (G,
is called the Weyl group of G. As in [2, IV.11.19] it is a finite group, which acts on T G .
• Define the centre of G to be C(G) = {γ ∈ G : γδ = δγ ∀δ ∈ G}. It is a closed K-subgroup of G.
• There is a notion [2, I.4.5] of semisimple elements γ ∈ G, which are diagonalizable in any representation of G. (It is essential that G is affine here.) Morphisms of affine algebraic K-groups take semisimple elements to semisimple elements, [2, Th. I.4.4(4) ]. If G is connected then γ ∈ G is semisimple if and only if it lies in a maximal torus of G, [2, Th. IV.11.10].
Real rank and projections Π re n
We begin by defining a family of commuting projections Π re n : SF(F) → SF(F) for n = 0, 1, . . . which project to the part of SF(F) spanned by [(R, ρ)] such that the stabilizer group Iso K (r) has rank n for all r ∈ R(K). The superscript 're' is short for 'real', meaning that the Π re n decompose SF(F) by the real (actual) rank of stabilizer groups. Definition 4.1. If R is an algebraic K-stack and r ∈ R(K) then Iso K (r) is an algebraic K-group, so the rank rk(Iso K (r)) is well-defined. It is easy to see that the function r → rk(Iso K (r)) is upper semicontinuous in the natural topology. Thus, there exist locally closed K-substacks R n in R for n = 0, 1, . . ., such that R(K) = n 0 R n (K), and r ∈ R(K) has rk(Iso K (r)) = n if and only if r ∈ R n (K). If R is of finite type then R n = ∅ for n ≫ 0. Now let F be an algebraic K-stack with affine geometric stabilizers, and SF(F) be as in §2.3. Define Q-linear maps Π re n : SF(F) → SF(F) for n = 0, 1, . . . on the generators [(R, ρ)] of SF(F) by Π re n : [(R, ρ)] → [(R n , ρ| Rn )], for R n defined as above. If S is a closed substack of R it is easy to see that S n is a closed substack of R n and (R \ S) n = R n \ S n . Thus, Π re n is compatible with the relations (5) in SF(F), and is well-defined. If ρ : R → F is representable then so is ρ| R n , so the restriction to SF(F) maps Π 
Operators Π
µ and projections Π vi n
Next we study a family of commuting operators Π µ on SF(F) defined by a weight function µ, which include as special cases projections Π vi n for n 0 similar to the Π re n of §4.1. But the Π µ , Π vi n are much more subtle and difficult than the Π re n , as applied to [(R, ρ)] they modify R in a very nontrivial way, rather than just restricting to substacks R n . Roughly speaking, Π µ replaces a point in R with stabilizer group G by a linear combination of points with stabilizer groups C G (T ), for certain subgroups T of the maximal torus T G of G. For the next few definitions and lemmas we take X to be a quasiprojective K-variety acted on by an affine algebraic K-group G, with maximal torus T G .
Definition 4.3. If S ⊆ T G define X S = {x ∈ X : t · x = x for all t ∈ S}. This is the closed, not necessarily irreducible K-subvariety of X fixed by S. For such X, S define P = {t ∈ T G : t · x = x for all x ∈ X S }. Then P is a closed K-subgroup of T G , containing S. As S ⊆ P we have X P ⊆ X S . But also X S ⊆ X P by definition of P , so X P = X S . Thus, X P and P determine each other. Define P(X, T G ) to be the set of closed K-subgroups P of T G such that
(
ii) P(X, T G ) is closed under intersections, with maximal element T G and minimal element
Proof. The map x → Stab T G (x) is a constructible map from X to K-subgroups of T G , and so realizes finitely many values H 1 , . . . , H n say. These stratify X into locally closed subvarieties X 1 , . . . , X n with x ∈ X i if and only if Stab T G (x) = H i . For any S ⊂ T G , X S is the union of those X i for which S ⊂ H i , and the corresponding P constructed above is the intersection of the corresponding H i , or T G if there are no H i . Therefore P(X, T G ) is exactly the set of intersections of nonempty subsets of {T G , H 1 , . . . , H n }. This proves (i) and the first two parts of (ii). For the last part of (ii), the minimal element of P(X, T G ) is T G ∩ H 1 ∩ · · · ∩ H n , which is {t ∈ T G : t · x = x for all x ∈ X}. Part (iii) follows easily from the discussion in Definition 4.3.
ii) Q(G, T G ) is closed under intersections, with maximal element T G and minimal element
Proof. The proof is similar to Lemma 4.4. The map t → C G ({t}) is constructible from T G to closed K-subgroups of G, and realizes finitely many values
is the set of intersections of nonempty subsets of {T G , Q 1 , . . . , Q n }. We leave the details to the reader.
We calculate Q(G, T G ) for the case G = GL(m, K).
Example 4.7. Set G = GL(m, K) with maximal torus T G = (K × ) m , the subgroup of diagonal matrices. Fix t ∈ T G , which may be written diag(t 1 , . . . , t m ) for t i ∈ K × . Let t 1 , . . . , t m realize n distinct values u 1 , . . . , u n . Then there is a unique surjective map φ : {1, . . . , m} → {1, . . . , n} with t i = u φ(i) . It is easy to show that C G ({t}) is the subgroup of matrices (A ij ) m i,j=1 in GL(m, K) with
The centre C(C G ({t})) of C G ({t}), which agrees with
is the set of tori (17) for all 1 n m and surjective φ : {1, . . . , m} → {1, . . . , n}.
Proof. Using (18)- (19) we may rewrite the sum in (20) as
Suppose there exists P ′ ∈ P(X, T G ) with P ∩ Q ⊆ P ′ ⊂ P and P ′ = P . Then in (21) the intersection P ∈A ∩ Q ∈BQ is unchanged by whether P ′ ∈ A, as it lies in P ∩ Q. Thus for each pair A, B in (21) 
For any algebraic K-stack F with affine geometric stabilizers, we will define a linear map Π µ : SF(F) → SF(F). Now SF(F) is generated by elements [(R, ρ)] with R 1-isomorphic to a global quotient [X/G], for X a quasiprojective Kvariety and G a ZLT algebraic K-group, with maximal torus
Here X P = X P ∩Q and C G (Q) = C G (P ∩ Q) by Lemma 4.9, so X P is C G (Q)-invariant, and the stack [X P /C G (Q)] is well-defined. The inclusions
An informal but helpful way to rewrite (22) is:
Here dµ is a measure on an appropriate class of subsets of T G . Lemmas 4.4(iii) and 4.6(iii) 
Thus the integrand in (23) at t depends only on P, Q.
Therefore the subsets of T G we need dµ to measure to define (23) are the subsets generated from P(X, T G ), Q(G, T G ) by Boolean operations. This is determined uniquely by setting dµ(R) = µ(R) for R ∈ R(X, G, T G ). We find that for P ∈ P(X, T G ) and Q ∈ Q(G, T G ) we have
As T G is the disjoint union over P, Q of the sets [· · · ] on the top line of (25), comparing (20) and (22)- (25) we see (22) and (23) are equivalent.
As the integrand in (23) is invariant under the action of W (G, T G ), we can simplify (23) further by pushing the integration down to (26) is an integral over [G ss / Ad(G)] of a function of the stabilizer group. Probably there is some extension of this construction to integrate over all of [G/ Ad(G)], replacing T G by a Borel subgroup perhaps, but we do not consider it. We show Π µ is independent of choices in its definition. 
there is a unique h ∈ H with (t, h) ∈ Stab G×H (z). Now G, H and G×H are connected by Lemma 3.9, as G, H are ZLT. Thus elements of G, H, G × H are semisimple if and only if they lie in a maximal torus.
As
, and so (t, h) is semisimple in G × H. Therefore (t, h) lies in a maximal torus of G × H, which we may take to be T G ×T H . As all maximal tori in H are conjugate, hT Hh−1 = T H for someh ∈ H, and sot =hhh
, and the set of such z ′ is a copy of C H ({t ′ }). Thus π H induces a morphism of K-varieties
whose fibre over each x ∈ X {t} consists of one point in Z
Dividing by C G ({t}) and writing as elements of SF(F) shows that Exchanging X, G, T G and Y, H, T H , we see (23) gives the same answer using Y, H, T H and Z, G × H, T G × T H , so it gives the same answer using X, G, T G and Y, H, T H . As (23) is equivalent to (22), this proves the first part of the theorem. The second part is then obvious, since such [(R, ρ)] span SF(F), and (22) is compatible with the relations (5) defining SF(F).
Here are some properties of the operators Π µ .
Theorem 4.12. (a) Π 1 defined using µ ≡ 1 is the identity on SF(F).
(c) If µ 1 , µ 2 are weight functions as in Definition 4.10 then µ 1 µ 2 is also a weight function and
Proof. Arguing as in Lemma 4.9 using P ′ = P min and Q ′ = Q min we find
Substituting this into (22) with µ ≡ 1 gives
since X Pmin = X and C G (Q min ) = G. This proves (a), and (b) is immediate. For (c), note that if P ′ ∈ P(X, T G ) then P(X P ′ , T G ) = {P ∈ P(X, T G ) : P ′ ⊆ P }, and for such P we have (X
Using these and (22) in the situation of Definition 4.10 gives
Now a combinatorial calculation with (18)- (20) shows for fixed P, Q, R, R ′ in (29) with R ′ ⊆ R ⊆ P ∩ Q we have
Combining (22), (29) and (30) shows
In contrast to (b), the Π µ do not in general commute with pullbacks φ * : SF(G) → SF(F) for finite type 1-morphisms φ : F → G. We can now define operators Π vi n , similar to the operators Π re n of §4.1. Definition 4.13. For n 0, define Π vi n to be the operator Π µn defined with weight µ n given by µ n ([H]) = 1 if dim H = n and µ n ([H]) = 0 otherwise, for all K-groups H ∼ = (K × ) k × K with K a finite abelian group.
The analogue of Proposition 4.2 holds for the Π vi n . Proposition 4.14. In the situation above, we have: 
To get a feel for what the operators Π µ and Π vi n do, consider the case X = Spec K and ρ) ] if rk G = n and 0 otherwise. Thus Π vi n and Π re n coincide on points with abelian stabilizers.
However
] may be nonzero when rk C(G) n rk G, and is zero outside this range. We think of [Spec K/G] as being like a linear combination of points with virtual rank in the range rk C(G) n rk G, and Π vi n as projecting to the part of [Spec K/G] with virtual rank n. We briefly sketch an alternative approach to the operators Π µ , which may make them seem more natural. Let G be an affine algebraic K-group, and R a finite type algebraic K-stack. Then we can form an algebraic K-stack
and completing to a stack in groupoids over Sch K in the obvious way. Taking U = Spec K, we see that the K-points of
If we used a general K-stack F in place of [Spec K/G] here then Hom(F, R) would be not even locally of finite type -essentially, infinite-dimensional. But Hom([Spec K/G], R) is locally of finite type. It may not be of finite type because the fibre of Π over r ∈ R(K) is [Hom(G, Iso K (r))/ Ad(Iso K (r))], where the Kgroup morphisms Hom(G, Iso K (r)) may have infinitely many components.
Roughly speaking, one can construct the Π µ as follows. For an algebraic Kgroup T of the form (
with some extra properties, and
. These ideas might be worth further investigation, if anyone is interested.
The spacesSF,SF(F, Υ, Λ) and their operations
The operators Π µ , Π
(iii) Given [(R, ρ)] as above and a 1-isomorphism R ∼ = [X/G] for X a quasiprojective K-variety and G a tame algebraic K-group acting on X with maximal torus T G , we have
where
Similarly, defineSF(F, Υ, Λ) to be the Λ-module generated by [(R, ρ)] with ρ representable, and relations (i)-(iii) as above. Since the ι Q are representable, ρ • ι Q is representable in (32), so these relations make sense. Define projectionsΠ
is well-defined as relation (5) in SF(F) maps to (i) above, and restricts toΠ
is well-defined we must show (i)-(iii) above map to Definition 3.15(i)-(iii), which is obvious for (i)-(ii) but nontrivial for (iii). By Definition 3.15(ii),(iii) the l.h.s. of (32) maps under Π
, and the
This follows from (19) and (31) as in the proof of Theorem 4.12(a), since
Here is the analogue of Definition 3.16, but also including Π µ , Π vi n . Definition 4.17. Let Assumption 3.1 hold, F, G be algebraic K-stacks with affine geometric stabilizers, and φ : F → G a 1-morphism. Define a Λ-bilinear multiplication ' · ' onSF(F, Υ, Λ) by (6) . This is commutative and associative as in Definition 2.6, andSF(F, Υ, Λ) is closed under ' · '. Define the pushforward φ * :SF(F, Υ, Λ) →SF(G, Υ, Λ) by (8) , taking the c i ∈ Λ rather than c i ∈ Q. If φ is representable this restricts to φ * :SF(F, Υ, Λ) →SF(G, Υ, Λ). For φ of finite type, define the pullback φ * :SF(G, Υ, Λ) →SF(F, Υ, Λ) by (9) . This restricts to φ * :SF(G, Υ, Λ) →SF(F, Υ, Λ). Define the tensor product (10) . It restricts to ⊗ :
Here is the analogue of Theorem 3.17. Proof. The proof of Theorem 3.17 shows φ * , ⊗ are compatible with (i)-(iii) above and ' · ', φ * are compatible with (i)-(ii). Using all the notation of Theorem 3.17, we find by the same argument that ' · ' is compatible with (iii) provided
This holds because by (iii), both sides are equal to
Here we use the facts that
, and each Q ∈ Q(G, T G ) is a torus, so Q(Q, Q) = {Q} and E(Q, Q, Q) = 1. Therefore ' · ' is compatible with (iii) and is well-defined. Modifying the argument of Theorem 3.17 in the same way, φ * is well-defined. Compatibility of Π µ with (i)-(ii) above is easy. To show Π µ is compatible with (iii) we must show it takes both sides of (32) to the same thing in SF(F, Υ, Λ). That is, we must prove that
inSF(F, Υ, Λ), using Q(Q ′ , Q ′ ) = {Q ′ } and C Q ′ (Q ′ ) = Q ′ in the bottom line. We rewrite the top line of (33) using (32). Since
and R ∈ R(X, G, T G ) :
We claim that the term in the bottom line of (33) with fixed P ′ , Q ′ , R agrees with the sum of terms in (34) with fixed P, Q ′ , R, where
To explain the relation between P and P ′ , note that for P, Q, R, Q ′ in (34) we have M X G (P, Q, R) = 0, so P is the smallest element of P(X, T G ) containing P ∩Q by Lemma 4.9, and X P ∩Q = X P . But Q ⊆ Q ′ , so P ∩Q ⊆ P ∩Q ′ = P ′ ⊆ P , which shows that X P ′ = X P . Note too that P is the smallest element of P(X, T G ) containing P ′ , so P and P ′ determine each other uniquely given Q ′ , and fixing P ′ , Q ′ , R in (33) is equivalent to fixing P, Q ′ , R in (34). (33) and (34), and the sums of coefficients of these for fixed P, P ′ , Q ′ , R are equal provided
,
as Q ⊆ Q ′′ and intersecting top and bottom of the l.h.s. with C G (Q). Thus from (31) we deduce that
Combining this with (20) we see that (35) is equivalent to
where the l.h.s. is M X Q ′ (P ′ , Q ′ , R). FixingQ ⊆ Q ′ in the r.h.s. of (37) and summing over Q, we find Q∈Q(G,T G ):
otherwise. So the r.h.s. becomes P ∈P(X,T G ):P ⊆P, R=P ∩Q ′ m X T G (P , P ), which eventually reduces to m X Q ′ (R, P ′ ) as P is the smallest element of P(X, T G ) containing P ′ = P ∩ Q ′ . This proves (37), and hence (35) and (33), which shows Π µ is compatible with (iii) and is well-defined. The proof is complete. Theorems 2.10, 4.12 and Proposition 4.14 hold forSF, SF( * , Υ, Λ) .
Here is a useful way of representing elements ofSF,SF(F, Υ, Λ).
Proof. As in the proof of Theorem 3.14,SF,SF(F, Υ, Λ) are generated over Λ by elements [([X/G], ρ)] for X a quasiprojective K-variety and G an affine algebraic K-group which we can take to be GL(m, K), so in particular for G tame. Definition 4.16(iii) then impliesSF,SF(F, Υ, Λ) are generated over Λ by
for X a quasiprojective K-variety and Q a torus.
Given such X, Q there is a finite collection of closed K-subgroups T i in Q for i ∈ I occurring as Stab Q (x) for x ∈ X, and the set of such x is a locally closed K-subvariety X i of X with X = i∈I X i . Here T i ∼ = (K × ) ki × K i for K i finite abelian, as Q is a torus. Then Q/T i acts freely on X i , and X i /(Q/T i ) is an algebraic K-space which may be written as a disjoint union of finitely many quasiprojective K-subvarieties
Proof. Let j ∈ I, and define µ in 
Thenī Λ is an algebra isomorphism. It restricts to an isomorphism from the subalgebra
Elements ofΛ may be written as i∈I c i [T i ] for I finite, c i ∈ Λ and Since every finite abelian group K is isomorphic to a product of cyclic groups Z p k of prime power order,Λ is the free commutative Λ-algebra generated by [K × ] and [Z p k ] for p prime and k 1. The proof of Proposition 3.20 gives:
Again, this shows that the spacesSF,SF(F, Υ, Λ) are quite large, though not as large as SF, SF(F, Υ, Λ) ⊗ Q Λ, and therefore that the relations Definition 4.16(i)-(iii) have some kind of consistency about them.
Given a generator [(R, ρ)], for each r ∈ R(K) with ρ * (r) = x ∈ F(K) we have a K-group morphism ρ * : Iso K (r) → Iso K (x) . Roughly speaking, the difference between the spaces SF(F, Υ, Λ) of §3.3 and theSF,SF(F, Υ, Λ) above is that thē SF,SF(F, Υ, Λ) keep track of the restriction of ρ * to a maximal torus of Iso K (r), but SF(F, Υ, Λ) loses this information.
Proposition 4.20 shows that inSF,SF(F, Υ, Λ) we can always reduce to [(R, ρ) ] with all stabilizer groups Iso K (r) for r ∈ R(K) of the form ( 
. In the applications of [8] [9] [10] [11] , the concept of virtual rank given by the Π vi n is more useful than the real rank given by the Π re n of §4.1. One reason for this is that the author can prove there are no relations analogous to Definition 4.16(i)-(iii) which are compatible with the Π re n in the way that these are compatible with the Π vi n , and which are also compatible with multiplication ' · ' and pullbacks φ * . This suggests there is some kind of consistency between the Π µ , Π vi n and ' · ', φ * which the author does not yet understand.
5 Extension to the case ℓ = 1
We now extend the constructions of §3- §4 to the case when ℓ−1 is not invertible in Λ, and in particular to the case ℓ = 1, which includes Euler characteristics χ. We do this in §5.1 by supposing the algebra Λ of §3.1 has a subalgebra Λ • containing Υ([X]) for varieties X and some rational functions of ℓ, but not (ℓ − 1) −1 , and that we are given a surjective algebra morphism π : Λ • → Ω with π(ℓ) = 1. Then Θ = π • Υ is the motivic invariant we are interested in, which takes values in Ω. This can be done in all our examples. Section 5.2 shows that the coefficients E(G, T G , Q) of (31) actually lie in Λ
• (this is not obvious), and computes them when G = GL(m, K). Therefore the relations Definition 4.16(i)-(iii) for SF, SF(F, Υ, Λ) make sense with coefficients in Λ • rather than in Λ, and applying π they also make sense with coefficients in Ω. So in §5.3 we define new spacesSF,SF(F, Υ, Λ
• ) andSF,SF(F, Θ, Ω) with these relations, with the usual operations ' · ', φ * , φ * , ⊗, Π µ , Π vi n . These will be important in [9] [10] [11] for defining invariants counting coherent sheaves on Calabi-Yau
is a principal bundle with fibre T G , which is ZLT. So by Lemma 3.10 it is a Zariski locally trivial fibration, and
As G is ZLT we can embed it in GL(m, K) with GL(m, K) → GL(m, K)/G a Zariski locally trivial fibration, so Lemma 3.10 again gives Υ([GL(m,
Now the diagonal matrices (K × ) m in GL(m, K) act on GL(m, K)/G, and the stabilizer of each point is isomorphic to (K × ) j × K for j 0 and finite abelian K. Since this is conjugate to a subgroup of G, we have j k. Hence each orbit of (K × ) m is isomorphic (K × ) m−j for some 0 j k. Thus we may write GL(m, K)/G as a finite disjoint union of (
a -bundles are Zariski locally trivial fibrations by Lemma 3.10. So refining the decomposition if necessary we can suppose
Combining this with (38) and using Assumption 5.1 shows
Properties of the E(G, T G , Q)
We shall show E(G, T G , Q) in (31) lies in Λ • . This is far from obvious, as by Lemma 5.5 each term in (31) lies in (ℓ − 1) dim Q−rkG Λ • . Effectively, in the sum over Q ′ in (31) the terms in (ℓ − 1) −n for 0 < n rk G − dim Q all cancel. 
Proof. Let X be a quasiprojective K-variety acted on by a tame algebraic K-
For µ a weight function, Definition 4.10 defines Π µ : SF(Spec K) → SF(Spec K). Applying Υ ′ of Theorem 3.14 to (22) and noting that C G (Q) is ZLT for all Q ∈ Q(G, T G ) as G is tame yields
Substituting in (20) gives a sum over P, Q, R, P ′ , Q ′ with R = P ′ ∩ Q ′ . Comparing this with (31) we see that the sum over Q is proportional to that defining E(G, T G , Q ′ ), so (39) becomes
If P is a closed K-subgroup of T G , write X P T G = {x ∈ X : Stab T G (x) = P }, a subvariety of X. It is easy to see that if X P T G = ∅ then P ∈ P(X, T G ), and for P ∈ P(X, T G ) we have
Inverting this combinatorially using properties of the m
. Comparing this with (40) we see that Theorem 4.11, and (41) is zero. Suppose some P ′ , Q ′ give a nonzero term on the r.h.s. of (41). Then P ′ is conjugate in G to a subgroup of T as X
Rearranging (41) to put terms P ′ , Q ′ = γT, γQ on the left gives
Since X = G/T we find that X 
Let k = 1, . . . , rk G be given, and suppose by induction that
where F (m) = F GL(m, K), (K × ) m , K × · id m . So it is enough to compute E(m), F (m). For small values of m we can do this directly using (31), Example 4.7 and Lemma 3.6, giving E(1) = 1, F (1) = 1, E(2) = (ℓ + 1) 
Here (46) and (47) From the proofs of Theorems 3.17 and 4.18 we deduce the analogous result for theSF,SF( * , Υ, Λ
• ). This is nearly immediate, as the relations in SF,SF( * , Υ, Λ
• ) are the same as inSF,SF( * , Υ, Λ). We know that under the operations ' · ', . . . , Π vi n relations are taken to linear combinations of relations with coefficients in Λ, and we must check these coefficients may be chosen in Λ
• , which is fortunately obvious. Projecting coefficients from Λ • to Ω using π proves the same thing for theSF,SF( * , Θ, Ω), giving: 
following (7). By a complicated proof similar to Theorems 3.17 and 4.18 we can show thatπ stk F is compatible with the relations definingSF(F, Υ, Λ • ) and SF(F, Θ, Ω), and so is well-defined. The analogues of Proposition 2.8 and Theorem 2.11 then hold, by the same proofs as in [7, §6] .
In the situation of Examples 3.3 and 5.3(a) we have Ω = Q and Θ = χ, the Euler characteristic, so we have defined spacesSF,SF(F, χ, Q) which are very like the constructible functions CF(F) of §2.2, in that pushforwards φ * 'integrate' along the fibres of φ using χ. Now for K of characteristic zero, if φ : X → Y is a fibration of quasiprojective K-varieties with fibre F then χ(X) = χ(F )χ(Y ), even if φ is not a Zariski locally trivial fibration. This is a special property of the Euler characteristic which does not hold for other motivic invariants such as virtual Poincaré polynomials, and lies behind the proof of (3). We modify the relations inSF,SF(F, χ, Q) to include this.
Definition 5.14. Let K have characteristic zero, and Υ, Λ, . . . be as in Examples 3.3 and 5.3(a) , with Ω = Q and Θ = χ. Let F be an algebraic K-stack with affine geometric stabilizers. Define spacesŜF(F, χ, Q) andŜF(F, χ, Q) exactly as forSF,SF(F, χ, Q) in Definition 5.8, but replacing relation (ii) by (ii ′ ) Let Q, R be finite type algebraic K-stacks with affine geometric stabilizers, ρ : R → F a 1-morphism, n ∈ Z and π R : Q → R a representable 1-morphism such that U x = Q × π R ,R,x Spec K is a quasiprojective K-variety with χ([U x ]) = n for all x : Spec K → R. Then [(Q, ρ • π R )] = n[(R, ρ)].
Taking Q = R × U recovers (ii), so this strengthens the relations. Thus there are natural surjective projectionsΠ χ,Q F :SF,SF(F, χ, Q) →ŜF,ŜF(F, χ, Q).
One can then prove that all the material above on operations ' · ', φ * , φ * , ⊗, Π µ , Π vi n , π stk F and properties ofSF,SF( * , χ, Q) also works for theŜF,ŜF( * , χ, Q). Suppose F is a K-scheme or algebraic K-space, so that its stabilizer groups are trivial. Proposition 4.20 implies thatŜF(F, χ, Q) is spanned over Q by elements [(U, ρ)] for U a quasiprojective K-variety. Using (ii ′ ) it is then easy to showπ stk F :ŜF(F, χ, Q) → CF(F) is an isomorphism. Therefore theŜF(F, χ, Q) coincide with CF(F) for schemes and algebraic spaces.
