Abstract. The results of transition state theory are derived rigorously in the general context of ergodic dynamical systems defined by a vector field on a Riemannian manifold. A new perspective on how to compute the dynamical corrections to the TST transition frequency is given. Hamiltonian dynamical systems are considered as a special case and the so-called Marcus formula for the rate constant is re-derived.
Introduction
The equilibrium statistical properties in ergodic dynamical systems can be understood from their invariant measure. Yet, even at statistical equilibrium, there are additional questions of interest. One such question is the following: What is the mean frequency at which a typical trajectory makes transitions between two given sets in phase-space? To complicate matters, asssume that these two sets are separated in the sense that their union is less than phase-space itself. This question is of interest for instance in systems which display metastability, i.e. such that a trajectory spends most of its time inside the two sets and only rarely leaves these sets let alone switches from one to the other. Presumably, if the dynamics is locally mixing inside the two sets with mixing times which are short enough compared to the mean switching times between the sets, to a good approximation the original dynamics can be reduced to a continuous-time Markov chain on the two sets with rates equal to the inverse of the switching times. Approximations of this type are routinely used in the molecular dynamics community to understand the rare events by which molecules changes conformation state. The same type of approximation can also be used to understand the kinetics of chemical reactions, the dynamics of nucleations during phase transformations, etc.
Various techniques have been developed to compute the mean frequency of transitions, mostly in the context of Hamiltonian systems. Many of these techniques are based on the so-called transition state theory (TST), originally developed by Eyring, Wigner and Horiuti [3, 11, 4] . TST gives the exact mean frequency of transition between two sets partitioning phase-space. To obtain the mean frequency of transition between two sets which do not partition phase-space, dynamical corrections upon TST must be accounted for. How to do so was originally suggested by Keck [5] (see also [12] ) and further developed Bennett [1] and Chandler [2] .
While these results are well-known by physicists, chemists and engineers, they seem to have mostly escaped the attention of the dynamical system community (see however [10] ). Part of the reason may be that these results are usually derived formally, using notations and concepts which are rather foreign to the mathematical community. The purpose of this paper is to rigorously derive the results of TST in the general setup of ergodic dynamical systems defined by a vector field on a Riemannian manifold. In doing so, we give a new perspective on the procedure to compute the dynamical corrections on the TST transition frequency. We also consider the case of Hamiltonian dynamical systems, where we re-derive the so-called Marcus formula [6] .
Transition state theory
Let V be a vector field in a Riemannian manifold M and assume that the flow φ t defined by the vector field V is ergodic with respect to the normalized measure µ on M . Assume also that µ is absolutely continuous with respect to the Riemannian measure dx on M , i.e. µ(dx) = f (x)dx for some density f (·).
Let A and B be open subsets of M , such that A ∪ B = M , and such that ∂A is a sub-manifold of M of codimension 1 By ergodicity of the flow, for almost all x the trajectory φ t (x) will oscillate between the sets A and B. We wish to calculate the mean frequency of transitions from A to B of a typical trajectory. (Note that this is also the mean frequency of transitions from B to A, and half the mean frequency of transitions between A and B.) We also wish to calculate the mean time a trajectory stays inside A or B after entering it.
By ergodicity, if C is any measurable subset of M , then for almost all x ∈ M we have
where χ C (·) is the indicator function of the set C. If C is also a C 1 set, i.e., a set whose border is an orientable C 1 submanifold of M , then we can define N (C, T, x) as the number of times the trajectory starting at x has entered C during [0, T ]. By convention, we will take N (C, 0, x) = 1 if x is in C and N (C, 0, x) = 0 otherwise.
Let t C j (x) be the time the trajectory spent inside C during its jth visit. Then
provided that φ T (x) ∈ C (if φ T (x) ∈ C, the last t N (C,T,x) (x) must be truncated accordingly). Combining (1) and (2), and taking the limit as T → ∞ we arrive at
This motivates the following two definitions
Definition 1
The mean visit frequency of C is the function
Definition 2 The mean residence time in C is the function
Note that ω C (x) is also half the mean frequency of crossing ∂C and hence the mean visit frequency of M \C. Also if both ω C (x) and τ C (x) are defined for almost all x then, for almost all x, ω C (x)τ C (x) = µ(C).
We have:
Here f (·) is the density associated with the invariant measure µ,n(x) is the unit normal vector pointing outward A, (a) + = max(a, 0), and dσ(x) is the surface element in ∂A.
A simple consequence of this theorem is:
Then for almost all x, the mean residence time τ A (x) defined in (5) is independent of x and given by
The proof of Theorem 1 is actually fairly elementary. For completeness we include it in section 5.
Dynamical corrections
The mean visit frequencies and mean residence times derived in the previous section correspond to situations when the phase-space is partitioned into two sets A and B such that the closure of their union is M . In this section we deal with the somewhat different setting as originally stated in the introduction, namely we suppose that we have disjoint open sets a and b such that a ∪ b = M . We suppose that these two sets have been pre-identified on physical ground, as explained in the introduction. The main difference with the situation in section 2 is that, whenever a trajectory leaves a, it may wander around in M \ (a ∪ b) and return to a without entering b. This is not a transition from a to b. By definition, actual transitions between theses sets are events where a trajectory leaves the set a and enters b without returning to a. As before, we wish to calculate the mean frequency ω ab (x) of actual transitions from a to b (which, again, is half the mean frequency of actual transitions between a and b). Denote by N (a → b, T, x) the number of times the trajectory starting at x has hopped from a to b during [0, T ]. Then:
The mean frequency of transitions from a to b is the function
To compute ω ab (x), one idea is to use an approach similar to the one used in section 2 and divide M into two open sets A and B, such that a ⊂ A, b ⊂ B and A ∪ B = M . Theorem 1 then give us the mean frequency ω A of transition from set A to set B. Since every time a trajectory undergoes a transition from a to b, it needs to leave A and enter B, it follows that the frequency obtained in this way is a upper bound on the frequency of transition of the symbolic dynamics ω A ≥ ω ab (x).
The problem is that this bound on ω ab (x) may be far from sharp since the trajectory may oscillate several times between A\a and B \b before undergoing an actual transition from a to b.
Yet, the following theorem shows that, given any set A such that a ⊂ A and b ⊂ M \Ā we can correct the formula in (6) to obtain ω ab (x):
Theorem 2 Let a and b be two disjoint C 1 subsets of M . Let A be any C 1 subset of M such that a ⊂ A and b ⊂ M \Ā. Then, for almost all x, ω ab (x) ≡ ω ab with
Here f (·) is the density associated with the invariant measure µ,n(x) is the unit normal vector pointing outward A, (x) + = max(x, 0), dσ(x) is the surface element in ∂A, and ∂ 1 A is the subset of ∂A defined as
where
The proof of this theorem is rather elementary. For completeness, it is included in section 5. Note that formula (8) can also be written as
Thus comparing formula (6) and (8) or (11), we see that dynamical corrections to the TST rate are accounted for by properly discounting the crossings of ∂A that do not correspond to actual transitions from a to b. This is done by integrating (V (x)·n(x)) + f (x) over the punctured surface ∂ 1 A ⊆ ∂A which, by construction, contains only the last crossing points in ∂A of the trajectory as it transits from a to b. Notice also that, from the proof of Theorem 2 given in section 5, it appears that the punctured surface ∂ 1 A can be extended into a truly dividing surface ∂A ⊃ ∂ 1 A (see Lemma 1): in other words there exists a dividing surface which is crossed only by trajectories transiting from a to b, and only once by those trajectories (a similar observation was made in [10] ).
The case of Hamiltonian systems
An interesting case in applications is the Hamiltonian case. The common setting is one where the Hamiltonian is of the form potential energy plus kinetic energy:
is the Hamiltonian of the system and π(·) is a C 2 potential whose critical points are all nondegenerate.
In this case the dynamics is confined to the manifold M defined by the level set H(p, q) = E, for a given E. We will assume that M is simply connected, that lim |q|→∞ π(q) = ∞, so that M is bounded, and that the dynamics is ergodic in M with respect to the micro-canonical measure
where d(q, p) is the volume element in M (i.e. the Euclidean surface element in H(q, p) = E) and
Transition state theory
In the Hamiltonian set-up, it is natural to assume that the two sets a and b considered before are the lift-up in phase-space of two open sets a q and b q in configuration space, i.e., a = {(q, p) : H(q, p) = E, q ∈ a q } and b = {(q, p) : H(q, p) = E, q ∈ b q }. We are primarily intersted in determining the mean frequency of transition between these sets. Within the realm of transition state theory, this frequency is approximated by partitioning the energy surface into two disjoint open sets A ⊃ a and B ⊃ b which are the lifts in phase-space of two open sets A q ⊃ a q and B q ⊃ b q in configuration space, i.e., A = {(q, p) : H(q, p) = E, q ∈ A q } and B = {(q, p) : H(q, p) = E, q ∈ B q }. TST gives the mean frequency of transition from A to B, and in the present setting, formula (6) reads
where p ⊥ is the projection of p in the direction normal to the surface ∂A q . We also have τ A = µ(A)/ω A .
Marcus formula
Marcus formula gives an approximation to (15) in situations when the potential π only has two minima, q a and q b , and one is interested in the mean frequency of transition from the vicinity of q a to the vicinity of q b . In this case, a natural way to define A q and B q is to consider the gradient flow in R N :
and take A q to be the basin of attraction of q a and B q , the basin of attraction of q b . In this case the border of A q is the union of the stable manifolds of saddle points of π, which by our assumptions on π, is a simply connected surface partitioning M .
Combining (15) with τ A = µ(A)/ω A , we can formally derive the "Marcus formula" for the mean residence time τ A by using quadratic approximations to the potential energy in the vicinities of q a and the saddle point q s of minimum potential energy on the dividing surface ∂A. The quadratic approximation can be justified near q s in this case, provided that E − π(q s ) is small enough so that the integration on ∂A does not extend beyond the region where the approximation is valid. However, the quadratic approximation is uncontrolled near q a , and this makes the derivation of Marcus formula non-rigorous. The quadratic approximation of π in the neighborhood of q a is:
where {λ
.,N are the eigenvalues of the Hessian matrix of π at q a and we used the coordinate system centered at q a and where the ith direction is parallel to the ith eigenvector of the Hessian. Using this expression in (13) and neglecting the O(|q| 2 ) term we arrive at:
where M is the manifold where
and we have assumed that {q :
The above integral can be evaluated explicitly:
where S 2N −1 the surface of the unit ball in R 2N . It remains to estimate ω A . As indicated earlier, we assume that E − π(q s ) is small so that: (i) ∂A can be approximated by the hyperplane crossing the saddle point q s whose normal has the same direction as the eigenvector corresponding to the negative eigenvalue of the Hessian of π at q s ; and (ii) one can use the following quadratic approximation of π in the neighborhood of q s :
.,N are the eigenvalues of the Hessian matrix of π at q s , and we used the coordinate system centered at (q s , 0) and where the ith direction is parallel to the ith eigenvector of the Hessian. For definitness, we also assume thatq 1 is the direction associated with the unique negative eigenvalue of the Hessian of π at q s . Using this expansion, ω A can be approximated as
where we defined
Excluding the coordinatep 1 from the integration, the integral (18) can be evaluated explicitly:
N −2 + dp 1
Combining this expression with (17) in τ A = µ(A)/ω A we finally arrive at Marcus formula:
Proof of Theorems 1 and 2
Proof of Theorem 1: First note that for every visit a trajectory has made in A, it must have crossed ∂A twice (first to enter, then to exit A). It follows that N (A, T, x) = N (∂ − A, T, x), where
is the number of times the trajectory started at x has exited A before time T (by convention N (∂ − A, 0, x) = 0). From (4) it follows that
Next we estimate this limit for almost all x. We begin by taking the set
which contains all the trajectories reaching the set ∂ − A in a time less than δ. Let ν to be the measure induced by µ on ∂A: for any subset ∂C of ∂A,
Then it is clear that
When a trajectory enters D δ , it remains inside for a time δ, irrespective of the details of the trajectory. It follows that (ii) Every trajectory that crosses from A to B will visit b before returning to A ; (iii) Every trajectory that crosses from B to A will visit a before returning to b.
This lemma implies in particular that ω ab = ω A = ω B . The proof of the lemma gives the explicit construction of the set A by modification of A (see figure 1 for a schematic representation of this construction).
Proof:
Let ∂ E A ⊂ ∂A consist of those points in ∂A which satisfy the following conditions:
(i)n(x) · V (x) ≥ 0, wheren is the unit vector pointing outward A;
(ii) The trajectory which starts at x returns to A without entering b.
For each point x ∈ ∂ E A, there is a first time τ (x) such that the trajectory starting at x reenters A. LetÊ = ∪ {x∈∂ E A|0≤t≤τ (x)} {φ t (x)} , be the union of the portion of trajectories emanating from ∂ E A from the moment they leave ∂ E A till the moment they return to A, and We make three claims about ∂Â.
Claim 1. ∂Â is the union of a subset of ∂A and a set that is tangent to the flow. To see this note that, by construction ofÊ, ∂Ê has three disjoint components,
(iii) ∂ 3Ê is the remaining portion of ∂Ê made of pieces of trajectories (recall thatÊ itself is a union of trajectories).
The claim then follows from the observation that ∂Â = (∂A ∪ ∂Ê) \ (∂ E A ∪ ∂ 2Ê ). Note that it also implies that ∂ E A and ∂ 2Ê are interior points ofÂ.
Claim 2. If a trajectory leavesÂ and entersB, it must cross the boundary ofÂ at a point of ∂A \ ∂ E A. Indeed it cannot cross ∂ 3Ê since this part consists of portion of trajectories.
Claim 3. A trajectory crossing fromÂ toB must enter b before returning toÂ. Indeed, Claim 2 implies that the trajectory must cross ∂A at a point that is not in ∂ E A. The definition of ∂ E A then implies that the trajectory must then visit b before returning tô A.
Next we repeat the procedure used to constructÂ from A, but this time starting from the setB.
First we take the set ∂ FB of the points in ∂B that cross fromB toÂ but return toB before entering a.
Then takeF analogously toÊ, F = ∪ {x∈∂FB|0≤t≤τ(x)} {φ t (x)} , and let B =B ∪F , and A = M \ B . We then have:
Claim 4. ∂B is the union of a subset of ∂B and a set that is tangent to the flow. Indeed, by a reasoning similar to the one that lead to Claim 1, we deduce that ∂B is the union of a subset of ∂B and a set that is tangent to the flow. But ∂B is itself the union of a subset of ∂B and a set that tangent to the flow.
Claim 5. If a trajectory crosses from B to A , it must visit a before returning to B . This follows by the same reasoning that lead to Claim 3.
Claim 6. If a trajectory crosses from A to B , it must visit b before returning to A . Indeed any point where a trajectory crosses from A to B is also a point of crossing fromÂ toB and so the associated trajectory must visit b before returning toÂ. But since A ⊂Â, the trajectory will visit b before returning to A .
It follows that A and B satisfy the properties of the theorem.
Proof of Theorem 2:
The theorem follows upon noting that ∂A ∩ ∂A = ∂ 1 A, where ∂ 1 A is the set defined in (9) , and that there is no flux across ∂A \ ∂ 1 A.
