Abstract--An anisotropic filtration problem with singular advections and strong absorptions, which leads to a quasilinear degenerate parabolic equation in divergent form, is studied in this paper. The uniqueness and the comparison principle are proved for the bounded and continuous solutions to the Cauchy problem and the first boundary-initial-value problems. (~
INTRODUCTION
This paper continues the paper [1] in which we have studied the existence for the bounded and continuous solutions of the Cauchy and the first boundary-initial-values problems for equation Here and below, mi, n~, and r~ are positive constants and e > 0. As we pointed out in [1] , proving the comparison principle and the uniqueness is the purpose of this paper.
We refer the motivation and the physical background of equation (1.1) and related references to paper [1] . Here we only mention that the difficulties to study (1.1) lie on the anisotropies of diffusions and the singularities of advections. If mi = m for i --1, 2,..., N, one can get uniqueness for the bounded and continuous solutions simply by applying and generalizing the results in [2] or [3] . But the methods there are not suitable for equation (1.1) with different m~s.
Our main results are stated in the following theorems.
THEOREM 1.1. Suppose the f~ is a bounded connected domain in R N, and satisfies
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provided that Ul(X, t) and u2(x, t) are two solutions to (1.1 
PROOF OF THEOREM 1.1
It is well known from the classical results, say [4] , that we can construct a sequence of functions {un} by solving
In the last three equations, f(
, a~ is the angle between g and xi-axis with g being the unit outer normal of Oft, and A~, B~, C~, Dn, F are defined as follows. Let F(s) = s ~, A = max{mTX,n -1 r -1, 1}, and define 
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One can easily construct Lee-function sequences { n,k}, {Bn,k}, {Cn,k}, and {Dn,k} which, A i B i { n}, {Cn}, and k --* 0, and keeps s the properties of (2.6) respectively, tends to { n}, {Dn} as and (2.7). Next, we choose test function f as the solution to problems (2.8) and (2.9) 
AJ (n-1) cos 2 a~ j=l (2.10) (2.11) (2.12) (2.13) where K is a constant determined only by N, M, and the maximum of u over Q. PROOF OF LEMMA 2.1. Equations (2.10)-(2.12) are direct applications of Theorem 9.1 in [4, p. 341] and some well-known results. The proof of (2.13), which we will give below, is somewhat technical.
For arbitrary ~ E Oft, let B2ro (2x0 -:~) be an outertangent ball of ft at ~ and denote
14)
where r0 = min{1, r(~)/2} (recall that r(x) denotes the radius of the maximal outertangent ball at x E Oft), 0 < an < r0,OLn, and f~ are constants to be determined later. We can show that z(x, t) is a subsolution of (2.8) by a proper choice of an. In fact, we compute that According to the maximum principle, z(x, t) attains its positive maximum on the boundary. If we choose such an and fin so that 2 anfln = M, then the maximum of z(x, t) can be attained only at x = :~ for all t E (0, T), i.e., Zx~ cos 0i >_ 0 at (x, t) E {2} × (0, T). Therefore, This completes the proof of (2.13).
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REMARK 2.1. One can show that the comparison principle is true with the same arguments above, but with u(x, t) replaced by sub-or supersolution instead of a solution.
PROOF OF THEOREM 1.2
Similar to Section 2, we construct another function sequence, say also {Un} , by solving (2.1) in f~n x (0, oo) with the initial value as
and the boundary value un(x,t) = p~(t) on 0~'~ n X (0, OO). Here f~n is a sequence of bounded domains which increases to R N as n --+ c~, Vn(X) and pn(t) solve the problem N E (%)z~x~ + bi (vnn')z~ = 0, on f~n\f~n-*, where Similar to the arguments to prove (3.9), we can verify straightforward that EI is a supersolution to (3.4), and it follows that f 5 21. 
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