Introduction
The prediction of the behaviour of a particular electrical circuit, is of importance for the construction and design of efficient electronic devices. This paper focuses on determining the periodic steady-state (PSS) of a radio frequent (RF) oscillator circuit, which is a typical component of for instance microprocessors. One may distinguish between non-autonomous and autonomous oscillators. Non-autonomous (or driven) oscillators have a time-dependent input signal. A common situation is that the input signal is periodic, and the output signal is periodic with the same period as the input signal. In this case, the period T of the output signal is known a priori. On the other hand, autonomous (or free-running) oscillators have no time-dependent input signal, which means that it is in general not possible to predict the period *e-mail: stephanh(Qwin.tue.nl t e-mail: maubach@win.tue.nl T a priori. The available solution methods for both types of oscillators are based on frequence-domain, time-domain or hybrid circuit-state representations (see [14] ). One of the first papers in the field was [1] .
For non-autonomous oscillators many efficient solution methods exist. For an overview, see [12] ' for a more recent overview see [15] or [8] . Harmonic Balance, which is a frequency-domain method, performs well for circuit-states which contain a few low harmonics; however, it is too expensive for states which contain a large amount of harmonics. In order to overcome this problem, hybrid methods (see [11] ) and pure time-domain methods have been proposed. For a general overview of time-domain methods, see [8] , which deals with shooting and finite difference methods.
However, for autonomous or free-running oscillators, the situation is less· satisfactory. Here, the period T is an additional degree of freedom, which makes the resulting system under-determined. Most methods proposed for the autonomous case have been based on methods for non-autonomous oscillators. Typically, this is done by considering the period T as an additional degree of freedom. Unfortunately, many of these methods are very sensitive with respect to the initial guess To for the circuit's period T. They converge only for To in a small neighbourhood of T. This paper presents two novel methods for the solution of autonomous oscillators. Applied to a non-autonomous circuit, where T is a priori known, our method reduces to a method similar to the one introduced by L. Petzold in [10] . However, our method differs significantly from that of Petzold, in that we do no need the period T to be given or estimated before starting the algorithm. Instead, we compute T along with the solution.
This paper is built up as follows. In section 2, a short introduction into circuit modelling is given. Section 3 introduces the concept of a periodic steady state. The mathematical formulation of the autonomous oscillator problem is presented in section 4. Subsequently, section 5 discusses some proposed approaches to this problem and their limitations. Section 6 presents a straightforward Poincare-map method. Although this method is robust, it converges linearly for most real-world circuits. For that reason, section 7 introduces an accelerated variant of the Poincare-map method, based on minimal polynomial extrapolation (MPE). This will give super-linear convergence, albeit with a somewhat smaller radius of convergence. Section 8 compares the efficiency of both proposed methods for two examples. The first is a nontrivial non-linear system of ODE, similar to the benchmark problem studied by [3] . The second one is the differential algebraic Colpitt's oscillator, a well-known benchmark problem. The numerical results show that the MPE-accelerated Poincare-map method is an effective technique for simulating autonomous oscillators. For the reader who is interested in im- 
Electric circuit models
In this section, the derivation of the circuit equations is discussed. There are several modelling techniques for deriving the circuit equations. We discuss the most popular technique, the Modified Nodal Analysis (MNA). An electrical circuit can be completely described by a network list: a list of tagged branches and the nodes to which each branch connects. For every branch j we have an equation relating the current through the branch i j and the voltage difference of the branch t1Vj. This branch equation can be either differential or algebraic. The actual form of this equation depends on what type of branch it is, Le. whether it is a resistor, a capacitor, a voltage source, or something else altogether. The forms of the branch equation are shown in Table 1 . For convenience of notation, each of the five groups of branches in Table 1 have been assigned a letter.
We will now introduce some notation. [4] , chapters 4 and 5, and forms the basis of the well-known SPICE circuit simulator (see [9] and [7] ). Because MNA is the modelling method used in most circuit simulators, we will concentrate on MNA in this paper.
For MNA, we need the nodal incidence matrix A E Rnxb. Here, n is the number of nodes and b is the number of branches in the circuit. A is defined as By applying (7), (8) can be transformed into
We can add (3b) and (3c) to (9) to obtain the following system
Define the vector x := [v T ; iIjT, and the vector-valued functions q, j and s as follows
We can then rewrite (10) as
A special situation arises when the circuit doesn't contain any time-dependent input signals. Such a circuit is called autonomous or free-running. In this case, the function s is actually a constant, Le. set) =So-To simplify the structure of the equations, we can absorb So into j(x), giving the following equations for the autonomous casẽ q(x) + j(x) = o. (13) This is the form of the equations we will use throughout the rest ofthe paper.
Periodic steady-states
In this section, a mathematical formulation of the problem to be solved will be provided. Also, formal definitions of concepts such as periodic steady-state, limit cycle and stability of a PSS will be given.
Definition 1. Consider an autonomous Differential Algebraic Equation (DAE) of the form (13). A function x : R -+ R
N is called a periodic steady-state (PSS) of (13) if
• x is a solution to (13) .
• x is periodic, i. e. there is aT> 0 such that for all t E R, x(t) =
x(t + T).
Note that according to this definition, a stationary solution, Le. a solution of the form x(t) =xo, is also a PSS.
Definition 2. The limit cycle C(x) of a pss x is the range of the function
A set C is called a limit cycle of (13) if there is a PSS x of (13) so that C = C(x).
Definition 3. A function x: R -+ R N is said to converge to a set S~RN if and only if lim d(x(t), S)
t-+oo
Here, d(x, S) denotes the distance between the point x and the set S.
We will concentrate on methods for finding a stable periodic steady-state.
Periodic steady-states that are not stable are not interesting for the Ie designer, since they do not correspond to any physical behaviour of the modelled circuit. In fact, we want to actively avoid non-stable periodic steady-states for this reason. 
A PSS is called stable when its limit cycle is stable.
A periodic steady-state can now be described as a solution to the following two-point periodic boundary value problem (BVP).
Several important points can be made. • The condition that the PSS is stable is not implied in (16).
• For every solution x of (16), we can obtain a whole continuum of solutions x T , 0 :::; T :::; T, by defining
This means that a solution x can be locally unique only if x is stationary, i.e. x(t) =XQ.
• For T = 0, every consistent value x is a solution. For this reason, we require T > 0; however, we cannot always avoid that a numerical method converges to T = 0 anyhow.
From the above is should become clear that a solution to (16) is far from unique, and that there is in fact a large number of undesirable solutions to (16) which are to be avoided by the simulator.
Autonomous oscillating circuits
This section discusses the structure of all possible solutions to the BVP (16). It discusses the problems that are caused by the non-uniqueness of the solutions.
As mentioned earlier, free-running oscillators have the property that they do not have any time-dependent input signals. This implies that they can be described mathematically by an autonomous ordinary differential equation (ODE) or DAE A simple example of an oscillator that can be described by an ODE is given in Figure 1 . The equations for this particular circuit are dv 1 . (18) is periodic and hence a PSS. However, none of these PSS is stable. Every PSS of (18) can uniquely be described by giving the initial values Vo and i o and the period T. In Figure 2 , we have sketched the set of parameter values i, v and T for which solutions exist. Though Colpitt's oscillator is rather simple compared to industrial relevant circuits, it has no known analytical solution and thus is still too complicated for our analysis. For that reason, we introduce the following simple model, which is a non-linear extension of (18) with L = C = 1. Similar .5~.
--"
.,., "-"':::.::;,._,;:.~"/-\:i:;: models have been used by others (e.g. [3] ) to assess methods for simulating free-running oscillators. First, let h : R -+ R be a function that satisfies the conditions
• h continuous and differentiable.
• h(O) > O.
• there are several points rk > 0 so that h(rk) = O.
Then we define the following ODE.
The problem (20) has the following properties
• It has at least one PSS solution, namely the stationary state with x = O.
However, this solution is unstable.
• For every rk > 0 with h(rk) = 0, we have that the circle described by x 2 + y2 = r~is a limit cycle. Moreover, if h'(rk) < 0, then the limit cycle is stable.
• As h'(rk) -+ 0 from below, the limit cycle x 2 + y2 = r~becomes a weaker and weaker attractor for nearby solutions of (18).
Some interesting choices for hare
• For h(r) = cosr there are an infinite number of stable and unstable limit cycles. Every zero of h corresponds to a limit cycle of (20). This choice of h shows that it is possible for several limit cycles to exist.
• For h(r) = c(l -r), there is exactly one stable limit cycle, namely the unit circle. However, the solution x(t) _ 0 is an unstable stationary solution. The single limit cycle is stable; convergence speed towards this limit cycle is determined by the parameter c > O. The closer c approaches 0, the slower convergence becomes. The fact that we can tune convergence speed with c makes this particular problem suitable as a benchmark problem.
In Figure 5 , we have sketched the set of parameter values i, v and T for which solutions to (20) exist. As we will see later, finding a stable PSS becomes more difficult when the PSS behaves only as a weak attractor, Le. the convergence towards the PSS is very slow. 
The well-known shooting method is described in [2] , chapter 4. We first discuss a method for solving (21) based on the shooting method. Consider the function ¢ : R N X R -t R, which is defined as
where x is the solution to (21a) with X(O) = x and T = T*. The problem (21) can now be formulated as follows. Find aT> 0 and a x ERN so that
In essence, we want to find a zero of the function 'l/J(x, T) := ¢(x, T) -x. If T would be known a priori, we would have a system of N equations with N unknowns, and a standard Newton algorithm could be used to solve it. However, since T is an additional unknown, we have N +1 unknowns and only N equations. The system (23) is thus under-determined. This corresponds to the earlier observation that any solution of (16) can be shifted to obtain another solution of (16). There are two ways to adapt this method to handle the foregoing under-determined system.
• Adapt the Newton algorithm so that we solve the system <P~x = b in a least-squares sense.
• Add an additional equation which makes the system non-singular. This equation should fix the phase, i.e. it s40uld disallow shifted solutions.
Such an equation is called a phase condition.
Neither approach is ideaL The first method destroys the quadratic convergence properties of the Newton method. The second method is extremely sensitive to bad initial guesses for T.
The Poincare-map method
The Poincare-map method is based on the following observation. Provided we start sufficiently close to a stable limit cycle C, a transient simulation will eventually converge towards C. After all, this is implied in the definition of a stable limit cycle. Therefore, we can simply find the PSg by starting at some point Xo and then performing a transient simulation until the solution x(t) has approached the stable limit cycle sufficiently close. There are, however, two disadvantages to this approach
• We have to find a way to detect when we have approached the stable limit cycle close enough. If T is known, a "running window" can be used, i.e. the value x(t) at the current integration time t is compared to the value at x(t -T). However, T is an unknown in the autonomous case.
• Convergence will be linear at best, which means that excessive computing time is needed to arrive at the solution.
In this section we will address the first problem. The method which we derive will still be hampered by the second problem; therefore, it will be rather slow. However, in the next section we shall show how we can accelerate the method. First we note that the length of the period can be estimated by looking for periodic recurring features in the computed circuit behaviour. A possible recurring feature is the point at which a specific condition is satisfied. This is equivalent to carrying out a Poincare-map iteration, see [5] , section 1.16. The idea is to cut the transient solution x(t) by a hyperplane. The hyperplane is defined by an affine equation of the form (x(t), n) = a, for some vector n and scalar a. This equation is called the switch equation. The situation is visualised in Figure 6 . The unaccelerated Poincare-map method can now be If for a specific initial state Xo the physical circuit converges to a PSS, then the Poincare-map method, when started with that state xo, will also converge to a PSS, provided that the mathematical model is accurate and a suitable time integrator is used. Typically, the user, who is designer of the circuit, will know a plausible initial state for the circuit, so it is not hard to find a good Xo. Moreover, oscillator circuits are typically designed so that they will converge to the stable PSS for a large set of initial conditions. For such a circuit, the Poincare-map method will also converge to this PSS.
Summarised, the Poincare-map method consists of finding a fixed point of a function F : R n -+ R n, which is defined as
Here, x(t) is the solution of (13) with x(O) = Xo, and T is the smallest t > 0 The period T does not explicitely enter into (25).
(25)
The MPE accelerated Poincare-map method
Suppose that the sequence (25) converges linearly to some fixed point x of F.
We look for a way to accelerate this, so as to get super-linear convergence. An acceleration method operates on the first k vectors of a sequence {x n }, and produces an approximation y to the limit of {x n }. This approximation can then be used to restart (25) and generate the beginning of a new sequence Yo, Yb Y2, .... Again, the acceleration method can be applied to this new sequence, resulting in a new approximation z of the limit. The idea is that the sequence x, y, z, ... converges much faster to the limit of {x n } than the sequence {Xn} itself. Typically, if {x n } converges linearly, then {x, y, z, ...} converges super-linearly. A well-known acceleration method is minimal polynomial extrapolation (MPE). A good overview of MPE, comparing it with competing techniques such as Reduced Rank Extrapolation (RRE) and Epsilon Extrapolation, is given in [13] . A more recent comparison of these methods is given in [6] , which also gives numerical comparisons. According to [6] , MPE compares favourably to the other methods mentioned.
As has been shown in [13] , it is also numerically more stable. Therefore, we decided to base our implementation on MPE.
Consider again the function F defined as in (24), and now suppose that xis a fixed point of F, Le. we have
We can linearise F around x, which gives us F(x + e) = x+ <T?e + O(lleW).
Here, <T? is defined as (26)
<T? := d~~x).
(28)
Now consider a sequence {x n }, n = 0,1,2, ..., generated by the recursion relation Xn+I = F(x n ). We can define the sequence of errors {en}n as
Using (27), we find the following recurrence relation for (en)n Define the sequence of differences:
..
•10 L--- Figure 10 : log(error) after each outer loop iteration for the accelerated Poincare-map method applied to (3).
It is easy to show that
We have for n~0
d n +1 = e n +2 -enH, (because of (32»
Let k be the smallest natural number· so that This means that there are scalars 0"0, .
Once we have found these CJp's, we can show
p=o Hence xapprox, an approximation of x is given by
p=o p=o
We can now restart the process by taking Xo = xapprox' Repeating this again and again, we obtain a sequence of approximations {(Yn}. This sequence will converge super-linearly to x if we start sufficiently close to x, i.e. Ileoll is sufficiently small.
Numerical results
In this section we compare the ordinary Poincare-map method and the MPE accelerated Poincare-map method. They have been applied to problem (20), where h was chosen to be
For all £ > 0, the resulting problem has exactly one stable limit cycle, namely the unit circle. The parameter £ > 0 affects the speed of convergence towards the limit cycle; as c approaches 0, the speed of convergence becomes slower and slower. The number of iterations needed for decreasing values of c is shown in Table 2 . From this, it is easy to see that the Poincare-map method becomes 1· 100 11. 10 For c = 3.10-2 , the errors for both methods after each iteration have been plotted in Figures 7 and 8 . In Figure 8 , only the error after each outer loop iteration has been plotted, whereas the figures in Table 2 indicates the total number of iterations. From Figures 7 and 8 , it is clear that the Poincaremap method gives linear convergence, whereas MPE accelerated Poincare gives super-linear convergence for this test problem. Numerical experiments have also been performed on Colpitt's Oscillator, as shown in figure 3 . The errors after each iteration for both methods have been plotted in Figures 9 and 10. Again note that in Figure 10 , only the error after each outer loop iteration has been plotted.
A Details of the implementation
One of our claims is that the proposed methods are easily implemented in existing circuit simulators. To back up this claim, we will now look into some implementation details, and point out how they can be handled. It will turn out that existing time integration routines can be reused, and that hierarchical storage schemes for circuit vectors do not pose any large problems.
The time integrator used in the transient simulation must be suitable for simulating an autonomous oscillator. In particular, the time integrator must not damp out the oscillation. For this reason, a pure BDF method should not be used. The numerical results in this paper have been performed with a O-method, a linear combination of 0 times Implicit Euler and 1 -0 times Explicit Euler. The parameter 0 is chosen as~+ Ch, where h is the step size and C a constant to be determined. This choice of 9 makes the method virtually second order. The constant C has to satisfy two properties:
• It must be so small that the numerical damping of the oscillation over a whole period T is less than the tolerance c.
• It must be so large that the numerical oscillations due to the DAE character of the equations are damped out during the "insensitive time" tinsensitive, which is discussed further on.
As it turns out, these two conditions are not too restrictive, and it is possible to choose a C that satisfies both. The Poincare-map methods require the user to provide a phase condition. As said before, a phase condition is an additional condition on the circuit state which makes the solution unique with respect to phase shifts. In order to find a suitable phase condition, it is necessary to identify at least one element in the circuit which participates in the oscillation. For example, if the designer has included an inductor L and a capacitor C in the circuit to create an oscillation, a suitable phase condition s might be s(t) = va(t) -Vb(t), were a and b are the nodes incident to C,
It is important that the condition s(t) = 0 is satisfied at some time when the periodic steady-state is reached. For this reason, it might be necessary to add a constant term to s.
A not unreasonable estimate for suitable values for V or J might be obtained by doing a DC analysis first and then using
It should be pointed out that the phase condition only requires 1 or 2 circuit variables to be computed. The phase condition can therefore be computed efficiently from a hierarchically stored circuit state vector x.
A.I Handling a hierarchical structure in the circuit simulator
The algorithms described further on only ever use the following operations on vectors.
• Addition: U + v
• Multiplication with a scalar: am
• Inner product: (u, w)
• Time integration. Typically, time integration methods already implemented in the circuit simulator can be reused for this.
All these operations can be performed efficiently when the circuit state vectors are stored in a hierarchical way. There shouldn't be any need to "flatten" a vector, Le. convert it to a linear array of scalar values. The 3 operations addition, multiplication with a scalar, and inner product taking, all require exactly one sweep through the hierarchy of the circuit.
However, every vector-valued function f composed of only additions and scalar multiplications can be evaluated using only one sweep through the hierarchy. This is because the i-th component of f(Ul"'" Uk) only depends on the i-th components of the input vectors Ul, •.. , Uk, not on any other components.
This fact can be used to optimise some of the following algorithms.
A.2 Implementing the Poincare-map method
An implementation of the Poincare-map algorithm can be described as follows.
1. Starting at some initial value xo, perform a transient analysis to find
x(t).
2. Find a sequence of times {tn}n, 0 < tl < t2 < ... and a sequence of solutions {xn}n, so that
• X n = x(tn ).
• s(xn ) = O.
• d~xl > O. t=tn 3. Find the first n for which IIXn+l -xnll < c, where c is some tolerance parameter specified by the user.
4. Set T := t n +! -t n and XPSS := X n +!.
It should be noted that steps 1, 2 and 3 are done intermittently rather than one after another.
The transient simulation will typically only provide information at discrete time points t i . In order to find the exact spot where the phase condition holds, we first compute the values s(t i ), and look for the smallest k so that s(t k ) < 0 and s(tk+l) 2 O. We now know that there is a t*, t k < t~tk+l, so that s(t*) = 0 and dS~:·) > O.
In order to find t*, we will use a Newton-like process. However, because t is a scalar quantity, we never need to invert a matrix. It follows that we can find t* using only fully hierarchical vector operations. are ignored. The value of tinsensitive should be smaller than the period of the PSS, but larger than the local step size h.
