Asymptotic analysis for the radial minimizer of a second-order energy functional  by Lei, Yutian
J. Math. Anal. Appl. 309 (2005) 176–197
www.elsevier.com/locate/jmaa
Asymptotic analysis for the radial minimizer
of a second-order energy functional
Yutian Lei
Department of Mathematics, Nanjing Normal University, Nanjing, Jiangsu, 210097, PR China
Received 31 March 2004
Available online 2 March 2005
Submitted by L. Debnath
Abstract
The convergence for the radial minimizers of a second-order energy functional, when the parame-
ter tends to 0 is studied. And the location of the zeros of the radial minimizers of this functional is
presented. Based on this result, the uniqueness of the radial minimizer is discussed.
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1. Introduction
Let B = {x ∈ Rn; |x| < 1}, g(x) = x on ∂B . Much effort had been devoted to the
study of the gradient flow of lower order energy, such as the following Ginzburg–Landau
functional
Fε(u,B) = 12
∫
B
|∇u|2 dx + 1
4ε2
∫
B
(
1 − |u|2)2 dx.
Many papers researched the properties for the minimizer of Fε(u,B), on the class of
functions {u(x) = f (r) x|x| ∈ H 1g (B,R2); r = |x|}, where the dimension n = 2. The mini-
mizer uε was called the radial minimizer (see [1,2,5,9]). When n > 2, M.C. Hong discussedE-mail addresses: leiyutian@njnu.edu.cn, lythxl@163.com.
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(cf. [6]).
Similarly, in this paper, we consider the minimization of the second-order energy func-
tional
Eε(u,B) = 12
∫
B
|∆u|2 dx + 1
4ε4
∫
B
(
1 − |u|2)2 dx
on the class of functions
W =
{
u(x) = f (r) x|x| ∈ H
2(B,Rn); f (1) = 1, r = |x|},
where the dimension n ∈ {2,3,4}. By means of the direct method in the calculus of vari-
ations, we see the minimizer exists, and it is also called the radial minimizer. We shall
establish the asymptotic analysis of the radial minimizer when ε → 0.
Such a perturbed variational problem arises in the study of thin film blisters (cf. [10]),
and the smectic type liquid crystals (cf. [7]). The functional Eε(u,B) is a simplified Oseen–
Frank energy. This functional is also the transformation of
F(u,G) =
∫
G
(
ε3|∆u∣∣2 + 1
ε
(
1 − |u|2)2)dx,
where G ⊂ Rn is a bounded domain, which was introduced in the study of the singular per-
turbation models abstracted from the problem of phase transitions, such as gradient strain
theories in plasticity, ferromagnetics, and other areas of materials science and engineering
(see [3]).
The study is also motivated by the research work in [8]. The authors gave the numerical
simulations and the related analysis of the evolution equation
ut + ∆2u = 1
ε4
u
(
1 − |u|2), in G.
Clearly, its steady state equation is just the Euler–Lagrange equation of the minimizer of
Eε(u,G) in H 2g (G,Rn). As in [8], we also concern with the asymptotic behavior of the
radial minimizer uε when ε → 0.
In polar coordinates, for u(x) = f (r) x|x| we have ∆ x|x| = − (n−1)x|x|3 and
∫
B
|∆u|2 = ∣∣Sn−1∣∣
1∫
0
rn−1
(
f 2rr − 2(n − 1)r−2ffrr + (n − 1)2r−4f 2
)
dr.
It is easily seen that f (r) x|x| ∈ H 2(B,Rn) implies f (r)r
n−5
2 , frr (r)r
n−1
2 ∈ L2(0,1). Con-
versely, if f (r) ∈ H 2loc(0,1], f (r)r
n−5
2 , frr (r)r
n−1
2 ∈ L2(0,1), then f (r) x|x| ∈ H 2(B,Rn).
Thus, if we denote
V = {f ∈ H 2loc(0,1]; r n−12 frr ∈ L2(0,1), r(n−5)/2f ∈ L2(0,1), f (1) = 1},
then V = {f (r); u(x) = f (r) x|x| ∈ W }. It is not difficult to see that the set V defined
above is a subset of C[0,1]. Substituting u(x) = f (r) x|x| ∈ W into Eε(u,B), we obtain
Eε(u,B) = |Sn−1|Eε(f, (0,1)), where
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(
f, (a, b)
)=
b∫
a
[
1
2
(
f 2rr − 2(n − 1)r−2ffrr + (n − 1)2r−4f 2
)
+ 1
4ε4
(
1 − f 2)2]rn−1 dr.
It implies that u = f (r) x|x| ∈ W is the minimizer of Eε(u,B), if and only if f (r) ∈ V is
the minimizer of Eε(f, (0,1)).
We will prove the following theorems.
Theorem 1.1 (Location of zeros). Let uε be a radial minimizer of Eε(u,B). Then there
exists a constant h, which is independent of ε, such that Zε = {x ∈ B; |uε(x)| < 12 } ⊂
B(0, hε). In particular, the zeros of uε are contained in B(0, hε).
Theorem 1.2 (Uniqueness). For any given ε ∈ (0, ε0), the radial minimizer uε of Eε(u,B)
is unique on W , as long as ε0 is sufficiently small.
Theorem 1.3 (H 2 convergence). Let uε be a radial minimizer of Eε(u,B). Then
lim
ε→0uε =
x
|x| , in H
2(K,Rn),
where K is an arbitrary compact subset of B¯ \ {0}.
Theorem 1.4 (Inner convergence). Let uε be a radial minimizer of Eε(u,B). Then for any
integer k > 1,
lim
ε→0uε =
x
|x| , in C
k
(
K,Rn
)
,
where K is an arbitrary compact subset of B \ {0}.
In Section 2, we present some properties of the radial minimizer. The proofs of Theo-
rems 1.1–1.4 will be given in Sections 3–6, respectively.
2. Preliminaries
By using the method in calculus of variations, we can deduce that
Proposition 2.1. The minimizer uε ∈ W is a weak radial solution of the problem
∆2u = 1
ε4
u
(
1 − |u|2), on B, (2.1)
u|∂B = x. (2.2)
Namely, for any φ = f x|x| ∈ H 20 (B,Rn), uε satisfies∫
∆u∆φ dx = 1
ε4
∫
uφ
(
1 − |u|2)dx.B B
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the solution uε ∈ H 2(B,Rn) of (2.1) and (2.2) is smooth.
When the dimension n  5, Eε(uε,B)  Eε
(
x
|x| ,B
)
 C. When n ∈ {2,3,4}, we also
have
Proposition 2.2. Let uε be a radial minimizer of Eε(u,B). Then there exists a constant
C > 0 (independent of ε ∈ (0,1)), such that
Eε(uε,B) C
(
εn−4 + 1), when n = 4, (2.3)
Eε(uε,B)
9
2
∣∣S3∣∣| ln ε| + C, when n = 4. (2.4)
Proof. Denote
I (ε,R) = Min
{ ∫
B(0,R)
[
1
2
|∆u|2 + 1
ε4
(
1 − |u|2)2]dx; u ∈ WR
}
,
where WR = {u(x) = f (r) x|x| ∈ H 2(B(0,R),Rn); r = |x|, f (R) = 1}. Then
I (ε,1) = Eε(uε,B) = 12
∫
B
|∆uε|2 dx + 14ε4
∫
B
(
1 − |uε|2
)2
dx
= εn−4
[
1
2
∫
B(0,ε−1)
|∆uε|2 dy + 14
∫
B(0,ε−1)
(
1 − |uε|2
)2
dy
]
= εn−4I(1, ε−1). (2.5)
Let u1 be a solution of I (1,1) and define
u2 = u1, if 0 < |y| < 1; u2 = y|y| , if 1 |y| ε
−1.
Thus u2 ∈ Wε−1 and when n ∈ {2,3},
I
(
1, ε−1
)
 1
2
∫
B(0,ε−1)
|∆u2|2 dy + 14
∫
B(0,ε−1)
(
1 − |u2|2
)2
dy
= 1
2
∫
B
|∆u1|2 dy + 14
∫
B
(
1 − |u1|2
)2
dy + 1
2
∫
B(0,ε−1)\B
∣∣∣∣∆ y|y|
∣∣∣∣
2
dy
= I (1,1) + (n − 1)
2|Sn−1|
2
ε−1∫
1
rn−5 dr
(n − 1)2|Sn−1|( 4−n)= I (1,1) +
2(4 − n) 1 − ε  C.
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I
(
1, ε−1
)
 I (1,1) + 9
2
∣∣S3∣∣| ln ε| + C.
Substituting these into (2.5) yields (2.3) and (2.4). 
Proposition 2.3. Assume uε = fε x|x| be a minimizer on W , and n = 4. For any large
integer N , there exists a constant ρ > 0 which is independent of ε, such that for any
1 − r < 2ρε,∣∣fε(r)∣∣ 1 − 1
N
.
Proof. From (2.4) it follows that
‖fε‖
C
1, 12 [ 12 ,1]
 ‖fε‖H 2( 12 ,1)  ‖uε‖H 2(B) 
9
2
∣∣S3∣∣| ln ε| + C.
Thus, for 1 > r > 1 − 2ρε,∣∣fε(1) − fε(r)∣∣ 92
∣∣S3∣∣| ln ε||1 − r|.
For any N > 0, take ρ = 19N . Since ε| ln ε| < 1 as ε is sufficiently small, we can see that as
r > 1 − 2ρε,∣∣fε(r)∣∣ 1 − 92
∣∣S3∣∣| ln ε||1 − r| 1 − 1
N
. 
Proposition 2.4. Assume uε be a minimizer on W . Then there exists a constant C1 > 0
which is independent of ε ∈ (0,1), such that as |x − x′| < ρε,∣∣uε(x) − uε(x′)∣∣ C1ε−α|x − x′|α, ∀α ∈ (0,1),
for any x ∈ A, where A = B¯ when n ∈ {2,3}; A = B(0,1 − ρε) when n = 4.
Proof. Using (2.3), (2.4) and Young inequality, we have that for any δ ∈ (0,1),∫
B
|u|4 dx =
∫
B
(
1 − |u|2)2 dx + 2∫
B
|u|2 dx + |B|
 C
(
εn + ε4| ln ε|)+ δ ∫
B
|u|4 dx + C(|B|, δ).
Choosing δ sufficiently small yields∫
B
|u|4 dx  C. (2.6)
When n ∈ {2,3}. From (2.3) it follows that∫
|∆u|2 dy = ε4−n
∫
|∆u|2 dx  C, (2.7)Bε B
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Bρ ⊂ Bε . Combining (2.7) with (2.6), and using the interpolation inequality, we obtain
that for any α ∈ (0,1),
‖uε‖Cα(Bρ)  C‖uε‖H 2(Bρ) C2,
with the constant C2 independent of ε. Noticing x = yε, we have that for any x, x′ ∈ Bρε ,∣∣uε(x) − uε(x′)∣∣ C2ε−α|x − y|α.
When n = 4. Substituting y = xε−1 into (2.1), we have
∆2u˜ = u˜(1 − |u˜|2) in B ⊂ Bε,
where u˜(y) = u(x). Differentiating it with respect to yj , multiplying by u˜yj ζ 2 for ζ ∈
C∞0 (B) and integrating, we obtain∫
B
∆u˜yj ∆
(
u˜yj ζ
2)dy = ∫
B
(u˜yj )
2(1 − |u˜|2)ζ 2 dy − 1
2
∫
B
[(|u˜|2)
yj
]2
ζ 2 dy.
Applying Young inequality, we see that for any δ ∈ (0,1),∫
B
(∆u˜yj )
2ζ 2 dy  2
∣∣∣∣
∫
B
∆u˜yj ∇u˜yj ∇
(
ζ 2
)
dy
∣∣∣∣+
∣∣∣∣
∫
B
∆u˜yj u˜yj ∆
(
ζ 2
)
dy
∣∣∣∣
+
∣∣∣∣
∫
B
(u˜yj )
2(1 − |u˜|2)ζ 2 dy∣∣∣∣
 δ
∫
B
(∆u˜yj )
2ζ 2 dy + C(δ)‖u˜ζ‖H 2(B).
From (2.6) and the interpolation inequality, it follows that∫
B
(∆u˜yj )
2ζ 2 dy  C,
where C is independent of ε. This, together with (2.6), means that ‖u˜‖H 3(Bρ) C. Apply-
ing the embedding inequality and letting x = yε, we have that for any x, x′ ∈ Bρε ,∣∣uε(x) − uε(x′)∣∣ C3ε−α|x − y|α,
with a constant C3 independent of ε. Choose C1 = max{C2,C3}. Then the proposition is
proved. 
Proposition 2.5. Let uε be a radial minimizer of Eε(u,B). Then there exists a positive
constant C independent of ε ∈ (0, ε0) with ε0 sufficiently small, such that
1
εn
∫ (
1 − |uε|2
)2
dx C.B
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When n = 4. In order to obtain the conclusion, we will apply the idea in [11]. Denote
ν(ε) = inf{Eε(u,B), u ∈ W }. Noting that for fixed u ∈ W , the map ε → Eε(u,B) is not
increasing and∣∣∣∣ ∂∂εEε(u,B)
∣∣∣∣= 1ε5
∫
B
(
1 − |u|2)2 dx,
we have that for the minimizer u = uε of Eε(u,B),
1
ε5
∫
B
(
1 − |u|2)2 dx = lim
δ→0
Eε(u,B) − Eε+δ(u,B)
δ
 limδ→0
ν(ε) − ν(ε + δ)
δ

∣∣ν′(ε)∣∣+ 1,
since ν(ε + δ)  Eε+δ(u,B)  Eε(u,B) = ν(ε). Thus, we can see that there exists
a sufficiently small constant ε0 > 0, such that for any ε < ε0, |εν′(ε)|  M, where
M = 92 |S3| + 1. Otherwise, we suppose that for any ε0 > 0, |ν′(ε)| > Mε . Integrating from
ε to ε0, we have
ν(ε)
ε0∫
ε
∣∣ν′(ε)∣∣dε − C > M| ln ε| − C,
which is contradicting (2.4) as long as ε0 is small enough. 
3. Proof of Theorem 1.1
In this section and thereafter, we always assume ε ∈ (0, ε0).
Proposition 3.1. For any η ∈ (0,1/2), there exist positive constants λ,µ independent of ε,
such that if
1
εn
∫
A∩B2lε
(
1 − |uε|2
)2
dx  µ, (3.1)
where B2lε is some ball of radius 2lε with l  λ, and A is the set in Proposition 2.4, then∣∣uε(x)∣∣ 1 − η, ∀x ∈ A ∩ Blε.
Proof. Firstly, we observe that there exists a constant β > 0 such that for any x ∈ A and
0 < ρ  1, |A ∩ B(x,ρ)| βρn.
Assume that α and C1 is the constants in Proposition 2.4. To prove the conclusion, we
choose (
η
) 1
α β 2 nλ =
2C1
, µ =
4
η λ . (3.2)
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B(x0, λε),∣∣uε(x) − uε(x0)∣∣C1ε−α|x − x0|α  C1ε−α(λε)α  C1λα = η2 .
Hence (1 − |uε(x)|2)2 > η24 , ∀x ∈ B(x0, λε), and∫
B(x0,λε)∩A
(
1 − |uε|2
)2
dx >
η2
4
∣∣A ∩ B(x0, λε)∣∣ β η24 (λε)n = µεn. (3.3)
Since x0 ∈ Blε ∩ A, and (B(x0, λε) ∩ A) ⊂ (B2lε ∩ A), (3.3) implies∫
B2lε∩A
(
1 − |uε|2
)2
dx > µεn,
which contradicts (3.1) and thus Proposition 3.1 is proved. 
Given η ∈ (0,1/2). Let λ,µ be constants in Proposition 3.1 corresponding to η. If
1
εn
∫
B(xε,2λε)∩A
(
1 − |uε|2
)2
dx  µ,
then B(xε,λε) is called good ball. Otherwise B(xε,λε) is called bad ball.
Now suppose that {B(xεi , λε), i ∈ I } is a family of balls satisfying
(i) xεi ∈ A, i ∈ I ;
(ii) A ⊂
⋃
i∈I
B
(
xεi , λε
);
(iii) B(xεi , λε/4)∩ B(xεj , λε/4)= ∅, i = j. (3.4)
Denote Jε = {i ∈ I ; B(xεi , λε) is a bad ball}.
Proposition 3.2. For any given η ∈ (0,1/2), there exists a positive integer M independent
of ε, such that the number of bad balls CardJε M .
Proof. Since (3.4) implies that every point in B can be covered by finite, say m (indepen-
dent of ε) balls, from Proposition 2.5 and the definition of bad balls, we have
µεn CardJε 
∑
i∈Jε
∫
B(xεi ,2λε)∩A
(
1 − |uε|2
)2
dx m
∫
⋃
i∈Jε B(x
ε
i ,2λε)∩A
(
1 − |uε|2
)2
dx
m
∫
B
(
1 − |uε|2
)2
dx mCεn
and hence CardJε  mCµ M . 
Similar to the argument of [2, Theorem IV.1], we have
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h ∈ [λ,λ9M ] such that⋃
i∈Jε
B
(
xεi , λε
)⊂⋃
i∈J
B
(
xεj , hε
)
,
∣∣xεi − xεj ∣∣> 8hε, i, j ∈ J, i = j. (3.5)
Proof. If there are two points x1, x2 such that (3.5) is not true with h = λ, we take h1 = 9λ
and J1 = Jε \{1}. In this case, if (3.5) holds we are done. Otherwise, we continue to choose
a pair points x3, x4 which does not satisfy (3.5) and take h2 = 9h1 and J2 = Jε \ {1,3}.
After at most M steps we may choose λ h λ9M and conclude this proposition. 
Applying Proposition 3.3, we may modify the family of bad balls such that the new one,
denoted by {B(xεi , hε); i ∈ J }, satisfies⋃
i∈Jε
B
(
xεi , λε
)⊂⋃
i∈J
B
(
xεi , hε
)
, λ h;
CardJ  CardJε,
∣∣xεi − xεj ∣∣> 8hε, i, j ∈ J, i = j.
The last condition implies that every two balls in the new family are not intersected.
Now we prove our main result of this section.
Theorem 3.4. Let uε be a radial minimizer of Eε(u,B). Then for any η ∈ (0,1/2), there
exists a constant h = h(η) independent of ε, such that Zε = {x ∈ A; |uε(x)| < 1 − η} ⊂
B(0, hε).
Proof. Suppose there exists a point x0 ∈ Zε such that x0 ∈ B(0, hε). Then all points on the
circle S0 = {x ∈ A; |x| = |x0|} satisfy |uε(x)| < 1 − η, hence, in virtue of Proposition 3.1,
all points on S0 are contained in bad balls. However, since |x0| hε,S0 cannot be covered
by a single bad ball. S0 can be covered by at least two bad balls (which are not intersected).
This is impossible. Theorem is proved. 
By Proposition 2.3 and Theorem 3.4, we can see that for any η > 0 and N > 0, there
exists h (only depends on η), such that
∣∣uε(x)∣∣min
{
1 − η,1 − 1
N
}
, ∀x ∈ B¯ \ B(0, hε). (3.6)
This means that the zeros of uε are contained in B(0, hε). In particular, all the zeros con-
verge to the origin when ε → 0.
4. Proof of Theorem 1.2
Fix ε ∈ (0, ε0). Suppose u1(x) = f1(r) x|x| and u2(x) = f2(r) x|x| are both radial mini-
mizers of Eε(u,B) on W , then they are both weak radial solutions of (2.1), (2.2). Thus
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∫
B
(∆u1 − ∆u2)∆φ dx = 1
ε4
∫
B
[
(u1 − u2) −
(
u1|u1|2 − u2|u2|2
)]
φ dx.
Taking φ = u1 − u2 = (f1 − f2) x|x| , we have∫
B
(∆u1 − ∆u2)∆(u1 − u2) dx
= 1
ε4
∫
B
(f1 − f2)2 dx − 1
ε4
∫
B
(f1 − f2)2
(
f 21 + f 22 + f1f2
)
dx
= 1
ε4
∫
B\B(0,hε)
(f1 − f2)2
[
1 − (f 21 + f 22 + f1f2)]dx
+ 1
ε4
∫
B(0,hε)
(f1 − f2)2 dx − 1
ε4
∫
B(0,hε)
(f1 − f2)2
(
f 21 + f 22 + f1f2
)
dx. (4.1)
Letting η and 1
N
in (3.6) be sufficiently small, we have f1, f2  1/
√
2 on B \B(0, hε) for
any given ε ∈ (0, ε0). Hence∫
B
(∆u1 − ∆u2)2 dx  1
ε4
∫
B(0,hε)
(f1 − f2)2 dx.
Noting that f1(|x|) − f2(|x|) = 0 as x ∈ ∂B , using the embedding inequality yields∫
B
∣∣∇(f1 − f2)∣∣2 dx 
∫
B
∣∣∇(u1 − u2)∣∣2 dx  C
∫
B
∣∣∆(u1 − u2)∣∣2 dx
 C(ε)
∫
B(0,hε)
(f1 − f2)2 dx. (4.2)
In the case n ∈ {3,4}, we apply the embedding inequality ‖f ‖
L
2n
n−2
 β‖∇f ‖L2 , where
β = 2(n−1)
n−2 . Taking f = f1 − f2 and applying (4.2), we obtain[∫
B
|f | 2nn−2 dx
] n−2
n
 β2
∫
B
|∇f |2 dx  C(β, ε)
∫
G
|f |2 dx,
where G = B(0, hε). Using Hölder’s inequality, we derive∫
G
|f |2 dx  |G|1− n−2n
[∫
G
|f | 2nn−2 dx
] n−2
n
C
(|B|, β, ε)h2 ∫
G
|f |2 dx, (4.3)
for any given ε ∈ (0, ε0). Denote F(η) =
∫
B(0,h(η)ε) |f |2 dx, then F(η) 0 and (4.3) im-
plies that ( ( ) )
F(η) 1 − C |B|, β, ε h2  0. (4.4)
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h = h(η) λ9M = 9M η2C0 (which is implied by (3.2)) satisfies
0 < 1 − C(|B|, β, ε)h2
for the fixed ε ∈ (0, ε0). Combining this with (4.4) implies that F(η) = 0. Namely f = 0
a.e. on G, or
f1 = f2, a.e. on B(0, hε).
Substituting this into (4.2), we know that u1 − u2 = C a.e. on B . Noticing the continuity
of u1, u2, and u1 = u2 = x on ∂B , we can see at last that
u1 = u2, on B¯.
In the case n = 2, by using the embedding inequality ‖f ‖L6  C‖∇f ‖L2/3 , and the
same argument above, we can also deduce the conclusion. The proof of Theorem 1.2 is
complete.
5. Proof of Theorem 1.3
In this section, we shall prove that the radial minimizer uε is H 2 bounded. When the
dimension n > 4, it is easy to see that
Eε(uε,B)Eε
(
x
|x| ,B
)
 C,
with the constant C > 0 independent of ε. By an argument of the weak, low semi-continuity
of
∫
B
|∆u|2 dx, we obtain easily that
lim
ε→0uε =
x
|x| , in H
2(B,Rn).
When n ∈ {2,3,4}, we have
Proposition 5.1. Let uε be a minimizer of Eε(u,B). Then for any T ∈ (0,1/3), there exist
ξ ∈ [T ,2T ] and a constant C > 0 (which is independent of ε), such that
Eε
(
uε,B \ B(0, ξ)
)
 1
2
∫
B\B(0,ξ)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx + CεG(ε),
where G(ε) = | ln ε| when n = 4; G(ε) = 1 when n ∈ {2,3}.
Proof. Step 1. Using the mean value theorem, from (2.3) and (2.4), we see that there
exists ξ1 ∈ [T ,2T ], such that
Eε
(
uε, ∂B(0, ξ1)
)
 CEε(uε,B)CF(ε), (5.1)where F(ε) = | ln ε| when n = 4; F(ε) = εn−4 when n ∈ {2,3}. Denote f = fε = |uε|. Set
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f2(r) = f (ξ1) + 1 − f (ξ1)
ε
(r − ξ1) as r ∈ [ξ1, ξ1 + ε];
f2(r) = 1 as r ∈ [ξ1 + ε,1].
Obviously,
Eε
(
x
|x|f2,B \ B(0, ξ1 + ε)
)
= 1
2
∫
B\B(0,ξ1+ε)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx. (5.2)
On the other hand, from (5.1) there holds
1
ε4
(
1 − f (ξ1)
)2  CF(ε). (5.3)
Using this, we obtain
J (ξ1) := 14ε4
ξ1+ε∫
ξ1
(
1 − f (ξ1)
)2
rn−1 dr CF(ε)
ξ1+ε∫
ξ1
rn−1 dr  CεF(ε).
When r ∈ [ξ1, ξ1 + ε], it is not difficult to see that f 22  1 and (1 − f 22 )2  (1 − f 2(ξ1))2.
Noting that ∇f2 · ∇ x|x| = 0 and (f2)rr = 0, we have
Eε
(
f2
x
|x| ,B(0, ξ1 + ε) \ B(0, ξ1)
)
=
∫
B(0,ξ1+ε)\B(0,ξ1)
[
1
2
(
|∆f2|2 + 2f2∆f2 x|x|∆
x
|x| + f
2
2
∣∣∣∣∆ x|x|
∣∣∣∣
2)
+ 1
4ε4
(
1 − f 22
)2]
dx
 Cε + 1
2
∫
B(0,ξ1+ε)\B(0,ξ1)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx + J (ξ1)
 1
2
∫
B(0,ξ1+ε)\B(0,ξ1)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx + CεF(ε). (5.4)
Noting uε is the radial minimizer, we have
Eε(uε,B)Eε
(
x
|x|f2,B
)
. (5.5)
Substituting (5.2) and (5.4) into (5.5) yields
Eε(uε,B)
1 ∫ ∣∣∣∣∆ x
∣∣∣∣
2
dx + CεF(ε) + Eε
(
uε,B(0, ξ1)
)
.2
B\B(0,ξ1)
|x|
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Eε
(
uε,B \ B(0, ξ1)
)
 1
2
∫
B\B(0,ξ1)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx + CεF(ε). (5.6)
When n = 4, we choose ξ = ξ1, and proposition is proved.
Step 2. When n ∈ {2,3}. From (5.6) it is led to Eε(uε,B \ B(0, ξ1)) Cεn−3. Applying
the mean value theorem, we see that there exists ξ2 ∈ [ξ1,2T ] such that
1
ε4
(
1 − f (ξ2)
)2  Cεn−3. (5.7)
Let
f2(r) = f (r) as r ∈ [0, ξ2];
f2(r) = f (ξ2) + 1 − f (ξ2)
ε
(r − ξ2) as ∈ [ξ2, ξ2 + ε];
f2(r) = 1 as r ∈ [ξ2 + ε,1].
Replacing (5.3) by (5.7), we may derive J (ξ2)Cεn−2. Then (5.4) can be rewritten as
Eε
(
f2
x
|x| ,B(0, ξ2 + ε) \ B(0, ξ2)
)
 1
2
∫
B(0,ξ2+ε)\B(0,ξ2)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx + Cεn−2.
Clearly, (5.2) can be replaced by
Eε
(
x
|x|f2,B \ B(0, ξ2 + ε)
)
= 1
2
∫
B\B(0,ξ2+ε)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx.
So,
Eε(uε,B)Eε
(
x
|x|f2,B
)
 1
2
∫
B\B(0,ξ2)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx + Cεn−2 + Eε
(
uε,B(0, ξ2)
)
,
which implies that
Eε
(
uε,B \ B(0, ξ2)
)
 1
2
∫
B\B(0,ξ2)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx + Cεn−2. (5.8)
When n = 3, we can choose ξ = ξ2, and proposition is proved.
Step 3. When n = 2. From (5.8) it is led to Eε(uε,B \B(0, ξ1)) C. Applying the mean
value theorem, we see that there exists ξ3 ∈ [ξ2,2T ] such that
1
ε4
(
1 − f (ξ3)
)2  C. (5.9)
Let
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f3(r) = f (ξ3) + 1 − f (ξ3)
ε
(r − ξ3) as r ∈ [ξ3, ξ3 + ε];
f3(r) = 1 as r ∈ [ξ3 + ε,1].
Using (5.9) instead of (5.7), and by the same argument of Step 2, we may also obtain at
last that
Eε
(
uε,B \ B(0, ξ3)
)
 1
2
∫
B\B(0,ξ3)
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx + Cε.
Choosing ξ = ξ3, we can see the conclusion of the proposition. 
Theorem 5.2. Let uε be a radial minimizer of Eε(u,B), n ∈ {2,3,4}. Then
lim
ε→0uε =
x
|x| , in H
2(K,Rn),
where K is an arbitrary compact subset of B¯ \ {0}.
Proof. Without loss of generality, we may assume K = B¯ \B(0, ξ). Then, Proposition 5.1
implies∫
K
|∆uε|2 dx C, (5.10)
∫
K
(
1 − |uε|2
)2
dx  Cε4. (5.11)
Similar to the derivation of (2.6), from (5.11), it is led to ∫
K
|uε|4 dx  C. Combining this
with (5.10) yields ‖uε‖H 2(K)  C. Thus, there exists u0 ∈ H 2(K,Rn), and a subsequence
uεk of the radial minimizers uε such that as εk → 0,
uεk → u0, weakly in H 2
(
K,Rn
)
, (5.12)
uεk → u0, in C
(
K,Rn
)
. (5.13)
Obviously, (5.13) implies that u0 = x|x| .
From (5.12) and the weak low semi-continuity of ∫
G
|∆u|2 dx, it follows that∫
K
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx  lim εk→0
∫
K
|∆uεk |2 dx.
By using Proposition 5.1, we have∫
K
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx  lim εk→0
∫
K
|∆uεk |2 dx  limεk→0
∫
K
|∆uεk |2 dx 
∫
K
∣∣∣∣∆ x|x|
∣∣∣∣
2
dx.
This means that
lim
∫
|∆uεk |2 dx =
∫ ∣∣∣∣∆ x
∣∣∣∣
2
dx.εk→0
K K
|x|
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∆uεk → ∆
x
|x| , in L
2(K,Rn), (5.14)
which, together with (5.13), implies that as εk → 0,
∇uεk → ∇
x
|x| , in L
2(K,Rn). (5.15)
Combining (5.13)–(5.15), we obtain
uεk →
x
|x| , in H
2(K,Rn).
Noting that the limit is always x|x| , this convergence holds not only for uεk , but also
for uε . 
6. Proof of Theorem 1.4
From Proposition 2.1, we can deduce that, for any ϕ ∈ C∞0 [0,1], the minimizer fε of
Eε(f, (0,1)) in V satisfies
1∫
0
[
frrϕrr + (n − 1)
2
r4
f ϕ − n − 1
r2
(f ϕrr + frrϕ)
]
rn−1 dr
= 1
ε4
1∫
0
f
(
1 − f 2)ϕrn−1 dr. (6.1)
Proposition 6.1. For any T ∈ (0,1/3), there exists C = C(T ) > 0 (independent of ε), such
that ∥∥f (4)ε ∥∥Cα[2T ,1−2T ]  C, for some α ∈ (0,1/2).
Proof. Step 1. Since the radial minimizer uε = fε x|x| is a classical solution of (2.1) and
(2.2), we can take ϕ = (frζ 4)r in (6.1), where ζ ∈ C∞0 (0,1), ζ = 0 on [0, T ] ∪ [1 − T ,1]
and ζ = 1 on [2T ,1 − 2T ]. Integrating by parts, we have
1∫
0
rn−1(frrr )2ζ 4 dr + 12ε4
1∫
0
rn−1
[(
f 2
)
r
]2
ζ 4 dr

∣∣∣∣∣
1∫
0
(
rn−1
)
r
frr
(
frζ
4)
rr
dr
∣∣∣∣∣+
∣∣∣∣∣
1∫
0
rn−1 (n − 1)
2
r4
f
(
frζ
4)
r
dr
∣∣∣∣∣
+
∣∣∣∣
1∫
rn−1 n − 12 frr
(
frζ
4)
r
dr
∣∣∣∣+ (n − 1)
∣∣∣∣
1∫ (
rn−3f
)
rr
(
frζ
4)
r
dr
∣∣∣∣∣
0
r ∣ ∣
0
∣
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ε4
∣∣∣∣∣
1∫
0
rn−1
(
1 − f 2)ζ 4[n − 1
r
ffr + (fr)2
]
dr
∣∣∣∣∣ :=
5∑
i=1
Ii . (6.2)
By using Young inequality, we see that for any δ1 ∈ (0,1),
4∑
i=1
Ii  δ1
1∫
0
rn−1f 2rrrζ 4 dr + C(δ1, T )
(
1 +
1−T∫
T
(frr )
2 dr
)
, (6.3)
I5  C(T )
∣∣∣∣∣
1∫
0
rn−1
(
1 − f 2)ζ 4[1 + (fr)2]dr
∣∣∣∣∣.
Noting that f > 0 on [T ,1 − T ] (which is implied by (3.6)), we can take ϕ = f−1ζ 4(1 +
(fr)
2) in (6.1). Thus, for any δ2 ∈ (0,1),
1
ε4
1∫
0
rn−1
(
1 − f 2)ζ 4(1 + (fr)2)dr
=
1∫
0
rn−1
{
frr
[
f−1ζ 4
(
1 + (fr)2
)]
rr
+ (n − 1)
2
r4
ζ 4
(
1 + (fr)2
)
− n − 1
r2
[
frr
(
f−1ζ 4
(
1 + (fr)2
))+ f (f−1ζ 4(1 + (fr)2))rr]
}
dr
 δ2
1∫
0
rn−1(frrr )2ζ 4 dr + C(δ2, T )
(
1 +
1−T∫
T
(frr )
4ζ 4 dr
)
.
Substituting the following inequality into the result above,
1−T∫
T
(frr )
4ζ 4 dr  δ3
1−T∫
T
(frrr )
2rn−1ζ 4 dr + C(δ3, T ),
where δ3 ∈ (0,1), which is implied by the embedding inequality and Young inequality, we
obtain
1
ε4
1∫
0
rn−1
(
1 − f 2)ζ 4(1 + (fr)2)dr

(
δ2 + δ3C(δ2, T )
) 1−T∫
T
ζ 4(frrr )
2rn−1 dr + C(δ2, δ3, T ). (6.4)Combining (6.3) and (6.4) with (6.2), and applying Proposition 5.1, we derive
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)1∫
0
rn−1(frrr )2ζ 4 dr + 12ε4
1∫
0
rn−1
[(
f 2
)
r
]2
ζ 4 dr

(
δ1 + δ2 + δ3C(δ2, T )
) 1∫
0
ζ 4(frrr )
2rn−1 dr + C(δ1, δ2, δ3, T ).
Choosing δi (i = 1,2,3) sufficiently small, yields that
1∫
0
rn−1(frrr )2ζ 4 dr + 12ε4
1∫
0
rn−1
[(
f 2
)
r
]2
ζ 4 dr  C(T ). (6.5)
Step 2. Taking ϕ = [(f 2)rrζ 4]rr in (6.1) and integrating by parts, we have
2
1∫
0
rn−1
[
f (4)
]2
f ζ 4 dr + 1
ε4
1∫
0
rn−1f
[(
f 2
)
rr
]2
ζ 4 dr

∣∣∣∣∣
1∫
0
(
rn−1frr
)
rr
[(
4frfrrr + 2(frr )2 + 2
[
(fr)
2]
r
)
ζ 4 + 2(f 2)
rrr
(
ζ 4
)
r
+ (f 2)
rr
(
ζ 4
)
rr
]
dr
∣∣∣∣∣
+
∣∣∣∣∣
1∫
0
(
rn−1
)
rr
[(
f 2
)
rr
ζ 4
]
rr
dr
∣∣∣∣∣+
∣∣∣∣∣
1∫
0
rn−1 (n − 1)
2
r4
f
[(
f 2
)
rr
ζ 4
]
rr
dr
∣∣∣∣∣
+
∣∣∣∣∣
1∫
0
rn−1 n − 1
r2
frr
[(
f 2
)
rr
ζ 4
]
rr
dr
∣∣∣∣∣+
∣∣∣∣∣
1∫
0
rn−1
(
n − 1
r2
f
)
rr
[(
f 2
)
rr
ζ 4
]
rr
dr
∣∣∣∣∣
+ 1
ε4
∣∣∣∣∣
1∫
0
[(
rn−1
)
rr
f
(
1 − f 2)+ 2(rn−1)
r
fr
(
1 − f 2)+ 2(rn−1)
r
f
(
1 − f 2)
r
+ rn−1frr
(
1 − f 2)+ 2rn−1fr(1 − f 2)r](f 2)rr ζ 4 dr
∣∣∣∣∣
:=
5∑
Ji + 14
1∫ ( 10∑
Ji
)(
f 2
)
rr
ζ 4 dr. (6.6i=1 ε 0 i=6
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5∑
i=1
Ji  δ4
1∫
0
rn−1
(
f (4)
)2
ζ 4 dr + C(δ4, T ). (6.7)
On the other hand, integrating by parts, we have
1∫
0
(J8 + J10)
(
f 2
)
rr
ζ 4 dr
= −2
1∫
0
(
1 − f 2)[(rn−1)
r
f
(
f 2
)
rr
ζ 4 + rn−1fr
(
f 2
)
rr
ζ 4
]
r
dr.
Thus,
1
ε4
1∫
0
( 10∑
i=6
Ji
)(
f 2
)
rr
ζ 4 dr = 1
ε4
1∫
0
(
1 − f 2)H1 dr,
where
H1 =
[(
rn−1
)
rr
f + 2(rn−1)
r
fr + rn−1frr
](
f 2
)
rr
ζ 4
− 2[((rn−1)
r
f + rn−1fr
)(
f 2
)
rr
ζ 4
]
r
.
In order to estimate it, we take ϕ = H1
rn−1f in (6.1). Applying Young inequality and (6.5),
we see that for any δ5 ∈ (0,1),
1
ε4
1∫
0
(
1 − f 2)H1 dr =
1∫
0
(
rn−1frr
)
rr
H1
rn−1f
dr +
1∫
0
(n − 1)2
r4
f
H1
rn−1f
dr
−
1∫
0
n − 1
r2
frr
H1
rn−1f
dr −
1∫
0
(
n − 1
r2
f
)
rr
H1
rn−1f
dr
 δ5
1∫
0
rn−1
[
f (4)
]2
ζ 4 dr + C(δ5, T ). (6.8)
Substituting (6.7) and (6.8) into (6.6), choosing δ4 and δ5 sufficiently small, and noting
(3.6), we obtain
1∫
rn−1ζ 4
[
f (4)
]2
dr + 1
ε4
1∫
rn−1f
[(
f 2
)
rr
]2
ζ 4 dr  C(T ). (6.9)0 0
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parts, and using Young inequality and (6.9), we get
1∫
0
rn−1
[
f (5)
]2
ζ 4 dr + 1
ε4
1∫
0
rn−1f
[(
f 2
)
rrr
]2
ζ 4 dr
 C(T ) + 1
ε4
1∫
0
(
1 − f 2)H2 dr, (6.10)
where
H2 =
(
rn−1f
)
rrr
(
f 2
)
rrr
ζ 4 − 3[(rn−1f )
rr
(
f 2
)
rrr
ζ 4
]
r
+ 3[(rn−1fr)r(f 2)rrrζ 4]rr .
Replacing H1 by H2 in (6.8), and applying Young inequality and (6.9), we can derive that
for any δ6 ∈ (0,1),
1
ε4
1∫
0
(
1 − f 2)H2 dr  δ6
1∫
0
rn−1
[
f (5)
]2
ζ 4 dr + C(δ6, T ).
Substituting this into (6.10) and choosing δ6 sufficiently small, we obtain
1∫
0
rn−1
[
f (5)
]2
ζ 4 dr  C(T ). (6.11)
Combining Proposition 5.1 with (6.5), (6.9), (6.11), and using the embedding inequality
yields∥∥f (4)ε ∥∥Cα[2T ,1−2T ]  C(T ), ∀α ∈ (0,1/2). (6.12)
Proposition is proved. 
Proof of Theorem 1.4. Since the radial minimizer uε(x) = fε(r) x|x| , (6.12) means that,
for any compact subset K ⊂ B \ {0}, there exists a constant C = C(K) > 0, which is
independent of ε, such that∥∥∆2uε∥∥Cα(K) C(K),
which leads to
‖F‖Cα(K)  C(K),
where F = 1
ε4
uε(1 − |uε|2), from Eq. (2.1). Applying the regularity results of the bi-
harmonic equation (cf. [4]), from ‖F‖Cα(K)  C, we can deduce that the solution uε of
∆2u = F satisfies
‖uε‖Ck(K)  C(k,K), ∀k > 1,
where C(k,K) only depends on k and K . Thus, there exist u0 ∈ Ck(K) and a subsequence
uεm of uε , such that as m → ∞,uεm → u0, in Ck(K).
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gence above holds not only for the subsequence uεm , but also for uε itself. Theorem 1.4 is
proved. 
7. Global convergence
In this section, we always assume fε solves the following problem:(
rn−1frr
)
rr
− (n − 1)[rn−3frr + (rn−3f )rr]+ (n − 1)2rn−5f
= 1
ε4
rn−1f
(
1 − f 2), on (0,1), (7.1)
f (1) = 1, (7.2)
frr(1) = 0. (7.3)
We have the global convergence as follows.
Theorem 7.1. If for any T > 0, there exists C > 0, which does not depend on ε, such that
‖fε‖H 2[T ,1]  C and fε > C−1 on [T ,1], (7.4)
then
lim
ε→0fε = 1, in C
2,α[T ,1] for some α ∈ (0,1/2). (7.5)
Remark 7.2. In view of (6.1), we see that (7.1) is the Euler–Lagrange equation, which the
minimizer fε of Eε(f, (0,1)) satisfies. The condition (7.4) corresponds to the conditions
(3.6) and Proposition 5.1, which is necessary to prove Theorem 1.4. Similar to the deriva-
tion of (3.6) and the same proof of Proposition 5.1, we also know that for the minimizer fε
of Eε(f, (0,1)) on {f ∈ H 4loc(0,1]; r
n−1
2 frr ∈ L2(0,1), r(n−5)/2f ∈ L2(0,1), f (1) = 1,
frr (1) = 0}, the condition (7.4) is still true. So, the convergence (7.5) also holds in virtue
of Theorem 7.1. Hence, for any compact subset K of B¯ \ {0}, as ε → 0,
uε(x) = fε(r) x|x| →
x
|x| , in C
2,α(K).
Proof of Theorem 7.1. Let g(r) = f (r + 1) − 1. Define
g˜(r) = g(r) as − 1 < r  0; g˜(r) = −g(−r) as 0 < r < 1.
If still denote f (r) = g˜(r − 1) + 1 on (0,2), then f (r) solves (7.1) on (0,2). Take R < 14
sufficiently small, and set ζ ∈ C∞0 (0,2), ζ = 1 as r ∈ [1 − R,2 − R], ζ = 0 as r  2R.
Differentiating (7.1), multiplying with frζ 4 and integrating over [R,1], we have
1∫ (
rn−1frr
)
rrr
frζ
4 dr + (n − 1)
1∫ [
rn−3frr +
(
rn−3f
)
rr
]
r
frζ
4 drR R
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1∫
R
(
rn−5f
)
r
frζ
4 dr
= 1
ε4
1∫
R
[
rn−1f
(
1 − f 2)]
r
frζ
4 dr.
Integrating by parts, we obtain
1∫
R
(
rn−1frr
)
rrr
frζ
4 dr = (rn−1frr)rrfrζ 4∣∣1R−(rn−1frr)r(frζ 4)r ∣∣1R
+
1∫
R
(
rn−1frr
)
r
(
frζ
4)
rr
dr =
3∑
i=1
Ii,
1∫
R
[
rn−3frr +
(
rn−3f
)
rr
]
r
frζ
4 dr
= [rn−3frr + (rn−3f )rr](frζ 4)∣∣1R −
1∫
R
[
rn−3frr +
(
rn−3f
)
rr
](
frζ
4)
r
dr
= I4 + I5,
1∫
R
(
rn−5f
)
r
frζ
4 dr = rn−5ffrζ 4
∣∣1
R
−
1∫
R
rn−5f
(
frζ
4)
r
dr = I6 + I7,
1
ε4
1∫
R
[
rn−1f
(
1 − f 2)]
r
frζ
4 dr
= 1
ε4
1∫
R
(
rn−1f
)
r
(
1 − f 2)frζ 4 dr − 1
ε4
1∫
R
rn−1
[(
f 2
)
r
]2
ζ 4 dr.
From (7.3), ζ(R) = 0 and (ζ 4)r |1R = 0, it follows that
I2 = −
(
rn−1frr
)
r
[
frrζ
4 + fr
(
ζ 4
)
r
]∣∣1
R
= 0.
Noting (7.2), ζ(R) = 0 and using (7.1) at r = 1, we derive
I1 + (n − 1)I4 + (n − 1)2I6 = r
n−1
ε4
f
(
1 − f 2)frζ 4∣∣r=1 = 0.
So,
I3 + (n − 1)I5 + (n − 1)2I7  14
1∫ (
rn−1f
)
r
(
1 − f 2)frζ 4 dr.ε
R
Y. Lei / J. Math. Anal. Appl. 309 (2005) 176–197 197By the same argument of Step 1 in the proof of Proposition 6.1, from (7.4) we also deduce
finally that
1∫
R
rn−1(frrr )2ζ 4 dr C(R).
Noticing that ζ = 1 on [1 − R,1], we see easily the conclusion by using the embedding
theorem. 
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