Harvey and Leybourne (2015) construct con…dence sets for the timing of a break in level and/or trend, based on inverting sequences of test statistics for a break at all possible dates. These are valid, in the sense of yielding correct asymptotic coverage, for I(0) or I(1) errors. In constructing the tests, location-dependent weights are chosen for values of the break magnitude parameter such that each test conveniently has the same limit null distribution. By not imposing such a scheme, we show that it is generally possible to signi…cantly shorten the length of the con…dence sets, whilst maintaining accurate coverage properties.
that use of a KY-type probability measure might result in increased test power and shorter con…dence sets, at least in the I(1) context. In this paper, we pursue such a modi…cation of HL. The new weighting scheme results in new limit distributions for both the I(0)-and I(1)-based tests, and hence new critical values, which are now location dependent. Using …nite sample Monte Carlo simulations, we then show that this new weighting scheme, while having little e¤ect on coverage rates, can yield a signi…cant shortening of the con…dence intervals, particularly when the errors are I(1), or are I(0) but exhibit a reasonable degree of persistence.
The model and con…dence sets
As in HL we consider a model for y t that permits a level and/or a trend break in the presence of I(0) or I(1) errors:
1 + 2 t + 1 1(t > b 0 T c) + 2 (t b 0 T c)1(t > b 0 T c) + " t ; t = 1; :::; T
" t = " t 1 + u t ; t = 2; :::; T; " 1 = u 1
with b 0 T c 2 f2; :::; T 2g T the level and/or trend break point with (unknown) associated break fraction 0 ('b c' denoting integer part). In (1), a level break occurs at time b 0 T c when 1 6 = 0; likewise, a trend break occurs if 2 6 = 0. In (2) j j 1 and u t is I(0).
For an assumed break point b T c 2 T , we test the null hypothesis H 0 : b 0 T c = b T c against the alternative H 1 : b 0 T c 6 = b T c. Then, following EM, a (1 )-level con…dence set for 0 is constructed by inverting a sequence of -level tests of H 0 for b T c 2 T , with the resulting con…dence set comprised of all b T c for which H 0 is not rejected. Provided the test of H 0 has size for all b T c, the con…dence set will have correct coverage, as the probability of excluding 0 from the con…dence set is . The more powerful a test is under H 1 (other things equal), the shorter the resulting con…dence set should be.
LBI tests
Under an assumption of u t N IID(0; 2 u ), HL derive LBI tests of H 0 for the cases where = 0 and = 1. These tests are invariant to the unknown parameters 1 , 2 , 1 and 2 under the null, and can be written as follows, for I(d) errors, d = 0; 1:
where D 0; and D 1; are matrices with tth row d 0; ;t = [1(t > b T c) (t b T c)1(t > b T c)] and d 1; ;t = [1(t = b T c + 1) 1(t > b T c)] respectively, and whereû 0 andû 1 denote the OLS residuals from the regressions y t = 1 + 2 t + 1 1(t > b T c) + 2 (t b T c)1(t > b T c) + u 0;t ; t = 1; :::; T and y t = 2 + 1 1(t = b T c + 1) + 2 1(t > b T c) + u 1;t ; t = 2; :::; T respectively. The LBI tests maximize an average power criterion, using a probability measure of N (0; b 2 H d;b T c ) for the break magnitude, with the tests maximizing average power with respect to b 2 in the locality of b 2 = 0 for a given H d;b T c ; see HL for more details.
Selection of H d;b T c
As is clear from (3), the form of the LBI test will depend on the speci…c choice of H d;b T c . HL specify H d;b T c separately for d = 0 and d = 1, using
This yields the two statistics
The standardisations in terms of d-dependent powers of T embodied in (4) is unequivocal, as they are the scalings necessary for S 0 ( ) and S 1 ( ) to be well-behaved in the limit when j j < 1 and = 1, respectively, under H 0 . The use of -dependent break magnitude probability measure weights, which (essentially) corresponds to scaling T by or (1 ), is simply a convenience measure adopted by HL, adapting from EM, to obtain null limiting distributions that do not depend on , making tabulation of asymptotic null critical values straightforward. However, there is no other compelling reason to adopt the -dependent speci…cation of (4). In particular, (4) is not chosen with any regard to the subsequent power properties of the tests under H 1 . Furthermore, the dependence of the break magnitude weights on the break location seems hardly justi…ed, and in a related context, KY demonstrate that such dependence can reduce test power. We therefore consider an alternative simpler speci…cation for H d;b T c , along the lines of KY, where break location dependence is not featured:
This speci…cation gives rise to two new statistics
4 Asymptotic distribution of tests
The statistics considered in the previous section are the LBI tests for = 0 and = 1. It is important to stress, however, that S 0 ( ) will be also be a suitable statistic for any j j < 1, cf. the classic Grenander and Rosenblatt (1957) result demonstrating the asymptotic equivalence of OLS and GLS estimators of coe¢ cients on deterministic terms in an I(0) series. Moreover, as we show below, S 0 ( ) has the same null limit distribution for any j j < 1. For our asymptotic results, we adopt the two assumptions from HL, which pertain to the I(0) case of j j < 1, and the I(1) case of = 1, and permit serial correlation in u t . Under H 0 , we have:
, with C(z) 6 = 0 for all jzj 1 and P 1 i=0 ijC i j < 1, and where t is an IID sequence with mean zero, variance 2 and …nite fourth moment. Let ! 2 u = lim T !1 T 1 E(
(b) I(1): Let = 1 with u t de…ned as in (a) and 2 u = E(u 2 t ). Then
Here B 1 (r) = B(r) rB(1), B 2 (r) = B 1 (r) + 6r (1 r) f 1 2 B(1)
R 1 0 B(s)ds, with B(r) a standard Brownian motion process; B 0 1 (r), B 0 2 (r) and K 0 (r) take the same forms as B 1 (r), B 2 (r) and K(r), respectively, but with B(r) replaced by B 0 (r), with B 0 (r) a Brownian motion independent of B(r). Proofs of these limits are straightforward modi…cations of those in HL. Notice the centering to S 1 ( ) is 2 u ; as opposed to 2 2 u for S 1 ( ) in HL; this arises since T 1 p 1;1;T + T 1 p 0 1;1;T = T 1 P T 2 t=2û 2 1;t+1
Response surface critical values
Clearly, L 0 ( ) and L 1 ( ) depend on . Hence, as in KY, we use a response surface to provide asymptotic null critical values. To accomplish this we simulated (upper tail) -level critical values for the limit distributions L 0 ( ) and L 1 ( ). These were obtained by direct simulation of the limiting distributions above for the grid of values 2 f0:01; 0:02; :::; 0:99g, approximating the Brownian motion processes using N IID(0; 1) random variates, and with the integrals approximated by normalized sums of 2000 steps, and using 50,000 Monte Carlo replications. Denoting a simulated critical value as cv( ) we then ran the discretised OLS regression
with h( ) = j 0:5j, adopting the functional form used in KY. The parameter estimates are shown in Table 1 for L 0 ( ) and L 1 ( ) and = 0:01; 0:05; 0:10 and for each regression we …nd R 2 > 0:9995. Hence, if the …tted critical values are applied to each of the sequence of tests ! 2 " S 0 ( ) under I(0) errors, and ! 2 u fS 1 ( ) 2 u g under I(1) errors across , the corresponding con…dence set based on inverting these tests will have asymptotically correct coverage. 
Feasible tests and con…dence set selection
Feasible variants of S 0 ( ) and S 1 ( ) require an estimator of ! 2 " for the former, and ! 2 u and 2 u for the latter. We employ the same estimators as favoured by HL in the context of S 0 ( ) and S 1 ( ). These are the estimators! 2 ";P (^ Dm ),! 2 u;P (^ Dm ) and^ 2 u (^ Dm ) of that paper. The …rst two are Berktype parametric autoregressive spectral density estimators. Each of the three estimators is based on residuals from a regression that incorporates a level/trend break …tted at same estimated break fraction^ Dm , where^ Dm is the estimator of 0 suggested by Harvey and Leybourne (2014) . More detail of the construction of this estimator can be found in HL, section 3.2. The feasible tests are then
In practice, the order of integration of the errors is unknown, and therefore a method is required to be able to choose between the I(0)-based con…dence set associated withŜ ^ 0;P ( ) and the I(1)-based con…dence set forŜ ^ 1;P ( ). In line with HL, section 4, we employ a pre-test for the null of = 1 against the alternative of j j < 1, which is robust to the possible presence of a break in level and trend. Practically, this involves running the left-tailed unit root single break MDF test of Harvey et al. (2013) , then selecting theŜ ^ 0;P ( ) con…dence set if MDF < cv and theŜ ^ 1;P ( ) con…dence set if MDF cv , where cv denotes the asymptotic -level unit root null critical value of MDF. We denote this pre-test based procedure asŜ ^ pre;P ( ).
Finite sample comparisons
We now examine how con…dence sets which are based onŜ ^ pre;P ( ) compare with those ofŜ^ pre;P ( ), its counterpart from HL. In terms of their construction, it is important to remember the only di¤erence between the new tests and their forebears in HL lies in the modi…cation to H d;b T c (and the consequent change to the^ 2 u (^ Dm ) centering inŜ ^ 1;P ( )). As regards other settings relevant to both sets of tests, the number of lagged di¤erence terms in the …tted autoregressions that underpin! 2 ";P (^ Dm ) and ! 2 u;P (^ Dm ) is selected via the BIC with maximum value`m ax = 12(T =100) 1=4 . The same valuè max is employed by the MAIC procedure of Perron and Qu (2007) to determine the length used by the unit root test MDF. We adopt a 0.10 trimming for allowable break locations such that b T c 2 fb0:1T c ; :::; b0:9T cg; this same trimming is also imposed when constructing^ Dm and MDF. Each test (including MDF ) is conducted at the 0.05-level using the appropriate asymptotic critical value.
We simulate the DGP (1)- (2) with 1 = 2 = 0 (without loss of generality) using u t N IID(0; 1). The values of we consider for " t are 2 f0:00; 0:50; 0:80; 0:90; 0:95; 1:00g to encompass a range of I(0) processes and an I(1) process. As regards the break timings we use 0 2 f0:3; 0:5; 0:7g, corresponding to early, middle and late sample breaks. The constellations we adopt for break magnitudes are ( 1 ; 2 ) 2 f(3c 1 ; 0:3c 2 ); (4c 1 ; 0:4c 2 ); (5c 1 ; 0:5c 2 ); (6c 1 ; 0:6c 2 )g with c 1 = c 2 = 1 representing a break in both level and trend (Table 2) ; c 1 = 1; c 2 = 0 a break in level alone (Table 3) ; c 1 = 0; c 2 = 1 a break in trend alone (Table 4) . Sample sizes are set at T = 150 and T = 300.
All simulations are performed using 10,000 Monte Carlo replications, and we report results for con…dence set coverage (the proportion of replications for which the true break date is contained in the con…dence set) and con…dence set length (in each replication, length is calculated as the number of dates included in the con…dence set as a proportion of the sample size; we then report the average length over Monte Carlo replications). In what follows, we adopt a shorthand notation using S and S to denoteŜ^ pre;P ( ) andŜ ^ pre;P ( ), respectively. Consider …rst the coverage rates of S and S . Tables 2-4 show that there is very little to choose between S and S in terms of their levels of accuracy, and in general, both tests deliver coverage rates either close to the nominal level or higher. When = 1:00 and a break of small magnitude is present, both tests su¤er from some degree of under-coverage, particularly when only a trend break occurs. Here, S can exhibit slightly more under-coverage than S when 0 = 0:50; although for T = 300 the di¤erences are small. The reverse pattern is true when = 0:00 and only a trend break occurs, with S often being slightly under-sized while S retains coverage close to 0.95. Overall, the picture is one of decent coverage across the di¤erent settings, with little di¤erence between S and S .
We now turn to comparing the con…dence set lengths. In Table 2 , when T = 150 and = 0:00 or = 0:50, S generally yields the shorter lengths for 0 = 0:3 and 0 = 0:5, while S yields the shorter lengths for 0 = 0:7. The di¤erences are small, however, as both procedures give short con…dence sets for these values of . For > 0:50, a systematic ranking emerges, whereby the shorter lengths are always associated with S . Moreover, we observe that the improvements a¤orded by S can be substantial. When > 0:80, it is common that S produces con…dences sets with lengths some 0.15-0.20 shorter than those of S. Moving on to T = 300, as we might predict, there is a general overall shortening of all the con…dence sets since the individual tests reject more frequently under H 1 . Here, we now see that S provides systematically shorter con…dence sets than S for > 0:80. The improvements a¤orded by S are now commonly in the range of 0.05-0.10, which is obviously a lower range than for T = 150, but still not insubstantial.
In Table 3 the lengths for both S and S are generally larger than in Table 2 , as would be expected since the trend break is now absent, lowering rejection frequencies under H 1 . What is also evident is that when = 1:00, shorter lengths are obtained with T = 150 than with T = 300, due to the fact that a …xed magnitude level break is asymptotically undetectable in an I(1) process. We see a similar, but less emphasized, phenomenon with = 0:95, which might be considered a "near I(1)" process in the current context. Comparing S and S , the two are similar for = 0:00 or = 0:50, while S always yields the shorter con…dence set for > 0:50 for T = 150 and T = 300. Shortenings of up to about 0.25 are seen when T = 150, with many in the range 0.15-0.20. When T = 300, the shortenings are less pronounced, but can still comfortably exceed 0.10 in some cases.
The same broad comparison between S and S also pertains to Table 4 , with S generally providing the shorter lengths for > 0:50. Interestingly, despite overall lengths here tending to exceed those in Table 2 due to the absence of the level break, the extent to which S reduces length appears rather less substantial, although gains in the range of 0.05-0.10 do still frequently occur.
In summary then, it is clear that the new procedure S can result in shorter con…dence sets than the original procedure S. While there is some ambiguity as to whether any gains from S are meaningful for small values of , for the larger values of they can be considerable (particularly in a model which contains both a level and trend break). From an empirical perspective, that the better gains are made for moderately persistent I(0) processes to highly persistent I(1) processes is of some relevance, as these kinds of persistent series are often encountered in applied macroeconomic and …nancial time series analysis. At the slight expense of introducing location dependent asymptotic critical values (which are easily made accessible via a response surface), use of S compared to S can improve length with little impact on coverage rates, and we therefore recommend the modi…ed procedure for empirical work. 
