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ABSTRACT
This paper applies the recent fast iterative neural network
framework, Momentum-Net, using appropriate models to
low-dose X-ray computed tomography (LDCT) image recon-
struction. At each layer of the proposed Momentum-Net,
the model-based image reconstruction module solves the
majorized penalized weighted least-square problem, and the
image refining module uses a four-layer convolutional neural
network (CNN). Experimental results with the NIH AAPM-
Mayo Clinic Low Dose CT Grand Challenge dataset show
that the proposed Momentum-Net architecture significantly
improves image reconstruction accuracy, compared to a state-
of-the-art noniterative image denoising deep neural network
(NN), WavResNet (in LDCT). We also investigated the spec-
tral normalization technique that applies to image refining
NN learning to satisfy the nonexpansive NN property; how-
ever, experimental results show that this does not improve the
image reconstruction performance of Momentum-Net.
Index Terms— Iterative neural network, deep learning,
model-based image reconstruction, low-dose computed to-
mography (CT), spectral normalization.
1. INTRODUCTION
X-ray computed tomography (CT) plays an important role
in diverse clinical applications; however, radiation exposure
to patients is of great concern. Low-dose CT (LDCT) is a
major approach to resolve the radiation issue.
Conventional analytical CT image reconstruction meth-
ods such as filtered back-projection (FBP) [1] often provide
unsatisfactory results in LDCT. The model-based image re-
construction (MBIR) methods enable better reconstruction
qualities in low-dose scans, by incorporating the CT imaging
physics, the measurement noise statistics, and appropriate
prior models of the unknown object [2, 3, 4]. Applying the
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learned regularizers to MBIR has taken researchers one step
closer to enabling LDCT in clinics [5, 6, 7, 8, 9]. Although
MBIR methods using learned regularizers gave promising
results in LDCT, their algorithmic convergence speed is not
yet fully optimized [8].
Researchers also have explored image denoising deep
neural network (NN) methods that remove noise in coarsely
reconstructed LDCT image via good mapping capabilities of
deep NNs. Examples include the residual encoder-decoder
convolutional neural network (RED-CNN) [10], and the
wavelet residual network (WavResNet) that learns a mapping
of contourlet coefficients between low- and standard-dose
image pairs [11]. The image denoising performance of such
deep NNs largely depends on the quality of reference training
images [12] and the number of training pairs [13]. In CT
imaging, however, due to risks of high radiation exposure
to patients, collecting many high-quality reference images is
challenging in practice. When training samples are limited,
NNs with high model complexity, e.g., deep NNs, can suffer
from high overfitting risks [12, 14, 13]. The iterative neural
network (INN) approach can moderate the overfitting issue
by using both image refining (or denoising) NNs with low to
moderate complexity, and MBIR optimization in an iterative
fashion. Recently, [15] constructed the BCD-Net architecture
by generalizing a block coordinate descent (BCD) algorithm
that solves the MBIR problem using convolutional regular-
izers. Incorporating refined images via layer-wise refining
NNs to MBIR modules, BCD-Net showed better general-
ization capability and reconstruction quality than a recent
(noniterative) denoising deep NN, FBPConvNet [16], and a
state-of-the-art INN method, ADMM-Net [17, 18], respec-
tively [14]. A practical limitation of applying BCD-Net (and
ADMM-Net) to LDCT is that the MBIR module at each layer
needs multiple inner iterations, leading to substantial increase
of the total image reconstruction time. To resolve this issue,
[19] proposed a fast INN architecture, Momentum-Net, that
is constructed by generalizing a block proximal extrapolated
gradient MBIR algorithm using convolutional regularizers.
Different from BCD-Net, Momentum-Net introduces addi-
tional extrapolation modules and uses practical closed-form
MBIR solutions, which can accelerate the LDCT image re-
construction process.
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This paper applies Momentum-Net to LDCT image re-
construction with appropriate model selections. At each
Momentum-Net layer, we use the majorized penalized weighted
least-square (PWLS) MBIR cost and a four-layer residual
convolutional neural network (CNN), so-called SimpleCNN
[20]. Our experiments show that the proposed Momentum-
Net architecture significantly improves LDCT image recon-
struction accuracy over a state-of-the-art noniterative image
denoising deep NN, WavResNet [11]. In addition, we in-
vestigate the performance of applying Real Spectral Normal-
ization (RSN) [20] to image refining NN learning; however,
this normalized refining NN learning does not improve the
reconstruction accuracy of Momentum-Net.
2. METHODS
The objective of CT image reconstruction is to reconstruct
the unknown linear attenuation map x ∈ RNp of an object
from the post-log sinogram y ∈ RNd . In the Momentum-Net
architecture,each layer consists of three core modules: image
refining, extrapolation, and MBIR. The abstract Momentum-
Net architecture is shown in Fig. 1. We then describe each
module in detail.
2.1. Image refining module
We design the image refining module to provide a high-
quality prior estimate for the subsequent MBIR module. In
different Momentum-Net layers, we learn a different four-
layer residual CNN, SimpleCNN [20]. The denoised image
at the lth layer is obtained by the lth layer SimpleCNN de-
noiser Dθ(l+1) defined as follows:
Dθ(l+1)(x(l)) = x(l) −Rθ(l+1)(x(l)). (1)
where Rθ(l+1) denotes learned residual mapping at the lth
layer and θ(l+1) represents its parameter set.
Next, we investigate the effect of learning nonexpansive
{Rθ(l+1)(·) : l ≥ 0} via the real spectral normalization (RSN)
technique [20], on INN performance. We refer to this learned
residual denoiser with RSN as SimpleCNN-RSN. As nonex-
pansive residual mapping Rθ(l+1)(·) does not guarantee non-
expansive denoiser Dθ(l+1)(·) in (1), we remove the skip con-
nection from denoiser (1), and investigate the effect of RSN-
based learning on INN performance. We refer to this learned
denoiser with RSN as Dn-RSN.
In training the aforementioned NNs at each Momentum-
Net layer, the parameters of the current layer NN are initial-
ized with those trained in the previous layer, except for the
first layer where we adopt the random initialization. For train-
ing loss function, we use the mean-square-error (MSE) be-
tween denoised images and reference images, i.e., θ(l+1) =
argminθ E‖xref−Dθ(x(l))‖22, where xref is a high-quality ref-
erence image.
Image Refining 
        MBIR 
Extrapolation
Fig. 1: Architecture of Momentum-Net at the lth layer [19],
for l ≥ 0. x(l+1) represents the reconstructed image at the lth
Momentum-Net layer. The initial inputs x(0) = x(−1).
We apply the ρ-relaxation strategy to image refining mod-
ules [19]:
z(l+1) = (1− ρ)(x(l)) + ρDθ(l+1)(x(l)), ρ ∈ (0, 1). (2)
The ρ-relaxation strategy mixes the information of a recon-
structed and denoised image, improving the MBIR perfor-
mance, when the measurement noise is moderate or the imag-
ing system is moderately ill-posed. We observed that ρ = 0.5
improves LDCT image reconstruction accuracy than ρ = 1−
, where  is a machine epsilon. This correspond to the sparse-
view CT experiment results in [19].
2.2. Extrapolation module
Many optimization literatures have shown that using the
momentum of previous updates can accelerate the algorithm
convergence by smoothing “zig-zagging” trajectories [21, 7].
In particular, the momentum terms, {x(l) − x(l−1)}, can am-
plify the changes in subsequent Momentum-Net layers [19].
The extrapolation modules give extrapolated points using the
momentum terms:
x´(l+1) = x(l) + δ2m(l)(x(l) − x(l−1)), (3)
with δ = 1 −  and {0 ≤ m(l) ≤ 1 : l ≥ 1}. We update the
momentum coefficients as follows [19]:
m(l) =
t(l−1) − 1
t(l)
, t(l) =
1 +
√
1 + 4(t(l−1))2
2
, (4)
where t(0) = 1. This choice gave significant acceleration
in solving several block optimization problems; see [7] and
references therein.
2.3. MBIR module
We apply the PWLS method [22] to the MBIR modules
of Momentum-Net. At the lth Momentum-Net layer, we con-
sider the following MBIR problem:
argmin
x≥0
F (x;y, z(l+1)) , 1
2
‖y−Ax‖2W+
β
2
‖x−z(l+1)‖2,
(5)
whereA ∈ RNd×Np is the system matrix andW is a diagonal
weighting matrix whose diagonal elements are wi =
y2i
yi+σ2
for i = 1, . . . , Nd, with the variance of the electronic noise
σ2 [23, 24]. The regularization parameter β balances the data-
fidelity term (the first term in (5)) and the prior estimate from
the image refining module (the second term in (5)).
The MBIR module of Momentum-Net solves a majorized
version of MBIR problem (5) at the extrapolated point x´(l+1),
and the reconstructed image x(l+1) is obtained as
x(l+1)
= argmin
x≥0
1
2
∥∥∥x−(x´(l+1)−M−1OF (x´(l+1);y,z(l+1)))∥∥∥2
M
=
[
x´(l+1)−M−1OF (x´(l+1);y,z(l+1))]
+
,
where M = ATWA1+ βI is the majorization matrix for
∇F (x;y, z(l+1)) that is given in (5) [7, 8], the operator [·]+
sets negative elements as zeros, and 1 is a vector with ones.
3. EXPERIMENTAL RESULTS
We trained three Momentum-Nets with different com-
binations of image refining NN architectures and learning
methods, i.e., SimpleCNN [20], SimpleCNN-RSN, and Dn-
RSN, as described in Sec. 2.1. We compared the performance
of the trained Momentum-Nets with a state-of-the-art LDCT
denoising method, WavResNet [11], and examined the ef-
fect of learning nonexpansive mappings with RSN [20] on
Momentum-Net image reconstruction accuracy. We evalu-
ated the results in terms of visual image qualities and the
RMSE (root mean-square-errors) metric1.
3.1. Experimental setup
A. Imaging system and data: We evaluated the proposed
method with the NIH AAPM-Mayo Clinic Low Dose CT
Grand Challenge data [25]. The data includes standard-dose
scans of ten patient examinations. We used the standard-dose
CT images with 3 mm slice thickness as reference images,
and simulated the low-dose post-log sinogram y using the
Poisson-Gaussian model [24, 26]:
yi=−log
(
I−10 max
(
Poisson(I0e−[Axref]i)+N (0,σ2),
))
,
for i = 1, . . . , Nd, with the number of incident photons per
ray, I0 = 1× 104, and the variance of electronic noise, σ2 =
25 [23, 26]. We generated the sinograms with 2D fan-beam
CT geometry using 736 ‘detectors or rays’ × 1152 ‘regularly
space projection views or angles’, and no-scatter monoener-
getic source. The reconstructed or denoised images are of size
512× 512 at a resolution of 0.69 mm × 0.69 mm.
We used FBP images as (initial) inputs to Momentum-
Nets and WavResNet. In Momentum-Net training, we used
120 training pairs from six out of ten patients: each pair con-
sists of reconstructed low-dose images and standard-dose ref-
erence images. In training the noniterative deep NN, WavRes-
Net, we used all the 1466 low-dose FBP and reference image
1This paper uses the shifted Hounsfield unit (HU) for RMSE, where air is
0 HU, and water is 1000 HU.
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Fig. 2: RMSE minimization behavior of Momentum-Net with
SimpleCNN: (Left) RMSEs of three examples, (Right) Mean
RMSE of 12 test images.
Table 1: Mean and standard deviation (STD) of RMSE (HU)
of 12 reconstructed test images with different methods.
Method Mean STD
FBP 117.85 58.891
WavResNet 33.25 6.46
Momentum-Net (SimpleCNN) 28.77 3.55
Momentum-Net (SimpleCNN-RSN) 36.10 4.87
Momentum-Net (Dn-RSN) 41.72 7.14
pairs from the same six training patients, in order to reduce
overfitting risks. We tested all these methods with another 12
low-dose scans collected from the remaining four patients.
B. Momentum-Net parameters and training: We set ρ = 0.5
in the Momentum-Net extrapolation modules. In MBIR mod-
ules, we used the adaptive regularization parameter selection
scheme based on the spectral radius [19] to provide a distinct
β value for each sample. We chose 119 for the desired factor
χ?.
In training the three Momentum-Nets, we decreased the
learning rate from 10−3 by a ratio of 0.9 every ten epochs,
and used Adam [27] to optimize network parameters. We
performed image-based training with the mini-batch size of
5 and 100 epochs in each Momentum-Net layer. The three
Momentum-Nets used the same dimensions of convolutional
kernels as [20], i.e., the first layer uses 64 filters of size 3× 3,
the second and third layer uses 64 filters of size 3× 3× 64,
and the last layer uses one filter of size 3× 3× 64 to recon-
struct the output.
3.2. Proposed Momentum-Net with SimpleCNN
Fig. 2 shows that the proposed Momentum-Net with Sim-
pleCNN decreases RMSE dramatically in the first 30 layers,
and tends to converge in 50 layers. The Momentum-Net re-
duces the mean RMSE value by 4.5 HU and gives smaller
standard deviations in RMSE, compared to WavResNet, as re-
ported in Table 1. This implies that the proposed Momentum-
Net with SimpleCNN can improve both the accuracy and sta-
bility of low-dose CT image reconstruction than a state-of-
the-art image denoising deep NN, WavResNet. The proposed
Momentum-Net with SimpleCNN better removes noise and
streak artifacts than WavResNet. It also provides clearer re-
constructions of some details; see, in Fig. 3, the boundaries
WavResNet [11]
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(SimpleCNN)
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Reference
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Fig. 3: Three examples (from top to bottom) of the reconstructed testing images using Momentum-Net with SimpleCNN (the
second column), with SimpleCNN-RSN (the third column), and with Dn-RSN (the fourth column). The compared WavResNet
denoised images are shown in the first column, and the reference images are in the fifth column. See their FBP images in Fig. 4.
Fig. 4: FBP images of test examples.
shown in the zoomed region at the top-right corner in the
first example, the arrow pointed structures in zoomed areas
of the second example, and the arrow pointed tissues in the
left zoomed region in the third example.
3.3. Momentum-Nets involving RSN-based training
We show the reconstructed examples by Momentum-Net
with SimpleCNN-RSN and Dn-RSN in the third and fourth
columns of Fig. 3 respectively. Comparing the first three and
the last columns in Fig. 3, we observe that Momentum-Net
with SimpleCNN-RSN provides generally noisier reconstruc-
tions than WavResNet and Momentum-Net with SimpleCNN.
However, Momentum-Net with SimpleCNN-RSN sometimes
can provide clearer details than WavResNet. For example, in
the right zoomed box of the second example, Momentum-Net
with SimpleCNN-RSN shows better reconstruction qual-
ity for the arrow pointed structures than WavResNet, and
in the left zoomed box in the third row, the former gives
clearer small tissues marked by red arrows than the latter.
Table 1 reports that Momentum-Net with SimpleCNN-RSN
is approximately 2.9 RMSE (HU) higher than WavResNet,
while it has smaller standard deviations. This implies that
Momentum-Net with SimpleCNN-RSN is more stable than
WavResNet, although it may not provide better image qual-
ities. Momentum-Net with Dn-RSN, however, provides the
worst visual and numerical results among the compared four
methods in this paper.
4. CONCLUSION
We proposed an accurate and stable Momentum-Net ar-
chitecture for LDCT image reconstruction. By applying
a four-layer residual CNN to image refining modules, we
achieved significant reconstruction improvements in both nu-
merical and visual results, compared with a state-of-the-art
noniterative LDCT denoising method WavResNet [11]. We
additionally investigated how does learning nonexpansive
mappings with the spectral normalization technique RSN af-
fect Momentum-Net performance. Applying RSN to learning
either residual mapping or image denoising NNs does not
improve the reconstruction performance of Momentum-Net
in low-dose CT. In the future, we will investigate other train-
ing techniques that imposes some mathematical conditions
to image refining NNs. We are also interested in developing
methods to further accelerate the Momentum-Net conver-
gence in LDCT image reconstruction.
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