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Chapter 1
Introduction
1.1 Motivations and main results
1.1.1 Motivations
Graphene is a newly discovered material, and its discovery [70] in 2004 by the group
of A. Geim and K. Novoselov elicited an enormous interest in the physical commu-
nity1. Consisting in a single monoatomic layer of graphite, graphene can be seen as
the first realization of a two-dimensional crystal; its stability is a remarkable and
not yet completely understood issue, since, according to Mermin-Wagner theorem,
two-dimensional systems are not expected to exist in nature. Before its experimen-
tal discovery, graphene was known to theorists as an interesting academical problem;
the first research paper on graphene dates back to the work of Wallace in 1947, [81],
where graphene was studied as the “building brick” of graphite. Some of the very
peculiar features of graphene were brought to the attention of the physical com-
munity many years later, see [76, 25, 26, 46, 40] for instance; already at the time
of these works it was understood that a similar physical compound, if existing in
nature, would exibit unique physical properties.
From the pioneering experimental work of Novoselov, Geim et al., [70, 69],
graphene has shown immediatly a rich variety of interesting electronic and struc-
tural properties. For instance, the hallmark of graphene is the shape of its electronic
dispersion relation, which vanishes linearly at the Fermi surface, given by only two
inequivalent points at neutrality (i.e. when there is only one electron per site in
average, that is at half-filling); see Fig. 1.1 for a sketch of the energy dispersion
relation in graphene. As expected from the early works, [81], the conical shape of
the low-energy excitations in graphene is a consequence of the hexagonal geometry
of its two-dimensional lattice, see Fig. 1.2. Such property implies that the low
energy excitations of graphene are effectively described by massless Dirac fermions,
with velocity v much smaller than the speed of light (experimentally, v ∼ c/300);
this fact stimulated a fruitful cross-fertilization between different areas of Physics,
namely high energy physics and condensed matter. For instance, in the work of Se-
menoff [76] graphene has been proposed as a condensed matter realization of 2 + 1
dimensional Quantum Electrodynamics (QED); and since then, a lot of theoretical
1Geim and Novoselov have been awarded the 2010 Nobel prize for Physics, “for groundbreaking
experiments regarding the two-dimensional material graphene”.
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Figure 1.1. Sketch of the energy dispersion relation of graphene; the plot reports the energy
E(~k) as function of the momentum ~k. The upper/lower manifolds correspond respectively
to the conduction and valence bands; the bands meet at six points, among which only two
are independent (the others lie outside the first Brillouin zone), and are called Fermi points
~p+F , ~p
−
F .
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2
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Figure 1.2. Sketch of the honeycomb lattice of graphene; it can be seen as the superposition
of two shifted triangular sublattices, namely ΛA (black dots) and ΛB (red dots). On each
site sits a carbon atom, which is sp2-bonded to its nearest neighbours; the length of the
carbon-carbon bonds is about 0.142 nm.
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research in graphene has been motivated by fundamental questions in quantum field
theory, e.g. the understanding of quantum anomalies [76, 46], or more recently of
electron fractionalization in two dimensional systems, [50, 51, 74, 82].
Other very interesting physical properties of graphene are for instance the pres-
ence of a minimal value of the electric conductivity [69], of the order of the conduc-
tance quantum σ ∼ e2/h (the exact prefactor is still debated), reached in presence
of a vanishing density of charge carries; or the insensitivity to localization effects
which are usually induced by disorder, a phenomenon which was already guessed
by Fradkin in [25, 26]. Graphene also shows an unusual quantum Hall effect: the
spacing between the Hall plateaus is 4e2/h [69, 85], i.e. bigger than for the usual
quantum Hall effect, and the steps occur at half integer multiples of this value.
Finally, graphene is considered by many as the ideal canditate for interesting tech-
nological applications [33], due to presence of extremely high electric and thermal
condictivities (higher than copper and silver, respectively), and of the overall high
electronic quality (the electrons have very long mean free paths); moreover, it is
substantially stronger than steel and at the same time very stretchable.
Aim of this Thesis is to contribute to the understanding of the effect of the
electron-electron interactions in graphene; this is a highly debated topic, also in view
of the recent experimental realization of suspended graphene samples, [14, 23, 57], a
playground in which electron-electron interactions - so far obscured by the presence
of substrates - are expected to play a major role. This is confirmed by recent
measurements of fractional quantum Hall energy gaps, [23, 14, 35].
We can consider two types of interactions: short range and long range interac-
tions, corresponding respectively to screened or unscreened Coulomb interactions;
in this Thesis we shall consider the latter, however let us brefly mention what it is
known for the former. It is widely believed that the presence of weak short range
interactions shoud not affect too much the low energy properties of electrons on
the honeycomb lattice; this was argued on the basis of one-loop computations, see
for instance [40] and references therein. Remarkably, this belief has been recently
rigorously proved by Giuliani and Mastropietro in [36, 37]; they considered the
Hubbard model on the honeycomb lattice and proved that the free energy and the
Schwinger functions are analytic functions of the coupling constant uniformly in the
temperature and in the system size, provided the coupling is small enough. From
the mathematical physics point of view, this is one of the two cases in which the
ground state of a two dimensional interacting fermionic system can be rigorously
constructed; the other one is [24], where two dimensional fermions with highly asym-
metric Fermi surface were considered.
Regarding unscreened Coulomb interactions, a general picture of their effect on
the low energy physics of graphene is still lacking; however, there is a wide consensus
that they should play a nontrivial role. For instance, it has been first proposed by
González, Guinea and Vozmediano, [40, 42, 41] that the Fermi velocity is strongly
renormalized by the interaction; in particular, it is believed that the presence of
unscreened Coulomb interaction between the electrons produces an unbounded log-
arithmic growth of the effective Fermi velocity close to the Fermi points. This
behavior has been claimed by many authors, see [66, 48, 56] for instance; all these
arguments heavily rely on lowest order perturbation theory, and are affected by
crude approximations: for instance, the presence of the lattice is always neglected
and a momentum cutoff is imposed by hand. Attempt to include higher order correc-
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tions have been done in [64], and the same logarithmic behavior has been found at
two-loops in perturbation theory. The effect of such a strong renormalization of the
Fermi velocity on physical observables is still puzzling and not yet fully understood;
for instance, in [64] it was claimed that because of this phenomenon graphene in
the vacuum is an insulator, a claim which was subsequently proven to be wrong,
[75, 48].
A quite unsatisfactory feature of all the above results is that they are regulariza-
tion dependent; in fact, because of the absence of the lattice an ultraviolet regular-
ization scheme has to be introduced. This led to an explicit dependence of physical
quantities on the cutoffs, and to controversies in the literature: see [67, 48, 53], where
three different expressions for the optical conductivity of graphene were found using
momentum [67, 48] or dimensional [53] regularization. And no one of these results
succeeds in explaining why experimentally [68] the optical conductivity of graphene
appears to be universal, that is independent of electron-electron interactions and
lattice parameters.
Another interesting issue is whether interaction-dependent anomalous exponents
are present in the many body correlations of graphene. The presence of anomalous
scaling was first argued in [42] on the basis of lowest order perturbation theory,
and considering a continuum model in presence of dimensional regularization; in
fact, in [42] a log-correction to the two point correlation function was found, and
this was interpreted as the lowest order contribution to an anomalous power law
decay. The presence of anomalous scaling in the correlations would suggest that the
system behaves as a Luttinger liquid [45], a quite common feature of one dimensional
systems, which has never been established in two dimensions. A proof of this would
be of great physical interest, for instance in view of the role that two dimensional
Luttinger liquids are expected to play in high temperature superconductivity, as
argued by Anderson [2]. Recently, [56, 79], on the basis of “large N expansions”,
where N is the number of fermionic “species”, anomalous exponents in the scaling
of various physical quantities were found; but still, the contact with actual graphene
is not clear, since in graphene N = 4.
Large N expansions are widely used tools in perturbative analyses of quantum
field theory models; in particular, in the eighties they allowed to argue the emer-
gence of spontaneous chiral symmetry breaking in 2 + 1 dimensional QED, [3, 4].
Recently, the same mechanism has been revisited and applied to graphene models
[54, 59, 43, 55, 56], in order to predict the occurrence of a metal-insulator transi-
tion parametrized by the strength of the many body coupling; this issue is of great
interest for possible technological applications. The presence of a mass gap has also
been claimed on the basis of Monte Carlo calculations, see [20, 21]. But, again, from
a theoretical point of view it is not clear how to control the error involved when
choosing N = 4 in the large N expansion. Finally, another debated point is the ef-
fect of the strong renormalization of the Fermi velocity in the gap generation; it has
been recently proposed in [73] that the growth of the velocity due to the presence of
unscreened Coulomb interactions depresses the phenomenon of gap opening, while
in [77] it is claimed that Coulomb interactions support the gap once it is open.
Therefore, at present time no unambiguous prediction on the effect of electron-
electron interactions in graphene can be made. The main way to overcome these
difficulties is to “start from scratch”, that is from the definiton of the model that
one wish to study. In fact, the typical model which has been considered so far to
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describe Coulomb interactions in graphene has the following Hamiltonian:
H = HD +HC , (1.1.1)
HD = free Hamiltonian of 2 + 1 dim. massless Dirac fermions with velocity v,
HC = three dimensional instantaneous Coulomb interaction;
therefore, in (1.1.1) the honeycomb structure of the crystalline lattice is completely
lost; moreover, the coupling with the electromagnetic field is not complete, since the
vector potential does not enter in H. Usually, this omission is justified by arguing
that the contribution from the vector potential should be negligible in view of the
fact that the ratio v/c is small; however, this argument cannot be consistent at all
energy scales, since in this kind of models the interacting Fermi velocity as function
of the momentum of the quasi-particles blows up at the Fermi surface. Moreover, the
omission of the vector potential breaks gauge invariance, which has to be respected
in order to correctly define the coupling with the electromagnetic field.
1.1.2 Main results
In this Thesis we shall introduce a new model for graphene in presence of electro-
magnetic interactions, which takes into account the honeycomb lattice, and where
the coupling with the electromagnetic field is gauge symmetry preserving; in the
language of high energy physics, the model that we shall consider is a “lattice
gauge theory model”. Then, we will study the model using rigorous Renormaliza-
tion Group (RG) methods, which have been developed in the last 25 years by the
Roma school of Constructive Quantum Field Theory, see [6, 34, 61] for extensive
reviews; this approach is based on the functional Renormalization Group developed
in the 1980’s starting from [28, 29, 71]. The methods have been originally devised
to prove the ultraviolet stability of various quantum field theories, like ϕ4 theory in
four dimensions, see [28, 29, 27]; subsequently, the same ideas have been extended
to develop a general and rigorous RG approach to interacting fermionic systems, [5].
Since then, these techniques have been proved very effective to study many inter-
acting quantum physical models; in particular, they allowed to rigorously prove the
Luttinger liquid behavior of various one dimensional systems, see [7, 15, 8, 63] for in-
stance, and more recently to investigate the ground state and low energy properties
of two dimensional systems [10, 13, 36, 37, 38].
Our results, contained in [39], can be briefly and informally summarized as
follows; see Section 1.4 for a more extensive discussion.
• Anomalous scaling of the two point Schwinger function. We show that the
scaling properties of the “dressed propagator” is dramatically changed by the
interaction; in particular, interaction dependent anomalous exponents appear,
as usual in Luttinger liquids.
• Emergent Lorentz symmetry. The effective Fermi velocity, that is the one
appearing in the leading contribution to the two point Schwinger function at
momenta close to the Fermi surface, tends to the speed of light.
• Enhancement of the “excitonic” and “charge density wave” response functions.
We compute various response functions, and we show that their space-time
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decays are governed by anomalous exponents. In particular, we find that the
response functions associated to special lattice distortions, theKekulé ones (see
Fig. 1.3), or to a periodic charge inequivalence on the sites of the honeycomb
lattice, a charge density wave, are amplified by the interaction.
• Enhancement of Kekulé distortions. We show that small Kekulé distortions
of the honeycomb lattice are dramatically enhanced by the electron-electron
interactions.
• A mechanism for spontaneous lattice distortion. Considering the lattice dis-
tortion as a dynamical variable, we show that the energy of the system is
extremized in correspondence of a Kekulé distortion; the amplitude of the dis-
tortion is determined by a self-consistence non-BCS equation, from which we
argue that strong electromagnetic interactions favor the emergence of a spon-
taneous Kekulé distortion and the opening of a gap in the fermionic energy
spectrum.
Our results are true at all orders in renormalized perturbation theory; in par-
ticular, we provide explicit (“N !”) bounds on the coefficient of the series of all the
quantities that we compute, which are uniform in the temperature and in the sys-
tem size. These bounds are not enough to prove absolute convergence of the series;
however, here we shall prove that perturbation theory is consistent to all orders, in
the sense of [5].
A key role in the derivation of the above results is played by gauge invariance and
lattice Ward identities (WI); in particular, following a strategy similar to the one
introduced in [12] to prove Luttinger liquid behavior in one dimensional systems, the
WIs allow us to prove that the Beta function of the effective charge is asymptotically
vanishing, which means that the renormalized charge is close to the bare one.
1.2 A honeycomb lattice gauge theory
Let us start by defining the model that we introduced and studied; our goal is
to describe electrons hopping on the hexagonal lattice interacting through a quan-
tized three dimensional electromagnetic field. For this purpose, the Hamiltonian we
consider has the following structure, see [39]:
HΛ = HhopΛ +HCΛ +HAΛ , (1.2.1)
where: (i) HhopΛ is the gauge invariant hopping term; (ii) HCΛ contains the contri-
bution due to the instantaneous Coulomb interaction between the electrons on the
hexagonal lattice; (iii) HAΛ is the energy of the free photon field. Choosing units
such that ~ = c = 1, these three terms are given by:
HhopΛ := −t
∑
~x∈Λ
i=1,2,3
∑
σ=↑↓
a+~x,σb
−
~x+~δi,σ
eieA(~x,i) + b+
~x+~δi,σ
a−~x,σe
−ieA(~x,i) , (1.2.2)
HCΛ :=
e2
2
∑
~x∈ΛA∪ΛB
(
n~x − 1
)
ϕ(~x− ~y, 0)(n~y − 1) ,
HAΛ :=
1
LAΛ
∑
r=1,2
∑
p∈P˜L
|p|c+p,rc−p,r ,
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where:
1. ΛA = Λ is a periodic triangular lattice, defined as Λ = B/LB, where L ∈ N and
B is the triangular lattice with basis vectors ~a1 =
1
2(3,
√
3), ~a2 =
1
2(3,−
√
3);
AΛ is the area of Λ. We denote by Λ∗ the dual of Λ; its basis vectors are
~b1 =
2π
3 (1,
√
3), ~b2 =
2π
3 (1, −
√
3).
2. The vectors ~δ1 := (1, 0), ~δ2 :=
1
2 (−1,
√
3), ~δ3 :=
1
2(−1,−
√
3) connect each site
~x to its three nearest neighbours.
3. The operators a±~x,σ, b
±
~x+~δj ,σ
are real space fermionic creation/annihilation op-
erators, acting respectively on ΛA, ΛB := ΛA + ~δ1 and satisfying periodic
boundary conditions in ~x ∈ ΛA; they satisfy the anticommutation relations
{a+~x,σ, a−~x′,σ′} = {b+~x+~δ1,σ, b
−
~x′+~δ1,σ′
} = δ~x,~x′δσ,σ′ ,
{aε~x,σ, bε
′
~y,σ′} = {aε~x,σ, aε~y,σ′} = {bε~x+~δ1,σ, b
ε
~y+~δ1,σ′
} = 0 . (1.2.3)
Setting v = (~v, v3) with ~v ∈ R2, the operators c±p,r are momentum space
bosonic creation/annihilation operators, defined on P˜L := PL∪{p3 = 2πnL , n ∈
Z} with PL := {~p = n1L ~b1 + n2L ~b2 : ~n ∈ Z2}, and satisfying the commutation
relations
[c−p,r, c
+
p′,r′ ] = LAΛδp,p′δr,r′ , [cεp,r, cεp′,r′ ] = 0 . (1.2.4)
4. A(~x,i) :=
∫ 1
0 ds
~δi · ~A(~x+s~δi,0), and Ay is the three dimensional quantized elec-
tromagnetic vector potential in the Coulomb gauge and in presence of an
ultraviolet and an infrared cutoff:
Ay =
1
AΛL
∑
p∈P˜L
√√√√χ[h∗,0](|p|)
2|p|
(
εp,rc
−
p,re
−ip·y + ε∗p,rc
+
p,re
ip·y) , (1.2.5)
ε∗k,r · εk,r′ = δr,r′ , εk,r · k = 0 ;
χ[h∗,0](t) := χ(t) − χ(M−h∗t) with h∗ ∈ Z−, and χ(t) is a smooth compact
support function equal to 1 for t ≤ a0 and equal to 0 for t ≥ a0M , with
M > 1 and a0 constant to be chosen below. The presence of a finite h∗ plays
the role on an infrared cutoff, and it will be removed in the computation of
physical quantities; instead, the ultraviolet cutoff will be kept fixed. Definition
(1.2.5) implies that ~A(~x,x3) is periodic in ~x according to the periodicity of the
triangular lattice ΛA, and in x3 along the line [0, L].
5. ϕ(y) is a regularized version of the Coulomb potential,
ϕ(y) =
1
AΛL
∑
p∈P˜L
χ[h∗,0](|p|)
|p|2 e
−ip·y . (1.2.6)
Definition (1.2.6) implies that ϕ(~x, x3) is periodic in ~x according to the peri-
odicity of the triangular lattice ΛA, and in x3 along the line [0, L].
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6. n~x is the density operator, and it is given by
∑
σ a
+
~x,σa
−
~x,σ or by
∑
σ b
+
~x,σb
−
~x,σ,
depending on whether ~x ∈ ΛA or ~x ∈ ΛB .
Notice that the Hamiltonian (1.2.1) is invariant under the gauge transformation
a±~x,σ → a±~x,σe±ieα~x , b±~x+~δi,σ → b
±
~x+~δi,σ
e
±ieα
~x+~δi , ~A(~x,0) → ~A(~x,0) + ~∂α~x ; (1.2.7)
this is a property which has to be fulfilled in order to correctly describe the inter-
action of matter with the electromagnetic field. As far as we know, this is the first
time that a lattice gauge theory model is considered in the analysis of condensed
matter systems; usually, lattice gauge theory models are introduced in quantum
field theory as gauge symmetry preserving regularizations of continuum models, to
be recovered in the limit in which the bond length is sent to zero. Here the bond
length is kept fixed, and we shall be interested in the infrared, i.e. large distance,
properties of the model. Moreover, notice also that the Hamiltonian is particle-hole
symmetric, that is it is invariant under the exchange
a+~x,σ ↔ a−~x,σ , b+~x+~δi,σ ↔ −b
−
~x+~δi,σ
, ~A(~x,0) → − ~A(~x,0) ; (1.2.8)
this invariance implies in particular that, if we define the average density of the
system to be
ρ :=
1
2|Λ|
Tr{e−βHΛN}
Tr{e−βHΛ} (1.2.9)
where N :=
∑
~x,σ
(
a+~x,σa
−
~x,σ + b
+
~x+~δ1,σ
b−
~x+~δ1,σ
)
is the total particle number operator,
then one has ρ ≡ 1 for all |Λ| and β. This is the so-called half-filling condition.
1.3 The free theory
Before discussing the properties of the model in presence of interaction, that is for
e 6= 0, we briefly review what it is known in the case e = 0. In absence of interaction
the fermionic and bosonic degrees of freedom are completely decoupled, and we shall
be interested in the fermionic sector only. The Hamiltonian of the system is given
by:
HΨ0,Λ := −t
∑
~x∈Λ
i=1,2,3
∑
σ=↑↓
a+~x,σb
−
~x+~δi,σ
+ b+
~x+~δi,σ
a−~x,σ ; (1.2.10)
the ground state of this model can be explicitly determined, in the sense that the
free energy and the n-point Schwinger functions can be explicitly computed. In
fact, being the Hamiltonian quadratic in the fermionic creation/annihilation oper-
ators, this last fact simply follows from the knowledgle of the two point Schwinger
functions and from the Wick rule. Let us call Ψˆ±k,σ,ρ, ρ = 1, 2, the Fourier trans-
form of the imaginary time evolutions of a±~x,σ, b
±
~x+~δ1,σ
, namely eHΛx0a±~x,σe
−HΛx0 and
eHΛx0b±
~x+~δ1,σ
e−HΛx0; k = (k0, ~k) ∈ Dβ,L := Dβ×DL, where Dβ is the set of fermionic
Matsubara frequencies and DL is the first Brillouin zone, that is
Dβ :=
{
k0 =
2π
β
(n0 +
1
2
) : n0 ∈ Z
}
,
DL :=
{
~k =
n1
L
~b1 +
n2
L
~b2 : ~n ∈ Z2, 0 ≤ n1, n2 ≤ L− 1
}
, (1.2.11)
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where ~b1 = 2π3 (1,
√
3), ~b2 := 2π3 (1, −
√
3) form a basis of the dual lattice Λ∗. We
define the non-interacting two point Schwinger function in momentum space, or free
propagator, as [
Sˆβ,L0 (k)
]
ρ,ρ′ :=
〈Ψˆ−k,σ,ρΨˆ+k,σ,ρ′〉β,L
β|Λ|
∣∣∣
e=0
, (1.2.12)
where 〈·〉β,L denotes the grand-canonical average with respect to the Hamiltonian
HΛ. An explicit computation shows that, see [36] or Appendix B.1.1:
Sˆβ,L0 (k) =
1
k20 + t
2|Ω(~k)|2
(
ik0 −tΩ∗(~k)
−tΩ(~k) ik0
)
, (1.2.13)
where Ω(~k) =
∑3
i=1 e
i~k(~δi−~δ1); its modulus |Ω(~k)| is the energy dispersion relation,
and it is plotted in Fig. 1.1. Interestingly, the function Ω(~k) is vanishing if and only
if ~k = ~p±F , where ~p
±
F are the two Fermi points,
~p±F =
(2π
3
, ± 2π
3
√
3
)
; (1.2.14)
the fact that the energy dispersion relation vanishes only at two points is very
unusual for two dimensional systems, where the Fermi surface typically consists
of a closed curve. Close to the Fermi points Ω(~k′ + ~p±F ) =
3
2(ik
′
1 ± k′2) + O(|~k′|2);
therefore, setting pωF = (0, ~p
ω
F ) and k
′ = k − pωF , we can rewrite
Sˆ0(k
′ + pωF ) =
1
Z
(
−ik0 −v(−ik′1 + ωk′2) + rω(~k′)
−v(ik′1 + ωk′2) + r∗ω(~k′) −ik0
)−1
,
(1.2.15)
where Z = 1 is the bare wave function renormalization, v = 32t is the bare Fermi
velocity, and |rω(~k′)| ≤ C|~k′|2 for some C > 0. Therefore, from (1.2.15) we see that
the free propagator is asymptotically the same of massless Dirac fermions in 2 + 1
dimensions.
1.4 Results and discussion
Below we shall discuss more extensively our results, which have been presented in
[39], obtained with methods similar to those of [38]; as already mentioned in Section
1.1.2, they concern the effect of the electromagnetic interaction on the two point
Schwinger function, various response functions, the effect of lattice distortions and
a possible mechanism for gap generation. A sketch of the proof together with the
main ideas underlying the methods is given in Section 1.5. In what follows we will
assume that the infrared limit h∗ → −∞ has been taken.
1.4.1 The two point Schwinger function
We start by discussing the result on the two point Schwinger function; as we are
going to see, the interaction dramatically modifies its scaling properties. In fact,
the interacting two point Schwinger function is given by, for β,L→ +∞ and close
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to the singularities pωF :
Sˆ(k′ + pωF ) = (1.4.1)
−1
Z(k′)
(
ik0 v(k′)(−ik′1 + ωk′2) + r˜ω(~k′)
v(k′)(ik′1 + ωk′2) + r˜∗ω(~k′) ik0
)−1 (
1 +R(k′)
)
with |r˜(~k′)| ≤ C|~k′|2, R(k′) = O(e2) and
Z(k′) ≃ |k′|−η , v(k′) ≃ 1− (1− v)|k′|η˜ , (1.4.2)
η =
e2
12π2
+ η(>2) , η˜ =
2e2
5π2
+ η˜(>2) , (1.4.3)
where v := 32t, η
(>2) = O(e4), η˜(>2) = O(e4); R(k′), η(>2) and η˜(>2) are expressed
as renormalized series with finite coefficients admitting N ! bounds, in the sense of
Theorem 3.3.1. The functions Z(k′) and v(k′) are called respectively the wave func-
tion renormalization and the effective Fermi velocity; as we see from (1.4.3), both
these objects have a non-trivial dependence on the quasi-momentum k′: they scale
with interaction dependent anomalous exponents.
This results tells us that the scaling of the two point Schwinger function is dra-
matically modified by the presence of the electromagnetic interaction; in particular,
in absence of interaction Sˆ0(k′) ∼ |k′|−1, see (1.2.15), while in the interacting case
Sˆ(k′) ∼ |k′|−1+η with η = O(e2) > 0, therefore
lim
k′→0
Sˆ0(k′ + pωF )
Sˆ(k′ + pωF )
= +∞ . (1.4.4)
This is due to the fact that the quasi-particle weight Z(k′)−1 vanishes as a power
law at the singularity; this suggests that the interacting system is a Luttinger liquid,
in the sense of [45]. If convergence of the series is proved, this would be the first
rigorous proof of Luttinger liquid behavior in more than one spatial dimension.
Regarding one dimensional systems, these have been widely studied in the last 15
years, starting from the work of Benfatto, Gallavotti, Procacci and Scoppola in [7],
where the first rigorous proof of Luttinger liquid behavior for a non solvable one
dimensional system was given; in particular, quantities of physical interest like the
Schwinger functions, the anomalous exponents and the free energy were explicitly
computed as convergent series in the coupling constant. A crucial ingredient in the
proof of [7] is the vanishing of the Beta function of the effective coupling; in [7]
this was shown using informations coming from the exact solution of the Luttinger
model. Recently, an independent strategy to prove this remarkable cancellation has
been proposed and developed by Benfatto and Mastropietro, [12], which completely
avoids the use of the exact solution; this new method is based on the rigorous
implementation of Ward identities in the RG, and similar ideas will be adopted
here.
Another remarkable feature of the two point Schwinger function is the non-
trivial behavior of the effective Fermi velocity v(k′); in fact, in the limit |k′| → 0
the effective Fermi velocity tends to 1, which is the speed of light in our units, for
any value of the bare Fermi velocity v.
1.4 Results and discussion 11
Finally, we stress that our result does not neglect the lattice, and does not
assume unphysical regularization procedures, like the dimensional one. The first
attempt to investigate the effect of electromagnetic interactions in graphene is due
to Gonzàlez, Guinea and Vozmediano in [40]; the model they considered described
2 + 1 dimensional Dirac fermions interacting with a 3 + 1 dimensional photon field
in the Feynman gauge; both the fields lived in the continuum, and dimensional
regularization was used to avoid ultraviolet divergences. One-loop computations
suggested that logarithmic corrections to the scaling of the two point function were
present, and these corrections were interpreted as the first order contributions to
the expansions of |k′|−η , |k′|η˜. For the same model, anomalous scaling has been
recently established at all orders by Giuliani, Mastropietro and Porta in [38], using
momentum regularization (in order to mimic the presence of the lattice) instead of
the dimensional one.
Remark 1 In general, we shall represent the grand-canonical average 〈·〉β,L us-
ing the functional integral representation in the Feynman gauge, see Section 2.2;
if the averaged observable is gauge invariant the result of the computation is equal
to the corresponding grand-canonical average with the Hamiltonian HΛ, see Appen-
dices B, C. All the quantities that we shall compute in this Thesis, except the two
point Schwinger function, will be gauge invariant; however, the two point Schwinger
function appears as “dressed propagator” in the perturbative series of physical ob-
servables, and therefore it is interesting it its own right.
1.4.2 The response functions
The same methods used to evaluate the two point Schwinger function can be used to
compute other correlations; in particular, the analysis of various response functions
allows us to investigate the effect of the electromagnetic interactions on possible
quantum instabilities which may take place at strong coupling. Let us define:
C
(α)
i,j (x− y) := 〈ρ(α)x,i ; ρ(α)y,j 〉β,L , (1.4.5)
ρ
(E±)
x,j :=
∑
σ=↑↓
a+x,σb
−
x+(0,~δj),σ
eieA(x,j) ± b+
x+(0,~δj),σ
a−x,σe
−ieA(x,j) ,
ρ
(CDW )
x,j :=
∑
σ=↑↓
a+x,σa
−
x,σ − b+x+(0,~δj),σb
−
x+(0,~δj),σ
,
ρ
(D)
x,j :=
∑
σ=↑↓
a+x,σa
−
x,σ + b
+
x+(0,~δj),σ
b−
x+(0,~δj),σ
,
where a±x,σ, b±y,σ, A(x,i) are respectively the imaginary time evolutions under the
Hamiltonian HΛ of a±~x,σ, b±~y,σ, A(~x,i); these correlations are called the excitonic,
charge density wave or density-density susceptibilities, depending on whether α =
E±, α = CDW or α = D. The correlations C(E±) measure the tendency of the
system to form particle-hole pairs between nearest neighbours on the honeycomb
lattice, and in particular C(E+) measures the response of the system to Kekulé lat-
tice distortions, see next section; C(CDW ) measures the tendency of the system to
produce charge asymmetries between the two triangular sublattices; finally, C(D)
measure the correlations of on-site electronic densities.
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It follows that, for β,L→ +∞ and |x| ≫ 1, the Cα1,1 correlations are given by2
Cα1,1(x) =
Gα1 (x)
|x|4−ξα++ + cos(~p
+
F · ~x)
Gα2 (x)
|x|4−ξα+− + r
α
1,1(x) , (1.4.6)
where: (i) the functions Gαi (x) are given by, if b = 8π
2/27:
GD1 (x) =
−x20 + |~x|2
b|x|2 , G
D
2 (x) =
−x20 + x21 − x22
b|x|2 ,
GCDW1 (x) = −
1
b
, GCDW2 (x) =
−x20 − x21 + x22
b|x|2 ,
G
E+
1 (x) =
−x20 − x21 + x22
b|x|2 , G
E+
2 (x) = −
1
b
,
G
E−
1 (x) =
x20 − x21 + x22
b|x|2 , G
E−
2 (x) =
x20 − |~x|2
b|x|2 ; (1.4.7)
(ii) the anomalous exponents ξα++, ξ
α
+− are given by renormalized series in the renor-
malized charge, and are equal to:
ξαω = 0 + ξ
α,(>2)
ω , ∀(α, ω) : (α, ω) 6= (E+,+−) , (CDW,++) ,
ξ
E+
+− = ξ + ξ
E+,(>2)
+− , ξ
CDW
++ = ξ + ξ
CDW,(>2)
++ , ξ =
4e2
3π2
, (1.4.8)
where ξα,(>2)ω are expressed as renormalized series starting from fourth order, ad-
mitting N ! bounds in the sense of Theorem 3.3.1;
(iii) rα11(x) contains corrections which are either bounded by |x|−(4+θ−maxω ξ
α
ω) for
1
2 ≤ θ < 1 or by e2|x|−(4−maxω ξ
α
ω).
The above results show that the electromagnetic interaction has the effect of de-
pressing the space-time decay of the correlations C(E+), C(CDW ); this suggests that
the interaction may favor excitonic or charge density wave instabilities at strong
coupling. The depression of the decay of the oscillating part of the α = E+ sus-
ceptibilities is associated with a particular lattice distortion, the Kekulé one; as we
are going to see with the next result, the amplitude of Kekulé distortions is greatly
enhanced by the interactions. The relevance of charge density wave and Kekulé insta-
bilities in graphene have been first discussed in [54, 59] and [50, 51, 74], respectively.
As far as we know, this is the first time that these correlations are computed for
graphene; regarding one dimensional systems, analogous computations have been
performed in [9, 8].
1.4.3 Lattice distortions
In this Section we shall discuss the effect of the interaction on some special lattice
distortions, the Kekulé ones. First, we will report the computation of the two point
2The Cαj,j(x) correlations are obtained from C
α
1,1(x) using that C
α
j+1,j+1(x) = C
α
j,j(x0, T~x).
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Schwinger function in presence of Kekulé distortion; then, we will discuss a possible
mechanism for spontaneous lattice distortion in presence of strong enough electron-
electron interactions. Remarkably, the amplitude of the Kekulé distortion behaves
as a bare mass for the fermion propagator; therefore, the problem of spontaneous
lattice distortion is equivalent to the one of mass generation in quantum field theory.
The two point function in presence of Kekulé distortion
The presence of a small distortion can be taken into account by assuming that the
hopping parameter t is replaced by a lattice site and bond dependent one; namely
by replacing t in (1.2.1) with t + ∆0φ~x,i, where φ~x,i is the distortion of the bond
connecting ~x to ~x+ ~δi, and ∆0 is a small parameter. This approximation has been
widely used to study the Peierls instability in one dimensional systems, see [80, 58],
for instance. In this framework, the Kekulé distortion is obtained by replacing t in
(1.2.2) with t+ 23∆0 cos(~p
+
F (
~δj−~δj0−~x)); this choice corresponds to the dimerization
pattern represented in Fig. 1.3.
Figure 1.3. The Kekulé dimerization pattern for j0 = 1. Double and single bonds are
respectively “long” and “short”, and correspond to the hopping parameters t− ∆03 , t+ 23∆0.
To express the result for the two point Schwinger function is convenient to adopt
a “relativistic” notation; let
ψTk′,σ :=
(
Ψˆ−
k′+p+
F
,σ,1
Ψˆ−
k′+p+
F
,σ,2
Ψˆ−
k′+p−
F
,σ,2
Ψˆ−
k′+p−
F
,σ,1
)
,
ψk′,σ :=
(
Ψˆ+
k′+p−
F
,σ,2
Ψˆ+
k′+p−
F
,σ,1
−Ψˆ+
k′+p+
F
,σ,1
−Ψˆ+
k′+p+
F
,σ,2
)
,
where Ψˆ±k,σ,ρ, ρ = 1, 2, are the Fourier transform of the imaginary time evolutions
of a±~x,σ, b
±
~x+~δ1,σ
, and define
[
Sˆβ,L∆ (k
′)
]
jk
:=
〈ψk′,σ,jψk′,σ,k〉β,L
β|Λ| . (1.4.9)
It follows that, for β,L→ +∞, and |k′| small, the limiting propagator is given by:
Sˆ∆(k
′) =
1
Z¯(k′)
1
ik0γ0 + v¯(k′)ik′iγi + iγ(j0)∆(k′)
(
1 + R¯(k′)
)
, (1.4.10)
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where: (i) γ0, γ1, γ2 are Euclidean gamma matrices (defined in (3.2.31), (2.4.18)),
and
γ(j0) :=
(
−iIei~p+F (~δj0−~δ1) 0
0 iIei~p
−
F
(~δj0−~δ1)
)
; (1.4.11)
(ii) setting
∆ := ∆
1
1+ηK
0 , ηK =
2e2
3π2
+ η(>2)K , (1.4.12)
where η(>2)K is given by a series in the renormalized charge starting from the fourth
order and admitting N ! bounds, the functions ∆(k′), v¯(k′), Z¯(k′) are given by:
Z¯(k′) ≃ max{|k′|,∆}−η , v¯(k′) ≃ 1− (1− v)max{|k′|,∆}η˜ ,
∆(k′) ≃ ∆0max{|k′|,∆}−ηK ; (1.4.13)
(iii) R¯(k′) = R¯1(k′) + R¯2(k′) with R¯1(k′) = O(e2) and R¯2(k′) = O(|k′|).
Therefore, the presence of a Kekulé distortion with a non-vanishing amplitude
∆0 produces an effective mass ∆(k′) for the fermion field, which is strongly renor-
malized by the interaction; in fact,
lim
∆0→0
∆
∆0
= +∞ . (1.4.14)
In this sense we say that the presence of electromagnetic interactions enhances the
Kekulé distortion of the honeycomb lattice; as far as we know, this is the first time
that the effect of electromagnetic interaction on a preexisting Kekulé distortion is
discussed.
A mechanism for spontaneous lattice distortion
Finally, we conclude the summary of the results of this Thesis by discussing a
mechanism for spontaneous lattice distortions. We consider the lattice distortion
φ~x,i as a dynamical variable; the full Hamiltonian of the model is:
H˜Λ({φ}) = HΛ({φ}) +KΛ({φ}) := HΛ({φ}) + κ2g2
∑
~x∈Λ
i=1,2,3
φ2~x,i , (1.4.15)
where: HΛ({φ}) is given by (1.2.1) after the replacement t → t + φ~x,i; the second
term is the elastic energy of the distortion and κ, g are respectively the stiffness
constant and the phonon coupling. Let us define the specific free energy in the
Born-Oppenheimer approximation as:
FBOβ,L := −
1
β|Λ| log
∫ [ ∏
~x∈Λ
i=1,2,3
dφ~x,i
]
e−βKΛ({φ})−β|Λ|Fβ,L({φ}) , (1.4.16)
=: − 1
β|Λ| log
∫ [ ∏
~x∈Λ
i=1,2,3
dφ~x,i
]
e−β|Λ|E
BO
β,L
({φ}) , (1.4.17)
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where Fβ,L({φ}) is the specific free energy of the model with Hamiltonian HΛ({φ})
in presence of a fixed distortion. It follows that ∂φ~x,iE
BO
β,L({φ}) = 0 in correspon-
dence of a Kekulé distortion
φ
∗,(j0)
~x,i = φ0 +
2
3
∆0 cos(~p
+
F (
~δj − ~δj0 − ~x)) (1.4.18)
with φ0 and ∆0 self-consistently determined by the following equations:
φ0 =
g2
κ
1
|Λ| 〈ρˆ
(E+)
~0,1
〉(1)
L
,
∆0
3
=
g2
κ
1
|Λ| 〈ρˆ
(E+)
~p+
F
,1
〉(1)
L
, (1.4.19)
where: the symbol 〈· · · 〉(1)L denotes the limit β → +∞ of the grand-canonical average
〈· · · 〉β,L computed with the Hamiltonian HΛ({φ∗,(1)}); the operator ρˆ(E+)~k,i is the
Fourier transform in ~x of ρ(E+)(~x,0),i defined in (1.4.5). Moreover, for g small enough
the solution (1.4.18), (1.4.19) corresponds to a local minimum of the energy.
The first equation gives φ0 = O(g2); this amounts to a small renormalization
of the hopping parameter. The second equation is the most interesting one; it can
be seen as a non-BCS gap equation for the fermion field. To understand it from a
qualitative viewpoint, we replace it with:
∆0
3
=
8g2
κ
∫
∆≤|k′|≤1
dk′
D
1
Z(k′)
∆(k′)
k20 + v(k
′)2|k′|2 , (1.4.20)
where D = (2π)|B1| and B1 = 8π2/(3
√
3) is the volume of the first Brillouin zone;
Eq. (1.4.20) is very similar to the gap equation first derived by Mastropietro in [62],
in the context of certain Luttinger superconductors. It follows that:
• for small e, that is when ηK − η = 7e212π2 + . . . is negligible with respect to 1,
the equation (1.4.20) admits the solution
∆0 ≃
(
1− g
2
0
g2
) 1+ηK
1+η−ηK , for |g| > g0 = O(
√
kv) , (1.4.21)
where g0 is positive and essentially independent of e; moreover, since the
exponent in (1.4.21) is greater than 1, ∂g∆(g) is continuous at |g| = g0: the
transition is smoothened by the interaction.
• For large e, that is when ηK − η → 1, then g0 → 0. In particular, if ηK − η− 1
exceeds 0, then
∆0 ≃
(
1 +
κ(ηK − η − 1)
g2
) 1
1+η−ηK , for |g| > 0. (1.4.22)
Putting these results together with those regarding the excitonic susceptibility
C(E+) and the two point Schwinger function in presence of Kekulé distortion, we
argue that strong enough electron-electron interactions may favor the occurrence
of a possible “excitonic quantum instability” at strong coupling, in the form of a
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spontaneous Kekulé distortion of the honeycomb lattice. This issue is interesting not
only because of a possible interaction driven metal-insulator transition in graphene
(the amplitude of the distortion produces a gap in the energy spectrum of the
fermions); but also because, as proposed first by Hou, Chamon and Mudry in [50],
and by Jackiw and Pi in [51], the Kekulé distortion may be a prerequisite for electron
fractionalization, that is for the existence of collective excitations with net charge
equal to a half the electric charge. This would be the two dimensional analogous
of the Peierls instability studied in one dimensional systems by Su, Schrieffer and
Heeger in [80] and by Jackiw and Rebbi in [52].
1.5 Sketch of the proof
Here we shall give a sketch of the proof of the above results, trying to explain in
an informal way the ideas behind our RG methods. Our framework consists in a
rigorous formulation of the Wilsonian Renormalization Group, [83, 84], based on
the functional RG developed in the 1980’s in [28, 29, 71], see also [27]. In the last
25 years these methods have been successfully applied to different fields, such as
quantum field theory, condensed matter and classical statistical mechanics. See
[6, 36, 61] for extensive reviews.
The underlying physical idea is very simple: we look for a sequence of effective
theories that describe the system at larger and larger scales, whose parameter are
determined by the integration of the degrees of freedom corresponding to smaller
scales. Each theory is determined starting from the ones on smaller scales by ap-
plying a well defined procedure, the “RG map”; the goal is to find a fixed point of
this map, and to determine the scaling behavior of the corresponding many-body
correlations.
First of all, we rewrite our many-body problem in terms of a quantum field
theory model, in the sense that we rewrite the partition function and the generating
functional of the correlations as suitable functional integrals, involving fermionic, i.e.
Grassmann, and bosonic, i.e. real, Gaussian fields. The equivalence is established
noting that the perturbative series are equal order by order; see Appendix B, where
the case of the partition function is discussed. Our goal is to evaluate such functional
integrals, at least in terms of perturbative series with coefficients bounded uniformly
in β, L, which may or may not converge (the problem of proving convergence will
be not adressed in this Thesis). Let us consider for simplicity the partition function
Ξβ,L; the generating functional of the correlations can be studied in a similar way,
just more technically involved, and we will not discuss it here. It follows that:
Ξβ,L =
∫
P (dΨ)P (dA)eV (Ψ,A) , (1.5.1)
where V (Ψ, A) is the interaction and P (dΨ), P (dA) are Gaussian fermionic and
bosonic measures respectively, with propagators gˆ(k), wˆ(p); the interaction and
the gaussian measures are defined in Section 2.2. The identity has to be understood
in the sense that the perturbative series in e of the l.h.s. and of the r.h.s. are equal
order by order for any β, L, h∗ fixed; moreover, by gauge invariance, see Appendix
C, we are free to express the photon propagator in the Feynman gauge, which is
more convenient for our purposes. The momenta k = (k0, ~k), p = (p0, ~p) appearing
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at the argument of the propagators are constrained by the fact that: (i) ~k has to
belong to the first Brillouin zone; (ii) |~p| cannot be too big, because of the bosonic
ultraviolet cutoff in the definition of the model, which will be kept fixed. However,
the “Matsubara frequency” variables k0, p0 are unbounded; therefore, to have a well
defined problem we fix an ultraviolet cutoff on both of them, by imposing that the
arguments of the propagators must satisfy k0 ≤ MK , p0 ≤ MK , with M > 1 a
scaling parameter and K a positive integer, which at the end will be sent to +∞.
One may naively think of evaluating (1.5.1) by expanding the exponential in
(1.5.1) and taking averages; as it is well known, the result can be expressed in
terms of a sum over Feynman graphs. However, an easy computation shows that,
already at lowest order, these graphs are not bounded uniformly in β, L, h∗: this
is so because the fermionic and bosonic propagator are singular at k = p±F and
p = 0. The hope is that these infinities cancel and produce a finite result. Roughly
speaking, to see these cancellations we shall write each graph as a sum of many
pieces, where in every piece each propagator carries a momentum which is “close”
to some prefixed value, labelled by some momentum scale label. The goal is to show
that classes of finite pieces cancel, and produce a result which is summable over the
scale labels.
To see these cancellations directly from the perturbative series would be an
almost desperate task; the startegy that we shall adopt to reorganize in a convenient
way the series and to keep track of all the contributions has been introduced by
Gallavotti in 1984, see [27]. First of all, setting k′ = k − pωF , we rewrite the
propagators as
gˆ(k) =
∑
ω=±
gˆ(≤0)ω (k
′) + gˆ(>0)(k) , wˆ(p) = wˆ(≤0)(p) + wˆ(>0)(p) , (1.5.2)
where gˆ(≤0)ω (k′), wˆ(≤0)(p) are supported respectively on momenta close to pωF and
0; correspondingly, we rewrite the fermionic and bosonic fields as
Ψˆk,σ,ρ =
∑
ω=±
Ψˆ(≤0)k′,σ,ρ,ω + Ψˆ
(>0)
k′,σ,ρ , Aˆµ,p = Aˆ
(≤0)
µ,p +A
(>0)
µ,p , (1.5.3)
where the fields labelled by (≤ 0) and (> 0) are independent Gaussian variables,
with propagators given by (1.5.2). After this, we integrate the fields labelled by
(> 0) and we get a theory which depends only on the (≤ 0) fields; this is done by
writing
Ξβ,L =
∫
P≤0(dΨ(≤0))P≤0(dA(≤0))eV
(0)(Ψ(≤0),A(≤0)) , (1.5.4)
V(0)(·, ·) = log
∫
P>0(dΨ
(>0))P>0(dA
(>0))
[
1 + V (·+Ψ(>0), ·+A(>0)) + . . .
]
where the integration measures labelled by ≤ 0, > 0 have propagators given by
(1.5.2), and the dots stand for the higher order terms coming from the expansion
of the exponential in (1.5.1). The expectations in the second line of (1.5.4) can
be graphically represented in terms of Gallavotti - Nicolò (GN) trees, [28, 29, 27],
which in turn can be evaluated as sums over connected Feynman graphs, with an
arbitrary number of external lines denoting the fields labelled by (≤ 0); the values of
these graphs, and therefore of the trees, are bounded uniformly in K, see Appendix
D. Therefore, the limit K → +∞ can be safely taken.
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So far we discussed the “easy” part of the work; now comes the “hard” one, since
singularities k′ = 0, p = 0 belong to the domains of the fields labelled by (≤ 0).
We rewrite:
Ψˆ(≤0)±k′,σ,ρ,ω =
0∑
h=−∞
Ψˆ(h)±k′,σ,ρ,ω , Aˆ
(≤0)
µ,p =
0∑
h=−∞
Aˆ
(h)
µ,p , (1.5.5)
where Ψˆ(0), Aˆ(0), Ψˆ(−1), Aˆ(−1), . . . are independent Gaussian fields supported on
momenta |k′| ∼ Mh, |p| ∼ Mh (h is the scale label), whose propagators will be de-
termined inductively. We integrate the fields iteratively expanding the exponential
as in (1.5.4), starting from scale 0 going down to −∞; each step of the integra-
tion can be organized graphically in terms of GN trees. It follows that, after the
integration of the first |h| scales, the partition function (1.5.4) can be rewritten as:
Ξβ,L = e
−β|Λ|Fh
∫
P≤h(dΨ(≤h))P≤h(dA(≤h))eV
(h)(
√
ZhΨ
(≤h),A(≤h)) , (1.5.6)
where:
• Fh is the specific free energy on scale h.
• The integration measures have propagators given by gˆ(≤h)ω (k′), wˆ(≤h)(p), both
supported on momenta ≤Mh+1. For these values of the momenta, the photon
propagator is essentially equal to wˆ(≤0)(p), while gˆ(≤h)(k′) is morally equal
to (1.2.15) after having relaced Z and v with Zh and vh, the wave function
renormalization and the effective Fermi velocity on scale h.
• The interaction on scale h has the form
V(h)(Ψ, A) =
∫
dp
(2π)3
[
eµ,hjˆ
(≤h)
µ,p Aˆ
(≤h)
µ,p −Mhνµ,hAˆ(≤h)µ,p A(≤h)µ,−p
]
+RV(h) , (1.5.7)
where jˆ(≤h)µ,p is a “relativistic” fermionic current, eµ,h, Mhνµ,h are respectively
the effective charges and the effective mass terms for the photon field, and
RV(h) contains irrelevant terms in the RG sense.
The parameters Zh, vh, eµ,h, Mhνµ,h are called running coupling constants; it
follows that, collecting all these numbers in a vector ~αh, the iterative integration
implies an “evolution equation” for ~αh, namely:
~αh = ~αh+1 + ~βh+1(~αh+1, . . . , ~α0) ; (1.5.8)
the vector ~βh+1 in (1.5.8) is called the Beta function of the theory, and it can
be computed as series in the running coupling constant on scales ≥ h + 1. It
turns out that the Beta function, the free energy and the correlation functions
can be expressed as perturbative series in the renormalized couplings {eµ,k, νµ,k},
with coefficients depending on
{
Zk/Zk−1, vk
}
; in particular, the coefficients of the
series are finite if the ratio Zk/Zk−1 is close to 1 and if vk is bounded away from
0. Therefore, the problem of computing the partition function (1.5.6) is reduced
to the study of a finite dimensional dynamical system, evolving under (1.5.8); an
explicit computation shows that if eµ,h ≃ e and νµ,h ≃ e2 then by truncating (1.5.8)
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to any finite order p > 0, choosing e small enough, we get that Zh ≃ M−ηe2 , vh ≃
v−∞−(1−v)M η˜h, where η, η˜ areO(e2) and positive, and v−∞−1 = O(e0,−∞−e1,−∞).
Clearly, one would show that the remainder of the truncation is small; however to
do this one has to prove the convergence of the series, which is notoriously a difficult
task for bosonic field theories, and it is outside the purposes of this Thesis. However,
in the language of [5], here we prove that perturbation theory is consistent to the
order p for any p > 0.
But then how to check the assumptions on the renormalized couplings? No-
tice that now we cannot rely on the evolution equation (1.5.8), because a single
non-vanishing order in the components of ~βh contributing to eµ,h, νµ,h would gener-
ically produce an unbounded flow as h → −∞. The informations that we need
are provided by Ward identities; the Ward identities are non perturbative identi-
ties between the Schwinger functions of a field theory, which are implied by gauge
invariance. To get informations on eµ,h, νµ,h we will implement Ward identities at
each RG step (that is at each single scale integration), following a strategy recently
proposed and developed by Benfatto and Mastropietro, [12], in the context of one
dimensional Luttinger liquids.3 The strategy can be summarized as follows.
• Assume inductively that our assumptions on the renormalized couplings are
true on scales > h.
• At the step −h of the RG we introduce a new model, the reference model,
which differs from the original model because of the presence of a cutoff on
the bosons that suppresses all momenta smaller that Mh; the idea of putting
a cutoff only on the bosonic sector of the theory is borrowed from Adler
and Bardeen, [1]. This new model can be investigated using the multiscale
integration described above, and it turns out that on scales ≥ h it has the
same running coupling constants of the full model. After the scale h all the
bosonic fields have been integrated out, and we are left with a purely fermonic
theory; but this theory is much easier to investigate with respect to the initial
one, and in particular it turns out to be superrenormalizable. This implies
that the running coupling constants essentially “cease to flow” on scale h.
• The bosonic cutoff does not break gauge invariance, and Ward identities for the
Schwinger functions of the reference model can be derived; by suitably choos-
ing the external momenta of the Schwinger functions involved in the Ward
identities we will be able to check our inductive assumptions on eµ,h, νµ,h.
Finally, another interesting consequence of Ward identities is that e0,−∞ = e1,−∞
(while e1,h = e2,h for all h, as it follows from the 2π/3 rotational symmetry of the
model); therefore, since in general v−∞ = 1+O(e0,−∞−e1,−∞), this last fact implies
3This strategy allowed to prove the so called vanishing of the Beta function for one dimensional
fermionic systems. At the formal level, this was known since the 1970’s, see [22, 19]; however, the
earlier works neglected the presence of cutoffs, which necessarily break gauge invariance. Therefore,
the problem of establishing whether gauge invariance and formal Ward identities were recovered
in the limit of cutoff removal was not considered by the Authors of the original proof. In [12]
this problem has been considered, and the Authors proved that actually the Ward identities found
after the removal of the cutoff are different from the formal ones: this is the phenomenon of chiral
anomaly, well-known in the context of similar models used in Relativistic Quantum Field Theory,
e.g. the Schwinger model [86].
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that v−∞ = 1, which is the speed of light in our units. This concludes the sketch
of the strategy that allows to compute the free energy, the Schwinger functions and
the correlation functions of the model.
Now, let us conclude the Section by briefly discussing what happens in presence
of Kekulé distortions; the effect of Kekulé distortions can be taken into account
by replacing the hopping parameter with t~x,i = t+
2
3∆0 cos(~p
+
F (
~δj − ~δj0 − ~x)) with
j0 = 1, 2, 3. The main difference with respect to the case ∆0 = 0 is that ∆0 behaves
as a bare mass for the fermion propagator, and it gives rise to a new running coupling
constant ∆h, which grows as ∆0M−ηKh, with ηK > 0. As for the case ∆0 = 0 we
perform a multiscale integration to evaluate the partition function, but here we
have to distinguish two regimes: in the first regime the mass ∆h is smaller than
Mh, which is the size of the momentum of the single scale field Ψ(h)k′,σ,ρ,ω, and the
analysis is qualitatively the same discussed before. The second regime is defined by
the scale h(∆) such that ∆h(∆) = M
h(∆), where the fermion propagator becomes
massive; the main consequence of this fact is that the running coupling constants
on scales ≤ h(∆) remain close to their values at the threshold h(∆).
1.6 Summary
In Chapter 2 we introduce a functional integral representation for our model and,
as a pedagogical example, we start to evaluate the free energy by discussing the
integration of the ultraviolet degrees of freedom; the analysis will be similar, but
not equal, to the one discussed in [36] for the Hubbard model on the honeycomb
lattice with short range interactions. The outcome of the ultraviolet integration
is an effective infrared theory, whose action has a precise structure determined by
remarkable lattice symmetries.
In Chapter 3 we continue the evaluation of the free energy by discussing the
integration of the infrared degrees of freedom; the procedure will be similar to the
one perfomed in [38], in the context of an effective continuum model for graphene.
Here we shall define the localization and renormalization operations, which allow
to safely integrate the infrared scales. In this way we get a sequence of infrared
effective theories, involving fields depending on momenta closer and closer to the
singularities and a number of running coupling constants; the various contributions
to the effective actions will be graphically represented in terms of Gallavotti-Nicolò
trees. This graphical representation will be crucial to derive infrared-stable bounds
on the effective potentials of the effective actions. After this, we discuss the flow of
the running coupling constants, and in particular we introduce the reference model
on which we derive the Ward identities that we need in order to control the flow of
the effective couplings.
In Chapter 4 we adapt the strategy developed in the previous two Chapters to
the generating functionals of the Schwinger functions and of the respose functions;
here shall we prove our results on the two point Schwinger function (1.4.1) and
(1.4.3), and on the response functions (1.4.6) – (1.4.8).
In Chapter 5 we change the definition of the model in order to take into account
Kekulé distortions. We first study the effect of the electromagnetic interaction on
a preexisting Kekulé distortion; then, we investigate a mechanism for a possible
spontaneous Kekulé instability. Here we will prove the result on the two point
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Schwinger function in presence of Kekulé distortion (1.4.10) – (1.4.13), and derive
and discuss the gap equation (1.4.18) – (1.4.21).
In the Appendices we collect all the technical ingredients and explicit computa-
tions that are needed in our proofs; in particular, in Appendix B we show how the
Hamiltonian model is mapped in a Quantum Field Theory, in Appendix C we prove
the perturbative equivalence of Coulomb and Feynman gauges, and in Appendix F
we collect all the explicit computations of this Thesis.

Chapter 2
The ultraviolet integration
2.1 Introduction
In this Chapter and in the next one we introduce our rigorous RG framework, by
performing as a pedagogical example the computation of the specific free energy.
The same methods with some modifications will be used in Chapter 4 to prove our
results on the two point Schwinger function and on the response functions, and in
Chapter 5 to take into account the presence of lattice distortions. Here we start by
discussing the integration of the ultraviolet degrees of freedom; this is the “easiest”
part of the work, since the bosons are regularized by an ultraviolet cutoff, which will
be kept fixed, and the hexagonal lattice provides a natural ultraviolet cutoff for the
fermions. As an outcome of the integration we will get an effective infrared theory,
where the various contributions to the effective action will be expressed as series
in the bare charge e with finite coefficients, the N -th order bounded proportionally
to (N/2)!. In particular, as a consequence of some remarkable lattice symmetry
properties of our model, the effective action will have a precise structure, which will
be preserved by the subsequent infrared integration.
The Chapter is organized in the following way: in Section 2.2 we introduce the
functional integral representation of the model; in Section 2.3 we discuss the symme-
tries of our model, while in Section 2.4 we describe the outcome of the integration
of the ultraviolet regime; the details of the ultraviolet integration are contained in
Appendix D.
2.2 Functional integral representation
Here we shall introduce the quantum field theory associated to the model defined
in Section 1.2; in fact, as shown in Appendix B, for any β, L, h∗ fixed the pertur-
bative series in e of the partition function of our model, which can be computed
using Trotter formula and Wick theorem, turns out ot be equal order by order to
the perturbative series of a suitable functional integral, involving Grassmann (i.e.
fermionic) and real (i.e. bosonic) Gaussian fields. The same is true for the average
of physical observables which can be expressed as series in the fermionic and bosonic
creation/annihilation operators.
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2.2.1 Integration measures and interaction
In this Section we shall introduce the elements that define the quantum field theory
in which we will map our Hamiltonian model; namely, the free fermionic and bosonic
measures, and the fermion-boson interaction.
Fermionic gaussian measure. Let K ∈ N, and
D∗β,L := Dβ,L ∩ {k0 : χ(M−K |k0|) > 0} . (2.2.1)
We consider the Grassmann algebra generated by the Grassmann variables Ψˆ±k,σ,ρ
with σ =↑↓, ρ = 1, 2 and k ∈ D∗β,L, and a Grassmann integration
∫
DΨ :=
∫ ∏
k∈D∗
β,L
ρ=1,2∏
σ=↑↓
dΨˆ+k,σ,ρdΨˆ
−
k,σ,ρ ; (2.2.2)
we define the Fourier transform of the fermionic field as:
Ψ±
x+(ρ−1)(0,~δ1),σ,ρ :=
1
β|Λ|
∑
k∈Dβ,L
e±ikxΨˆ±k,σ,ρ , x ∈ [0, β] × Λ , (2.2.3)
where Dβ,L has been defined in (1.2.11). In the following, we shall use the notation∫ dk
D ≡ (β|Λ|)−1
∑
k∈Dβ,L , where D := (2π)B1 and B1 = 8π
2/(3
√
3) is the volume
of the first Brillouin zone. Let us define the free fermionic propagator gˆ(k) as
gˆ(k) := χK(k0)
(
−ik0 −tΩ∗(~k)
−tΩ(~k) −ik0
)−1
, (2.2.4)
=: χK(k0)
[
B(k)
]−1
, χK(k0) := χ(M
−K |k0|) .
Then, we introduce the Grassmann gaussian integration P (dΨ) as
P (dΨ) =
[ σ=↑↓∏
k∈D∗
β,L
−β2|Λ|2[χK(k0)]2
k20 + |v(~k)|2
dΨˆ+k,σ,1dΨˆ
−
k,σ,1dΨˆ
+
k,σ,2dΨˆ
−
k,σ,2
]
·
· exp
{
− (β|Λ|)−1
σ=↑↓∑
k∈D∗
β,L
Ψˆ+k,σ,·gˆ(k)
−1Ψˆ−k,σ,·
}
; (2.2.5)
by the discussion of Appendix A it turns out that∫
P (dΨ)Ψˆ−k,σ,ρΨˆ
+
k′,σ′,ρ′ = β|Λ|δσ,σ′δk,k′
[
gˆ(k)
]
ρ,ρ′ . (2.2.6)
Bosonic gaussian measure. Let
Pβ,L := PL ∪
{
p0 =
2πm
β
, m ∈ Z
}
,
P∗β,L := Pβ,L ∩ {p = (p0, ~p) : χ[h∗,0](|~p|)χK(p0) > 0} , (2.2.7)
P∗,+β,L := PL ∪ {p0 =
2πm
β
, m ∈ Z+} ∩ {p = (p0, ~p) : χ[h∗,0](|~p|)χK(p0) > 0},
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where the set PL has been defined in the lines before (1.2.4), and consider the
complex Gaussian variables Aˆµ,p with µ = 0, 1, 2, p ∈ Pβ,L and Aˆ∗µ,p = Aˆµ,−p; this
last condition implies that the Fourier transform of the Aˆµ,p field, namely
Aµ,x :=
1
βAΛ
∑
p∈Pβ,L
e−ipxAˆµ,p , x ∈ R3 (2.2.8)
is real. In the following, we shall use the notation
∫ dp
(2π)3
≡ (βAΛ)−1
∑
p∈Pβ,L . If
ξ ∈ [0, 1] and n0 = 1, ~n = ~0, we define the free photon propagator in the ξ-gauge as
wˆξµ,ν(p) :=
∫
dp3
(2π)
χK(p0)χ[h∗,0](|p|)
p2 + p23
∆ξµ,ν(p, p3) , (2.2.9)
∆ξµ,ν(p, p3) := δµ,ν − ξ
pµpν − p0(pµnν + pνnµ)
p2
,
(2.2.10)
where µ, ν ∈ {0, 1, 2}, and the gaussian integration P ξ(dA) as
P ξ(dA) =
 ∏
p∈P∗,+
β,L
[ 1
(πβAΛ)3 det wˆξ(p)
] ∏
µ=0,1,2
dAˆµ,pdAˆµ,−p
 ·
· exp
{
− (2βAΛ)−1
∑
p∈P∗
β,L
Aˆ·,p
[
wˆξ(p)
]−1
Aˆ·,−p
}
; (2.2.11)
notice that if ξ ∈ [0, 1] then p ∈ P∗β,L ⇒ det wˆξ(p) > 0, and∫
P ξ(dA)Aˆµ,pAˆν,−p′ = βAΛδp,p′wˆξµ,ν(p) . (2.2.12)
Interaction. Finally, we define the interaction V (Ψ, A) as
V (Ψ, A) =
∫ β
0
dx0
∑
~x∈Λ
i∈[1,3]
∑
σ=↑↓
t
[
Ψ+x,σ,1Ψ
−
(x0,~x+~δi),σ,2
(
eieA(x,i) − 1
)
+ c.c.
]
−ie
∑
~x∈ΛA∪ΛB
nxA0,x , (2.2.13)
where A(x,i) :=
∫ 1
0 ds
~δi · ~Ax+s(0,~δi). It is useful to rewrite (2.2.13) in momentum
space; it follows that
V (Ψ, A) =
=
∫ ∑
σ,j
t
[
Ψˆ+k+p,σ,1Ψˆ
−
k,σ,2Fˆj,pe
−i~k(~δj−~δ1) + Ψˆ+k+p,σ,2Ψˆ
−
k,σ,1Fˆ
∗
j,−pe
i(~k+~p)(~δj−~δ1)
]
−ie
∫ ∑
σ
[
Ψˆ+k+p,σ,1Ψˆ
−
k,σ,1Aˆ0,p + Ψˆ
+
k+p,σ,2Ψˆ
−
k,σ,2Aˆ0,pe
−i~p~δ1
]
(2.2.14)
26 2. The ultraviolet integration
where k+ p is constrained to live in Dβ,L and
Fˆj,p :=
∫ β
0
dx0
∑
~x∈ΛA
eipx
[
exp
{
ieA(x,j)
}
− 1
]
(2.2.15)
=
∑
N≥1
(ie)N
N !
∫
dp1
(2π)3
. . .
dpN
(2π)3
δ˜(p−
∑
i
pi)
[ N∏
i=1
ηj(~pi)~δj · ~ˆApi
]
,
with ηj(~p) := 1−e
−i~p·~δj
i~p·~δj
, and δ˜(p) := (AΛ|Λ|−1)δ(p) with δ(p) := δ(p0)δ(~p) where
δ(~k) := |Λ|
∑
n1,n2∈Z
δ~k,n1~b1+n2~b2 , δ(k0) := βδk0,0 . (2.2.16)
2.2.2 Averages
Consider a generic function O(Ψ, A) of the fields Ψ, A; we shall consider only func-
tions O(Ψ, A) which are integrable in the sense of [5], i.e. that can be expressed as
series in the fields Ψ, A, with bounded coefficients. For any positive β,L, we define
the average in the ξ-gauge of O(Ψ, A) as
〈O(Ψ, A)〉ξβ,L := limK→+∞ limh∗→−∞
1
Ξ[h
∗,K]
β,L
∫
P (dΨ)P ξ(dA)eV (Ψ,A)O(A,Ψ) ,
Ξ[h
∗,K]
β,L :=
∫
P (dΨ)P ξ(dA)eV (Ψ,A) , (2.2.17)
where Ξβ,L := limK→+∞ limh∗→−∞ Ξ
[h∗,K]
β,L is the partition function of the model.
As explained in Appendix B, the quantity (2.2.17) can be formally expressed as
a perturbative series in the electric charge e; in particular, if O˜ is the operator
obtained by suitably replacing the fermionic and bosonic fields in O with fermionic
and bosonic creation/annihilation operators, it follows that
Tr{e−βHΛO˜)}
Tr{e−βHΛ} = 〈O(Ψ, A)〉
1
β,L . (2.2.18)
Moreover, as shown in Appendix C, if O(Ψ, A) is gauge invariant, that is if it is left
unchanged by the transformation Ψεx,σ,ρ → Ψεx,σ,ρeεiαx , Aµ,x → Aµ,x + ∂µαx, then:
∂ξ〈O(Ψ, A)〉ξβ,L = 0 . (2.2.19)
This means that in the functional integral (2.2.17) we are free to choose the gauge
that we prefer; for convenience, in this Thesis we shall work in the Feynman gauge,
corresponding to the choice ξ = 0. We shall set
P (dA) := P ξ=0(dA) , 〈· · · 〉β,L := 〈· · · 〉0β,L . (2.2.20)
2.3 Symmetries
Before discussing the multiscale integration, it is important to note that both the
Gaussian integrations and the interaction V (Ψ, A) are invariant under the action
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of suitable symmetry transformations; this invariance will be preserved by the sub-
sequent iterative integration procedure, and will guarantee the vanishing of some
running coupling constants. In the following Lemma we collect all the symmetry
properties that will be needed in the following.
Lemma 2.3.1 For any choice of K, h∗, β, L, the fermionic Gaussian integration
P (dΨ), the bosonic Gaussian integration in the Feynman gauge P (dA) and the
interaction V (Ψ, A) are invariant under the following transformations:
(1) spin exchange: Ψˆεk,σ,ρ ↔ Ψˆεk,−σ,ρ;
(2) global U(1): Ψˆεk,σ,ρ → eiεασΨˆεk,σ,ρ, with ασ ∈ R independent of k;
(3) spin SO(2):
(
Ψˆεk,↑,ρ
Ψˆεk,↓,ρ
)
→ Rθ
(
Ψˆεk,↑,ρ
Ψˆεk,↓,ρ
)
, with Rθ =
(
cos θ sin θ
− sin θ cos θ
)
and θ ∈ T
independent of k, where T is the one-dimensional torus;
(4) discrete spatial rotations: Ψˆεk,σ,ρ → eεiT~k(~δ2−~δ1)(ρ−1)Ψˆ±(k0,T~k),σ,ρ, (Aˆ0,p,
~ˆ
Ap) →
(Aˆ0,(p0,T ~p), T
−1 ~ˆA(p0,T ~p)), where T is the 2π/3 rotation matrix.
(5) complex conjugation: Ψˆεk,σ,ρ → Ψˆε−k,σ,ρ, Aˆµ,p → −Aˆµ,−p, c → c∗, where c is
generic constant appearing in P (dΨ), P (dA) and/or in V (Ψ, A);
(6.a) horizontal reflections: Ψˆεk,σ,1 ↔ Ψˆε(k0,−k1,k2),σ,2, Aˆ1,p → −ei~p
~δ1Aˆ1,(p0,−p1,p2),
Aˆν,p → ei~p~δ1Aˆν,(p0,−p1,p2) if ν 6= 1.
(6.b) vertical reflections: Ψˆεk,σ,ρ → Ψˆε(k0,k1,−k2),σ,ρ, Aˆ2,p → −Aˆ2,(p0,p1,−p2), Aˆν,p →
Aˆν,(p0,p1,−p2) if ν 6= 2.
(7) particle-hole: Ψˆεk,σ,ρ → iΨˆ−ε(k0,−~k),σ,ρ,
~ˆ
Ap → − ~ˆA(−p0,~p), Aˆ0,p → Aˆ0,(−p0,~p).
(8) inversion: Ψˆεk,σ,ρ → i(−1)ρΨˆε(−k0,~k),σ,ρ,
~ˆ
Ap → ~ˆA(−p0,~p), Aˆ0,p → −Aˆ0,(−p0,~p).
Proof. For notational simplicity, here we shall consider the limit K → +∞; the case
of a finite K can be worked out in exactly the same way.
The invariance of P (dΨ), P (dA), V (Ψ, A) under (1), (2), (3) is obvious, and so is
the invariance of P (dA) under (4)–(8).
Symmetry (4). Let us prove the invariance of∑
k
Ψˆ+k,σ,·gˆ(k)
−1Ψˆ−k,σ,· =
= −i
∑
k
Ψˆ+k,σ,1k0Ψˆ
−
k,σ,1 −
∑
k
Ψˆ+k,σ,1tΩ
∗(~k)Ψˆ−k,σ,2 −
∑
k
Ψˆ+k,σ,2tΩ(
~k)Ψˆ−k,σ,1
−i
∑
k
Ψˆ+k,σ,2k0Ψˆ
−
k,σ,2 , (2.3.1)
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which implies the invariance of P (dΨ). The first and the fourth term in the second
line of (2.3.1) are obviously invariant, while the sum of the second and the third
term is changed into
−t
∑
k
Ψˆ+
(k0,T~k),σ,1
Ω∗(~k)ei~k(~δ3−~δ1)Ψˆ−
(k0,T~k),σ,2
+ c.c. (2.3.2)
= −t
∑
k
Ψˆ+k,σ,1Ω
∗(T−1~k)ei~k(~δ1−~δ2)Ψˆ−k,σ,2 − t
∑
k
Ψˆ+k,σ,2Ω(T
−1~k)ei~k(~δ2−~δ1)Ψˆ−k,σ,1 .
Using that Ω(T−1~k) = ei~k(~δ1−~δ2)Ω(~k), as it follows by the definition of Ω(~k), we
find that the last line of (2.3.2) is equal to the sum of the second and third term
in (2.3.1), as desired. Let us now prove the invariance of the temporal part of the
interaction, that is:
− ie
∑
k,p
Ψˆ+k+p,σ,1Ψˆ
−
k,σ,1Aˆ0,p − ie
∑
k,p
Ψˆ+k+p,σ,2Ψˆ
−
k,σ,2Aˆ0,pe
−i~p~δ1 . (2.3.3)
The first term in (2.3.3) is obviously invariant under (4), while the second is changed
into
− ie
∑
k,p
Ψˆ+k+p,σ,2Ψˆ
−
k,σ,2Aˆ0,pe
−i~p·T~δ1ei~p·(~δ2−δ1) ; (2.3.4)
using that T~δj = δj+1, the invariance of (2.3.3) follows. Finally, let us prove the
invariance of
t
∑
k,p
∑
j
Ψˆ+k+p,σ,1Ψˆ
−
k,σ,2Fˆj,pe
−i~k(~δj−δ1) + t
∑
k,p
∑
j
Ψˆ+k+p,σ,2Ψˆ
−
k,σ,1Fˆ
∗
j,−pe
i(~k+~p)(~δj−~δ1) .
(2.3.5)
Notice that under (4) A(x,j) → A((x0,T~x),j+1), which means that Fˆj,p → Fˆj+1,(p0,T ~p);
therefore, (2.3.5) is changed into
t
∑
k,p
∑
j
Ψˆ+k+p,σ,1Ψˆ
−
k,σ,2Fˆj+1,pe
−i~k(~δj+1−~δ2)e−i~k(~δ2−~δ1) +
+t
∑
k,p
∑
j
Ψˆ+k+p,σ,2Ψˆ
−
k,σ,1Fˆ
∗
j+1,−pe
i(~k+~p)(~δj+1−~δ2)ei(~k+~p)(~δ2−~δ1) , (2.3.6)
which shows the invariance of (2.3.6) and concludes the proof of the invariance of
V (Ψ, A) under (4).
Symmetry (5). The invariance of P (dΨ) follows simply by noting that Ω(−~k) =
Ω∗(~k). Concerning V (Ψ, A), (2.3.3) is obviously invariant; the invariance of (2.3.5),
and therefore of V (Ψ, A), follows by noting that under (5) A(x,j) → −A(x,j) and
hence Fˆj,p → Fˆj,−p.
Symmetry (6.a). To check the invariance of P (dΨ) notice that under (6.a) the sum
of the first and the fourth term in the second line of (2.3.1) is obviously invariant,
while the sum of the second and the third is changed into
−t
∑
k
Ψˆ+(k0,−k1,k2),σ,2Ω
∗(~k)Ψˆ−(k0,−k1,k2),σ,1 + c.c. (2.3.7)
= −t
∑
k
Ψˆ+k,σ,2Ω
∗((−k1, k2))Ψˆ−k,σ,1 − t
∑
k
Ψˆ+k,σ,1Ω((−k1, k2))Ψˆ−k,σ,2 ;
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noting that Ω((−k1, k2)) = Ω∗(~k), one sees that (2.3.7) is equal to the sum of the
second and third term in the second line of (2.3.1), as desired. The invariance of the
temporal part of the interaction is obvious. To conclude the proof of the invariance
of V (Ψ, A) notice that Fˆj,(p0,−p1,p2) → ei~p(
~δj′−~δ1)Fˆ ∗j′,−p, with 1
′ = 1, 2′ = 3, 3′ = 2.
In fact, setting x˜ := (x0,−x1, x2), after (6.a) ~Ax →
( − A
1,x˜+(0,~δ1)
, A
2,x˜+(0,~δ1)
)
and A(x,j) → −
∫ 1
0 ds
~δj′ ~Ax˜−(0,s~δj′−~δ1); therefore, setting
∫
# dx =
∫
dx0
∑
~x∈Λ# with
# = A,B,∫
A
dx eipx exp
{
ieA(x,j)
}→ ei~p~δ1 ∫
B
dx eip˜x exp
{− ie ∫ 1
0
ds~δj′ ~Ax−(0,s~δj′ )
}
= ei~p(
~δ1−~δj)
∫
A
dx eip˜x exp
{− ie ∫ 1
0
~δj′ ~Ax−(0,(s−1)~δj′ )
}
= ei~p(
~δ1−~δj)
∫
A
dx eip˜x exp
{− ieA(x,j′)} , (2.3.8)
where in the first equality we used that ΛB = ΛA+~δj′ and that p˜·(0, ~δj) = −p·(0, ~δj′).
Formula (2.3.8), together with the fact that
∫
dx eipx = ei~p(
~δ1−~δj) ∫ dx eip˜x implies
that Fˆj,p → ei~p(~δ1−~δj)Fˆ ∗j′,−p˜; therefore, (2.3.5) changes into
t
∑
k,p
∑
j
Ψˆ+k+p,σ,2Ψˆ
−
k,σ,1e
i~k(~δj′−~δ1)ei~p(~δj′−~δ1)Fˆ ∗j′,−p +
+t
∑
k,p
∑
j
Ψˆ+k+p,σ,1Ψˆ
−
k,σ,2e
−i(~k+~p)(~δj′−~δ1)ei~p(~δj′−~δ1)Fˆj′,p (2.3.9)
which proves the invariance of V (Ψ, A) under (6.a).
Symmetry (6.b). The invariance of P (dΨ) follows by noting that Ω((k1,−k2)) =
Ω(~k). The invariance of the temporal part of V (Ψ, A) is obvious. To show the
invariance of (2.3.5), and therefore to conclude the proof of the invariance of V (Ψ, A),
notice that under (6.b) Fˆj,p → Fˆj′,p˜ with p˜ := (p0, p1,−p2); then, (2.3.5) changes
into
t
∑
k,p
∑
j
Ψˆ+k+p,σ,1Ψˆ
−
k,σ,2Fˆj′,pe
−i~k(~δj′−δ1) + t
∑
k,p
∑
j
Ψˆ+k+p,σ,2Ψˆ
−
k,σ,1Fˆ
∗
j′,−pe
i(~k+~p)(~δj′−~δ1) ,
(2.3.10)
and (2.3.10) concludes the proof of the invariance under (6.b).
Symmetry (7). To show the invariance of P (dΨ), notice that the sum of the first
and the fourth term in (2.3.1) is left unchanged, while the sum of the second and
the third term is changed into
+t
∑
k
Ψˆ−
(k0,−~k),σ,1
Ω∗(~k)Ψˆ+
(k0,−~k),σ,2
+ t
∑
k
Ψˆ−
(k0,−~k),σ,2
Ω(~k)Ψˆ+
(k0,−~k),σ,1
= −t
∑
k
Ψˆ+k,σ,2Ω
∗(−~k)Ψˆ−k,σ,1 − t
∑
k
Ψˆ+k,σ,1Ω(−~k)Ψˆ−k,σ,2 ; (2.3.11)
using that Ω(−~k) = Ω∗(~k), we see that (2.3.11) is transformed into the sum of
the second and third term of (2.3.1), as desired. Regarding the interaction, (2.3.3)
changes into, setting k˜ := (k0,−~k):
− ie
∑
k,p
Ψˆ+
k˜,σ,1
Ψˆ−
k˜+p˜,σ,1
Aˆ0,−p˜ − ie
∑
k,p
Ψˆ+
k˜,σ,2
Ψˆ−
k˜+p˜,σ,2
Aˆ0,−p˜e−i~p
~δ1 , (2.3.12)
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which after a change of variables gives (2.3.3). To show the invariance of the spatial
part of V (Ψ, A) (2.3.5) first notice that under (7) Fj,p → F ∗j,p˜; therefore, (2.3.5) is
changed into
t
∑
k,p
∑
j
Ψˆ+
(k0,−~k),σ,2Ψˆ
−
(k0+p0,−~k−~p),σ,1Fˆ
∗
j,(p0,−~p)e
−i~k(~δj−δ1) +
+t
∑
k,p
∑
j
Ψˆ+
(k0,−~k),σ,1Ψˆ
−
(k0+p0,−~k−~p),σ,2Fˆj,(−p0,~p)e
i(~k+~p)(~δj−~δ1) , (2.3.13)
which is equal to (2.3.5).
Symmetry (8). Under (8) all the terms appearing in (2.3.1) are separately invariant;
this proves the invariance of P (dΨ); the same is true for V (Ψ, A). This concludes
the proof of Lemma 2.3.1.
2.4 The ultraviolet integration
We start by studying the partition function Ξ[h
∗,K]
β,L =: e
−β|Λ|F [h∗,K]
β,L . Note that in
our model the fermionic momenta ~k have an intrinsic ultraviolet cut-off induced by
the lattice, while the bosonic momenta ~p have an ultraviolet cut-off because of the
definition of the photon field; on the contrary, the k0, p0 variables are not bounded
uniformly in K. A preliminary step to our infrared analysis is the integration of the
ultraviolet degrees of freedom corresponding to large values of k0, p0. We proceed
in the following way. We decompose the free propagators gˆ(k), wˆ(p) into sums of
two propagators supported in the regions of k0, p0 “large” and “small”. The regions
of k0, p0 large and small are defined in terms of the smooth support function χ(t)
introduced in Section 1.2; the constant a0 entering in its definition is chosen so that
the supports of χ
(√
k20 + |~k − ~p+F |2
)
and χ
(√
k20 + |~k − ~p−F |2
)
are disjoint (here | · |
is the Euclidean norm over R2 \Λ∗). In order for this condition to be satisfied, it is
enough to choose 2a0M < 4π/(3
√
3); in the following, for reasons that will become
clearer later (see discussion after Lemma 2.4.1), we shall assume the slightly more
restrictive condition a0M < π/6. We rewrite gˆ(k) and wˆ(p) as
gˆ(k) = gˆ(u.v.)(k) + gˆ(i.r.)(k) , wˆ(p) = wˆ(u.v.)(p) + wˆ(i.r.)(p) (2.4.1)
where, setting pωF = (0, ~p
ω
F ) with ω = ±:
gˆ(u.v.)(k) = gˆ(k)− gˆ(i.r.)(k) , g(i.r.)(k) =
∑
ω=±
χ(|k − pωF |)gˆ(k) , (2.4.2)
wˆ(u.v.)(p) = wˆ(p)− wˆ(i.r.)(p) , wˆ(i.r.)(p) = I χ[h∗,0](|p|)|p|
arctan
(a0M
|p|
)
π
,
with wˆ(p) := wˆ0(p) is the photon propagator in the Feynman gauge and I is the
3 × 3 identity matrix; notice that arctan (a0M|p| ) = π2 + O(|p|). We now introduce
four sets of independent Gaussian fields {Ψˆ(u.v.)±k,σ,ρ }, {Ψˆ(i.r.)±k,σ,ρ } and {Aˆ(u.v.)µ,p }, {Aˆ(i.r.)µ,p }
defined by, if # = u.v., i.r.:∫
P (dΨ(#))Ψˆ(#)−k,σ,ρ Ψˆ
(#)+
k′,σ′,ρ′ = β|Λ|δσ,σ′δk,k′ gˆ(#)ρ,ρ′ (k) ,∫
P (dA(#))Aˆ(#)p,µ Aˆ
(#)
−p′,ν = β|Λ|δp,p′ wˆ(#)µ,ν (p) . (2.4.3)
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Similar to P (dΨ), P (dA), the gaussian integrations P (dΨ(#)), P (dA(#)) also admit
an explicit representation analogous to (2.2.5), (2.2.11), with gˆ(k), wˆ(p) replaced
by gˆ(#)(k), wˆ(#)(p) respectively, and the sums over k,p restricted to the values in
the support the corresponding propagator. The definition of Grassmann integration
implies the following identity (“addition principle”):∫
P (dΨ)P (dA)eV (Ψ,A) = (2.4.4)
=
∫
P (dΨ(i.r.))P (dA(i.r.))
∫
P (dΨ(u.v.))P (dA(u.v.))eV (Ψ
(i.r.)+·,A(i.r.)+·) ,
so that we can rewrite the partition function as
Ξ[h
∗,K]
β,L =
∫
P (dΨ(i.r.))P (dA(i.r.)) exp
{∑
n≥1
1
n!
ETu.v.
(
V (Ψ(i.r.) + ·, A(i.r.) + ·);n)}
≡ e−β|Λ|F0,K
∫
P (dΨ(i.r.))P (dA(i.r.))eVK(Ψ
(i.r.),A(i.r.)) , (2.4.5)
where the truncated expectation ETu.v. is defined, given any series X(Ψ(u.v.), A(u.v.))
in A(u.v.), Ψ(u.v.) depending on A(i.r.), Ψ(i.r.), as
ETu.v.(X(·);n) :=
∂n
∂λn
log
∫
P (dΨ(u.v.))P (dA(u.v.))eλX(Ψ
(u.v.),A(u.v.))
∣∣∣
λ=0
, (2.4.6)
and VK is fixed by the condition VK(0, 0) = 0. It can be shown, see Appendix D,
that VK can be written as
VK(Ψ, A) = (2.4.7)
=
∑
n,m≥0
n+m≥1
∑
σ,ρ,µ
∫ [ n∏
j=1
Ψˆ(i.r.)+k2j−1,σj ,ρ2j−1Ψˆ
(i.r.)−
k2j ,σj ,ρ2j
][ m∏
i=1
Aˆ
(i.r.)
µi,pi
]
·
·WK,2n,m,ρ,µ({kj}, {pi}) δ
( n∑
j=1
(
k2j−1 − k2j
)− K∑
i=1
pi
)
, (2.4.8)
where
∫
=
∫ dp1
(2π)3 . . .
dpm
(2π)3
dk1
D . . .
dk2n
D , ρ := (ρ1, . . . , ρ2n), σ := (σ1, . . . , σn), µ :=
(µ1, . . . , µm), and the symbol δ(k) has been defined in Eq.(2.2.16); the possibility
of representing VK in the form (2.4.7), with the kernels independent of the spin
indeces σi, follows from the symmetry listed in Lemma 2.3.1. As an outcome of the
discussion reported in Appendix D, the constant F0,K and the kernels WK,2n,m,ρ,µ
are given by formal power series in e,
F0,K =
∑
N≥0
F
(N)
0,K e
N ,
WK,2n,m,ρ,µ({kj}, {pi}) =
∑
N≥1
W
(N)
K,2n,m,ρ,µ({kj}, {pi}) eN (2.4.9)
with coefficients bounded uniformly in β,L,K, h∗ independent of e; in particular,
the following result holds.
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Lemma 2.4.1 There exist some positive constants Cn,m, C independent of β, L,
K, h∗ such that∣∣∣F (N)0,K ∣∣∣ ≤ CN(N2
)
!eN , max
{kj ,pi}
∣∣∣W (N)K,2n,m,ρ,µ({kj}, {pi})∣∣∣ ≤ CNn,m(N2
)
!eN ;
(2.4.10)
moreover, the following limits exist:
F
(N)
0 := lim
K→+∞
F
(N)
0,K , (2.4.11)
W
(N)
2n,m,ρ,µ({kj}, {pi}) := lim
K→+∞
W
(N)
K,2n,m,ρ,µ({kj}, {pi}) .
Proof. See Appendix D.
Regarding the choice of the constant a0 in the definition of χ, this is motivated
as follows. The quadratic part in the fermionic fields of V [h∗,K](Ψ, A) is∑
σ,ρ,ρ′
∫
dk
D
dq
D
δ(q)Ψˆ(i.r.)+k,σ,ρ Ψˆ
(i.r.)−
k+q,σ,ρ′WK,2,0,ρ,ρ′(k,k+ q) . (2.4.12)
From the definitions (2.4.1), (2.4.2), the support of Ψˆ(i.r.) consists of two disjoint
regions around ~p+F and ~p
−
F ; because of the assumption a0M < π/6 if k and k + p
belong to the support of Ψˆ(i.r.) then |p| < 4π/3, which implies that the only non-
zero contribution in the sum over p in (2.4.12) is the one corresponding to p = 0.
Analogously, the contributions to VK with n = 1,m = 1 and n = 0,m = 2 are,
respectively:∑
σ,µ
ρ,ρ′
∫
dk
D
dq
D
dp
(2π)3
δ(q)Ψˆ(i.r.)+k+p+q,σ,ρΨˆ
(i.r.)−
k,σ,ρ′ Aˆ
(i.r.)
µ,p WK,2,1,ρ,ρ′,µ(k,k + p+ q,p)
∑
µ,µ′
∫
dp
(2π)3
dq
(2π)3
δ(q)Aˆ(i.r.)µ,−p−qAˆ
(i.r.)
µ′,p WK,0,2,µ,µ′(p,−p− q) ; (2.4.13)
the only non-vanishing contribution in the sums over q are those associated to q = 0.
Moreover, in the first line of (2.4.13), because of the assumption a0M < π/6, if
~k ∈ Bω = {~q : |~q−~pωF | ≤ a0M} and k+p is in the support of Ψ(i.r.) then ~k+~p ∈ Bω.
Remark 2 From now, with a little abuse of notation we shall only write the inde-
pendent momenta at the argument of the kernels.
Finally, it is important for the forthcoming discussion to note that the symmetries
listed in Lemma 2.3.1 imply some non-trivial invariance properties of the kernels.
Lemma 2.4.2 Let WK,2,0(k), WK,2,1,µ(k,p) be the matrices with entries given by
WK,2,0,ρ,ρ′(k), WK,2,1,ρ,ρ′,µ(k,p), respectively; in the limit β → +∞, |Λ| → +∞ the
following properties are true:
WK,2,0(k
′ + pωF ) = −zµk′µΓωµ +O(
∣∣k′∣∣2) , (2.4.14)
WK,0,2,µ,ν(p) = δµννµ +O(|p|2) , (2.4.15)
WK,2,1,µ(k
′ + pωF ,p) = λµΓ
ω
µ +O
(
|k′|+ |p|
)
, (2.4.16)
WK,0,3,µ(p1,p2) = O
(
|p1|+ |p2|
)
, (2.4.17)
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where: (i) zµ, λµ, νµ are real and such that z1 = z2, λ1 = λ2, ν1 = ν2; (ii) the
matrices Γµω are given by:
Γ0ω :=
(
−i 0
0 −i
)
, Γ1ω :=
(
0 i
−i 0
)
, Γ2ω :=
(
0 −ω
−ω 0
)
. (2.4.18)
Proof. See Appendix E.

Chapter 3
The infrared integration
3.1 Introduction
As an outcome of the ultraviolet integration discussed in the previous Chapter and
in Appendix D, we obtained that the low energy physics of our model is described
by an infrared effective theory. In this Chapter we analyze this theory by Renormal-
ization Group; this is the “hardest” part of the work, since the remaining degrees of
freedom that we are left with can be arbitrarily close to the singularities k = pωF and
p = 0. First of all, we will rewrite the fermion field as a sum over two independent
fields with disjoint supports, each one supported around one of the two singulari-
ties; these new fields will be called quasi-particle fields, [5]. Then, we rewrite the
quasi-particle fields and the photon fields as sums over independent fields, depend-
ing on momenta closer and closer to the infrared singularities; the propagators of
these fields will be determined inductively. As for the ultraviolet integration, see
Appendix D, we will integrate scale after scale these new fields, and at each step of
the integration we will be left with a new effective theory, whose parameters (wave
function renormalization, effective masses, effective couplings, and effective Fermi
velocity), also called running coupling constants, are determined by the integration
of the higher energy degrees of freedom. Roughly speaking, the single step is per-
formed by splitting the effective potential in the sum of two contributions, the local
part and the renormalized part; the local part of the effective potential is absorbed
in the redefinition, i.e. in the renormalization, of the fermionic integration mea-
sure and in the definition of the effective couplings: this step is the “heart” of the
RG, and it corresponds to an infinite resummation of Feynman graphs. The new
fermionic measure is similar to the old one, except for the fact that now the wave
function renormalization and the effective Fermi velocity appearing in the fermion
propagator are slightly changed with respect to the ones before the redefinition.
Then, we rescale the fermionic fields in a suitable way, and we perform the single
scale integration; the outcome of the integration has the same form of the effective
potential from which we started, and we can iterate the process.
The outcome of the integration, that is the new effective potential, can be ex-
pressed graphically in terms of Gallavotti-Nicolò trees, [28, 29]; each tree has a value
which can be computed as a sum over renormalized Feynman graphs, and it turns
out that if the running coupling constants verify suitable bounds then the value of
each tree is finite. To fully appreciate this fact one should compare with the naive
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perturbative series, which is plagued by infrared divergences.
Because of the iterative integration scheme, the running coupling constants on
a given scale are determined starting from those on higher scales, and ultimately
from the bare ones, exploiting a non-trivial recursion relation; in fact, the running
coupling constants on a given scale can be obtained starting from those on the
previous scale plus a well-defined function of all the running coupling constants
on higher scales: this function is called the Beta function. The Beta function is
expressed as a series in the running coupling constants, with finite coefficients; by
truncating the Beta function to any finite order in the couplings and choosing the
bare charge e small enough uniformly in the momentum scale we will be able to
check our assumptions on the running coupling constants and to close the single
scale integration. Clearly, one would be able to prove that the remainder of the
truncation is small; however to prove this one should be able to prove convergence
of the series, which is notoriously a very hard task in bosonic theories, and it is
outside the purposes of this Thesis.
However, the fact that even truncating the Beta function the flow of the running
coupling constants is bounded is remarkable, and follows from the implementation
of Ward identities at each integration step; this should be compared with what
happens for instance in “asymptotically slave” theories (e.g. the ϕ4 theory in 4
dimensions, [86, 27]), where the “wrong” sign of the lowest order contribution to
the Beta function makes the flow of the effective coupling unbounded. Here the
phenomenon taking place is well known in one dimensional systems, and it is called
vanishing of the Beta function [7, 8, 12]. This is crucial to establish Luttinger liquid
behavior; as far as we know, this is the first time that the same cancellation is found
in a two dimensional system.
The Chapter is organized in the following way: in Section 3.2 we describe the
infrared multiscale analysis; in Section 3.3 we discuss the graphical representation
of the effective potentials in terms of Gallavotti-Nicolò trees; in Section 3.4 we
discuss the flow of the running coupling constants; in Section 3.5 we derive the
Ward Identities that allow to control the flows of the effective charge and of the
effective photon mass, and finally in Section 3.5 we show that the infrared fixed
point of the RG procedure is described by a Lorentz invariant effective theory.
Remark 3 From now on we shall assume that the limits h∗ → −∞, K → +∞
have been taken; this can be done safely since, as it is implicit from the discussion
of Appendix D and from the one that follows, the perturbative series that we shall
get in presence of finite h∗, K would converge uniformly order by order to a limit
as h∗ → −∞, K → +∞.
3.2 Multiscale analysis
In order to compute the partition function (2.4.5) we will use standard functional
Renormalization Group methods, [27, 5, 61]. The integration of (2.4.5) will be
performed in an iterative way, moving from high to small momentum scales; the
procedure will be similar to the one discussed for an effective continuum model of
graphene in [38]. At the n-th step of the iteration the functional integral (2.4.5)
is rewritten as an integral involving only the momenta at a distance proportional
to M−n from the singularities k = pωF for the fermions and p = 0 for the bosons,
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and both the propagators and the interaction will be replaced by “effective” ones,
which are renormalized by the integration of the momenta on higher scales. We will
start by setting the notations of the zero-th scale, corresponding to the outcome
of the ultraviolet integration; in particular, we rewrite the fermionic field as the
sum of two quasi-particle fields, supported on disjoint sets centered around the two
singularities pωF . Then, we will discuss the single scale integration, and finally we
will show that the outcome of the integration can be rewritten using a “relativistic”
notation, that will allow us to show an emergent Lorentz invariance.
The zero-th scale. As a starting point, we rewrite the propagators as
gˆ(i.r.)(k′ + pωF ) =: gˆ
(≤0)
ω (k
′) , wˆ(i.r.)(p) =: wˆ(≤0)(p) , (3.2.1)
where
gˆ(≤0)ω (k
′) := χ0(k′)
(
−ik0 −tΩ∗(~k′ + ~pωF )
−Ω(~k′ + ~pωF ) −ik0
)−1
, (3.2.2)
=
χ0(k′)
Z0
1
k0Γ0ω + v0~k′ · ~Γω
(1 +R0,ω(k
′)) ,
wˆ(≤0)(p) :=
χ0(p)
2|p| (1 +R
′(p)) ,
with χ0(k′) := χ(|k′|), ‖R0,ω(k′)‖ ≤ (const.)|k′|, |R′(p)| ≤ (const.)|p|, v0 = 32t,
Z0 = 1 and the matrices Γµω have been defined in (2.4.18). Correspondingly, we
define
Ψˆ(i.r.)±k′+pω
F
,σ,ρ =: Ψˆ
(≤0),±
k′,σ,ρ,ω , Aˆ
(i.r.)
p,µ =: Aˆ
(≤0)
p,µ ; (3.2.3)
moreover, the following notations will be useful in the following:
Ψˆ±,Tk′,σ,ω :=
(
Ψˆ±k′,σ,1,ω Ψˆ
±
k′,σ,2,ω
)
,
∫
dk′
D
:=
1
β|Λ|
∑
k′
. (3.2.4)
Then, we rewrite (2.4.5) as, in the limit K → +∞, h∗ → −∞,
Ξβ,L = e
−β|Λ|F0
∫
P≤0(dΨ(≤0))P≤0(dA(≤0))eV
(0)(Ψ(≤0),A(≤0)) , (3.2.5)
where: (i) V(0)(Ψ(≤0), A(≤0)) is equal to V(Ψ(i.r.), A(i.r.)) once that Ψ(i.r.) and A(i.r.)
have been rewritten according to (3.2.3) that is:
V(0)(Ψ, A) =
∑
n,m≥0
n+m≥1
∑
σ,ρ
µ,ω
∫ n∏
i=1
Ψˆ+
k′2i−1,σi,ρ2i−1,ω2i−1
Ψˆ−
k′2i,σi,ρ2i,ω2i
m∏
i=1
Aˆµi,pi ·
·W (0)2n,m,ρ,ω,µ({k′i}, {pj})δ
 m∑
j=1
pj +
2n∑
i=1
(−1)ik′i
 , (3.2.6)
where ω = (ω1, . . . , ω2n), σ = (σ1, . . . , σn), µ = (µ1, . . . , µm), and the kernels are
defined as, see (2.4.7),
W
(0)
2n,m,ρ,ω,µ({k′i}, {pj}) := W2n,m,ρ,µ({k′i + pωiF }, {pj}) ; (3.2.7)
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(ii) the integration measures are:
P≤0(dΨ(≤0)) := N−10,Ψ
[ ∏
k′∈Dω,∗
β,L
∏
σ,ω,ρ
dΨˆ(≤0)+k′,σ,ρ,ωdΨˆ
(≤0)−
k′,σ,ρ,ω
]
·
· exp
{
− (β|Λ|)−1
∑
ω,σ
∑
k′∈Dω,∗
β,L
Ψˆ(≤0)+,Tk′,σ,ω gˆ
(≤0)
ω (k)
−1Ψˆ(≤0)−k′,σ,ω
}
,
P≤0(dA(≤0)) := N−10,A
 ∏
p∈P∗,+
β,L
∏
µ=0,1,2
dAˆ
(≤0)
µ,p dAˆ
(≤0)
µ,−p
 ·
· exp
{
− (2βAΛ)−1
∑
p∈P∗
β,L
Aˆ
(≤0)
·,p
[
wˆξ(p)
]−1
Aˆ
(≤0)
·,−p
}
, (3.2.8)
where N0,Ψ, N0,A are normalization factors.
Single scale integration and renormalization. Setting χh(k′) := χ(M−h|k′|),
we start from the following identity:
χ(|k′|) =
0∑
h=−∞
fh(k
′) , fh(k′) := χh(k′)− χh−1(k′) ; (3.2.9)
let Ψˆk′,σ,ρ,ω =
∑0
h=−∞ Ψˆ
(h)
k′,σ,ρ,ω and Aˆµ,p =
∑0
h=−∞ Aˆ
(h)
µ,p, where {Ψˆ(h)}, {Aˆ(h)} are
independent free fields with the same support of the functions fh introduced above.
We evaluate the functional integral (2.4.5) by integrating the fields in an iterative
way starting from Ψˆ(0), Aˆ(0). We want to inductively prove that after the integration
of Ψˆ(0), Aˆ(0), . . . , Ψˆ(h+1), Aˆ(h+1) we can rewrite:
Ξβ,L = e
−β|Λ|Fh
∫
P≤h(dΨ(≤h))P≤h(dA(≤h))eV
(h)(
√
ZhΨ
(≤h),A(≤h)) , (3.2.10)
where: (i) P≤h(dΨ(≤h)) and P≤h(dA(≤h)) have propagators
gˆ(≤h)ω (k
′) =
χh(k′)
Z˜h(k′)
1
k0Γ0ω + v˜h(k′)~k′ · ~Γω
(
1 +Rh,ω(k
′)
)
,
wˆ(≤h)(p) = I
χh(p)
2|p|
(
1 +R′(p)
)
, (3.2.11)
with
∥∥Rh,ω(k′)∥∥ ≤ C|k′|; (ii) V(h) has the form
V(h)(Ψ, A) =
∑
n,m≥0
n+m≥1
∑
σ,ρ
µ,ω
∫ n∏
i=1
Ψˆ+
k′2i−1,σi,ρ2i−1,ω2i−1
Ψˆ−
k′2i,σi,ρ2i,ω2i
m∏
i=1
Aˆµi,pi ·
·W (h)2n,m,ρ,ω,µ({k′i}, {pj})δ
 m∑
j=1
pj +
2n∑
i=1
(−1)ik′i
 , (3.2.12)
and Fh, Z˜h(k′), v˜h(k′) and the kernels W
(h)
2n,m,ρ,µ,ω will be defined recursively. For-
mulas (3.2.10) – (3.2.12) are trivially true for h = 0, see (3.2.1), (3.2.2) and (3.2.6).
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In order to inductively prove (3.2.10), we split V(h) as LV(h) + RV(h), where
R = 1− L and L, the localization operator, is a linear operator on functions of the
form (3.2.12), defined by its action on the kernels W (h)2n,m,r,ω,µ in the following way:
LW (h)2,0,ρ,ω(k′) :=W (h)2,0,ρ,ω(0) + k′α∂αW (h)2,0,ρ,ω(0) , (3.2.13)
LW (h)2,1,ρ,ω,µ(p,k′) :=W (h)2,1,ρ,ω,µ(0,0) ,
LW (h)0,2,µ(p) :=W (h)0,2,µ(0) + pα∂αW (h)0,2,µ(0) , LW (h)0,3,µ(p1,p2) :=W (h)0,3,µ(0,0) ,
and LW (h)P := 0 otherwise. By the symmetries listed in Lemma 2.3.1, which are
preserved by the multiscale analysis, it turns out that, see Appendix E:
W
(h)
0,1,µ(0) = 0 , W
(h)
0,3,µ(0,0) = 0 , W
(h)
2,0,ρ,ω(0) = 0 ,
W
(h)
0,2,µ(0) = −δµ1,µ2Mhνµ1,h , ∂αWˆ (h)0,2,µ(0) = 0 (3.2.14)
and, moreover, that
∂µW
(h)
2,0,ρ,ω(0) = −δω1,ω2zµ,h
[
Γµω1
]
ρ1,ρ2
, W
(h)
2,1,ρ,ω,µ(0,0) = δω1,ω2λµ,h
[
Γµω1
]
ρ1,ρ2
,
(3.2.15)
with zµ,h, λµ,h, νµ,h real, and z1,h = z2,h, λ1,h = λ2,h, ν1,h = ν2,h. We can renormal-
ize P≤h(dψ(≤h)) by adding to the exponent of its gaussian weight the local part of
the quadratic terms in the fermionic fields; we get that∫
P≤h(dΨ(≤h))P≤h(dA(≤h))eV
(h)(
√
ZhΨ,A) = (3.2.16)
= e−β|Λ|th
∫
P˜≤h(dΨ(≤h))P≤h(dA(≤h))eV˜
(h)(
√
ZhΨ,A) ,
where th takes into account the different normalization of the two functional inte-
grals, V˜(h) is given by
V˜(h)(Ψ, A) = V(h)(Ψ, A) +
∫
dk′
D
∑
σ,ω
zµ,hk
′
µΨˆ
+,T
k′,σ,ωΓ
µ
ωΨˆ
−
k′,σ,ω
=: V(h)(Ψ, A) −LΨV(h)(Ψ, A) , (3.2.17)
and P˜≤h(dψ(≤h)) has propagator equal to
g˜(≤h)ω (k
′) =
χh(k′)
Z˜h−1(k′)
1
k0Γ0ω + v˜h−1(k′)~k′ · ~Γω
(
1 +Rh−1,ω(k′)
)
, (3.2.18)
with
Z˜h−1(k′) = Z˜h(k′) + Zhz0,hχh(k′) , (3.2.19)
Z˜h−1(k′)v˜h−1(k′) = Z˜h(k′)v˜h(k′) + Zhz1,hχh(k′)
and, setting (1 +Rh−1,ω(k′))−1 =: 1 + Th−1,ω(k′):
Th−1,ω(k′) = Th,ω(k′)
Z˜h(k′)
Z˜h−1(k′)
k0Γ0ω + v˜h(k
′)~k′ · ~Γω
k0Γ0ω + v˜h−1(k′)~k′ · ~Γω
. (3.2.20)
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After this, defining Zh−1 := Z˜h−1(0), we rescale the fermionic field so that
V˜(h)(
√
ZhΨ, A) = Vˆ(h)(
√
Zh−1Ψ, A) ; (3.2.21)
therefore, setting
vh−1 := v˜h−1(0) , e0,h :=
Zh
Zh−1
λ0,h , e1,hvh−1 = e2,hvh−1 :=
Zh
Zh−1
λ1,h ,
(3.2.22)
we have that:
LVˆ(h)(
√
Zh−1Ψ(≤h), A(≤h)) =
∫
dp
(2π)3
Zh−1eµ,hj
(≤h)
µ,p Aˆ
(≤h)
µ,p −Mhνµ,hAˆ(≤h)µ,p Aˆ(≤h)µ,−p
(3.2.23)
where
j
(≤h)
0,p :=
∑
σ,ω
∫
dk′
D
Ψˆ(≤h)+,Tk′+p,σ,ωΓ
0
ωΨˆ
(≤h)−
k′,σ,ω ,
~j
(≤h)
p := vh−1
∑
σ,ω
∫
dk′
D
Ψˆ(≤h)+,Tk′+p,σ,ω~ΓωΨˆ
(≤h)−
k′,σ,ω . (3.2.24)
After this rescaling, we can rewrite (3.2.16) as∫
P≤h(dΨ(≤h)dA(≤h))eV
(h)(A,
√
ZhΨ) = eβ|Λ|th
∫
P≤h−1(dΨ(≤h−1)dA(≤h−1)) ·
·
∫
Ph(dΨ
(h)dA(h))eVˆ
(h)(A(≤h−1)+A(h),
√
Zh−1(Ψ(≤h−1)+Ψ(h))) , (3.2.25)
where Ψ(≤h−1), A(≤h−1) have propagators given by (3.2.11) (with h replaced by h−1)
and Ψ(h), A(h) have propagators given by
gˆ
(h)
ω (k′)
Zh−1
=
f˜h(k′)
Zh−1
(
1 +Rh−1,ω(k′)
)
k0Γ0ω + v˜h−1(k′)~k′ · ~Γω
, f˜h(k
′) =
Zh−1
Z˜h−1(k′)
fh(k
′)
wˆ(h)(p) =
fh(p)
2|p|
(
1 +R′(p)
)
. (3.2.26)
At this point, we can integrate the scale h and, defining
eV
(h−1)(A,
√
Zh−1Ψ)−β|Λ|F˜h :=
∫
Ph(dΨ
(h))Ph(dA
(h))eVˆ
(h)(A+A(h),
√
Zh−1(Ψ+Ψ(h))) ,
(3.2.27)
our inductive assumption (3.2.10) is reproduced at the scale h − 1 with Fh−1 :=
Fh + th + F˜h. Notice that (3.2.27) can be seen as a recursion relation for the
effective potential, since from (3.2.17), (3.2.21) it follows that
Vˆ(h)(A,
√
Zh−1ψ) = V˜(h)(A,
√
Zhψ) = V(h)(A,
√
Zhψ)− LψV(h)(A,
√
Zhψ) .
(3.2.28)
The integration in (3.2.27) is performed by expanding in series the exponential in
the r.h.s. (which involves interactions of any order in Ψ and A, as apparent from
(3.2.12)), and integrating term by term with respect to the gaussian integration
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P (dΨ(h))P (dA(h)). This procedure gives rise to an expansion for the effective po-
tentials V(h) (and to an analogous expansion for the correlations) in terms of the
renormalized parameters {eµ,k, νµ,k−1, Zk−1, vk−1}h<k≤1, where e1 = e, which can
be conveniently represented as a sum over Feynman graphs according to rules that
will be explained below. We will call {eµ,k, νµ,k}h<k≤0 effective couplings or running
coupling constants while {eµ,k}h<k≤0 are the effective charges
Note that such renormalized expansion is significantly different from the power
series expansion in the bare coupling e; while the latter is plagued by logarithmic
divergences, the former is order by order finite.
By comparing (3.2.5) with (3.2.10), (3.2.12) and (3.2.23), we see that the inte-
gration of the fields living on momentum scales ≥Mh produces an effective theory
very similar to the original one, modulo the presence of a new propagator, involving
a renormalized velocity vh and a renormalized wave function Zh, and the presence
of a modified interaction V(h).
Relativistic notations. We conclude this Section by showing that the effective
theory on a given scale h can be rewritten as a “relativistic” theory, where the
fermions propagate with a velocity vh−1. Let us define the 4- component Grassmann
fields ψ(≤h)k,σ , ψ
(≤h)
k,σ as follows:
ψ
(≤h),T
k′,σ :=
(
Ψˆ(≤h)−k′,σ,1,+ Ψˆ
(≤h)−
k′,σ,2,+ Ψˆ
(≤h)−
k′,σ,2,− Ψˆ
(≤h)−
k′,σ,1,−
)
, (3.2.29)
ψ
(≤h),T
k′,σ :=
(
Ψˆ(≤h)+k′,σ,2,− Ψˆ
(≤h)+
k′,σ,1,− −Ψˆ(≤h)+k′,σ,1,+ −Ψˆ(≤h)+k′,σ,2,+
)
, (3.2.30)
and the Euclidean gamma matrices γµ, µ = 0, 1, 2 as:
γ0 :=
(
0 iΓ−0
−iΓ0+ 0
)
, γ1 :=
(
0 −iΓ−1
−iΓ1+ 0
)
, γ2 :=
(
0 iΓ−2
−iΓ+2 0
)
, (3.2.31)
it is easy to see that {γµ, γν} = −2δµ,ν . With these notations, the fermionic inte-
gration measure can be rewritten as:
P≤0(dΨ(≤h)) = N−1h,ψ
∏
k′,σ,j
dψk′,σ,jdψk′,σ,j exp
{
−
∑
σ
∫
dk′
D
ψ
(≤h)
k′,σ gˆ
(≤h)(k′)−1ψ(≤h)k′,σ
}
(3.2.32)
where Nh,ψ is a normalization factor, and the fermion propagator gˆ(≤h)(k′) is given
by
gˆ(≤h)(k′) :=
χh(k′)
Z˜h(k′)
1
ik0γ0 + v˜h(k′)~k′ · ~γ
(1 +Rh(k
′)) , (3.2.33)
with ‖Rh(k′)‖ ≤ (const.)|k′|; analogously, we can rewrite the fermionic current
defined in (3.2.24) as:
j
(≤h)
0,p :=
∑
σ
∫
dk′
D
iψ
(≤h)
k′+p,σγ0ψ
(≤h)
k′,σ ,
~j
(≤h)
p := vh−1
∑
σ
∫
dk′
D
iψ
(≤h)
k′+p,σ~γψ
(≤h)
k′,σ .
(3.2.34)
In a fully relativistic theory, that is with bare propagators given by (3.2.33), (3.2.26)
with h = 0 and Z˜0 = v˜0 = 1, R0(p) = R′(p) = 0, and bare interaction given by
(3.2.24) with h = 0 and eµ,0 = e, νµ,0 = ν, Lorentz symmetry implies that vh = 1
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(the speed of light is not renormalized) eµ,h = e0,h, νµ,h = ν0,h; see [38]. On the
contrary, the lack of Lorentz symmetry in our model, due to the presence of the
lattice, has two main effects: (i) the Fermi velocity vh has a non trivial flow; (ii) the
marginal terms in the effective potential are defined in terms of two charges, namely
e0,h and e1,h = e2,h, which are different, in general.
3.3 Tree expansion
The iterative integration procedure described above leads to a representation of
the effective potentials in terms of a sum over connected Feynman diagrams, as
explained in the following. The key formula, which we start from, is (3.2.27), which
can be rewritten as
−β|Λ|F˜h + V(h−1)(
√
Zh−1Ψ(≤h−1), A(≤h−1)) =
=
∑
n≥1
1
n!
ETh
(
Vˆ(h)(
√
Zh−1Ψ(≤h), A(≤h));n
)
, (3.3.1)
with ETh the truncated expectation on scale h, defined as
ETh (X(A(h),Ψ(h));n) :=
∂n
∂λn
log
∫
Ph(dΨ
(h))Ph(dA
(h))eλX(A
(h),Ψ(h))
∣∣∣
λ=0
(3.3.2)
If X is graphically represented as a vertex with external lines corresponding to A(h)
and Ψ(h), the truncated expectation (3.3.2) can be represented as the sum over the
Feynman diagrams obtained by contracting in all possible connected ways the lines
exiting from n vertices of type X. Every contraction corresponds to a propagator
on scale h, as defined in (3.2.26). Since Vˆ(h) is related to V(h) by a rescaling and
a subtraction, see (3.2.17) and (3.2.21), Eq.(3.3.1) can be iterated until scale 0,
and V(h−1) can be written as a sum over connected Feynman diagrams with lines
on all possible scales between h and 0. The iteration of (3.3.1) induces a natural
hierarchical organization of the scale labels of every Feynman diagram, which will
be conveniently represented in terms of tree diagrams. In fact, let us rewrite Vˆ(h)
in the r.h.s. of (3.3.1) as Vˆ(h)(√Zh−1Ψ, A) = LV(h)(√ZhΨ, A) +RV(h)(√ZhΨ, A),
where L := L − LΨ, see (3.2.17). Let us graphically represent V(h), LV(h) and
RV(h) as in the first line of Fig. 3.1, and let us represent Eq.(3.3.1) as in the second
line of Fig. 3.1; in the second line, the node on scale h represents the action of
ETh . Iterating the graphical equation in Fig. 3.1 up to scale 0, we end up with a
= +
h − 1 h
h
= , =
h
, =
h
+ + + ...
h − 1 h h hh − 1 h − 1
V(h−1)
V(h) V(h) V(h)
_
Figure 3.1. Graphical interpretation of Eq.(3.3.1). The graphical equations for LV(h−1),
RV(h−1) are obtained from the equation in the second line by putting an L, R label, re-
spectively, over the vertices on scale h.
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representation of V(h) in terms of a sum over Gallavotti-Nicolò trees τ [27, 5, 34]:
V(h)(
√
ZhΨ
(≤h), A(≤h)) =
∑
N≥1
∑
τ∈Th,N
V(h)(τ) , (3.3.3)
where Th,N is the of rooted trees with root r on scale hr = h and N endpoints, see
Fig. 3.2. The tree value V(h)(τ) can be evaluated in terms of a sum over connected
=
V(h − 1)
trees
h − 1 h h
v
1
v
v0
Figure 3.2. The effective potential V(h−1) can be represented as a sum over Gallavotti –
Nicolò trees. The black dots will be called vertices of the tree. All the vertices which are not
endpoints except the first (i.e. the one on scale h) have an R label attached, which means
that they correspond to the action of REThv , while the first represents ETh . The endpoints
on scales < 1 correspond to the first two graph elements in Fig.3.3, which are associated
to the two terms in LVˆ(h), see (3.2.23); instead, the endpoints on scale 1 correspond to
LVˆ(0) +RV(0).
Feynman diagrams, defined by the following rules.
With each endpoint v of τ on scale < 1 we associate a graph element of type
e or ν, corresponding to the two terms in the r.h.s. of (3.2.23), see Fig. 3.3; if v
is on scale 1 we also have to consider the graphs arising in the integration of the
ultraviolet degrees of freedom, contributing to the kernels of RV(0), see Appendix
D.
e)
Figure 3.3. The graph elements corresponding to the two terms in the r.h.s. of (3.2.23).
We introduce a field label f to distinguish the fields associated to the graph
elements (any field label can be either of type A or of type Ψ); the set of field labels
associated with the endpoint v will be called Iv. Analogously, if v is not an endpoint,
we call Iv the set of field labels associated with the endpoints following the vertex
v on τ .
We start by looking at the graph elements corresponding to endpoints on scale
1: we group them in clusters, each cluster Gv being the set of endpoints attached
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to the same vertex v on scale 0, to be graphically represented by a box enclosing
its elements. For any Gv on scale 0 (associated to a vertex v on scale 0 that is
not an endpoint), we contract in pairs some of the fields in ∪w∈GvIw, in such a
way that after the contraction the elements of Gv are connected; each contraction
produces a propagator gˆ(0)ω or wˆ(0), depending on whether the two fields are of type
Ψ or of type A. We denote by Iv the set of contracted fields inside the box Gv and
by Pv = Iv \ Iv the set of external fields of Gv ; if v is not the vertex immediatly
following the root we attach a label R over the box Gv, which means that the R
operator, defined after (3.2.12), acts on the value of the graph contained in Gv .
Next, we group together the scale-0 clusters into scale-(-1) clusters, each scale-(-1)
cluster Gv being a set on scale-0 clusters attached to the same vertex v on scale −1,
to be graphically represented by a box enclosing its elements, see Fig. 3.4.
− 2 − 1 0 1
0
− 1
v0
Figure 3.4. A possible Feynman diagram contributing to V (−2) and its cluster structure.
Again, for each v on scale −1 that is not an endpoint, if we denote by v1, . . . , vsv
the vertices immediately following v on τ , we contract some of the fields of ∪svi=1Pvi
in pairs, in such a way that after the contraction the boxes associated to the scale-
0 clusters contained in Gv are connected; each contraction produces a propagator
g(−1) or w(−1). We denote by Iv the set of fields in ∪svi=1Pvi contracted at this second
step and by Pv = ∪svi=1Pvi \ Iv the set of fields external to Gv; if v is not the vertex
immediatly following the root we attach a label R over the box Gv .
Now, we iterate the construction, producing a sequence of boxes into boxes, hi-
erarchically arranged with the same partial ordering as the tree τ . Each box Gv is
associated to many different Feynman (sub-)diagrams, constructed by contracting
in pairs some of the lines external to Gvi , with vi, i = 1, . . . , sv, the vertices imme-
diately following v on τ ; the contractions are made in such a way that the clusters
Gv1 , . . . , Gvsv are connected through propagators of scale hv. We denote by P
A
v
and by PΨv the set of fields of type A and Ψ, respectively, external to Gv . The set
of connected Feynman diagrams compatible with this hierarchical cluster structure
will be denoted by Γ(τ). Given these definitions, we can write:
V(h)(τ) =
∑
G∈Γ(τ)
∫ ∏
f∈PΨv0
dk′f
D
∏
f∈PAv0
dpf
(2π)3
Val(G) , (3.3.4)
Val(G) =
[ ∏
f∈PAv0
Aˆ
(≤h)
µ(f),pf
][ ∏
f∈PΨv0
√
Zh−1 Ψˆ
(≤h),ε(f)
k′
f
,σ(f),ρ(f),ω(f)
]
δ(v0)V̂al(G) ,
V̂al(G) = (−1)π
∫ ∏
v not e.p.
(Zhv−1
Zhv−2
) |PΨv |
2 Rαv
sv!
[(∏
ℓ∈v
g
(hv)
ℓ
)( ∏
v∗ e.p.
v∗>v,
hv∗=hv+1
K
(hv)
v∗
)]
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where: (−1)π is the sign of the permutation necessary to bring the contracted
fermionic fields next to each other; in the product over f ∈ PΨv , ε(f) = ± depending
on the specific field label f ; δ(v0) = δ
(∑
f∈PAv0 pf−
∑
f∈PΨv0 (−1)
ε(f)k′f
)
; the integral
in the third line runs over the independent loop momenta; sv is the number of
vertices immediately following v on τ ; R = 1−L is the operator defined in (3.2.13)
and preceding lines); αv = 0 if v = v0, and otherwise αv = 1; g
(k)
ℓ is equal to g
(k) or
to w(k) depending on the fermionic or bosonic nature of the line ℓ, and ℓ ∈ v means
that ℓ is contained in the box Gv but not in any other smaller box; finally, K
(k)
v∗ is
the matrix associated to the endpoints v∗ on scale k + 1: setting
e¯0,k := e0,k , e¯j,k := vk−1ej,k , (3.3.5)
it is given by e¯µ,kΓµω if v
∗ is of type e, by −Mkνµ,k if v∗ is of type ν, or, if v∗ is
on scale 1 and is not of type e, ν, it is equal to one of the kernels contributing to
RV (0), see Appendix D. In (3.3.4) it is understood that the operators R act in the
order induced by the tree ordering (i.e., starting from the endpoints and moving
toward the root); moreover, the matrix structure of g(k)ℓ is neglected, for simplicity
of notations.
3.3.1 An example of Feynman graph
To be concrete, let us apply the rules described above in the evaluation of a simple
Feynman graph G arising in the tree expansion of V(h−1). Let G be the diagram in
Fig. 3.5, associated to the tree τ drawn in the left part of the figure; let us assume
that the sets Pv of the external lines associated to the vertices of τ are all assigned.
h
k k
h − 1 h h + 1 h + 2
h + 1
e
e
e
v0
v1
e
Figure 3.5. A possible Feynman diagram contributing to V(h−1) and its cluster structure.
We can write:
Val(G) = − 1
4!2!
Zh
Zh−1
Zh−1
Zh−2
e¯2µ1,he¯
2
µ2,h+1M
hνµ1,hΨˆ
(≤h−1)+
k,σ,ω ·
·
{∫
dp
(2π)3
|wˆ(h)(p)|2Γµ1ω gˆ(h)ω1 (k + p) · (3.3.6)
·R
[ ∫ dq
(2π)3
Γµ2ω gˆ
(h+1)
ω (k+ p+ q)Γ
µ2
ω wˆ
(h+1)(q)
]
gˆ(h)ω (k+ p)Γ
µ1
ω
}
Ψˆ(≤h)−k,σ,ω ,
where R[F (k + p)] = F (k + p) − F (0) − (k + p) · ∇F (0) ≡ 12(kµ + pµ)(kν +
pν)∂µ∂νF (k∗). Notice that the same Feynman graph appears in the evaluation of
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other trees, which are topologically equivalent to the one represented in the left
part of Fig. 3.5 and that can be obtained from it by: (i) relabeling the fields in Pv1 ,
Pv0 , (ii) relabeling the endpoints of the tree, (iii) exchanging the relative positions
of the topologically different subtrees with root v0. If one sums over all these trees,
the resulting value one obtains is the one in Eq.(3.3.6) times a combinatorial factor
22 · 3 · 4 (22 is the number of ways for choosing the fields in Pv1 and in Pv0 ; 3 is
the number of ways in which one can associate the label ν to one of the endpoints
on scale h+ 1; 4 is the number of distinct unlabelled trees that can be obtained by
exchanging the positions of the subtrees with root v0).
3.3.2 Dimensional bounds
We are now ready to derive a general bound for the Feynman graphs produced by
the multiscale integration; before stating our result, we define the order of a tree
as follows. Let T˜K;h,N be the set of trees with N endpoints obtained expanding
into trees the effective potentials RV(0) attached to the endpoints of the elements of⋃N
n=1 Th,n. Let us define the order of an endpoint v in the following way: the order
of the endpoints of type e, ν is 1; the order of an endpoint on scale K + 1 is equal
to the number of wavy lines exiting from the corresponding graph element. We
define the order O(τ) of a tree τ ∈ T˜K;h,N as the sum of the orders of its endpoints.
In general, trees belonging to T˜K;h,N may be of arbitrary order ≥ N , since the
endpoints on scale K + 1 correspond to vertices with an arbitrary number of wavy
lines (because of the expansion of the exponential of the photon field performed
before the ultraviolet integration, see Eq. (2.2.15)).
Now, letW (h);N2n,m,ρ,ω,µ be the contribution due to the trees of order N to the kernel
W
(h)
2n,m,ρ,ω,µ (to which in the following we shall simply refer as “the contribution of
order N”), that is
W
(h)
2n,m,ρ,ω,µ({k′i}, {pj}) =
+∞∑
N=1
∑
N ′≤N
∑
τ∈T˜K;h,N′
O(τ)=N
∗∑
G∈Γ(τ)
|PAv0 |=m,
|Pψv0 |=2n
V̂al(G)
=:
∞∑
N=1
W
(h);N
2n,m,ρ,ω,µ({k′i}, {pj}) , (3.3.7)
where the * on the sum indicates the constraints that: ∪f∈PAv0{pf} = ∪
m
j=1{pj};
∪f∈PΨv0{k
′
f} = ∪2ni=1{k′i}; ∪f∈PΨv0{ρ(f)} = ρ; ∪f∈PΨv0{ω(f)} = ω; ∪f∈PAv0{µ(f)} = µ.
The N -th order contribution to the kernel of the effective potential admits the
following bound.
Theorem 3.3.1 (N ! bound) Let ε¯h = maxh<k≤1{|eµ,k|, |νµ,k−1|} be small enough.
If Zk/Zk−1 ≤ eCε¯2h and C−1 ≤ vk−1 ≤ C, for all h < k ≤ 0 and a suitable constant
C > 0, then
||W (h);N2n,m,ρ,ω,µ|| ≤ (const.)N ε¯Nh
(N
2
)
!Mh(3−m−2n) , (3.3.8)
where ||W (h);N2n,m,ρ,ω,µ|| := sup{k′i},{pj} |W
(h);N
2n,m,ρ,ω,µ({k′i}, {pj})|.
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The factor 3 − 2n − m in (3.3.8) is referred to as the scaling dimension of the
kernel with 2n external fermionic fields and m external bosonic fields; according
to the usual RG therminology, kernels with positive, vanishing or negative scaling
dimensions are called relevant, marginal or irrelevant operators, respectively. Notice
that, if we tried to expand the effective potential in terms of the bare coupling e, the
N -th order contributions in this “naive” perturbation series could not be bounded
uniformly in the scale h as in (3.3.8), but rather by the r.h.s. of (3.3.8) times |h|N ,
an estimate which blows up order by order as h→ −∞.
Proof. To begin, let us assume that all the endpoints are on scales < 1; the general
case can be worked out in a completely analogous way, and it will be discussed later.
Therefore, for the moment we shall consider the contribution of trees τ ∈ Th,N .
Plugging the bounds
∥∥gˆ(h)ω (k′)∥∥ ≤ const ·M−h , ∫ dk′∥∥gˆ(h)ω (k′)∥∥ ≤ const ·M2h ,∥∥wˆ(h)(p)∥∥ ≤ const ·M−h , ∫ dk∥∥wˆ(h)(p)∥∥ ≤ const ·M2h , (3.3.9)
into (3.3.4), we find that, if τ ∈ Th,N and G ∈ Γ(τ),
|V̂al(G)| ≤ (const.)N ε¯Nh · (3.3.10)
·
∏
v not e.p.
e
C
2
ε¯2
h
|PΨv |
sv!
M−3hv(sv−1)M2hvn
0
vMhvm
ν
v
∏
v not e.p.
v>v0
M−zv(hv−hv′) ,
where: n0v is the number of propagators ℓ ∈ v, i.e., of propagators ℓ contained in
the box Gv but not in any smaller cluster; sv is the number of vertices immediately
following v on τ ;mνv is the number of end-points of type ν immediately following v on
τ (i.e., contained in Gv but not in any smaller cluster); v′ is the vertex immediately
preceding v on τ and zv = 2 if |PΨv | = |Pv| = 2 or |PAv | = |Pv| = 2, zv = 1
if |PΨv | = 2|PAv | = 2 or |PΨv | = 0 and |PAv | = 3, and zv = 0 otherwise. The
last product in (3.3.10) is due to the action of R on the vertices v > v0 that
are not end-points. In fact, the operator R, when acting on a kernel W (hv)2,1 (p,k′)
associated to a vertex v with |PΨv | = 2, |PAv | = 1, extracts from W (hv)2,1 the rest
of first order in its Taylor expansion around p = k′ = 0: if |W (hv)2,1 (p,k′)| ≤ C,
then |RW (hv)2,1 (p,k′)| = 12 |(p∂p + k′∂′k)W
(hv)
2,1 (p
∗,k∗)| ≤ (const.)M−hv+hv′C, where
M−hv is a bound for the derivative with respect to momenta on scale hv and Mhv′
is a bound for the external momenta p, k′; i.e., R is dimensionally equivalent to
M−(hv−hv′). The same is true if R acts on kernels W (hv)0,3 (p,q). Similarly, if R acts
on a terms with |Pv| = 2, it extracts the rest of second order in the Taylor expansion
around k′ = 0, and it is dimensionally equivalent to k′2∂2k′ ∼ M−2(hv−hv′). As a
result, we get (3.3.10).
Now, let nev (n
ν
v) be the number of vertices of type e (of type ν) following v on
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τ . If we plug in (3.3.10) the identities∑
v not e.p.
(hv − h)(sv − 1) =
∑
v not e.p.
(hv − hv′)(nev + nνv − 1)
∑
v not e.p.
(hv − h)n0v =
∑
v not e.p.
(hv − hv′)
(3
2
nev + n
ν
v −
|Pv|
2
)
∑
v not e.p.
(hv − h)mνv =
∑
v not e.p.
(hv − hv′)nνv (3.3.11)
we get the bound
|V̂al(G)| ≤ (const.)N ε¯Nh
1
sv0 !
Mh(3−|Pv0 |)
∏
v not e.p.
v>v0
e
C
2
ε¯2
h
|PΨv |
sv!
M (hv−hv′)(3−|Pv |−zv) .
(3.3.12)
In the latter equation, 3 − |Pv | is the scaling dimension of the cluster Gv, and
3− |Pv | − zv is its renormalized scaling dimension. Notice that the renormalization
operator R has been introduced precisely to guarantee that 3 − |Pv| − zv < 0 for
all v, by construction. This fact allows us to sum over the scale labels h ≤ hv ≤ 1,
and to conclude that the perturbative expansion is well defined at any order N of
the renormalized expansion. More precisely, the fact that the renormalized scaling
dimensions are all negative implies, via a standard argument (see, e.g., [5, 34]), the
following bound, valid for a suitable constant C:
||W (h);N2n,m,j,µ|| ≤ (const.)N ε¯Nh
1
sv0 !
Mh(3−m−2n) · (3.3.13)
·
∑
τ∈Th,N
∑
G∈Γ(τ)
|PAv0 |=m,
|Pψv0 |=2n
∏
v not e.p.
v>v0
e
C
2
ε¯2
h
|PΨv |
sv!
M (hv−hv′)(3−|Pv|−zv) ,
from which, after counting the number of Feynman graphs contributing to the sum
in (3.3.13), (3.3.8) follows.
An immediate corollary of the proof leading to (3.3.8) is that contributions from
trees in Th,N with a vertex v on scale hv = k > h admit an improved bound with
respect to (3.3.8), of the form ≤ (const.)N ε¯Nh (N/2)!Mh(3−|Pv0 |)Mθ(h−k), for any
0 < θ < 1; the factor Mθ(h−k) can be thought of as a dimensional gain with respect
to the “basic” dimensional bound in (3.3.8). This improved bound is usually referred
to as the short memory property (i.e., long trees are exponentially suppressed); it
is due to the fact that the renormalized scaling dimensions Dv = 3 − |Pv| − zv in
(3.3.12) are all negative, and can be obtained by taking a fraction of the factors
M (hv−hv′)Dv associated to the branches of the tree τ on the path connecting the
vertex on scale k to the one on scale h.
We conclude by discussing the contribution of the trees τ ∈ T˜K;h,N with end-
points on scales ≥ 1. In this case, the bound (3.3.12) is replaced by the analogous
bound obtained by taking into account the contribution of vertices on scales ≥ 0 by
matching the bound (3.3.12) with the ultraviolet bound (D.16); the final result is
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that
|V̂al(G)| ≤ (const.)N ε¯Nh
1
sv0 !
Mh(3−|Pv0 |)
∏
v not e.p.
v>v0
e
avC
2
ε¯2
h
|PΨv |
sv!
M (hv−hv′)Dv . (3.3.14)
where the renormalized scaling dimensions Dv are always negative by construction,
av = 1 if hv ≤ 0 or 0 otherwise.
Symbol Description
τ Gallavotti – Nicolò (GN) tree.
r Root label of the tree.
v0 First vertex of the tree, immediately following the root.
hv Scale label of the tree vertex v.
Th,N Set of GN trees with root on scale hr = h and with N endpoints.
Iv Set of field labels associated with the endpoint of the tree v.
Gv Cluster associated with the tree vertex v.
Iv Set of contracted fields inside the box corresponding to the cluster
Gv.
Pv Set of external fields of Gv.
vi i-th vertex immediately following v on the tree.
sv Number of vertices immediately following the vertex v on the tree.
P#v Set of fields of type # = A,Ψ external to Gv.
Γ(τ) Set of connected Feynman diagrams compatible with the hierar-
chical cluster structure of the tree τ .
n0v Number of propagators contained in Gv but not in any smaller
cluster.
mνv Number of end-points of type ν immediately following v on the
tree.
v′ Vertex immediately preceding v on the tree.
n#v Number of vertices of type # = e, ν following v on the tree.
zv Improvement on the scaling dimension due to the renormalization.
Dv Renormalized scaling dimension (equal to the scaling dimension if
hv > 0).
av Integer equal to 0, 1 depending on whether hv ≤ 0, hv > 0.
Table 3.1. List of symbols introduced in Section 3.3.
3.4 The flow of the running coupling constants
As a consequence of the interative integration scheme the effective parameters
{eµ,h, νµ,h, Zh, vh} obey to a nontrivial recursion relation; in fact, the difference of
renormalized parameters on scales h and h+ 1 can be expressed in terms of a well
defined function of all the renormalized parameters on scales ≥ h+1. This function
is called the Beta function, and it can be written as a series in {eµ,k, νµ,k}k≥h+1 with
coefficients depending on {Zk/Zk−1, vk}k≥h+1, admitting N ! bounds in the sense
of Theorem 3.3.1. A crucial point for the consistency of our approach is that the
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running coupling constants eµ,h, νµ,h are small for all h ≤ 0, that the ratios Zh/Zh−1
are close to 1, and the effective Fermi velocity vh does not approach zero; even if we
do not prove the convergence of the series but only N ! bounds, we expect that our
series gives meaningful information only as long as the running coupling constants
satisfy these conditions. In this Section we describe how to control their flow; we
shall proceed by induction: we will first assume that ε¯h = maxk≥h+1{|eµ,k|, |νµ,k|}
is small, that Zk/Zk−1 ≤ eCε¯2k and C−1 ≤ vk ≤ C for all k ≥ h + 1 and a suitable
constant C > 0, and we will study the flow of Zh and vh under these assuptions.
We will show that, asymptotically as h→ −∞,
Zh ∼M−ηh , vh ∼ v−∞ − (v−∞ − v)M η˜h , (3.4.1)
η =
e2
12π2
+O(e4) , η˜ =
2e2
5π2
+O(e4) , v−∞ = 1 +O
(
1− e1,−∞
e0,−∞
)
,
where 1 is the speed of light in our units. These behaviors are true at all orders, in
the sense that they are obtained by truncating the Beta functions of Zh and vh to
any finite order in the running coupling constants and taking the bare charge small
enough uniformly in the momentum scale h. Finally, as discussed in Section 3.5, to
show the boundedness of the flow of the running coupling constants we shall use
nonperturbative informations coming from lattice Ward identities; in particular, we
will get that e0,−∞ = e1,−∞, which implies that v−∞ = 1.
3.4.1 The Beta function
The multiscale integration, and in particular formulas (3.2.14), (3.2.15), (3.2.19),
(3.2.22), imply the following flow equations:
Zh−1
Zh
= 1 + z0,h =: 1 + β
z
h , (3.4.2)
vh−1 =
Zh
Zh−1
(vh + z1,h) =: vh + β
v
h , (3.4.3)
νµ,h = −M−hW (h)0,2,µ,µ(0) =:Mνµ,h+1 + βνµ,h+1 , (3.4.4)
e0,h =
Zh
Zh−1
λ0,h =: e0,h+1 + β
e
0,h+1 , (3.4.5)
e1,h =
Zh
Zh−1
λ1,h
vh−1
=: e1,h+1 + β
e
1,h+1 , (3.4.6)
and e2,h = e1,h. The Beta functions appearing in the r.h.s. of flow equations are
related, see (3.2.14), (3.2.15), to the kernels W (h);N2n,m,ρ,ω,µ, so that they are expressed
by series in the running coupling constants admitting the bound (3.3.8). For the
explicit expressions of the one-loop contributions to the Beta function, see below.
3.4.2 The flow of Fermi velocity
In this section we show that, under proper assumptions on the flow of the effective
charges, the effective Fermi velocity vh tend to a limit value v−∞, which will be
explicitly computed in Section 3.6; remarkably, we will show that, no matter how
small the bare velocity v is, the effective Fermi velocity v−∞ is equal to 1, which is
the speed of light in the units we have chosen.
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Let us make the following assumption on effective charges and on the effective
photon masses:
eµ,h = eµ,−∞ +O(e3(v−∞ − vh)) +O(e3Mθh) , (3.4.7)
νµ,h = O(e
2) ,
with 0 < θ < 1 and eµ,−∞ = e + O(e3); we shall refer to the first line of (3.4.7)
by saying that the charge tens to a line of fixed points. The remarkable properties
(3.4.7) will be proven order by order in perturbation theory by using WIs, see
Section 3.5. We start by studying the flow of the Fermi velocity; at lowest order
(see Appendix F.1), its beta function reads, setting ξh :=
√
v−2h − 1:
β
v,(2)
h = (3.4.8)
=
logM
4π2
[
e20,hv
−1
h
2
arctan ξh
ξh
−
(
2e21,hvh −
e20,hv
−1
h
2
)ξh − arctan ξh
ξ3h
]
.
Note that if e0,k := e1,k, then the r.h.s. of (3.4.8) is strictly positive for all ξh > 0
and it vanishes quadratically in ξh at ξh = 0. The higher order contributions to βvh
have similar properties. This can be proved as follows: we observe that the Beta
function βvh is a function of the renormalized couplings and of the Fermi velocities
on scales ≥ h, i.e.:
βvh = β
v
h
({
(e0,k, e1,k, e2,k), (ν0,k, ν1,k, ν2,k), vk
}
k≥h
)
. (3.4.9)
We can rewrite βvh as β
v
h,0+β
v
h,>0, where β
v
h,>0 takes into account all the contributions
coming from trees with at least one end-point on scale > 0; by the short memory
property (see discussion after Eq. (3.3.13)), the bound on βvh,>0 admit an improve-
ment of a factor Mθh with respect to the basic one. Moreover, we rewrite βvh,0 as
βv,relh,0 +β˜
v
h,0, where β
v,rel
h,0 is given by β
v
h,0 after replacing all the propagators with their
relativistic approximations, namely those obtained setting Rh−1,ω(k′) = R′(p) = 0
in (3.2.26); therefore, β˜vh,0 admits an improvement of a factorM
θh in its dimensional
bound. Then, we can rewrite βv,relh,0 as β
v,rel,0
h,0 + β
v,rel,1
h,0 + β
v,rel,2
h,0 + β
v,rel,3
h,0 + β¯
v
h,0,
where β¯vh,0 = O(e
2Mθh) and
βv,rel,0h,0 = β
v,rel
h,0
({
(e0,k, e0,k, e0,k), (ν0,k, ν0,k, ν0,k), 1
}
k≥h
)
, (3.4.10)
βv,rel,1h,0 = β
v,rel
h,0
({
(e0,k, e0,k, e0,k), (ν0,k, ν0,k, ν0,k), vk
}
k≥h
)−
−βv,relh,0
({
(e0,k, e0,k, e0,k), (ν0,k, ν0,k, ν0,k), 1
}
k≥h
)
,
βv,rel,2h,0 = β
v,rel
h,0
({
(e0,k, e0,k, e0,k), (ν0,k, ν1,k, ν2,k), vk
}
k≥h
)−
−βv,relh,0
({
(e0,k, e0,k, e0,k), (ν0,k, ν0,k, ν0,k), vk
}
k≥h
)
,
βv,rel,3h,0 = β
v,rel
h,0
({
(e0,k, e1,k, e2,k), (ν0,k, ν1,k, ν2,k), vk
}
k≥h
)−
−βv,relh,0
({
(e0,k, e0,k, e0,k), (ν0,k, ν1,k, ν2,k), vk
}
k≥h
)
.
By the short memory property we get:
βv,rel,1h,0 = O
(
e20,h(1− vh)
)
, βv,rel,2h,0 = O
(
e20,h(ν0,h − ν1,h)
)
,
βv,rel,3h,0 = O
(
e0,h(e0,h − e1,h)
)
. (3.4.11)
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Using (3.4.4) and a telescopic argument similar to the one leading to Eq.(3.4.11),
we also find that ν0,h − ν1,h can be written as a sum of contributions of order
e0,h(e0,h − e1,h) and of order e20,h(1− vh).
Now, let us consider βv,rel,0h,0 ; this is the Beta function of the continuum relativis-
tic theory studied in [38], where both photons and fermions live in the continuum
and are regularized by an ultraviolet cutoff function χ0, but where the effective
charges and the photon masses have been replaced by those of our lattice model.
However, we can rewrite e0,k = e˜0,k + e0,k − e˜0,k, ν0,k = ν˜0,k + ν0,k − ν˜0,k, where
e˜0,k, ν˜0,k are the running coupling constants of the theory of [38] with bare Fermi
velocity v = 1 and bare parameters e˜, ν˜ chosen so that e˜0,h = e0,h, ν˜0,h = ν0,h;
it is straightforward to see that e0,k − e˜0,k, ν0,k − ν˜0,k can be written as sums of
contributions O(e3Mθk), O(e2(1 − vk)), O(e(e1,k+1 − e0,k+1)). Moreover, by rela-
tivistic invariance we know that, see [38], if we replace at the argument of βv,rel,0h,0
the couplings e0,h, ν0,h with e˜0,h, ν˜0,h we get 0; therefore, at the end we find that,
using the short memory property:
βv,rel,0h,0 = O(e
4
0,hM
θh) +O(e3(1− vh)) +O(e20,h(e0,h+1 − e1,h+1)) . (3.4.12)
Therefore, we can write:
vh−1
vh
= 1 +
logM
4π2
[
8
5
e2(1− vh)(1 +A′h) +
4
3
e(1 +B′h)(e0,h − e1,h)
]
, (3.4.13)
where: the numerical coefficients are obtained from the explicit lowest order com-
putation (3.4.8); A′h is a sum of contributions that are finite at all orders in the
effective couplings, which are either of order two or more in the effective charges,
or vanishing at vk = 1; similarly, B′h is a sum of contributions that are finite at
all orders in the effective couplings, which are of order two or more in the effective
charges. From (3.4.13) it is apparent that vh tends as h→ −∞ to a limit value
v−∞ = 1 +
5
6e
(e0,−∞ − e1,−∞)(1 + C ′−∞) (3.4.14)
with C ′−∞ a sum of contributions that are finite at all orders in the effective cou-
plings, which are of order two or more in the effective charges. The fixed point
(3.4.14) is found simply by requiring that in the limit h→ −∞ the argument of the
square brakets in (3.4.13) vanishes.
Using Eq.(3.4.7), we find that the expression in square brackets in the r.h.s. of
(3.4.13) can be rewritten as (8e2/5)(v−∞ − vh + R′h)(1 + A′′h), where: (i) A′′h is a
sum of contributions that are finite at all orders in the effective couplings, which are
either of order two or more in the effective charges, or vanishing at vk = v−∞; (ii)
R′h is a sum of contributions that are finite at all orders in the effective couplings,
which are of order two or more in the effective charges and are bounded at all orders
by Mθh, for some 0 < θ < 1. Therefore, (3.4.13) can be rewritten as
v−∞ − vh−1 = (v−∞ − vh)
(
1− vh v−∞ − vh +R
′
h
v−∞ − vh logM
2e2
5π2
(1 +A′′h)
)
, (3.4.15)
from which, using the fact that R′h = O(e
2Mθh), we get that there exist two positive
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constants C1, C2 such that 1:
C1M
hη˜ ≤ v−∞ − vh
v−∞ − v ≤ C2M
hη˜ , (3.4.16)
with
η˜ = − logM
[
1− v−∞ logM 2e
2
5π2
(
1 +A′′−∞
)]
; (3.4.17)
at lowest order, Eq.(3.4.17) gives η˜(2) = 2e2/(5π2).
3.4.3 The flow of the wave function renormalization
In contrast to what happens in the case of the other running coupling constants,
the flow of Zh diverges as h → −∞ with an interaction-dependent power law. In
particular, as it will be clear from the analysis of Section 4.2, the divergence of
the wave function renormalization, that is the vanishing of the quasi-particle weight
Z−1h , implies the anomalous scaling of the Schwinger functions.
As for the Fermi velocity, assume that (3.4.7) holds; from (3.4.2) it follows that,
for two suitable positive constants C1, C2:
C1M
ηh ≤ Zh ≤ C2Mηh , η = lim
h→−∞
logM
(
1 + βzh
)
. (3.4.18)
The lowest order contribution to βzh is computed in Appendix F, and it is given by:
β
z,(2)
h =
logM
4π2
(2e21,h − e20,hv−2h )
ξh − arctan ξh
ξ3h
; (3.4.19)
therefore, from (3.4.18), (3.4.19) we get that the lowest order contribution to η is
positive, and it is given by η(2) = e
2
12π2 . Now, let us briefly comment about the
relation between Zh, vh and the functions Z(k′) and v(k′) appearing in the main
result, see (1.4.1). If |k′| =Mh, we define Z(k′) := Zh and v(k′) := vh; for general
|k′| ≤ 1, we let Z(k′) and v(k′) be smooth interpolations of these sequences. Of
course, we can choose these interpolations in such a way that, if Mh ≤ |k′| ≤Mh+1,
∣∣∣Z(k′)
Zh
− 1
∣∣∣ ≤ ∣∣∣Zh+1
Zh
− 1
∣∣∣ = O(η logM) ,∣∣∣v(k′)− vh
v−∞ − vh
∣∣∣ ≤ ∣∣∣vh+1 − vh
v−∞ − vh
∣∣∣ = O(η˜ logM) . (3.4.20)
therefore, we can replace in the leading part of the 2-point Schwinger function,
which will be computed in Section 4.2, the wave function renormalization Zj and
the effective Fermi velocity vj by Z(k′) and v(k′), provided that the correction term
R(k′) in (1.4.1) is defined so to take into account higher order corrections satisfying
the bounds (3.4.20).
1Eq.(3.4.16) must be understood as an order by order inequality: if we truncate the theory at
order N in the bare coupling e, both sides of the inequality in Eq.(3.4.16) are verified asymptotically
as e→ 0, for all N ≥ 1.
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3.5 Ward identities
To conclude the discussion on the flow of the running coupling constants, we need
to show that our assumptions of the flow of the effective couplings {eµ,h, νµ,h} are
indeed valid. To prove this, we shall exploit the gauge invariance of the model to
derive suitable lattice Ward identities; these are nonperturbative identities between
Schwinger functions, which will imply the cancellations that we need in order to
control the flows of {eµ,h, νµ,h}. Our strategy follows closely the one introduced
by Benfatto and Mastropietro in the analysis on one dimensional Luttinger liquids,
[11, 12].
Strategy. Before getting into the technical details, let us first give an idea of the
strategy. At each RG step we shall introduce a model, to be called the reference
model in the following; this model is not Hamiltonian and it is defined only in terms
of a functional integral. The main features of the reference model are that: (i) it is
defined in terms of a finite number of Grassmann variables, living on a space-time
lattice: the spatial part of the lattice is given by the physical honeycomb lattice,
while the temporal one is introduced by hand, and its mesh will be sent to zero; (ii)
the bosonic sector of the model is regularized by an infrared cut-off on the same
momentum scale h that we have to integrate in the full model. The key points of
the strategy are the following ones.
(i) The reference model can be studied using multiscale analysis and renormaliza-
tion group, and the running coupling constants on scales greater than h are
equal to those of the full model.
(ii) After the scale h, that is after having integrated out all the photon fields, the
reference model is reduced to an effective fermionic model which turns out
to be superrenormalizable, and can be studied along the lines of [36]; this in
particular implies that the running coupling constants of the reference model
“cease to flow” on scale h.
(iii) The bosonic infrared cut-off does not break gauge invariance; that is, it is
possible to derive Ward identities for this model which are equal to those
which can be formally written in the full model, except for the fact that the
Schwinger functions involved in the identities are all evaluated in presence of a
bosonic infrared cut-off on scale h; we stress that the presence of the cut-off on
the photons does not produce corrections to the Ward identities, in contrast
to what would happen with a cut-off on the fermions (see [38]).
(iv) Finally, the Ward identities provide relations for the bosonic two point func-
tion, and relating the fermionic two and three point functions; from this iden-
tities we get that the mass of the photon field on a given scale h is bounded
by a quantity of order Mhe2, while the effective charge on scale h is close to
the bare charge up to corrections bounded by O(e3) uniformly in h.
These identities hide remarkable cancellations between Feynman graphs, and it is
interesting to check them at lowest order; see Appendix F.5, where it is shown that
at one loop in naive perturbation theory the renormalized mass of the photon field
is zero and the effective charge is equal to the bare one.
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3.5.1 The reference model
Here we shall define the reference model; In particular, we shall prove that the
generating functional of the Schwinger functions is left invariant by local phase
transformations on the fermions (the Jacobian of the transformation is equal to
1). This is a well known property of Grassmannian functional integrals, see [61]
for instance. But at the same time we know that, because of the invariance of
the model under local gauge transformations, which are nothing more than a local
phase transformation on the fermions combined with a shift of the photon field, the
argument of the functional integral transforms in a suitable way; in this way we
shall get an identity between generating functionals that gives rise to an infinite set
of Ward identities.
Definition and properties. Consider the sets
Λ˜ := Λ ∪ {x0 = βn
N
, n = 0, 1, . . . , N − 1} ,
D˜β,L := DL ∪
{
k0 =
2π
β
(n+
1
2
), n = 0, 1, . . . , N − 1
}
,
P˜β,L := PL ∪
{
p0 =
2πn
β
, n = 0, 1, . . . , N − 1
}
; (3.5.1)
With each k ∈ D˜β,L, p ∈ P˜β,L we associate a fermion or boson gaussian field,
respectively; with a slight abuse of notation, we shall denote these two fields with
the same symbols used for the original model. The Fourier transform of the fermion
field lives in the space-time lattice Λ˜, and it is given by
Ψ±
x+(ρ−1)(0,~δ1),σ,ρ :=
1
β|Λ|
∑
k∈D˜β,L
e±ikxΨˆ±k,σ,ρ . (3.5.2)
The fermion and boson propagator are defined as follows,
gˆε(k) := χ
ε
K(k0)
(
−ik0 −tΩ∗(~k)
−tΩ(~k) −ik0
)
,
wˆ(≥h)ε (p) :=
∫
dp3
(2π)
χεK(p0)χ[h,0](|p|)
p2 + p23
, (3.5.3)
that is, they are equal to the “usual” ones except for the replacement of χK , χ(|p|)
with χεK , χ[h,0](|p|), respectively. The function χεK is a C∞ function defined so that:
(i) limε→0 χεK(k0) = χK(k0); (ii) for |k0| ≤ MK χεK(k0) = 1 and for |k0| > M
χεK(k0) ≤ εe−|k0|M
−K
.
A very important property of the reference model is that the Jacobian of local
phase transformations on the fermion fields, namely
Ψ±
x+(ρ−1)(0,~δ1),σ,ρ → e
±ieα
x+(ρ−1)(0,~δ1)Ψ±
x+(ρ−1)(0,~δ1),σ,ρ , αx ∈ C
1 , (3.5.4)
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is equal to 1. To see this, let
DΨ :=
∏
k∈D˜β,L
∏
σ=↑↓
ρ=1,2
dΨˆ+k,σ,ρdΨˆ
−
k,σ,ρ , (3.5.5)
QA−A+(Ψ
−,Ψ+) :=
|A−|∏
i=1
∏
σi,ρi
Ψ−
xi+(ρi−1)(0,~δ1),σi,ρi
|A+|∏
j=1
∏
σ′
i
,ρ′
i
Ψ+
x′
j
+(ρ′
i
−1)(0,~δ1),σ′i,ρ′i
,
where the sequences {xi}, {x′j} must be formed by distinct space-time points be-
longing to Λ˜ (otherwise QA−A+ = 0, since the square of a Grassmann variable is
zero, by definition), and consider the integral
∫
DΨQA−A+(Ψ
−,Ψ+); our claim is
that ∫
DΨQA−A+(Ψ−,Ψ+) =
∫
DΨQA−A+(e
−ieαΨ−, eieαΨ+) . (3.5.6)
To prove (3.5.6), we rewrite QA−A+ in momentum space; it follows that:∫
DΨQA−A+(Ψ−,Ψ+) =
1
(β|Λ|)|A−|+|A+| · (3.5.7)∑
{ki}|A−|i=1
e−4i
∑
i
kixi
∑
{k′j}
|A+|
j=1
e
4i
∑
j
k′jx
′
j
∫
DΨ
∏
i
∏
σi,ρi
Ψˆ−ki,σi,ρi
∏
j
∏
σ′j ,ρ
′
j
Ψˆ+
k′
j
,σ′
j
,ρ′
j
.
Notice that the integral in the r.h.s. of (3.5.7) is vanishing unless: (i) the sequences
{ki} and {k′j} are respectively formed by distinct elements; (ii) |A−| = |A+| =
|D˜β,L|. But the space-time points {xi}, {x′j} are as many as the momenta {ki},
{k′j}, and by construction |D˜β,L| = |Λ˜|; therefore, since by assumption the se-
quences {xi}, {x′j} are formed by distinct space-time points, QA−A+(Ψ−,Ψ+) must
contain two Grassmann variables for each σ, ρ and space-time lattice site x, namely
Ψ+
x+(ρ−1)(0,~δ1),σ,ρ
and Ψ−
x+(ρ−1)(0,~δ1),σ,ρ
, otherwise the outcome of the integration is
zero. This proves (3.5.6).
Consequences of gauge invariance. Let us define the generating functional of
the Schwinger functions of the reference model as:
eW
[h,K]
β,L
(J,φ) :=
∫
P (dΨ)P≥h(A)eV (A+J)+B(Ψ,φ) , (3.5.8)
where the integration measures are determined by the propagators introduced in
(3.5.3), and the fermionic source term is given by
B(Ψ, φ) :=
∑
σ,ρ
∫
dk
D
Ψˆ+k,σ,ρφˆ
−
k,σ,ρ + φˆ
+
k,σ,ρΨˆ
−
k,σ,ρ , (3.5.9)
where φˆ±k,σ,ρ are Grassmann variables, with Fourier transform φ
±
x+(ρ−1)(0,~δ1),σ,ρ :=
(β|Λ|)−1∑k∈D˜β,L e±ikxφˆ±k,σ,ρ; to avoid cumbersome notations, we will not explicitly
write the dependence on ε, N , since at the end we will be interested in the limits
ε→ 0, N → +∞. For convenience, we rewrite the fermionic integration measure as
follows:
P (dΨ) :=
1
NΨDΨ exp
{
− (Ψ+,GΨ−)} , (3.5.10)
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with (
Ψ+,GΨ−) := 1
β|Λ|
∑
σ,ρ
∑
k∈D˜β,L
Ψˆ+k,σ,ρχ
ε
K(k0)
−1[B(k)]
ρρ′Ψˆ
−
k,σ,ρ′ , (3.5.11)
where B(k) has been defined in 2.2.4. Using that the local phase transformation
(3.5.4) has Jacobian equal to one, we can freely perform the replacement (3.5.2) in
the Gaussian weight of the Grassmannian measure, in the interaction and in the
source term; neglecting formally the presence of the ultraviolet cutoff we would get
the relation
W [h,+∞]β,L (J, φ) =W [h,+∞]β,L (J + ∂α, φeieα) , (3.5.12)
which generates an infinite set of Ward identities, by deriving the l.h.s. and the r.h.s.
once with respect to αˆp (which sets to zero the l.h.s.) and an arbitrary number of
times with respect to the external fields Jˆµ,p, φˆk,σ,ρ; notice that because of the fact
that Jµ,x and αx always appear in the combination Jµ,x + ∂µαx, as guaranteed
by gauge invariance, the derivative w.r.t. αˆp is equal to −ipµ times the derivative
w.r.t. Jˆµ,p. However, to avoid formal expressions it is necessary to take into account
the presence of the ultraviolet cutoff; the result is that for K fixed the analogous
of (3.5.12) involves a K-dependent correction term. The fact that cutoffs on the
fermions produce corrections to the Ward identities is well known, [8, 12]; if they
are not vanishing in the limit of cutoff removal we say that the WIs have anomalies,
and this is indeed the case in one dimension, [12]. Here, on the contrary, as we
prove in Appendix G, the corrections are exponentially vanishing as K → +∞. For
simplicity, let us consider a function αx of the form αx := (βAΛ)−1
∑
p∈Pβ,L e
−ipxαˆp;
it is straightforward to see that, after (3.5.2), in the limit N → +∞:
eW
[h,K]
β,L
(J,φ) =
∫
P (dΨ)P≥h(dA)eV (A+∂α+J,Ψ)+B(Ψ,φe
ieα) · (3.5.13)
·e−
(
Ψ+eieα,Ge−ieαΨ−
)
+
(
Ψ+,GΨ−
)
+
(
Ψ+eieα,G˜e−ieαΨ−
)
−
(
Ψ+,G˜Ψ−
)
−ie(n,∂0α) ,
where (
Ψ+, G˜Ψ−) := ∑
σ,ρ
∫
dk
D
Ψˆ+k,σ,ρ
[
B(0, ~k)
]
ρρ′Ψˆ
−
k,σ,ρ′ , (3.5.14)
(n, ∂0α) =
∑
σ,ρ
∫
dk
D
dp
(2π)3
Ψˆ+k+p,σ,ρΨˆ
−
k,σ,ρ(−ip0)αˆpe−i(ρ−1)p1 .
The first two terms in the second line of (3.5.13) come from the free Grassmannian
measure; the remaining three are produced by the interaction. Being interested in
the derivative w.r.t. αˆp of (3.5.13), we can rewrite the exponent appearing in the
second line of (3.5.14) as follows:
ie
[(
Ψ+,GαΨ−
)
−
(
Ψ+α,GΨ−
)
−
(
Ψ+, G˜αΨ−
)
+
(
Ψ+α, G˜Ψ−
)
− (n, ∂0α)]+O(α2)
(3.5.15)
and it is easy to see that (repeated indeces are summed)(
Ψ+,GαΨ−
)
−
(
Ψ+α,GΨ−
)
=
∫
dk
D
dp
(2π)3
αˆpΨˆ
+
k+p,σ,ρ · (3.5.16)[
e−ip1(ρ
′−1)χεK(k0 + p0)
−1[B(k+ p)]
ρρ′ − e−ip1(ρ−1)χεK(k0)−1
[
B(k)
]
ρρ′
]
Ψˆ−k,σ,ρ′
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and that(
Ψ+, G˜αΨ−
)
−
(
Ψ+α, G˜Ψ−
)
+ (n, ∂0α) = (3.5.17)∫
dk
D
dp
(2π)3
αˆpΨˆ
+
k+p,σ,ρ
[
e−ip1(ρ
′−1)[B(k+ p)]
ρρ′ − e−ip1(ρ−1)
[
B(k)
]
ρρ′
]
Ψˆ−k,σ,ρ′
Therefore, deriving with respect to αˆp the l.h.s. and r.h.s. of (3.5.13) and setting
αˆp = 0 we get that, in the limit ε→ 0:
0 = (βAΛ) ∂
∂αˆp
W [h,K]β,L (J + ∂α, φeieα)
∣∣∣
αˆp=0
+∆[h,K]β,L (p;J, φ) , (3.5.18)
with
∆[h,K]β,L (p;J, φ) :=
∫
dk
D
〈Ψˆ+k+p,σ,ρCKρρ′(k,p)Ψˆ−k,σ,ρ′〉J,φ , (3.5.19)
−ie−1CKρρ′(k,p) := (3.5.20)
e−ip1(ρ
′−1)(χ−1K (k0 + p0)− 1)[B(k+ p)]ρρ′ − e−ip1(ρ−1)(χ−1K (k0)− 1)[B(k)]ρρ′
where the subscript J, φ in (3.5.19) means that the average is taken in presence of
the external fields. Formula (3.5.18) will be starting point in order to derive the
Ward identities that we need to control the flows of {eµ,h, νµ,h}.
3.5.2 Ward identity for the photon mass
In this Section we shall derive the Ward identity for the photon field, which will
imply that the photon field remains massless; the starting point will be formula
(3.5.19). Let us define:
S [h,K]0,2,µ,ν(p) := (βAΛ)
∂2
∂Jˆµ,p∂Jˆν,−p
W [h,K]β,L (J, 0)
∣∣∣
J=0
, (3.5.21)
pµ∆
[h,K]
0,2,µ,ν(p) :=
∂
∂Jˆν,−p
∆[h,K]β,L (J, 0)
∣∣∣
J=0
, (3.5.22)
(3.5.23)
where the first line is the definition of the bosonic two point Schwinger function.
Using that the action of ∂αˆp on W [h,K]β,L (J + ∂α, 0) is equal to the one of −ipµ∂Jµ,p ,
from (3.5.19) it follows that:
0 = pµS [h,K]0,2,µ,ν(p) + pµ∆[h,K]0,2,µ,ν(p) . (3.5.24)
Apparently, this relation tells us that the regularized bosonic two point function
is not vanishing; however, as it is proven in Appendix G, the correction term in
(3.5.24) vanishes exponentially in the ultraviolet limit K → +∞. Therefore, from
(3.5.24) we get:
0 = pµS [h,+∞]0,2,µ,ν (p) . (3.5.25)
Moreover, as we shall prove in Section 4.2, for |p| ≤Mh−1
S [h,+∞]0,2,µ,ν (p) = δµ,νMhνµ +O(Mhe2) ; (3.5.26)
hence, choosing p = (Mh−1,~0) or p = (0,Mh−1, 0) in (3.5.25) it follows that, as
desired:
νµ,h = O(e
2) . (3.5.27)
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3.5.3 Ward identity for the effective charge
Finally, in this Section we shall conclude the analysis of the flow of the running
coupling constants by showing that the effective charge stays close to the bare one.
Let us define:
S [h,K]2,0,ρ,ρ′(k) := (β|Λ|)
∂2
∂φˆ−k,σ,ρ′∂φˆ
+
k,σ,ρ
W [h,K]β,L (0, φ)
∣∣∣
φ=0
, (3.5.28)
S [h,K]2,1,ρ,ρ′,µ(k,p) := (β2AΛ|Λ|)
∂3
∂φˆ−k,σ,ρ′∂φˆ
+
k+p,σ,ρ∂Jˆµ,p
W [h,K]β,L (J, φ)
∣∣∣
J=φ=0
,
pµ∆
[h,K]
2,1,ρ,ρ′,µ(k,p) := (β
2AΛ|Λ|) ∂
2
∂φˆ−k,σ,ρ′∂φˆ
+
k+p,σ,ρ
∆[h,K]β,L (0, φ)
∣∣∣
φ=0
,
where the first and second lines contain respectively the definition of the two and
three point fermionic Schwinger functions. Proceeding analogously as for the photon
mass, from (3.5.19) we get that, taking one derivative with respect to αˆp and two
derivatives with respect to the fermionic external fields,
pµS [h,K]2,1,ρ,ρ′,µ(k,p) = (3.5.29)
= e
[[
Q(~p)
]
ρα
S [h,K]2,0,α,ρ′(k)− S [h,K]2,0,ρ,α(k + p)
[
Q(~p)
]
αρ′
]
+ pµ∆
[h,K]
2,1,ρ,ρ′,µ(k,p) ,
where again the last term is a correction due to the ultraviolet cutoff, which is
exponentially vanishing as K → +∞, and the matrix Q(~p) is due to the presence
of the lattice and it is given by
Q(~p) =
(
1 0
0 e−ip1
)
; (3.5.30)
therefore, taking the ultraviolet limit in K → +∞ in (3.5.29), we find that:
pµS [h,+∞]2,1,ρ,ρ′,µ(k,p) = e
[[
Q(~p)
]
ρα
S [h,+∞]2,0,α,ρ′(k)− S [h,+∞]2,0,ρ,α (k + p)
[
Q(~p)
]
αρ′
]
. (3.5.31)
The Ward identity (3.5.31) will allow us to derive the informations that we need
on the renormalized charges on scale h. By the analysis of Section 4.2 it follows
that, if k = k′ + p+F for |k′| = Mh, |k′ + p| ≤ Mh and |p| ≪ Mh (we will be
interested in the limit p→ 0),
S [h,+∞]2,0 (k) =
gˆ
(h)
+ (k
′)
Zh−1
(
1 + r2,0(k)
)
, (3.5.32)
S [h,+∞]2,1,µ (k,p) = (3.5.33)
= Zh−1
gˆ
(h)
+ (k
′ + p)
Zh−1
(
e0,hp0Γ
0
+ + vh−1e1,h~p · ~Γ+ + pµr2,1,µ(k,p)
) gˆ(h)+ (k′)
Zh−1
,
with r0,2,µ,ν(p), r2,1,µ(k,p), r2,0(k) expressed respectively as sums of contributions
rN0,2,µ,ν(p), r
N
2,1,µ(k,p), r
N
2,0(k) with N ≥ 2, admitting the N !-bounds:
∣∣rN0,2,µ,ν(p)∣∣ + ∣∣rN2,1,µ(k,p)∣∣ + ∣∣rN2,0(k)∣∣ ≤ (const.)N(N2
)
!ε¯Nh . (3.5.34)
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Now, using that
gˆ(h)ω (k
′)− gˆ(h)ω (k′ + p) = gˆ(h)ω (k′ + p)
[
p0Γ
0
ω + vh−1~p · ~Γω
]
gˆ(h)ω (k
′) + pµrˆ2,0,µ(k,p) ,
(3.5.35)
with rˆ2,0,µ(k,p) = O(|p|M−3h) , we get:
S [h,+∞]2,0 (k)− S [h,+∞]2,0 (k+ p) =
1
Zh−1
gˆ(h)ω (k
′ + p)
[
p0Γ
0
ω + vh−1~p · ~Γω
]
gˆ(h)ω (k
′) +
+
pµ
Zh−1
(
rˆ2,0,µ(k,p) + r˜2,0,µ(k,p)
)
, (3.5.36)
with r˜2,0,µ(k,p) expressed as a sum of contributions r˜N2,0,µ(k,p) bounded as
∣∣r˜N2,0,µ(k,p)∣∣ ≤M−2h(const.)N(N2
)
!ε¯Nh ; (3.5.37)
therefore, choosing k′ = (Mh,~0) and p = (p,~0), the Ward identity (3.5.31) together
with the properties (3.5.35)-(3.5.37) implies that, taking the limit p→ 0:
e0,h = e+ Γ
0
+
(
eM2hr˜2,0,0 + r2,1,0
)
:= e+ eA0,h , (3.5.38)
with A0,h a sum of contributions on order N ≥ 2 admitting N !-bounds. Analogously,
choosing k′ = (0,Mh, 0), p = (0, p, 0) and taking the limit p→ 0:
e1,h = e+ Γ
1
+
(
evh−1M2hr˜2,0,1 − 1
vh−1
r2,1,1
)
:= e+ eA1,h , (3.5.39)
with A1,h admitting bounds similar to those of A0,h. This concludes the check of
our assumptions on the effective couplings on scale h.
3.6 Asymptotic Lorentz invariance
In the previous Section we have found that, thanks to the Ward indentities implied
by the gauge invariance of our model, the flow of the effective couplings can be
controlled at all orders in renormalized perturbation theory. In this Section we
shall see that the Ward identities have another remarkable consequence; they imply
an emergent Lorentz symmetry in our model.
In fact, consider the identities (3.5.38), (3.5.39); in a Lorentz invariant theory
we would get that A0,h = A1,h. In our case, where Lorentz symmetry is explicitly
broken by the presence of the lattice, repeating an argument similar to the one
leading to (3.4.13), by the short memory property it follows that:
e0,h − e1,h = E1,h(e0,h+1 − e1,h+1) + E2,h(1− vh+1) +E3,h , (3.6.1)
where E1,h, E2,h and E3,h can be expressed as series in the couplings on scales ≥
h+1, with the N -th orders bounded proportionally to
(
N
2
)
!,Mθh
(
N
2
)
!, respectively.
Therefore, equation (3.6.1) together with the explicit expression (3.4.14) for the fixed
point v−∞ of the effective Fermi velocity implies that:
e0,−∞ − e1,−∞ = E−∞(e0,−∞ − e1,−∞) , (3.6.2)
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where E−∞ = O(e2−∞). Equation (3.6.2) implies that e0,−∞ = e1,−∞ at all orders
in renormalized perturbation theory; plugging this result into the equation (3.4.14)
for v−∞ it follows that
v−∞ = 1 , (3.6.3)
which is the speed of light in our units.

Chapter 4
The correlation functions
4.1 Introduction
In this Chapter we shall adapt the Renormalization Group techniques introduced to
study the free energy in Chapters 2, 3 to evaluate the generating functionals of the
Schwinger functions and of the response functions. The only difference with respect
to the computation of the free energy discussed in the previous two Chapters is the
presence of the external fields, against which we derive in order to get the desired
Schwinger or response functions. In the first part of the Chapter, that is in Section
4.2, we repeat the multiscale analysis for the generating functional of the Schwinger
functions in presence of an infrared cutoff on scale h∗; the crucial properties (3.5.26),
(3.5.32) required to implement Ward identities at each step of the RG will be proved
by keeping h∗ fixed, while our result (1.4.1) on the two point Schwinger function
will be recovered by taking the limit h∗ → −∞.
Then, in the second part of the Chapter, namely in Section 4.3, we will apply
the multiscale analysis to compute the generating functional of the excitonic, charge
density wave and density-density correlation functions, introduced in (1.4.5); here
the analysis will be a bit more subtle, since we will have to introduce new running
coupling constants associated with monomials containing the external fields, and
we will have to control their flows. This will be done studying the Beta function,
or alternatively by using Ward identities. Finally, as an outcome of this procedure
and performing an explicit computation, we will get the announced results (1.4.6),
(1.4.7).
4.2 The Schwinger functions
The multiscale integration used to compute the partition function, described in
Chapter 3, can be suitably modified in order to compute the generating functional
W [h∗,+∞]β,L (J, φ) (introduced in Section 3.5.1), and in particular the two and three-
point correlation functions appearing in the Ward identities discussed in Section
3.5.1. From now on we will assume that the ultraviolet limit K → +∞ has been
taken.
Without any loss of generality, let us choose the external fermionic fields as
φˆ±k,σ,ρ =
∑
ω=± φˆ
±
k′,σ,ρ,ω, where φˆ
±
k′,σ,ρ,ω are supported in the infrared region |k′| ≤ a0;
in this way, the integration of the ultraviolet degrees of freedom is exactly the same
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reported in Chapter 2 and Appendix D. We do so since at the end we will be
interested to the scaling properties of the Schwinger functions for values of the
fermionic and bosonic external momenta close to the Fermi points and to zero,
respectively; and clearly, these properties are not affected by the ultraviolet regime.
Therefore, after the integration of the ultraviolet degrees of freedom we are left with:
eW
[h∗,+∞]
β,L
(J,φ) = e−β|Λ|F0
∫
P (Ψ(≤0))P≥h∗(dA(≤0))eV
(0)(Ψ(≤0),A(≤0)+J)+B(Ψ(≤0) ,φ) ,
(4.2.1)
where the fermionic source term is given by:
B(Ψ(≤0), φ) :=
∑
σ,ρ,ω
∫
dk′
D
Ψˆ(≤0)+k′,σ,ρ,ωφˆ
−
k′,σ,ρ,ω + φˆ
+
k′,σ,ρ,ωΨˆ
(≤0)−
k′,σ,ρ,ω , (4.2.2)
Then, we proceed in a way analogous to the one described in Section 3.2; we itera-
tively integrate the fields Ψ(0), A(0), . . ., Ψ(h+1), A(h+1), . . ., and after the integration
of the first |h| infrared scales we are left with a functional integral similar to (3.2.10),
but now involving new terms depending on J, φ. Let us first consider the case h ≥ h∗;
the regime h < h∗ will be discussed later.
4.2.1 Multiscale analysis: case h ≥ h∗
We want to inductively prove that
eW
[h∗,+∞]
β,L
(J,φ) = (4.2.3)
= e−β|Λ|Fh+S
(≥h)(φ)
∫
P (dΨ(≤h))P≥h∗(dA(≤h))eV
(h)(
√
ZhΨ
(≤h),A(≤h)+J) ·
·eB(h)(
√
ZhΨ
(≤h),φ,A(≤h)+J)+W (h)
R
(
√
ZhΨ
(≤h),φ,A(≤h)+J) ,
where: S(≥h)(φ) is independent of A,Ψ, J ,W (h)R contains terms explicitly depending
on A+ J,Ψ and of order ≥ 2 in φ, while B(h) is given by:
B(h)(√ZhΨ, φ,A) =
=
∑
σ,ω
∫
dk′
D
[
φˆ+,Tk′,σ,ωQ
(h+1)
ω (k
′)T Ψˆ−k′,σ,ω + Ψˆ
+,T
k′,σ,ωQ
(h+1)
ω (k
′)φˆ−k′,σ,ω
]
+
+
∫
dk′
D
[
φˆ+,Tk′,σ,ωG
(h+1)
ω (k
′)T
∂
∂Ψˆ+k′,σ,ω
V(h)(√ZhΨ, A) +
+
∂
∂Ψˆ−k′,σ,ω
V(h)(
√
ZhΨ, A)G
(h+1)
ω (k
′)φˆ−k′,σ,ω
]
, (4.2.4)
where we used the notations (3.2.4) and
∂
∂Ψˆ−k′,σ,ω
V(h)(Ψ, A)φˆ−k′,σ,ω :=
∑
ρ
∂
∂Ψˆ−k′,σ,ρ,ω
V(h)(Ψ, A)φˆ−k′,σ,ρ,ω ,
φˆ+k′,σ,ω
∂
∂Ψˆ+k′,σ,ω
V(h)(Ψ, A) :=
∑
ρ
φˆ+k′,σ,ρ,ω
∂
∂Ψ+k′,σ,ρ,ω
V(h)(Ψ, A) . (4.2.5)
4.2 The Schwinger functions 65
Moreover, the functions Q(h)ω , G
(h)
ω are defined by the following recursive relations:
G(h)ω (k
′) :=
0∑
i=h
gˆ
(i)
ω (k′)
Zi−1
Q(i)ω (k
′) ,
Q(h)ω (k
′) := Q(h+1)ω (k
′)− Zhzµ,hk′µΓµωG(h+1)ω (k′) , (4.2.6)
with Q(1)ω (k′) ≡ 1, G(1)ω (k′) ≡ 0. Note that, if k′ is in the support of gˆ(h)ω (k′),
G(h)ω (k
′) =
gˆ
(h)
ω (k′)
Zh−1
Q(h)ω (k
′) +
gˆ
(h+1)
ω (k′)
Zh
, (4.2.7)
Q(h)ω (k
′) = 1− zµ,hkµΓµω gˆ(h+1)ω (k′) , (4.2.8)
that is ||Q(h)ω (k′)− 1|| ≤ (const.) ε¯2h and ||gˆ(h)ω (k′)|| ≤ (const.)Z−1h M−h.
Clearly, formulas (4.2.3)–(4.2.6) are true for h = 0, with
S [h,+∞](φ) = 0 , B(0)(Ψ, φ,A) = B(Ψ, φ) , W (0)R = 0 .
Let us now assume that (4.2.3)–(4.2.6) are valid at scales ≥ h, and let us prove that
the inductive assumption is reproduced at scale h − 1. We proceed as in Section
3.2; first, we renormalize the free measure by reabsorbing into P˜ (dΨ(≤h)) the term
exp{LΨV(h)}, see (3.2.16)–(3.2.19), and then we rescale the fields as in (3.2.21).
Similarly, in the definition of B(h), Eq.(4.2.4), we rewrite V(h) = LΨV(h) + Vˆ(h),
combine the terms proportional to LΨV(h) with those proportional to Q(h+1), and
rewrite
B(h)(
√
ZhΨ, φ,A) = Bˆ(h)(
√
Zh−1Ψ, φ,A) :=
:=
∫
dk′
D
[
φˆ+,Tk′,σ,ωQ
(h)
ω (k
′)T Ψˆk′,σ,ω + Ψˆ
+,T
k′,σ,ωQ
(h)
ω (k
′)φˆk,σ,ω
]
+
+
∫
dk′
D
[
φˆ+,Tk′,σ,ωG
(h+1)
ω (k
′)T
∂
∂Ψˆ+k′,σ,ω
Vˆ(h)(
√
Zh−1Ψ, A) +
+
∂
∂Ψˆ−k′,σ,ω
Vˆ(h)(
√
Zh−1Ψ, A)G(h+1)ω (k
′)φˆk,σ,ω
]
,
with Q(h)ω defined by (4.2.6). Finally, we rescale W
(h)
R , by defining
Wˆ
(h)
R (
√
Zh−1Ψ, φ,A+ J) := W
(h)
R (
√
ZhΨ, φ,A+ J) ,
and perform the integration on scale h:∫
P (dΨ(h)dA(h))eVˆ
(h)(
√
Zh−1Ψ(≤h),A(≤h)+J)+Bˆ(h)(
√
Zh−1Ψ(≤h),φ,A(≤h)+J)+Wˆ
(h)
R
≡ e−β|Λ|F˜h+S(h−1)(φ)+V(h−1)(
√
Zh−1Ψ(≤h−1),A(≤h−1)+J) ·
·eB(h−1)(
√
Zh−1Ψ(≤h−1),φ,A(≤h−1)+J)+W
(h−1)
R , (4.2.9)
where S(h−1)(φ) contains terms depending on φ but independent of A(≤h−1), Ψ(≤h−1)
and J . Defining S(≥h−1) := S(h−1) + S(≥h), we immediately see that the inductive
assumption is reproduced on scale h− 1.
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4.2.2 Multiscale analysis: case h < h∗
For scales smaller than h∗, there are no more bosonic fields to be integrated out,
and we are left with a purely fermionic theory, with scaling dimensions 3 − 2n,
2n being the number of external fermionic legs, see Theorem 3.3.1 and following
lines. Therefore, once that the two-legged subdiagrams have been renormalized
and step by step reabsorbed into the free fermionic measure, we are left with a
superrenormalizable theory, as in [36]. In particular, the four fermions interaction
is irrelevant, while the wave function renormalization and the Fermi velocity are
modified by a finite amount with respect to their values at h∗; that is, if ε¯h∗ =
maxk≥h∗{|eµ,k|, |νµ,k|}:
Zh = Zh∗(1 +O(ε¯
2
h∗)) , vh = vh∗(1 +O(ε¯
2
h∗)) . (4.2.10)
4.2.3 The fermionic two point function
In this Section we will provide an explicit formula for the interacting two point
Schwinger function in presence of a fixed infrared bosonic cutoff; keeping h∗ finite
and choosing the external momenta on scale h∗ we will prove (3.5.32), necessary to
implement Ward identities in the mutliscale analysis, while taking the limit h∗ →
−∞ we will prove the announced result (1.4.1).
As for the partition function (see Section 3.2), the kernels of the effective poten-
tials produced by the multiscale integration of W [h∗,+∞]β,L (J, φ) can be represented
as sums over trees, which in turn can be evaluated as sums over Feynman graphs.
Let us consider first the expansion for the 2-point Schwinger function. After hav-
ing taken functional derivatives with respect to φˆ−k′,σ,ω, φˆ
+
k′,σ,ω and after having set
J = φ = 0, we get an expansion in terms of a new class of trees τ ∈ T (h∗)
k¯,h¯,N
, with
k¯ ∈ (−∞,−1] the scale of the root and h¯ > k¯; these trees are similar to the ones
described in Chapter 3, up to the following differences.
1. There are N + 2 end–points and two of them, called v1, v2, are special and,
respectively, correspond to
Q
(hv1−1)
ω (k′)T Ψˆ
(≤hv1−1)−
k′,σ,ω or to Ψˆ
(≤hv2−1)+,T
k′,σ,ω Q
(hv2−1)
ω (k′).
2. The first vertex whose cluster contains both v1, v2, denoted by v¯, is on scale
h¯. No R operation is associated to the vertices on the line joining v¯ to the
root.
3. There are no lines external to the cluster corresponding to the root.
4. There are no bosonic lines external to clusters on scale h < h∗.
In terms of the new trees we can expand the two point Schwinger function as, taking
k = k′ + pωF with |k′| ≤ a0:
〈Ψˆ−k,σΨˆ+k,σ〉
(h∗)
β,L
β|Λ| := β|Λ|
∂2
∂φˆ+k,σ∂φˆ
−
k,σ
W [h∗,+∞]β,L (0, φ) = (4.2.11)
=
hk′+1∑
j=hk′
Q(j)ω (k
′)T
gˆ
(j)
ω (k′)
Zj−1
Q(j)ω (k
′) +
∞∑
N=2
0∑
h¯=−∞
h¯−1∑
k¯=−∞
∑
τ∈T (h∗)
k¯,h¯,N
S2(τ ;k) ,
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where hk′ < 0 is the integer such thatMhk′ ≤ |k′| < Mhk′+1, and S2(τ ;k) is defined
in a way similar to V(h)(τ) in (3.3.4), modulo the modifications described in items
(1)-(4) above. Using the bounds described immediately after (4.2.7), which are valid
for k′ belonging to the support of gˆ(h)ω (k′), and proceeding as in Section 3.3, we get
bounds on S2(τ ;k), which are the analogues of Theorem 3.3.1:
0∑
h¯=−∞
h¯−1∑
k¯=−∞
∑
τ∈T (h∗)
k¯,h¯,N
||S2(τ ;k)|| ≤ (const.)N ε¯Nh∗
(N
2
)
!
γ−hk′
Zhk′
. (4.2.12)
Being the bound (4.2.12) uniform in h∗, our result (1.4.1) on the two point Schwinger
function is obtained after taking the limit h∗ → −∞ in (4.2.11), and taking into
account that Zj , vj can be replaced with their interpolations Z(k′) ≃ |k′|−η, v(k′) ≃
1−(1−v)|k′|η˜, provided that the error term R(k′) in the main result (1.4.1) is defined
so to take into account the corrections O(e2 logM) generated by the replacements;
see discussion after (3.4.19).
In order to understand (4.2.12), it is enough to notice that, as far as dimensional
bounds are concerned, the vertices v1 and v2 play the role of two ν vertices with
an external line (the φ line) and an extra Z−1/2hk′ M
−hk′ factor each. Moreover,
since the vertices on the path Pr,v¯ connecting the root with v¯ are not associated
with any R operation, we need to multiply the value of the tree τ ∈ T (h∗)
k¯,h¯,N
by
M (1/2)(h¯−k¯)M (1/2)(k¯−h¯), and to exploit the factorM (1/2)(k¯−h¯) in order to renormalize
all the clusters in Pr,v¯. Therefore,
0∑
h¯=−∞
h¯−1∑
k¯=−∞
∑
τ∈T (h∗)
k¯,h¯,N
||S2(τ ;k)|| ≤ (const.)N
(N
2
)
! ·
· ε¯
N
h∗
Zhk′
∑
h¯≤hk′
∑
k¯≤h¯
M k¯M h¯−hk′M (1/2)(h¯−k¯)M−2hk′ (4.2.13)
where: the factorM k¯ is due to the fact that graphs associated to the trees τ ∈ T (h∗)
k¯,h¯,N
have two external lines; the factor M h¯−hk′ is given by the product of the two short
memory factors associated to the two paths connecting v¯ with v1 and v2, respectively;
the “bad” factor M (1/2)(h¯−k¯) is the price to pay to renormalize the vertices in Pr,v¯;
the Z−1hk′ and the last M
−2hk′ are due to the fact that v1, v2 behave dimensionally
as ν vertices times an extra Z−1/2hk′ M
−hk′ factor. Performing the summation over
k¯ and h¯ in (4.2.13), we get (4.2.12). Note also that, if k′ and k′ + p are on scale
hk′ ≃ h∗, then the derivatives of ||S2(τ ;k)|| can be dimensionally bounded as
0∑
h¯=−∞
h¯−1∑
k¯=−∞
∑
τ∈T (h∗)
k¯,h¯,N
||∂nkS2(τ ;k)|| ≤ (const.)N ε¯Nh∗
(N
2
)
!
γ−(1+n)hk′
Zhk′
, (4.2.14)
from which the bound on r˜(N)2,0,µ(k,p) stated in (3.5.37) immediately follows.
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4.2.4 The bosonic two point function
In this Section we will prove the property (3.5.26), which is necessary to extract
informations on the effective photon mass on scale h from the Ward identity (3.5.24).
Taking functional derivatives with respect to Jˆµ,p, Jˆν,−p and setting J = φ = 0,
we get an expansion in terms of a new class of trees τ ∈ T (h∗)
k¯,N
, with k¯ ≤ h∗ the
scale of the root; these trees are similar to those described in Chapter 3, up to the
following differences.
1. There are N endpoints and three of them, called v˜1, v˜2, v˜3, are special. The
endpoints v˜1, v˜2 correspond respectively to
Zhv˜1−1 eµ,hv˜1 jˆ
(≤hv˜1 )
µ,p −Mhv˜1νµ,hv˜1 Aˆµ,p , (4.2.15)
Zhv˜2−1 eν,hv˜2 jˆ
(≤hv˜2 )
ν,−p −Mhv˜2νν,hv˜2 Aˆν,−p ;
instead, v˜3 corresponds to −Mhv˜3νµ,hv˜3 δµ,ν (the only non-vanishing tree this
endpoint can be atteched vertex is trivial, that is the vertex is attached directly
to the root, and it has root scale h∗).
2. There are no lines external to the cluster corresponding to the root.
3. There are no bosonic lines external to the clusters on scales h < h∗.
Pick |p| ≤ Mh∗−1; in terms of these trees, the bosonic 2-point function can be
written as
βAΛ ∂
2
∂Jˆµ,p∂Jˆν,−p
W [h∗,+∞]β,L (J, 0) = −Mh
∗
νµ,h∗δµ,ν +
∑
N≥2
∑
k¯≤h∗
∑
τ∈T (h∗)
k¯,N
S˜2(τ ;p)
(4.2.16)
and S˜2(τ,p) is defined in a way similar to V(h)(τ), modulo the modifications de-
scribed in items (1) – (4) above. Proceeding as in Section 3.3, we get that
∑
k¯≤h∗
∑
τ∈T (h∗)
k¯,N
∥∥S˜2(τ ;p)∥∥ ≤ (const.)N ε¯Nh∗(N2
)
!Mh
∗
. (4.2.17)
To understand formula (4.2.17), notice first that now all the vertices are renormal-
ized; this is a simple consequence of the fact that the J field is completely equivalent
to a A field, because in the multiscale integration the fields A, J always appear in
the combination A+ J . Then, from the bounds derived in Section 3.3 it is easy to
see that
τ ∈ T (h∗)
k¯,N
⇒ ∥∥S˜2(τ ;p)∥∥ ≤ (const.)N ε¯Nk¯ (N2
)
!M k¯ , (4.2.18)
and this concludes the proof of (4.2.17).
4.2.5 The three point function
Finally, let us consider the three point Schwinger function; in this Section we shall
prove the property (3.5.33), which is needed to derive the Ward identity for the
effective charge on a given scale.
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Let us pick k = k′+pωF , with |k′| =Mh
∗
, |k′+p| ≤Mh∗ and |p| ≪Mh∗ , which
is the condition required in order to apply Ward Identities in the form described
in Section 3.5. The expansion of 3-point function is very similar to the one just
described above for the 2-point function. The result can be written in the form
(β2|Λ|AΛ) ∂
3
∂φˆ−k,σ∂φˆ
+
k+p,σ∂Jˆµ,p
W [h∗,+∞]β,L (J, φ) = (4.2.19)
e¯µ,h∗ [G
(h∗−1)
ω (k
′ + p)]TΓµω gˆ
(h˜∗)
ω (k
′)Q(h
∗)
ω (k
′) +
∑
N≥1,
h¯≤h∗
∑
k¯<h¯,
hv3>h
∗
∑
τ∈T (h∗)
k¯,h¯,hv3 ,N
S3(τ ;k,p)
where T (h∗)
k¯,h¯,hv3 ,N
is a new class of trees, with k¯ < 0 the scale of the root, similar
to the trees in T (h∗)
k¯,h¯,N
, up to the fact that they have N + 3 endpoints rather than
N +2 (see item (1) in the list preceding (4.2.11)); three of them are special: v1 and
v2 are associated to the same contributions described in item (1) above, while v3
is associated to a contribution Zhv¯3−1 eµ,hv¯3 jˆ
(≤hv¯3 )
µ,p −Mhv¯3νµ,hv¯3 Aˆµ,p, with v¯3 the
vertex immediately preceding v3 on τ (which the endpoint v3 is attached to) and
hv3 > h
∗. The value of the tree, S3(τ ;k,p), is defined in a way similar to S2(τ ;k),
modulo the modifications described above. S3(τ ;k,p) admits bounds analogous to
(4.2.12)-(4.2.13); recalling that |k′| =Mh∗ , |k′+p| ≤Mh∗ and |p| ≪Mh∗ , we find:
h∗∑
h¯=−∞
h¯−1∑
k¯=−∞
1∑
hv3=h
∗+1
∑
τ∈T (h∗)
k¯,h¯,hv3 ,N
||S3(τ ;k,p)|| ≤ (const.)N
(N
2
)
! ε¯Nh∗
1
Zh∗−1
·
·
∑
h¯≤h∗
k¯<h¯
hv3>h
∗
M (1/2)(k¯−h¯)M h¯−h
∗
M (1/2)(h
∗−hv3 )M−2h
∗
, (4.2.20)
where: M (1/2)(k¯−h¯) is the short memory factor associated to the path between the
root and v¯; M h¯−h∗ is the product of the two short memory factors associated to the
paths connecting v¯ with v1 and v2, respectively; M (1/2)(h
∗−hv3) is the short memory
factor associated to a path between h∗ and v3; M−2h
∗
/Zh∗−1 is the product of two
factorsM−hk′Z−1/2hk′−1 associated to the vertices v1 and v2 (see the discussion following
(4.2.12) and recall that in this case hk′ = h∗). We remark that in this case, contrary
to the case of the 2-point function, the fact that there is no R operator acting on
the vertices on the path between the root and v¯ does not create any problem, since
those vertices are automatically irrelevant (they behave as vertices with at least
5 external lines, i.e., J , φ−, φ+ and at least two fermionic lines) and, therefore,
R = 1 on them. Note also that the vertices of type Jφψ, which have an R operator
acting on, can only be on scale h∗ − 1 or h∗ (by conservation of momentum) and,
therefore, the action of the R operator on such vertices automatically gives the
usual dimensional gain of the form (const.)Mhv−hv′ . Performing the summations
over k¯, h¯, hv3 in (4.2.20), we find the analogue of (4.2.12):
h∗∑
h¯=−∞
h¯−1∑
k¯=−∞
1∑
hv3=h
∗+1
∑
τ∈T (h∗)
k¯,h¯,hv3 ,N
||S3(τ ;k,p)|| ≤ (const.)N
(N
2
)
! ε¯Nh∗
M−2h∗
Zh∗−1
,
(4.2.21)
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from which the bound on rNµ (k,p) stated in (3.5.34) follows.
4.3 Response functions
The techniques introduced to evaluate the free energy and the Schwinger functions
cas be used to compute the response functions, or generalized susceptibilities; phys-
ically, these objects provide further understanding on which is the effect of the
electromagnetic interaction on the macroscopic properties of the model, in particu-
lar they suggest what possible physical instabilities are enhanced by the interaction,
[78]. As for the two pont Schwinger functions, we shall see that the response func-
tions as well decay with interaction dependent anomalous exponents.
Let us define the imaginary time response functions C(α)i,j (x− y) as follows:
C
(α)
i,j (x− y) := 〈ρ(α)x,i ; ρ(α)y,j 〉β,L , (4.3.1)
ρ
(E±)
x,j :=
∑
σ=↑↓
(
a+x,σb
−
x+(0,~δj),σ
eieA(x,j) ± b+
x+(0,~δj),σ
a−x,σe
−ieA(x,j)
)
,
ρ
(CDW )
x,j :=
∑
σ=↑↓
a+x,σa
−
x,σ − b+x+(0,~δj),σb
−
x+(0,~δj),σ
,
ρ
(D)
x,j :=
∑
σ=↑↓
a+x,σa
−
x,σ + b
+
x+(0,~δj),σ
b−
x+(0,~δj),σ
,
Being ρ(E±), ρ(CDW ) and ρ(D) gauge-invariant operators, we can represent their
grand-canonical correlation functions using a functional integral representation in
the Feynman gauge. Therefore,
C
(α)
i,j (x− y) =
∂2
∂Φ(α)x,i ∂Φ
(α)
y,j
log
∫
P (dΨ)P (dA)eV (Ψ,A)+D(Φ,Ψ,A)
∣∣∣
Φ=0
,
=:
∂2
∂Φ(α)x,i ∂Φ
(α)
y,j
Wβ,L(Φ)
∣∣∣
Φ=0
,
D(Φ,Ψ, A) :=
∫ β
0
dx0
∑
~x∈Λ
∑
i=1,2,3
Φ(α)x,i ρ
(α)
x,i , (4.3.2)
where Φ(α)x,i = (βAΛ)−1
∑
q∈Pβ,L e
ikxΦˆ(α)q,i (we choose Φˆ
(α)
q,i ∈ R for simplicity), and
ρ(α) are given by (4.3.1) with a±, b±, A replaced by fermionic and bosonic Gaussian
fields.
4.3.1 Renormalization group analysis
All these generalized susceptibilities can be evaluated using multiscale analysis and
renormalization group. As we are going to see, the external fields Φ(α) behave
dimensionally as A fields; the main difference with respect to the analyses of Chapter
3.3 and Section 4.2 is that now we will have to introduce new running coupling
constants, associated with the relevant and marginal Φ-dependent monomials. The
flow of some of these new running coupling constants, namely those associated
with the monomials Φ(α)Ψ+Ψ−, will diverge as a power laws in the infrared, in a
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way similar to the wave function renormalization but in general with anomalous
exponents different from η = e
2
12π2
+ . . .. A non-vanishing difference between these
new anomalous exponents and η will give rise to the anomalous scaling of the
response functions.
Multiscale analysis
The ultraviolet degrees of freedom can be integrated out by following a procedure
completely analogous to the one described in Section 2.4 and Appendix D. It follows
that:
eWβ,L(Φ) = (4.3.3)
e−β|Λ|F0+C
(≥0)(Φ)
∫
P (dΨ(≤0))P (dA(≤0))eV
(0)(Ψ(≤0),A(≤0))+D(0)(Φ,Ψ(≤0),A(≤0)) ,
where all the quantities appearing in (4.3.3) have been defined Section 3.2, except
for C(≥0)(Φ) and D(0), which contain Φ-dependent terms. In particular,
D(0)(Φ,Ψ, A) =
∑
q≥1
n+m≥1
∑
σ,ω,ρ
µ,α,j
∫ n∏
i=1
Ψˆ+
k′2i−1,σi,ρ2i−1,ω2i−1
Ψˆ−
k′2i,σi,ρ2i,ω2i
m∏
i=1
Aˆµi,pi ·
·
q∏
r=1
Φˆ(αr)qr,jrW
(0),α,j
2n,m,q,ρ,ω,µ({k′i}, {pj}, {qr})δ
 m∑
j=1
pj +
q∑
r=1
qr +
2n∑
i=1
(−1)ik′i
 ,
C(≥0)(Φ) =
∑
q≥1
∫ q∏
r=1
Φˆ(αr)qr,jr W
(0),α,j
0,0,q ({qi})δ
( q∑
i=1
qi
)
, (4.3.4)
where the kernels are computed following the rules explained in Appendix D and
Section 3.3, by taking into account the presence of new vertices, corresponding to
the source terms. It is easy to see that the external fields Φ(α) behave dimensionally
as A fields; therefore, the kernels proportional to the monomials Φ(α)A behave as
relevant ones, while the ones proportional to Φ(α)Ψ+Ψ−, Φ(α)AA, Φ(α)Φ(α)A are
marginal.
As for the effective potential V(0), we split the Φ-dependent part of the interac-
tion as LD(0)+RD(0), with R = 1−L; the localization operator L acts linearly on
the kernels of D(0) in the following way:
LW (0),α,j0,1,1,µ (p) := W (0),α,j0,1,1,µ (0) + pν∂νW (0),α,j0,1,1,µ (0) =: να,jµ,0 + pννα,jµ,ν,0 ,
LW (0),α,j2,0,1,ρ,ω(k,q) := W (0),α,j2,0,1,ρ,ω(0,pω1F − pω2F ) ,
LW (0),α,j0,2,1,µ (p,q) := W (0),α,j0,2,1,µ (0,0) =: ζα,jµ,0 ,
LW (0),α,j0,1,2,µ (p,q) := W
(0),α,j
0,1,2,µ (0,0) =: κ
α,j
µ,0 . (4.3.5)
and LW (0)2n,m,q = 0 otherwise. As for the case Φ = 0, the number of running coupling
constants will be reduced by the symmetry properties listed in the following Lemma,
which will play the same role of Lemma 2.3.1 in the analysis of the free energy.
Lemma 4.3.1 The Gaussian integrations P (dΨ), P (dA), the interaction V (Ψ, A)
and the source term D(Φ,Ψ, A) are invariant under the transformations (1) – (8)
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of Lemma 2.3.1, provided that Φˆ(α)q,i transforms in the following way (remember that
1′ = 1, 2′ = 3, 3′ = 2):
(4) Φˆ(α)q,j → Φˆ(α)(q0,T ~q),j+1.
(5) Φˆ(α)q,j → Φˆ(α)−q,j.
(6.a) Φˆ(E±)q,j → ±Φˆ(E±)q˜,j′ e−i~q(
~δj−~δ1); Φˆ(D)q,j → Φˆ(D)q˜,j′e−i~q(
~δj−~δ1);
Φˆ(CDW )q,j → −Φˆ(CDW )q˜,j′ e−i~q(
~δj−~δ1), with q˜ = (q0,−q1, q2).
(6.b) Φˆ(α)q,j → Φˆ(α)q˜,j′, with q˜ = (q0, q1,−q2);
(7) Φˆ(E±)q,j → ±Φˆ(E±)−q˜,j ; Φˆ(CDW )q,j → Φˆ(CDW )−q˜,j ; Φˆ(D)q,j → Φˆ(D)−q˜,j, with q˜ = (q0,−~q).
(8) Φˆ(E±)q,j → Φˆ(E±)q˜,j ; Φˆ(CDW )q,j → −Φˆ(CDW )q˜,j ; Φˆ(D)q,j → −Φˆ(D)q˜,j , with q˜ = (−q0, ~q).
Proof. The proof is a straightforward extension of the one of Lemma 2.3.1; we leave
the details to the reader.
By symmetry (4) it follows that:
W
(0),α,j
2,0,1,ρ,ω(0,p
ω1
F − pω2F ) = (4.3.6)
exp
{
i~pω1F (
~δ2 − ~δ1)(ρ1 − 1)− i~pω2F (~δ2 − ~δ1)(ρ2 − 1)
}
·
·W (0),α,j+12,0,1,ρ,ω (0,pω1F − pω2F ) ,
while by symmetries (4) – (8) we get:
W
(0),E±,1
2,0,1,ω (0,p
ω1
F − pω2F ) =: ZE±ω,0
(
0 1
±1 0
)
=: ZE±ω,0Γ
E± ,
W
(0),CDW,1
2,0,1,ω (0,p
ω1
F − pω2F ) =: ZCDWω,0
(
1 0
0 −1
)
=: ZCDWω,0 Γ
CDW , (4.3.7)
W
(0),D,1
2,0,1,ω (0,p
ω1
F − pω2F ) =: ZDω,0
(
1 0
0 1
)
=: ZDω,0Γ
D ,
with Zαω,0 = Z
α−ω,0, Zαω,0 ∈ R, and Zαω,0 = 1 + O(e2). Therefore, from (4.3.6) and
(4.3.7) we find that
∑
ρ
∫
dk′
D
dq
(2π)3
Φˆ(α)q,j Ψˆ
(≤0)+
k′+q,σ,ρ1,ω1Ψˆ
(≤0)−
k′,σ,ρ2,ω2W
(0),α,j
2,0,1,ρ,ω(0,p
ω1
F − pω2F )
=
∫
dk′
D
dq
(2π)3
Φˆ(α)q,j Ψˆ
(≤0)+
k′+q,σ,ω1Z
α
ω,0Γ
(α)
ω,jΨˆ
(≤0)−
k′,σ,ω2 , (4.3.8)
4.3 Response functions 73
where the matrices Γ(α)ω,j are easily obtained from (4.3.6), (4.3.7):
Γ(E
±)
ω,j :=
(
0 e−i(j−1)~p
ω2
F
(~δ2−~δ1)
±ei(j−1)~pω1F (~δ2−~δ1) 0
)
, (4.3.9)
Γ(D)ω,j :=
(
1 0
0 ei(
~δ2−~δ1)(~pω2F −~p
ω1
F
)(j−1)
)
,
Γ(CDW )ω,j :=
(
1 0
0 −ei(~δ2−~δ1)(~pω2F −~pω1F )(j−1)
)
.
Repeating the analysis described in detail in Chapter 3, we can integrate the
fields ψ(0), A(0), Ψ(−1), A(−1), ..., Ψ(h), A(h), ..., in an interative way; after the inte-
gration of the first |h| infrared scales we get that:
eWβ,L(Φ) = e−β|Λ|Fh+C
(≥h)(Φ) · (4.3.10)
·
∫
P (dΨ(≤h)dA(≤h))eV
(h)(
√
ZhΨ
(≤h),A(≤h))+D(h)(Φ,√Zhψ(≤h),A(≤h)) ,
where all the objects appearing in (4.3.10) have been defined in Section 3.2 except for
C(≥h), D(h), which are given by (4.3.4) with 0 replaced by h, and the kernelsW (h)2n,m,q
will be defined inductively. We proceed as in Section 3.2; first, we renormalize the
free measure by reabsorbing into P˜ (dΨ(≤h)) the term exp{LΨV(h)}, see (3.2.16)–
(3.2.19), and then we rescale the fields as in (3.2.21). Similarly, we rewrite
D(h)(Φ,√ZhΨ, A) =: Dˆ(h)(Φ,√Zh−1Ψ, A) , (4.3.11)
and we split Dˆh as LDˆ(h) +RDˆ(h), where the action of L on the kernels of Dˆ(h) is
defined as follows:
LW (h),α,j0,1,1,µ (p) := W (h),α,j0,1,1,µ (0) + pν∂νW (h),α,j0,1,1,µ (0) =:Mhνα,jµ,h + pννα,jµ,ν,h ,
LW (h),α,j2,0,1,ρ,ω(k,q) := W (h),α,j2,0,1,ρ,ω(0,pω1F − pω2F ) ,
LW (h),α,j0,2,1,µ (p,q) := W (h),α,j0,2,1,µ (0,0) =: ζα,jµ,h ,
LW (h),α,j0,1,2,µ (p,q) := W
(h),α,j
0,1,2,µ (0,0) =: κ
α,j
µ,h . (4.3.12)
Moreover, the symmetry properties (1) – (8) of Lemma 4.3.1, which are preserved
by the multiscale integration, imply the analogous of (4.3.8), that is:
∑
ρ
∫
dk′
D
dq
(2π)3
Φˆ(α)q,j Ψˆ
(≤h)+
k′+q,σ,ρ1,ω1Ψˆ
(≤h)−
k′,σ,ρ2,ω2W
(h),α,j
2,0,1,ω (0,p
ω1
F − pω2F )
=
∫
dk′
D
dq
(2π)3
Φˆ(α)q,j Ψˆ
(≤h)+
k′+q,σ,ω1Z
α
ω,hΓ
(α)
ω,jΨˆ
(≤h)−
k′,σ,ω2 , (4.3.13)
where Zαω,h = Z
α
−ω,h, Z
α
ω,h ∈ R, and the matrices Γ(α)ω,j are defined in (4.3.9). At this
point, we are ready to integrate the scale h; proceeding as after (3.2.25), defining
eV
(h−1)(
√
Zh−1Ψ,A)+D(h−1)(Φ,
√
Zh−1Ψ,A)−β|Λ|F˜h−C(h−1)(Φ) := (4.3.14)∫
Ph(dΨ
(h))Ph(dA
(h))eVˆ
(h)(
√
Zh−1(Ψ+ψ(h)),A+A(h))+Dˆ(h)(Φ,
√
Zh−1(Ψ+Ψ(h)),A+A(h))
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our inductive assumption in reproduced at the scale h − 1 with C(≥h−1) = C(≥h) +
C(h−1). The integration is performed using the Gallavotti – Nicolò tree expansion
described in Section 3.3; the only difference with respect to what has been discussed
in Section 3.3 is that the resulting trees have new endpoints, corresponding to the
various contributions to LDˆ(h).
The outcome of this procedure is that the kernels of C(≥h−1) are expressed in
terms of a renormalized expansion which involves the old effective parameters plus
the new ones {να,jµ,k , να,jµ,ν,k, ζα,jµ,k , κ
α,j
µ,k, Z
α
ω,k}k>h; to close our renormalization group
analysis we have to control the flow of these quantities.
The flow of the running coupling constants
In this Section we show that the flows of all the new effective parameters except Zαω,h
are bounded; in particular, all the new running coupling constants will be bounded
by O(e) uniformly in h. To see this, we shall use Ward identities (for να,jµ,h, ζ
α,j
µ,h,
κ
α,j
µ,h) and symmetry considerations (for ν
α,j
µ,ν,h). Regarding Z
α
ω,h, these quantities in
general will behave as M−η
αh, that is their evolutions are governed by anomalous
exponents, which will be explicitly computed at lowest order; these computations
will allow us to characterize the long distance behavior of the excitonic, charge
density wave and density–density susceptibilities.
The flows of να,jµ,h, ζ
α,j
µ,h, κ
α,j
µ,h. As for νµ,h, the “mass” of the photon field, the flow
of these running coupling constants will be controlled implementing Ward identities
at each RG step. Notice that, as for νµ,h, the Beta function does not provide any
help here; for instance, the evolution equation of να,jµ,h is given by
να,jµ,h =Mν
α,j
µ,h+1 + β
α,j
µ,h+1 , (4.3.15)
and a single non-vanishing order in βα,jµ,h+1 would generically produce an exponen-
tially divergent flow for να,jµ,h in the limit h → −∞. Similar behaviors would take
place for ζα,jµ,h, κ
α,j
µ,h.
The Ward identities that we need are implied the gauge invariance of our theory
plus the fact that the source terms appearing in the generating functional Wβ,L(Φ)
are separately invariant under local gauge transformations. We will proceed as for
νµ,h, eµ,h, see Section 3.5; we introduce a reference model which is regularized by a
bosonic infrared cut-off on scale h, and we derive Ward identities for this new theory,
exploiting the facts that: (i) the running coupling constants on scales greater than
the one of the infrared cut-off are the same of the non-regularized model; (ii) the
infrared cut-off does not break gauge invariance, and does not produces corrections
to the WI; (iii) the new model can be studied repeating the multiscale integration
described in Section 3.5, with the only difference that after the scale h the theory
becomes superrenormalizable, which in particular implies that the running coupling
constants “cease to flow” on scale h. See Section 4.2 for the discussion of the
multiscale integration in presence of a bosonic infrared cut–off in the case of the
generating functional of the Schwinger functions; a completely analogous analysis
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can be repeated in presence of Φ(α) external fields. Let:
eW
[h,+∞]
β,L (Φ,J) :=
∫
P (dΨ)P≥h(dA)eV (Ψ,A+J)+D(Φ,Ψ,A+J) , (4.3.16)
where the subscript ≥ h denotes the presence of an infrared bosonic cutoff on scale
h, to be imposed as in (3.5.3). We assume that the ultraviolet limit K → +∞ has
been taken; the presence of a finite u.v. cutoff can be discussed as in Appendix G,
and produces corrections that vanish exponentially in the limit of cutoff removal.
The invariance of the theory under local gauge transformations implies that
0 =
∂2
∂Φˆ(α)q,j∂αˆ−q
W [h,+∞]β,L (Φ, J + ∂α)
∣∣∣
Φ=J=α=0
=
= iqν
∂2
∂Φˆ(α)q,j∂Jˆν,−q
W [h,+∞]β,L (Φ, J)
∣∣∣
Φ=J=0
, (4.3.17)
0 =
∂3
∂Φˆ(α)q,j∂Jˆµ1,p∂αˆ−q−p
W [h,+∞]β,L (Φ, J + ∂α)
∣∣∣
Φ=J=α=0
=
= i(qν + pν)
∂3
∂Φˆ(α)q,j∂Jˆµ1,p∂Jˆν,−q−p
W [h,+∞]β,L (Φ, J)
∣∣∣
Φ=J=0
,
0 =
∂3
∂Φˆ(α)q,j∂Φˆ
(α′)
p,j′∂αˆ−q−p
W [h,+∞]β,L (Φ, J + ∂α)
∣∣∣
Φ=J=α=0
=
= i(qν + pν)
∂3
∂Φˆ(α)q,j∂Φˆ
(α′)
p,j′∂Jˆν,−q−p
W [h,+∞]β,L (Φ, J)
∣∣∣
Φ=J=0
. (4.3.18)
At the same time we know that, repeating an analysis completely analogous to
the one performed for eµ,h and νµ,h, choosing qν = δµ,νq, pν = δµ,νp, such that
|p| ≤Mh−1, |q| ≤Mh−1, |q + p| ≤Mh−1,
∂2
∂Φˆ(α)q,j∂Jˆµ,−q
W [h,+∞]β,L (Φ, J)
∣∣∣
Φ=J=0
= Mh
[
να,jµ,h +O(e
2)
]
,
∂3
∂Φˆ(α)q,j∂Jˆµ1,p∂Jˆµ,−q−p
W [h,+∞]β,L (Φ, J)
∣∣∣
Φ=J=0
= ζα,jµ,h +O(e
2) ,
∂3
∂Φˆ(α)q,j∂Φˆ
(α′)
p,j′∂Jˆµ,−q−p
W [h,+∞]β,L (Φ, J)
∣∣∣
Φ=J=0
= κ
α,j
µ,h +O(e
2) ; (4.3.19)
putting together (4.3.19) with the Ward identities (4.3.17) we get that
να,jµ,h = O(e
2) , ζα,jµ,h = O(e
2) , κ
α,j
µ,h = O(e
2) , (4.3.20)
as desired.
The flow of να,jµ,ν,h. These running coupling constants cannot be studied using
Ward identities, at least not for all µ, ν; therefore, to prove the boundedness of
their flows we will rely on simple symmetry considerations. The evolution equation
for να,jµ,ν,h has the form:
να,jµ,ν,h = ν
α,j
µ,ν,h+1 + β
α,a
µ,ν,h+1 , (4.3.21)
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where, setting ε˜h := maxk>h{eµ,k, νν,k, να,jµ,k , να,jµ,ν,k, ζα,jµ,k , κ
α,j
µ,k} (the max is intended
over all the labels), the Beta function appearing in (4.3.21) is expressed as a renor-
malized series in the running coupling constants with the N -th order bounded pro-
portionally to (N/2)!ε˜Nh . However, this dimensional bound is too pessimistic in
this case; in fact, the graphs contributing to βα,aµ,ν,h+1 contain an even number of
fermion propagators, and one propagator (fermionic or bosonic) is derived with re-
spect to the µ-th component of the momentum. Therefore, rewriting the fermion
propagator as gˆ(k)ω (k′) = gˆ
(k)
ω,rel(k
′) + g˜(k)ω (k′), where gˆ
(k)
ω,rel(k
′) is obtained setting
Rk−1,ω(k′) = 0 in (3.2.26) (that is, it is the linear part of the single scale propaga-
tor) and ‖g˜(k)(k)‖ ≤ (const.)Mk‖g(k)(k)‖, we decompose the Beta function as
βα,aµ,ν,h = β
α,a,(rel)
µ,ν,h + β˜
α,a
µ,ν,h , (4.3.22)
where:
(i) the terms labelled by (rel) are obtained by considering only trees with end-
points on scales ≤ 0, and replacing all fermion propagators with their rela-
tivistic counterparts;
(ii) because of the improved dimensional bound on g˜(k)ω (k) with respect to the one
on gˆ(k)ω (k) and of the short memory property of the Gallavotti-Nicolò trees,
the bounds on the terms denoted by a tilde are improved by a factor Mθh
with respect to the basic ones.
Then, since gˆ(k)ω,rel(k) = −gˆ(k)ω,rel(−k), wˆ(k)(p) = wˆ(k)(−p), the parity of the graphs
contributing to the relativistic part of the Beta function is equal to −1; this means
that
β
α,a,(rel)
µ,ν,h+1 = 0 , (4.3.23)
and the equation (4.3.21) can be safely iterated up to the scale 0. This shows that
να,jµ,ν,h = O(e), uniformly in h, as desired.
The flow of Zαω,h. Finally, we conclude the discussion of the flow of the new
running coupling constants by analyzing the flow of Zαω,h; these are marginal, and
their flows are very similar to the one of the wave function renormalization Zh, see
Section 3.4.2. In fact, these running coupling constants evolve according to the
following flow equation:
Zαω,h = Z
α
ω,h+1
(
1 + βαω,h+1,1
)
+ βαω,h+1,2 , (4.3.24)
where βαω,h+1,i are expressed as renormalized series admitting N ! bounds; in partic-
ular, βαω,h,1 = O(e
2), βαω,h,2 = O(e
4). The graphs contributing to βαω,h,1 have the
external field emerging from a vertex of type Φ(a)Ψ+Ψ−, while the ones appearing
in the value of βαω,h,2 have the external field emerging from a vertex of type Φ
(α)AA;
see Fig. 4.1 for an example of two such graphs.
However, as anticipated in the caption of Fig. 4.1, the bound on βαω,h+1,2 admits
an improvement of a factor Mθh with respect to the basic one. To see this, simply
decompose βαω,h+1,2 as β
α,(rel)
ω,h+1,2 + β˜
α
ω,h+1,2, exactly as for the flows of the other
marginal terms (see discussion after (4.3.22)); again, βα,(rel)ω,h+1,2 = 0 because it is
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pF 1
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pF 2
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h h
Figure 4.1. a) A graph contributing to Zαω,h+1β
α
ω,h,1; b) a graph contributing to β
α
ω,h,2.
The graph b) is of order e2Mθh; in fact, the same graph obtained replacing the fermionic
propagator with its relativistic approximation g(h)rel (k) is vanishing by parity.
given by a sum of graphs with an odd number of relativistic fermion propagator,
while β˜αω,h+1,2 has a dimensional bound improved by M
θh.
Hence, Eq. (4.3.24) can be iterated up to the scale 0 and it follows that
Zαω,h ≃ M−hη
α
ω , as h→ −∞ , (4.3.25)
ηαω := lim
h→−∞
logM
(
1 + βαω,h+1,1
)
; (4.3.26)
the lowest order contribution ηα,(2)ω to ηαω are computed in Appendix F.4; the results
are summarized in Table 4.1 (recall that by symmetry Zαω,h = Z
α
−ω,h).
❍
❍
❍
❍
❍❍
α
ω
(+,−) (+,+)
E+
3e2
4π2
e2
12π2
E− e
2
12π2
e2
12π2
CDW e
2
12π2
3e2
4π2
D e
2
12π2
e2
12π2
Table 4.1. The lowest order contributions ηα,(2)ω to the anomalous exponents ηαω .
Therefore, the conclusion is that the most divergent Zαω,h are those corresponding
to α = E+, ω1 = −ω2 and α = CDW , ω1 = ω2; in particular, these four running
coupling constants diverge with anomalous exponents bigger than the one of Zh. As
we are going to see in the next Section, this implies that the spatial decays of the
excitonic and charge density wave susceptibilities are depressed by the interaction.
4.3.2 Computation of the response functions
Finally, we have now all the elements that we need to explicitly compute the response
function; in particular, we shall prove the results (1.4.6), (1.4.7). It follows that:
Cαi,j(x) :=
∂2
∂Φ(α)x,i ∂Φ
(α)
0,j
Wβ,L(Φ)
∣∣
Φ=0
=
∂2
∂Φ(α)x,i ∂Φ
(α)
0,j
∑
h≤0
C(h)(Φ)
∣∣∣
Φ=0
, (4.3.27)
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where C(h)(Φ) has been defined in (4.3.14); the lowest order contribution to C(h−1)
is represented in Fig. 4.2.
x 0
h
Figure 4.2. The lowest order graph contributing to C(h−1)(Φ). A sum over all the possible
inner scales is understood.
Therefore, taking i = j = 1 for simplicity, we can rewrite (4.3.27) as follows:
Cα1,1(x) = −2Tr
(
Γαg(u.v.)(x)Γαg(u.v.)(−x)
)
(4.3.28)
−2
∑
h,h′≤0
∑
ω1,ω2=±
(Zαω,h∨h′)
2
Zh−1Zh′−1
Tr
(
Γαg(h)ω1 (x)Γ
αg(h
′)
ω2 (−x)
)
(4.3.29)
+
∑
h≤1
Ω(h)β,L(x) , (4.3.30)
where the factor 2 is due to the sum over the spins, h ∨ h′ := max{h, h′}, and
Ω(h)β,L(x− y) contains higher order terms. We will get that, for |x| ≫ 1:
Cα1,1(x) =
Gα(x)
|x|4−ξα++ + cos(~p
+
F · ~x)
Gα2 (x)
|x|4−ξα+− + r
α
1,1(x) , (4.3.31)
where, for 1 ≥ θ > 1/2:
ξαω := 2(η
α
ω − η) , rα1,1(x) = rα,01,1 (x) +
∑
n≥2
rα,n1,1 (x) , (4.3.32)
|rα,01,1 (x)| ≤
(const.)
|x|4+θ−maxω ξαω , |r
α,n
1,1 (x)| ≤ (const.)n
(n
2
)
!en
1
|x|4−maxω ξαω ,
and, if b = 8π2/27:
GD1 (x) =
−x20 + |~x|2
b|x|2 , G
D
2 (x) =
−x20 + x21 − x22
b|x|2 ,
GCDW1 (x) = −
1
b
, GCDW2 (x) =
−x20 − x21 + x22
b|x|2 ,
G
E+
1 (x) =
−x20 − x21 + x22
b|x|2 , G
E+
2 (x) = −
1
b
,
G
E−
1 (x) =
x20 − x21 + x22
b|x|2 , G
E−
2 (x) =
x20 − |~x|2
b|x|2 . (4.3.33)
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Remark 4 1. Notice that by symmetry (4) of Lemma 4.3.1 we know that
Cαj+1,j+1(x) = C
α
j,j((x0, T~x)) ; (4.3.34)
the correlations Cαi,j(x) with i 6= j can be studied in exactly the same way as
Cα1,1(x), and we will not discuss them here.
2. From the explicit lowest order computations of ηαω, η, see Table 4.1 and Ap-
pendix F.4, we know that all ξαω = 0+O(e
4) except for ξE++−, ξCDW++ , which are
given by:
ξ
E+
+− =
4e2
3π2
+O(e4) , ξCDW++ =
4e2
3π2
+O(e4) ; (4.3.35)
therefore, we conclude that the decays of the correlations Cα1,1(x) are depressed
by the presence of the electromagnetic interaction; in the spirit of [78], this
suggests that the electromagnetic interaction favors instabilities of excitonic
or charge density wave type.
We will study the three contributions (4.3.28), (4.3.29), (4.3.30) separately; the
following bounds will play a crucial role:
∥∥∂n00 ∂n11 ∂n22 g(h)ω (x)∥∥ ≤ CNM (2+n0+n1+n2)h1 + (Mh|x|)N , (4.3.36)∥∥∂n00 ∂n11 ∂n22 w(h)(x)∥∥ ≤ CNM (2+n0+n1+n2)h1 + (Mh|x|)N , for all h ≤ 1 and N ≥ 0 ,
and with g(1)ω (x) := g(u.v.)(x), w(1)(x) = w(u.v.)(x). The proof of these bounds for
ni = 0 is a consequence of the following inequalities:
‖g(h)ω (x)‖ ≤
∥∥∥ ∫ dk′
D
gˆ(h)ω (k
′)
∥∥∥ ≤ C ′0M2h , (4.3.37)
|x0|N1 |x1|N1 |x2|N2‖g(h)ω (x)‖ =
∥∥∥ ∫ dk′
D
[
∂N0k0 ∂
N1
k′1
∂N2k′2
e−ik
′x]gˆ(h)ω (k′)∥∥∥
=
∥∥∥ ∫ dk′
D
e−ik
′x∂N0k0 ∂
N1
k′1
∂N2k′2
gˆ(h)ω (k
′)
∥∥∥
≤ C ′NM (2−N1−N2−N3)h , (4.3.38)
from which (4.3.36) immediatly follows1. The case ni 6= 0 can be derived in exactly
the same way; the details are left to the reader.
Bound for (4.3.28). This term can be estimated simply by using the bound
(4.3.36); it follows that∥∥∥Tr(Γαg(u.v.)(x)Γαg(u.v.)(−x))∥∥∥ ≤ C˜N
(1 + |x|N )2 , (4.3.39)
for all N ≥ 0.
1For N even use that |x|N = (∑2
i=0
x2i )
N
2 and expand the square; for N odd use that |x|N =
|x||x|N−1, that |x| ≤∑
i
|xi| and the fact that N − 1 is even.
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Evaluation of (4.3.29). This term can be evaluated explicitly, asymptotically in
|x| → +∞ and at leading order in e. We will rewrite (4.3.29) as a quantity which
can be explicitly evaluated, plus error terms which will be small, either because they
decay faster in |x| or because they decay with the same power but are O(e2).
Error terms. First, we will replace the ratio appearing in (4.3.29) with a
function of |x|, and we will show that the bound on the remainder is improved by
a factor O(e2); then, we will compute the leading contribution to (4.3.29) explicitly.
Let us rewrite:
(Zαω,h∨h′)
2
Zh−1Zh′−1
= (4.3.40)
= |x|2(ηαω−η)
[
1 +
(|x|Mh∨h′)−2ηαω (|x|Mh)η(|x|Mh′)η (cαh∨h′)2
cαhc
α
h′
− 1
]
=: |x|2(ηαω−η) + |x|2(ηαω−η)sω,h,h′(x) ,
where cαh = 1 + O(e
2). Plugging (4.3.40), the contribution due to the error term
sω,h,h′(x) can be bounded using
(i) the inequality rα − 1 ≤ |α log r|(rα + r−α), valid for all α ∈ R and r > 0;
(ii) the bound (4.3.39) for the single scale propagator;
(iii) the fact2 that, for some CN,α > 0 and N > α > 0:∑
h≤0
(Mh|x|)α
1 + (Mh|x|)N ≤ CN,α . (4.3.41)
Using (i), (ii), (iii), is is easy to see that
|x|2(ηαω−η)
∑
h,h′≤0
sω,h,h′(x)Tr
(
Γαg(h)ω1 (x)Γ
αg(h
′)
ω2 (−x)
)
=
∑
N≥2
r˜α,Nω (x) ,
|r˜α,Nω (x)| ≤ (const.)N
(N
2
)
!eN
1
|x|4+2(η−ηαω )
. (4.3.42)
Then, let us rewrite
gˆ(h)ω (k
′) = gˆ(h)ω,L(k
′) + sˆ(h)ω,1(k
′) + sˆ(h)ω,2(k
′)
gˆ
(h)
ω,L(k
′) :=
fh(k′)
|k′|2 (−Γ
0
ωk
′
0 + k
′
iΓ
i
ω) , (4.3.43)
where: (i) sˆ(h)ω,1(k
′) contains the error committed replacing respectively v˜h−1(k′),
f˜h(k′) with 1, fh(k′) in gˆ
(h)
ω (k′); (ii) sˆ
(h)
ω,2(k
′) is equal to gˆ(h)ω,L(k
′)Rh−1,ω(k′). There-
fore,∥∥sˆ(h)ω,1(k′)∥∥ ≤ (const.)e2‖gˆ(h)ω (k′)‖ , ∥∥sˆ(h)ω,2(k′)∥∥ ≤ (const.)|k′|‖gˆ(h)ω (k′)‖ .
(4.3.44)
2The proof of (4.3.41) goes as follows. Let h(x) := −[log |x|], where [.] denotes the integer part;
split the sum
∑
h≤0 in
∑
h≤h(x)+
∑
h>h(x)
. The first sum can be bounded replacing the argument
of the sum with |x|α−N , while the second sum is bounded replacing the argument of the sum with
(Mh|x|)α.
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Correspondingly, we rewrite g(h)ω (x) as g
(h)
ω,L(x) + s
(h)
ω,1(x) + s
(h)
ω,2(x), where
g
(h)
ω,L(x) := e
−ipω
F
x
∫
dk′
D
e−ik
′xgˆ
(h)
ω,L(k
′) , (4.3.45)
s
(h)
ω,i(x) := e
−ipω
F
x
∫
dk′
D
e−ik
′xsˆ
(h)
ω,i(k
′) ; (4.3.46)
The contribution of s(h)ω,1(x) to (4.3.29) can be bounded exactly as the corresponding
to sh,ω,h,h′(x), and we get a bound like (4.3.42); the contribution of s
(h)
ω,2(x) to (4.3.29)
is bounded using (4.3.41), (4.3.44), and it decays faster than |x|−4+2(η−ηαω ).
Evaluation of the leading term. Therefore, the leading contribution to
(4.3.29) is
Cα1,1,L(x) := −2
∑
ω1,ω2=±
|x|2(ηαω−η)Tr
(
Γαgω1,L(x)Γ
αgω2,L(−x)
)
, (4.3.47)
where gω,L(x) :=
∑
h≤0 g
(h)
,L (x); an explicit computation shows that, see Appendix
F.6,
gω,L(x) = e−ip
ω
F
x−x0Γ0ω + xiΓiω
b′|x|3 + o
( 1
1 + |x|N
)
, b′ =
8π
3
√
3
, (4.3.48)
where the last term denotes corrections which vanish as |x| → +∞ faster than any
power. Therefore, setting ξαω = 2(η
α
ω − η), b := b′2/8 = 8π2/27 we get that, see
Appendix F.7:
CD1,1,L(x) =
−x20 + |~x|2
b|x|6−ξD++
+ cos(~p+F · ~x)
−x20 + x21 − x22
b|x|6−ξD+−
,
CCDW1,1,L (x) = −
1
b|x|4−ξCDW++
+ cos(~p+F · ~x)
−x20 − x21 + x22
b|x|6−ξCDW+−
,
C
E+
1,1,L(x) =
−x20 − x21 + x22
b|x|6−ξ
E+
++
− cos(~p
+
F · ~x)
b|x|4−ξ
E+
+−
,
C
E−
1,1,L(x) =
x20 − x21 + x22
b|x|6−ξ
E−
++
+ cos(~p+F · ~x)
x20 − |~x|2
b|x|6−ξ
E−
+−
. (4.3.49)
from which (4.3.33) follows.
Bound for 4.3.30. Finally, we have to show that all the other Feynman graphs
give a smaller contribution. This can be done repeating an analysis similar to the
one of [8], up to a few differences that will be discussed here. We can have three
situations:
(i) all the external fields emerge from vertices of type Φ(α)Ψ+ω1Ψ
−
ω2 and the graph
has more than one inner loop;
(ii) at least one external field emerges from a vertex of type Φ(α)AA;
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(iii) at least one external field emerges from a vertex of type Φ(α)A.
The vertices of type Φ(α)Φ(α)A do not give any contribution, since the corre-
sponding running coupling constants κα,1,1µ,h are vanishing by symmetries (1) – (8) of
Lemma 4.3.1.
The case (i) can be worked out using that the minimal loop connecting the
points x and y is formed by at least two single scale propagators, which satisfy
the bound (4.3.36); then, we can apply the analysis of [8], that will be not re-
produced here. The N -th order contribution due to these graphs is bounded by
(const.)N (N/2)!eN |x|−4+ξαω , N ≥ 2.
Similarly, using that the running coupling constants associated to vertices of
type Φ(α)AA are O(e2), we get that in case (ii) the N -th order contribution is
bounded by (const.)N (N/2)!eN |x|−4+(1/2) maxω ξαω .
Let us consider case (iii); recall that the vertices of type Φ(α)A correspond to
Mhνα,1µ,h or to pνν
α,1
µ,ν,h, and both the running coupling constants are O(e). Consider
the simplest of these graphs, namely the one depicted in Fig. 4.3. Assume that
h
x 0
Figure 4.3. In momentum space, the vertices of the graph correspond to Mhνα,1µ,h or to
pνν
α,1
µ,ν,h.
both the vertices correspond to pνν
α,1
µ,ν,h; the value of the graph in Fig. 4.3 is
∑
ν,ν′,µ
να,1µ,ν,hν
α,1
µ,ν′,h
∫
dp
(2π)3
e−ipxwˆ(h)(p)pνpν′ = −
∑
ν,ν′,µ
να,1µ,ν,hν
α,1
µ,ν′,h
∂2
∂xν∂xν′
w(h)(x) .
(4.3.50)
Using the bounds (4.3.36), (4.3.41) we get that
∥∥∥∑
h≤1
να,1µ,ν,hν
α,1
µ,ν′,h
∂2
∂xν∂xν′
w(h)(x)
∥∥∥ ≤ (const.)e2|x|4 , (4.3.51)
and the same result holds if one vertex is replaced by Mhνα,1µ,h; higher order graphs
can be bounded repeating the analysis of [8], and the result is that the generic graph
of order N of type (ii) is bounded by (const.)NeN |x|−4+(1/2) maxω ξαω .
Chapter 5
Lattice distortions
5.1 Introduction
In this Chapter we will discuss the effects of lattice distortions on the model that we
introduced and studied in the previous Chapters. In general [80, 58], small lattice
distortions can be taken into account by considering a position and bond dependent
hopping parameter, of the form t~x,i := t + φ~x,i, where φ~x,i is proportional to the
distortion of the bond connecting the site ~x to its nearest neighbour ~x+ ~δi. Again,
we shall perform a RG analysis to characterize the low energy behavior of the model;
as we are going to see, some special lattice distortions, the Kekulé ones, will be dra-
matically enhanced by the electromagnetic interaction. Interestingly, the amplitude
of this distortion behaves as a bare mass for the fermion progagator. The presence
of a non-vanishing initial distortion will give rise to a new running coupling constant
with respect to the case studied in Chapter 3, namely the effective fermionic mass
∆h. We shall distinguish two regimes: in the first regime the effective mass will grow
from its bare value ∆0 to a dressed value ∆ ≫ ∆0; in this regime the fermionic
field will behave essentially as a massless field, and the analysis will be qualitatively
the same as in the case ∆0 = 0. After the scale h˜ such that ∆h˜ = ∆, the fermion
propagator will become massive, since the typical momentum scale will be smaller
than the mass ∆; as a consequence, the flow of the running coupling constants will
remain close to the values reached at the scale h˜.
After this, we will investigate the possibility of a spontaneous deformation of the
honeycomb lattice; in particular, we will write a non-BCS self-consistence equation
of the amplitude of the distortion, that is for the mass of the fermion field. This
equation is similar to the one found by Mastropietro in the context of Luttinger
superconductors, see [62]. The equation will be discussed from a qualitative point
of view; as we shall see, already for small coupling the solution will be influenced in
a non-trivial way by the electromagnetic interaction. For strong coupling, we will
argue that the phenomenon of mass generation is favored by the interaction.
The most direct physical interest of our study is connected with the possibility of
a metal-insulator transition in graphene, an (yet open) issue on which great efforts,
both theoretical and experimental, have been and are still devoted. However, there
is another physical motivation for the analysis of Kekulé distortions; in fact, it has
been recently proposed, [50, 51, 18], that these kind of lattice deformations may be
at the basis of a possible electron fractionalization in the low energy excitations of
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graphene, such as the one taking place in one dimensional systems like polyacetylene,
[80, 58].
The Chapter is organized in the following way: in Section 5.2 we slightly change
the definition of the model, in order to take into account the effect of small lattice
distortions; in Section 5.3.1 we describe the integration of the ultraviolet degrees
of freedom; in Section 5.3.2 we discuss the integration of the infrared degrees of
freedom, and we prove our result (1.4.11) on the two point Schwinger function;
finally, in Section 5.4 we discuss the issue of a spontaneous lattice distortion, and
we derive a variational equation for the gap.
5.2 The model in presence of Kekulé distortion
In this Section we change the definition of the model so that the presence of a small
lattice distortions may be taken into account. The Hamiltonian of the model in
presence of a fixed lattice distortion is given by:
HΛ({φ}) := HΛ +He−phΛ ({φ}) , (5.2.1)
where HΛ is the Hamiltonian defined in (1.2.1) while He−phΛ ({φ}) describes the
electron-phonon interaction and it is given by:
He−phΛ ({φ}) :=
∑
~x∈Λ
i=1,2,3
∑
σ=↑↓
φ~x,i
(
a+~x,σb
−
~x+~δi,σ
eieA(~x,i) + b+
~x+~δi,σ
a−~x,σe
−ieA(~x,i)
)
, (5.2.2)
where φ~x,i is a real valued function corresponding to the distortion of the bond
which connect ~x to ~x+~δi. As for the case φ~x,i = 0, this model can be studied using
a functional integral representation; for any positive β,L, the average of a generic
physical observable O(A,Ψ) is defined as
〈O(A,Ψ)〉φβ,L :=
1
Ξφβ,L
∫
P (dΨ)P (dA)eV (Ψ,A)+vφ(A,Ψ)O(A,Ψ) , (5.2.3)
Ξφβ,L :=
∫
P (dΨ)P (dA)eV (Ψ,A)+vφ(A,Ψ) ,
where all the objects appearing in (5.2.3) have been defined in Chapter 1, except
for vφ(A,Ψ) which is given by:
vφ(A,Ψ) := (5.2.4)∫ β
0
dx0
∑
~x∈Λ
i=1,2,3
φ~x,i
(
Ψ+x,σ,1Ψ
−
(x0,~x+~δi),σ,2
eieA(x,i) +Ψ+
(x0,~x+~δi),σ,2
Ψ−x,σ,1e
−ieA(x,i)
)
.
We shall perform a specific choice for φ~x,i; namely, we shall choose φ~x,i corresponding
to the so-called Kekulé distortion of the honeycomb lattice. This is equivalent to
the choice
φ~x,i = φ
(j0)
~x,i :=
2
3
∆0 cos(~p
+
F (
~δj − ~δj0 − ~x)) , (5.2.5)
where ∆0 ∈ R has to be understood as a “small” parameter. The Kekulé distortion
corresponds to a particular dimerization pattern on the hexagonal lattice; see Fig.
5.1.
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Figure 5.1. The Kekulé dimerization pattern for j0 = 1. Double and single bonds are
respectively “long” and “short”, and correspond to the hopping parameters t− ∆03 , t+ 23∆0.
5.3 Renormalization Group analysis
In this Section we shall describe the RG analysis that will allow us to characterize
the ground state of the model defined in Section 5.2. For simplicity, we start by
discussing the evaluation of the free energy; as already seen in the previous Chapters
for the case ∆0 = 0, the analysis of the correlation functions will be a straightforward
extension of the procedure that we are going to discuss.
5.3.1 The ultraviolet integration
Proceeding in a way completely analogous to Section 2.4, it follows that after the
integration of the ultraviolet degrees of freedom the partition function of the model
can be rewritten as (from now on the wide tilde will recall the ∆0-dependence):
Ξ˜β,L = e
−β|Λ|F˜0
∫
P≤0(dΨ(≤0))P≤0(dA(≤0))eV˜
(0)(Ψ(≤0),A(≤0)) , (5.3.1)
where F˜0 and V˜ (0) are given by (repeated indeces are summed):
V˜ (0)(Ψ, A) :=
∑
n+m≥1
∑
σ,ρ
ω,µ
∫ n∏
i=1
Ψˆk′2i−1,σi,ρ2i−1,ω2i−1Ψˆk′2i,σi,ρ2i,ω2i
m∏
i=1
Aˆµi,pi ·
·W˜ (j0)2n,m,ρ,ω,µ({k′i}, {pj})δ
 m∑
j=1
pj +
2n∑
i=1
(−1)ik′i
 , (5.3.2)
F˜0 := (β|Λ|)−1W˜ (j0)0,0 , (5.3.3)
and the kernels W˜ (j0)2n,m can be computed in terms of Feynman graphs following the
rules described in Appendix D and Section 3.2, with the only difference that now
new vertices proportional to ∆0 appear; these vertices have two fermionic lines and
an arbitrary number ≥ 0 of photon lines. Clearly, if we set ∆0 = 0 the kernels
appearing in (5.3.2) reduce exactly to the ones of Section 2.4, and in particular
verify the properties stated Lemma 2.4.2, which are implied by the symmetries
listed in Lemma 2.3.1; for ∆0 6= 0 the role of Lemma 2.3.1 is played by the following
one.
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Lemma 5.3.1 For φ~x,i given by (5.2.5), both the Gaussian integrations P (dΨ),
P (dA) and the interactions V (Ψ, A), vφ(A,Ψ), defined in (2.2.5), (2.2.11), (2.2.13),
(5.2.4) respectively, are invariant under the transformations (1) – (8) of Lemma
2.3.1 provided that:
• under (4) j0 → j0 + 1, with 3 + 1 = 1;
• under (6.b) j0 → j′0, with 1′ = 1, 2′ = 3, 3′ = 2.
Proof. The proof is a trivial extension of the one of Lemma 2.3.1; the details are
left to the reader.
For ∆0 6= 0 the above symmetry properties no longer exclude the presence of
a mass in fermion propagator; however, as proven in Appendix H, the following
identities are true:
W˜
(j0)
2,0,ρ,ρ,ω(0) = W˜
(j0)
2,0,ρ,ω,ω(0) = 0 ,
W˜
(1)
2,0,ρ,3−ρ,ω,−ω(0) := ∆0δ0 , δ0 ∈ R ,
W˜
(j0)
2,0,ρ,3−ρ,ω,−ω(0) = e
−i~pω
F
(~δj0−~δ1)∆0δ0 . (5.3.4)
where δ0 =
∑
N≥2 δ
(N)
0 e
N ∈ R with δ(N)0 bounded proportionally to (N/2)!, uni-
formly in ∆0. It is convenient to rewrite the partition function (5.3.1) using the
more compact relativistic notations introduced at the end of Section 3.2; it follows
that:
Ξ˜β,L = e
−β|Λ|F˜0
∫
P≤0(dψ(≤0))P≤0(A(≤0))eV˜
(0)(ψ(≤0) ,A(≤0)) , (5.3.5)
where the interaction V˜(0)(ψ,A) is given by:
V˜(0)(ψ,A) = −
∫
dk′
D
ψk′,σiγµzµ,0ψk′,σ −
∫
dk′
D
ψk′,σiγ
(j0)∆0δ0ψk′,σ +
−
∫
dp
(2π)3
Aˆµ,pAˆµ,−pν˜µ,0 +
∫
dk′
D
dp
(2π)3
iλµ,0ψk′+p,σγµψk′,σAˆµ,p +
+RV˜(0)(ψ,A) , (5.3.6)
where:
(i) the first terms takes into account the contribution of ∂µW˜
(j0)
2,ρ,ω(0)
∣∣
∆0=0
.
(ii) The second term is a mass term for the fermion field; the 4× 4 matrix γ(j0) is
defined as:
γ(j0) :=
(
−iIei~p+F (~δj0−~δ1) 0
0 iIei~p
−
F
(~δj0−~δ1)
)
. (5.3.7)
(iii) The third term takes into account the contributions of W˜ (j0)0,2,µ(0) (which verify
the same symmetry properties of their ∆0 = 0 counterparts, see Appendix H).
(iv) The fourth term takes into account the contributions of W˜ (j0)2,1,ρ,ω,µ(0)
∣∣
∆0=0
.
(v) The fifth term collects all the higher powers in the fields, and the Taylor
remainder of the expansions of the kernels in the momenta and in ∆0.
5.3 Renormalization Group analysis 87
5.3.2 The infrared integration
We proceed as in the ∆0 = 0 case; we evaluate the partition function by integrating
the fields in an iterative way, starting from ψ(0), A(0). For h ≥ h˜, where h˜ =
h˜(∆0) < 0 is a suitable scale label that will be defined in the following, the multiscale
integration will proceed in a way analogous to the case ∆0 = 0; after the scale h∗
the fermion propagator will become massive.
Massless regime. We want to inductively prove that after the integration of the
fields on scales ≥ h+ 1 > h˜ the original functional integral can be rewritten as:
Ξ˜β,L = e
−β|Λ|F˜h
∫
P≤h(dψ(≤h))P≤h(dA(≤h))eV˜
(h)(
√
Zhψ
(≤h),A(≤h)) , (5.3.8)
where P≤h(dA(≤h)) has the same propagator of the ∆0 = 0 case, while the fermionic
propagator is
gˆ(≤h)(k′) :=
χh(k′)
Z˜h(k′)
iγ0k0 + iv˜h(k′)~k′ · γ − iγ(j0)∗∆˜h(k′)
k20 + v˜h(k
′)2|~k′|2 + ∆˜h(k′)2
(
1 +Rh(k
′)
)
; (5.3.9)
finally, the effective interaction on scale h can be written as
V˜(h)(ψ,A) :=
∑
n+m≥1
∑
σ,α,µ
∫ n∏
i=1
ψk′2i−1,σi,a2i−1ψk
′
2i,σi,a2i
m∏
i=1
Aˆµi,pi ·
·W˜ (h),(j0)2n,m,a,µ({k′i}, {pj})δ
 m∑
j=1
pj +
2n∑
i=1
(−1)ik′i
 , (5.3.10)
and the kernels W˜ (h),(j0)2n,m , together with the free energy F˜h, will be defined recur-
sively. In order to inductively prove formula (5.3.8), we split the kernels appearing
into V˜(h) as sums of local plus irrelevant parts; this procedure will be slightly differ-
ent with respect to the one discussed in the case ∆0 = 0. Let us define the operators
Li, i = 0, 1, in the following way.
If n = 1,m = 0:
L0W˜ (h),(j0)2,0,a (k′) := W˜ (h),(j0)2,0,a (0) ,
L1W˜ (h),(j0)2,0,a (k′) := k′µ∂µW˜ (h),(j0)2,0,a (0) ; (5.3.11)
if n = 0,m = 2:
L0W˜ (h),(j0)0,2,µ (p) := W˜ (h),(j0)0,2,µ (0) ,
L1W˜ (h),(j0)0,2,µ (p) := pα∂αW˜ (h),(j0)0,2,µ (0) ; (5.3.12)
if n = 2,m = 1:
L0W˜ (h),(j0)2,1,a,µ (p) := W˜ (h),(j0)2,1,a,µ (0) ; (5.3.13)
if n = 0,m = 3:
L0W˜ (h),(j0)0,3,µ (p1,p2) := W˜ (h),(j0)0,3,µ (0,0) ; (5.3.14)
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then, given a generic kernel W˜ (h),(j0)2n,m,a,µ we define the operators Pi, i = 0, 1, in the
following way:
P0W˜ (h),(j0)2n,m,a,µ({k′i}, {pj}) := W˜ (h),(j0)2n,m,a,µ({k′i}, {pj})
∣∣
∆0=0
, (5.3.15)
P1W˜ (h),(j0)2n,m,a,µ({k′i}, {pj}) :=
:=
∑
k≥h,k
∆˜k(k
′)
∂
∂∆˜k(k′)
W˜
(h),(j0)
2n,m,a,µ({k′i}, {pj})
∣∣
∆˜0(k′)=...=∆˜h(k′)=0
.
Finally, given Lj, Pj , j = 0, 1 as above, we can rewrite the effective potential on
scale h as LV(h) +RV(h), where the localization operator L is defined as follows.
If n = 1,m = 0:
LW˜ (h),(j0)2,0,a (k′) := L0(P0 + P1)W˜ (h),(j0)2,0,a (k′) + L1P0W˜ (h),(j0)2,0,a (k′) ; (5.3.16)
if n = 0,m = 2:
LW˜ (h),(j0)0,2,µ (p) := L0(P0 + P1)W˜ (h),(j0)0,2,µ (p) + L1P0W˜ (h),(j0)0,2,µ (p) ; (5.3.17)
if n = 2,m = 1:
LW˜ (h),(j0)2,1,a,µ (p) := L0P0W˜ (h),(j0)2,1,a,µ (p) ; (5.3.18)
if n = 0,m = 3:
LW˜ (h),(j0)0,3,µ (p1,p2) := L0P0W˜ (h),(j0)0,3,µ (p1,p2) . (5.3.19)
The combinations of the operators Li and P0 give rise to terms equal to those
discussed in the case ∆0 = 0; therefore, it remains to discuss the combination of the
operators Li and P1. Proceeding in a way completely analogous to the one followed
in Appendix H to prove (5.3.6), the symmetry properties (1) – (8) of Lemma 5.3.1,
which are preserved by the multiscale integration, imply that:
ψk′,σL0P1W˜ (h),(j0)2,0 (k′)ψk′,σ = −i∆hδhψk′,σγ(j0)ψk′,σ , δh = δ∗h .(5.3.20)
L0P1W˜ (h),(j0)0,2,µ (p) = −δµ1,µ2Mhν˜µ1,h , ν˜1,h = ν˜2,h , ν˜i = ν˜∗i .
As we are going to see, the remainders of the Taylor expansions in ∆˜k(k′) necessarily
appearing in the definition of the R = 1−L operation, see (5.3.16) – (5.3.19), admit
gains in their dimensional bounds with respect to the basic ones, and for this reason
will give rise to irrelevant kernels.
Hence, one can repeat exactly the same steps performed in Section 3.2 to describe
the integration of the partition function of the ∆0 = 0 case; the only difference being
the presence of a new running coupling function ∆˜h(k′), which evolves according to
the following flow equation:
Z˜h−1(k′)∆˜h−1(k′) = Z˜h(k′)∆˜h(k′) + Zh∆hδhχh(k′) . (5.3.21)
Setting ∆h−1 := ∆˜h−1(0), it follows that:
∆h−1
∆h
=
Zh
Zh−1
(
1 + β∆h
)
, (5.3.22)
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where β∆h = β
∆,(2)
h +O(e
2Mθh) +O(e4), and (see Appendix F.3):
β
∆,(2)
h =
(
e20,h + 2v
2
h−1e
2
1,h
)arctan ξh
4π2
1 + ξ2h
ξh
logM
=
3e2
4π2
logM +O(e4 logM) ; (5.3.23)
therefore, the flow equation (5.3.22) and the explicit computation (5.3.23) together
with the result (3.4.19) for the Beta function of Zh imply that
∆h ≃ ∆0M−hηK , ηK = 2e
2
3π2
+O(e4) . (5.3.24)
As already mentioned at the beginning of this section, the multiscale integration
goes on until h = h˜, where the scale h˜ is defined as the scale on which the fermionic
propagator becomes massive, that is when:
∆h˜ =M
h˜ ⇒ h˜ ≃ 1
1 + ηK
logM ∆0 , (5.3.25)
which implies that ∆h˜ ≃ ∆
1
1+ηK
0 . It remains to show that the actions of 1 − P1
on a relevant kernel and of 1−P0 on a marginal one produce irrelevant kernels; in
particular, we shall show that the operator 1−Pi acting on a kernel on scale h > h˜
is dimensionally equivalent to M (h˜−h)(i+1). In fact, it is straightforward to see that
the action of 1− Pi is dimensionally equivalent to
(
∆h/Mh
)i+1
; and
(∆h
Mh
)i+1
=
(∆h
∆h˜
)i+1
M (h˜−h)(i+1) ≃M (h˜−h)(1+ηK)(1+i) , (5.3.26)
where we used the definition (5.3.25) of h˜.
Massive regime. At the scale h˜ the fermion propagator has become massive;
however, the photon propagator is singular in the infrared, therefore we still need
the RG to analyze this regime. We could integrate the residual fermionic degrees of
freedom in a single step and study the effective bosonic theory by multiscale analysis;
however, in this way we would get estimates not uniform in the bare fermion mass.
For this reason we will proceed in a way analougous to the massless regime, i.e. we
will “slice” the fermionic and bosonic degrees of freedom simultaneously.
The main difference with respect to the previous regime is that now we do not
expand anymore the kernels in powers of the fermion mass; in fact, the splitting
performed in the massless regime would be not convenient now, because, as we are
going to see, the momentum flowing on a scale ≤ h˜ will be smaller than the corre-
sponding fermion mass (and therefore ∆h/γh will be greater than 1, see (5.3.26)).
As before, we will localize the kernels corresponding to monomials of order ≤ 3 in
the fields; the main difference in the single scale integration with respect to the
previous regime is that here we do not rescale the fermionic fields. In fact, because
of the improved dimensional bound on the fermion propagator the flows of the run-
ning coupling constants corresponding to monomials kµψψ converge to finite values.
The same is true for the mass term ∆h, which remain close to its value on scale
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h˜, and for the charges eµ,h. Finally, the photon mass is controlled using the same
Ward identity exploited in the case ∆0 = 0, and the local parts of the remaining
kernels vanish by symmetry.
After the integration of the first |h˜| infrared scales the partition function can be
rewritten as
Ξ˜β,L = e
−β|Λ|F˜h˜
∫
P≤h˜(dψ
(≤h˜))P≤h˜(dA
(≤h˜))eV˜
(h˜)(
√
Zh˜ψ
(≤h˜),A(≤h˜)) , (5.3.27)
where the effective potential V˜(h˜) is given by (5.3.10) with h replaced by h˜. We split
the effective potential as LV˜(h˜) +RV˜(h˜), where R = 1 − L and the action of L on
the kernels of V˜(h˜) is defined as follows:
LW˜ (h˜),(j0)2,0,a (k′) = W˜ (h˜),(j0)2,0,a (0) + k′α∂αW˜ (h˜),(j0)2,0,a (0)
LW˜ (h˜),(j0)2,1,a,µ (k′,p) = LW˜ (h˜),(j0)2,1,a,µ (0,0) ,
LW˜ (h˜),(j0)0,2,µ (p) = W˜ (h˜),(j0)0,2,µ (0) + pα∂αW˜ (h˜),(j0)0,2,µ (0) ,
LW˜ (h˜),(j0)0,3,µ (p) = W˜ (h˜),(j0)0,3,µ (0) . (5.3.28)
By the symmetry properties of Lemma 5.3.1 it follows that:
ψk′,σW˜
(h˜),(j0)
2,0 (0)ψk′,σ = −i∆h˜δh˜ψk′,σγ(j0)ψk′,σ , δh˜ ∈ R , (5.3.29)
W˜
(h˜),(j0)
0,2,µ1,µ2(0) = δµ1,µ2W˜
(h˜),(j0)
0,2,µ1,µ1(0) =: −M h˜ν˜µ1,h˜ , (5.3.30)
ν˜1,h˜ = ν˜2,h˜ , ν˜1,h˜ ∈ R , (5.3.31)
∂µW˜
(h˜)
0,2,µ = 0 , W˜
(h˜),(j0)
0,3,µ (0) = 0 , (5.3.32)
where: (i) (5.3.29) is proved in Appendix H.1; (ii) (5.3.30), (5.3.31) are proved
in Appendix H.2; the proof of the second identity in the third line of (5.3.32) is
completely analogous to the one of the case ∆0 = 0, which has been discussed in
Appendix E.4 (the only symmetry transformations involved are (7) and (8), and
these do not involve the label j0); the proof of the first one is less trivial, and it
goes as follows.
First, consider the case j0 = 1; in this case the proof is completely analogous
to the one reported in Appendix E.4 for the ∆0 = 0 case, since the symmetry
transformations involved do not change the label j0 = 1. Let us now consider the
case j0 = 2; setting T˜00 := 1, T˜0,i = T˜i,0 := 0, T˜ij := Tij where T is the 2π/3
rotation matrix, by symmetry (4) it follows that:
T˜
[(
T˜ ∂p
)
α
W˜
(h˜),(2)
0,2 (0)
]
T˜−1 = ∂αW˜
(h˜),(1)
0,2 = 0 , (5.3.33)
which gives
∂0W˜
(h˜),(2)
0,2,µ (0) = 0 ,(
− 1
2
∂1 −
√
3
2
∂2
)
W˜
(h˜),(2)
0,2,µ (0) = 0 ,(√3
2
∂1 − 12∂2
)
W˜
(h˜),(2)
0,2,µ (0) = 0 , (5.3.34)
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and the last two equalities imply that ∂iW˜
(h˜),(2)
0,2,µ (0) = 0, for i = 1, 2. The same
argument can be repeated for j0 = 3, and this concludes the proof of (5.3.29).
Setting
z
(j0)
µ,a,h˜
:= ∂µW˜
(h˜),(j0)
2,0,a (0) , e
(j0)
µ,a,h˜
:= W˜ (h˜),(j0)2,1,a,µ (0,0) , (5.3.35)
the partition function can be rewritten as:
Ξ˜β,L =
∫
P˜≤h˜(dψ
(≤h˜))P≤h˜(dA
(≤h˜))eV˜
(h˜)(
√
Zh˜ψ
(≤h˜),A(≤h˜)) , (5.3.36)
where: (i) the propagator of P˜≤h˜(dψ
(≤h˜)) is obtained by adding to the exponential
of the gaussian weight of P≤h˜(dψ
(≤h˜)) the mass term of (5.3.29), i.e. it is given by1
gˆ(≤h˜)(k′) :=
χh˜(k
′)
Z˜h˜(k
′)
iγ0k0 + iv˜h˜(k
′)~k′ · γ − iγ(j0)∗∆˜h˜−1(k′)
k20 + v˜h˜(k
′)2|~k|2 + ∆˜h˜−1(k′)2
(
1 +Rh˜−1(k
′)
)
,
Z˜h˜(k
′)∆˜h˜−1(k
′) := Z˜h˜(k
′)∆˜h˜(k
′) + Zh˜∆h˜∆h˜ ; (5.3.37)
(ii) the interaction V˜(h˜)(ψ,A) is
V˜(h˜)(ψ,A) :=
∫
dp
(2π)3
[
eµ,h˜j
(≤h˜)
µ,p Aˆµ,p −M h˜ν˜µ,h˜Aˆµ,pAˆµ,−p
]
+
+
∫
dk′
D
k′µψk′,a1,σz
(j0)
µ,a,h˜
ψk′,a2,σ +
∫
dk′
D
dp
(2π)3
Aˆµ,pψk′+p,a1,σe
(j0)
µ,a,h˜
ψk′,a2,σ
+RV˜(h˜)(ψ,A) . (5.3.38)
Let us write, as usual, ψ(≤h˜) = ψ(<h˜)+ψ(h˜), A(≤h˜) = A(<h˜)+A(h˜), where A(h˜), ψ(h˜)
have propagators given respectively by (3.2.26) with h replaced by h˜ and
gˆ(h˜)(k)
Zh˜
:=
f˜h˜(k)
Zh˜
iγ0k0 + iv˜h˜(k
′)~k · ~γ − iγ(j0)∗∆˜h˜−1(k′)
k20 + v˜h˜(k
′)2|~k|2 + ∆˜h˜−1(k′)2
(
1 +Rh˜−1(k
′)
)
,
f˜h˜(k) =
Zh˜
Zh˜(k
′)
fh˜(k) ; (5.3.39)
integrating the fields on scale h˜ along the lines of Section 3.3 we recover our starting
formula (5.3.27) with h˜ replaced by h˜ − 1. The procedure can be iterated, and to
prove the infrared stability of the renormalized expansion we have to check the
boundedness of the flow of the running coupling constants. First of all, the flow
of ν˜µ,h can be controlled using again the Ward identity (3.5.24). Regarding the
remaining running coupling constants, assume inductively that ∆k ∼ ∆h˜ for all k >
h; the flows of ∆h, z
(j0)
µ,a,h, e
(j0)
µ,a,h can be controlled exploiting the fact that the fermion
propagator on a given scale k > h is bounded by ∼ M h˜, that is its dimensional
bound admits a gain Mk−h˜ with respect to the corresponding dimensional bound
in the massless case. In fact, consider the Feynman graph expansions of the Beta
functions of ∆h, z
(j0)
µ,a,h, e
(j0)
µ,a,h; there are two possibilities: either there is at least one
1Notice that now ∆h˜−1 := ∆˜h˜−1(0) = ∆h˜(1 + β
∆
h˜
) with β∆
h˜
:= δh˜; compare with (5.3.22).
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(massive) fermion propagator on scale k such that h < k ≤ h˜, or the dimensional
bound of the graph is depressed by a factor Mθ(h−h˜), because of the short memory
property. Therefore, in both cases the bounds admit an improvement of a factor
Mθ(h−h˜) with respect to the usual dimensional bounds, and for this reason the Beta
functions of the remaining running coupling constants are summable. This means
that for h ≤ h˜
∆h ∼ ∆h˜ , z(j0)µ,a,h ∼ e2 , e(j0)µ,a,h ∼ e2 . (5.3.40)
This concludes the proof of the boundedness of the flow, and our discussion on the
multiscale analysis for the free energy of the model in presence of Kekulé distortion.
5.3.3 The two point Schwinger function
We conclude this Section by discussing the evaluation of the two point Schwinger
function; in particular, we will prove our main result (1.4.11). To procedure is
completely analogous to the one followed in the case ∆0 = 0; therefore, we shall
only discuss the differences with respect to the case ∆0 = 0, without repeating the
whole argument. We integrate the fields scale after scale, and the main difference
with respect to the case ∆0 = 0 is that formula (4.2.4) is replaced by
B˜(h)(√Zhψ, φ,A) =
=
∑
σ
∫
dk′
D
φk′,σQ˜
(h+1)(k′)Tψk′,σ + ψk′,σQ˜
(h+1)(k′)φk′,σ +
+
∫
dk′
D
φk′,σG˜
(h+1)(k′)T
∂
∂ψk′,σ
V˜(h)(√Zhψ,A) +
+
∂
∂ψk′,σ
V˜(h)(√Zhψ,A)G˜(h+1)(k′)φk′,σ , (5.3.41)
where the matrix G˜(h)(k′) is defined as
G˜(k′) :=
0∑
i=h
g(i)(k′)
Zi−1
Q˜(i)(k′) , (5.3.42)
while the matrix Q˜(h)(k′) is given by (repeated indeces are summed)
Q˜(h)(k′) = Q˜(h+1)(k′)− iZh
[
zµ,hγµk
′
µ +∆hδhγ
(j0)
]
G˜(h+1)(k′) (h ≥ h∗) ,
Q˜(h)a1,a2(k
′) = Q˜(h+1)a1,a2 (k
′)− iZh∗
[
ik′µz
(j0)
µ,a1,a,h
+∆hδhγ
(j0)
a1,a
]
G˜(h+1)a,a2 (k
′) (h < h∗)
The integration of the single scale and the check of the inductive assumption is
done following the same strategy discussed in the case ∆0 = 0, taking into account
the modifications of the multiscale analysis introduced above in the evaluation of
the free energy for the case ∆0 6= 0; in particular, after the fermion propagator
has become massive we stop to rescale the fields, and we collect all the new terms
proportional to kµψψ, Aµψψ into new running coupling constants z
(j0)
µ,a,h, e
(j0)
µ,a,h which
behave dimensionally as marginal ones, but whose flows are bounded because of the
improved dimensional bound on the fermion propagator.
The remaining part of the discussion is the same as for the case ∆0 = 0, and
we refer the reader to Section 4.2; the two point Schwinger function is obtained
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deriving the generating functional with respect to the external fields φk,σ, φk,σ. In
particular, notice that the leading contribution to the two point function is given by
the dressed propagator (5.3.9) or (5.3.37), depending on whether the external quasi-
momentum k′ is such that |k′| ≥ ∆, |k′| < ∆; the former propagator is essentially
equal to the one of the case ∆0 = 0, while the latter is different because the running
coupling constants appearing there are equal to their values reached on the mass
scale h∗. This concludes the proof of our result (1.4.10).
5.4 Gap generation
So far, we have seen that the Kekulé distortion of the honeycomb lattice is strongly
renormalized by the electromagnetic interaction; in particular, the ratio of the
dressed and bare “Kekulé masses” ∆/∆0 blows up as ∆0 → 0. The natural question
is whether it is possible that, under suitable conditions, a spontaneous distortion
(corresponding to a gap generation in the fermionic energy spectrum) may emerge.
To understand this, we shall consider the hopping parameter as a dynamical vari-
able depending on the lattice site and on the bond, and the resulting model will be
studied in the Born – Oppenheimer approximation.
5.4.1 Gap equation
The Hamiltonian of the model in presence of a dynamical lattice distortion is
H˜Λ({φ}) := HΛ({φ}) +KΛ({φ}) ,
KΛ({φ}) := κ2g2
∑
~x∈Λ
i=1,2,3
φ2~x,j , (5.4.1)
where KΛ({φ}) is the elastic energy of the distortion φ ∈ R, κ ∈ R+ is the stiffness
constant and g ∈ R is the (classical) phonon coupling. The free energy of the model
in the Born – Oppenheimer approximation is given by:
e−β|Λ|F
BO
β,L :=
∫ [ ∏
~x∈Λ
i=1,2,3
dφ~x,i
]
e−βKΛ({φ})−β|Λ|Fβ,L({φ})
=:
∫ [ ∏
~x∈Λ
i=1,2,3
dφ~x,i
]
e−β|Λ|Eβ,L({φ}) ,
Fβ,L({φ}) := − 1
β|Λ| log Tr e
−βHΛ({φ}) ; (5.4.2)
the total “energy” Eβ,L({φ}) is extremized by values of the distortion φ∗~x,i satisfying
the condition ∂φ~x,iEβ,L({φ}) = 0, which is equivalent to:
φ∗~x,i =
g2
κ
〈ρ(E+)~x,i 〉
φ∗
β,L
, (5.4.3)
ρ
(E+)
~x,i =
∑
σ=↑↓
(
a+~x,σb
−
~x+~δi,σ
eieA(~x,i) + b+
~x+~δi,σ
a−~x,σe
−ieA(~x,i)
)
. (5.4.4)
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Now, if the equation (5.4.3) admits a non-trivial solution, and if this solution corre-
sponds to a global minimum of the energy Eβ,L({φ}) uniformly in β, |Λ|, then from
(5.4.2):
lim
β→+∞
|Λ|→+∞
FBOβ,L = lim
β→+∞
|Λ|→+∞
Eβ,L({φ∗}) , (5.4.5)
that is the integral over all the possible distortions in (5.4.2) is dominated by a
single configuration φ∗, which therefore corresponds to the lattice distortion in the
ground state of the system.
Clearly, the problem of solving (5.4.3) is very hard, and we will not be able to
solve it in full generality. However, we will show that the equation (5.4.3) admits as
a solution a configuration φ∗ which corresponds to a particular Kekulé distortion;
and at least for small g this solution corresponds to a local minimum of Eβ,L({φ}).
This last fact follows because
∂2
∂φ~x,i∂φ~y,j
KΛ({φ∗}) = κ
g2
δ~x,~yδi,j ,
∂2
∂φ~x,i∂φ~y,j
Fβ,L({φ∗}) = 〈ρ(E+)~x,i ; ρ(E+)~y,j 〉
φ∗
β,L
, (5.4.6)
and for max~x,i |φ∗~x,i| small enough the ρ(E+)−ρ(E+) correlations are bounded objects.
The problem of showing the uniqueness of the solution and its correspondence to a
global minimum of the total energy is beyond the purposes of this thesis.
5.4.2 A solution to the gap equation
As a first step, it is convenient to rewrite the r.h.s. of (5.4.3) in the functional integral
representation. The observable ρ(E+)~x,i is manifestly gauge invariant; therefore, we
can rewrite its statistical average as follows:
〈ρ(E+)~x,i 〉
φ∗
β,L
= ∂Φ(0,~x),i log
∫
P (dΨ)P (dA)eV (ψ,A)+vφ∗ (Ψ,A)+(Φ,ρ
(E+))
∣∣∣
Φ=0
,(5.4.7)
(Φ, ρ(E+)) :=
∑
σ,i
∫
dxΦx,i
(
Ψ+x,1,σΨ
−
x+(0,~δi),2,σ
eieA(x,i) +
)
where repeated indeces are summed, and as usual
∫
dx =
∫ β
0 dx0
∑
~x∈Λ.
We perform the following special choice for φ∗~x,i, corresponding to a Kekulé
distortion of the honeycomb lattice:
φ∗~x,i = φ
∗,(j0)
~x,i := φ0 +
2
3
∆0 cos(~p
+
F (
~δj − ~δj0 − ~x)) , (5.4.8)
where the parameters φ0, ∆0 will be determined starting from (5.4.3); as we are
going to see φ0 will correspond to a renormalization of the bare Fermi velocity, while,
as it follows from the discussion in Section 5.2, ∆0, the amplitude of the Kekulé
distortion, behaves as a bare mass for the fermion propagator. Let us denote by
〈· · · 〉(j0)β,Λ the statistical average in presence of a fixed distortion φ∗,(j0), and call ρˆ(E+)~k,i
the Fourier transform of ρ(E+)~x,i , see below; the following result is true.
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Lemma 5.4.1 For any β,L, choosing φ∗~x,i of the form (5.4.8) with φ0 ∈ R, ∆0 ∈ R,
the gap equation (5.4.3) is equivalent to the following two equations:
φ0 =
g2
κ
1
|Λ| 〈ρˆ
(E+)
~0,1
〉(1)
β,L
, (5.4.9)
∆0
3
=
g2
κ
1
|Λ| 〈ρˆ
(E+)
~p+
F
,1
〉(1)
β,L
. (5.4.10)
Proof. It follows that2
〈ρ(E+)~x,i 〉
(j0)
β,L
=:
1
|Λ|
∑
~k∈DL
e−i~k·~x〈ρˆ(E+)~k,i 〉
(j0)
β,L
(5.4.12)
=
1
|Λ| 〈ρˆ
(E+)
~0,i
〉(j0)
β,L
+
1
|Λ|e
−i~p+
F
~x〈ρˆ(E+)
~p+
F
,i
〉(j0)
β,L
+
1
|Λ|e
−i~p−
F
·~x〈ρˆ(E+)
~p−
F
,i
〉(j0)
β,L
,
where the last equality is implied by the fact that 〈ρ(E+)~x,i 〉
(j0)
β,L
reflects the periodicity
of the distorted lattice; see Fig. 5.1. Therefore, from (5.4.8) and (5.4.12) we get
φ0 =
g2
κ
1
|Λ| 〈ρˆ
(E+)
~0,j
〉(j0)
β,L
, (5.4.13)
∆0
3
=
g2
κ
1
|Λ| 〈ρˆ
(E+)
~pω
F
,j 〉
(j0)
β,L
e−i~p
ω
F
(~δj−~δj0 ) ; (5.4.14)
from (5.4.13) we see that a necessary condition for (5.4.8) to be a solution of the gap
equation is that the r.h.s. of (5.4.13) and (5.4.14) are independent of j, j0 and ω, j, j0,
respectively. To prove this, we shall use that the generating functional appearing in
(5.4.7) is invariant under the symmetry transformations of Lemma 5.3.1, provided
the external field appearing in (5.4.7) transforms as discussed in Section 4.3.
Let us first consider the first equation in (5.4.13). The invariance under (4) and
(6.a) imply respectively that
〈ρˆ(E+)~0,1 〉
(j0−1)
β,L
= 〈ρˆ(E+)~0,2 〉
(j0)
β,L
= 〈ρˆ(E+)~0,3 〉
(j0+1)
β,L
, (5.4.15)
〈ρˆ(E+)~0,2 〉
(j0)
β,L
= 〈ρˆ(E+)~0,3 〉
(j0)
β,L
, (5.4.16)
2To prove (5.4.12), note that all the sites equivalent to ~x, that is those with the same configura-
tion of distorted nearest neighbours of ~x, can be obtained starting from ~x and moving of 2~a1 −~a2,
2~a2 −~a1; therefore, 〈ρ(E+)~x,i 〉
(j0)
β,L
must be invariant under ~x→ ~x+ 2~a1 −~a2, ~x→ ~x+ 2~a2 −~a1. This
implies that in 〈ρˆ(E+)
~k,i
〉(j0)
β,L
only the Fourier modes verifying the following constraints can appear:
3
2
k1 +
3
√
3
2
k2 = 2πn1 ,
3
2
k1 − 3
√
3
2
k2 = 2πn2 , n1, n2 ∈ Z ; (5.4.11)
from (5.4.11) we get k1 =
2π
3
(n1 + n2), k2 =
2π
3
√
3
(n1 − n2), and the fact that ~k ∈ DL implies 0 ≤
n1+n2 ≤ 1, −2 ≤ n1−n2 ≤ 2. Therefore, the allowed integers are ~n = (1, 0), (0, 1), (−1, 1), (1,−1):
the first two choices correspond to ~p+F , ~p
−
F ; the last two correspond to ~p
−
F − ~p+F = ~p+F , ~p+F − ~p−F = ~p−F
(these identities have to be understood modulo vectors of the reciprocal lattice). This concludes
the proof of (5.4.12).
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therefore 〈ρˆ(E+)~0,j 〉
(j0)
β,L
is independent of j and j0; moreover, from symmetry (5) we
get that
〈ρˆ(E+)~0,j 〉
(j0)
β,L
∈ R . (5.4.17)
Consider now the second line of (5.4.14). First of all, let us prove that the r.h.s. is
independent of j, j0; to see this, notice that because of symmetry (4) the problem
is equivalent to show that
〈ρˆ(E+)~pω
F
,1 〉
(j0−j+1)
β,L
ei~p
ω
F (
~δj0−j+1−~δ1) is independent of j, j0 , (5.4.18)
where we used that ~pωF
~δi = (T−1~pωF )~δi = ~p
ω
F
~δi+1, with T the 2π/3 rotation matrix.
The claim (5.4.18) can be checked explicitly using again symmetries (4) and (6.a);
in fact the combination (4) - (6.a) - (4) gives:
〈ρˆ(E+)~pω
F
,1 〉
(2)
β,L
= 〈ρˆ(E+)~pω
F
,2 〉
(3)
β,L
= e−i~p
ω
F
(~δ2−~δ1)〈ρˆ(E+)~pω
F
,3 〉
(3)
β,L
= e−i~p
ω
F
(~δ2−~δ1)〈ρˆ(E+)~pω
F
,1 〉
(1)
β,L
,
〈ρˆ(E+)~pω
F
,1 〉
(3)
β,L
= 〈ρˆ(E+)~pω
F
,3 〉
(2)
β,L
= ei~p
ω
F
(~δ2−~δ1)〈ρˆ(E+)~pω
F
,2 〉
(2)
β,L
= e−i~p
ω
F
(~δ3−~δ1)〈ρˆ(E+)~pω
F
,1 〉
(1)
β,L
,
where in the last equality we used again the invariance of ~pωF under T . Therefore,
the above chain of identities proves that
〈ρˆ(E+)~pω
F
,j 〉
(j0)
β,L
e−i~p
ω
F
(~δj−~δj0 ) = 〈ρˆ(E+)~pω
F
,1 〉
(j0−j+1)
β,L
ei~p
ω
F
(~δj0−j+1−~δ1) = 〈ρˆ(E+)~pω
F
,1 〉
(1)
; (5.4.19)
finally, from (6.b) and (5) we get:
〈ρˆ(E+)~pω
F
,1 〉
(1)
β,L
= 〈ρˆ(E+)
~p−ω
F
,1
〉(1)
β,L
, 〈ρˆ(E+)~pω
F
,1 〉
(1)
β,L
∈ R , (5.4.20)
and this concludes the proof of Lemma 5.4.1.
To conclude, we have to show that the equations (5.4.13), (5.4.14) admit a non-
trivial solution; in particular, we will be interested in understanding the effect on
the electromagnetic interaction on the solution. First of all, we rewrite the r.h.s. of
(5.4.13), (5.4.14) as (we set 〈· · · 〉 ≡ 〈· · · 〉(1)β,L for notational simplicity):
〈ρˆ(E+)~0,1 〉 =
∑
~x∈Λ
σ=↑↓
[
〈a+~x,σb−~x+~δ1,σ〉+ 〈b
+
~x+~δ1,σ
a−~x,σ〉
]
+ (5.4.21)
+
∑
~x∈Λ
σ=↑↓
[
〈a+~x,σb−~x+~δ1,σ
(
eieA(~x,1) − 1
)
〉+ 〈b+
~x+~δ1,σ
a−~x,σ
(
e−ieA(~x,1) − 1
)
〉
]
,
〈ρˆ(E+)
~p+
F
,1
〉 =
∑
~x∈Λ
σ=↑↓
e−i~p
+
F
~x
[
〈a+~x,σb−~x+~δ1,σ〉+ 〈b
+
~x+~δ1,σ
a−~x,σ〉
]
+ (5.4.22)
+
∑
~x∈Λ
σ=↑↓
e−i~p
+
F
~x
[
〈a+~x,σb−~x+~δ1,σ
(
eieA(~x,1) − 1
)
〉+ 〈b+
~x+~δ1,σ
a−~x,σ
(
e−ieA(~x,1) − 1
)
〉
]
;
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the terms appearing in (5.4.21), (5.4.22) involving the exponential of the photon
field can be studied again using multiscale analysis and RG, and it follows that they
give rise to O(e2) corrections (we omit the details); therefore, using the functional
integral representation in the Feynman gauge, we can rewrite (5.4.21) and (5.4.22)
as:
1
|Λ| 〈ρˆ
(E+)
~0,1
〉 = −2
∫
dk
D
[
〈Ψˆ−k,↑,2Ψˆ+k,↑,1〉+ 〈Ψˆ−k,↑,1Ψˆ+k,↑,2〉
]
+O(e2) , (5.4.23)
1
|Λ| 〈ρˆ
(E+)
~p+
F
,1
〉 = −2
∫
dk
D
[
〈Ψˆ−
k+p+
F
,↑,2Ψˆ
+
k+p−
F
,↑,1〉+ 〈Ψˆ
−
k+p+
F
,↑,1Ψˆ
+
k+p−
F
,↑,2〉
]
+
+O(e2)
Notice that in the integrals appearing in (5.4.23) the main contribution come from
∆ ≤ |k|; in fact, for |k| < ∆ the two point function is bounded by (const.)∆−1, and
therefore the integral over |k| ≤ ∆ is O(∆2). The gap equations (5.4.13), (5.4.14),
together with (5.4.23) and our result on the two point function in presence of dis-
tortion, can be in principle studied numerically, and quantitative predictions can
be made; here however we only want to get a qualitative picture of the behavior of
the solution as a function on the interaction. For this purpose, we can approximate
the equations for φ0, ∆0 as follows:
φ0 ≃ 4g
2
κ
∑
ω
∫
∆≤|k′|≤1
dk′
D
1
Z(k′ + pωF )
v(k′ + pωF )ℜΩ(~k′ + ~pωF )
k20 + v(k
′ + pωF )2|k′|2
∆0
3
≃ 4g
2
κ
∑
ω
∫
∆≤|k′|≤1
dk′
D
1
Z(k′ + pωF )
∆(k′ + pωF )
k20 + v(k
′ + pωF )2|k′|2
(5.4.24)
where
∆(k′+pωF ) = ∆0|k′|−ηK , Z(k′+pωF ) = |k′|−η , v(k′) = 1−(1−v)|k′ |η˜ ; (5.4.25)
the gap equation (5.4.24) is similar to the one found first in [62], see also [16], in
the context of Luttinger superconductors. From (5.4.24) we get that φ0 = O(g2);
the discussion for ∆0 is less trivial, and it goes as follows.
“Small” electron-electron interactions. Let us consider the case of “small”
electron-electron interactions. Notice that in order that the effective Fermi velocity
flows from v, the bare value, to 2v the momentum ρ has to be equal to:
ρ =
(1− 2v
1− v
) 1
η˜ ⇒ ρ ≃ e− vη˜ for η˜ ≪ v; (5.4.26)
therefore, for η˜ ≪ v the Fermi velocity is for all practical purposes equal to v, and
the integral in (5.4.24) is equivalent to∫ 1
∆
dρ
∫ −1
1
d cos θ
∆0ρη−ηK
cos2 θ + v2(1− cos2 θ) =
arctan ξ
ξ
2∆0
v2
(
1−∆η−ηK+1)
η − ηK + 1 , (5.4.27)
where ξ =
√
v−2 − 1. Plugging this result into (5.4.24) we get that
∆0 ≃
(
1− g
2
0
g2
) 1+ηK
1+η−ηK , for |g| > g0 = O(
√
κv) , (5.4.28)
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and in particular the critical coupling g0 > 0 is essentially independent of e. How-
ever, still the electromagnetic interactions play a non-trivial role. In fact, since
η − ηK = − 7e212π2 + O(e4), the exponent appearing in (5.4.28) is greater than
1; this means that close to g0 (5.4.28) behaves as ∆0(g) ∼ (g2 − g20)1+α with
α = 15e
2
12π2 + O(e
4) > 0, that is ∂g∆0(g) is continuous at |g| = g0: the transition
is smoothened by the interaction.
“Strong” electron-electron interactions. The discussion in this case will be
more speculative. From the analyses of Sections 4.3 and 5.3, one may reasonably
guess that electron-electron interactions tend to favor excitonic instabilities, and
in particular a Kekulé distortion of the honeycomb lattice: as we have seen in
Section 4.3, the excitonic response function CE+ is amplified by the interaction,
while, as discussed in Section 5.3, a preexisting Kekulé distortion is greatly enhanced.
This belief is corroborated by the fact that the integrand appearing in the second
equation in (5.4.24) scales as |k|η−ηK−2, with η − ηK = − 7e212π2 + O(e4); therefore,
if η − ηK → −1, a situation which corresponds to a strong coupling regime, the
integral in (5.4.24) is bounded from below by a quantity of order | log ∆|. This
means that in this strong coupling limit the gap equation (5.4.24) admits a solution
for any |g| > 0; in particular, if ηK − η − 1 exceeds 0 then
∆0 ≃
(
1 +
κ(ηK − η − 1)
g2
) 1
1+η−ηK , for |g| > 0. (5.4.29)
Hence, it is reasonable to expect the critical value of the phonon coupling g0 to be
generically lowered by the electromagnetic interaction.
Chapter 6
Conclusions and perspectives
In this Thesis we investigated the effect of electromagnetic interaction on electrons
on the honeycomb lattice at half-filling (1 electron per site in average), with the
physical motivation of understanding the role of electron-electron interactions in
the low energy physics of graphene. In particular, we introduced a new model for
graphene, where the the coupling with a quantized electromagnetic field is defined
so to respect gauge invariance; therefore, our model can be seen as a “lattice gauge
theory model” for graphene. Compared to the existing literature, the model intro-
duced here does not neglect the lattice (no Dirac approximation is involved) and
does not neglect the presence of the vector potential, which is necessary in order to
guarantee that the full theory is invariant under local gauge transformations.
Using rigorous Renormalization Group methods and lattice Ward identities we
succeeded in characterizing, at all orders in renormalized perturbation theory, many
of its ground state and low energy properties, [39]; in particular, we investigated: (i)
the effect of the interaction on the two point Schwinger function (the dressed prop-
agator); (ii) the effect of the interaction on some response functions; (iii) the effect
of special lattice distortions, the Kekulé ones; (iv) a mechanism for spontaneous
lattice distortion.
Regarding the two point Schwinger function, its scaling properties are deeply
modified by the presense of the interaction; in fact, interaction-dependent anoma-
lous exponents appear. This means that the interacting system behaves as a Lut-
tinger liquid: as far as we know, this is the first time that Luttinger liquid behavior
is found in a two dimensional system. Moreover, there is an emergent Lorentz sym-
metry, due to the fact that the effective Fermi velocity (that is, the one appearing in
the two point Schwinger function) tends to the speed of light at the Fermi surface.
After this, we studied the effect of the electromagnetic interaction on the excitonic,
charge density wave and density-density response functions (or susceptibilites); we
have found that, as for the two point Schwinger function, these response functions
scale with interaction dependent anomalous exponents. In particular, some response
functions are amplified by the interaction, namely those corresponding to Kekulé or
charge density wave pairings; the former is associated to a Kekulé distortion of the
honeycomb lattice, see Fig. 5.1, the second to a periodic alternation of excess/deficit
of electrons on the A/B sites of the lattice.
To get a deeper understanding of the effect of lattice distortions we changed the
definition of the model in order to take into account a preexisting Kekulé distor-
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tion; interestingly, the amplitude of the bonds deformation behaves as a bare mass
for the fermion propagator, which is strongly renormalized by the electromagnetic
interaction. This is interpreted by saying that Kekulé distortions are enhanced by
the electron-electron interaction. Finally, motivated by the results of the response
functions and on the mass renormalization, we investigated the possibility of spon-
taneous lattice distortions. We treated the lattice distortion as a classical dynamical
variable (a classical phonon field), in the Born-Oppenheimer approximation; by us-
ing a variational argument we have found that the total energy is extremized in
correspondence of a suitable Kekulé distortion, whose amplitude is determined by
a well-defined self-consistence equation. We studied this gap equation from a quali-
tative viewpoint; in general, one sees that the solution of the equation as a function
of the phonon coupling g becomes non-trivial for g greater than some critical value
g0. For weak electromagnetic interactions we have found that the transition from a
gapless to a gapped phase is “smoothened” (the interaction removes the discontinu-
ity at g0 of the first derivative of the gap with respect to g), while g0 is essentially
interaction-independent; however, from the same equation we got evidence that
strong electromagnetic interactions favor the emergence of a Kekulé instability by
lowering the value of g0.
Regarding the perspectives of our work, these are many both from a physical
and a mathematical point of view. For instance, from the physical point of view,
it would be very interesting to understand the issue of universality of the electric
conductivity in graphene; in fact, it has been experimentally observed with very
high precision that the optical conductivity is equal to 4e2/h: remarkably, this
value is not affected by higher order corrections and material parameters, such
as the Fermi velocity. The explaination of this phenomenon is very challenging
from a theoretical point of view, and some attempts have already been made in the
literature; however, all the existing arguments are strongly based on the logarithmic
divergence of the Fermi velocity, which is, in our opinion, an unphysical feature of
the models considered so far. To show that the growth of the Fermi velocity does
not play any role in this remarkable cancellation it would be very interesting to see
first if it can be recovered in a case in which the effective Fermi velocity is weakly
renormalized; for instance, one can consider the two dimensional Hubbard model
on the honeycomb lattice, whose ground state has been rigorously constructed in
[36]. In that case, the effective Fermi velocity turns out to be an analytic function
of the coupling, close to the bare one.
Another interesting physical problem is related to the insensitivity of graphene
to localization effects usually induced by disorder; to understand this issue, it would
be very interesting to add some randomness to the model defined here, and see if our
RG analysis can be adapted to take into account the disorder. The effect of disorder
on Dirac fermions has been investigated well before the experimental discovery of
graphene. For instance, in a pioneering work, [25, 26], Fradkin considered a model
of noninteracting Dirac fermions in presence of disorder; by a replica analysis it
was shown that 2 is the lower critical dimension for a localization/delocalization
transition. In particular, considering N different species of fermions, in the limit
N → +∞ it was shown that in two dimensions the mean free path of the electrons
is always finite in presence of disorder, and that it grows exponentially as the in-
tensity of the disorder goes to zero. Moreover, in the same formalism a universal
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nonvanishing minimal value of the conductivity was predicted. It would be very
interesting to see if a similar analysis can be reproduced using our rigorous RG
framework in the case of finite N , and eventually taking into account the effect of
electron–electron interactions.
From the mathematical physics point of view, the model that we introduced
here opens the way to many interesting problems; the most interesting one is the
proof of convergence of the perturbative series. In fact, our present results are
perturbative, in the sense that all the quantities that we compute are given by
series in the running coupling constants with finite coefficients, where the N -th
order contribution is bounded proportionally to (N/2)!; the bound is a consequence
of the factorial growth of the Feynman graphs at a given order, and it is clearly not
enough to prove absolute convergence. In purely fermionic theories the solution of
this combinatorial problem is well-known, [60, 30, 7], and it is based on the so-called
Gram bounds; basically, one exploits the −1 arising in the anticommutation of the
fermionic fields to show that the N -th order contribution to the perturbative series
reconstructs the determinant of an N ×N matrix, which is bounded proportionally
to (const.)N . Here the problem is that we have both fermions and bosons, and
the Gram trick applies only to the fermions; to control the proliferation of graphs
obtained exchanging bosonic lines we need some other argument. We expect this to
be a hard but doable task; for instance, one could try to adapt the cluster expansion
ideas of [31, 32], or perhaps the recent “loop vertex expansion” of [44, 72]. If one
succeeds in this, it would be the first rigorous construction of a two-dimensional
Luttinger liquid.

Appendix A
Grassmann integration
In this subsection we recall some basic concepts of the Grassmann calculus.
Let us consider a finite dimensional Grassmann algebra, which is a set of anti-
commuting Grassmann variables {Ψ+α Ψ−α }α∈A, for some finite set A. This means
that:
{Ψεα ,Ψε
′
α′} := ΨεαΨε
′
α′ +Ψ
ε′
α′Ψ
ε
α = 0 , ∀α,α′ ∈ A , ∀ε, ε′ = ± ; (A.1)
in particular ΨεαΨ
ε
α = 0 ∀α ∈ A and ∀ε = ±.
Let us introduce another set of Grassmann variables {dΨ+α , dΨ−α }α∈A, anticom-
muting with Ψ+α ,Ψ
−
α , and a liner operation, the Grassmann integration, defined
by ∫
ΨεαdΨ
ε
α = 1 ,
∫
dΨεα = 0 , α ∈ A , ε = ± . (A.2)
If F (Ψ) is a polynomial in Ψ+α , Ψ
−
α , α ∈ A, the operation∫ ∏
α∈A
dΨ+αdΨ
−
αF (Ψ) , (A.3)
is simply defined by iteratively applying (A.2) and taking into account the anticom-
mutation rules (A.1). It is easy to check that for all α ∈ A and C ∈ C∫
dΨ+αdΨ
−
α e
−Ψ+αCΨ−αΨ−αΨ+α∫
dΨ+αdΨ−σ e−Ψ
+
αCΨ
−
α
= C−1 ; (A.4)
in fact e−Ψ
+
αCΨ
−
α = 1−Ψ+αCΨ−α and by (A.2)∫
dΨ+αdΨ
−
α e
−Ψ+αCΨ−α = C , (A.5)
while ∫
dΨ+αdΨ
−
α e
−Ψ+αCΨ−αΨ−αΨ
+
σ = 1 . (A.6)
More generally, if K is an |A| × |A| invertible complex matrix, the above formulas
are generalized in the following way:∫ ∏
α∈A dΨ+α dΨ−α e
−
∑
i.j∈AΨ
+
i MijΨ
−
j Ψ−α′Ψ
+
β′∫ ∏
α∈A dΨ
+
αdΨ−α e
−
∑
i,j∈AΨ
+
i
MijΨ
−
j
=
[
M−1
]
α′β′
, (A.7)
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Again, (A.7) can be easily verified by using (A.2) and the anticommutation rules
(A.1); in particular it follows that∫ ∏
α∈A
dΨ+αdΨ
−
α e
−
∑
i.j∈AΨ
+
i
MijΨ
−
j = detM , (A.8)
while ∫ ∏
α∈A
dΨ+αdΨ
−
α e
−
∑
i,j∈AΨ
+
i MijΨ
−
j Ψ−α′Ψ
+
β′ =M
′
α′β′ , (A.9)
where M ′α′β′ is the minor complementary to the entry Mα′β′ of K.
Appendix B
Naive perturbation theory
In this Appendix we will derive a “naive” perturbative series in the electric charge
e for the grand-canonical averages computed with the Hamiltonian HΛ defined in
(1.2.1); in particular, we shall show that the Hamiltonian model introduced in Sec-
tion 1.2 and the quantum field theory model defined in Section 2.2 share the same
perturbative expansion. In this sense, we say that the quantum field theory model
introduced in Section 2.2 is the functional integral representation of the Hamiltonian
model introduced in Section 1.2.
The Appendix is organized in the following way: in Section B.1 we derive a
perturbative expansion for the grand-canonical averages computed with HΛ; in
Sections B.1.1, B.1.2 we compute the fermion and boson propagators, respectively;
finally, in Section B.2 we show how to represent the perturbative series introduced
in Section B.1 in terms of Feynman graphs, and we show that the same perturbative
series is generated by the quantum field theory model introduced in Section 2.2.
B.1 Trotter product formula
In this Section we will derive a perturbative expansion for the grand-canonical
averages of physical observables computed with the HamiltonianHΛ; for pedagogical
purposes, we start by discussing the case of the partition function, namely:
Ξβ,L = Tr
{
e−βHΛ
}
. (B.1)
The averages of physical observables can be studied in a completely analogous way.
It is convenient to define the unperturbed imaginary time evolutions of the operators
Ai,(~x,0), with i = 1, 2, and of a
±
~x,σ, b
±
~x+~δ1,σ
as follows (x = (x0, ~x)):
a˜±x,σ := e
H0,Λx0a±~x,σe
−H0,Λx0 , b˜±
x+(0,~δ1),σ
:= eH0,Λx0b±
~x+~δ1,σ
e−H0,Λx0 , (B.2)
A˜i,x := e
H0,Λx0Ai,(~x,0)e−H0,Λx0 , A˜(x,j) :=
∑
i=1,2
∫ 1
0
ds [~δj ]i A˜i,(x0,~x+s~δj) ;
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moreover, we define the unperturbed imaginary time evolution of VΛ as:
V˜Λ(x0) := e
H0,Λx0VΛe−H0,Λx0 (B.3)
= −t
∑
~x∈Λ
i=1,2,3
∑
σ=↑↓
∑
m≥1
(
a˜+x,σb˜
−
x+(0,~δi),σ
(ie)m
m!
A˜m(x,i) + b˜
+
x+(0,~δi)
a˜−x,σ
(−ie)m
m!
A˜m(x,i)
)
+
+
e2
2
∑
~x,~y∈ΛA∪ΛB
(n˜x − 1)ϕ(~x− ~y, 0)δx0,y0(n˜y − 1) ,
where n˜x is the time evolution of the density operator. Our starting point will be
the Trotter product formula, which consists in the following identity:
e−tHΛ = lim
n→+∞
[
e−
t
n
H0,Λ
(
1− tVΛ
n
)]n
; (B.4)
in fact, using (B.4) it is straightforward to see that the partition function (B.1) can
be rewritten as follows:
Tr
{
e−βHΛ
}
Tr{e−βH0,Λ} = 1 +
1
Tr{e−βH0,Λ}
∑
n≥1
±
∫
Tr
{
e−βH0,Λ V˜Λ(t1)V˜Λ(t2) · · · V˜Λ(tn)
}
,
(B.5)
where the integral is over all the ti variables with 1 ≤ i ≤ n, under the constraint
that they decrease in their index i, and the sign ± is + if the number of V˜ is even
and − otherwise.
Being H0,Λ quadratic in the fermionic and bosonic creation/annihilation opera-
tors, the Wick rule holds for evaluating the ratios in the r.h.s. of (B.5); in particular,
setting
Ψ˜±x,σ,1 := a˜
±
x,σ , Ψ˜
±
x+(0,~δ1),σ,2
:= b˜±
x+(0,~δ1),σ
, (B.6)
it is possible to express the various terms in (B.5) a suitable integrals of products
of expressions like, see Section B.2:
[
g+σ,σ′(x − y)
]
ρ,ρ′
:=
Tr
{
e−βH0,ΛΨ˜+x,σ,ρΨ˜
−
y,σ′,r′
}
Tr{e−βH0,Λ} , (B.7)[
g−σ,σ′(x − y)
]
ρ,ρ′
:=
Tr
{
e−βH0,ΛΨ˜−x,σ,ρΨ˜
+
y,σ′,ρ′
}
Tr{e−βH0,Λ} , (B.8)
wi,i′(x− y) :=
Tr
{
e−βH0,ΛA˜i,xA˜i′,y
}
Tr
{
e−βH0,Λ
} , (B.9)
where x0 − y0 > 0, and as we are going to see in subsection B.1.2, wi,j(x − y) =
wi,j(y− x); g+ and g− can be combined in a a single function:
gσ,σ′(x) :=
{
g+σ,σ′(x) if x0 > 0
−g−σ,σ′(−x) if x0 ≤ 0
(B.10)
The functions (B.9), (B.10) are called the bosonic and fermionic propagators, re-
spectively; they can be explicitly evaluated, and the computations are reported in
Sections B.1.1, B.1.2.
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B.1.1 Fermion propagator
In this subsection we shall compute explicitly the fermionic propagator (B.10). The
free fermionic Hamiltonian in momentum space is given by:
HΨ0,Λ = −
1
|Λ|
∑
~k∈DL
∑
σ=↑↓
t
(
Ω∗(~k)aˆ+~k,σ bˆ
−
~k,σ
+Ω(~k)bˆ+~k,σaˆ
−
~k,σ
)
; (B.11)
the Hamiltonian can be diagonalized by introducing the fermionic operators
αˆ#~k,σ
:=
aˆ#~k,σ√
2
+
Ω∗(~k)√
2|Ω(~k)| bˆ
#
~k,σ
, βˆ#~k,σ
:=
aˆ#~k,σ√
2
− Ω
∗(~k)√
2|Ω(~k)| bˆ
#
~k,σ
, (B.12)
with # = ±, in terms of which we can rewrite:
HΨ0,Λ =
1
|Λ|
∑
~k∈DL
∑
σ=↑↓
t
(
− |Ω(~k)|αˆ+~k,σαˆ
−
~k,σ
+ |Ω(~k)|βˆ+~k,σβˆ
−
~k,σ
)
. (B.13)
Now, for ~x ∈ Λ we define
α±~x,σ :=
1
|Λ|
∑
~k∈DL
e±i~k·~xαˆ±~k,σ , β
±
~x,σ :=
1
|Λ|
∑
~k∈DL
e±i~k·~xβˆ±~k,σ ; (B.14)
moreover, we set α±x,σ := e
HΨ
0,Λ
x0α±~x,σe
−HΨ
0,Λ
x0 and β±x,σ = e
HΨ
0,Λβ±~x,σe
−HΨ
0,Λ
x0 . A
straightforward computation shows that, if −β < x0 − y0 ≤ β, and 1( “argument”)
is equal to 1 if “argument” is true otherwise is equal to 0:
〈T{α−x,σα+y,σ′}〉β,L = (B.15)
=
δσ,σ′
|Λ|
∑
~k∈DL
e−i~k(~x−~y)
[
1(x0 > y0)
e(x0−y0)|Ω(~k)|
1 + eβ|Ω(~k)|
− 1(x0 ≤ y0)e
(x0−y0+β)|Ω(~k)|
1 + eβ|Ω(~k)|
]
,
〈T{β−x,σβ+y,σ′}〉β,L = (B.16)
=
δσ,σ′
|Λ|
∑
~k∈DL
e−i~k(~x−~y)
[
1(x0 > y0)
e−(x0−y0)|Ω(~k)|
1 + e−β|Ω(~k)|
− 1(x0 ≤ y0)e
−(x0−y0+β)|Ω(~k)|
1 + e−β|Ω(~k)|
]
and 〈T{α−x,σβ+y,σ′}〉β,L = 〈T{β
−
x,σα
+
y,σ′}〉β,L = 0. A priori Eq. (B.15) and Eq. (B.16)
are defined only for −β < x0−y0 ≤ β, but we can extend them periodically over the
whole real axis; the periodic extension of the propagator is continuous on the time
variable for x0−y0 6= βZ, and it has jump discontinuities at the points x0−y0 ∈ βZ.
Note that at the points x0−y0 = βn the difference between the right and left limits
is equal to (−1)nδ~x,~y, which means that the propagator is discontinuous only at
x− y = βZ×~0. For x− y /∈ βZ×~0 we can write
〈T{α−x,σα+y,σ′}〉β,L =
δσ,σ′
β|Λ|
∑
k∈Dβ,L
e−ik(x−y)
1
−ik0 − |Ω(~k)|
, (B.17)
〈T{β−x,σβ+y,σ′}〉β,L =
δσ,σ′
β|Λ|
∑
k∈Dβ,L
e−ik(x−y)
1
−ik0 + |Ω(~k)|
. (B.18)
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In fact, consider Eq. (B.17); if x0 − y0 6= 0, by Cauchy Theorem it follows that
1
β
∑
k0=
2π
β
(
n+ 1
2
)
,
n∈Z
e−ik0(x0−y0)
−ik0 − |Ω(~k)|
=
∫
C
dz
(2π)
e−iz(x0−y0)
−iz − |Ω(~k)|
1
e−izβsgn(x0−y0) + 1
, (B.19)
where the integral on the r.h.s. is taken counterclockwise along the path C = C+∪C−,
with C± :=
{
z ∈ C : ℑz = ±|Ω(~k)|/2
}
. Assume that x0 − y0 > 0; the integral over
C− is vanishing (the integration path can be shifted to ℑz = −∞, and the integrand
is exponentially vanishing) while the value of the integral over C+ is determined by
the residue of the pole in z = i|Ω(~k)|. It follows that:
∫
C+
dz
(2π)
e−iz(x0−y0)
−iz − |Ω(~k)|
1
e−izβ + 1
=
e|Ω(~k)|(x0−y0)
1 + eβ|Ω(~k)|
, (B.20)
which is precisely the first term appearing in the r.h.s. of Eq. (B.15). The same
trick can be used to evaluate the other sums in k0 appearing in Eqq. (B.15), (B.16),
and (B.17), (B.18) follow. If x0 − y0 = βn and ~x − ~y 6= ~0, the r.h.s. of (B.17) is
equal to
1
2
(
lim
x0−y0→(βn)+
〈T{α−x,σα+y,σ′}〉β,L + limx0−y0→(βn)− 〈T{α
−
x,σα
+
y,σ′}〉β,L
)
=: 〈T{α−x,σα+y,σ′}〉β,L
∣∣∣
x0−y0=βn
; (B.21)
the same holds for 〈T{β−x,σβ+y,σ′}〉β,L. If we now reexpress α
±
x,σ and β
±
x,σ in terms of
a˜±x,σ and b˜
±
x+(0,~δ1),σ
, using (B.12) we get:
S0(x − y) := 〈T{Ψ˜−x,σΨ˜+y,σ′}〉β,L =
δσ,σ′
β|Λ|
∑
k∈Dβ,L
e−ik(x−y)gˆ(k) (B.22)
:=
δσ,σ′
β|Λ|
∑
k∈Dβ,L
e−ik(x−y)
k20 + |Ω(~k)|2
(
ik0 −Ω∗(~k)
−Ω(~k) ik0
)
It is important to stress that (B.22) agrees with (B.15), (B.16) as long as x − y 6=
βZ×~0; in fact, if x = y we have
1
β|Λ|
∑
k∈Dβ,L
e−ik(x−y)gˆ(k) =
1
β|Λ|
∑
k∈Dβ,L
1
k20 + |Ω(~k)|2
(
0 −Ω∗(~k)
−Ω(~k) 0
)
, (B.23)
while from (B.15), (B.16) we see that
S0(0
−,~0)1,1 = S0(0−,~0)2,2 = −12
(
〈α+~x,σα−~x,σ〉β,L + 〈β
+
~x,σβ
−
~x,σ〉β,L
)
(B.24)
= − 1
2|Λ|
∑
~k∈DL
( eβ|Ω(~k)|
1 + eβ|Ω(~k)|
+
e−β|Ω(~k)|
1 + e−β|Ω(~k)|
)
= −1
2
.
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B.1.2 Photon propagator
In this subsection we shall compute explicitly the photon propagator (B.8). The
free bosonic Hamiltonian is:
HA0 :=
1
LAΛ
∑
p∈P˜L
∑
r=1,2
|p|cˆ+r,pcˆ−r,p , (B.25)
and the quantized vector potential is:
Ax :=
1
LAΛ
∑
p∈P˜L
∑
r=1,2
e−ip·x
√√√√χ[h∗,0](|p|)
2|p|
[
εp,rcˆ
−
p,r + ε
∗
−p,rcˆ
+
−p,r
]
. (B.26)
Let
∆ij(p) :=
∑
r=1,2
(
εp,r
)
i
(
ε∗p,r
)
j
= δij − pipj
p2
, i, j = 1, 2, 3 , (B.27)
where the last equality can be read as the completeness relation of the orthonormal
basis
{
εp,1, ε
∗
p,1, εp,2, ε
∗
p,2, p/|p|
}
of R3 ⊗ C; a straightforward computation shows
that:
〈T{A˜x,iA˜y,j}〉β,L = (B.28)
=
1
LAΛ
∑
p∈P˜L
e−ip(x−y)
χ[h∗,0](|p|)
2|p| ∆ij(p)
[
e−|x0−y0||p|
1− e−β|p| +
e(|x0−y0|−β)|p|
1− e−β|p|
]
.
To derive (B.28) it is useful to recall that, because of the commutation relation
(1.2.4) defining the creation/annihilation operators:
c+p,r | np,r〉 =
√
LAΛ
√
np,r + 1 | np,r + 1〉 , c−p,r | np,r〉 =
√
LAΛ√np,r | np,r − 1〉 ,
(B.29)
where the volume factors ensure the correct normalization of the states. Notice
that this time the propagator is continuous in x − y = βZ × ~0. Moreover, if
−β ≤ x0 − y0 ≤ β we can write
〈T{A˜x,iA˜y,j}〉β,L =
1
βLAΛ
∑
p∈Pβ,L
∑
p3=
2πn
L
n∈Z
e−ip(x−y)
χ[h∗,0](|p|)
p20 + p
2
∆ij(p) ; (B.30)
formula (B.30) can be extended periodically over the whole real axis. To get (B.30)
we use that, by Cauchy Theorem:
1
β
∑
p0=
2πn
β
,
n∈Z
e−ip0(x0−y0)
1
p20 + p
2
=
∫
C′
dz
2π
e−iz(x0−y0)
1
z2 + p2
1
1− e−izβsgn(x0−y0) ,
(B.31)
where the integral in the r.h.s. of (B.31) is taken counterclockwise along the path
C′ = C′+ ∪ C′− with C′± :=
{
z ∈ C : ℑz = ±|p|/2
}
. The integrals along C′± are
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determined by the residues of the poles in z = ±i|p|; it is easy to see that
∫
C′
dz
2π
e−iz(x0−y0)
1
z2 + p2
1
1− e−izβsgn(x0−y0) =
1
2|p|
[
e−|x0−y0||p|
1− e−β|p| +
e(|x0−y0|−β)|p|
1− e−β|p|
]
,
(B.32)
which proves (B.30).
B.2 Feynman rules
The various terms contributing to (B.5) can be graphically represented in terms
of Feynman graphs; here we shall briefly discuss the rules that one has to follow
in order to draw and evaluate such graphs. The vertices of the graphs can be of
two types, see Fig. B.1: a) they have two external fermionic lines and an arbitrary
number ≥ 1 of external bosonic (wavy) lines; b) they have four external fermionic
lines.
1 1 1 1
2 2 2 2x
y
b)
0
0
x ,j
i1
i2 i3
a)
Figure B.1. We can have: a) vertices with two external fermionic lines and an arbitrary
number m ≥ 1 of external bosonic lines (in this figure m = 3); or b) vertices with four
external fermionic lines, joined in pairs connected by a wavy line labelled by 0 at its extrema
(representing the Coulomb potential ϕ(~x− ~y, 0)).
The value of the graph element in item a) in Fig. B.1 is, depending on the choice
of the label ρ:
(ρ = 1) b˜+
x+(0,~δj),σ
[ 3∏
r=1
−ie
∫ 1
0
ds [~δj ]ir A˜ir ,(x0,~x+s~δj)
]
a˜−x,σ , (B.2.1)
(ρ = 2) a˜+x,σ
[ 3∏
r=1
ie
∫ 1
0
ds [~δj ]ir A˜ir ,(x0,~x+s~δj)
]
b˜−
x+(0,~δj),σ
; (B.2.2)
the value of the graph element in item b) in Fig. B.1 is:
− e
2
2
Ψ˜+y,σ1,ρ1Ψ˜
−
y,σ1,ρ1ϕ(~x− ~y, 0)δy0,x0Ψ˜+x,σ2,ρ2Ψ˜−x,σ2,ρ2 . (B.2.3)
Notice that in (B.2.3) we have neglected the factor −1/2 which originally appears
in the definition of the model, see (1.2.1); this can be justified by slightly changing
the definition of the fermion propagator, see Remark 5 below.
Then one considers all possible Feynman graphs, that is all possible ways of
joining together lines in pairs so that:
• no unpaired line is left over, and
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• only lines (wavy or solid) of the same type can be paired, and
• in the case of fermionic lines, the orientations of the paired lines have to be
consistent.
To each graph we assign the sign (−1)π of the permutation π necessary to bring
next to each other the pairs of fermionic operators which, in the given graph, are
paired (one says also contracted), with the Ψ− to the left of the associated Ψ+.
A solid line connecting two points labelled by x1, x2 with an arrow pointing from
the point labelled by x1 to the point labelled by x2 obtained contracting half-lines
labelled by σ1, ρ1 and σ2, ρ2 corresponds to the fermionic propagator
[
gσ2,σ1(x2 −
x1)
]
ρ2,ρ1
given by (B.22); a wavy line connecting two points labelled by x1, j1 and
x2, j2 obtained contracting half-lines labelled by i1 and i2 corresponds to
w¯j2,j1i2,i1 (x2−x1) :=
∫ 1
0
ds1
∫ 1
0
ds2 [~δj1⊗~δj2]i1,i2wi2,i1(x2,0−x1,0, ~x2−~x1+s2~δj2−s1~δj1) .
(B.2.4)
To each graph we assign a value, which is the integral over all the space-time labels
{xi} of the product of:
• the sign factor, times
• the product of functions g(x2 − x1), w¯(x2 − y1) for every solid or wavy line
connecting a point labelled by x1 to a point labelled by x2, times
• a factor ±ie for every vertex with two incident fermionic half-lines and a
positive number of emerging wavy lines, where the sign is + if the fermionic
exiting line is of type 1 and it is − otherwise, times
• a factor − e22 ϕ(~x2−~x1, 0)δt1,t2 for every wavy line labelled by 0 at its extrema.
Remark 5 Notice that the fermionic propagator that we used to define the Feynman
rules, given by Eq. (B.22), is not equal to 〈T{Ψ˜−x Ψ˜+y }〉β,L if x − y = βZ × ~0, see
discussion at the end of subsection B.1.1; however, this discrepancy is absorbed by
the fact that we have not considered the factor −12 (which is precisely the value of
the fermionic “tadpole” graph, see Eq. (B.24)) in the definition of the value of the
graph element b) in Fig. B.1, see (B.2.3) and (1.2.1).
Given the above rule, it is straightforward to check that the coefficients of the
perturbative series of (B.5) are equal to those generated by the functional integral∫
P (dΨ)P (d ~A)eV˜ (Ψ,A) , (B.2.5)
where: (i) the interaction is:
V˜ (Ψ, A) :=
∫
dx
∑
σ,j
t
[
Ψ+x,σ,1Ψ
−
x+(0,~δj),σ,2
(
eieA(x,j) − 1
)
+ c.c.
]
+ VC(Ψ) ,
VC(Ψ) := −e
2
2
1
βAΛ
∑
p∈P∗
β,L
∑
ρ,ρ′=1,2
ϕˆ(~p)nˆρ(p)nˆρ′(−p)ei(ρ′−ρ)~p~δ1 , (B.2.6)
ϕˆ(~p) :=
1
L
∑
p3=
2πn
L
χ[h∗,0](|p|)
|p|2 , nˆρ(p) :=
1
β|Λ|
∑
k∈D∗
β,L
∑
σ
Ψˆ+k+p,σ,ρΨˆ
−
k,σ,ρ ;
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(ii) the fermionic integration measure has been defined in (2.2.5); (iii) the bosonic
interaction measure is given by (i, j = 1, 2):
P (d ~A) :=
r=1,2∏
p∈P∗,+
β,L
[ 1
(πβAΛ)2 det{wˆ1i,j(p)}
dAˆr,pdAˆr,−p
]
·
· exp
{
− (2βAΛ)−1
∑
p∈P∗
β,L
Aˆi,p[wˆ
1(p)−1]i,jAˆj,−p
}
. (B.2.7)
Finally, the interaction V (Ψ, A) is recovered using a Hubbard-Stratonovich transfor-
mation, namely the fact that:
eVC (Ψ) =
∫
P (dA0) exp
{
− (βAΛ)−1
∑
p∈P∗
β,L
∑
ρ=1,2
ieAˆ0,pnˆρ(p)e
−i(ρ−1)~p~δ1
}
, (B.2.8)
where the integration measure is defined as:
P (dA0) :=
∏
p∈P∗,+
β,L
[ 1
(πβAΛ)ϕˆ(~p)
dAˆ0,pdAˆ0,−p
]
·
· exp
{
− (2βAΛ)−1
∑
p∈P∗
β,L
Aˆ0,pϕˆ(~p)
−1Aˆ0,−p
}
. (B.2.9)
Taking the product of this measure with (B.2.7) we get the full interacting bosonic
measure (2.2.11) with ξ = 1; this concludes the derivation of the functional integral
representation for the Hamiltonian model. An analogous argument can be repeated
for the generaing functional of the correlations, but we will not belabor the details
here.
Appendix C
Equivalence of the gauges
In this Appendix we show that the perturbative series of gauge invariant quantities
are equal in Coulomb and Feynman gauge; this fact allows us to rewrite the pertur-
bative series obtained with the Trotter product formula, see Appendix B, using the
functional integral representation in the Feynman gauge. To be concrete, we will
perform the check on the generating functional of the generalized susceptibilities
introduced in Section 4.3; the same argument can be repeated for the expecta-
tion value of any gauge invariant operator which can be expressed as series in the
fermionic and bosonic fields.
Pick 0 < −h, β, L < +∞, and define
W [h,+∞],ξβ,L (Φ, J) := log
∫
P (dΨ)P ξ≥h(dA)e
V (Ψ,A+J)+D(Φ,Ψ,A+J) , (C.1)
where:
(i) The fermion field lives on a space-time lattice: the spatial part of the lattice is
given by the physical honeycomb lattice, while the temporal part is introduced
by discretizing the time variables with a mesh 1/N , as discussed in Section
3.5; each finite order of the perturbative series of (C.1) converges uniformly
to a limit as N → +∞.
(ii) P ξ≥h is the bosonic gaussian measure in presence of an infrared cutoff on scale
Mh and in the ξ gauge; the infrared cutoff is imposed as in (2.2.9).
(iii) The source term D(Φ,Ψ, A+ J) has been defined in (4.3.2).
The grand-canonical susceptibilities can be obtained by taking derivatives with
respect to the Φα external fields; our purpose is to show that, order by order in
perturbation theory, for any finite h, β and L, in the limit N → +∞, the result
is independent of ξ. More precisely, denoting by W [h,+∞],ξ,mβ,L (Φ, J) the m-th order
contribution to W [h,+∞],ξβ,L , we shall prove that
∂ξW [h,+∞],ξ,mβ,L (Φ, J) = 0 . (C.2)
The proof is easy, and it is based on the following Ward identity:
pµ
∂
∂Jˆµ,p
W [h,+∞],ξβ,L (Φ, J) = 0 ; (C.3)
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formula (C.3) can be proved along the lines of Section 3.5, see (3.5.12), (3.5.18).
Let us now show how (C.3) implies (C.2). First of all, we represent (C.1) in the
following way:
W [h,+∞],ξβ,L (Φ, J) =
∑
m≥0
W [h,+∞],ξ,mβ,L (Φ, J) ,
W [h,+∞],ξ,mβ,L (Φ, J) =
∑
G∈Γm
Valξ(G) , (C.4)
where Γm is the set of connected Feynman graphs of order m generated by (C.1)
(which have no Ψ, A external lines), and Valξ(G) is the value of the graph G. Notice
that for any fixed β, L and h all the coefficients of the perturbative series of the
functional integral (C.1) are finite. The photon propagator appearing in these
graphs is:
wˆ(≥h),ξµ,ν (p) =
∫
dp3
(2π)
χ[h,0](|p|)
p2 + p23
∆ξµ,ν(p, p3) ,
∆ξµ,ν(p, p3) = δµ,ν − ξ
pµpν − p0(pµnν + pνnµ)
p2
, n0 = 1 , ~n = ~0 ;
therefore, it is easy to see that:
∂ξW [h,+∞],ξ,mβ,L (Φ, J) = (C.5)
−
∫ χ[h,0](|p|)
p2 + p23
pµpν − p0(pµnν + pνnµ)
p2
[
Γmµ,ν(p) +
∑
m1+m2=m
Γm1µ (p)Γ
m2
ν (−p)
]
,
where
∫ ≡ ∫ d4p(2π)4 and
(i) Γmµ,ν(p) is the sum of all the possible Feynman graphs of order m with two
bosonic external lines labelled by µ, ν and p as external momentum;
(ii) Γmiµ (p) is the sum of all the possible Feynman graphs of order mi with one
bosonic external line and p as external momentum.
Now, both Γmµ,ν(p) and Γ
m
µ (p) can be represented as functional derivatives with
respect to Jˆµ,p, Jˆν,−p and Jˆµ,p, respectively, of W [h,+∞],ξ,mβ,L (Φ, J); and the identity
(C.3) tells us that if the derivative with respect the field Jˆµ,p is contracted with
pµ then the results is zero. But we see that the µ, ν labels in (C.5) are always
contracted with at least one among pµ, pν : therefore, (C.5) is equal to zero. This
concludes the proof of (C.2).
Appendix D
The ultraviolet multiscale
analysis
In this Appendix we prove Lemma 2.4.1; the proof is based on a multiscale analysis
similar, but much simpler, to the one discussed in Chapter 3. First of all, we rewrite
the propagators gˆ(u.v.)(k), wˆ(u.v.)(p) as
gˆ(u.v.)(k) =
K∑
h=1
gˆ(h)(k) , w(u.v.)(k) =
K∑
h=1
wˆ(h)(p) , (D.1)
where
gˆ(h)(k) := Hh(k0)gˆ
(u.v.)(k) , wˆ(h)(p) := Hh(p0)wˆ
(u.v.)(p) , (D.2)
with H1(k0) := χ(M−1|k0|), Hh(k0) := χ(M−h|k0|)− χ(M−h+1|k0|) for 1 < h < K,
HK(k0) = χ(M−K−1|k0|) − χ(M−K+1|k0|); note that in the supports of gˆ(u.v.)(k),
wˆ(u.v.)(p) it follows that
∑K
h=1Hh(k0) =
∑K
h=1Hh(p0) = 1. Moreover note that,
defining the norm of a A × A matrix B as ‖B‖ := maxj∑1≤i≤A |Bi,j |, for some
positive C0, C1:
max
k
∥∥gˆ(h)(k)∥∥ ≤ C0M−h , max
p
∥∥wˆ(h)(p)∥∥ ≤ C0M−2h , (D.3)
1
β|Λ|
∑
k∈Dβ,L
∥∥gˆ(h)(k)∥∥ ≤ C1 , 1
βAΛ
∑
p∈Pβ,L
∥∥wˆ(h)(p)∥∥ ≤ C1M−h .
The first and the third of (D.3) are obvious; they simply follow from the definitions
and from the support properties of the single scale propagators. To prove the second
and the fourth of (D.3) simply note that wˆ(h)(p) can be rewritten as
wˆ(h)(p) = IHh(p0)
∫ a0M
−α0M
dp3
(2π)
(χ(M−K |p0|)χ(|p|)− χ(p)
p2 + p23
)
, (D.4)
and the integrand is bounded proportionally toM−2h in the support of Hh(p0). Our
goal is to compute
e−β|Λ|F0+V(Ψ
(i.r.),A(i.r.)) =
= lim
K→+∞
∫
P (dΨ[1,K])P (dA[1,K])eV (Ψ
(i.r.)+Ψ[1,K],A(i.r.)+A[1,K]) , (D.5)
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where P (dΨ[1,K]), P (dA[1,K]) are respectively the fermionic and bosonic Gaussian
integrations associated with the propagators (D.1). We perform the integration in
an iterative fashion, analogous (but much simplier) to the procedure described for
the infrared integration. We shall inductively prove that
e−β|Λ|F0,K+VK(Ψ
(i.r.),A(i.r.)) =
= e−β|Λ|Fh
∫
P (dΨ[1,h])P (dA[1,h])eV
(h)
K
(Ψ(i.r.)+Ψ[1,h],A(i.r.)+A[1,h]) , (D.6)
where P (dΨ[1,h]), P (dA[1,h]) are the Gaussian integrations associated with the prop-
agators
∑h
k=1 gˆ
(h)(k),
∑h
k=1 wˆ
(h)(p) and
V(h)K (Ψ[1,h], A[1,h]) = (D.7)
=
∑
n,m≥0
n+m≥1
∑
σ,ρ,µ
∫ [ n∏
j=1
Ψˆ[1,h]+k2j−1,σj ,ρ2j−1Ψˆ
[1,h]−
k2j ,σj ,ρ2j
][ m∏
i=1
Aˆ
[1,h]
µi,pi
]
·
·W (h)K,2n,m,ρ,µ({kj}, {pi}) δ
( n∑
j=1
(
k2j−1 − k2j
)
+
m∑
i=1
pi
)
, (D.8)
and where the constant Fh and the kernels W
(h)
K,2n,m,ρ,µ admit bounds analogous
(see below) to the ones stated in Lemma 2.4.1. In order to inductively prove (D.6),
(D.7) we rewrite∫
P (dΨ[1,h]dA[1,h])eV
(h)
K
(Ψ(i.r.)+Ψ[1,h],A(i.r.)+A[1,h]) =
∫
P (dΨ[1,h−1])P (dA[1,h−1])
×
∫
P (dΨ(h))P (dA(h))eV
(h)
K
(Ψ(i.r.)+Ψ[1,h−1]+Ψ(h),A(i.r.)+A[1,h−1]+A(h)) , (D.9)
where P (dΨ(h)), P (dA(h)) are the Gaussian integrations with propagators gˆ(h)(k′),
wˆ(h)(p), respectively. After the integration of Ψ(h), A(h) we define
eV
(h−1)
K
(Ψ(i.r.)+Ψ[1,h−1],A(i.r.)+A[1,h−1])−β|Λ|F˜h =
=
∫
P (dΨ(h))P (dA(h))eV
(h)
K
(Ψ(i.r.)+Ψ[1,h−1]+Ψ(h),A(i.r.)+A[1,h−1]+A(h)) ;(D.10)
we have that
− β|Λ|F˜h + V(h−1)K (Ψ, A) =
∑
n≥1
1
n!
ETh
(V(h)K (Ψ + Ψ(h), A+A(h));n) , (D.11)
where
ETh
(V(h)K (Ψ + Ψ(h), A+A(h));n) =
=
∂n
∂λn
log
∫
P (dΨ(h))P (dA(h))eλV
(h)
K
(Ψ+Ψ(h),A+A(h))
∣∣∣
λ=0
. (D.12)
As described for the infrared integration, the iterative action of EThi can be conve-
niently represented in terms of Gallavotti-Nicolò trees τ ∈ TK;h,n, where TK;h,n is
the set of labelled trees, completely analogous to the set Th,n, unless for the follow-
ing modifications (see figure D.1): (i) a tree τ ∈ TK;h,n has vertices v associated
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Figure D.1. A tree τ ∈ TK;h,n with its scale labels.
with scale labels h + 1 ≤ hv ≤ K + 1, while the root r has scale h; (ii) with each
end-point v we associate V (Ψ(i.r.) +Ψ[1,K], A(i.r.) +A[1,K]). In terms of these trees,
the effective potential V(h)K , 0 ≤ h ≤ K (with V(0)K identified with V ), can be written
as
− β|Λ|F˜h+1 + V(h)K (Ψ[1,h], A[1,K]) =
∞∑
n=1
∑
τ∈TK;h,n
V(h)(τ ; Ψ[1,h], A[1,h]) , (D.13)
where if v0 is the first vertex of τ and τ1, . . . , τs (s = sv0) are the subtrees of τ with
root v0, V(h)(τ ; Ψ[1,h], A[1,h]) is defined recursively as follows:
• if s > 1, then
V(h)(τ ; Ψ[1,h], A[1,h]) = (D.14)
=
1
s!
ETh+1
(
V¯(h+1)(τ1; Ψ[1,h], A[1,h]); . . . ; V¯(h+1)(τs; Ψ[1,h], A[1,h])
)
,
where V¯(h+1)(τi; Ψ[1,h+1], A[1,h+1]) is equal to V(h+1)(τi; Ψ[1,h+1], A[1,h+1]) if the
subtree τi contains more than one end-point, or if it contains one end-point
but it is not a trivial subtree; it is equal to V (Ψ[1,h], A[1,h]) if τi is a trivial
subtree;
• if s = 1 and τ1 is not a trivial subtree, then V(h)(τ ; Ψ[1,h], A[1,h]) is equal
to ETh+1
(V(h+1)(τ1; Ψ[1,h+1], A[1,h+1])); otherwise, if τ1 is a trivial subtree it
corresponds to ETh+1
(
V (Ψ[1,h+1], A[1,h+1])− V (Ψ[1,h], A[1,h])
)
.
Repeating step by step the discussion made for the infrared integration and using
analogous notations it follows that:
V(h)(τ ; Ψ[1,h], A[1,h]) =
∞∑
n=1
∑
G∈Γ(τ)
∫
Val(G) ,
Val(G) =
[ ∏
f∈PAv0
A
[1,h]
µ(f),p(f)
][ ∏
f∈Pψv0
Ψ˜[1,h]
k(f),σ(f),ρ(f)
]
δ(v0)V̂al(G) ,
V̂al(G) = (−1)π
∫ ∏
v not e.p.
1
sv!
·
[∏
ℓ∈v
g
(hv)
ℓ
][ ∏
v∗ e.p.
v∗>v
hv∗=hv+1
K
(hv)
v∗
]
; (D.15)
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the explicit form of the vertex functions K(hv)v∗ can be derived starting from Eq.
(2.2.15). Note that if K(hv)v∗ corresponds to a vertex with N external wavy lines then
its value is bounded as (const.)NN !−1eN . Using the bounds (D.3) and proceeding
as for the infrared bounds it follows that if τ ∈ TK;h,N and G ∈ Γ(τ):∣∣V̂al(G)∣∣ ≤ (const.)NeN ∏
v not e.p.
1
sv!
M−hv(sv−1+n
A
v )
= (const.)NeN
1
sv0 !
M−hv0Dv0
∏
v>v0
v not e.p.
1
sv!
M−(hv−hv′)Dv (D.16)
whereDv := nv−1+∑v¯≥v nAv¯ . Therefore, the scaling dimensions are always negative,
except for the case nv = 1, nAv¯ = 0 for v¯ ≥ v, which corresponds to the fermionic
tadpole graph; however, in this case the dimensional bound can be improved, noting
that
[
gˆ(h)(k)
]
ρ,ρ
is odd in k0 and that
[
gˆ(h)(k)
]
ρ,3−ρ ∼M−2h, which means that:
1
β
∑
k0=
2πn
β
n∈Z
[
gˆ(h)(k)
]
ρ,ρ
= 0 ,
1
β|Λ|
∥∥∥∑
k
gˆ(h)(k)
∥∥∥ ≤ (const.)M−h (D.17)
Therefore, with any loss of generality we can assume that in (D.16) nv > 1. Now,
let W (h),NK,2n,m,ρ,µ be the N -th order contribution to the kernel W
(h),N
K,2n,m,ρ,µ, that is
W
(h),N
K,2n,m,ρ,µ({ki}, {pj}) =
∑
τ∈TK;h,N
∗∑
G∈Γ(τ)
|PAv0 |=m
|Pψv0 |=2n
V̂al(G) , (D.18)
where the ∗ on the sum denotes the following constraints: ∪f∈PAv0p(f) = ∪
m
i=1pi,
∪
f∈Pψv0
k(f) = ∪2ni=1ki; ∪f∈PAv0µ(f) = ∪
m
i=1µi; ∪f∈Pψv0ρ(f) = ∪
2n
i=1ρi; the bound (D.16)
implies that
sup
ki,pj
∥∥W (h),NK,2n,m,ρ,µ({ki}, {pj})∥∥ ≤
≤ (const.)NeN
∑
τ∈TK;h,N
∗∑
G∈Γ(τ)
|PAv0 |=m
|Pψv0 |=2n
1
sv!
M−hDv0
∏
v>v0
v not e.p.
1
sv!
M−(hv−hv′)Dv
which, after counting the number of Feynman graphs, gives the second bound in
(2.4.10). The bound on the N -th order contribution to Fh can be proved in the
same way, and this concludes the proof of (2.4.10).
To conclude the proof of Lemma 2.4.1, note that the sequencesW (0),NK,2n,m,ρ,µ, F
N
0,K
are Cauchy in K; in fact, the quantities W (0),NK,2n,m,ρ,µ −W (0),NK ′,2n,m,ρ,µ, FN0,K − FN0,K ′
with K ′ > K can be written as a sums over trees with at least one endpoint on scale
K < h∗ ≤ K ′ + 1. Therefore, since the scaling dimensions are all negative, by the
short memory property of the GN trees it follows that the bounds on W (0),NK,2n,m,ρ,µ−
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(0),N
K ′,2n,m,ρ,µ, F
N
0,K−FN0,K ′ are improved by a factor M−K/2 with respect to the basic
bounds (2.4.10); taking the limit K → +∞ (2.4.11) follows. This conclude the proof
of Lemma 2.4.1.

Appendix E
Proof of Lemma 2.4.2
In this Appendix we shall prove Lemma 2.4.2; to simplify the notations, we shall
drop the dependence on the infrared and ultraviolet cutoffs h∗, K in the kernels
(whose presence does not affect the validity of the symmetries). Moreover, we shall
be concerned only with the case β → +∞, |Λ| → +∞. The proof is based on the
fact that P (dΨ(u.v.)dA(u.v.)) and P (dΨ(i.r.)dA(i.r.)) are separately invariant under
the symmetries listed in Lemma 2.3.1; therefore, V [h∗,K](Ψ, A), see (2.4.7) is also
invariant under the same symmetries.
E.1 Proof of (2.4.14)
Let us rewrite W2,0,ρ,ρ′(k′ + pωF ) as
W2,0,ρ,ρ′(k
′ + pωF ) =W2,0,ρ,ρ′(p
ω
F ) + k
′
α∂αW2,0,ρ,ρ′(p
ω
F ) +O(|k′|2) . (E.1.1)
Constant part. If ρ = ρ′, by symmetry (8) it follows that
W2,0,ρ,ρ(k) = −W2,0,ρ,ρ(−k0, ~k)⇒W2,0,ρ,ρ(pωF ) = 0 ; (E.1.2)
if ρ 6= ρ′ by symmetry (4) we get, using that T~pωF = ~pωF + ω(~b2− 2~b1) (which means
that ~pωF is left invariant by T ),
W2,0,ρ,ρ′(k) = e
i(ρ−ρ′)~k(~δ2−~δ1)W2,0,ρ,ρ′(k0, T−1~k)⇒W2,0,ρ,ρ′(pωF ) = 0 , (E.1.3)
because 1− e±i~pωF (~δ2−~δ1) 6= 0.
Linear part in p0. By simmetry (6.b) it follows that
∂0W2,0(k) = ∂0W2,0(k0, k1,−k2)⇒ ∂0W2,0(p+F ) = ∂0W2,0(p−F ) . (E.1.4)
By simmetry (6.a) it follows that
∂0W2,0,1,1(k) = ∂0W2,0,2,2(k0,−k1, k2)⇒ ∂0W2,0,1,1(pωF ) = ∂0W2,0,2,2(pωF ) ,
(E.1.5)
where we used that ~pωF + ~p
−ω
F =
~b1+~b2, while if ρ 6= ρ′ by symmetry (4) we get that
(see (E.1.3))
0 = (1− ei(ρ−ρ′)~k(~δ2−~δ1))∂0W2,0,ρ,ρ′(pωF ) (E.1.6)
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which means that ∂0W2,0,ρ,ρ′(pωF ) = 0. Finally, from (5) we find, using (E.1.4)
∂0W2,0(k) = −∂0W2,0(−k)∗ ⇒ ∂0W2,0,1,1(pωF ) = −∂0W2,0,1,1(pωF )∗ . (E.1.7)
All these properties imply that ∂0W2,0(pωF ) = −iz0I with z0 real.
Linear part in p1. By symmetry (6.b) it follows that
∂1W2,0(k) = ∂1W2,0(k0, k1,−k2)⇒ ∂1W2,0(p+F ) = ∂1W2,0(p−F ) . (E.1.8)
By symmetry (8) it follows that
∂1W2,0,ρ,ρ(k) = −∂1W2,0,ρ,ρ(−k0, ~k)⇒ ∂1W2,0,ρ,ρ(pωF ) = 0 , (E.1.9)
while from (6.a) we get
∂1W2,0,1,2(k) = −∂1W2,0,2,1(k0,−k1, k2)⇒ ∂1W2,0,1,2(pωF ) = −∂1W2,0,2,1(pωF ) .
(E.1.10)
Finally, from (5) we find, using (E.1.8)
∂1W2,0(k) = −∂1W2,0(−k)∗ ⇒ ∂1W2,0,1,2(pωF ) = −∂1W2,0,1,2(pωF )∗ . (E.1.11)
All these properties imply that ∂1W2,0(pωF ) = −z1σ2 with z1 real and
σ2 =
(
0 −i
i 0
)
. (E.1.12)
Linear part in p2. By symmetry (6.b) it follows that
∂2W2,0(k) = −∂2W2,0(k0, k1,−k2)⇒ ∂2W2,0(p+F ) = −∂2W2,0(p−F ) . (E.1.13)
By symmetry (8) it follows that,
∂2W2,0,ρ,ρ(k) = −∂2W2,0,ρ,ρ(−k0, ~k)⇒ ∂2W2,0,ρ,ρ(pωF ) = 0 , (E.1.14)
while from (6.a) we get
∂2W2,0,1,2(k) = ∂2W2,0,2,1(k0,−k1, k2)⇒ ∂2W2,0,1,2(pωF ) = ∂2W2,0,2,1(pωF ) .
(E.1.15)
Finally, from (5) we find, using (E.1.13)
∂2W2,0(k) = −∂2W2,0(−k)∗ ⇒ ∂2W2,0,1,2(pωF ) = ∂2W2,0,1,2(pωF )∗ . (E.1.16)
All these properties imply that ∂2W2,0(pωF ) = −z2ωσ1 with z2 real and
σ1 =
(
0 1
1 0
)
. (E.1.17)
Finally, the invariance under (4) implies that, using that ~p+F is left invariant by T :(
−iz1
−z2
)
= ei~p
+
F
(~δ2−~δ1)T
(
−iz1
−z2
)
, (E.1.18)
which means that z1 = z2. This concludes the proof of (2.4.14).
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Let us rewrite W0,2,µ,ν(p) as
W0,2,µ,ν(p) =W0,2,µ,ν(0) + pα∂αW0,2,µ,ν(0) +O(|p|2) . (E.2.1)
Constant part. By symmetry (7), (6.a), (6.b) it follows that if µ 6= ν then
W0,2,µ,ν(0) = 0; the invariance under (4) implies that(
W0,2,1,1(0) 0
0 W0,2,2,2(0)
)
= T
(
W0,2,1,1(0) 0
0 W0,2,2,2(0)
)
T−1 , (E.2.2)
which gives W0,2,1,1(0) = W0,2,2,2(0). The reality condition W0,2(0)∗ = W0,2(0) is
implied by (5).
Linear part in p0. If µ, ν 6= 0 or µ = ν = 0 symmetry (7) implies that
∂0W0,2,µ,ν(p) = ∂0W0,2,µ,ν(−p0, ~p)⇒ ∂0W0,2,µ,ν(0) = 0 ; (E.2.3)
if (µ, ν) = (1, 0), (0, 1) by symmetry (6.a) it follows that
∂0W0,2,µ,ν(p) = −∂0W0,2,µ,ν(p0,−p1, p2)⇒ −∂0W0,2,µ,ν(0) = 0 ; (E.2.4)
if (µ, ν) = (2, 0), (0, 2) the same is true by symmetry (6.b).
Linear part in p1. If µ, ν 6= 1 or µ = ν = 1 symmetry (6.a) implies that
∂1W0,2,µ,ν(p) = ∂1W0,2,µ,ν(p0,−p1, p2)⇒ ∂1W0,2,µ,ν(0) = 0 ; (E.2.5)
if (µ, ν) = (0, 1), (1, 0) symmetry (7) implies that
∂1W0,2,µ,ν(p) = −∂1W0,2,µ,ν(−p0, ~p)⇒ ∂1W0,2,µ,ν(0) = 0 ; (E.2.6)
if (µ, ν) = (1, 2), (2, 1) the same is true by simmetry (6.b).
Linear part in p2. If µ, ν 6= 2 of µ = ν = 2 symmetry (6.b) implies that
∂2W0,2,µ,ν(p) = ∂2W0,2,µ,ν(p0, p1,−p2)⇒ ∂2W0,2,µ,ν(0) = 0 ; (E.2.7)
if (µ, ν) = (0, 2), (2, 0) symmetry (7) implies that
∂2W0,2,µ,ν(p) = −∂2W0,2,µ,ν(−p0, ~p)⇒ ∂2W0,2,µ,ν(0) = 0 ; (E.2.8)
if (µ, ν) = (1, 2), (2, 1) symmetry (6.a) implies that
∂2W0,2,µ,ν(p) = −e±i~p~δ1∂2W0,2,µ,ν(p0,−p1, p2)⇒ ∂2W0,2,µ,ν(0) = 0 . (E.2.9)
This concludes the proof of (2.4.15).
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E.3 Proof of (2.4.16)
Case µ = 0. If ρ 6= ρ′ by symmetry (8) it follows that
W2,1,0,ρ,ρ′(k,p) = −W2,1,0,ρ,ρ′((−k0, ~k), (−p0, ~p))⇒W2,1,0,ρ,ρ′(pωF ,0) = 0 ; (E.3.1)
if ρ = ρ′ by (6.a) it follows that
W2,1,0,1,1(k,p) = e
−i~p~δ1W2,1,0,2,2((k0,−k1, k2), (p0,−p1, p2))
⇒ W2,1,0,1,1(pωF ,0) =W2,1,0,2,2(pωF ,0) , (E.3.2)
where we used that ~pωF + ~p
−ω
F =
~b1 +~b2. The invariance under (6.b) implies that
W2,1,0(k,p) = W2,1,0((k0, k1,−k2), (p0, p1,−p2))
⇒ W2,1,0(pωF ,0) =W2,1,0(p−ωF ,0) , (E.3.3)
and, finally, from symmetry (5) we get that, using (E.3.3):
W2,1,0(k,p) = −W2,1,0(−k,−p)∗ ⇒W2,1,0(pωF ,0) = −W2,1,0(pωF ,0)∗ , (E.3.4)
which means that W2,1,0(pωF ,0) = −iλ0I with λ0 real.
Case µ = 1. The invariance under (6.b) implies that
W2,1,1(k,p) = W2,1,1((k0, k1,−k2), (p0, p1,−p2))
⇒ W2,1,1(pωF ,0) =W2,1,1(p−ωF ,0) . (E.3.5)
Symmetry (8) implies that,
W2,1,1,ρ,ρ(k,p) = −W2,1,1,ρ,ρ((−k0, ~k), (−p0, ~p))
⇒ W2,1,1,ρ,ρ(pωF ,0) = 0 , (E.3.6)
while symmetry (6.a) implies that, using (E.3.5),
W2,1,1,1,2(k,p) = −e−i~p~δ1W2,1,1,2,1((k0,−k1, k2), (p0,−p1, p2))
⇒ W2,1,1,1,2(pωF ,0) = −W2,1,1,2,1(pωF ,0) . (E.3.7)
Finally, symmetry (5) implies that, using (E.3.5)
W2,1,1(k,p) = −W2,1,1(−k,−p)∗ ⇒W2,1,1(pωF ,0) = −W2,1,1(pωF ,0)∗ , (E.3.8)
which means that W2,1,1(pωF ,0) = −λ1σ2 with λ1 real and σ2 given by (E.1.12).
Case µ = 2. By symmetry (6.b) it follows that
W2,1,2(k,p) = −W2,1,2((k0, k1,−k2), (p0, p1,−p2))
⇒ W2,1,2(pωF ,0) = −W2,1,2(p−ωF ,0) . (E.3.9)
The invariance under (8) implies that
W2,1,2,ρ,ρ(k,p) = −W2,1,2,ρ,ρ((−k0, ~k), (−p0, ~p))
⇒ W2,1,2,ρ,ρ(pωF ,0) = 0 , (E.3.10)
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while symmetry (6.a) implies that
W2,1,2,1,2(k,p) = W2,1,2,2,1((k0,−k1, k2), (p0,−p1, p2))
⇒ W2,1,2,1,2(pωF ,0) =W2,1,2,2,1(pωF ,0) . (E.3.11)
Symmetry (5) implies that, using (E.3.9),
W2,1,2(k,p) = −W2,1,2(−k,−p)∗ ⇒W2,1,2(pωF ,0) =W2,1,2(pωF ,0)∗ , (E.3.12)
which means that W2,1,2(pωF ,0) = −λ2ωσ1 with λ2 real and σ1 given by (E.1.17).
Finally, the invariance under (4) implies that, using that ~p+F is left invariant by T :(
−iλ1
−λ2
)
= ei~p
+
F
(~δ2−~δ1)T
(
−iλ1
−λ2
)
, (E.3.13)
which means that λ1 = λ2. This concludes the proof of (2.4.16).
E.4 Proof of (2.4.17)
If µ = (µ1, µ2, µ3) has an odd number of labels µi = 0 then by (8) it follows that
W0,3,µ(p,p
′) = −W0,3,µ((−p0, ~p), (−p′0, ~p))⇒W0,3,µ(0,0) = 0 ; (E.4.1)
the same is true if the number of labels µi = 0 is even by (7). This concludes the
proof of (2.4.17) and of Lemma 2.4.2.

Appendix F
Lowest order computations
In this Appendix we reproduce the details of all the lowest order computations
performed in this Thesis.
F.1 The Beta function of the wave function renormal-
ization
We start by performing the computation of the lowest order contribution in the
running coupling constants to the Beta function βz,(2)h of the wave function renor-
malization; by definition, see (3.2.15) and (3.4.2), βzh = z0,h = Γ
0
ω∂0W
(h)
2,0,ω,ω(0).
Following the rules discussed in Section 3.2, its lowest order contribution βz,(2)h is
graphically represented by the Feynman graph depicted in Fig. F.1.
Figure F.1. The lowest order contribution to βzh. The wavy line labelled by a “∂0” symbol
corresponds to ∂0wˆ(h1)(p); a sum over all the possible scales h1, h2 ≥ h+ 1 is understood.
Therefore, we find (repeated µ labels are summed):
β
z,(2)
h = −Γ0ωe¯2µ,h+1
∫
dp
(2π)3
[
∂0wˆ
(h+1)(p)
]
Γµωgˆ
(h+1)
ω (p)Γ
µ
ω + (F.1.1)
−Γ0ωe¯2µ,h+2
(Zh+1
Zh
)2 ∫ dp
(2π)3
[
∂0wˆ
(h+2)(p)
]
Γµωgˆ
(h+1)
ω (p)Γ
µ
ω +
−Γ0ωe¯2µ,h+2
Zh+1
Zh
∫
dp
(2π)3
[
∂0wˆ
(h+1)(p)
]
Γµωgˆ
(h+2)
ω (p)Γ
µ
ω .
Using inductively the Beta function equations for vh+1, Zh+1, eµ,h+1 we find that,
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setting Fh+1 := f2h+1 + 2fh+1fh+2,
β
z,(2)
h = −e¯2µ,h
∫
dp
(2π)3
Fh+1(p)
2|p|3
p20
p20 + v
2
h|~p|2
Γ0ωΓ
µ
ωΓ
0
ωΓ
µ
ω + (F.1.2)
e¯2µ,h
∫
dp
(2π)3
[
f ′h+1(fh+1 + fh+2) + f
′
h+2fh+1
] p20Γ0ωΓµωΓ0ωΓµω
2|p|2(p20 + v2h|~p|2)
+
+O(e4) +O(e2Mθh) ;
passing to radial coordinates p = p(cos θ, sin θ cosϕ, sin θ sinϕ), using that∫
dp (f ′h+1fh+1 + f
′
h+1fh+2 + f
′
h+2fh+1) = 0 , e¯
2
µ,hΓ
0
ωΓ
µ
ωΓ
0
ωΓ
µ
ω = e
2
0,h − 2v2h−1e21,h
we get:
β
z,(2)
h = (2v
2
he
2
1,h − e20,h)
1
8π2
∫ ∞
0
dp
Fh+1(p)
p
·
[ ∫ 1
−1
d cos θ
cos2 θ
cos2 θ + v2h sin
2 θ
]
+
+O(e2Mθh) +O(e4) . (F.1.3)
The integral over the radial coordinate p can be computed by using the definition
(3.2.9): ∫ ∞
0
dp
p
(f2h+1 + 2fh+1fh+2) = (F.1.4)
=
∫ ∞
0
dp
p
[2(χ(p) − χ(Mp))− (χ2(p)− χ2(Mp))] =
∫ M
1
dp
p
= logM ;
finally, an explicit evaluation of the integral over d cos θ leads to (3.4.19).
F.2 The Beta function of the Fermi velocity
By definition, see formulas (3.2.15) and (3.4.2), βv,(2)h := z
(2)
1,h − vhz(2)0,h, with z1,h =
Γ1ω∂1W
(h)
2,0,ω,ω(0). At second order, proceeding as in the derivation of (F.1.2), we
find:
z
(2)
1,h = e¯
2
µ,h
∫
dp
(2π)3
Fh+1(p)
2|p|3
−vhp21
p20 + v
2
h|~p|2
Γ1ωΓ
µ
ωΓ
1
ωΓ
µ
ω +O(e
4) +O(e2Mθh) , (F.2.1)
(the term involving the derivatives f ′h+1, f
′
h+2 of the support functions is zero, as
before); using that
e¯2µ,hΓ
1
ωΓ
µ
ωΓ
1
ωΓ
µ
ω = −e20,h ,
passing to radial coordinates, we get that:
z
(2)
1,h = e
2
0,hvh
1
16π2
[ ∫ ∞
0
dp
p
(f2h+1 + 2fh+1fh+2)
]
·
[ ∫ 1
−1
d cos θ
sin2 θ
cos2 θ + v2h sin
2 θ
]
.
The integral over the radial coordinate can be evaluated as in (F.1.4), and gives
logM ; therefore, an explicit evaluation of the integral over d cos θ leads to
z
(2)
1,h = e
2
0,hv
−1
h
logM
8π2
(arctan ξh
ξh
− ξh − arctan ξh
ξ3h
)
, (F.2.2)
which, combined with βv,(2)h = z
(2)
1,h − vhz(2)0,h, proves (3.4.19).
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F.3 The Beta function of the Kekulé mass
By definition, ∆hδh = iγ(j0)∗L0P1W˜ (h)2,0 (k), that is, setting Fh+1(p) := f2h+1(p) +
2fh+1(p)fh+2(p):
δ
(2)
h = iγ
(j0)∗e¯2µ,h
∫
dp
(2π)3
Fh+1(p)
2|p|
−i
p20 + v
2
h|~p|2
γµγ
(j0)∗γµ
= (e20,h + 2v
2
he
2
1,h)
∫
dp
(2π)3
Fh+1(p)
2|p|
1
p20 + v
2
h|~p|2
(F.3.1)
= (e20,h + 2v
2
he
2
1,h)
1
8π2
[ ∫ +∞
0
dp
Fh+1(p)
p
]
·
[ ∫ 1
−1
d cos θ
1
cos2 θ + v2h sin
2 θ
]
where in the second equality we used that γµγ(j0)∗ = −γ(j0)γµ, and that γ(j0)∗γ(j0) =
I. The integral over the p coordinated can be computed as in (F.1.4), and an explicit
evaluation of the integral over d cos θ leads to (5.3.23).
F.4 Anomalous exponents of the generalized suscepti-
bilities
In this Appendix we shall compute the lowest order contribution to the Beta func-
tions βαω,h,1 of the running coupling constants Z
α
ω,h, whose flow has been discussed in
Section 4.3.1; in particular, these computations will allow us to compute the lowest
order contributions to the anomalous exponents of the generalized susceptibilities.
Basically, we will compute the Feynman graph depicted in Fig. F.2 for all possible
values of the inner scale labels, α, ω1 and ω2, and with the external field Φˆ
(α)
q,1; Z
α
ω,h
does not depend on the bond label a, therefore we set a = 1 for simplicity.
pF 1
pF 1 −
pF 2
pF 2
h
h1
h2
h3
Figure F.2. The lowest order contribution to βαω,h,1; a sum over the inner scales hi ≥ h is
understood.
Preliminaries. Before working out explicitly the computations, it is useful to
recall a list of notations and identities that will be repeatedly used in the following.
The main difference with respect to the previous lowest order computations is that
here we will not use the compact relativistic notations.
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(i) The vertex on scale h from which emerges the wavy line associated to the
external field is represented as:
∑
σ
∑
ω1,ω2
Zαω,h
∫
dk′
D
dp
(2π)3
Φˆ(α)q,1Ψˆ
(≤h)+,T
k′+q,σ,ω1Γ
αΨˆ(≤h)−k,σ,ω2 , (F.4.1)
where the symbol Ψˆ(≤h)±k′,σ,ω has been introduced in (3.2.4), and the Γ
α matrices
have been defined in (4.3.7).
(ii) The AΨ+Ψ− vertex is represented as:
∑
σ
∑
ω
e¯µ,h
∫
dk′
D
dp
(2π)3
Φˆ(α)q,1Ψˆ
(≤h)+,T
k′+q,σ,ωΓ
µ
ωΨˆ
(≤h)−
k,σ,ω , (F.4.2)
where e¯0,h = e0,h and e¯1,h = e¯2,h = vh−1e1,h, and the matrices Γµω are given by
Γ0ω =
(
−i 0
0 −i
)
, Γ1ω =
(
0 i
−i 0
)
, Γ2ω =
(
0 −ω
−ω 0
)
. (F.4.3)
(iii) The fermion propagator on scale h for k = k′ + pωF and |k′| small is given by
gˆ(h)ω (k
′) =
f˜h(k′)
k′0
2 + v˜(k′)2|~k′|2
(
− Γ0ωk′0 + v˜h(k′)k′iΓiω
)(
1 +O(k)
)
. (F.4.4)
(iv) The following identities will be useful:
Γ0ω1Γ
E−Γ0ω2 = −Γ1ω1ΓE−Γ1ω2 = ω1ω2Γ2ω1ΓE−Γ2ω2 = −ΓE− , (F.4.5)
Γ0ω1Γ
E+Γ0ω2 = Γ
1
ω1Γ
E+Γ1ω2 = −ω1ω2Γ2ω1ΓE+Γω2 = −ΓE+ ,
Γ0ω1Γ
CDWΓ0ω2 = Γ
1
ω1Γ
CDWΓ1ω2 = ω1ω2Γ
2
ω1Γ
CDWΓ2ω2 = −ΓCDW .
Γ0ω1Γ
DΓ0ω2 = −Γ1ω1ΓDΓ1ω2 = −ω1ω2Γ2ω1ΓDΓ2ω2 = −ΓD ,
(v) Setting Fh(|p|) := fh(p)3 + 3fh(p)2fh+1(p) + 3fh(p)fh+1(p)2, it follows that∫ +∞
0
dρ
Fh(ρ)
ρ
= logM . (F.4.6)
The first part of the calculation is the same for all α, ω; in fact, we can write
the value of the graph depicted in Fig. F.2 as follows, neglecting corrections O(e4)
and O(e2Mh) (repeated α indeces are not summed):
Γαβα,(2)ω,h,1 =
e¯2µ,h
∫
dp
(2π)3
Γµω1g
(h1)
ω1 (p)Γ
αg(h2)ω2 (p)Γ
µ
ω2w
(h3)(p) =
∫
dp
(2π)3
Fh(|p|)
(p20 + v
2
h|~p|2)2
e¯2µ,h
2|p| ·
·Γµω1
[
p20Γ
0
ω1Γ
αΓ0ω2 + v
2
hp
2
1Γ
1
ω1Γ
αΓ1ω2 + v
2
hp
2
2Γ
2
ω1Γ
αΓ2ω2
]
Γµω2 +O(e
4) +O(e2Mh)
=
e2
12π2
logMΓµω1Γ
ν
ω1Γ
αΓνω2Γ
µ
ω2 +O(e
4) +O(e2Mh) . (F.4.7)
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Using (F.4.5) we get that:
Γµ+Γ
ν
+Γ
E−Γν−Γ
µ
− = Γ
E− , Γµ+Γ
ν
+Γ
E−Γν+Γ
µ
+ = Γ
E− ,
Γµ+Γ
ν
+Γ
E+Γν−Γ
µ
− = 9Γ
E+ , Γµ+Γ
ν
+Γ
E+Γν+Γ
µ
+ = Γ
E+ ,
Γµ+Γ
ν
+Γ
CDWΓν−Γ
µ
− = Γ
CDW , Γµ+Γ
ν
+Γ
CDWΓν+Γ
µ
+ = 9Γ
CDW ,
Γµ+Γ
ν
+Γ
DΓν−Γ
µ
− = Γ
D , Γµ+Γ
ν
+Γ
DΓν+Γ
µ
+ = Γ
D ; (F.4.8)
plugging these identities into (F.4.7) we get the lowest order contribution βα,(2)ω,h,1 to
βαω,h,1; the results listed in Table 4.1 follow from η
α
ω := limh→−∞ logM
(
1 + βαω,h,1
)
.
F.5 Lowest order check of the Ward identities
In this Section we shall check at lowest order in non-renormalized perturbation
theory the validity of the Ward identities that allowed us to prove the infrared
stability of the flows of the effective charge and of the photon mass.
F.5.1 Ward identity for the photon mass
We start with the check of the Ward identity for the photon mass; as we have
discussed in Section 3.5, the gauge invariance of the theory implies that the effective
photon mass is vanishing, i.e. that the electromagnetic interaction is unscreened.
At lowest order, the graphs contributing to the dressed photon mass are depicted
in Fig. F.3; for µ = 0 or ν = 0 the second graph is absent. As we are going to show
here, the sum of the two graphs is exactly vanishing.
+
Figure F.3. The lowest order contribution to the renormalized photon mass in naive
perturbation theory. The graphs are all computed at vanishing external momenta, and for
µ = 0 or ν = 0 the second graph is absent. The sum of the graphs is exactly vanishing.
These graphs are obtained by expanding the interaction V (Ψ, A) to second order
in A; it follows that, see Eq. (2.2.14), assuming without any loss of generality that
the field Aˆµ,p is supported inside the first Brillouin zone (p = 0 in the graphs
represented in Fig. F.3):
V (Ψ, A) = e¯µ
∫
dk
D
dp
(2π)3
Ψˆ+k+p,σΓ
µ(~k, ~p)Ψˆ−k,σAˆµ,p +
+e2v
∫
Ψˆ+k+p1+p2,σΓ
µ1,µ2(~k, ~p1, ~p2)Ψˆ
−
k,σAˆµ1,p1Aˆµ2,p2 +O(e
3) , (F.5.1)
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where e¯0 = e, e¯1 = e¯2 = ve with v = 32t, ~e1 := (1, 0), ~e2 = (0, 1), and
Γ0(~k, ~p) :=
(−i 0
0 −ie−i~p·~δ1
)
, (F.5.2)
Γi(~k, ~p) :=
2i
3
∑
j=1,2,3
(~δj · ~ei)ηj(~p)
(
0 e−i~k(~δj−~δ1)
−ei(~k+~p)(~δj−~δ1) 0
)
.
Γµ1,µ2(~k, ~p1, ~p2) := (F.5.3)
:=
−∏i(δµi,0 − 1)
3
∑
j
[ 2∏
i=1
ηj(~pi)(~δj · ~eµi)
] ( 0 e−i~k(~δj−~δ1)
ei(
~k+~p1+~p2)(~δj−~δ1) 0
)
Notice that Γµ(~pωF ,~0) = Γ
µ
ω, where Γ
µ
ω are the matrices introduced in Eq. (2.4.14).
Before starting, it is useful to recall that the fermion propagator is given by
gˆ(k) =
1
k20 + v
2|Ω(~k)|2
(
ik0 −vΩ∗(~k)
−vΩ(~k) ik0
)
, (F.5.4)
with Ω(~k) = 23
∑
j=1,2,3 e
i~k(~δj−~δ1). With these notations, the value of the sum of the
two graphs in Fig. (F.3) is:
−e¯µe¯ν
∫
dk
D
Tr
{
gˆ(k)Γµ(~k,~0)gˆ(k)Γν(~k,~0)
}
+ (F.5.5)
−2e2v
∫
dk
D
Tr
{
gˆ(k)Γµ,ν(~k,~0,~0)
}
.
We shall consider only the cases µ = 0, µ = 2; the case µ = 1 can be obtained from
the case µ = 2 using the symmetry (4) of Lemma 2.3.1.
Case µ = 0. Let us first consider the case µ = 0; using that
gˆ(k)Γ0(~k,~0)gˆ(k) = −∂0gˆ(k) , (F.5.6)
we get that (F.5.5) is equal to:
ee¯ν
∫
dk
D
Tr
{
∂0gˆ(k)Γ
ν(~k,~0)
}
= 0 . (F.5.7)
Cases µ = 2, ν 6= 0. Since
gˆ(k)vΓ2(~k,~0)gˆ(k) = −∂2gˆ(k) , (F.5.8)
we can rewrite the integral in the first line of (F.5.5) as:
− ve2
∫
dk
D
Tr
{
gˆ(k)∂2Γ
ν(~k,~0)
}
; (F.5.9)
using the identity
Γν,2(~k,~0,~0) = −1
2
∂2Γ
ν(~k,~0) , (F.5.10)
we see that the second line of (F.5.5) exacly cancels the first line.
The case µ = ν = 1 can be obtained from µ = ν = 2 by using symmetry (4) of
Lemma 2.3.1; it follows that even in this case the sum of the two graphs is vanishing.
All the other cases can be obtained using the cyclicity of the trace; this concludes
the lowest order check of the Ward identity for the photon mass.
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F.5.2 Ward identity for the effective charge
In this Section we shall check at lowest order in non-renormalized perturbation
theory the Ward identity for the effective charge; this identity allowed us to prove
at all orders in renormalized perturbation theory that the effective charge is close
to the bare one.
Graphically, the lowest order contribution to the renormalized charge in naive
perturbation theory is given by Fig. F.4:
Figure F.4. The lowest order contribution to the renormalized charge. To avoid ambigui-
ties, the photon propagator is regularized in the infrared by a cutoff function. The sum of
the graphs is exactly vanishing, and the cancellation does not depend on the presence of
the cutoff.
notice that the first and fifth graph are logarithmically divergent; therefore, to
avoid ambiguities we fix an infrared cutoff on the photon propagator, for instance
by replacing wˆ(p) with wˆ(≥h)(p) defined in (3.5.3) with ε = 0. As we are going to
show, the sum of these six graphs is exactly vanishing; therefore, the dressed charge
is equal to the bare one at lowest order. Remarkably, this cancellation does not
depend on the presence of the infrared cutoff on the photons; this fact has been
exploited in Section 3.5 to derive a Ward identity for the effective charge on a given
scale h. We shall only consider the cases µ = 0 and µ = 2; the renormalization of
the charge corresponding to µ = 1 is equal to the µ = 2 one by symmetry (4) of
Lemma 2.3.1.
The graphs in Fig. F.4 can be obtained by expanding the interaction V (Ψ, A)
to third order in A; it follows that, calling V2(Ψ, A) the expansion to second order
derived in Eq. (F.5.1):
V (Ψ, A) = V2(Ψ, A) + (F.5.11)
e3v
∫
Ψˆ+
k+
∑
i
pi,σ
Γµ1,µ2,µ3(~k, ~p1, ~p2, ~p3)Ψˆ
−
k,σAˆµ1,p1Aˆµ2,p2Aˆµ3,p3 +O(e
4) ,
with
Γµ1,µ2,µ3(~k, ~p1, ~p2, ~p3) := (F.5.12)
:=
i
∏
i(δµi,0 − 1)
9
∑
j
[ 3∏
i=1
ηj(~pi)(~δj · ~eµi)
] ( 0 e−i~k(~δj−~δ1)
−ei(~k+
∑
i
~pi)(~δj−~δ1) 0
)
.
Case µ = 0. In this case only the first and fifth graphs in (F.4) are present; and
using the identity (F.5.6) we get that their sum is exactly vanishing.
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Case µ = 2. Here the situation is more complicated, because of the presence of
the second, third, fourth and sixth graph in Fig. F.4, and because the ∂2 derivative
can act on the vertex functions. However:
(i) the first graph is cancelled by part of the fifth, because of the identity (F.5.9);
(ii) the contribution due to the action of the ∂2 derivative on the vertices of the
fourth graph are exactly cancelled by the second and third graphs; this is so
because of the identity
Γµ,2(~k, ~p,~0) = −1
2
∂
∂k2
Γµ(~k, ~p) , (F.5.13)
where the factor 12 is compensated by a factor 2 which counts in how many
ways we can choose the external wavy line in the second graph;
(iii) the sum of the fouth and sixth graphs in Fig. F.4 is exactly zero, because of
the identity
Γµ1,µ2,2(~k, ~p,−~p,~0) = −1
3
∂
∂k2
Γµ1,µ2(~k, ~p,−~p) , (F.5.14)
where the factor 13 is compensated by a factor 3 which counts in how many ways
we can choose the external wavy line in the third graph.
The case µ = 1 can be obtained from the case µ = 2 by symmetry (4) of Lemma
2.3.1; it follows that even in this case the sum of the graphs in Fig. F.4 is exactly
vanishing. This concludes our lowest order check of the Ward identities.
F.6 The relativistic propagator in real space
In this Appendix we reproduce the details of the computation leading to (4.3.48).
Let us rewrite g(h)ω,L(x) as
g
(h)
ω,L(x) = e
−ipω
F
x
∫
dk′
D
e−ik
′x fh(k
′)
|k′|2
(
− Γ0ωk0 + k′iΓiω
)
. (F.6.1)
Notice that∫
dk′
D
e−ik
′x fh(k
′)
|k′|2 k
′
αe
−ik′x = i
∂
∂xα
∫
dk′
D
fh(k′)
|k′|2 e
−ik′x ,
= i
∂
∂xα
∫
dρ
B1
sin θdθfh(ρ)e
−iρ|x| cos θ , (F.6.2)
where to get the second line we have chosen θ to be the angle of k′ with respect to
x. Then, performing the integral over d cos θ and the derivative with respect to xα
we get that∫
dk′
D
e−ik
′x fh(k
′)
|k′|2 k
′
αe
−ik′x =
2
B1
xα
|x|3
[ ∫
dt
sin t
t
fh
( t
|x|
)
+
1
|x|
∫
dt sin t f ′h
( t
|x|
)]
.
(F.6.3)
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Plugging this result in (F.6.1) and using that
∑
h≤0 fh(·) = χ(·), we get:
gω,L(x) =
∑
h≤0
g
(h)
ω,L(x) (F.6.4)
= e−ip
ω
F
x−x0Γ0ω + xiΓiω
(B1/2)|x|3
[ ∫
dt
sin t
t
χ
( t
|x|
)
+
1
|x|
∫
dt sin t χ′
( t
|x|
)]
;
(F.6.5)
finally, using integration by parts and Riemann - Lebesgue Lemma, we know that
for any N > 0
lim
|x|→+∞
|x|N
∫
sin t
t
[
χ
( t
|x|
)
− 1
]
= 0 , lim
|x|→+∞
|x|N
∫
dt sin t χ′
( t
|x|
)
= 0 ,
(F.6.6)
that is, we can rewrite gω,L(x) as:
gω,L(x) = e−ip
ω
F
x−x0Γ0ω + xiΓiω
(B1/2)|x|3
∫
dt
sin t
t
+ o
( 1
1 + |x|N
)
, (F.6.7)
= e−ip
ω
F
x−x0Γ0ω + xiΓiω
b′|x|3 + o
( 1
1 + |x|N
)
, b′ :=
B1
π
=
8π
3
√
3
.
F.7 Proof of (4.3.49)
In this Appendix we shall compute the trace
Tr
{
Γαgω1,L(x)Γ
αgω2,L(−x)
}
, (F.6.1)
for α = E±, CDW,D. First of all, using (4.3.48), we rewrite (F.6.1) as:
e−ix(p
ω1
F
−pω2
F
)
b′2|x|6 Tr
{
Γα
(− x0Γ0ω1 + xiΓiω1)Γα(x0Γ0ω2 − xiΓiω2)} ; (F.6.2)
then, we use that:
Tr
{
ΓDΓ0ω1Γ
DΓ0ω2
}
= −Tr
{
ΓDΓ1ω1Γ
DΓ1ω2
}
= −ω1ω2Tr
{
ΓDΓ2ω1Γ
DΓ2ω2
}
= −2 , (F.6.3)
Tr
{
ΓCDWΓ0ω1Γ
CDWΓ0ω2
}
= Tr
{
ΓCDWΓ1ω1Γ
CDWΓ1ω2
}
= ω1ω2Tr
{
ΓCDWΓ2ω1Γ
CDWΓ2ω2
}
= −2 , (F.6.4)
Tr
{
ΓE±Γ0ω1Γ
E±Γ0ω2
}
= ±Tr
{
ΓE±Γ1ω1Γ
E±Γ1ω2
}
= ∓ω1ω2Tr
{
ΓE±Γ2ω1Γ
E±Γ2ω2
}
= ∓2 , (F.6.5)
and that Tr
{
ΓαΓµω1Γ
αΓνω2
}
= 0 for µ 6= ν, ∀α. From (4.3.47), (F.6.2) – (F.6.5) it is
easy to see that the results claimed in (4.3.49) follow.

Appendix G
Corrections to the Ward
Identities
In this Appendix we will show that the corrections to the Ward identities for the
photon mass (3.5.24) and for the effective charge (3.5.29) are exponentially vanishing
in the ultraviolet limit K → +∞. The corrections pµ∆[h,K]0,2,µ,ν(p), pµ∆[h,K]2,1,i,j,µ(k,p)
can be obtained as functional derivatives with respect to the external fields J¯p, Jˆν,−p
or J¯p, φˆ
+
k+p,σ,i, φˆ
−
k,σ,j of:
W [h,K]β,L (J¯ , J, φ) := log
∫
P (dΨ)P≥h(dA)eV (Ψ,A+J)+B(Ψ,φ)+C(Ψ,J¯) , (G.1)
where
C(Ψ, J¯) :=
∫
dk
D
dp
(2π)3
J¯pΨˆ
+
k+p,σ,ρC
K
ρρ′(k,p)Ψˆ
−
k,σ,ρ′ , (G.2)
and CK given by:
−ie−1CKρρ′(k,p) := (G.3)
e−ip1(ρ
′−1)(χ−1K (k0 + p0)− 1)[B(k+ p)]ρρ′ − e−ip1(ρ−1)(χ−1K (k0)− 1)[B(k)]ρρ′
As for the generating functional of the correlation functions, the functional integral
(G.1) can be studied using multiscale analysis and renormalization group; the only
difference is the presence of the term C(Ψ, J¯). A crucial role in the analysis is playied
by the properties of the function CK(k,p); in fact, it is straightforward to check
that
gˆ(k+ p)CK(k,p)gˆ(k) , (G.4)
is non-vanishing only if |k0 + p0| ≥ MK , and/or |k0| ≥ MK . Moreover, when it is
non-vanishing (G.4) it is dimensionally bounded as (const.)|p|M−2K . Let us choose
the external fermionic field as in Section 4.2; proceeding as in Appendix D, after
the integration of the ultraviolet degrees of freedom we are left with:
eW
[h,K]
β,L
(J¯ ,J,φ) = e−β|Λ|F0+C
(≥0)(φ,J¯) · (G.5)
·
∫
P (Ψ(≤0))P≥h(dA(≤0))eV
(0)(Ψ(≤0),A(≤0)+J)+B(Ψ(≤0),φ)+C(0)(Ψ(≤0),φ,J¯,A(≤0)+J) ,
where C(≥0), C(0) contain all the J¯-dependent terms, and C(0)(0, φ, J¯ , 0) := 0. The
kernels of C(≥0), C(0) admit a graphical representation in terms of Gallavotti-Nicolò
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trees, following the rules discussed in Section 3.3.2 and Appendix D, with the only
difference that new endpoints appear, corresponding to J¯pΨˆ
+
k+p,σ,ρC
K
ρρ′(k,p)Ψˆ
−
k,σ,ρ′ ;
as usual, the trees can be expanded in terms of Feynman graphs, with the new
endpoints corresponding to the vertex represented in Fig. G.1.
J−
Figure G.1. The vertex corresponding to J¯pΨˆ
+
k+p,σC
K(k,p)Ψˆ−k,σ.
Because of the properties of (G.4), at least one of the solid lines emerging from
the new vertex has to be contracted on scale K; therefore, using the general dimen-
sional bound (D.16) and the short memory property of the GN trees, the kernels of
C(≥0) are bounded proportionally to (const.)|p|M−θK ∏Pφi=0M−hki , where Pφ is the
number of φ external lines and {ki} are their momenta, while those in C(0) admit an
improvement of a factor |p|M−θK with respect to their basic dimensional bounds.
The bound on the kernels of C(≥0) is derived from (D.16) taking into account that
the tadpole graph associated to the new vertex depicted in Fig. G.1 is exactly
vanishing.
The single scale integration is performed as in Section 4.2, with the only dif-
ference that the J¯-dependent terms independent of Φ(≤−1), A(≤−1) + J are taken
into account in the definition of C(≥−1)(φ, J¯) := C(≥0)(φ, J¯) + C˜(0)(φ, J¯), where C˜(0)
collect the new J¯ -dependent kernels independent of Ψ(≤−1), A(≤−1) + J produced
in the integration of the scale 0, while all the other J¯-dependent ones are contained
into C(−1)(Ψ(≤−1), φ, J¯ , A(≤−1) + J), and so on. After the integration of the first
|k| ≤ |h| scales we are left with:
eW
[h,+∞]
β,L
(J¯ ,J,φ) = (G.6)
= e−β|Λ|Fk+S
(≥k)(φ)+C(≥k)(φ,J¯)
∫
P (dΨ(≤k))P≥h(dA(≤k))eV
(k)(
√
ZkΨ
(≤k),A(≤k)+J) ·
·eB(h)(
√
ZkΨ
(≤k),φ,A(≤k)+J)+W (k)
R
(
√
ZkΨ
(≤k),φ,A(≤k)+J)+C(k)(Ψ(≤k),φ,J¯,A(≤k)+J) ,
where all the J¯-dependent terms absorbed in C(≥k) = C(≥0)+∑0w=k+1 C˜(w) and C(k),
with C(k)(0, φ, J¯ , 0) := 0, while all the other objects appearing in (G.6) have been
defined in Section 4.2. Again, because of the short memory property, the dimen-
sional bounds on the kernels of C˜(w) and of C(k) admit respectively an improvement
of a factor |p|Mθ(−K+w), |p|Mθ(−K+k), with respect to the basic ones derived in
Section 3.3.2. Finally, the integration of the scales < h proceeds in a way completely
analogous to the one sketched in Section 4.2. The conclusion is that the kernels of
C˜(w) are exponentially vanishing for K → +∞, uniformly in w; this implies that
lim
K→+∞
∆[h,K]0,2,µ,ν(k,p) = lim
K→+∞
∆[h,K]2,1,µ (k,p) = 0 , (G.7)
as desired.
Appendix H
Proof of 5.3.6
In this Appendix we prove that in presence of Kekulé distortion the effective poten-
tial arising after the integration of the ultraviolet degrees of freedom has the form
(5.3.6). With respect to the case ∆0 = 0, the only new check to perform is to show
that the relevant terms, that is the mass terms for the fermion and photon field,
have the form claimed in (5.3.4), (5.3.6). The symmetry properties to which we
shall refer here are the (1) – (8) of Lemma 5.3.1
H.1 Fermionic mass terms
By symmetry (8) it follows that
W˜
(j0)
2,0,ρ,ρ,ω(0) = 0 . (H.1.1)
Symmetry (4) implies that
W˜
(j0)
2,0,ρ,ρ′,ω,ω′(0) = (H.1.2)
= W˜ (j0+1)2,0,ρ,ρ′,ω,ω′(0) exp
{
i~pωF (~δ2 − ~δ1)(ρ− 1)− i~pω
′
F (~δ2 − ~δ1)(ρ′ − 1)
}
,
while symmetry (6.b) implies that
W˜
(j0)
2,0,ρ,ρ′,ω,ω′(0) = W˜
(j′0)
2,0,ρ,ρ′,−ω,−ω′(0) ; (H.1.3)
therefore, from the combination (4) - (6.b) - (4) - (6.b) we find that:
W˜
(1)
2,0,ρ,ρ′,ω,ω(0) = e
2i~pω
F
(~δ2−~δ1)(ρ−ρ′)W˜ (1)2,0,ρ,ρ′,ω,ω(0) . (H.1.4)
Formula (H.1.4) together with (H.1.2) gives, if ρ 6= ρ′:
W˜
(1)
2,0,ρ,ρ′,ω,ω(0) = 0 = W˜
(j0)
2,0,ρ,ρ′,ω,ω(0) . (H.1.5)
Symmetry (4) implies in particular that
W˜
(j0)
2,0,1,2,ω,−ω(0) = W˜
(j0+1)
2,0,1,2,ω,−ωe
−iω 2π
3 , (H.1.6)
while symmetry (5) implies that
W˜
(j0)
2,0,1,2,ω,−ω(0) =
[
W˜
(j0)
2,0,1,2,ω,−ω(0)
]∗
; (H.1.7)
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finally, symmetry (6.a) implies that
W˜
(j0)
2,0,ρ,ρ′,ω,ω′(0) = W˜
(j0)
2,0,ρ′,ρ,ω,ω′(0) . (H.1.8)
Therefore, setting W˜ (1)2,0,ρ,3−ρ,ω,−ω(0) =: ∆
(1)
0 , formulas (H.1.6), (H.1.8) imply that:
∆(j0)0,ω := W˜
(j0)
2,0,ρ,3−ρ,ω,−ω(0) = e
−i~pω
F
(~δj0−~δ1)∆(1)0 ; (H.1.9)
moreover, formula (H.1.7) implies that ∆(1)0 ∈ R. This, together with (H.1.1),
(H.1.5), concludes the proof of (5.3.4).
H.2 Bosonic mass terms
From (6.a) and (7) it follows that, if µ 6= ν:
W˜
(j0)
0,2,µ,ν(0) = 0 , (H.2.1)
while from (4) it follows that
W˜
(1)
0,2,0,0(0) = W˜
(2)
0,2,0,0(0) = W˜
(3)
0,2,0,0(0) . (H.2.2)
Symmetry (6.b) implies
W˜
(2)
0,2,i,i(0) = W˜
(3)
0,2,i,i(0) , (H.2.3)
and from (4) we get(
W˜
(1)
0,2,1,1 0
0 W˜ (j0)0,2,2,2 0
)
= T
(
W˜
(2)
0,2,1,1(0) 0
0 W˜ (2)0,2,2,2(0)
)
T−1 ; (H.2.4)
therefore, formulas (H.2.2) – (H.2.4) imply that:
W˜
(1)
0,2,µ,µ(0) = W˜
(2)
0,2,µ,µ(0) = W˜
(3)
0,2,µ,µ ,
W˜
(j0)
0,2,1,1(0) = W˜
(j0)
0,2,2,2(0) . (H.2.5)
Formulas (H.2.1), (H.2.5) prove the structure of the bosonic mass terms claimed in
(5.3.6); therefore, this together with what has been discussed in the previous Section
concludes the proof of 5.3.6.
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