find that the aging of the workforce is responsible for nearly three-fifths of the measured decline in job-to-job transition rates.
allow workers to feel more secure in their jobs. Less dynamism may also decrease the likelihood of becoming unemployed and suffering the negative earnings effects of displacement. [11] The extent to which these benefits are likely to occur depends on the source of the reduction in turnover. For example, decreased turnover because of stronger worker-firm relationships, perhaps because workers and firms are matching better or because employers are investing more in their employees, would benefit the economy as a whole. [12] Understanding the causes of changing employment dynamics may provide insights into other phenomena. For example, interstate migration in the United States has been declining since the 1980s. Molloy, Smith, and Wozniak find evidence consistent with a worsening of the distribution of outside job offers, which would make labor market transitions and accompanying geographic transitions less attractive. [13] In another example, Jordi
Gali and Thijs van Rens propose that declining labor market turnover, and the resultant easing of labor market frictions, is responsible for three changes in postwar U.S. macroeconomic dynamics:
(1) A decline in the correlation between labor productivity and output (2) An increase in the volatility of labor input relative to that of output (3) An increase in the volatility of real wages, in both relative and absolute terms [14] While the decline in employment dynamics has been measured and documented in many different ways, its causes have received less attention. Demographic changes, including the aging of the U.S. workforce and compositional shifts on the employer side, have explained little about the decline in fluidity. [15] Several theories have been offered, but many either have not been scrutinized heavily or supported empirically. Steven J. Davis and John Haltiwanger speculate that, by raising the cost of occupational mobility, the rise in the proportion of employment requiring an occupational license has contributed to the decline in employment dynamics. [16] However, according to Molloy, Smith, Trezzi, and Wozniak, such licensing is not related to geographic mobility at the state level, making it less likely that it would be related to other measures of fluidity. [17] Isabel Cairó has proposed that the increasing importance of on-the-job human capital accumulation, which primarily comes about through training, may be responsible for the decline in employment dynamics. [18] However, according to a study by C. Jeffrey Waddoups, employer-provided training declined in the 2000s. [19] To get a fresh perspective on trends in employment dynamics, I address job-to-job transitions, an important aspect of labor market turnover, using a dataset that has been rarely used in recent studies of labor turnover, the Panel Study of Income Dynamics (PSID). [20] PSID data is useful in this type of research for several reasons.
First, the data allows users to classify transitions as voluntary or involuntary, something that cannot be done with other household surveys. [21] Further, distinguishing between these two types of transitions makes it possible to assess how changes in labor market fluidity affect workers directly involved, as voluntary transitions tend to increase wages and involuntary transitions tend to decrease them. [22] Second, it is possible to construct a relatively long time series of job-to-job transition rates with the PSID. The longer the time series, the easier it is to separate tendencies caused by the business cycle from those that are due to long-term trends.
Third, in contrast to some datasets used to examine employment dynamics, the PSID has demographic data, as well as data on industry and occupation. These data allow tests of whether changes in both the composition of the workforce and the composition of industrial and occupational demand have contributed to the overall trends.
The Panel Study of Income Dynamics
The PSID, a longitudinal survey of a representative sample of U.S. individuals and their families, began with a sample of about 4,800 families in 1968. Data were collected annually through 1997, but have been collected biannually since. Each time the PSID is fielded, it is termed a wave. Because the PSID was originally based on two subsamples, one of which oversampled the low-income population, weights are required to create estimates that are representative of the U.S. population. In statistical inference, it is important to account for the complexity of the survey design.
Since 1969, the second wave of the PSID, questions have been asked about labor market mobility; specifically, respondents are asked why they left previous jobs held at the time of the last interview. In 1969, family heads, which in the PSID are defined to be men unless no men are present, both employed and unemployed at the time of the interview, were asked the following:
"What happened to the job you had before-did the company fold, were you laid off, or what?" Answers were recorded verbatim and then grouped into several categories.
While it would have been desirable to have a time series going back to the 1969 wave, I did not create one for this study for several reasons. First, wives are not asked the relevant questions until 1979, so including the earliest years would distort the sample on the basis of gender. Second, the timeframe referenced in the "previous jobs" question is not consistent over the years. From 1969 through 1983, respondents were asked about previous jobs they held during the preceding 12 months. In later years, respondents were asked about previous jobs they held from the start of the preceding calendar year to the time of the interview. Third, the "previous jobs" question has undergone changes that created a break in the series. Instead of only asking about the previous job, the survey adopted an event-history format, which allowed information on more than two jobs. This change continued through the last wave used in the analysis, 2013.
Even though the wording of the question was not modified significantly, the calculated transition rates show a break in the series that artificially created significantly higher rates of transition. Nonetheless, I include the 2003-13 period in my analysis, but I account for the break in the series.
My analysis includes all 18 waves of the PSID, from 1988 through 2013 (the latest that was available when I began the analysis). The information needed for the analysis is only available for family heads and spouses.
The sample is limited to those who were working, not employed in military industries or occupations, and not self-employed (neither in the current job nor in the previous one, if one was held over the past year). If respondents had a previous job, they were asked why they left that job, and their answers were used to code their transition. In order to be consistent with administrative data (which lacks demographic information, including age), I did not restrict the sample on the basis of age. PSID family weights are used.
Reasons for leaving an employer: voluntary, involuntary, and uncertain
The PSID groups the reasons for leaving an employer into seven categories:
(1) Company folded/changed hands/moved out of town; employer died/went out of business (2) Strike; lockout (3) Laid off; fired (4) Quit; resigned; retired; pregnant; needed more money; just wanted a change (5) Other; transfer; any mention of armed services (6) Job was completed; seasonal work; was a temporary job (7) Not available or don't know Classifying these reasons as voluntary or involuntary is a matter of subjective judgment. The first three categories are involuntary,[23] the fourth is voluntary, the seventh is unknown, and the remaining two (fifth and sixth) are debatable. [24] Sorting out these categories is necessary in order to create the three classification schemes that I use in this analysis.
In the first classification scheme, I chose to group the fourth and fifth categories as voluntary, partly because the fifth category mentions armed services. The sixth category (seasonal and temporary work) is grouped with the seventh category (unknown) as "uncertain."
In the second classification scheme, I used a strategy similar to that employed by James Monks and Steven D.
Pizer, in their study of voluntary and involuntary job turnover. [25] In that study, layoff, plant closed, end of temporary job, discharge, and program ended are considered involuntary, while all other reasons are classified as voluntary. [26] Thus, the difference between my first two schemes is that there is an "uncertain" category in the first one but not the second one. In the second scheme, seasonal work is classified as involuntary and unknown reasons are classified as voluntary. In the third scheme, the categories grouped as "uncertain" under the first scheme are excluded from the analysis.
To provide a better sense of the differences across the three classification schemes, table 1A displays the components of each of them. Table 1B 
Reason

Scheme 1
Scheme 2 Scheme 3
Involuntary VoluntaryUncertainInvoluntaryVoluntaryInvoluntary
Company folded/changed hands/moved out of town; employer died/went out of business X X X Strike; lockout X X X Laid off; fired X X X Quit; resigned; retired; pregnant; needed more money; just wanted a change X X Other; transfer; any mention of armed services X X Job was completed; seasonal work; was a temporary job X X Not available or don't know X X 
Trends in job-to-job transition rates
In can come from out of the labor force, from unemployment, or from another job, with those movements in the last-mentioned category being counted as job-to-job transitions. On the separations side, the situation is similar to that on the hires side, where those leaving an employer flow out of the labor force, into unemployment, or into another job. Once again, the last-mentioned category is job-to-job transitions.
I measure job-to-job transitions as a proportion of those who are currently working at the time of the survey. represents the value at the end of the period.
Reason Percent
Other; transfer; any mention of armed services 2.84 Job was completed; seasonal work; was a temporary job 6.55 Not available or don't know 5.43 Table 1B . Frequency distribution of reasons for leaving job 7 As noted, there are only 18 points in this time series, its frequency changes from annual to biennial after 1997, and there is a break in the series before 2003. As a result, 6 of the 18 points come after the break. As figure 1 shows, the transition rate increased sharply in 2003, the year in which the employment section of the PSID was redesigned. To both account for this break in the series and determine a time trend, I run a regression of a variable measuring job-to-job transitions on a variable for time trend and a variable for the break in the series, which takes a value of 0 prior to the break and a value of 1 after the break. [30] I then use the coefficients of this regression to calculate the change from the beginning of the end of the period. The constant and the coefficient on time are employed to predict the value of the transition rate at the beginning of the period (1988, when time = 1). These coefficients are then used to predict the value of the rate at the end of the period, 2013, under the assumption that the break never occurred. The predicted change between the 2 years divided by the average predicted value of the 2 years yields the proportion change.
For the overall job-to-job transition rate, the coefficients, shown in table 2, imply that the transition rate declined For the first classification scheme, the coefficients imply a 42. 
Multivariate analysis of job-to-job transitions
What are the demographic characteristics of those workers most likely to switch jobs, overall? Do these patterns change when one controls for the industrial and occupational composition of the economy? These two questions are asked after restricting attention to voluntary and involuntary job-to-job transitions.
This section has two key purposes. I start the multivariate analysis with a logit, where the dependent variable equals 1 if there was a job-to-job switch [33] between the time of the survey and the beginning of the preceding calendar year and 0 otherwise. I employ a relatively parsimonious specification, avoiding endogeneity issues that would arise if I were to include variables such as job tenure. The first specification only includes controls for gender (1 = woman), race (1 = African American), education group (less than high school, high school graduate, some college, college graduate, and postcollege graduate) and age group (under 25, 25-34, 35-44, 45-54, 55-64, and 65 and over).
The first column of table 3 displays the marginal effects of this regression. Perhaps surprisingly, the propensity of women to change jobs does not differ from that of men at conventional levels of significance. While the effect for this coefficient is near the cutoff value for 10-percent significance, the marginal effect is small, implying that the rate for women would be lower by 0.6 percentage point, all else equal. In perhaps the first study of its type using microdata, Francine D. Blau and Lawrence M. Kahn found that women had considerably higher quit rates than men among young adults in the early 1970s. [34] In the years that have gone by since the earlier study, the labor force behavior of women is apt to have moved closer to that of men. In addition, focusing on job-to-job transitions rather than quits restricts the sample to those who are more committed to labor force participation. Blau and Kahn did not find significant differences by race, neither for men nor for women, in quit rates. In my PSID sample, for African Americans, the marginal effect for job-to-job transitions is about half that for women, but is not statistically significant.
With respect to the marginal effects of education level, those with less than a high school degree have a transition rate that is 5.1 percentage points higher than that of high school graduates (the omitted group). But the likelihood of switching jobs is not ordered by education, as those with some college have transition rate that is 2.0 percentage points higher than that of high school graduates. [35] Transition rates for the other two Morris, Mark S. Handcock, and Marc A. Scott [37] conducted an analysis using the same underlying datasets as Monks and Pizer but with different sample criteria, years, and specifications. They found that job-separation rates are highest for those without a high school diploma and lowest for those with a college degree or more. [38] However, the likelihood of switching jobs is not ordered by education level in their data, either.
Consistent with past research, such as a study by Robert H. Topel and Michael P. Ward, [39] the present analysis shows that age is a major influence on job mobility in the PSID sample. Those in the youngest age group (16 to 24 years old), which is the omitted group, have the highest likelihood of switching jobs. The probability of job-to-job transitions is ordered by age, but differences by age groups decrease as age increases.
The marginal effect of being 25-34 years of age relative to the youngest group is -21.8 percentage points, while that of being 35-44 years old is -30.4 points. Thereafter, the marginal effects by age group decrease only gradually, reaching a minimum of -38.5 points for those 65 years and older.
The industrial and occupational compositions of the economy undoubtedly have effects on job transition rates.
For instance, manufacturing tends to have lower turnover than retail trade. Further, occupations differ in terms of the desirability of building long-term employment relationships. Accordingly, it is of interest to see the extent to Table 3 . Logit and multinomial regressions of job-to-job transactions and components, marginal effects relative to nonswitchers which the earlier noted demographic patterns are sensitive to the inclusion of indicators that take into account the structure of the economy. Before examining those results, there are a couple of issues worth mentioning.
Because the PSID has a relatively small sample in any given year, I aggregate industries and occupations to a high level. In addition, during the study period, the coding of both types of sectors changed in a major way. The Column 2 of table 3 shows the results of a logit of job-to-job transitions, which was run with industry and occupation controls. The race variable continues to be insignificant and the age-group pattern remains quite similar to that without industry and occupation controls, but there are some changes with respect to gender and education. The probability of a transition for women is now predicted to be somewhat lower than that for men (a marginal effect of -0.8 percentage point), all else equal. Previously, the difference was statistically insignificant.
In addition, transitions by education now show something of a V-shaped pattern. All groups, even those who have graduated college and those who have gone beyond a bachelor's degree, are predicted to have a higher transition rate than that of high school graduates. Thus, on average, the well-educated tend to be in industries and occupations with lower rates of transition, but once this is taken into account, they are more likely to switch jobs than high school graduates. 
Accounting for trends in job-to-job transition rates
Earlier, I documented the downward trends in job-to-job transition rates, attributing them to trends in their voluntary and involuntary components. In this section, after just having examined the relationship between the transition rates, on the one hand, and demographic factors and the structure of the economy, on the other, I now take a different tack. Here, I calculate how much of the trend in job-transition rates can be accounted for by changes over time in the right-hand-side variables. I examine the effect of shifts in the demographic composition, the effects of changes in industrial and occupational composition, and the combined effects of both.
From 1988 to 2013, the workforce became older, more educated, more female, and less White. In my sample, the share of workers age 45 years and over rose from 30.0 percent in 1988 to 49.9 percent in 2013. During the same period, the share of workers with at least some college education grew from 47.4 percent to 66.1 percent.
Changes in gender and race were less pronounced, with the shares of females and African Americans edging up by 1.3 percentage points.
Did these demographic shifts, especially those of age and education, lead to notable changes in the job-to-job transition rates? To examine this issue, I ran the same time-trend regressions as those summarized in table 2, but with demographic controls. As shown in table 4, the demographic controls account for nearly three-fifths of the decline in job-to-job transition rates. With these covariates added, the rate is predicted to decline by a still significant (at the 10-percent level) 2.5 percentage points, versus 6.1 points without the controls. When the sets of controls are entered individually, it is apparent that the aging of the workforce, combined with the large age effects, accounts for almost all of the demographic impact. In other studies, age shifts have accounted for a smaller though still important share of the decline in employment dynamics. [42] The rising education level of the workforce only accounts for 6 percent of the reduction in job-to-job transitions in the PSID. This is the case because differences in overall tendencies to switch jobs by education group are small, particularly when compared with the differences by age group. The smaller shifts in gender and race have very little impact.
Notes: Each line is from derived from a separate regression, where the dependent variable is whether or not an individual switched jobs, and the independent variables are constant, time, and a dummy variable for break. The constant and time coefficients are used to predict the level of job change at the beginning and end of the period. The difference between the value of the two endpoints is the absolute change. Percent change is calculated as the absolute change divided by the average of the predicted levels at the beginning and the end of the period. PSID sample weights are used, but they have been adjusted so that they each year's sum is the same. Standard errors are calculated, taking into account clustering in PSID and year. There are 133,243 observations. * Significant at 10 percent. ** Significant at 5 percent. *** Significant at 1 percent. Table 4 . Accounting for changes in job-to-job transition rates under classification scheme 1
Has the economy shifted to industries and occupations in which job changes, either voluntary or involuntary, are less frequent? Taking both dimensions together, the answer is no. This finding is consistent with that of the 1998
Monks and Pizer study, which found that industry and occupation combined contributed little to an increase in job turnover among the young men that they studied in the 1970s and 1980s.
[43] It is, nonetheless, interesting to examine the two dimensions separately. Changes in industry composition have a negligible impact on the jobto-job transition rate, but changes in occupational composition can account for nearly one-fifth of the fall in this rate.
Putting all the pieces together-demographic and sectoral-the available controls account for 45 percent of the decline in the job-to-job transition rate. Why does combining industry and occupation controls with the demographic variables lead to reduced explanatory power relative to the demographic controls alone? A key reason seems to be the impact of the inclusion of the structural controls on the education coefficients. Without industry and occupation in the logit, as shown in the first column of table 3, both college graduates and postcollege graduates, which is where the weight of the sample is shifting, have coefficients of nearly zero. With the structural controls, individuals in those two education categories are more likely to shift jobs than high school graduates (the omitted group). Thus, when industry and occupation dummy variables are included, the shifts in education decrease job-to-job transitions.
Conclusion
Using the PSID, this analysis of job-to-job transition rates from 1988 to 2013 has advanced the study of recent employment dynamics in the United States. Just as with previous studies, there is evidence that workers have become less mobile. The PSID has an advantage over other data sources because job-to-job transitions can be labeled as voluntary or involuntary. In terms of which shifts are most responsible for the decline in mobility, the results are mixed because they change by classification scheme. Both voluntary and involuntary transitions appear to be in decline regardless of classification scheme, but the decline is not always statistically significant.
However, the results consistently show that voluntary transitions account for more of the decline than involuntary ones.
Accounting exercises that attribute changes in job-to-job transition rates to demographic shifts are less ambiguous. The aging of the workforce, by itself, is estimated to be responsible for roughly 57 percent of the decline in job-to-job transition rates. Despite the explanatory power of this demographic shift, more research is needed on job-to-job transitions, and labor market dynamics more generally, in order to better understand what other factors are influencing the observed patterns. 
