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A B S T R A C T
The step from ab initio atomic and molecular properties to thermody-
namic - or macroscopic - properties requires the combination of sev-
eral theoretical tools. This dissertation presents constant temperature
molecular dynamics with bond length constraints, a hybrid quantum
mechanics-molecular mechanics scheme, and tools to analyse statisti-
cal data and generate relative free energies and free energy surfaces.
The methodology is applied to several charge transfer species and re-
actions in chemical environments - chemical in the sense that solvent,
counter ions and substrate surfaces are taken in to account - which
directly influence the reactants and resulting reaction through both
physical and chemical interactions. All methods are though general
and can be applied to different types of chemistry.
First, the basis of the various theoretical tools is presented and ap-
plied to several test systems to show general (or expected) properties.
Properties such as in the physical and (semi-)chemical interface be-
tween classical and quantum systems and the effects of molecular
bond length constraints on the temperature during simulations.
As a second step the methodology is applied to the symmetric and
asymmetric charge transfer reactions between several first-row tran-
sition metals in water. The results are compared to experiments and
rationalised with classical analytic expressions. Shortcomings of the
methods are accounted for with clear steps towards improved accu-
racy.
Later the analysis is extended to more complex systems composed
of a larger osmium complex in solution and at the solute-substrate
interfaces, where in particular the redox state of the complex is con-
trolled through chemical means. The efficiency of the hybrid-classical
and quantum mechanics method is used to generate adequate statis-
tics and a simple post-sampling scheme used to generate free energy
surfaces - which compare to full ab initio calculations.
In the last part both the molecular dynamics and hybrid classical
and quantum mechanics method are used to generate a vast data set
for the accurate analysis of dynamical structure modes. This is for a
large iridium-iridium dimer complex which shows a dramatic struc-
tural (and vibrational) change upon electronic excitation.
v

R É S U M E
At tage skridtet fra de ab-initio atomare og molekylære egenskaber
til termodynamiske - eller makroskopiske - kræver en kombination
af mange forskellige teoretiske værktøjer. Denne afhandling præsen-
terer konstant-temperatur molekylær dynamik med muligheden for
at fastholde bindingslængder, en hybrid kvantemekanisk-klassisk mekanisk
metode, og værktøjer til at analysere statistisk data og genere fri en-
ergier og fri-energi-flader. Metoden er blevet anvendt til flere forskel-
lige ladningsoverførselssystemer og på reaktioner i kemiske omgivelser
- kemisk i den forståelse at solventet, modioner og substratoverflader
direkte påvirker reaktanterne og den resulterede reaktion, både igen-
nem kemiske og fysiske interaktioner. Alle metoder er generelle og
kan anvendes på mange forskellige kemiske systemer.
Først præsenteres de grundlæggende teoretiske værktøjer, hvorefter
de anvendes til flere forskellige test-systemer, for at vise generelle
(eller forventede) egenskaber. Egenskaber såsom den fysiske og (semi-
)kemiske interaktion i interfacet mellem den klassisk beskrevne- og
kvantemekanisk beskrevne del, og effekterne af fastholdte bindingslængder
på temperaturen under simuleringerne.
Som det næsta skridt bliver metoden anvendt til at beskrive den
symmetriske- og asymmetriske ladningsoverførsel mellem flere over-
gangsmetaller i vand. Resultaterne sammenlignes med eksperimentelle
resultater og klassiske, analytiske modeller. De forskellige metoders
mangler redegøres for, hvilket resulterer i klare skridt imod bedre
præcision.
Analysen udvides til mere komplekse systemer, bestående af osmium
komplekser i opløsning, og solut-substrat interfaces, hvor specielt
kompleksets redox-tilstand er kontrolleret via de kemiske betingelser.
Den hybride kvante/klassiske metodes effektivitet anvendes til at
generere tilstrækkelig statistik, og en simpelt ’post-sampling’ metode
er blevet brugt til at opnå fri-energi flader - som sammenlignes med
fulde, ab-initio beregninger.
I den sidste del af afhandlingen bliver kvante/klassisk dynamik hy-
brid metoden anvendt til at generere et stort dataset til en præcis
analyse af de dynamiske strukturændringer i et iridium-iridium kom-
pleks. Resultaterne viser en dramatisk ændring under eksitation af
komplekset.
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Part I
I N T R O D U C T I O N

1
I N T R O D U C T I O N
The electron transfer (ET) reaction, albeit conceptually the simplest
of the chemical reactions, still presents a considerable computational
challenge. This is due to electrostatic coupling, or response, of the sur-
rounding condensed matter environment and hence requires consid-
erable configurational sampling. Furthermore, the species involved in
the charge transfer process can be chemically linked, and the initial
and final electronic states overlap. In this regard charge transfer reac-
tions are divided into two categories - diabatic and adiabatic - and it
is understood that the transition state barrier is almost purely due to
the environmental response in the former case, whereas the transition
barrier is strongly affected in the latter case due to said chemical link,
or electronic state overlap.
ET reactions are encountered, and are of fundamental importance
to the chemical processes in biochemistry, (photo-)electrochemistry,
homo- and heterogeneous (surface) catalysis, and to the relatively
new experimental field of Scanning Tunneling Spectroscopy (STS),
which is a two step interfacial charge transfer process with electro-
chemical control. This unique method has unprecedented operational
control over the electrochemistry, particularly in the sense of ’smart’
molecules where the redox state of the molecule and surface-electrode
to tip-electrode potential bias are controlled separately. This control
has been demonstrated for osmium and cobalt polypyridine transi-
tion metal complexes, which showed transistor-like and rectifying be-
havior [1, 2, 3, 4, 5]. The observed functionality is, furthermore, ex-
plained with the phenomenological theory of interfacial electrochem-
ical ET theory [1, 6, 7, 8, 9] with well defined parameters accessible
through experimental work and both first principles and hybrid clas-
sical and quantum mechanical calculations, such as presented in this
work.
Combined Quantum Mechanics / Molecular Mechanics (QM/MM)
methods provide an efficient and, often, accurate potential energy de-
scription of chemical and biological systems. Such methods have been
essential in simulating and understanding solution and biological re-
actions [10, 11, 12, 13, 14, 15], where it is common to describe the
chemically active center(s) (e.g. transition metal complex) with QM
and the enclosing environment with MM. The obvious gain there is,
for example, that one can greatly speed up configurational sampling
of the environment as the ET reaction takes place, facilitated by molec-
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ular dynamics simulations.
This thesis presents several computational tools aimed for efficient
configuration sampling in the context of electron charge transfer. This
includes a constant temperature molecular dynamics with molecular
bond constraints - where the simulations are stable well beyond 1 fs
in the time step - and a hybrid-classical and quantum mechanics inter-
face - where the bulk solvent is treated with simple classical potentials
in diverse systems. The tools are general for other applications, and
are used for example in a detailed analysis of excited-state dynamics
of a complex system.
1.1 outline
The thesis is organized as follows:
chapter 2 briefly introduces density functional theory and com-
mon approximations, which are used to calculate the electronic
structure and potential energy surfaces of atomistic systems.
chapter 3 presents the classical molecular mechanics scheme im-
plemented for this work, which is used mainly for the descrip-
tion of simple solvents in mixed classical and quantum systems.
chapter 4 outlines the quantum mechanics-molecular mechanics
method implemented and used for this work.
chapter 5 presents the particular constant temperature molecular
dynamics method - with molecular bond constraints - imple-
mented and used for this work.
chapter 6 introduces simple diabatic electron charge transfer and
resulting relative free energy surfaces. This includes a method
to generate free energy surfaces from molecular dynamics sim-
ulations.
chapter 7 presents molecular dynamics and free energy surface
analysis for symmetric and asymmetric charge transfer reac-
tions of first-row transition metals in water.
chapter 8 is divide in to two parts: 1) reports on the redox state
control, molecular dynamics and free energy surface analysis of
a large osmium polypyridine complexes. 2) presents an analysis
on the binding properties of an osmium terpyridine complexes.
chapter 9 reports on the detailed analysis of dynamical structure
modes of an iridium-iridium dimer complex.
Part II
T H E O RY

2
T H E E L E C T R O N I C S T R U C T U R E P R O B L E M
The problem of solving for the electronic structure of atomistic sys-
tems is a long standing one and falls under the many-body problem
[16] and computational difficulties thereof, where no exact and feasi-
ble solution exists to date. In the combined real of quantum chemistry
and solid state physics most approaches to the electronic structure
rely on efficient methods to solve single-particle wave mechanics ex-
pressions with various correlation and/or perturbation schemes to
account for the complicated many-body interactions. A multitude of
approaches are available in modern computational packages avail-
able to academia: Gaussian 09 [17], GPAW [18, 19], Siesta [20], Vasp
[21] - all with their own flavour added to the solution of the elec-
tronic structure and in many cases a unique and efficient approaches
to other ground- and excited-state properties. The core fundamen-
tals behind these approaches, namely Density Functional Theory
(DFT) will be discussed in this Chapter, and is the tool used to sim-
ulate the majority of the systems presented in the results section of
this thesis.
2.1 the many-body problem
The behavior of chemical systems can be modeled with the interac-
tions of the electrons and nuclei which compose the system, includ-
ing external perturbation such as an electric field. Such systems, com-
posed of Ne electrons and Nα nuclei, pose a considerable computa-
tional challenge due to both their intra- and inter-specific interactions
which depend on their spacial coordinates R3 and for the electron
the spin index as well. For a modest system, say composed of a sin-
gle transition metal complex adsorbed on a solid surface slab the
number of degrees of freedom are in the thousands and hence pose
a significant number of interconnected variables for any modern day
processor to handle efficiently.
The most commonly applied simplification is to decouple the coordi-
nate variables of the electron and nuclei and solve for the electronic
structure for a fixed set of nuclear coordinates, Rα. This is the well
known Born-Oppenheimer approximation [22] and is justified when
considering the different time scales of the motion of the electrons
compared to a typical nuclei. In terms of their mass they relate by
me/Mnuc ≈ 10−3 − 10−5, where me is the mass of the electron and
Mnuc the mass range of the nuclei. Hence, one separates the total
7
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wavefunction in to two components such that the motion of the elec-
trons and nuclei are solved for separately, but not independently. The
view is that any perturbation of the nuclear coordinates is met with
an instantaneous adjustment (or relaxation) of the electronic degrees
of freedom. However, any change in the electronic degrees of freedom
sets up a different potential environment for the nuclei to move in.
The time independent many-body Schrödinger equation, for a given
set of nuclear coordinates reads
Hˆ[Rα, r]Ψ(r) = E[Rα, r]Ψ(r) (1)
where for simplicity r represents both spatial and spin variables of
the electrons, and the wavefunction is a function of those variables
only. The non-relativistic Hamiltonian is
Hˆ[Rα, r] = −
1
2
Ne∑
i=1
∇2i −
1
2
Ne∑
i
Nα∑
α
Zα
|ri −Rα |
+
∑
i<j
1
|ri − rj |
=Tˆ + Vˆext + Vˆee (2)
where Zα and Rα are the charge and position of nuclei α. The first
term on the rhs., Tˆ , is the kinetic energy operator and the second
and third term are the Coulomb attraction between the electrons and
nuclei, Vˆext, and the Coulomb repulsion between electrons, Vˆee. The
second term is denoted the external potential as other static fields
such as an applied electromagnetic fields are convoluted in to that
collective term. Finally, all the many-body effects are contained in the
two-body operator Vˆee.
Several methods have been developed to solve for eq. 2, mainly in the
Chemistry community, such as the Hartree-Fock [23] and configura-
tion interaction [24] methods, where the many-body wavefunction is
represented as a Slater-determinant or a linear combination thereof.
The methods become extremely demanding with higher sophistica-
tion but the accuracy at the higher levels are unparalleled, and so are
routinely applied for small molecules in the gaseous phase.
2.2 density functional theory
Density Functional Theory stands uncontested as the means to
solve the electronic structure problem, eq. 2 - when efficiency and
accuracy are both taken into account. In 1964 Hohenberg and Kohn
[25] reformulated the electronic structure problem in terms of the
electronic density
2.2 density functional theory 9
E[n(r)] =〈Ψ[n(r)] |Hˆ | Ψ[n(r)]〉
=〈Ψ[n(r)] | Tˆ + Vˆee |Ψ[n(r)]〉+
∫
drvext(r)n(r) (3)
such that the electronic energy is here a functional of the electronic
density, which is in terms of the wavefunctions
n(r) = Ne
∑
s1
· · ·
∑
sN
∫
d(r2) · · ·
∫
d(rN) |Ψ(r, s1, r2, s2, . . . , rN, sN) |2
(4)
Furthermore, Hohenberg and Kohn, postulated that there is a one-
to-one correspondence between the observed electronic density and
the external potential of eq. 3, which means that a unique electronic
density exists for a given external potential which differs by no more
than a constant.
To define the ground state electronic density Hohenberg and Kohn
also postulated a variational scheme which states that for a given elec-
tronic density n ′(r) the ground state energy, E0, is the the minimum
value of the functional E[n(r)] of eq. 3, or
E0 = min
n ′(r)
E[n ′(r)] (5)
Together eq. 3 and 5 provide the basis for DFT. For a given external
potential a unique energy functional is defined which can be mini-
mized for the ground state electronic density.
2.2.1 Kohn-Sham Theory
In 1965 Kohn and Sham [26] re-formulated DFT to circumvent the
many-body interactions by mapping the interacting electrons on to a
system of non interacting electrons.
Kohn and Sham showed that for a given ground state electronic den-
sity, n0(r), there exists an effective potential Veff which, if constructed
correctly, gives the same electronic density, n(r) ≡ n0(r), when ap-
plied through the non-interacting single particle Kohn-Sham Hamil-
tonian HKS = T +Veff. For a set of Ne non-interacting single particle
states, ψi(r), eq. 1 can be written as
HˆKSψi(r) = iψi(r) (6)
and the electronic density in terms of the single particle states is
n(r) =
Ne∑
i
|ψi(r) |2 (7)
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Given that the Hohenberg-Kohn formulation is valid for any elec-
tronic density eq. 3 becomes
EKS[n(r)] = Ts[n(r)] +
∫
drveff(r)n(r) (8)
where Ts is the single particle kinetic energy operator. More explicitly
standard DFT is usually denoted as
EKS[n(r)] = Ts[n(r)] + EH[n(r)] + Exc[n(r)] + Eext[n(r)]
= Ts[n(r)] +G[n(r)] (9)
where EH is the Hartree energy, Eext is the electron-nuclei interaction
energy and Exc is the exchange-correlation energy, which recovers
many-body effects. Finally, the potential energy terms are collected
in to G[n(r)], which is denoted the universal functional. The effective
external potential, which acts on the single particle states, can then
be defined as the functional derivative with respect to the density
veff =
δG[(nr)]
δn[(r)]
= vH + vxc + vext (10)
The Hartree potential accounts for the Coulomb repulsion between
the electrons
vH =
1
2
∫ ∫
n(r)n(r ′)
|r− r ′ |
drdr ′ (11)
and vext accounts for the electron-nuclei and other static sources as
before. Finally, the complicated many-body effects are collected into
vxc which is the subject of the next section.
As a final note of this section, since the effective potential depends on
the electronic density the Kohn-Sham scheme is solved self-consistently;
first by defining an initial density, calculating the effective potential
and then by solving the single particle equation 6. With the aim of
minimizing the energy functional of eq. 8 the initial density is per-
muted with an appropriate scheme and the cycle is started again with
the new density until convergence is achieved.
2.2.2 Exchange Correlation
Although Kohn-Sham theory is formally exact the term denoted
exchange-correlation (xc) is unknown. This term can be approximated
in numerous ways with each improvement usually resulting in in-
creased computational cost. A formal definition of the xc-functional,
which in turn defines the xc-potential in eq. 10, is
Exc[n(r)] = T [n(r)] − Ts[n(r)] + Vee[n(r)] − VH[n(r)] (12)
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where T [n(r)] − Ts[n(r)] recovers correlation contribution to the ki-
netic energy density and Vee[n(r)] − VH[n(r)] introduces many-body
electronic effects beyond the Hartree term.
The xc-functionals themselves are divided into hierarchies ranging
from low to high computational cost and the accuracy closely follows
from poor to good [27]. At the lower end the most commonly used
functionals are found - the Local Density Approximation (LDA)
and the Generalized Gradient Approximation (GGA). Higher up
in the hierarchy are the hybrid functionals where the exact treatment
of the exchange term (see for example [28]) is added to some extent.
the local density approximation : Building on the initial self-
consistent treatment of DFT by Kohn and Sham [26], the LDA
approximates the xc-energy density as for a uniform electron
gas, ([n(r)], r)unixc
ELDAxc [n(r)] =
∫
drn(r)([n(r]), r)unixc (13)
The exchange part is known analytically, whereas the correla-
tion part is only know at certain limits. Fitted correlation ex-
pressions are used from extensive quantum Monte-Carlo calcu-
lations of Ceperley and Alder [29] where the most common pa-
rameters are from Perdew-Wang [30] and Perdew-Zunger [31].
LDA is fairly successful for solid-state systems as the density
in bulk systems varies slowly, and a xc functional aimed at de-
scribing a uniform electron gas works intuitively well for such
systems. LDA has also been found to be somewhat successful
for molecular systems as well due to spurious self-error cancel-
lations .
generalized gradient approximation : For a more structure
dependent density the GGAs utilize the local density gradient,
| ∇n(r) |, such that the xc-energy density becomes ([n(r)], |
∇n(r) |)GGAxc and
EGGAxc [n(r)] =
∫
drn(r)([n(r]), |∇n(r) |)GGAxc (14)
effectively making the functional semi-local. The use of the full
gradient has proved to be troublesome as it varies greatly in
systems and can break down the expression, hence a scaled re-
lation to the gradient is used through an additional term Fxc(s),
EGGAxc [n(r)] =
∫
drn(r)([n(r]), r |)LDAxc Fxc(n(r), s(|∇n(r) |))
(15)
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and the various GGAs differ with the choice of the exchange
part of Fxc(s) [32]. Due to the semi-local nature of the functional
it has been found to be quite successful for molecular systems
as well as bulk systems, hence the GGAs are the most widely
used functionals to date.
Most commonly applied GGA in the Physics community is with
the scaling of Perdew, Burke and Ernzerhof (PBE) [33]. The com-
bination of Becke’s 88 exchange functional [34] and Lee, Yang
and Parr 88 (LYP) correlation functional [35], denoted BLYP, is
the most common GGA choice in the Chemistry community. Of
the two PBE performs better for molecular systems and almost
always for bulk systems, whereas BLYP is apt for molecules only
[36]. Other common choices are for example the revised PBEs,
revPBE [37] and RPBE [38], where the scaling factor is adjusted
to best fit experimental data and in these cases provide a more
accurate energetics regarding substrate-surface adsorption and
molecular bonds.
2.2.3 Core-Electron Description
Full core-electron description is expensive due to the rapid oscilla-
tion of wave-functions near the nuclei core. Such closely bound states
require a considerable number of basis functions to describe accu-
rately, yet often have little effect on the chemistry between neigh-
boring atoms - such as charge transfer or bond formation. A very
common approximation is to treat these chemically irrelevant core
electrons a priori either by replacing their collective effect by a suit-
able potential or by calculating, and fixing, the electronic structure of
the core electrons under suitable boundary conditions, hence retain
an all-electron (AE) description.
psuedopotentials : In the pseudopotential approach the effects of
the core electrons are replaced with a smooth potential which
is easy to describe numerically, and is fitted to reproduce the
correct scattering effect on the remaining valence electrons - in
this form it is attributed to Hans Hellman [39]. One drawback
of this approach is that the atom specific pseudopotentials do
not work equally well in different chemical environments.
projector augmented wave (paw): In the PAW method, as pre-
sented by Blöchl in 1994, the information on the core electron
states are retained, yet the treatment of the core region remains
computationally convenient. This is achieved by replacing the
true AE single electron KS wavefunction of eq. 6, ψi(r), with a
2.2 density functional theory 13
smooth pseudo-wavefunction - i.e. having smooth core states -
and a transformation operator
|ψi(r)〉 = T˜ |ψ˜i(r)〉 (16)
The transformation operator T˜ is defined in such away that
it only modifies the pseudo-wavefunction when it crosses a
boundary at a given cut-off radius centered on atom α
T˜ = 1+
∑
α
T˜α (17)
and in this way only acts on the pseudo-wavefunction in the
approximate smooth region - termed the augmentation region -
see Figure 1. The resulting form is [40]
ψi(r) = ψ˜i(r) +
∑
α
∑
n
(φαn(r) − φ˜
α
n(r))〈p˜αn |ψ˜i〉 (18)
where φαn(r) and φ˜αn(r) are basis expansions of the AE KS wave-
functions and the pseudo-wavefunctions within the augmenta-
tion region, respectively, and 〈p˜αn | ψ˜n〉 determines the expan-
sion coefficients with a projector function p˜αn satisfying 〈p˜αn |
φ˜n ′〉 = δn,n ′ .
Before a calculation the expansions within the augmentation
sphere are calculated and saved as ’PAW objects’ [18] and the
Kohn-Sham equations are then solved as before but now with
T˜‡HˆT˜ |ψ˜i〉 = iT˜‡T˜ |ψ˜i〉 (19)
The PAW method is as accurate as full all electron calculations
[41], and outperforms pseudopotential methods most notably
due to the fact that the PAW objects are easier to construct and
transferable between various chemical environments.
2.2.4 Valence Electrons
The wave-functions for the valence electrons are relatively smooth
compared to the aforementioned core-electron functions - hence, they
are described with a finite basis of numerically convenient functions
or forms.
localized atomic orbitals : The numerical localized atomic or-
bital (AO) basis sets are the most popular among the chemists
as they provide a compact and efficient basis for small and large
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Figure 1: Top: in GPAW the pseudo-wavefunctions, ψ˜(r) are described nu-
merically on a grid, and the pseudo and all-electron core electrons,
φ˜α(r) and φα(r ′), are described on a finer logarithmic radial grid
within the boundary defined by rα - or the augmentation region.
Bottom: the all electron wave-function around an arbitrary nuclei
is constructed by adding the all electron core electron wave func-
tions and subtracting the smooth pseudo core electron wave func-
tion to the pseudo-electron wave function where the valence and
core electrons are matched at the boundary with the projector func-
tions (eq. 18).
molecular systems. The Kohn-Sham states are represented as a
linear combination of n AO functions
|ψi(r)〉 =
∑
n
cni |φn(r)〉 (20)
and as such the method is most commonly referred to as ’linear-
combination of atomic orbitals’ (LCAO) - where φ are com-
posed of the spherical and radial harmonics. During a self-consistent
calculations the variational parameter for the electronic density
are simply the expansion coefficients cni, and for greater ac-
curacy the number of AOs can be increased without drastic
change in computational cost. The implementation of LCAO in
to GPAW can be found here [42] along with benchmark results.
real-space grid : Here the wavefunctions are represented numer-
ically on a three-dimensional real space grid - hence termed
"grid mode". Constructing pair-potentials is straightforward and
the differential operators of the Hamiltonian are based on fi-
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nite difference methods. The accuracy can be systematically con-
trolled with a single parameter, the grid spacing (see for exam-
ple Figure 1). Moreover, grid based methods can be parallelized
very efficiently by dividing the real space grid into domains.
2.3 from the electronic ground state to potential en-
ergy surfaces
Although the computational path towards the electronic ground struc-
ture is not unique, the basis of success is that the electronic struc-
ture is unique to the surroundings composed of the nuclei through
vext[Rα] in eq. 10. For a given xc-functional and core- and valence-
electron basis, the resulting potential energy is unique to the partic-
ular arrangement of the nuclei. Hence one can with an appropriate
scheme propagate or mutate the arrangement of the nuclei and map
the so called Potential Energy Surface (PES) - which is the elec-
tronic ground state energy as a function of nuclei coordinates.
2.3.1 Hellmann-Feynman Theorem
The path from the electronic ground state density to the PES, EKS(Rα,j),
is provided by considering the gradient of the function. The gradient
itself point towards increase of the potential energy and hence for
minimization or traversing within the PES one can define the forces
as the negative gradient
F(Rα) = −∇E(Rα) (21)
However, the gradient is not directly available from KS-DFT and so
the Hellmann-Feynman theorem [43, 44] is used where it states that
the partial derivative of the potential energy as a function of a continu-
ous parameter, ∂E/∂η, can be evaluated if the wave-functions depend
implicitly on the parameter, ψ(η), or
∂E
∂η
=〈∂ψ(η)
∂η
|Hˆ | ψ(η)〉+ 〈ψ(η) | ∂Hˆ
∂η
| ψ(η)〉+ 〈ψ(η) |Hˆ | ∂ψ(η)
∂η
〉
=E
∂
∂η
〈ψ(η) |ψ(η)〉+ 〈ψ(η) | ∂Hˆ
∂η
| ψ(η)〉
=〈ψ(η) | ∂Hˆ
∂η
| ψ(η)〉 (22)
where in the first line the Hermitian properties of the Hamiltonian is
used to arrive at line two, and in the second line orthonormality of
the wave-functions is assumed making the first term zero - leading to
the last line.
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For the KS-DFT Hamiltonian, under the Born-Oppenheimer approxi-
mation, the continuous parameter is chosen as the nuclei coordinates.
In this way EKS(Rα,j) can be generated using the resulting forces and
the appropriate scheme to propagate the nuclei. This can be used for
structural minimization following the negative gradient until a min-
imum on the PES is reached, or molecular dynamics (discussed in
Chapter 4.).
As discussed in Section 2.2.1 the wave-functions, or the electronic den-
sity, is solved for using variational minimization hence the accuracy
of the forces is not guaranteed and they will contain numerical noise
[18].
Figure 2: In Bader’s analysis the electronic density is divided among the
nuclei which are enclosed by surfaces where the gradient of the
electronic density vanishes normal to the surface. As an arbitrary
example the resulting charge density composed of the electronic
density from say a GPAW calculation - where n(r) = n˜(r) +∑
α[n
α(r) − n˜α(r)] - is divided approximately at the middle of
the overlap between the blue and red distributions.
2.4 the electronic structure and atomic charges
With the electronic ground state solved, and the electronic density
available it is of interest to analyze the charge on specific molecules of
the respective computational system. Such analysis can provide direct
insight into the chemistry between atoms and molecules, particularly
for charge transfer systems where the redox states of molecules are
changed. To this end various charge partitioning schemes have been
developed based either on the single-particle wfs. (7) or the charge
density
ρ(r,Rα) = n(r) +
Nα∑
α
Ziδ(r−Rα) (23)
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which are both readily available after completing an SCF cycle in
modern DFT codes. The disadvantage of orbital based methods, such
as the Mulliken population analysis [45], is that they are heavily basis
set dependent. Methods based on the resulting charge density are not
as sensitive to the basis are most commonly used. Here the method
of Bader’s "atoms in molecules" [46] topological approach is used, see
Figure 2.
Bader’s analysis has been found to give too ionic character when
addressing bonds between specific atoms compared to other charge
density such as the Voronoi Deformation Density (VDD) method,
as well as others assessed here [47]. However, it is not of interest
to analyse specific bonds rather the localization of charge on well
separated molecules or ions where Bader’s analysis suits well. For
this work the grid-based algorithm of Tang et. al. [48] is used.

3
C L A S S I C A L P O T E N T I A L S
Although DFT presents an efficient way to obtain the electronic struc-
ture for a given nuclear configuration of a microscopic system com-
posed of thousands of individual particles, and hence the potential
energy and resulting forces, it is still limited. Macroscopic (thermody-
namic) properties, which are readily available through experimental
means, requires an analysis of thousands of independent nuclear con-
figurations to study accurately at the theoretical level. Classical poten-
tials have here been favored as they are most often composed of pair-
wise additive potentials as functions of the nuclear positions, with
the electronic degrees of freedom skipped entirely. Complicated elec-
tronic terms are re-introduced through simple pair potentials such as
the Coulomb and Lennard-Jones potential [49], where the latter mim-
ics important many-body correlations like van der Waals interactions
[50] and fundamental quantum principles like Pauli repulsion. In the
static picture the atoms comprising the classical molecules are given
partial charge values, qi, which represent in one term the number of
electrons and the nuclear charge, along with specific van der Waals
coefficients to describe quantum and many-body effects. These pa-
rameters are fitted to match PESs for the same (or similar) systems
simulated by more accurate means such as with Monte Carlo simula-
tions or full quantum mechanical calculations.
3.1 the classical pairwise additive potential
Classical potentials are divided in to two parts; a non-covalent part
which describes the pairwise interactions between individual molecules,
and a covalent part which describes the internal structure of the
molecules
EMM = Ecovalent + Enon−covalent (24)
The classical potential or force field most commonly employed in
molecular mechanics (MM) of small and large (bio-) molecules are
of the general form of Wang et. al. [10, 11, 51]
19
20 classical potentials
EMM =
∑
bonds
Kr(r− req)2 +
∑
angles
KΦ(Φ−Φeq)
2
+
∑
dihedrals
Vn
2
[1+ cos(nφ− γ)]
+
∑
i<j
[
qiqj
τij
+ 4ij
{(
σij
τij
)12
−
(
σij
τij
)6}]
(25)
The first three parts on the right hand side describes the energy de-
pendence of the internal structure of the classical molecule (covalent
part) and a visual description is provided in Figure 3 along with the
definition of the parameters. The last part represents the interactions
among the molecules in terms of a Coulomb potential and the well
known 12-6 LJ potential. The main tests and applications of the MM
code in this work employ a simple three-site model of water, or the
well known TIP3P [52], and similarly for acetonitrile (methyl-cyanide)
[53] where the internal structure is kept fixed, hence the focus is on
the last part of eq. 25. However, internal bonds are though left as an
option for use in the MM or QM/MM code (described in Chapter 4).
3.1.1 Lennard-Jones Terms
The LJ potential encountered in eq. 25 is an important part for both
the QM/MM (see Chapter 4) and MM/MM interspecies interactions
as they approximate physically important short and long range inter-
actions. Specifically the general pair potential reads
ELJ =
Ni∑
i<j
4ij
[(
σij
|τi − τj |
)12
−
(
σij
|τi − τj |
)6]
(26)
where ij and σij are the energy and size parameters, respectively,
controlling the pair potential depth and minimum position. The r−12
term on the right hand side of eq. 26 is attributed to Pauli repulsion
but is an approximation only, while the r−6 term describes long range
attraction, or van der Waals (vdW) interactions, with some theoretical
justification [50].
Due to the very short range of r−6 this term is not given a special treat-
ment in the case of periodically repeated systems, and interactions
are simply cut-off beyond nearest neighbor cells. However, the energy
and size parameters need to be constructed for the cross-relation be-
tween point charges i and j. Several combination rules exist which
have been systematically tested [54, 55, 56], and are often based on
the simple arithmetic or geometric mean rules by Lorentz and Berth-
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Figure 3: The molecular mechanics model of eq. 25 includes electrostatic,
van der Waals, bond, bond angle and dihedral terms. A: Atom-to-
atom bond lengths, r, are modeled with harmonic oscillators of
force constant Kr and equilibrium bond length req. B: the second
part describes bond angles, Φ, between two atoms linked through
a third atom (e.g. such as hydrogens in a water molecule) with a
force constant KΦ and equilibrium angle Φeq. C the third term de-
scribes dihedral angles between, for example, protein residues. ψ
is the dihedral angle and Vn is the corresponding force constant. γ,
or the phase angle, takes values of either 0◦ or 180◦. The last term
of eq. 25 is discussed extensively in the text, particularly in Chap-
ter 4, with strategies to model solvents. More detailed strategies
for everything from small molecules, to proteins and other large
bio-molecules can be found here [10, 11, 12, 13, 14, 15], where mod-
ulations of the electrostatic terms are considered, and a multitude
of electrostatic parameters are listed for specific purposes.
elot [57, 58].
More in depth studies [55] have focused on a simple rule by Waldman-
Hagler (WH) [59]
σij =
[
σ6ii + σ
6
jj
2
] 1
6
ij =
2σ3iiσ
3
jj
σ6ii + σ
6
jj
√
iijj (27)
with no added computational complexity. Classical simulations where
energy and size parameters are evaluated with the WH method above
were found to reproduce experimental rare-gas binding curves, yet re-
tain the same relative accuracy in more complex systems compared
to simulations using the simpler combination schemes [55, 59].
A general code to deal with classical force fields, or rather the Simple
Point Charge Potentials has been implemented and tested exten-
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sively on both water and acetonitrile. Molecular dynamics and result-
ing radial distribution functions are presented in various chapters of
this thesis - Chapter 5 for example, two methods to treat periodic
boundary conditions are compared, or the Minimum Image Conven-
tion (MIC) and the Wolf method, which is a simplified variant of
the Ewald summation method [60]. The Wolf method is the subject
of the next Chapter where it is applied on a variety of potentials with
focus on the point-charge to point-charge Coulomb potential.
Figure 4: Systems A-D represent the majority of the systems studied. The
carbons, nitrogens and hydrogens in the various environments re-
quire specific parameters to describe classically with eq. 26, as well
as in hybrid-quantum and classical system discussed in Chapter
4 - where a Lennard-Jones pair potential (and other potentials)
couple the two parts. All values are collected in Table 1. The elec-
tronic structure of the complexes depicted in C and D are always
treated with quantum mechanics - but the solvents are either QM
or MM. In the MM case water has fixed bond lengths and an-
gles: rOH = 0.958 Å, ∠(H-O-H)= 104.4◦ - and point charge values
qO = −0.834 and qH = 0.417. For MM acetonitrile the following
constraints and charge values apply: rNC = 1.146, rCCM = 1.157,
rNCM = 2.303, qN = 0.206, qC = 0.247 and qCM = −0.453. Note
that the hydrogens of the methyl group in acetonitrile are entirely
omitted - and their effects convoluted into the effective charge val-
ues and vdW parameters of the methyl-carbon, CM.
3.1.2 Selected Parameters
Figure 4 presents a schematic of the various molecules and solvents
studied in this thesis. Table 1 collects and references the Lennard-
Jones parameters, ii and σii, which are used in both full classical
and hybrid-quantum mechanical/molecular mechanical simulations
(which is the subject of the next chapter) - or wherever there is a
Lennard-Jones pair potential term.
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The LJ parameters for the polypyridine and dimen groups of the os-
mium and iridium complexes, respectively, which are composed of
carbon, hydrogen and nitrogen, are from Cornell et. al. [14]. In their
work a multitude of generic parameters are presented for various
constituents - such as for sp2 and sp3 hybridized carbons - in nucleic
acid, protein and organic molecules alike. For water and acetonitrile
the parameter sets are, as noted before, the TIP3P [52] and the one
of Guardia et. al. [53], respectively. The TIP3P requires little introduc-
tion as it is one of the most widely used three-point classical potential.
The acetonitrile is described with a three-site point charge potential -
with parameters for the nitrogen, carbon and methyl group where the
methyl group is represented with a single carbon atom only - and the
vdW and charge parameters adjusted to best represent the ’presence’
of the hydrogen atoms as well.
For the counter-anion chloride (used to control redox state of osmium,
Chapter 8) optimized parameters for aqueous simulations are used
from Jensen et. al. [61]. The transition metal complexes which are
treated with QM/MM in this thesis; iron (Chapter 7), osmium (Chap-
ter 8) and iridium (Chapter 9), are all embedded into structures de-
scribed with QM. The LJ potential is very short range and since the
distance to the solvent is shortest 4 Å (case of iron) they will not
perturb the metal, particularly where it is central. In some cases the
metals are described with LJ parameters from Allinger et. al. [62] -
and in their work parameters for a range of transition metals are re-
ported, and many are derived by simply extrapolating from known
crystallographic data.
Table 1: The Lennard-Jones pair potential energy, ii, and size parameters,
σii, in units eV and Å, respectively. These parameters are used
for the various constituents of the osmium and iridium complexes
(Figure 4) studied in this work with classical and hybrid quantum-
classical methods. The last column collects the values for the water
(w) and acetonitrile (a) solvents.
Atom ii σii Atom ii σii
H1 1.30e-3 2.42 Ow 6.59e-3 3.15
H2 6.81e-4 1.49 Na 6.50e-3 3.20
Csp21 3.30e-3 3.55 Ca 5.63e-3 3.65
Csp32 4.74e-3 1.91 (CH3)a 8.11e-3 3.78
N1,2 7.37e-3 2.96 Os 0.019 2.31
Cl− 3.08e-2 4.02 Ir 0.025 2.31

4
Q U A N T U M M E C H A N I C S / M O L E C U L A R
M E C H A N I C S
This chapter explores the combination of quantum mechanics and
molecular mechanics, here with the focus on efficiency. Quantum
Mechanics/Molecular Mechanics or QM/MM methods, first es-
tablished by Warshel and Levitt [63], are today widely used in the
study of microscopic systems with recent work within the field of
solvation reactions [64, 65], redox chemistry [66] and enzymology
[67, 68, 69], where more often than not these fields overlap within the
same study. The advantage of combined QM/MM methods is first
and foremost the option of treating the chemically interesting, or re-
active, part of the microscopic system with QM, whereas the solvent
or the bulk of a protein is treated with classical force fields. This a)
minimizes the quantum mechanical system and b) offers the possibil-
ity of performing molecular dynamics on otherwise heavily resource
demanding or even inaccessible systems. As discussed in Chapter 2,
DFT is an efficient and often accurate approach to the electronic struc-
ture problem thus it is a popular choice for many QM/MM studies
[70, 71, 68, 72, 73]. This is an appealing combination when consider-
ing the multitude and time scale for configuration sampling for free
energy analysis.
4.1 the hybrid qm/mm scheme
In DFT the total energy is obtained by minimizing a density func-
tional with respect to the electronic density. This provides a conve-
nient framework for describing systems containing both quantum
parts with a certain electronic density and classical degrees of free-
dom which couple to the quantum system through the electronic
density. The following total energy expression is thus used
Etot = EKS + EQM/MM + EMM (28)
where the total energy functional is given by the usual Kohn-Sham
functional for the QM part of the system, EKS eq. 9, a classical part,
EMM as given by eq. 25, and only depends on the classical degrees
of freedom, and a mixed term, EQM/MM, which couples the quantum
and classical degrees of freedom.
As discussed in Chapter 3 a point charge value, qi, and Cartesian
coordinates τi is assigned to the C atoms comprising the MM part,
and write the QM/MM interactions as
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EQM/MM =
C∑
i=1
qi
∫
n(r)
|r− τi |
dr+
C∑
i=1
A∑
α=1
qiZα
|Rα − τi |
+ ELJ (29)
where n(r) is here the spatial electronic density of the quantum re-
gion, and Zα and Rα are the charge and Cartesian coordinates of
the quantum nuclei, respectively. Together, the first two terms on the
right hand side in the equation above are the Coulombic interactions
between the point charges of the MM part, and the charge density,
ρ(r,Rα), of the QM part as defined in eq. 23
EcoulQM/MM =
C∑
i=1
qi
∫
ρ(r,Rα) (30)
This term leads to an additional contribution to the potential which
acts on the QM system
vMM =
δEQM/MM
δn(r)
=
C∑
i=1
qi
|r− τi |
(31)
so that the effective external potential of the Kohn-Sham scheme
solved with GPAW becomes
vtoteff = vH + vxc + vext + vMM (32)
where vH, vext and vxc are the Hartree, electron-quantum nuclei and
exchange-correlation potentials, respectively. In this way the ground
state electronic density is solved for with the electrostatic effects due
to the presence of the MM system by the self-consistent cycle in
GPAW. This includes the electronic contribution to the forces exerted
on the quantum nuclei, Feleα . Similarly for a quantum nuclei, α, the
classical potential is defined as
vαMM =
δEQM/MM
δZα
=
C∑
i=1
qi
|Rα − τi |
(33)
which is evaluate analytically but with modifications described in fol-
lowing subsections.
Finally ELJ, the last term on the right hand side of eq. 29, denotes
the Lennard-Jones potential interactions with the same generic 12-
6 repulsive-attractive form as in eq. 26, but here explicitly between
point charge i and quantum nuclei α
ELJ =
C∑
i=1
A∑
α=1
4αi
[(
σαi
|Rα − τi |
)12
−
(
σαi
|Rα − τi |
)6]
(34)
4.1 the hybrid qm/mm scheme 27
The same combination scheme is employed as in eq. 27, and the same
 and σ parameters are used when combining, say, QM water de-
scribed with the PBE functional with a classical water described with
the TIP3P parameter set (listed in Table 1).
Finally, to complete the set of potentials the point-charge potential
acting on point charge j is defined as
v
j
MM =
C∑
i 6=j
qi
|τi − τj |
(35)
The potentials in eq. 31, eq. 33 and eq. 35 are all of the r−1 form
and hence require special treatment in both the short and long range
limits, discussed in the following sections.
Figure 5: The electrostatic interactions of the classical solvent molecules are
truncated at Rc; here they are depicted as water with the oxygen
blue, and the hydrogens grey. Case A: In this example the point
charge is outside the quantum potential grid space, and due to
the cut-off only gives weight to vMM (see eq. 32) at the points
within the truncated sphere defined by Rc. Case B: Here the elec-
trostatic interaction between point charge to quantum nuclei, or
point charge to point charge, are cut off at Rc. However, if the prin-
cipal atom of a simple molecule like water (i.e. oxygen) lies within
the sphere the whole molecule is taken in to account, such that the
hydrogens are evaluated within |Rc +∆H |.
4.1.1 Short-Range Electrostatics
The classical electrostatic potential of eq. 31 requires special treatment
at both the short and long distance limits. In the short-range case the
point-charges will sometimes be within the grid space of the QM
system (see Figure 5 and top of Figure 6). One must take care if the
divergence of the potential associated with a point charge is close to a
grid point. This is also known as the charge spill out effect [74, 75, 76],
where electronic density clusters around such artificial potential wells.
28 quantum mechanics / molecular mechanics
To avoid this problem a simple smoothing form of Laio et al. [74] and
transform the potential of eq. 31 to
vMM(rγ) =
C∑
i=1
qi
rγ
(36)
with
1
rγ
=
γ4− |r− τi |4
γ5− |r− τi |5
(37)
The value of γ which controls the smoothing of the potential near
the origin is 0.20 Å in this work, which was found to give a con-
sistent potential minimum between the different atoms of a classical
molecule interacting with the different atoms of a quantum molecule
(see for example Figure 6, and discussion below). Other convenient
forms and suggestions for smoothing can be found here [70, 75, 76].
The basic Coulomb form (r−1) is encountered in both the QM/MM
and MM/MM potential energy descriptions, eq. 33 and eq. 35. For
simplicity and consistency in the derivation of the long-range approx-
imations which follows, all classical potentials are smoothed in the
same way; eq. 33 and eq. 35 then become
vαMM(Rα)→ vαMM(Rγα) (38)
with
1
R
γ
α
=
γ4− |Rα − τi |4
γ5− |Rα − τi |5
(39)
and, similarly
v
j
MM(τj)→ vjMM(τγj ) (40)
with
1
τ
γ
α
=
γ4− |τj − τi |
4
γ5− |τj − τi |5
(41)
Figure 6 presents hydrogen binding curves for the MM/MM case ver-
sus the QM/MM case employing the smoothed potentials described
above. The hydrogen binding energy for the MM/MM case is simply
evaluated with the last part of eq. 25 with the smoothing for consis-
tency
EbondMM/MM =
C ′∑
j
qjv
j
MM(τ
γ
j ) +
C∑
i
C ′∑
j
ELJ (42)
where C and C ′ simply indexes the atoms in the different water
molecules. The parameters of the TIP3P model [52] are used to de-
scribe the classical molecules. The QM/MM hydrogen binding energy
is here given by
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Figure 6: Top: The computational setup for the hydrogen bond analysis
between a classical and quantum water molecule. The classical
point charges begin within the grid space of the QM system
which extends to 4.0 Å in xyz, viewed from the quantum oxy-
gen. The classical molecule is systematically moved away until
the quantum-hydrogen to classical-oxygen length is 6.0 Å which
brings it well outside the quantum grid space. Bottom: The hydro-
gen binding energy between a classical and quantum molecule,
compared to the classical to classical case. The classical to quan-
tum is furthermore split in to two cases; first a quantum oxygen
interacts with a classical hydrogen, and second, a quantum hy-
drogen interacts with a classical oxygen. The blue broken curve
is the electrostatic potential of eq. 25, using the TIP3P parameters.
The red stars and black dots are the electrostatic QM/MM cases,
OQM · · ·HMM and HQM · · ·OMM respectively, where Ebond =
EQM/MM − EKS(H2O), or eq. 29 with the smoothed coulomb po-
tential of eq. 36, minus the potential energy of quantum water in
vacuum. The full QM-QM hydrogen bond is not presented but
the minimum of the potential profile in that case was found to
be about −0.36 eV, which is a significant increase compared to
the cases presented here. This is a known property of GGA de-
scribed water [77, 78, 79] - and results in a near ’ice’-like behavior
for molecular dynamics simulations at 300 K.
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Ebond = EKS[H2O, vMM(rγ)] +
A∑
α
ZαvMM(Rγα) + ELJ − EKS[H2O] (43)
where EKS[H2O] and EKS[H2O, vMM(rγ)] are the potential energy of
a water molecule in vacuum and the potential energy of water influ-
enced by the point charges through the smoothed potential - where
eq. 36 is added to the effective external potential of eq. 32. The second
and third term on the rhs. are the point charge-quantum nuclei and
LJ interactions. The same TIP3P Lennard-Jones parameters are used
for the intra-point charges interactions and the point charges to quan-
tum nuclei interactions.
Two QM/MM cases are presented in Figure 6 where in one case
a quantum hydrogen points towards a classical oxygen, and in the
second case a quantum oxygen points towards a classical hydrogen.
There is a very smooth transition between the two cases with only a
minor difference at very short and unrealistic distances at room tem-
perature. Furthermore the QM/MM and MM/MM cures are very
similar with only a 0.02 eV difference at the minimum, with the
MM/MM interactions stronger.
Figure 7 presents radial distribution functions (see eq. 96 pg. 48) of
oxygen-to-oxygen distances between a single quantum water molecule
and classical solvent molecules - where two different smoothing ap-
proaches are compared.
4.2 long-range electrostatics
The aim is to describe systems containing molecules and solvent inter-
acting with a solid surface and it is therefore preferable to be able to
treat periodically repeated systems. The objective is to approximate
the external potentials of eqs. 36, 38 and 40 on the periodic lattice
common to the real-space grid, quantum nuclei, and point-charges,
respectively. The long-range truncation which follows is applied to
the Coulombic part of EMM only, and the associate long-range poten-
tial form of vjMM(τ
γ
j ) derived. All steps in the derivation are applica-
ble to the other Coulomb potentials of eq. 36 and 38, unless stated
otherwise.
The summation over the periodic lattice is considered a = nl =
{nlx,nly,nlz} (see Figure 8) such that
EcoulMM =
1
2
C∑
i,j
∑
n=0
′ qiqj
|τij + a |
(44)
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Figure 7: Radial distribution functions of a single quantum oxygen to classi-
cal oxygen atoms. Top: The smoothing of the potential via eq. 37
is atom specific - different γi values are used for different types
of atoms. This is the form presented by Laio et. al. [74], but in
our case gives very asymmetric hydrogen bonds when I) a quan-
tum oxygen interacts with a classical hydrogen and II) a quantum
hydrogen binds with a classical oxygen. Bottom: A single value
is used for γ, here 0.2 Å. This was found to give a consistent hy-
drogen binding energy between the two cases, as evident in the
smooth first peak as well as the potential energy presented in Fig-
ure 6.
where the vector n = (nx,ny,nz) denotes the three-dimensional peri-
odicity of the simulation cell, of side lengths l = (lx, ly, lz). The prime
indicates that at n = 0 one has i 6= j, and and ∑Ci,j = ∑Ci ∑Cj . It is
well known that a direct truncation at some Rc of eq. 44
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Figure 8: A typical simulation consist of atomic objects, and a well defined
simulation cell of dimension lx, ly and lz. For a (semi-)infinite sim-
ulation the periodic lattice is referred to as a = nl = {nlx,nly,nlz}.
Left: Schematic of the real-reciprocal space Ewald summation. De-
pending on the system, a typical Ewald summation includes at
least the nearest neighbors in the real space part, plus a recip-
rocal sum which extends much greater (e.g. n = 9). Right: Trun-
cated Wolf scheme. For a system where Rc < lx, ly, lz , the Wolf
method amounts to a single real-space summation over the near-
est neighbor cells only. All interactions are treated within the given
sphere, which is the true form of the Coulomb potential, whereas
Ewald methods have a cubic cut-off scheme. A spherical scheme
also comes more naturally to disordered (dynamic) systems.
EcoulMM ≈
1
2
C∑
i,j6=i
τij6Rc
∑
n=0
|τij+a|6Rc
qiqj
|τij + a |
(45)
leads to severe errors in the electrostatics between periodically re-
peated images. The problem of approximating such infinite summa-
tions is a most often solved with the Ewald summation technique
(original paper [60]) [80, 81, 82, 83, 84, 85, 86]. The general strategy
here is to recast eq. 44 to a manageable form with separate short and
long range components
EcoulMM =
1
2
∑
n=0
′
 C∑
i,j
qiqj
τij
d(τij) +
C∑
i,j
qiqj
τij
[1− d(τij)]

τij=|τij+a|
(46)
and the idea is that the first part converges rapidly in real-space, and
the latter in reciprocal space. Such convergence is achieved defining
d(τij) = erf(κτij) (47)
consequently
[1− d(τij)] = erfc(κτij) (48)
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in eq. 46. A Fourier transform of the error function gives a recipro-
cal sum, and finally κ is the splitting coefficient which controls how
rapidly the real and reciprocal sums converge. This parameter is of-
ten optimized to minimize or divide equally the computational load
for the real and reciprocal space sums of eq. 46.
Instead, the strategies of [74, 87, 81, 80, 88] are followed, who use
a simpler scheme yet retain comparable accuracy in ionic and polar
solvent systems compared to the full Ewald summation. The scheme
is based on the work of Wolf et. al. [89], and presents a direct sum-
mation of the Coulomb terms with linear scaling (O(N)). Further im-
plementations and comparisons between the Ewald and Wolf method
can also be found here [90, 91, 92]. In their original work they noted
that the Coulomb interactions of the systems under scrutiny; systems
comprised of ordered and disordered polar media like crystals, liq-
uids and interfaces; showed Coulomb asymptotic behavior of order
r−5 due to strong charge screening effects. By applying a careful
charge neutralization procedure for each particle of the system nice
asymptotic behavior was realized, and a suitable real-space cut-off,
Rc, found.
4.2.1 The Wolf Scheme
First the electrostatic energy as felt by a single point-charge j is con-
sidered
Ecoulj =
C ′∑
i 6=j
qiqj
τij
(49)
where C ′ indexes the point charges in the original cell plus all point
charges in neighbor cells (see Figure 8). Simply truncating at some
cut-off value Rc leads to well known error, but here Wolf et. al. intro-
duced a charge neutralization term specific to each particle j of the
system, Eneuj
Ecoulj =
C ′∑
i 6=j
τij6Rc
qiqj
τij
− Eneuj +O(R
−2
c ) (50)
with errors of the order of R−2c . What the charge neutralization amounts
to is to find the limit of the potential in eq. 49 at the cut-off distance.
This defines the image charge on the truncation surface around point
charge j as
Φj =
C ′∑
i 6=j
τij6Rc
qi
Rc
(51)
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and the correction term becomes simply
Eneuj ≡ qjΦj (52)
So to sum up, the electrostatic potential energy as felt by point charge
j is corrected with the image charge potential on the truncation sur-
face defined by Rc centered on j.
4.2.2 Periodic Summation
Continuing on with the periodic treatment of eq. 44 a cut-off at Rc
is applied to the smoothed potential form of eq. 40 without the Wolf
correction, and retain the basic non-smoothed Coulomb summation
beyond the cut-off
EcoulMM =
1
2
C ′∑
i
 C
′∑
j6=i
τij6Rc
qiqj
τ
γ
ij
+
C ′∑
j6=i
τij>Rc
qiqj
τij
 (53)
with the view that at a sufficient cut-off length 1/τγij ≈ 1/τij. Here
one is free to add and subtract the Coulomb interactions within the
cut-off sphere defined by Rc such that
EcoulMM =
1
2
C ′∑
i
 C
′∑
j6=i
τij6Rc
qiqj
τ
γ
ij
+
C ′∑
j6=i
τij>Rc
qiqj
τij
+
C ′∑
j6=i
τij6Rc
qiqj
τij
−
C ′∑
j6=i
τij6Rc
qiqj
τij

(54)
Combining the two middle terms effectively recovers eq. 44, resulting
in
EcoulMM =
1
2
C ′∑
i
 C
′∑
j6=i
τij6Rc
qiqj
τ
γ
ij
−
C ′∑
j6=i
τij6Rc
qiqj
τij
+ 12
C∑
i,j
∑
n=0
′ qiqj
|τij + a |
(55)
The first two terms on the rhs. require the charge neutralization term
of eq. 52 to complete, whereas the last part is here recast in to two
parts as in eq. 46, which is the general procedure for the Ewald sum-
mation based methods
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E(1) =
1
2
C∑
i,j
∑
n=0
′qiqjerfc(κ |τij + a |)
|τij + a |
− lim
τij→0
{
1
2
C∑
i
q2i erf(κτij)
τij
}
(56)
E(2) =
1
2
C∑
i,j
∑
n=0
′qiqjerf(κ |τij + a |)
|τij + a |
(57)
The second term on the rhs. of eq. 56 is the point self energy cor-
rection. Due to the Wolf correction method a proper choice of the
splitting coefficient κ makes the E(2) term become negligible, and the
more pronounced first term on the rhs. of E(1) can then be treated
with the simple charge neutralization procedure along with the paren-
thesis on the rhs. of eq. 55.
Replacing the periodic summation in eq. 55 with eq. 56, and applying
the truncation and neutralization one arrives at
EcoulMM ≈
1
2
C ′∑
i
C ′∑
j6=i
τij6Rc
(
qiqj
τ
γ
ij
−
qiqj
τij
+
qiqjerfc(κτij)
τij
(58)
− lim
τij→Rc
{
qiqj
τ
γ
ij
−
qiqj
τij
+
qiqjerfc(κτij)
τij
})
(59)
−
(
1
2R
γ
c
−
1
2Rc
+
erfc(κRc)
2Rc
+
κ√
pi
) C∑
i
q2i (60)
where the last line represents the self-energy terms. Here, a general
smoothed and truncated point charge potential can be defined, acting
on some point rj, as
vMM(rj) =
δEMM
δqj
=
C ′∑
i=1
rij6Rc
qi
(
1
r
γ
ij
−
1
rij
+
erfc(κrij)
rij
(61)
− lim
rij→Rc
{
1
r
γ
ij
−
1
rij
+
erfc(κrij)
rij
})
(62)
which is also the final form for eq. 31 and eq. 33 in the periodic lattice,
one simply changes the coordinate variable.
The total potential energy of the QM/MM system, eq. 28, with smear-
ing and in a periodic lattice can then be written as
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Etot =EKS[n(r), vMM[r, τi]] +
A∑
α=1
ZαvMM[R¸, τi] + ELJ[R¸, τi]
+
1
2
C∑
j6=i
qjvMM[τj, τi] + ELJ[τj, τi] (63)
4.3 forces
To derive the forces one first rewrites eq. 29 to include the general
smoothed and truncated potential of eq. 62
EQM/MM =
∫
drvMM[τi, r]n(r) +
A∑
α=1
ZαvMM[τi,R¸] + ELJ[Rα, τi] (64)
so for the quantum nuclei the forces are derivatives of eq. 28 with
respect to their position, with the EQM/MM expression above
Fα = −
δEKS[Rα]
δRα
−
δEQM/MM[Rα, τi]
δRα
(65)
The first term on the rhs. is solved for by GPAW, however with the
point-charge potential included in the effective KS potential, eq. 32
EKS = · · ·− 1
2
∫
vtoteff(r)n(r)dr− . . . (66)
Subsequently the force component due to the external potential be-
comes (cf. [18])
−
EKS[Rα]
δRα
= · · ·− 2<
∑
µ∈α;ν
[∫
dΦ∗µ(r)
dRα
vtoteffΦν(r)dr
]
nµν − . . . (67)
and so the action of the MM field on the quantum electronic density
is felt by the nuclei through this electronic force term. The second
term on the rhs. of eq. 65 reads
−
δEQM/MM[Rα, τi]
δRα
= −Zα
δvMM[R¸, τi]
δRα
−
δELJ[R¸, τi]
δRα
(68)
so in total the force components for the quantum nuclei can be di-
vided in to these three terms
Ftotα = F
ele
α + F
MM
α + F
LJ
α (69)
where FMMα and F
LJ
α are the derivatives on the rhs. of eq. 68. F
LJ
α is a
simple derivative of the general LJ expression, and as noted before
does not receive any special treatment when simulation periodically
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repeated systems. The FMMα term is the derivative of eq. 62, which
includes taking a limit at the cut-off. The work of Ma et. al. [81] is
followed, and the derivative is first evaluated, followed by applying
the limit, so this term becomes
FMMα =−Zα
C ′∑
i=1
riα6Rc
qi
(
1
dr
γ
iα
−
1
r2iα
−
erfc(κriα)
r2iα
−
2κ√
pi
exp (−κ2r2iα)
riα
+
1
dR
γ
c
+
1
R2c
−
erfc(κRc)
R2c
−
2κ√
pi
exp (−κ2R2c)
Rc
)
(70)
with 1/drγiα referring to the derivative of the smearing expression in
eq. 37 with respect to, here, the coordinate of the quantum nuclei.
Although such sequence of operations do not commute - finding the
derivative and then applying the cut-off limit - Ma et. al. observed
only a minor upward shift in the potential energy during the course
of NVE molecular dynamics with the forces derived in analogous
manner. Furthermore, Zahn et. al. [87] re-derived the potential ex-
pression by integrating over the forces derived in this fashion, such
as to exactly match the potential to the forces, but for all intents and
purposes the potential derived deviates only slightly from the poten-
tial in eq. 62. Figure 9 compares our potential descriptions to the one
of Zahn et. al.
For the classical degrees of freedom the derivative of eq. 64 is again
evaluted but now with respect to the position of the point charges
−
δEQM/MM[Rα, τi]
δτi
= −
∫
n(r)
δvMM[r, τi]
δτi
−Zα
δvMM[Rα, τi]
δτi
−
δELJ[R¸, τi]
δτi
(71)
Here the first term on the rhs. requires a numerical integration and is
the most time consuming step of the QM/MM procedure. The second
term is of the same generic form as in eq. 70, but now the sum runs
over the quantum-nuclei
Fnuci =− qi
A ′∑
α=1
riα6Rc
Zα
(
1
dr
γ
iα
−
1
r2iα
−
erfc(κriα)
r2iα
−
2κ√
pi
exp (−κ2r2iα)
riα
+
1
dR
γ
c
+
1
R2c
−
erfc(κRc)
R2c
−
2κ√
pi
exp (−κ2R2c)
Rc
)
(72)
and it is understood that A ′ represents the expansion of quantum-
nuclei in the origin of the periodic system as well as in nearest neigh-
bor periodic images (see Figure 8). In addition to the QM/MM part
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Figure 9: The blank potential expressions. Blue curve is the basic Coulomb
potential including the smoothing - eq. 38. The red broken curve is
the Coulomb potential with the charge neutralization and cut-off
applied - eq. 62. The green curve is a similar potential where the
Wolf method is used, but no smoothing - here they derived the
forces first, which are analogous to our forces without the smooth-
ing - and then derived the potential by integrating the resulting
forces, resulting in the green curve. The inset shows the region
where the smooth potential transition into the basic r−1 form.
the classical point charges interact with each other through the last
two terms of eq. 63. The Coulomb part reads
FMMi =− qi
C ′∑
j6=i
τij6Rc
qj
(
1
dτ
γ
ij
−
1
τ2ij
−
erfc(κτij)
τ2ij
−
2κ√
pi
exp (−κ2τ2ij)
τij
+
1
dR
γ
c
+
1
R2c
−
erfc(κRc)
R2c
−
2κ√
pi
exp (−κ2R2c)
Rc
)
(73)
To sum up, one can write the total force acting on point charge i as
Ftoti = F
ele
i + F
nuc
i + F
MM
i + F
LJ
i (74)
where Felei and F
nuc
i are the forces due to the interaction between the
point charges and the charge density of the quantum system, FMMi
the Coulomb interaction among the point charges, and finally both
the QM/MM and MM/MM Lennard-Jones terms are collected in to
F
LJ
i .
Figure 10 presents an analysis of the forces observed in a molecular
dynamics simulation (discussed in Chapter 5) for a mixed QM/MM
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system employing the Wolf scheme. The forces are summed over all
of the atoms and ideally should sum up to zero, but due to computa-
tional noise, approximations in the QM/MM forces such as the cut-off
scheme and the treatment of the forces in the QM code GPAW (see for
example [18]) the forces from the various sources do not cancel, and
potential energy is not conserved. This results in for example a steady
increase in temperature (or rather potential energy) during molecular
dynamics simulations of the fixed number of particle, volume and
potential energy (NVE) type - the drift was recorded at 10−5−10−7
eV/ps per atom for simulations employing this particular QM/MM
implementation.
Figure 10: The distribution of the sum over all forces, P(
∑
F), for a typi-
cal QM/MM run; here of a cluster of quantum mechanically de-
scribed water surrounded by a classical, or TIP3P, water. The inset
shows the fluctuation over a 10 ps molecular dynamics simula-
tion. A normal distribution, N(µ,σ2), is fitted to the data giving
µ = 0.005 - hence, during NVE dynamics the potential energy
increases in accordance with the residual value. Due to the fric-
tion and collision terms in the Langevin-dynamics (presented in
Chapter 5) the sum over the forces have a normal distribution -
this means that simulation employing the Langevin thermostat
are very stable and, due to the temperature dependence of the
basic Langevin equations any increase in the potential energy is
dissipated.

5
M O L E C U L A R D Y N A M I C S
In molecular dynamics simulations the motion of the particles - point
charges, quantum nuclei or the like - are calculated using the laws of
classical mechanics. This involves solving a system of second-order
differential equations that follow Newton’s second law, which can be
written for some particle i as
mi
d2xi(t)
dt2
=
∑
j
Fij +
∑
α
Fiα +
∑
Fext,i (75)
where mi and xi(t) are the mass of the particle and its position at
time t. The force vectors are derived from the gradient of the vari-
ous potential energy functions introduced in the previous sections;
for example the Fij and Fiα represent forces derived from two-body
interactions such as the Coulomb and Lennard-Jones potentials of eq.
26. The Fext,i term accounts for the forces due to the electronic den-
sity of a coupled QM system acting on say point charge i (eq. 62), as
well as other external sources if appropriate.
5.1 constant temperature molecular dynamics
Langevin dynamics approximate the canonical ensemble by includ-
ing both a friction and collision term, which mediate kinetic energy
in to the system. This allows one to control the average temperature
during the dynamic simulation. The basic formulation is
mi
d2xi(t)
dt2
= Fi(x(t)) − γmi
dxi(t)
dt
+
√
2kBTγmidW(t) (76)
where F(x(t)) are the forces collected in eq. 75 above, kB is the Boltz-
mann constant, γ > 0 is a friction coefficient and dW(t) is white noise
- a stochastic process or Brownian motion. The second and third term
on the rhs. describe friction and collision, respectively. T is here the de-
sired temperature, which is usually reached in molecular dynamics
simulations of this type after a few picoseconds of simulation time.
In the canonical ensemble the number of particle, volume and tem-
perature of the system is fixed. Under these conditions the partition
function of the system is given by [93]
Z(N,V , T) =
1
Λ3NN!
∫
dRNe−βE(R
N) (77)
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where Λ =
√
h2/(2pimkBT) is the thermal de Broglie wavelength.
This defines the absolute free energy of the system
F = −kBT ln(Z) (78)
and probabilities of observing a particular coordinate RN are given
by
P(RN) =
e−βE(R
N)
Z
(79)
Free energy analysis based on the canonical ensemble are then rooted
in the simple relations above, and are discussed in more detail in
Chapter 6.
The basic approach to eq. 76 is by solving a stochastic differential
equation of the form
 dxi(t) = vi(t)dtdvi(t) = (m−1i Fi(x(t)) − γvi(t))dt+√2kBTγm−1i dWi(t) (80)
and there are several accurate approximations in the literature to the
trajectories of xi(t) and vi(t) via. time discretization of the equations
above. The most popular being the ones of van Gunsteren and Berend-
sen (vGB) [94] and Brünger-Brook-Karplus (BBK) [95].
5.1.1 Langevin Integrator with Holonomic-Constraints
For this work a particular integrator is selected which is general-
ized to the case of holonomic-constraints. This is from the work of
V.-Eijnden et. al. [96], which includes a step-by-step derivation and
error analysis - and in the form presented there is accurate to second
order in the time step dt. The integrator is in the following form

xn+1i = x
n
i + v
n
i dt+A
n
i −
∑C ′
j=1 µ
n
ijrij(x
n
i )
vn+1i = v
n
i +
1
2(fi(x
n+1) + fi(x
n))dt− γvni dt+
√
dtσiξ
n
i − γA
n
i
−dt−1
∑C ′
j=1(µ
∗
ijrij(x
n+1) + µnijrij(x
n))
(81)
where fi(xn) = m−1i Fi(x
n), σi =
√
2kbTγm
−1
i and
Ani =
1
2
(fi(x
n) + γvni )dt
2 + σdt3/2
(
1
2
ξni +
1
2
√
3
ηni
)
(82)
In the integrator above the white noise term has been replaced with
(ξni ,η
n
i ). These numbers are generated from a normal distribution
(N(µ,σ2)), with mean zero and covariance
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E(ξni , ξ
n
j ) = E(η
n
i ,η
n
j ) = δij, E(ξ
n
i ,η
n
j ) = 0
Finally, the coefficients µij and µ∗ij - defined below - adjust the posi-
tion and velocity vectors such that bond length constraints are con-
served. Note that by setting γ = 0 the procedure above reduces to
the well know Verlet-integrator [97], which can be used to sample the
microcanonical ensemble - fixed number of particles, volume and po-
tential energy (Z(N,V ,E)).
In order to run an algorithm based on the expression above the forces
are calculated for some initial coordinate, x(t = 0), and the molecules
of the system are given a thermal kick based on the Maxwell-Boltzmann
distribution (see for example Figure 13 and eq. 94, pg. 47) to give
vi(t = 0). Using this xn+1i are generated for all atoms i of the system
and the next set of forces or fn+1i calculated - the velocity is then
updated to vn+1i .
5.1.1.1 Holonomic-Constraints
Holonomic constraints are rigid - or fixed bond length constraints -
which can be expressed as simple functions of the coordinates
f(x1, x2, ..., xN, t) = 0 (83)
Velocity dependent constraints can be written as
f(x1, x2, ..., xN, v1, v2, ..., vN, t) = 0 (84)
and are usually not holonomic unless the velocity dependence can
be integrated out. The RATTLE scheme [98] is one such approach in
which the constraints are of the following simple form
(xi − xj)
2 − d2ij = 0 (85)
where xi and xj are the position of particle i and j, and dij is the
desired distance.
In the RATTLE scheme the approach is as follows; after generating
the next set of coordinates, xn+1, the current distance vector between
pair i and j is tabulated, sij, and the coordinates xn+1 updated again
using
µnij =
[s2ij − d
2
ij]
2dt |sij · rij(xn) | (m−1i +m−1j )
(86)
This process is iterated over all atom pairs where constraints apply -
until a certain convergence criteria is met. With xn+1 available the ve-
locities are updated to vn+1, and the velocity dependent coefficients
determined by
µ∗ij = rij(x
n+1) · [v
n+1
i − v
n+1
j ]
d2ij(m
−1
i +m
−1
j )
(87)
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Figure 11: Schematic of the various molecules addressed in this study. With
the hydrogen bond lengths fixed in the ways listed below molecu-
lar dynamics simulations with Langevin-RATTLE code are stable
up to 6 fs in the time step (dt), although rarely exceed 2 fs in our
simulations. A: Water is treated both quantum mechanically and
classically in the various molecular dynamics runs presented in
this thesis. In both cases the oxygen to hydrogen bond length and
the hydrogen-to-hydrogen distance is fixed (which fixes the an-
gle as well) - and set to the TIP3P [52] values in mixed QM/MM
systems. B: Acetonitrile, which is also in parts treated fully quan-
tum mechanically and classically, has the following constraints:
the C≡N, H3C-C and H2C-H bond lengths are fixed, as well
as the distance between the hydrogens in the methyl group. C:
The polypyridine osmium complex has several carbon-hydrogen
bonds which are constraint, but they are all a part of the same
substructure -HC=CH- and hence only a single constraint scheme
is applied where the bond between H1-C1 and distance between
H1-C2 is fixed (and similarly for H2). The second constraint en-
sures that the distance between H1 and H2 has a minimum value,
but does not suppress all vibrational modes. D: All C-H and H-H
distances belonging to the same alkane group are fixed.
and a similar iterative process applies where each constraint in a pre-
described list is treated until converged.
Figure 11 shows the solvents and complexes used and studied in the
thesis and presents the various constraints applied to the hydrogens
in different geometries. Figure 121 presents a typical temperature pro-
file for a Langevin-RATTLE molecular dynamics run. The system
is composed of a hexaaqua iron complex, which is described with
QM, and 25 classical water molecules - the oxygen to hydrogen bond
lengths and angels are fixed. The effects of the constraints on instan-
taneous temperature during simulations is discussed below.
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Figure 12: Top: A typical instantaneous temperature profile over the course
of 10 ps of Langevin-RATTLE dynamics, blue broken line. The av-
erage temerature, Tavg - red line, is found to be 267.3 K and the tar-
get temperature is 268.3 K (400 K without the constraints, see text
for details). A schematic of the system is presented to the right.
Bottom: the normalized distribution of temperatures, which has
a variance, σT , of here 27.7 K estimated from eq. 91. The red curve
is the Gaussian distribution function which describes the density
function of a normally distributed random variable - where the
curves parameters are Tavg, and σT .
5.1.2 Molecular Constraints and Instantaneous Temperature
The observed temperature in simulations employing molecular con-
straints is directly proportional to the degrees of freedom. The instan-
taneous temperature at time step t, T(t), follows directly from the
kinetic energy
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3
2
NkBT(t) =
N∑
i=1
miv
2
i (t)
2
= Ekin(t) (88)
where kB is the Boltzmann constant, N is the number of particles in
the system and vi(t) is the velocity. The factor 3 on the lhs. accounts
for the degrees of freedom associated with each particle.
The observed temperature in constraint MD runs - which is say is
aimed at T ′ - is
Tobs = T
′ Nact
NTOT
(89)
where NTOT is simply 3N, and Nact the number of active degrees of
freedom - for example a water molecule has NTOT = 3 ∗ 3, which is
reduced to Nact = 3 ∗ 3− 3 when the three vibrational modes are sup-
pressed by fixing the bond lengths.
In constant temperature molecular dynamics which obey Boltzmann
statistics the relative variance in the kinetic energy of each particle is
σ2
p2
〈p2〉2 =
2
3
(90)
where p = mv, and p2 is the second moment of the Maxwell-Boltzmann
velocity distribution (MBD) [93]. This means that for a finite system
the instantaneous temperature fluctuates, with a relative variance of
σ2T
〈T〉2 =
2
3N
(91)
Figure 12 presents the probability of observing a particular tempera-
ture, P(Tobs), from the Tobs(t) recorded from the molecular dynamics
run. Also plotted is the probability density function of a normally
distributed random variable, here Tobs, which is a Gaussian function
g(x) =
1
σT
√
2pi
e
− 12
(
x−Tavg
σT
)2
(92)
and is centered on Tavg with a variance estimated with eq. 91. Note
that there is no fitting, the Gaussian function is plotted with these
parameters alone which are estimated from the data set of the MD
run. In this particular case the system is composed of the single
metal ion and 31 water molecules - and each water molecule is con-
straint as discussed above such that the active degrees of freedom are
Nact = 3+ 6 ∗ 31.
The temperature is aimed at 400 K - but due to the constraints should
be according to eq. 89 on average 268.3 K. From the actual simula-
tions Tavg is found to be 267.3 K - with a variance of σT = 27.7 K.
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Figure 13: The Maxwell-Boltzmann distribution (MBD) of velocities, here for
classical water described with the TIP3P parameter set - during a
typical constant temperature molecular dynamics simulation em-
ploying the Langevin-RATTLE constraint scheme. The variance
in the observed distribution of temperatures, Figure 12, is directly
proportional to the variance in momentum - derived from the an-
alytical expression of the MBD - and as seen here the velocity
profile for a typical simulation deviate only slightly.
These are the parameters used for the Gaussian distribution of eq. 92,
which fits very nicely to the computational normalized distribution
of observed temperature, P(Tobs).
As noted before the relative statistical variance of eq. 90 is derived
from the second-moment of the Maxwell-Boltzmann velocity distri-
bution
〈p2〉 =
∫
dpp2P(p) (93)
and the distribution in analytic form is given by
P(p) =
(
β
2pim
)3/2
e−β
p2
2m (94)
Figure 13 presents a comparison of the observed and analytical MBD
for water molecules, where the distribution from the data is evaluated
as
P(p ′) =
1
NH2O ∗n
NH2O∑
i=1
n∑
j=1
δ(p ′ − p+ dp) (95)
where NH2O and n are the number of unique water molecules and
steps from the trajectory, and dp = mdv.
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Simulations using the Langevin-RATTLE scheme implemented for
this study do indeed produce the desired statistics; the observed tem-
perature is directly related to the number of active degrees of freedom
and vary in accordance with the second moment 〈p2〉 - statistical dis-
tribution produced during MD match the normal distribution of ran-
dom variables.
5.1.3 Radial Distribution Functions
The radial distribution function (RDF) are generated for several sys-
tems - full quantum, classical and QM/MM - in the results section of
this thesis, and are evaluated as
g(r) =
∑
I
∑
α
δ(r− riα ± dr)Vcell
dVsphNαNI
(96)
where Vcell is the volume of the simulation cell, dVsph is the spherical
volume element: 4pir2dr, and NI and Nα are the number of images
(configurations) and particles, respectively. The coordinate is the dis-
tance between a particular atom pair iα.
5.1.3.1 QM/MM RDFs
Figures 14 and 15 presents radial distribution functions for water and
acetonitrile - the solvents used in the majority of the simulations pre-
sented in later chapters. Both the systems and sampling methods are
presented in the figure captions. The RDFs are compared between
various MM and QM/MM levels. All in all there is good agreement
between the various methods as well as to experiments or other com-
putational work. Discrepancies are mainly due to, for example, the
over-binding of hydrogen in GGA described water, as discussed in
the caption of Figure 6.
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Figure 14: Radial distribution functions of the single quantum oxygen to all
classical oxygen distances in mixed QM/MM calculations. Two
periodic boundary conditions are employed - in the minimum
image convention (MIC) no truncation is applied and the system
interacts with nearest neighbor systems only. This is generally a
good approximation when the system size is large (box sizes of
at >18.0 Å in all directions). In such a simulation the system size
can be in the thousands to tens of thousands of atoms since the
bulk is treated classically - and is here for example for about 800
H2O (but only a single quantum water molecule). The second
simulation employs the Wolf truncation scheme - and is applied
to a smaller system composed of 110 classical water molecules.
The position of the first and second peak are almost the same in
both cases - and are largely controlled by the interfacing hydro-
gen binding energy between the classical and quantum systems
(Figure 6). The position of the maximum of the first peak is at 2.
81 Å, with gOO(r) of value 3.13. This compares nicely to experi-
mental results which show a maximum for the first peak at 2.88
Å and gOO(r) of value 3.09 [99].
50 molecular dynamics
Figure 15: Radial distribution functions of the 6 intra-molecular distances in
acetonitrile. The structural data used for the RDFs are taken from
every 500th fs in molecular dynamics runs (Langevin-RATTLE) of
0.5 and 0.25 ns, for the MM and QM/MM systems, respectively.
The QM/MM systems are comprised of a single QM acetonitrile
in a bath of 290 classically described acetonitrile molecules. The
thermostat is set to 300 K in. The inset depicts the velocity au-
tocorrelation function which evens out to 0 at the 500th fs mark.
Two sets of Lennard-Jones (LJ) parameters are used for the quan-
tum mechanical acetonitrile: in QM/MM1 the parameters from
the three-point interaction model of Guardia et. al. [53] are used.
In QM/MM2 the LJ parameters for the methyl group are changed
to the general sp3-carbon and hydrogen parameters (LJ parame-
ters are presented in Table 1, pg. 23). The black curve is from the
original paper on the three-point interaction model of acetonitrile
[53]. In all cases there is a good agreement with the position and
with of the first and second peak. The first peak is somewhat
sharper in the case of nitrogen from the QM/MM simulations -
but similar to water this is due to slight over binding.
6
F R E E E N E R G Y A N A LY S I S
In free energy analysis involving transition barriers and reorganiza-
tion energy terms it is necessary to sample out of equilibrium config-
urations. Here the method to generate free energy surfaces in the con-
text of electron charge transfer reactions is outlined, and two meth-
ods to efficiently sample the reaction coordinate discussed - which
are compared in detail in Chapter 7. An optimized way of analyz-
ing data from simulations of this type and to construct relative free
energy surfaces is presented.
6.1 free energy surfaces
In diabatic ET theory a single charge is transferred from donor molecule
or atom, D1, to acceptor molecule or atom of less absolute charge, A0.
Together the donor and acceptor form the initial and final state
i) D1 +A0
f) D0 +A1 (97)
where in the final state the donor and acceptor have changed their
electronic states. The potential energy of the initial state can be de-
fined as
Ei(R
N) = Ui + V(R
N) + i(R
N) (98)
where Ui is the gas phase energy of the solutes in the electronic con-
figuration corresponding to the initial state. RN denotes a nuclear
configuration of solvent and solute. i(RN) denotes the interaction
of the transferring charge with the solvent environment, and V(RN)
is the solute-solvent interactions disregarding the transferring charge.
The same definition is valid for the final state given that the chemical
species D and A stay the same (i.e. no bond breaking or formation,
nor magnetic state changes).
Assuming the above holds then for a given nuclear configuration RN
the solute-solvent interactions are the same in the initial and final
state, so one can write
∆E(RN) = Ef(R
N) − Ei(R
N)
= ∆(RN) +Uf −Ui (99)
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where
∆(RN) = f(R
N) − i(R
N) (100)
∆(RN) describes the difference between the interaction of the trans-
ferring charge with the solvent in initial and final state electronic con-
figurations, for a given nuclear configuration RN.
The transition state nuclear coordinates can be defined in terms of the
potential energy difference between the initial and final states as the
configurations where the potential energy gap closes (Franck-Condon
principle) ∆E(RN) = 0. This means that at R‡ one has
f(R
‡) − i(R‡) = −(Uf −Ui) (101)
i.e. the nuclear configurations which close the initial-final state po-
tential energy gap induce a change in the electronic interaction be-
tween the nuclear environment and transferring charge equal to the
constant internal energy difference. To calculate the energy one must
both sample numerous configurations as well as statistically unlikely
configurations.
6.1.1 The Free Energy Function
Free energy is a thermodynamic state function, of e.g. Ei(RN), and in
the context of ET theory is a well defined free energy function of the
potential energy difference of eq. 99
Fi(x) = −
1
β
ln
∫
dRNδ(x−∆E(RN)) exp(−βEi(RN)) (102)
where β = (kBT)−1, the inverse of the thermal energy. The integral is
the statistical mechanical probability of observing a particular value
of x of the potential energy gap - which acts as the reaction coordinate
- while the system is in the i state, or
Fi(x) = −
1
β
ln[Pi(x)] + F∗i (103)
where F∗i is the free energy of the state. This separation is achieved if
one factors out the probability from eq. 102
Pi(x) =
∫
dRNδ(x−∆E(RN)) exp(−βEi(RN))∫
dRN exp(−βEi(RN))
(104)
so the free energy can here be expressed as
Fi(x) = −
1
β
ln[Pi(x)] −
1
β
ln
∫
dRN exp(−βEi(RN)) (105)
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the second term on the rhs. defines F∗i . This term is not computed in
practice (or evaluate experimentally) but the first term and hence rel-
ative free energy and differences for this state are readily calculated.
For example, the free energy transition state barrier is
∆F‡ = Fi(x‡) − Fi(xmin)
= Fi(∆E(R
‡)) − Fi(∆E(RNmin)) (106)
where xmin gives the minimum of the Fi free energy surface.
The same definitions hold for the final state, e.g. it is a thermody-
namic state function, and one can write the free energy function as
Ff(x) = −
1
β
ln
∫
dRNδ(x−∆E(RN)) exp(−βEf(RN)) (107)
which is analogous to eq. 102 and contains an unknown free energy
for this state, F∗f . Now by defining Ef(R
N) in terms of Ei(RN) (rear-
ranging eq. 99) and inserting in to the above one gets
Ff(x) = −
1
β
ln
∫
dRNδ(x−∆E(RN)) exp(−β(Ei(RN) +∆E(RN))
Ff(x) = x−
1
β
ln
∫
dRNδ(x−∆E(RN)) exp(−βEi(RN))
Ff(x) = x+ Fi(x) (108)
The last relation shows that the two surfaces cross at ∆F‡, or simply
Ff(x
‡) − Fi(x‡) = 0 = ∆E(R‡) = ∆(R‡) + (Uf −Ui) (109)
which is a restatement of eq. 101. Furthermore, knowing one surface
the other can be derived in relative terms. The rhs. of eq. 105, which
defines F∗i (and F
∗
f), does not need to be known to get relative free
energy differences between the states. They have the same free energy
function with one translated by the coordinate x and vertically shifted
by the constant internal energy difference Uf−Ui. Figure 16 presents
two ideal free energy curves and their relations.
6.2 biased or driven sampling methods
In free energy analysis where one seeks to map the free energy change
as a system goes from an initial to final state (eq. 97) a considerable
sampling is required for accurate results. Furthermore, the system
will spend most time near equilibrium so the reaction coordinate
close to the final state is poorly sampled. To bridge the gap between
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Figure 16: Free energy surfaces for the initial, Fi(x), and the final, Ff(x),
states. The parameters pertinent to electron charge transfer are
depicted on the graph: ∆F0 - the free energy difference between
the two states (redox potential difference); ∆F‡ - the free energy
barrier for the reaction; and λreo - the reorganization energy of
the solvent (nuclear) environment including the internal reorga-
nization of the chemical species under scrutiny.
the two states various methods have been devised to drive the reac-
tion from one state to the other, hence allowing sampling in otherwise
statistically unlikely regions along the reaction coordinate.
Accelerated sampling methods in this respect can be divided into two
classes: (A) methods modifying the energy expression to reduce the
thermodynamic barrier to overcome, hence allowing more frequent
sampling of out of equilibrium coordinates or (B) restricting the sam-
pling to all degrees of freedom except the reaction coordinate, which
is then in some way systematically controlled [100, 93]. The Umbrella
Sampling method (US) [101, 102] is one form of (A) where the reac-
tion coordinate is sampled by "pulling" it from one state to the other
by using a suitable biasing potential acting on one state. This does
not restrict any degrees of freedom hence the full momentum space
is sampled. In its rudimentary form it simply reads
Ebj (R
N) = Ei(R
N) +Wj(∆E(R
N)) (110)
where Ebj (R
N) is the energy of an intermediate state j, having mixed
characteristics of the initial and final state - the superscript denotes
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that it is a biased sampling - and Wj(∆E(RN)) is some biasing po-
tential which brings the system from the initial state to intermediate
states and is here a undefined function of the reaction coordinate
which is to be sampled.
6.2.1 Fractional Number of Electrons
The transition from the initial to the final state is assumed to be purely
electronic (eq. 99) - the charge transfers between the species without
inducing any chemical change. In the Fractional Number of Elec-
trons (FNE) method [103] this is exploited by gradually (or rather
manually) changing the charge on the donor and acceptor species to
partial values, ∆qj, between the full redox states. For each ∆qj an
intermediate state is created
j) D1−∆qj +A+∆qj (111)
so, in the FNE context a simulation consists of dividing the transfer-
ring charge into intervals, say ∆qj = {0, 0.25, 0.5, 0.75, 1.0}, and run
molecular dynamics where the forces are derived from the electronic
structure of those states. The definition of the energy gap is eq. 99
so after a suitable simulation time where typically tens of thousands
of nuclear configurations are available the potential energy of the ini-
tial and final state, eq. 97, is calculated to give ∆E(RN) - this is again
only for a subspace of the available simulated phase space to repre-
sent the statistical average. Note that the specific configurations, RN,
are not specific to a particular intermediate state as all RN are in the
phase-space of possible configurations for either states - they are just
statistically unlikely.
In terms of a biasing potential eq. 110 is re-written as
Ebj (R
N) =Ei(R
N) +
∆Eqj(R
N)
∆E(RN)
∆E(RN)
=Ei(R
N) + ηqj∆E(R
N) (112)
where ∆Eqj(R
N) = Eqj(R
N) −Ei(R
N), the potential energy difference
between the partially charged state and the initial state. There is no
guarantee that for a given partial charge that ∆qj = ηj, or in other
words that the partial charge gap ∆Eq(RN) is a linear function of
∆E(RN), with an intersection at zero. As seen and discussed in the
results section 7.3 applying eq. 112 requires additional steps when
using the partial charge to drive the reaction.
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6.2.2 Coupling Parameter
An alternative approach to drive the reactions is to use a suitable cou-
pling parameter [104], ηj, which mixes the potential energy surfaces
of the initial and final state in a straightforward way
Ej(R
N) =(1− ηj)Ei(R
N) + ηjEf(R
N)
=Ei(R
N) + ηj∆E(R
N) (113)
and has values in the range 0 6 η 6 1 which, similar to the partial
charge, brings the system from the initial to final state. In this case the
biasing potential has a simpler definition: Wj(∆E(RN)) = ηj∆E(RN).
The reaction coordinate can then be readily explored by doing cal-
culations on the initial and final state in parallel, allowing transition
into the intermediate state configurations by tuning ηj. This amounts
to running molecular dynamics using the same linear combination of
the forces
Fj(RN) =(1− ηj)Fi(RN) + ηjFf(RN)
=Fi(RN) + ηj(Ff(RN) − Fi(RN)) (114)
where Fi and Ff represent the force vectors of the atoms in the initial
and final state electronic configurations, respectively.
In this context the potential energy of each and every configuration
needs to be calculated for both the initial and final states, which
makes this method close to twice as expensive compared to the FNE
method. However, the biasing potential is well defined and one does
not have to deal with unphysical partially charged states and addi-
tional complexity due to the well-known difficulty of treating such
systems with DFT.
6.3 weighted histogram analysis method
The Weighted Histogram Analysis Method (WHAM) as first presented
by Ferrenberg and Swendsen [105] is an optimized way to analyse
data generated with Monte-Carlo simulations. This method was later
extended to the general umbrella sampling and related methods [106,
107], which makes WHAM ideal for constant temperature MD simu-
lation methods such as employed here, where biased sampling win-
dows are used to bridge sampling between two states.
Here the basic formulation in [107] is followed and apply a self-
consistent WHAM code to connect biased sampling windows using
the coupling parameter, ηj, and partial charge, ∆qj. The probability of
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observing a particular value of the reaction coordinate, ∆E(RN), from
a sampling produced by running MD on biased systems, Ebj (R
N), pro-
duces a biased probability - Pbj (∆E(R
N)). The relation of the biased
probability to the unbiased one is given by
Puj (∆E(R
N)) = eβ[Wj(∆E(R
N))−fj]Pbj (∆E(R
N)) (115)
where fj is the free energy change in the system by introducing the bi-
asing potential Wj(∆E(RN)). The total probability curve for the initial
state can be written as linear combination of the unbiased probability
distributions from the j simulation windows
Pi(∆E(R
N)) = C
N∑
j=1
pj(∆E(R
N))Puj (∆E(R
N)) (116)
where N runs over all simulation windows, C is a normalization con-
stant, and pj(∆E(RN)) are the weights of the sampling windows and
are strongly dependent on the choice of the coupling parameter ηj,
or the partial charge ∆qj.
Requiring the weights to be normalized
1 =
N∑
j
pj(∆E(R
N)) (117)
and to minimize the statistical error results in [106, 107]
Pi(∆E(R
N)) =C
N∑
j=1
nje
−β[Wj(∆E(R
N))−fj]∑N
k=1 nke
−β[Wk(∆E(RN))−fk]
Puj (∆E(R
N))
=C
N∑
j=1
nj∑N
k=1 nke
−β[Wk(∆E(RN))−fk]
Pbj (∆E(R
N)) (118)
where nj are the number of unique samplings in window j. The free
energy change due to the biasing potential in say window n can be
solved for using the following equation
e−βfn =
∫
dRNe−β[Wn(∆E(R
N))]Pi(∆E(R
N))
=C
∫
dRN
N∑
j=1
nje
−β[Wn(∆E(R
N))]∑N
k=1 nke
−β[Wk(∆E(RN))−fk]
Pbj (∆E(R
N))
(119)
This equation presents a self-consistent way to solve for the free ener-
gies of perturbation.
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6.3.1 Application of WHAM
The self-consistent solution to eq. 119 is achieved by first providing
an initial guess to the fj values - solving the equation until a consis-
tency is achieved on both sides of the equal sign - and at the very end
the value of fi is subtracted from the array of fj values. This ensures
that the weights and probabilities are normalized, hence the C’s in
eq. 118 and 119 are also solved for. For example, the biasing poten-
tials corresponding to the initial state in eq. 112 and 113 are zero by
construct - hence during the self-consistent cycle fi approaches zero,
but due to the nature of the problem when applying a convergence
criteria has some residual value.
In practice the biased probabilities of the simulation window j are
here computed as normalized histograms
Pbj (x) ≡
1
nj
nj∑
l=1
δ(x−∆E(RNj,l)) (120)
where RNj,l is a selection of coordinates from the configuration phase
space and is generally (due to obvious limitations) not a complete
sampling of the phase space.
Introducing eq. 120 in to eq. 119 results in
e−βfn =
∫
dRN
N∑
j=1
nje
−β[Wn(∆E(R
N))]∑N
k=1 nke
−β[Wk(∆E(RN))−fk]
1
nj
nj∑
l=1
δ(x−∆E(RNj,l))
=
N∑
j=1
nj∑
l=1
e−β[Wn(∆E(R
N
j,l))]∑N
k=1 nke
−β[Wk(∆E(R
N
j,l))−fk]
(121)
where RNj,l is a selection of configurations to best represent the statis-
tical average from a limited sampling in simulation window j.
Part III
A P P L I C AT I O N

7
A Q U E O U S T R A N S I T I O N M E TA L C O M P L E X E S
In this Chapter various aspects of the free energy analysis are ex-
plored for symmetric and asymmetric electron charge transfer reac-
tions between the first row transition metals: vanadium (V), chromium
(Cr), manganese (Mn), iron (Fe) and cobalt (Co). Cobalt is further-
more analyzed for two different magnetic states - high- and low-spin.
The general reaction is D+2 −A+3 → D+3 −A+2, where one transi-
tion metal acts as the donor in the +2 redox state, exchanging charge
with another transition metal in the +3 redox state, acting as the ac-
ceptor. The majority of the results are generated at the full QM level
with the symmetric reaction of iron explored at the QM/MM level
in detail as well. The focus is on their coordination to water at the
two redox states, redox potential differences and the reorganization
energies - where the two methods of employing either a coupling pa-
rameter ηj or partial charge ∆qj to ’drive’ the reaction are compared.
7.1 computational details
All electronic ground state calculations were performed with the real-
space DFT code GPAW [18, 19, 42], where the core electrons are de-
scribed with Projector Augmented Wave (PAW) method [40]. The
electronic wave functions describing the valence-electrons are repre-
sented with a numerical atom-centered orbital basis corresponding
to the double-ζ with polarization (dzp) quality. The effective exter-
nal potential, and the grid-based wave functions, are represented on
a real-space grid with a 0.18(±0.01) Å spacing. Exchange-correlation
energy is approximated with the GGA functional of Perdew-Burke-
Ernzerhof (PBE) [32].
Structural relaxations and molecular dynamics are available in ASE
[108]. A Quasi-Newton scheme is used to relax bulk systems with
force tolerance of 0.05 eV
Å
(e.g. a transition metal in bulk water),
whereas vacuum systems are relaxed at a criteria of 0.01 eV
Å
. Con-
stant temperature MD are run with the Langevin integrator with
a friction coefficient of 0.01. The friction is only applied to the sol-
vent molecules, not the metal and the six water ligands. The RATTLE
scheme [109] is used to fix bond lengths - and all oxygen to hydrogen
bond lengths and angles were constraint, which allowed for a MD
step size of 1-2 fs (see Figure 11). For the phase space sampling each
state (initial, intermediate(s) and final) were thermalized for 10 ps be-
61
62 aqueous transition metal complexes
fore data collection, which was also run for another set of 10 ps at 1
fs time steps. The temperature was set to 400 K in all cases - which
is found to give a better agreement to experiment when simulating
with GGA described water [79, 78].
In the QM/MM simulation the inner-sphere ligand structure of hex-
aaqua iron (Fe(H2O)6) was treated at the same QM level as described
above. The surrounding solvent was modeled with the TIP3P [52] pa-
rameter set. The same Lennard-Jones parameters are used to describe
LJ-potential interaction between the classical and quantum water (lig-
ands), but due to the very short range of the LJ-potential the interac-
tion between the classical water and iron was omitted.
For the free energy analysis the energy gaps were analyzed for both
the forward and reverse reaction (see Figure 17). At every tenth im-
age (10th fs) ∆E(RN) was calculated, providing 1000 conformations
for each simulation window of each metal species, using both the
coupling parameter or partial charge to gather intermediate state con-
figurations. Since the donor and acceptor cells are independent the
energy gaps of the donor site is combined with the energy gap at the
acceptor site to give 106 ’unique’ values for the initial and final state
potential energy gaps.
7.2 structures and redox induced structural changes
From the molecular dynamic trajectories which were run for 10 ps in
each sampling window, after thermalization, the radial distribution
functions (eq. 96) of metal to oxygen (M-(OH2)6) distances were ana-
lyzed for the initial, intermediate and final states. All distributions at
the +2 and +3 redox states are presented in Figures 18, which include
indicators of the estimated centers of the peaks. In these relatively
small systems only two peaks are observed. The first peak represents
the metal to ligand bond lengths, and the second broad peak is the
first solvation shell. Table 2 collects peak center estimates and com-
pares to experiment, as well as bond lengths determined from struc-
tural relaxation in vacuum.
All in all there is a good agreement between the internal structure
determined from the RDFs and experiment, with the computational
values consistently larger but only by 0.01-0.06 Å. This is not surpris-
ing as PBE and related exchange-correlation functionals are in general
accurate in determining bond lengths between transition metals and
various ligands [117, 118]. Vacuum bond lengths are within 0.01-0.03
Å compared to the RDFs, with the +2 bond length shorter, whereas
the +3 bond length slightly longer. This is more evident if one consid-
ers the change in the bond length, ∆R(OH2)6 , between the two oxida-
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Figure 17: 1. Schematic of the biased sampling methods and reaction centers.
The i)nitial and f)inal states are a combination of two independent
charge sites, Donor and Acceptor. The simulated reaction at D
is M2+ →M3+ with the reverse reaction taking place at A. In
2) the solvent molecules are described classically - but the inner
ligand sphere is kept QM. However, the QM/MM method can not
predict accurate reorganization energies as it lacks description of
the solvent polarizability, hence QM/MM is used to sample a
large phase space, but potential energy values which enter the
WHAM scheme are always evaluated with full QM on selected
snap shots.
tion states - collected in Table 3.
The position of the peak of the first solvation shell, Rsol, was also
analyzed for both redox states - which are presented in Table 2. The
peak shift, ∆Rsol, between redox states is presented in Table 3. All in
all there is a clear shift of the peak between the two redox states; at
2+ the peak is found within the range 4.20-4.33 Å, whereas for the +3
state it shifts to 4.05-4.17 Å. There is some correlation to the averaged
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(a) Hexaaqua vanadium (b) Hexaaqua chromium
(c) Hexaaqua manganese (d) Hexaaqua iron
(e) Hexaaqua cobalt, LS d7−6 (f) Hexaaqua cobalt, HS d7−6
Figure 18: Radial distribution functions (RDFs) of the metal to oxygen dis-
tances for V, Cr, Mn and Fe, as well as both spin-state of Co. The
RDFs are displayed for both the +2 and +3 charge states, blue
and green curves respectively, and are collected over a 10 ps in-
terval. The red and black arrows mark the center of the ligand
sphere and first solvation shell peaks. In all cases the ligands
and first solvation shell contract with increased positive charge
on the metal atom. The Jahn-Teller effect is observed in the vac-
uum relaxed structures of hexaaqua Cr(2+), Mn(3+) and Co(2+),
which is strongly suppressed in the molecular dynamics runs. It
is though evident in the second small peak of Cr(2+) and the
relatively broad peak of Co(2+).
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Table 2: The hexaaqua coordination, R(OH2)6 , and first solvation shell, Rsol,
peak position of the transition metals at the +2 and +3 states. The
hexaaqua coordination is compared to crystal structures of the met-
als at the two different redox states. The last column lists the compu-
tational metal to oxygen bond lengths for the complexes in vacuum,
Rvac
(OH2)6
. All values are in angstroms.
R(OH2)6 Rsol R
vac
(OH2)6
Metal +2 Exp. +3 Exp. +2 +3 +2 +3
V 2.17 2.14a 2.03 2.00d 4.27 4.15 2.15 2.06
Cr 2.44 2.30f 1.99 1.96d,g 4.21 4.09 2.35 2.01
2.07 2.07f 2.09
Mn 2.19 2.18a,b 2.00 1.99d 4.33 4.13 2.19 2.16
2.00
Fe 2.13 2.12a 2.03 1.99e 4.30 4.17 2.13 2.05
Co(LS) 2.02 1.93 1.87d 4.25 4.14 2.17 1.94
2.00
Co(HS) 2.10 2.09a 2.03 4.20 4.05 2.10 2.04
(a) Johnson et. al. [110], references therein; (b,c) Montgomery et. al. [111,
112]; (d) Beattie et. al. [113]; (e) Best et. al. [114]; (f) Brunschwig et. al. [115];
(g) Eshel, Bino [116]
bond length of the species and the position and shift of the second
peak. For example the average bond length of Mn(OH6)+2 is 2.19 Å,
which changes to 2.00 at +3 - this species has both the longest bond
length and the largest bond length change, resulting in a shift of 0.20
Å for the second peak. This shift is lower for the other complexes, or
in the range 0.11-0.15 Å.
7.3 free energies surfaces
Data for the free energy surface analysis was collected for both bias
methods; eq. 112 and 113 - by running molecular dynamics on the
states defined by ∆qj,ηj = {0, 0.25, 0.5, 0.75, 1.0}. Figure 19 presents ra-
dial distribution functions for the initial, intermediate and final states
of the V2+-V3+ transition.
In comparing the two methods one notes that a) the peak position are
in general determined to be the same within ±0.02 Å at any given
∆qj = ηj and b) the peak position are furthermore shifted by the
same fractional value as the bias parameters. For example the differ-
ence in peak position between the intermediate states at ηj,∆qj = 0.5
to the initial state is 0.07 Å. This is exactly 0.5 of the peak shift when
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Table 3: Metal to ligand bond length changes between the +2 and +3 re-
dox states. Results from the RDFs and vacuum calculations are
presented, along with the estimated shift from experimental bond
lengths.
Metal ∆R(OH2)6 ∆R
vac
(OH2)6
Exp.∗ ∆Rsol
V 0.14 0.09 0.14 0.12
Cr 0.08 0.08 0.11 0.12
Mn 0.19 0.19 0.19 0.20
Fe 0.10 0.08 0.13 0.13
Co(LS) 0.09 0.06 - 0.11
Co(HS) 0.07 0.06 - 0.15
∗ the experimental shift is simply taken as the difference between the +2
and +3 experimental results collected in Table 2. In the case of complexes
which display the Jahn-Teller effect the equatorial bond length is used.
Figure 19: Radial distribution functions (RDFs) of the initial, intermediate
and final states of hexaaqua vanadium. The intermediate states
sampled by using both the coupling parameter, ηj (broken lines),
and partial charge (solid line), ∆qj, are presented. Left: RDFs
showing both the ligand and first solvation peaks. Right: zoom
in of the ligand peaks, showing the overlap of the intermediate
state peaks (broken lines of same color scheme shown in the leg-
end).
comparing the initial and final state (0.14 Å). This was observed for
all intermediate states of all of the metals, meaning that the internal
structural change scales linearly in both ηj and ∆qj.
As discussed in section 6.2 application of WHAM requires knowing
the value of the bias potential defined in eq. 113 and eq. 112. In the
former case the bias potential is simply the coupling parameters times
the potential energy gap - in the latter case however the bias is written
as a simple function of the partial charge potential energy gap over
the total gap, assuming linearity. This linearity is not observed and
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Figure 20: In order to evaluate the biasing potential of eq. 112 for the inter-
mediate, or partially charged, systems the ratio of partial charge
potential energy gap gap ∆Eqj(R
N) to the initial-final state gap
∆E(RN), red stars, is fitted with a first order linear equation, blue
broken line. This particular example is from simulations with the
V+2.75 − V+2.25 intermediate state (∆qj = 0.75, see Figure 17),
where the slope of the best fit is ηLINqj = 0.74, in line with the
partial charge.
is severely skewed - which is mainly due to the self-interaction error
inherent to DFT, see e.g. [31, 37]. Furthermore, application of eq. 121
requires terms of the form
ηqj =
∆Eqj(R
N
k,l)
∆E(RNk,l)
(122)
or in other words knowing the potential energy gap of the partially
charged systems in configuration generated at all other partial charges
- hence a sampling of j2 is implied. To solve for both issues making
WHAM applicable to the partial charge case a trivial linearization is
performed by first order fitting to the ∆Eqj(R
N)/∆E(RN) ratio, such
that eq. 112 becomes
Ebj (R
N) = Ei(R
N) + ηLINqj ∆E(R
N) +Cj (123)
where ηLINj and Cj are the slope and intersect of the linear fitting
for charge state j. Figure 20 presents a general sample of the fit-
ting process, here for the ∆qj = 0.75 data set of vanadium. The
slope is found, in all cases and for all metals, to be in accordance
with the coupling parameter ηj within ±0.03. Fitting to vanadium
gives ηLINqj = {0.23, 0.5, 0.74} for the intermediate states defined by
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qj = {0.25, 0.5, 0.75}, respectively.
Figure 21 presents free energy surfaces generated for each intermedi-
ate state unbiased probabilities (eq. 115) for vanadium and chromium,
and compares the two bias methods. The free energies are evaluated
as
F(Puj (x)) = −
1
β
ln[Puj (x)] (124)
The associated weights pj(x) are overlaid as well, which show clearly
where each intermediate state is centered and their overlap - or in
other words where each intermediate state has statistical significance
in the full initial state probability curve (eq. 116).
Table 4: Free energy barrier, ∆F‡, and reorganization energy, λreo, collected
from free energy surfaces created with intermediate states using
either the coupling parameter ηj (eq. 113), or partial charge ∆qj (eq.
112).
∆F‡ λreo
Metal ηj ∆qj ηj ∆qj
V 0.47 0.45 1.90 1.80
Cr 0.70 0.74 2.82 2.97
Mn 0.62 0.64 2.46 2.55
Fe 0.42 0.39 1.66 1.58
Co(HS) 0.44 0.45 1.84 1.80
Co(LS) 0.68 0.71 2.73 2.81
With the unbiased probabilities and weights readily available the ini-
tial state probability (eq. 116, pg 57) and the resulting free energy
surface were generated. Figure 22 presents a sample analysis for vana-
dium where both the initial and final state curves are presented. Table
4 collects the free energy of reorganization and barrier, for all metals
employing both bias methods. The free energy barrier varies by 0.42-
0.70 eV over the range of metals, and deviates by ±0.02 − 0.04 eV
when comparing the two bias methods. The free energy of reorga-
nization ranges from 1.66-2.82 eV, and evidently varies quite a lot
between metals. The two bias methods give similar results but vary
by ±0.06− 0.15 eV.
7.3.1 Internal Reorganization Energy
In the diabatic picture of electron transfer theory [7] the reorganiza-
tion energy term is divided in to two components
λreo = λin + λout (125)
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(a) V2+-V3+ →V3+-V2+, ∆qj (b) V2+-V3+ →V3+-V2+, ηj
(c) Cr2+-Cr3+ →Cr3+-Cr2+, ∆qj (d) Cr2+-Cr3+ →Cr3+-Cr2+, ηj
Figure 21: Example free energy surface analysis for (top-bottom) vanadium
and chromium using (left-right) the partial charge or coupling
parameter methods. The plots show the free energy of the unbi-
ased probability distributions (eq. 115, pg. 57) sampled by run-
ning molecular dynamics on the intermediate states defined in
the legend. Also plotted are the associated weights for each win-
dow pj(x), which are required to piece together the total initial
state free energy curve (eq. 116, pg. 57). The free energy curves
generated with the coupling parameter are smoother in all cases
- as seen in the smoother tails of the intermediate state curve -
but the total curves give very similar reorganization energy and
barrier. All values are collected in Table 4, and Figure 22 presents
a free energy surface generated from the total initial state proba-
bility curve for vanadium.
an internal reorganization term λin - as in the structural change of
the M(OH2)6 species which is evident in the change of the first peak
of the RDFs in Figure 18 - and an external term associated with the
response of the bulk solvent, or the outer-sphere solvation, denoted
λout.
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Table 5: Free energy barrier, ∆F‡, energy of reorganization, λreo, and internal
reorganization energy, λin, for the first row transition metals, esti-
mated using the procedure described in section 5 and a single point
vacuum calculation, respectively. (Quasi-)Experimental reorganiza-
tion energies from the same source are found here [119, 120, 121]
(exp. A), and a collection of more recent values from various sources
here [122] (exp. B). Also presented are outer-sphere reorganization
energy, λout = λreo − λin, and λin is calculated by eq. 126. The last
column presents the outer sphere reorganization energy estimated
with the Marcus model, eq. 129 (see text for details).
Metal ∆F‡ λreo exp. A exp. B λint λout calc.
V 0.47 1.90 2.13 2.69 0.72 1.18 1.50
Cr 0.70 2.82 2.05 3.47 1.68 1.14 1.54
Mn 0.62 2.46 2.02 3.26 1.26 1.20 1.48
Fe 0.42 1.66 2.11 2.10 0.48 1.18 1.55
Co(HS) 0.44 1.84 2.26 2.24 0.68 1.16 1.52
Co(LS) 0.68 2.73 1.38 1.25 1.59
The internal reorganization energy is estimated as the energy differ-
ence of a redox states in vacuum relaxed structures of both redox
states; λin is then a sum of two components, one for the acceptor-
and one for the donor-reaction site
λin = λ
0
in + λ
1
in (126)
where
λ0in = E
0(R[M(OH6)]1) − E0(R[M(OH6)]0) (127)
for example, and R[M(OH6)]n denotes the structure relaxed for a
given charge state. The same expression is used for λ1in with appro-
priate changes in the charge indexes. These values are presented in
Table 5, and it is clear that λin correlates well with the observed λreo -
the metal with the largest internal reorganization energy displays the
largest overall reorganization energy.
In Marcus’ classical picture of the diabatic free energy of reorgani-
zation [123, 124, 125, 126, 127] the initial and final state free energy
surfaces take the form of simple parabolas about their minimum
Fi(x) =
1
2
k(x− xi,min)
2 + F∗i (128)
with an analogous expression for the final state. The two parabolas -
of equivalent curvature k - intersect at ∆F‡ = (λ+∆F0)2/4λreo (and
in all cases a parabola fits our data very accurately - and by con-
struction (eq. 108, pg. 53) the parabolas of the initial and final state
have the same curvature). Furthermore, based on the linear response
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Figure 22: Applying the weights to the unbiased probability curves (see Fig-
ure 21) for each sampling window the final free energy surface
is constructed. This particular example is for vanadium and the
bias method here uses the coupling parameter ηj. The red stars
are the WHAM data and the blue curve is a second order best
fit - and as seen the data fits a parabola quite accurately in ac-
cordance with the Marcus model of the reorganization energy
[123, 124, 125, 126, 127]. The black curve represents the final state
free energy surface which is the same fitted curve but here trans-
lated by the reaction coordinate (see eq. 108, pg. 53). The equa-
tions of the resulting best fit and translation are used to solve for
the reorganization energy and the free energy barrier - gray cir-
cles λreo and ‡, respectively - relative to the minimum (eq. 109,
pg. 53) . The values for both methods and all metals are presented
in Table 4. The values presented in Table 5 are collected from the
free energy surfaces composed of intermediate states made with
the coupling parameter ηj, and are compared to experiment and
the Marcus model.
assumption, λout can be derived in terms of a ion of finite radius
Rq (representing the reactants) interacting with a continuous charge
distribution (bulk solvent) extending to infinity. The model reads
λout =
∆q2
4pi0
(
1
op
−
1
s
)(
1
2R1
+
1
2R0
−
1
RDA
)
(129)
where 0 is the permittivity of free space, and op and s are the
optical and static dielectric constants of the solvent. R1 and R0 are
the ionic radius of the donor and acceptor, respectively, and RDA the
distance between the reactants - which in our simulation set up is
infinite, hence this term is omitted.
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Using eq. 125 the contribution of the outer-sphere reorganization,
λout, was calculated and is presented in Table 5. This value was found
to be in very good agreement for all of the metals, in the range 1.14-
1.25 eV. Also presented are the estimated outer-sphere contributions
using the Marcus model, which range from 1.48-1.59 eV for the vari-
ous metals, and differ by 0.28-0.36 eV compared to the computational
results. In all cases the estimated center of the second solvation peak
in the RFDs, Figure 19, are used for the ionic-radii.
The discrepancy has several sources. In the simulations the water is
described with the PBE functional, which has an estimated optical di-
electric constant of 2.0 at ambient temperatures [128] - but also using
a very limited number of water molecules to represent the non-local
dielectric - which may further effect the constant. For example, evalu-
ation with op = 2.2 would give a very good agreement between the
computations and Marcus model. The estimate of the ionic-radii (or
the interface of the reactant and bulk solvent) is questionable at best,
but then again this value has a range of definition in the literature.
7.3.2 Comparison to Experiment
Table 5 presents (quasi-)experimental reorganization energies from
two sources; A) a collection of experiments employing the same set up
- photo-emission experiments - and from same authors [119, 120, 121];
B) a collections of more recent work, which better represents accepted
experimental values [122]. The experimental values from source A
are all very close in value or 2.02-2.26 eV, with little correlation to the
observed trend in the computational results - where it is clear that
the internal reorganization energy differentiates between the metals.
This trend is better reflected in the more recent experimental values
(source B) - which range from 2.1-3.5 eV, and the relative value be-
tween metals compares very well to the computational series. The
computational work of Rosso et. al. on the same series of metals re-
vealed the same [129] - where both the internal- and external contri-
butions are analyzed in detail.
This discrepancy between the computational and experimental free
energies for these types of systems are well understood - first and
foremost the two reactants are infinitely far apart in the simulations -
but in the experiments and in ET theory there is an optimal distance
between the reactants before charge transfer occurs (often taken as
the hard-sphere distance between the reactant centers) - and a re-
sulting electrostatic interaction and solvent shell overlaps which will
effect the free energies. Moreover, the water is described with a GGA
functional which gives too high dielectric constants compared to ex-
perimental water - and at ambient conditions is 1.77 and 78.4 [130].
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This means, according to eq. 129, that the higher constant in our sim-
ulations results in an underestimation of the reorganization energy
(this alone accounts for about 0.3 eV discrepancy). As a final note
- although the computational bond lengths are in good agreement
with experiment - the λin value is not necessarily accurate - and do
account for a very large fraction of the total reorganization. For exam-
ple in the study of Rosso et. al. [129] λin was found to be larger in all
cases - about 0.1-0.2 eV in most cases - but there the complexes are
described with a hybrid-GGA functional and a larger basis set.
Table 6: Initial-final state free energy difference, ff, between Fe2++ M3+
→ Fe3++ M2+. The free energy difference is solved for self-
consistently using the WHAM method. From the difference the ex-
perimental redox potential of Fe3+/2+: 0.771 eV [131] is added to
give a computational estimate of the M3+/2+ redox potential (see
text for details), which is compared to experiments. The computa-
tional results are from [132], where the redox potential is estimated
with a simpler scheme using DFT at a similar level of theory.
M3+/2+ ff E
3+/2+
M exp. comp.
V -0.98 -0.21 -0.26a,f -0.17
Cr -1.15 -0.38 -0.42b,f -0.50
Mn 0.37 1.14 1.54c,f 1.21
Co(HS) 1.05 1.82 1.92d,f 1.75
Co(LS) 0.30 1.07 1.10
(a) Jones et. al. [133]; (b) von Grube et. al. [134]; (c) Ciavatta et.
al. [135]; (d) Diebler et. al. [136]; (e) Bratsch et. al. [137]; (f) Bard,
Parson and Jordan [138]
7.4 redox potentials
The QM calculations are on charged and periodic systems which em-
ploy the standard uniform neutralizing background. This shifts the
relative potential of differently charged systems [139] hence the redox
potential of the various M2+/3+ reactions can not be accurately de-
termined. However, using the known reduction potential of Fe2+/3+
versus the standard hydrogen electrode (SHE), E2+/3+Fe,SHE = −0.771 eV,
the redox potential of the other transition metals can be determined
from the free energy difference between the initial and final states of
asymmetric Fe2+-M3+ →Fe3+-M+2 reactions. In this way the redox
potential of the other metals relative to SHE is solved with
E
3+/2+
M,SHE = ∆F
0 − E
2+/3+
Fe,SHE (130)
This difference is solved for self-consistently using the WHAM for-
malism in eq. 119. In order to solve it one starts with an initial array
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of the fj values corresponding to the ηj = {0, 0.25, 0.5, 0.75, 1.0} states
and at convergence subtracts any residual fi (initial state ηj = 0). This
gives the relative free energies of the intermediate, fj, and final state
ff (ηj = 1.0). In that way ∆F0 = ff. Table 6 collects the estimated
redox potentials of the metals, and compares to experimental values
and other computational results.
The relative redox potentials of V, Cr and Co are in fair agreement
with experiment, differing by only 0.05-0.1 eV. Results for Mn are
however not, and differ by 0.4 eV, but are in line in all cases with
the trend and value of computational results employing a similar
exchange-correlation functional (GGA) and a larger basis set [132].
In those simulations the transition metals were placed in an idealized
cage consisting of eighteen water molecules and then embedded in
to a continuous electrostatic media to represent the bulk solvent.
Table 7: Free energy barrier and reorganization energy for the Fe2+ →Fe3+
reaction. The fd results are on par with Sit et al. which is a plane-
wave based DFT calculation employing the same xc functional.
QM/MM parenthesis refers to the case where the phase space is
first created with the WOLF-QM/MM method (see schematic Fig-
ure 17), but energy gaps and WHAM parameters are re-evaluated
with full QM calculations at the indicated basis level.
fd fd(QM/MM) dzp dzp(QM/MM) Sit et al.
∆F‡ 0.45 0.44 0.39 0.40 0.44
λ 1.80 1.75 1.58 1.60 1.77
7.5 qm/mm simulations
Here the symmetric reaction of Fe2+-Fe3+ is explored in more detail
where first the difference of using a relatively cheap basis set ver-
sus a complete basis set is compared, and second where the cheaper
QM/MM calculator is used (see Figure 172) to sample an adequate
phase-space for free energy analysis. Note that the free energy anal-
ysis requires accurate potential energy gaps between the initial and
final state, so after an adequate phase-space sampling with QM/MM
a subspace is selected (every tenth image) the potential energy gap is
evaluated with full QM calculations. The resulting potential energy
gap from QM/MM calculations will be too large due to the role of
dielectric response of the solvent, which is lacking in the simple three-
site solvent model used here - e.g. for TIP3P op is found to be approx.
1.1 [140, 141] which according to eq. 129 increases the reorganization
energy and hence the potential energy gap considerably (or by a fac-
tor of 1.8).
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Figure 23: Radial distribution function of the iron to oxygen distances, ana-
lyzed from molecular dynamics simulations at the full QM (red)
and QM/MM (blue) theoretical level. The M(OH2)6 complex is
described with QM in the mixed QM/MM simulations, and as
expected the first peak of both simulation overlap as it repre-
sents the distribution of metal to ligand bond lengths. The second
peaks are also centered at a similar position with the QM/MM
peak though shifted slightly to the further away from the metal.
This is in line with the stronger hydrogen bond interaction be-
tween the QM solvent and QM ligands compared to a MM sol-
vent interacting with a QM ligand (see Figure 6).
Figure 23 compares the radial distribution function of Fe2+(OH2)6
in quantum and classical solvent. The first peak of both simulations
are almost overlaid, as they should since the internal structure of the
metal complex are treated at the same theoretical level. There is a dif-
ference in the second peak, which is slightly farther away from the
metal center in the QM/MM case. An analysis of the +3 RDFs re-
vealed more or less the same.
Figure 24 presents two free energy curves where the basis set de-
pendence is compared. Table 7 collects the free energies of reorga-
nization and barrier for both basis sets, and for the case where the
phase-space is sampled with QM/MM. The results are compared to
the simulations of Sit et. al. [142] where the system size, number of
water molecules and exchange-correlation functional is matched. In
their calculations they employ a plane-wave basis to describe the va-
lence electrons, where here a comparable purely grid-based basis -
where the only convergence parameter is the spacing between indi-
vidual points [18, 19]. - is used.
All in all there is good agreement between the free energy barriers
when comparing the two different basis sets, 0.45 eV vs. 0.39 eV for
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the fd and dzp basis respectively, and only a slight difference when
comparing the same basis but different sampling method. There is
also excellent agreement between our results and the one of Sit et. al.,
and the cases where the phase space is generated with the QM/MM
calculator. Considering the total reorganization energy there is a no-
ticeable difference between the basis, or up to 0.22 eV.
This difference is largely explained with the difference in the internal
reorganization. With the more complete grid-based basis the internal
reorganization energy was found to be 0.56 eV - which is in a better
agreement with computational work here [129] - and the resulting
λout = 1.24 eV, in excellent agreement with the dzp results of 1.22
eV. The outer-sphere reorganization is due to the change in localized
charge on the central metal surrounded by water ligands - so there is
little to no overlap between the electronic state of the solvent and the
charge carrying electronic state of the metal - hence it makes sense
that there is little discrepancy in λout between the two basis.
7.6 conclusion and outlook
The free energy surfaces for several transition metals were generated
with data gathered from first principles and hybrid-QM/MM calcu-
lations, using two variants of the umbrella sampling method. Both
methods give more or less the same results but differ largely in the
computational approach - in one method a non-physical partially
charged intermediate state is used to sample out of equilibrium con-
figurations, but it is well known that GGA based DFT calculations
describe such partially charged system poorly. For example, during
similar simulation on titanium and copper variants of the hexaaqua
complexes, a spurious formation of pentaaqua complexes was ob-
served - but only in the partially charged systems, not in the fully
charged initial or final state. The second approach employs a cou-
pling parameter which mixes the forces of the well defined initial and
final state in a straightforward manner. Although it is slightly more
expensive (since each configuration in the intermediate states always
requires two electronic ground state calculations) the coupling pa-
rameter method is more appealing as it circumvents the non-physical
partially charged states.
A note on the relative computational time is certainly in order; the
QM/MM, QM(dzp) and QM(fd) scale as 1:4:10 - for these relatively
small systems. Although the fd is considerably more expensive - and
too expensive for systems beyond a few hundred atoms particularly
when one needs a considerable phase-space sampling - an optimal
choice for further study is to use QM/MM to sample the phase space
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Figure 24: Diabatic free energy surfaces for the ferric-ferrous (Fe+2-Fe+3)
charge transfer reaction. It is important to note that two differ-
ent ways of describing the KS states are used: the finite differ-
ence (fd) mode, where the basis accuracy depends solely on the
grid spacing, and a localized atomic orbital basis of dzp quality
(a much cheaper option). Time scale of sampling an adequate
phase space corresponding to 5 ps per bias window scales as
follows: 1:4:10 for the QM/MM, QM(dzp) and QM(fd) methods,
respectively. The black stars and green dots is the output from the
WHAM method, and the red and green curves are second order
fits to the data.
and then use the fd basis (or dzp basis if the internal energy reorga-
nization is expected to be small) to analyze the potential energy gap.
As a final note - a major discrepancy is in the electrostatic constant of
GGA described water compared to experiment - but after the gener-
ation of an adequate phase-space the with the QM/MM method ac-
curate results were recovered by evaluating the electronic gaps with
full QM. One can in a similar fashion explore exchange-correlation
functionals beyond GGA, since the expensive phase-space sampling
is avoided with QM/MM. A final step is to bring the reactants to-
gether in to a single simulation cell - and a simple way is already
present in the current GPAW code - namely ∆SCF [143, 144] - where
one has control over the electronic occupation in specific molecular
orbitals.

8
O S M I U M C O M P L E X E S
The first part of this Chapter summarizes the results presented in pa-
per I and expands upon those results to include analysis with the
QM/MM code, as well as free energy surfaces which are partly pre-
sented in paper II. In the second part the experimental results from
paper III are summarized and the DFT calculations presented in de-
tail.
8.1 osmium polypyridine
Os(II)/(III) polypyridine complexes in aqueous solution are robust
molecular entities both in freely solute state and adsorbed on Au(111)-
and Pt(111)-electrode surfaces. This class of robust coordination chem-
ical compounds have recently been characterized by electrochemical
Scanning Tunneling Microscopy (in situ STM) [1, 2, 3, 4, 5]. The
Os-complexes were found to display strong Scanning Tunneling
Spectroscopy (STS) features at the level of resolution of the single
molecule while STS features of a similar Co complexes, although
clear, were much weaker. The data was framed by concise but phe-
nomenological theory of interfacial electrochemical Electron Trans-
fer (ET) extended to the electrochemical in situ STM configuration
[8, 6, 9].
With view on first-principles insight into the in situ STM behavior
of this class of robust redox (as opposed to non-redox) molecules,
this chapter presents both a DFT and QM/MM study on the systems
presented in Figure 25. The aim is to address the following
• Redox state control, as to mimic the gate-potential control in the
in situ STM experiments
• Classical versus quantum solvent description for stabilizing both
counter-anions as well as the redox states of the target polypyri-
dine transition metal species
• Thermodynamic values pertinent to their redox process, as out-
lined in previous chapters
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Figure 25: A: The Os+nP0P complex, or [Os(bpy)2(P0P)Cl] (bpy = 2,2’-
bipyridine, P0P = 4,4’-bipyridine). Note that the P0P ligand has
a non-ligated nitrogen atom with an electron pair - which is suit-
able for substrate surface linking. B: A variety of molecular dy-
namics systems are addressed, where the pertinent redox states of
the complex (+2 and +3) is controlled either trivially by removing
electrons from the computational system, or with the addition of
counter-anions (chloride). C: The analysis is, moreover, extended
to the solvent-substrate surface interface - here Au(111) - as in the
in situ STM experiments.
8.2 computational parameters
The computational parameters presented in section 7.1 apply here,
with the following addition. To accommodate for the dimensions
of the polypyridine osmium complex in molecular dynamics simu-
lations a large cell with periodic boundary conditions was filled with
water (198 molecules) and the simulation box size adjusted such that
the density is ≈ 1.0 g/cm3 (resulting dimensions were 16.7, 22.8 and
16.3 Å). After thermalising the system with molecular dynamics a
large cavity was cut out fitting the the vacuum relaxed complex. In
this way the density should remain approximately the same [145] -
and the complex is surrounded by about 2-3 solvation shells. A sec-
ond system was also constructed in an analogous manner, but now
with 732 water molecules (resulting dimensions of 28.5, 31.5 and 28.5
Å) - and the dynamics here done solely with the QM/MM scheme.
The bond constraint strategies for the Langevin-RATTLE dynamics
and Lennard-Jones pair potential constants for the QM/MM interface
are presented in Figure 11 (pg. 44) and Table 1 (pg. 23), respectively.
8.2.1 Redox State Control
A major challenge in DFT is to describe charged species in periodic
systems. For example, without any solvent and resulting screening ef-
fects the Os2+P0P-A(111) and Os3+P0P-Au(111) species do not form
(D in Figure 26) - a non-physical system composed of a partially
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Figure 26: Left: Schematic of the various systems investigated. The oval rep-
resents the osmium polypyridine complex, Figure 25. The oxi-
dation state of the complex was addressed in a variety of ways.
A: the oxidation state (+1,+2 and +3) of the isolated complex is
controlled by removing zero, one or two electrons from the com-
putational system. In B, C , E and F this is instead achieved by
adding one or two chloride counter-anions to the computational
system. In C and F the complex and counter-anion are solvated
with water. In E and F the complex is, furthermore, adsorbed
on a metal surface (Au(111)). In D it is emphasized that the redox
state can not be controlled by removing electrons from the system
when the complex is adsorbed on a metal surface. Right: The sol-
vent is found to be crucial in the charge transfer and stabilization
between the osmium complex and chloride counter-anion(s), as
evident in the charge profiles presented. The profile shows the
charge of one of the counter-anions, Qcounter, as it systemati-
cally moved closer and further from the osmium metal center,
dOs...Cl. Without the solvent only a partial charge is transferred,
both in the free solute and adsorbed states. Furthermore a large
charge transfer exists between the osmium complex and surface,
Qsurf, without solvent screening as shown in the inset. In all
cases the fully solvated complex and counter-anion systems were
comparable to the solvated charge complexes - in both nuclear
structure (bond lengths) and electronic structure - revealed by ex-
tensive molecular dynamics simulations.
charged surface and complex is formed, and the chemical identity
of the complex in the +2 and +3 redox states lost. This was addressed
first by introducing suitable counter-anions to form overall neutral
pairs, and later extended to the solvated case where it was found that
the solvent provides crucial charge screening effects which greatly
stabilize the two charged species - and meaningful redox states of the
complex were formed, both in the free solute and adsorbed state on
Au(111) surfaces. The systems and main results are presented in Fig-
ure 26.
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To expand upon the results above the same systems were addressed
with the QM/MM code, where the osmium complex and chloride
ions were treated at the full QM level - and all solvent molecules are
treated classically. Molecular dynamics simulations were performed
on the osmium complex depicted in Figure 25B. In this setup the re-
dox states: +2 and +3 were controlled adding one or two chloride
atoms to the system. Table 8 collects major bond lengths for the two
different redox states, and compares the QM and QM/MM cases.
Table 8: Metal to ligand bond lengths (in Å) and total charge of the complex,
Qcom, of the structures B shown in Figure 25. The structures and
charge on the osmium complex is compared for the full QM and the
QM/MM cases, where in the latter all solvent is treated classically.
B+Cl− B2+2Cl− B+Cl− B2+2Cl−
QM(H2O)168 QM(H2O)166 MM(H2O)168 MM(H2O)166
Os-Cllig 2.47 2.35 2.46 2.35
Os-NP0P 2.13 2.15 2.13 2.15
Os-Navg 2.09 2.07 2.09 2.08
Qcom [e] 1.07 1.84 0.99 1.97
The average bond lengths are fount to be more or less the same in
the full QM simulations compared to the QM/MM results. This is
observed for both the +2 and +3 redox states, which are controlled by
the presence of the chloride counter-anions. Moreover, the classically
described solvent enhances the charge on both ions - for example the
charge on the complex is closer to integer values in the QM/MM case.
This is due to the fact that there is no overlap between the electronic
states of complex and counter-anion with the solvent in the QM/MM
case - the solvent has no electronic states. In the QM case such an
overlap exists which results in an ’apparent’ partial charge transfer.
8.2.2 Free Energy Surfaces
The free energy surfaces for the osmium complexes were generated in
an analogous manner to the transition metals presented in the reac-
tion schematic Figure 17. The total reaction is Os2+-Os3+ →Os3+-
Os2+, where the forward and reverse reaction electronic gaps are
combined to generate sufficient statistics. All values are though re-
ported as half-reaction values - since we are interested in single-molecule
reorganization as in the in situ STM experiments.
First a system comprised of the osmium complex and 168 water
molecules was addressed at the full QM level, and the free energy
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Figure 27: The radial distribution of oxygen in water around the osmium
polypyridine complex. After running extensive QM/MM simula-
tions the same configurations were used to analyze the free en-
ergy surface, but now with the water treated at the QM level up
to the distance indicated by the A, B and C color scheme. Corre-
sponding model cartoons and free energy surfaces are presented
in Figure 28. The red line indicates the estimated ionic radius
of the complex used in the Marcus model analysis (see text for
details).
surface generated to give the reorganization energy and barrier. To
explore the efficiency of the QM/MM code a second system was an-
alyzed as well, but now with 732 water molecules. At first all wa-
ter molecules of the latter system are described classically and a vast
phase-space generated with molecular dynamics. In a second step the
initial-final state electronic gap is re-evaluated - but now with some
of the closest solvent molecules to the complex described at the QM
level. Figure 27 presents the radial distribution function of osmium to
oxygen distances, and describes the ’post’-sampling process. Figure
28 presents the resulting free energy surfaces - which shows clearly
the effect of the solvents dielectric response on the electronic gap.
The free energies of reorganization and barrier are collected in Table
9. The free energy of reorganization and barrier for the half-reaction
is found to be 0.63 and 0.16 eV, respectively, at the full QM level. In
the QM/MM case, where the complex is solely treated with QM, the
same quantities are found to be 1.21 and 0.31 eV, which is roughly an
increase of 1.8 in accordance with the difference in the electrostatic
constants of the QM vs. MM water. The inner sphere reorganization
energy is much smaller in this case compared to the hexaaqua com-
plexes presented in Chapter 7, or only about 0.1 eV. By re-evaluating
the initial-final state potential energy gap with varying QM solvent
we find that the values converge rapidly - for example the free en-
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Figure 28: Free energy surfaces generated for varying degree of quantum
solvent - systems A, B and C show the expansion of the QM treat-
ment around the osmium complex. The phase-space is sampled
first with QM/MM, where all solvent molecules are described
classically. For the free energy surface analysis the energy gap be-
tween the initial and final state is evaluated but with all solvent
molecules within the radial bounds indicated in Figure 27 are
treated also with QM. In this way the dielectric response of the
solvent is gradually reintroduced in a step-by-step fashion until
convergence is achieved.
Table 9: Free energies of reorganization and free energy barriers, in [eV].
Full QM is compared to the QM/MM expansion process, see Figure
27-case C, which is deemed converged. QM/MM(0) refers to the
case where none of the solvent is treated with QM. For comparison
the Marcus model is used, eq. 129, but now with computational PBE
[A] and TIP3P [B] dielectric constants, which should compare to the
QM and QM/MM(0) results respectively.
QM QM/MM(C) QM/MM(0) Marcus [A] Marcus [B]
λreo 0.63 0.68 1.21 0.82 1.35
∆F‡ 0.16 0.17 0.31 0.21 0.34
ergy surface where the solvent molecules up to a 7.3 Å radial bound
around the complex are treated with QM is almost the same as in the
case of 8.3 Å radial bound. Furthermore, at that level the free energies
of reorganization and barrier for the QM/MM(C) system is 0.68 and
0.17 eV, in very good agreement with the full QM results. At the 8.3 Å
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radial bound each energy gap evaluation roughly includes 90 water
molecules on average, and as seen in the radial distribution function
of Figure 27 corresponds roughly to two solvation shells. Note that
we require less than half the solvent used in the full QM calculations
to reach convergence.
The change in the initial-final state potential energy gap and hence
reorganization energy between the QM and QM/MM cases is, as
mentioned before, due to the dielectric response of the QM water.
This change is furthermore apparent when using the Marcus model,
eq. 129 (pg. 71), to estimate the outer reorganization energy - which is
evaluated for this system by using the ionic radius shown in Figure 27,
and the dielectric constants for PBE and TIP3P water. These models,
denoted Marcus [A] and Marcus [B] in Table 9, are in fair agreement
with the full QM and QM/MM results - although in both cases larger
by about 0.14-0.19 eV. This is again due to either a erroneous estima-
tion of the ionic radius, as well as poor choice of dielectric constants.
The trend is though exactly as expected - with an enhancement of a
factor of 1.8 in the reorganization energy - as observed for the QM
versus QM/MM simulations.
8.2.3 Conclusion and Outlook
Using appropriate counter-anions the redox state of an osmium com-
plex is controlled by chemical means. This is in solution and at the
solvent/substrate interface. The solvent plays a crucial role in stabiliz-
ing both ions, by providing strong charge screening effects. This was,
moreover, observed in the QM/MM simulations as well.
Free energies and free energy barriers were generated for the complex
at the full QM level. By using the QM/MM method a large system -
composed of the complex and 700 water molecules - was simulated
and from the QM/MM phase space the solvent response was system-
atically re-introduced, and the resulting free energies converged to
the full QM case.
This seamless jump between QM and QM/MM is very promising for
large and complex simulations as the majority of the computational
time is thermalisation and phase-space sampling. The option of treat-
ing the sampling with QM/MM offers a great and efficient way to
introduce other complexities, such as hybrid-GGA functionals - to
better represent the solvent response and/or the internal reorganiza-
tion energy.
86 osmium complexes
Figure 29: Left: Working principles of the electrochemical AFM force spec-
troscopy performed. The AFM cantilever, to which terpy-C6-S
is attached, approaches a mono-layer of Os+n-terpy-C6-S on
Au(111). As the tip approaches a bond is formed between the
two species. The cantilever deflection - which is determined from
the position of the reflected laser - is translated in to forces as it is
retracted from the sample. Right: typical force-extension curves
from the ECAFM experiments performed on the Os-terpy-C6-S-
Au(111) system. This is for different working potentials which
correspond to the fully oxidized state (+3), partially reduced state
(equilibrium of +2/+3) and the reduced state (+2) viewed top
to bottom, respectively. From a multitude of such experiments
the average forces for the different redox states was determined;
Os+3 gives 130±60 pN, Os+2/+3 gives 100±30 pN and Os+2
gives 80±30.
8.3 osmium terpyridine
Here an experimental methods similar to the electrochemical in situ
STM is used - electrochemical atomic force microscopy (ECAFM),
where both the single-molecule coordinative forces can be addressed
and the redox state of a osmium terpyridine (terpy) complex con-
trolled. A schematic of the working principles of the AFM experi-
ments is presented in Figure 29.
Using sophisticated experimental methods the single-molecule coor-
dinative bond is both formed and ruptured in a controlled fashion
where the redox state of the complex is, furthermore, addressable.
Hence, this method offers force-spectroscopy. The effects of the redox
state change are evident: in the Os2+ case the average Os-terpy bond
force is found to be 80±30 pN, while for the Os+3 case is 130±60 pN.
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8.3.1 DFT Simulations
The aim of this DFT computational work is to address key factors
which influence the metal to ligand binding in the Os(terpy)2 com-
plex - and compare those factors when the complex is in the two
different redox states, [Os(terpy)2]2+ and [Os(terpy)2]3+. The com-
plexity of the simulations is kept low - for example bulk solvent
and counter-anions are not included. Main focus is on exploring how
strongly the osmium metal, in the two different redox states, binds
to the terpyridine ligand - through coordinating to either one, two or
three nitrogens of the tridentate ligand. This is achieved by systemati-
cally pulling the bond apart while allowing other degrees of freedom
to relax at each stage - and the resulting potential energy change is
translated into pulling forces as a function of the bond length change.
8.3.1.1 Computational Parameters
All calculations are performed with the real-space DFT code GPAW
[18, 19]. The Kohn-Sham states are represented in terms of numerical
atomic orbitals of the double-ζwith polarization (dzp) quality, and the
potential is represented on a real space qrid with 0.18(±0.01) Å grid
spacing. The exchange-correlation (xc) energy is approximated with
the PBE [32] functional, and the core electrons are treated with the
PAW [40] method. A quasi-Newton scheme is used to relax structures
with a convergence criteria of the forces at 0.05 eV/Å. Magnetic states
of the two redox states are, furthermore, analyzed with the hybrid-
GGA xc-functionals PBE0 [146] and B3LYP [147], using PBE relaxed
structures. The charge density of the system and constituents is an-
alyzed with Bader’s analysis [46, 48], which gives localized charges
for each atom comprising the molecular system.
8.3.2 Rotational PES of Terpyridine
As a first step the potential energy surface of terpy was calculated as a
function of the rotation of the two side pyridine units, Figure 30. The
results show that terpy favors a planar geometry, with the two end
pyridines in trans configuration relative to the middle group - with
the nitrogen atoms then oriented as follows: N↑N↓N↑. The potential
energy cost for rotating a pyridine side group by 180◦ - to the cis
configuration - is found to be 0.3 eV, consistent with previous work
[148]. Rotating the second side unit to the cis configuration - form-
ing N↓N↓N↓ - has the same potential energy barrier of 0.3 eV. As a
consequence the cis configuration is 0.6 eV less stable than the trans.
The conjugation properties are not affected by the orientations of the
terpy nitrogen atoms - and we find that the potential energy cost of
the rotation is rooted mainly in steric or electrostatic repulsions be-
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Figure 30: Potential energy surface of pyridine rotation of terpyridine, see
top schematic. The most favorable structure is where the three
nitrogen atoms are oriented as follows: N↑N↓N↑, which is the
zero-point reference in the PES. Rotating one pyridine group such
that the nitrogen points downwards costs 0.3 eV, and rotation of
both side pyridines to form N↓N↓N↓ costs about 0.6 eV in total.
This rotational barrier is due to coulomb interactions between the
charged nitrogen atoms (see for example Figure 31), which have
a full lone pair.
tween the charged nitrogen atoms and their lone-pair. This view is
backed up by the Bader’s analysis presented in Figure 31
With the rotational cost in mind one can assume that it is unlikely
that all or even two of the nitrogen atoms are oriented towards the os-
mium metal center when ligation takes place. This would, moreover,
be hindered by the presence of a water ligand as shown in Figure 32.
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Figure 31: Bader’s analysis of Os2+ and Os3+ complexes, ligated to a single
terpy. For reference the charge of a lone terpy is presented as well.
Only a single hydrogen is shown for clarity, and the charge values
presented are in all cases average values for the atoms in similar
positions.
8.3.3 Magnetic States and Charge
Possible high-spin (HS) and low-spin (LS) magnetic states were anal-
ysed for both redox states - Os2+ is a d6 species with possible spin
state of 0 and 4, whereas Os3+ is a d5 species with possible spin
states of 1 and 5. The potential energy of these states was calculated
for the various configurations presented in Figure 32, as well as for
[Os(terpy)(H2O)3]2+/3+ and [Os(H2O)6]2+/3+, and the HS/LS gap
for each species and redox state evaluated: ∆En+HS/LS = E
n+
HS − E
n+
LS .
In all cases the low-spin states were considerably more stable for
all complexes and both redox states, with very similar ∆EHS/LS val-
ues evaluated with the PBE, PBE0 and B3LYP functionals. The PBE
gaps for [Os(terpy)2]2+/3+ were found to be ∆E2+HS/LS = 2.21 and
∆E3+
HS/LS
= 2.31 eV, while for [Os(H2O)6]2+/3+ ∆E2+HS/LS = 3.81
and ∆E3+
HS/LS
= 4.47 eV. Oddly the introduction of water as lig-
ands instead of the terpy increases the splitting between the magnetic
states, contrary to the spectrochemical series [149] where pyridine is
a stronger splitter.
Figure 31 presents the atomic charges of terpy and osmium. The re-
sulting electron distribution is reasonable. For example, all nitrogen
donor atoms are negatively charged with a full lone-pair, which ex-
plains why the trans-configuration is favored. The charge is acquired
mainly from neighboring carbon atoms in the conjugated system. The
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positive charge of the hydrogen atoms in the conjugate system varies
from 0.1-0.05. Notably the electron distribution of the terpy nitrogen,
oxygen, and carbon atoms is not significantly perturbed by the ad-
dition of osmium in either of the two oxidation states. Oxidation of
Os2+ to Os3+, however, results in shared electron donation from the
metal center and terpy ligands, with half an electron loss from Os.
The rest of the hole is distributed in the conjugate system, mainly
registered as a slight loss of charge on the aromatic hydrogen atoms
with the average charge being 0.15 and 0.20 per hydrogen atoms, for
the Os2+ and Os3+ redox states, respectively.
Figure 32: Schematic of the possible coordination of Os(terpy) with terpy’
and water, [Os(terpy)2(H2O)n]2+/3+. Osmium - orange, nitro-
gen - blue, oxygen - red and hydrogen - grey. The carbons, hydro-
gens and overall structure of terpyridine is simplified for clarity
and is represented with the dark-grey stick figure. Three configu-
ration are examined for both the magnetic state analysis and the
bond breaking simulations. In the simulations the carbohydrate
linking group is replaced with a hydroxyl group. I: Os(terpy)2 -
osmium in octahedral ligand environment provided by the three
nitrogen atoms of two terpy molecules. II: Os(terpy)2(H2O) -
osmium coordinated through two nitrogen atoms of one terpy
ligand. The non-bonding pyridine group rotates by about 90◦
to accommodate the water molecule occupies the sixth site. III:
Os(terpy)2(H2O)2 - osmium coordinated to a single nitrogen
atom of one terpy ligand - of a side group - with two water
molecules occupying the other coordination sites.
8.3.4 Simulated Bond Breaking
Structural differences between the octahedral [Os(terpy)2]2+ and [Os(terpy)2]3+
were found to minimal. In their vacuum relaxed structures the Os-N
bond length at the middle pyridine ligand is around 2.01 Å for both
redox states. The other two Os-N bond lengths are slightly different:
about 2.10 and 2.05 Å for Os2+ and Os3+, respectively. So, to address
the Os2+/3+ pulling energy a reference structure was created by re-
laxing all structures during the bond breaking at a charge of 2.5. The
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schematic and caption of Figure 33 present the overall simulation pro-
cess. In this way the potential energy, and difference, of the integer
redox states are based on the same structures - with bond lengths
of intermediate value (which was also observed for the hexaaqua-
transition metals, Figure 19). The pulling energies E− E[drOs−N = 0]
- where E[drOs−N = 0] is the potential energy of the fully relaxed
system - were calculated for each configuration and plotted against
the change in Os-N distance (drOs−N) for both redox states. Figure
34 presents the results.
The pulling force is evaluated as the slope of the linear best fits.
The slope is steeper, i.e. the pulling forces stronger, when terpy is
fully coordinated to Os2+, which changes dramatically when a sin-
gle or two water molecules are coordinated. The Os3+-terpy bond
and force becomes increasingly stronger compared to Os2+. This ac-
cords qualitatively with the experimental observations and in partic-
ular the [Os(terpy)2(H2O)2]2+/3+ structure is proposed as the most
favorable coordination, considering the mild reaction conditions and
the rotations and structure of isolated terpy. To fully coordinate to
terpy would require several reorganization steps and more vigorous
condition - and result in the reversed stability order in favor of Os2+.
8.3.5 Conclusion and Outlook
All in all the different pulling forces observed for the two different
redox states of the osmium complex are rationalized by the DFT sim-
ulations in a qualitative fashion - and in particular points towards
the crucial role of the solvent and ligand substitution in the pulling
process. For a quantitative analysis a more comprehensive simulation
scheme is required with full incorporation of solvent and thermody-
namic effects.
This can be achieved in a similar manner to the free energy sur-
face analysis discussed in previous Chapters, and in particular us-
ing QM/MM to speed up the sampling process. One can envision
simulating the configuration phase space of each increment of the
bond length changes (which acts as the reaction coordinate, section
6.2), where a portion of the surrounding solvent is treated with QM,
centered in a large box of classical solvent which acts as the heat bath.
92 osmium complexes
Figure 33: Schematic of the overall bond breaking simulations procedure.
Briefly, the target system - see Figure 32 - is relaxed at an interme-
diate charge state of 2.5. At each interval the osmium to nitrogen
distance of the middle unit, or the side unit (structure III in Fig-
ure 32), is stretched by 0.2 Å. This distance is kept fixed while
all other degrees of freedom are allowed to relax with the same
convergence criteria (0.05 eV/Å). The potential energy of the re-
sulting trajectories are then re-evaluated at the +2 and +3 charge
states. As a second step a solvation shell - around 25-30 water
molecules - is relaxed around the structures, at the intermediate
charge, and the potential energy analysis repeated at the integer
charges.
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Figure 34: Potential energy changes of the simulated bond breaking for both
vacuum (top) and solvated (bottom) systems, for the three differ-
ent coordination complexes and for both redox states. The solid
and broken lines are linear best fits to the +2 and +3 data. The
value of the slope is presented to the left, which is interpreted as
a the force. It is clear that Os+2 favors binding full coordination
to terpy, but as water occupies coordinates sites the Os3+-terpy
bond becomes stronger. Beyond 0.8-1.2 Å the energy starts to level
out (bond breaks), and is flat at a distance of 2.0 Å in all cases. In
the 1.2-2.0 Å increment range - in some of the simulations - a hy-
drogen atom was fully donated from a water ligand to the empty
coordination site on terpy - forming a very stable Os2+/3+-OH−
and (terpy)−H+ bonds - which gave a step in the curve.
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In this Chapter the ’photo’-induced structural changes of a bimetallic
iridium-iridium (d8 − d8) complex are simulated by using the newly
implemented QM/MM and MD methods. All of the reported mate-
rial here is found in paper IV.
Figure 35 presents the iridium-iridium complex, [Ir2(dimen)4]2+, and
two dynamic structural modes which are highly perturbed upon ex-
citation - it is the objective of this study to simulate and analyze the
excitation and resulting changes in these and other modes. In the elec-
tron ground state this complex has a σ-antibonding highest occupied
molecular orbital (HOMO), while the lowest unoccupied molecular
orbital (LUMO) is described as σ-bonding [150, 151]. As a result there
is a considerable structural change upon electronic excitation from
the HOMO to the LUMO, and in particular a dramatic change in the
metal-to-metal distance. This has been observed experimentally with
x-ray scattering measurements on both [Rh2(dimen)4]2+ [152] and
[Ir2(dimen)4]2+ [153] - where the change in the distance was 0.86 Å
and 1.4 Å, respectively.
9.1 computational methods
The electronic ground state and molecular dynamics are carried out
with the newly implemented Langevin-RATTLE and QM/MM schemes.
The Ir2(dimen)2+4 complex is treated quantum mechanically with GPAW
[18, 19] at the PBE [33] level of theory, using a dzp basis set to describe
the valence electrons of the (dimen)2 ligand and a tzp basis for the va-
lence electrons of the iridium metals. The basis set and grid spacing
dependence of the iridium-iridium distance was examined and found
to be converged at a grid-spacing of < 0.22 at the dzp level. During
the simulations and collection of data the grid spacing is in the range
0.16-0.19 Å. The solvent is acetonitrile described with the three-point
interaction site potential of Guardia et. al. [53], and an analysis of the
RDFs generated from full classical and QM/MM results presented
in Figure 15, pg. 50. The vdW parameters and molecular bond con-
straint strategy for this species is presented in Figure 11 (pg. 44) and
4 (pg. 22). The molecular dynamics systems were made by first pre-
thermalising a box of 28x28.5x31.5 Å containing acetonitrile at ambi-
ent conditions (density 0.786 g/cm3). A cavity is cut out fitting the
complex, and the resulting number of acetonitrile molecules is 237.
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Figure 35: The two main dynamic, structural modes of [Ir2(dimen)4]2+,
here shown without the hydrogens for clarity, and in the
conformer employed for these studies. The 1,8-diisocyano-p-
menthane (dimen) ligand provides the optimal compromise be-
tween flexibility and rigidity for large, but controllable structural
changes e.g. by electronic excitation. Electronically exciting this
complex promotes an electron from the antibonding HOMO to
the bonding LUMO, effectively forming a chemical bond between
the Ir atoms [150, 151, 154].
The Langevin thermostat is set to 300 K. A trajectory of 18.21 ps was
simulated at a times-step of 2 fs for the ground-state (GS) electronic
configuration.
To simulate the excited state 40 snapshots were selected (strategically)
from the GS trajectory, and the electronic state changed to the ex-
cited state (ES) by changing and fixing the magnetic state from a
singlet (GS) to a triplet (ES). This effectively promotes an electron to
the LUMO, causing the desired structural changes. A total of 140 ps
were simulated with a resolution of 1 fs, and used in the analysis of
the various ES dynamic structure modes.
9.2 results
The major dynamic structure modes from the molecular dynamics
runs are collected and presented in Figure 36. First, the mean Ir-Ir
distance in the excited state is found to be 2.98 Å, compared to 2.90 Å
from x-ray scattering experiments [153]. The oscillation period for the
mean pinch is found to be ≈ 70 cm−1, in excellent agreement with
experiments by Hartsock et. al. [154]. An analysis of the breathing
mode gives a similar period, or about ≈ 74 cm−1. This means that ex-
perimentally a deconvolution of these two modes is not possible. No
period is available for the twist mechanism, but a delayed mechanism
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Figure 36: The mean Ir-Ir pinching (top), breathing (middle), and twisting
(bottom) as a function of time after excitation. The twist is defined
as the change in dihedral angle beyond time t = 0. The shaded
background represents the binned count - or statistics - of observ-
ing these values over all of the sampled trajectories. This popula-
tion looses its pinch phase within a ps, while the single trajectory-
pinch oscillation dies out much slower (top inset). However, the
mean phase of the breathing mode is sustained for almost 2 ps.
Interestingly, the pinching and breathing modes display the same
oscillation period - which means that they are obscured in spec-
troscopic experiments. The second and third inset show a typical
phase of this particular mode from a single trajectory.
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is observed starting at 0.5 ps where the complex begins to twist.
A detailed analysis of the dynamic structure modes in vacuum re-
vealed, furthermore, the crucial role of the solvent in facilitating en-
ergy dissipation after excitation occurs. This was mainly mediated
through the the breathing mode of the complex - and results in, for
example, a longer coherent motion in the pinching mode compared
to vacuum calculations.
9.3 final remarks
In this study the efficiency of both the Langevin-RATTLE and QM/MM
scheme are used to sample a vast phase-space for a complex system
- displaying a dramatic structural change upon oxidation. With the
data available the mean period of the major dynamic structure modes
were analyzed, and shown to compare well to x-ray diffraction and
spectroscopic experiments. Furthermore, a previously hidden mode
(breathing mode) is observed which is here accessible to the computa-
tional simulations, but obscured during experiments. All simulations
employ modest approximations, like the GGA based functional, and
simple magnetic state change to effectively simulate the excited-state.
Moreover, the solvent is treated classically and acts here as both a heat
source and sink - e.g. following the abrupt change from the ground
state to the excited state the resulting potential energy change is dis-
sipated in to the solvent through the breathing mode.
Part IV
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S U M M A RY
The theoretical tools used in this work have been presented along
with several tests for a variety of systems to show their general prop-
erties and expected behavior. The constant temperature molecular dy-
namics - with molecular bond constraints - are used throughout this
work and is a general code applicable to most systems. The classical
mechanics potential and code is used for simple solvent models only
- and has not been tested for general purposes. However, the formu-
lations are simple and the literature vast on such methods.
The hybrid-classical and quantum mechanics code was applied to
a limited number of systems; quantum mechanical hexaaqua transi-
tion metals, osmium polypyridine complex and an iridium-iridium
dimer complex - in classically described bulk water or acetonitrile.
The method itself accepts general charge parameters and Lennard-
Jones potential parameters - hence, extension to different types of
systems is facilitated and relatively straightforward. This will with
no doubt be the case in future studies.
Both the molecular dynamics and QM/MM methods are combined in
the phase-space configuration sampling of a complex system. There it
was shown that accurate results can be retrieved with a simple ’post’-
sampling scheme. This is very appealing as the computational cost
sits mainly in the sampling - and with the efficiency of QM/MM will
allow for additional complexity in the simulation of free energy sur-
faces.
A range of electron-charge transfer systems were addressed and free
energy surfaces generated. The results were rationalized with both
experimental results and classical analytical expressions - with clear
steps towards improved accuracy. Furthermore, two bias methods
were compared - one based on the conventional fractional number
of electrons approach - and the other using a coupling parameter to
mix two electronic states. The conventional method of using partially
charged systems was found to be troublesome, to say the least. Al-
though slightly more expensive the coupling parameter method is
by far more convenient, and is recommended as the choice for driv-
ing simulations where single or both reactants are treated within the
same simulation cell in DFT simulations.
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’ INTRODUCTION
The quest for ever smaller electronic components has
prompted equally increasing eﬀorts in “bottom up” approaches
that start with a single or a small collection of molecules. New
experimental tools such as the scanning tunneling microscopes
(STM), nanogap electrodes and electrode arrays, and break-
junction techniques17 as well as new theoretical and computa-
tional tools have here been essential.410 As a result, structural
mapping and electronic conductivity right down to the level of
the single molecule are now increasingly well understood. Most
studies have addressed what could be denoted as “simple”
molecules; that is, the molecules are structurally small and any
HOMO or LUMO strongly oﬀ resonance with the Fermi levels
of the enclosing electrodes. Conductance through the molecules
is therefore represented as tunneling, or superexchange through a
potential barrier determined by the MOs of the molecule. From
the perspective of possible molecular scale device function,
molecules with “smart” properties are, however, needed. Such
molecules are, for example, redox molecules with a single or
several redox centers and with low-lying electronic levels
(LUMOs or HOMOs) that can be physically populated at low
bias voltage. In this way new eﬃcient electron transport channels
are opened or closed in given voltage ranges.7 Moreover, redox
molecules such as some large organic molecules or transition
metal complexes can be inserted into three-electrode conﬁgura-
tions, where the third electrode, the gate, is present in addition to
the directly enclosing source and drain electrodes. The option of
both transistor (ampliﬁer) and rectiﬁer function at the single-
molecule level are opened in this way.
“Smart”molecules in the sense noted oﬀer other perspectives.
Transistor- and rectiﬁer-like functions are operative at ambient
temperatures and in condensed matter environment, say in
aqueous environment. The latter has been demonstrated parti-
cularly by (in situ) STM46,11,12 where the substrate and tip
correspond to the source and drain electrodes in solid-state
transistors and rectiﬁers, and the electrochemical reference
electrode to the gate electrode. Both strong onoﬀ ampliﬁca-
tion and large rectiﬁcation ratios have been observed, but the
device characteristics are obviously broadened by the strong
coupling between the molecular electron transfer (ET) center(s)
Received: January 27, 2011
Revised: April 29, 2011
ABSTRACT:Os(II)/(III) and Co(II)/(III) polypyridine complexes in aqueous solution are robust
molecular entities both in freely solute state and adsorbed on Au(111)- and Pt(111)-electrode
surfaces. This class of robust coordination chemical compounds have recently been characterized by
electrochemical scanning tunneling microscopy (in situ STM). The Os-complexes were found to
display strong tunneling spectroscopic (STS) features at the level of resolution of the single molecule
while STS features of the Co complexes, although clear, were much weaker. The data was framed by
concise but phenomenological theory of interfacial electrochemical electron transfer extended to the
electrochemical in situ STM conﬁguration.With a view on ﬁrst-principle insight into the in situ STM
behavior of robust redox (as opposed to nonredox) molecules, we present in this report a density
functional theory (DFT) study of the complexes in both free and adsorbate state, in either state
exposed to both stoichiometric counterions and a large assembly of solvent water molecules. The
oxidation states of the complexes were controlled, ﬁrst by introducing chlorine counter atoms
followed by spontaneous attraction of electrons from the complexes, also at ﬁrst in electrostatically
neutral form. Second, the solvent is found to provide strong dielectric screening of this charge transfer process and to be crucial for
achieving the full chemically meaningful charge separated ionic oxidation states. The molecular charge and structure of the
complexes in the presence of the solvent, are conserved upon adsorption, whereas the structural features of the diﬀerent oxidation
states are completely lost upon adsorption under vacuum conditions. Detailed microscopic insight such as oﬀered by the present
study will be important in molecular-based approaches to “smart” redox molecules enclosed in in situ STM or other nanoscale and
single-molecules scale conﬁgurations in condensed matter environments.
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and the dynamic ﬂuctuations of the environmental nuclear
conﬁgurations.
Condensed matter ET through a redox molecule enclosed
between two nanogap electrodes or between an in situ STM
substrate surface and tip, including the dynamic solvent has been
approached theoretically based on notions from interfacial
electrochemical ET.7,13,14 These eﬀorts have provided the basis
for two important correlations speciﬁc for electrochemically
controlled single-molecule conductivity. One is the correlation
between the tunneling current and the overpotential at ﬁxed bias
voltage, i.e., for parallel variation of the electrochemical substrate
and tip potentials. This is equivalent to current/gate voltage
correlations in solid state transistors. The other one is the
current/bias voltage correlation at ﬁxed electrochemical poten-
tial of the substrate electrode. Further theoretical modeling was
rooted in dielectric continuum theory. The overall character of
the formalism is that of a parametrized phenomenological theory
emerging frommolecular electrochemical ET theory, but with all
parameters clearly deﬁned and accessible to ﬁrst-principle
computations.4,1315
The phenomenological approach enables inclusion of other
important eﬀects such as ionic strength, the potential distribution
in the tunneling gap, and the importance of electronic coherence
and simultaneous transfer of a manifold of electrons in a single
molecular in situ STM event. We report here ﬁrst steps toward a
ﬁrst-principle molecular approach to interfacial electrochemical
ET for electrochemical in situ STM and STS redox molecules.
Speciﬁc target molecules are polypyridine osmium and cobalt
complexes for which detailed experimental data are available.11,12
The setup of themolecular systems are shown in Figure 1 and the
diﬀerent ways to incorporate the presence of counterions, metal
surfaces, and water solvent are shown schematically in Figure 2.
Our focus is 3-fold. One focus point is the role of the counter-
anions of the doubly and triply positively charged complex
cations. Our strategy here is to add cation and anion species in
electrostatically neutral stoichiometric equivalents and compute
the resulting charge distribution by ab initio approaches, so to
speak letting the molecular entities redistribute the electronic
charge themselves. The second focus is to undertake similar ﬁrst-
principles computations, supported by molecular dynamics
simulations, when an assembly of water molecules is present.
The adsorbed state of the whole solute molecular transition
metal complex unit on both a Au(111) and Pt(111) surface is the
third focus. A crucial outcome of the study is that solvation of
both the cationic complexes themselves and the counter anions
is essential to preserve the chemical identity of the complex
cation and anion (chloride), in both the free solute state and the
solute adsorbed state. Strong electronic delocalization occurs in
vacuum environment, at complete variance with experimental inter-
facial electrochemical ET and STM/STS in situ observations.11,12
’METHODS
All calculations were performed with the real-space DFT code
GPAW.16,18 The electronic wave functions were represented in
terms of numerical atomic orbitals corresponding to double-ζ
with polarization (DZP)18 and the potential represented on a real
space grid with a 0.18((0.01) Å grid spacing. The exchange-
correlation energy was approximated with the PBE19 functional
and the core electrons described with the PAW method.20 The
Au(111) and Pt(111) surfaces were modeled as two layers of 6
6 atoms with lattice constants of 4.176 and 3.981 Å, respectively.
Periodic boundary conditions were applied along the surface
plane and the Brillouin zone was sampled on a 2  2
MonkhorstPack k-point grid. All structural relaxations were
treated with a quasi-Newton scheme with a force tolerance of
0.05 eV/Å. The two metal layers were always kept ﬁxed at their
bulk lattice constants, while all other degrees of freedom were
allowed to relax. All odd-electron systems were unrestricted
(spin-polarized).
Figure 1. General setup of the adsorption systems. Left: top view of
M(n)P0P or [M(bpy)2(P0P)Cl] (bpy =2,20-bipyridine, P0P = 4,40-
bipyridine andM=Os or Co), on a 6 6 2 (111)metal surface, either
Au or Pt. The formal oxidation state of the unperturbed complex is +1
due to the chloride ligand. The complex is presented in the CPK color
code: carbon is gray, nitrogen blue, hydrogen white, chloride green, and
the metal center red. Right: side view of the same system, showing the
perpendicular geometry of the complex relative to the surface and
adatom. The labeling of individual pyridines is presented for the
assignment of speciﬁc metal center to ligand bond lengths in the text.41
Figure 2. Schematics of all the systems investigated. The ellipse
represents the M(n)P0P complex. In A the oxidation state (+1, +2,
and +3) of the isolated complex is controlled by removing zero, one or
two electrons from the simulation cell. In B, C, E, and F this is instead
achieved by adding counterions (chlorine). In C and F the counterion
and complex are further solvated with water. In E and F the complex is
adsorbed on a metal surface. Figure D illustrates that it is not possible to
change the oxidation state of the adsorbed complex by simply removing
electrons from the simulation cell as these electrons will be removed
from the Fermi level of the metal. A and B are also investigated in detail
with molecular dynamics simulations with the simulation cells con-
structed in a diﬀerent manner than for systems C and F. This is explained
in the text.
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Verlet dynamics were performed to sample the phase space of
water solvated complexes. A time step of 4 fs was allowed by
constraining selected degrees of freedom of the hydrogen bonds.
A large cell with periodic boundary conditions was ﬁlled with
water (198 molecules) and the simulation cell size adjusted
such that the density was 1.0 g/cm3. After relaxing the system a
cavity was cut out ﬁtting the vacuum relaxed complexes (and
counterion(s)). This should reproduce the desired density of
1.0 g/cm3 as discussed by Spezia and associates.21 Structural data
and the electronic density were analyzed over a 2 ps interval after
allowing the system to equilibrate from 600 to 300 K over 0.5 ps.
’RESULTS AND DISCUSSION
TheOs andCo complexes addressed are identiﬁed in Figure 1.
A “mined” adatom was inserted between the adsorbate and
surface. There is an additional energy associated expenditure
with the “mining” process. The ultimate stronger electronic
coupling ensures, however, favorable energetics on molecular
adsorption to the adatom compared with adsorption on the ﬂat
surface, as shown for bipyridines by Stadler et al.8 and for
phenanthroline by Zhang and co-workers.22 Figure 2 shows a
schematic view of the various complexes in free vacuum and
solute molecular states, and in the adsorbed state on a Au(111)
or Pt(111) surface in contact either with vacuum or an assembly
of solvent water molecules.
Gas Phase Complexes.We consider first the vacuum states of
system A of Figure 2, regarded as a reference system, but also
representing a gas phase ionization process. Selected metal-to-
ligand bond lengths, the HOMOLUMO energy gaps (the
difference in the KohnSham eigenvalues), Δgap, and magnetic
moments, μ, for both the osmium and cobalt complexes in each
oxidation state are presented in Table 1. The cationic charge,
Qcom, of the complexes is also presented, and was analyzed with
Bader’s analysis,23 using a relatively new grid-based algorithm.24
The labeling of specific metal center-to-nitrogen bonds of the
4,40-bipyridine heteroligand are presented in Figure 1.
The structural changes for the osmium complex as the
oxidation state is changed is only minute. There is at most a
0.09 Å change in the OsCllig bond length over the whole Os(A)
to Os(A2+) transition and even less for the other metalligand
bond lengths (“A” represents the neutral complex with a single
negatively charged Cl ligand, i.e., Os(I), while A+and A2+
represent Os(II) and Os(III), respectively). This is expected
for an electron-rich late-row transition metal. The bond lengths
of Os(A+) are in fair agreement with both the crystal structure of
Ryabov and associates25 and the relaxed structures of Os(A+) and
Os(A2+) obtained in the DFT computational study of O’Boyle
and co-workers,26 at the DZ/B3LYP level. The crystal structure
showed, for example, OsCllig is 2.42 Å and OsNP0P is 2.10 Å
compared to our 2.39 and 2.13 Å, respectively. In general the
bond lengths agree within 2%. All possible magnetic states were
sampled as for a metal center in a perfect octahedral ligand ﬁeld.
The low-spin conﬁgurations were found to be the most stable in
all cases, as in the calculations of O'Boyle et al.
The Co(A) to Co(A2+) transition is accompanied by much
more pronounced structural changes, as generally observed for
early transition metals as their electronic density is more amen-
able to redox changes due to lower nuclear charge screening. The
most notable changes are in the asymmetric CoCllig and
CoNP0P bonds. The former changes from 2.42 to 2.25 Å and
the latter from 2.16 to 2.45 Å over a single oxidation from Co(A)
to Co(A+). Themost stable spin state of Co(A) is found to be the
triplet, which accords with a d8 electronic conﬁguration with
degenerate eg orbitals. Low spin is, however, found for the Co(A
2
+) d7 conﬁguration. This is in contrast with magnetic
Table 1. Metal-to-Ligand Bond Lengths (in Å), HOMO-LUMOEnergy Gap (KohnShamGap),Δgap, Magnetic Moment, μ, and
Total Charge of the Complex, Qcom, of the Structures A and B Shown in Figure 2
a
A A+ B+Cl A2+ B2+2Cl A (H2O)168 A
+ (H2O)168 B
+Cl (H2O)167 A
2+ (H2O)168 B
2+2Cl (H2O)166
OsCllig 2.42 2.39 2.42 2.33 2.40 2.50 2.48 2.47 2.36 2.35
OsNP0P 2.09 2.13 2.12 2.14 2.14 2.11 2.14 2.13 2.16 2.15
OsN1a 2.07 2.06 2.05 2.08 2.07 2.07 2.07 2.07 2.08 2.08
OsN1b 2.05 2.06 2.07 2.09 2.08 2.07 2.07 2.07 2.08 2.08
OsN2a 2.06 2.05 2.06 2.10 2.03 2.04 2.06 2.06 2.09 2.09
OsN2b 2.07 2.08 2.08 2.11 2.09 2.06 2.08 2.08 2.10 2.10
Δgap [eV] 0.07 1.25 1.12 0.05 0.37 0.59 1.34 1.32 0.35 0.23/1.83
μ [μB] 1 0 0 1 1 1 0 0 1 1/0
Qcom [e] 0.00 1.00 0.72 2.00 1.03 0 1.09 1.07 1.94 1.84
CoCllig 2.42 2.25 2.30 2.23 2.28 ** ** ** 2.26 2.26
CoNP0P 2.16 2.45 2.42 2.01 2.00 1.93 1.97 1.96 2.00 2.00
CoN1a 2.11 2.14 2.12 1.96 1.94 1.89 1.95 1.95 1.95 1.95
CoN1b 2.05 1.94 1.95 1.95 1.95 1.88 1.94 1.94 1.95 1.95
CoN2a 2.10 1.94 1.94 1.97 1.95 2.07 2.11 2.09 1.97 1.98
CoN2b 2.10 1.93 1.94 1.96 1.95 1.96 1.95 1.93 1.96 1.96
Δgap [eV] 0.32 0.80 0.74 1.02 2.31 0.27 1.39 0.96 1.67 1.76
μ [μB] 2 1 1 0 0 2 1 1 0 0
Qcom [e] 0.00 1.00 0.71 2.00 1.21 0 1.14 1.13 1.96 1.88
aThe upper and lower parts of the table present results for the osmium and cobalt complexes, respectively. The three left columns show results for
vacuum and the three right columns the results for water obtained by averaging from the Verlet dynamics. For the dynamics systems the bond lengths
andmagnetic moment are averaged over a 2 ps interval. The HOMO-LUMO gap and the complex charge were analyzed from 40 individual snapshots of
the systems, at a 48 fs interval.
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susceptibility measurements of crystals of related cobalt poly-
pyridine compounds, such as [Co(II)(bpy)3] and [Co(II)(4-
terpyridone)2].
2730 [Co(II)(bpy)3] is generally regarded as a
high-spin complex but with a small energy diﬀerence between the
high- and low-spin states.31
The PBE or GGA functionals do not, however, in general
capture weakly separated high- and low-spin states, as these
functionals favor low-spin states for early transition metal com-
plexes due to spurious self-interaction errors.32,33 On the other
hand, the PBE functional has been found to predict accurate
bond lengths and spin states for a number of ﬁrst row diatomic
transition metal compounds,34 compared to the more accurate
hybrid functionals such as TPSSh and B3LYP. The energy
diﬀerences between high- and low-spin conﬁgurations are, how-
ever, much higher for the simple diatomics than for a transition
metal in a six-coordinated ligand sphere. In any case, whether this
particular cobalt complex is more stable in the high- or low-spin
state in vacuum or solution does not change the essential results
of using counter atoms/anions to control the charge state of the
cationic complex. The spin states were restricted to the most
stable PBE magnetic state in all cases.
Even though the structural changes were small for the osmium
complex major electronic structure changes were apparent. The
same goes for the cobalt complex. Projected density of states
revealed that the highest occupied molecular orbital (HOMO)
was metal-, metal-, and ligand-based for Os(A), Os(A+), and
Os(A2+), respectively, with highly varyingΔgap of 0.07, 1.12, and
0.05 eV. Cobalt showed similar electronic structural changes and
very similar metal-, metal-, and ligand-based HOMO in the same
order of oxidation states from A to A2+. Δgap rises consistently
from 0.32 via 0.74 to 1.02 eV as the oxidation state increases.
Counter ion eﬀects were incorporated next, represented by the
complex counterion analogues of A+andA2+in systemB, Figure 2.
The complex and counterions were at ﬁrst combined as electro-
statically neutral moieties B(I)+ Cl and B(I)+ 2Cl (B(I) again
represents Os in the oxidation state +1, with a single Cl ligand).
These were then allowed to relax electronically toward adjacent
cationic and anionic clusters B+Cl and B2+2Cl, Table 1
(B+and B2+ for short here). The Os(B+) and Os(B2+) complexes
do capture similar structural changes as their A+and A2+counter-
parts but with bond length discrepancies up to 0.07 Å in the
OsCllig bond and the trans OsN2a bonds of Os(B2+). The
eﬀect of the counterions on the ligand structure around the metal
center is much more pronounced in the two oxidation states in
the cobalt case. The agreement between the bond lengths of
Co(A+/2+) and Co(B+/2+) species clearly shows that the coun-
terions in fact induce structural changes in much the same way as
removing electrons from the simulation cell. As noted, however,
the electronic structure undergoes considerable changes as
electrons are removed from the complexes. These changes were
not reproduced in the presence of the counterions. This is
evident by the emerging charges on the complexes, Qcom, which
is for example 1.03e versus 2e in Os(B2+) and Os(A2+),
respectively. The electron density of the complexes is simply
not the same. Bader’s analysis also showed that a large fraction of
the charge transferred from the complex cation to the counter
anions was localized on the ligands closest to the counteranion.
Hence, delocalized electronic states are observed, resulting in a
fractional charge distribution between the counterion and com-
plex, as well as a mixed complex-counterion projected density of
states for the HOMOs and a diﬀerent Δgap. Such delocalized
states are often encountered in the LDA or GGA approximations
to charge transfer systems in DFT, the best known case being the
half electron occupation in (HH)+and is due to self-interaction
errors.35 The gas phase complexes do not therefore reach a truly
ionic character, which was instead found next to be closely
controlled by strong solvation eﬀects.
Solvated Complexes. Solvation and associated charge loca-
lization was addressed by Verlet molecular dynamics computa-
tions on A./+/2+and B+/2+ in the presence of solvent, as outlined
in the Methods section. The averaged bond lengths, HOMO
LUMO gap, Δgap, and the averaged charge, Qcom, of the com-
plexes are given in Table 1. Clearly the charge transfer to the
counterions is greatly stabilized in the presence of the solvent
when comparing Qcom of M(B
+/2+) in vacuum and the solvated
state M(B+/2+). The positive charges of the single and double
counterion systems, with solvent, are in fact close to the fully
ionized values of 1e and 2e. The charge of Os(B2+) and Os(A2+)
are now 1.84e versus 1.94e, with even better agreement for the
lower oxidation state. The same goes for the cobalt complexes.
Integer values are not observed as the positive charges on the
complexes are perturbed by the highly polarized water molecules.
The averaged bond lengths of the A- and B-systems are in
excellent agreement, and in most cases bond lengths are within
0.01 Å, when comparing solvated A+/2+ and solvated B+/2+.
Two discrepancies between the solvated A and B systems are,
however, observed. One is for the cobalt complex in the oxidation
state +2. It is well-known that many cobalt(I/II) complexes with
halide ligands are labile toward substitution with water ligands.36
This is displayed in the dynamics runs of Co(A)(H2O)168,
Co(A+)(H2O)167, and Co(B
+)(H2O)167. The cobalt complex
is found to assume a square pyramidal structure as the chloride
ligand is lodged away. A complete ligand exchange reaction is,
however, not seen over the 2 ps of simulation time. Co(A+)-
(H2O)168 and Co(B
+)(H2O)167 undergo diﬀerent trajectories
over the 2 ps; hence, the averaged complexes are diﬀerent, mainly
in the Δgap which diﬀers by almost 0.4 eV. The metal-to-ligand
bond lengths agree within 0.02 Å and the observed charge on the
complex within 0.01e. As the oxidation state increases further,
either by removing an electron as in Co(A2+)(H2O)168 or adding
a second counterion as in Co(B2+)(H2O)166 this lability toward
water is lost. No ligand exchange takes place and the complexes
become stable in the solvent environment. This further supports
our approach as both the solvated charged systems and the
counterion systems display the exact same chemistry and stabi-
lity. On average the Co(A2+)(H2O)168 and Co(B
2+)(H2O)166
complexes agree very well both structurally and electronically.
Minute diﬀerences are seen in the Δgap at 0.09 eV, and Qcom
at 0.08e.
The second discrepancy is seen for the osmium complex in the
oxidation state +3, Os(A2+)(H2O)168 andOs(B
2+)(H2O)167. To
aid in calculation convergence, a ﬁnite Fermi width of the
electronic distribution was employed. This resulted in the Os-
(B2+)(H2O)166 complex to be found in two states. One which
has a small Δgap and a magnetic moment of 1, in agreement with
the Os(A2+)(H2O)168 system, the other one which is nonmag-
netic, i.e., an even occupation of spin-up and -down states. This
discrepancy could be amended by using a more accurate func-
tional not subjected to the same degree of self-interaction errors.
Δgap would also be higher such that the ﬁnite Fermi width would
no longer level the spin-up and spin-down channels. Even though
the solvated counterion complex is found in the two states the
averaged ligand structure around the metal center does not change.
Bond lengths of Os(A2+)(H2O)168 and Os(B
2+)(H2O)166 agree
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very well with a diﬀerence of at most 0.01 Å. This simply reﬂects
how stable the ligand environment is around the osmium metal
center, as it only slightly changes upon oxidation and does not
change due to speciﬁc magnetic ordering.
Solvated Complexes on Metal Surfaces. The essential
differences between the nature of the charge transfer in the
presence of the solvent and the nonsolvated complexes under the
influence of counterions, isolated (system B and C) and in the
adsorbed state (system E and F), are presented in Figure 3. A
small number, 2645, of water molecules were relaxed around
the complex and counterion in C, amounting to a single solvation
shell. The resulting system was then placed on a surface, system F.
All systems were analyzed in the following way. The metal
center to counterion distance, dOs 3 3 3Cl, was varied over the range
410 Å, at 0.1 Å intervals. At each interval the charge on the
counterion, or counterion and surrounding solvent, Qcounter,was
analyzed with Bader’s analysis.23,24 The results in Figure 3 are for
a single counterion, the osmium metal center, and the Pt(111)
surface. Analogous results were observed for either one or two
counterions, the cobalt center and a Au(111) surface (or any
combination thereof).
The B and C systems represent the free complex ionic systems.
The delocalized nature of the charge transfer in the nonsolvated
system, B, is again clearly seen, here in the Qcounter proﬁle against
dOs 3 3 3Cl. A fractional charge is found throughout, ranging from0.64 to 0.43 e. As a ﬁrst approximation the observed charge
transfer can be factored into two components. A constant charge
transfer between counterion and complex, which is only partial due
to the self-interaction errors, and a local polarization term, which is
relaxed as the counterion moves away (or toward) the complex.
This charge transfer is dramatically changed in the presence of the
solvent in system C. An almost constant charge transfer of nearly
integer value is observed over an dOs 3 3 3Cl interval larger than the
equilibrium value at 5.5 Å. This indicates both that the self-
interaction error has been greatly reduced and that the solvent
screens any localized polarization. At short but probably unrealistic
distances charge moves back to the complex from the counterion.
Closely similar charge transfer from complex to counterion is
obtained for the systems in the adsorbed states, systems E and F,
compared to their nonadsorbed counterparts B and C,
respectively. The Qcounter proﬁles of the solvated systems F and
C are almost identical over the whole interval. A small diﬀerence
of about 0.08e between the Qcounter proﬁles of E and B is,
however, found. This is due to an additional charge transfer
component, from the complex ion to the surface, Qsurf (inset in
Figure 3). The nonsolvated complex, E, displays a Qsurf range of
0.45e to 0.53e. The range can be related to the smaller distance
dependent charge transfer to the counterion. When the charge
transfer between the complex and counterion is relaxed the com-
plex ion has more charge to donate to the surface. In contrast, the
solvated system F displays an almost constant charge transfer
term from the complex ion to the surface, of approximately 0.19e.
Clearly the nature of the interaction between the surface and
complex is completely altered when the solvent is present. The
presence of the surface does not perturb the charge transfer from
the complex to the counterion in the solvated case. To analyze
this further a range of nonsolvated complexes with or without
counterions in the adsorbed states on both Au(111) and Pt(111)
were analyzed, and the adsorption energy, Eads, versus the charge
transfer from the complex to the surface, Qsurf, mapped.
All nonsolvated complexes were found to adsorb strongly with
varying adsorption energy,Eads, in the range1.3 to2.0 eV and
2.2 to 2.9 eV on Au(111) and Pt(111), respectively. The
strongest adsorption is observed for systems without counter-
ions. There was, however, no direct correlation between the
adsorption energy and the number of counterions. Bader’s
analysis showed that both the range and the strong adsorption
was due to substantial charge transfer, here from the complex ion
to the surface, i.e., oxidation, with an approximately linear
relation between the charge transferred and Eads. After the
oxidation the structure of all of the complexes, of the same metal
center type, relaxed to almost the same ligand to metal geometry.
The complexes with diﬀerent numbers of counter anions became
completely featureless. Overall adsorption geometries, for all
systems, remained the same as depicted in Figure 1, i.e., the
complex standing on one “leg” bound to the surface via the
pendant nitrogen. A more detailed account of the adsorption
behavior of pyridines, and the M(n)P0P complexes as well as of
some derivatives is given in the Supporting Information.
In contrast, a consistent value of both charge transferred and
adsorption energy is found for all the complexes in the presence
of solvent. The values were largely independent of the oxidation
states M(II) or M(III), and diﬀerent only for the two metal
surfaces, viz. 1.6 and 2.0 eV for Au(111) and Pt(111),
respectively. Furthermore, the nuclei of the complexes do not
relax to a new geometry, meaning that the complexes retain the
same structure as their cationic charge in the free solute state.
The small charge transfer from the complexes to the surface
agreed well with the charge transferred from a lone bipyridine
molecule to the surface. Using Bader’s analysis, this weak
polarization could be localized in the region between the binding
nitrogen and the surface adatom. This means that the nature of
the adsorption is the same for the solvated transition metal
complex via the pendant ligand and the lone ligand. This agrees,
moreover with experimental isotherms of a similar complex,
[Os(+2/+3)(bpy)2(P3P)Cl],
37 as well as with adsorption iso-
therms for pyrazine38 and bipyridine.39
The experimental adsorption energies are found to be about
0.3 eV, and the resulting bond described as being of weak
chemisorption nature. This has been veriﬁed by computational
work on bipyridine40 and Os(+2)P0P by O’Boyle,26 and now by
the present work which has shown that solvated M(+2/+3)P0P
Figure 3. Charge of counterion, or collective charge on counterion and
solvent, Qcounter, at the sampled osmium to counterion distances
dOs 3 3 3Cl. The inset depicts the surface charge, Qsurf, for systems E and F
at the same intervals. Red and blue lines represent the vacuum and solvated
systems, respectively. The solid and broken lines indicate whether the
complex is in the adsorbed state on Pt(111) or isolated, respectively.
Filled triangles and circles indicate the equilibrium dOs 3 3 3Cl distances.
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complexes and bipyridine all adsorb with very similar adsorption
energy and other adsorption characteristics. It is to be empha-
sized that the solvent is essential in preserving both the cationic
character of the complexes and in providing the desired robust-
ness when the complexes are brought into the adsorbed state.
The adsorption energy values found in the present study are,
however, relatively high compared to both previous calculations
and experimental observations. This is due to the use of the PBE
functional, the ﬁnite numerical atomic orbital basis, the ﬁnite
number of surface layers and the presence of the adatom.
’CONCLUSION
We have used quantum chemical ab initio computations
combined with molecular dynamics to study a class of electro-
chemically active transition metal complexes based on osmium
and cobalt central metal ions and polypyridine ligands. The
complexes both in their free and solute state and in the adsorbed
state on Au(111) and Pt(111) surfaces in contact with a large
assembly of solvent water molecules, were addressed. The
calculations have relied on approximations with fairly modest
constraints such as the numerical atomic orbital basis sets and the
PBE functional. Counter anions were included and diﬀerent
oxidation states of the complex cations constructed by ﬁrst
introducing the complex and anion components in electrostati-
cally neutral form, followed by electronic relaxation and charge
separation into cationic complex and anionic counter moiety
(chloride ions).
The solvent was found to be crucial in the stabilization of
chemically and physically truly (solvated) cationic and anionic
molecular entities. Only partial electronic charge transfer occurs
in the absence of the solvent. This is due to insuﬃcient screening
of self-interaction and local polarization unless solvent molecules
and strong solvation forces are present. Strong solvation eﬀects
also provide the appropriate robustness of the complexes so that
they retain their cationic character as they are brought to adsorb
on the Au(111) and Pt(111) surfaces.
The combined approach applies generally to molecular redox
species including transition metal complexes as well as redox
metalloproteins in free and adsorbed solute states. In future work
we shall address the eﬀects of solvent and intramolecular con-
ﬁgurational ﬂuctuations with a view on combining this approach
with interfacial electrochemical electron transfer processes and
electrochemical in situ scanning tunneling microscopy of redox-
gated molecules such as reported recently.11,12
’ASSOCIATED CONTENT
bS Supporting Information. Adsorption energies versus the
charge transferred from complex to surface are provided for pyrazine,
P0P, P2P,M(n)P0P,M(n)P2P (P2P is 1,2-bis(4-pyridyl)ethane),
and [M(n)(bpy)3], in the presence of zero, one, or two counter-
anions in the adsorbed state on both Au(111) and Pt(111) surface.
The results of [M(n)(bpy)3] at the DZP/PBE level of theory are
also compared to DZP/RPBE. The RPBE functional42 is known to
provide more accurate adsorption energies. This material is available
free of charge via the Internet at http://pubs.acs.org.
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FIG. S1: Schematic of the adsorption systems investigated
FIG. S2: Adsorption energy versus the charge transfer from com-
plex cation to the surface, for pyridines, M(n)P0P and M(n)P2P
FIG. S3: Adsorption energy versus the charge transfer from com-
plex cation to the surface, for [M(n)(bpy)3]
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FIG. S 1: Schematic of the systems investigated. The ellipse repre-
sents the adsorbing complex. Three complexes are considered: M(n)P0P
= [M(n)(bpy)2(P0P)Cl] (bpy is 2,2’-bipyridine and P0P is 4,4’-bipyridine),
M(n)P2P = [M(n)(bpy)2(P2P)Cl] (P2P is 1,2-bis(-4-pyridyl)ethane) or
[M(n)(bpy)3]. The complexes are in the presence of zero, one or two counter ion
(chloride), labeled I, II and III, respectively. The surfaces are either Au(111)
or Pt(111). An adatom of the same metal is inserted between the adsorbing
species and the surface. The overall adsorption geometry is that of a complex
standing on one “leg”, i.e. perpendicular to the surface.
2
FIG. S2: Adsorption energy, Eads, versus the charge transferred from complex
to surface, Qsurf . A linear relation exists between Eads and Qsurf as seen by
the yellow and black linear fits for adsorption on to Au(111) and Pt(111), re-
spectively. Filled blue and red circles present values for the M(n)P0P species,
and filled blue and red triangles for the M(n)P2P species (see caption of FIG.
S1 for definition), where red is for complexes with an osmium metal center and
blue for complexes with a cobalt metal center. The green filled circles present
data for, in order from weakest to strongest adsorption, pyrazine (Pyr), P0P
and P2P. There is no real correlation between the number of counter anions and
the strength of the adsorption. The I species (FIG. S1) is, however, generally
found to adsorb most strongly. The data for M(n)P2P shows that this charge
transfer does not depend strongly on the distance from the metal center to the
surface, as the P2P ligand is longer than P0P.
3
FIG. S3: Adsorption energy, Eads, versus the charge transferred from complex to
surface, Qsurf , for [M(n)(bpy)3] osmium and cobalt complexes, in the presence
of zero, one or two counter ions (see FIG. S1). Note that this complex does not
have a pendant nitrogen which can directly bind to the surface adatom (as for
the P0P and P2P ligands). The green line presents a linear fit to all the data,
i.e. adsorption on both Au(111) and Pt(111). The results of DZP/PBE (filled
circles) are almost identical to DZP/RPBE (filled squares). RPBE gives more
accurate adsorption energies where there is any electronic density present at the
interface between the adsorbate and surface. Furthermore, changing the number
of surface layers to three (filled triangles) does not change the results. Note that
closely lying circles, squares and triangles owe to the same system (i.e. number
of counter anions). This shows that the adsorption process is clearly oxidative
in nature when in vacuum, and not dependent on the surface type. With that in
mind one can clearly relate the adsorption behavior of M(n)P0P and M(n)P2P
on to Au(111) and Pt(111) as an oxidative process plus an additional surface
dependent term (hence the different lines in FIG. S2).
4
PA P E R I I
123
An efficient qm/mm scheme to explore electron trans-
fer reactions in solution
1 Abstract
We present a hybrid DFT-QM/MM scheme implemented for the grid-based
projector augmented wave code GPAW. Our focus is on charge transfer reac-
tions between atoms or molecules in condensed matter environments, and in
particular on the evaluation of free energy surfaces. We have selected robust
but computationally cheap methods to deal with periodic systems such that
a variety of chemical reactions can readily be explored - and even extended
to the semi-infinite surface/solvent interface in mixed QM/MM systems.
The general nature of the code, however, allows one to go well beyond our
particular goals. We use simple point-charge models to greatly speed up the
relevant configuration phase-space sampling required in the context of charge
transfer and examine two different biasing methods to efficiently reach non-
equilibrium configurations. The methodology to approach charge transfer
reactions is briefly reviewed and applied on several first row hexaaqua tran-
sition metal complexes where the reaction and phase-space configuration
sampling methods, and finite basis effects, are investigated. Furthermore,
the approach is applied to a more complex system where the efficiency of
the QM/MM code is advantageous for the phase-space sampling, and use a
simple post sampling scheme to construct free energy surfaces comparable in
accuracy to full QM sampling. We observe excellent agreement with studies
employing similar methods and arrive at a qualitative agreement with ex-
perimental free energies, but with clear steps to improve our models towards
greater accuracy.
2 Introduction
Electron transfer (ET) reactions are are of fundamental importance to the
chemical processes in biochemistry, (photo-)electrochemistry, homo- and
heterogeneous (surface) catalysis, as well as to the relatively new field of
scanning tunnelling spectroscopy (STS), which is a two step interfacial charge
transfer process with electrochemical control. This unique method has un-
precedented control over the electrochemistry, particularly in the sense of
’smart’ molecules where the redox state of the molecule and surface-electrode
to tip-electrode potential bias are controlled separately. This control has
been demonstrated for osmium and cobalt polypyridine complexes which
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showed transistor-like rectifying behaviour [56, 38, 37, 2, 3]. Not only does
this experimental method offer direct insight into the operation of nano-scale
electronic devices but this observed transistor-like functionality is explained
with the phenomenological theory of interfacial electrochemical ET theory
[56, 97, 50, 98, 51]. This includes well defined parameters accessible through
experimental work, and ab initio and coupled classical methods employed
in this work.
The electron transfer reaction, albeit conceptually the simplest of the chem-
ical reactions, still presents a considerable computational challenge. Under
electrochemical conditions the reactions take place in solution which can be
strongly coupled to the localized molecular charge, hence, accurate simu-
lations often require considerable conformation sampling of the condensed
matter environment. Furthermore, the molecular species involved in the
charge transfer process can be chemically linked such that the initial and
final electronic states overlap. In this regard charge transfer reactions are
divided into two categories: non-adiabatic and adiabatic. It is understood
that the thermodynamic reaction barrier is almost purely due to the environ-
mental response in the former case, whereas the barrier is strongly affected
in the latter due to the chemical link, or electronic state overlap.
Combined (or hybrid) quantum mechanical / molecular mechanics (QM/MM)
methods provide an efficient and often accurate potential energy description
of chemical and biological simulations. Such methods have been essential in
simulating and understanding the role of the environment in chemical and
biological reactions [89, 25, 90, 91, 16, 67], where the strategy is to describe
the chemically reactive centre(s) and closest surroundings (e.g. a transition
metal complex, protein reaction centre) with ab initio electronic structure
methods and the enclosing environment with classical potentials. The evi-
dent gain in using this method is that by coupling to molecular dynamics
one can greatly speed up the conformational sampling to map the response
of the environment to a transferring charge.
Here we present our recently developed QM/MM code and apply two dif-
ferent methods to traverse the configuration phase space in the context of
electron transfer reactions between transition metals in water. We use con-
stant temperature molecular dynamics with molecular bond constraints to
speed up sampling. All simulation methods and analysis applied in the ET
context are based on general formulations and hence are applicable to other
types of chemical reactions. Our QM/MM code employs a simple point
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charge model for the MM part and can be used to treat different types
of solvents, and has already been used in a molecular dynamics study of
a double centred iridium-iridium complex in acetonitrile [24]. To sample
the configuration phase space we use a biased sampling scheme, or um-
brella sampling (US) [81], where a order parameter is systematically con-
trolled to simulate initial, intermediate and final state configurations of the
charge transfer process. Such biased sampling schemes in combination with
QM/MM have been extensively used for ET reactions [41, 73, 47, 48, 71, 96].
This work is organized as follows: sections 3 and 4 introduce our in-house
QM and MM codes, with section 4 focusing on our particular QM/MM
implementation which uses a recent and simple method to treat periodic
boundary conditions. Section 5 briefly presents concepts for free energy sur-
face analysis and outlines the biased sampling methods that we use.Sections
6-8 present computational details and results: section 7 deals with sym-
metric and asymmetric charge transfer between aqueous first row transition
metals: vanadium, chromium, manganese, iron and cobalt, where the donor
and acceptor in the reaction are infinitely far apart. Here the relevant free
energies are solved for following the methodology presented in section 5, and
compares two bias methods as well as simulations performed with full QM
versus QM/MM. Finally, section 8 presents a more comprehensive analy-
sis on the benefit of QM/MM to ET and redox state control, on a system
comprised of a larger polypyridine osmium complex.
3 ASE and GPAW
The Atomic Simulation Environment (ASE) [5] code is written in Python
and offers a user friendly and highly flexible environment to create and fur-
ther manipulate atomistic objects. The ASE package takes care of both set-
ting up atomistic simulations and performing nuclear dynamics with a range
of additional analytic tools available, while the quantum mechanical energy
and force calculations are performed by external first principles ’calculators’
with well defined interfaces to ASE (see ASE home wiki.fysik.dtu.dk/ase/).
The QM code used in this work is the Grid-based Projector Augmented-
Wave code GPAW [63, 27, 54], which offers a highly parallelized all-electron
density functional theory (DFT) calculator object, written in Python/C.
In addition to a variety of valence basis functions and exchange-correlation
functionals from the libxc library [60] to solve for the ground state elec-
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tronic density, GPAW includes coherent transport calculations, TD-DFT
[88], linear response [94], ∆SCF [35, 65] and much more (see GPAW home
wiki.fysik.dtu.dk/gpaw/).
In the following we describe the implementation of a QM/MM scheme in
ASE/GPAW, as well as thermodynamic methods and tools to explore free
energy surfaces and redox processes. The bulk of the QM/MM and thermo-
dynamic code constructed here is written in Python [83, 4] and integrated
into ASE, hence most of the QM/MM code is applicable to any QM code
with an ASE-calculator interface.
4 The General QM/MM Scheme
In DFT the total energy is obtained by minimizing a functional of the elec-
tronic density. This provides a convenient framework for describing systems
containing both quantum parts with a certain electronic density and classical
degrees of freedom which influence the quantum system through electrostatic
interactions. We thus use the following total energy expression
Etot = EKS + EQM/MM + EMM (1)
where the total energy functional is given by the well known Kohn-Sham
functional for the QM system, EKS, a classical part, EMM, which only de-
pends on the classical degrees of freedom, and a mixed term, EQM/MM,
which couples the QM and classical degrees of freedom.
We ascribe a point charge value, qi, and a Cartesian coordinate, τi, to the
atoms comprising the MM part, and write the QM/MM interaction scheme
as
EQM/MM =
C∑
i=1
qi
∫
n(r)
|r− τi |dr+
C∑
i=1
A∑
α=1
qiZα
|Rα − τi | + ELJ (2)
where n(r) is here the spatial electronic density of the quantum region, and
Zα and Rα are the charges and Cartesian coordinates of the quantum nuclei,
respectively. The first term on the rhs. expresses the Coulomb interaction
of the point charges and the ground state electronic density. This term leads
to an additional contribution to the potential of the QM system
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vMM =
δEQM/MM
δn(r)
=
C∑
i=1
qi
|r− τi | (3)
so that the total effective potential of the Kohn-Sham scheme which is solved
with GPAW becomes
vtoteff = vH + vxc + vext + vMM (4)
where vH, vext and vxc are the Hartree, electron-nuclei and exchange-correlation
potentials, respectively. In this way the ground state electronic density is
solved for with electrostatic effects due to the presence of the MM system by
the self-consistent cycle in GPAW. This includes the electronic contribution
to the forces exerted on the quantum nuclei, F eleα . Similarly for the second
term on the rhs. of eq. 2, which is the Coulomb interaction between the
point charges and quantum nuclei, we define another classical potential
vαMM =
δEQM/MM
δZα
=
C∑
i
qi
|Rα − τi | (5)
which we evaluate analytically but with modifications presented in sections
4.2 and 4.3
Finally ELJ, the last term on the right hand side of eq. 2, denotes the
Lennard-Jones [55] (LJ) potential interaction between the constituents of
the classical and quantum parts, with the generic 12-6 repulsive-attractive
form
ELJ =
C∑
i=1
A∑
α=1
4αi
[(
σαi
|Rα − τi |
)12
−
(
σαi
|Rα − τi |
)6]
(6)
where αi and σαi are the energy and size parameters, respectively, con-
trolling the depth and position of the αi pair LJ-potential minimum. The
LJ potential and parameters are discussed the next section since it is also
present between the classical point charges.
4.1 Classical and Lennard-Jones Potential
The potential energy of the classical point charge system in eq. 1, EMM,
can be further divided into two parts; a covalent part describing the internal
structure of a classical molecule, and a non-covalent part describing classical
inter-molecular interactions
5
EMM = Ecovalent + Enon−covalent (7)
In this study we work with solvent models where the internal degrees of
freedom are fixed so the focus is on the non-covalent part. Hence, our EMM
is simply
EMM =
∑
i<j
[
qiqj
τij
+ 4ij
{(
σij
τij
)12
−
(
σij
τij
)6}]
(8)
where τij is the distance between point charges. The first term on the rhs.
is the Coulomb interaction between point charges of different molecules and
defines the third classical potential
vjMM(τj) =
δEMM
δqj
=
C∑
i 6=j
qi
|τj − τi | (9)
The potentials in eq. 3 and 5, and eq. 9 above are all of the same r−1 form
and hence require special treatment in both the short and long range limits.
This is discussed in sections 4.2 and 4.3.
The second part on the rhs. is the Lennard-Jones potential between the
classical molecules and is analogous to eq. 6. This potential approximates
physically important interspecies interactions where the r−12 term is at-
tributed to Pauli repulsion but is an approximation only, whereas the r−6
term describes long-range attraction (van der Waals interactions) [57]. Due
to the very short range of both contributions the potential is not given any
special treatment in the case of periodically repeated systems, so interac-
tions are cut-off at nearest neighbor cells. However, the energy and size
parameters need to be constructed for the cross-relation between say point
charge i and quantum nuclei α.
Several combination rules exist which are usually based on simple arithmetic
or geometric mean [58, 8] and have been systematically tested for a range
of gaseous or condensed systems [69, 1, 17]. More in depth studies [1] have
focused on a simple rule by Waldman-Hagler (WH) [87]
6
σαi =
[
σ6αα + σ
6
ii
2
] 1
6
αi =
2σ3αασ
3
ii
σ6αα + σ
6
ii
√
ααii (10)
with no added computational complexity. Classical simulations where en-
ergy and size parameters are evaluated with the WH method above were
found to reproduce experimental rare-gas binding curves, yet retain the
same relative accuracy in more complex or condensed systems, compared
to simulations using the simpler and more common combination schemes
[1, 87].
4.2 Short-Range Electrostatics
The classical potential of eq. 3 requires special treatment at both the short
and long distance limits. In the former case the point charges will sometimes
be within the grid space for the QM system (see top of Figure 1) so one
must take care if the divergence of the potential associated with a point
charge is close to a grid point. This is also knowns as the electron spill-
out problem [53, 78, 26], where the electronic density of a quantum system
clusters around such artificial potential wells. To avoid this problem an
appropriate smoothing function is applied to the point charge potential [77,
78, 26, 53], usually of Gaussian shape, but here we use the simple function
of Laio et. al. and transform eq. 3 to
vMM(r
γ) =
C∑
i=1
qi
rγ
(11)
where
1
rγ
=
γ4 − r4i
γ5 − r5i
(12)
and ri denotes | r − τi |, or the distance between point charge i and the
real-space grid point r. The value of γ controls the smoothing and is 0.20
A˚ in this work, and has been found to work quite well for different types of
point charges (H and O of TIP3P water in this work, and C, N and O of a
simple acetonitrile model [24]).
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For simplicity and consistency in the derivation of the long-range approxi-
mations (section 4.3) the classical potentials of eqs. 5 and 9, which are not
subject to the spill-out problem, are smoothed in the same way
vαMM(Rα)→ vαMM(Rγα) (13)
and
vjMM(τj)→ vjMM(τγj ) (14)
Figure 1 presents hydrogen bonding curves for the MM/MM case versus
the QM/MM case employing the smoothed potentials above. The hydrogen
binding energy for the MM/MM is evaluated with the last part of eq. 8,
using partial charge values and LJ parameters from the TIP3P model [45].
The QM/MM hydrogen binding energy is given by
Ebond = EKS[H2O, vMM(r
γ)] +
A∑
α
ZαvMM(R
γ
α) + ELJ − EKS[H2O] (15)
where EKS[H2O] and EKS[H2O, vMM(r
γ)] are the potential energy of a wa-
ter molecule in vacuum and the potential energy of water influenced by the
point charges through the smoothed potential (eq. 4). The second and
third term on the rhs. are the classical-quantum nuclei and LJ interactions.
The Lennard-Jones parameters of the TIP3P model are used for both the
intra-point charge interactions as well as the point charge to quantum nuclei
interactions.
Two QM/MM cases are presented in Figure 1 where in one case a quantum
hydrogen forms a bond with a classical oxygen, and in the second case a
quantum oxygen forms a bond with a classical hydrogen. There is a very
smooth transition between the two cases, with only minor discrepancies be-
tween the two curves. Furthermore, the QM/MM and MM/MM curves are
very similar, with only a 0.02 eV difference between the hydrogen bond
minima. A similar collection of binding interactions between classical and
quantum acetonitrile is presented in the Supplementary Information.
4.3 Long-Range Electrostatics
We aim at describing systems containing molecules and solvent interacting
with a solid surface. It is therefore preferable to be able to treat periodically
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repeated systems. The objective is to approximate the external potentials
of eqs. 11, 13 and 14 on the periodic lattice common to the real-space grid,
quantum nuclei, and point-charges, respectively.
Consider the summation over the periodic lattice a = nl = {nlx, nly, nlz}
(see Figure 2A) such that
EcoulMM =
1
2
C∑
i,j
∑
n=0
′ qiqj|τij + a | (16)
where the vector n = (nx, ny, nz) denotes the three-dimensional periodicity
of the simulation cell, of side lengths l = (lx, ly, lz). The prime indicates
that at n = 0 we have i 6= j, and ∑Ci,j = ∑Ci ∑Cj . It is well known that a
direct truncation of eq. 16 at some cut-off distance Rc leads to severe errors
in the electrostatics between periodically repeated images. The problem of
approximating such infinite summations is a long standing one and is most
often addressed with the Ewald summation technique (original paper [29])
[22, 59, 64, 34, 39, 18, 52]. The common strategy is to recast eq. 16 to a
more manageable form with separate short and long range components
EcoulMM =
1
2
C′∑
i
 C
′∑
j 6=i
τij≤Rc
qiqj
τγij
−
C′∑
j 6=i
τij≤Rc
qiqj
τij
+ 12
C∑
i,j
∑
n=0
′ qiqj|τij + a | (17)
where the terms in the parenthesis are cut-off at Rc and the summation
is over C ′ which indexes point charges in the nearest neighbour cells (see
Figure 2B), while the last term extends over all distances. Note that the
last term on the rhs. includes, and hence cancels, the second term in the
parenthesis. In this way the smoothed potential is connected to the basic
Coulomb form at the cut-off distance. The last term on the rhs. which
requires periodic treatment is furthermore split in to two components [29]
1
2
C∑
i,j
∑
n=0
′ qiqj|τij + a | = E1 + E2 (18)
where
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E1 =
1
2
C∑
i,j
∑
n=0
′qiqjerfc(κ |τij + a |)|τij + a | − limτij→0
{
1
2
C∑
i
q2i erf(κτij)
τij
}
(19)
E2 =
1
2
C∑
i,j
∑
n=0
′qiqjerf(κ |τij + a |)|τij + a | (20)
The second term on the rhs. of 19 is the point self energy correction. With
the proper choice of the splitting coefficient, κ, E1 converges rapidly in real
space, while E2 is treated in reciprocal space and requires summation over
several periodic images. However, by applying the method of Wolf et. al.
[92] the E2 term becomes negligible and the Coulomb summation becomes
a direct real space summation with linear scaling (O(N)).
In their original work Wolf et. al. noted that the Coulomb interactions
of the systems under scrutiny; systems comprised of ordered and disordered
polar media like crystals, liquids and interfaces; showed Coulomb asymptotic
behaviour of order r−5 due to strong charge screening effects. By applying a
careful charge neutralization procedure for each particle of the system nice
asymptotic behaviour was realized, and a suitable real-space cut-off found.
As noted before a simple cut-off at some arbitrary Rc of eq. 16 leads to
severe errors. The errors can be dramatically reduced with the inclusion of
a charge neutralization term, Eneui , specific to each point charge comprising
the system. The Coulomb energy of individual point charges in the Wolf
scheme read
Ecouli =
C′∑
j 6=i
τij≤Rc
qjqi
τij
− Eneui +O(R−2c ) (21)
with errors now of the order ofR−2c . What the charge neutralization amounts
to is to find the limit of the Coulomb potential around partial charge i at
the cut-off distance - which in turn defines the image charge, Φi, on the
spherical truncation surface surrounding i, or
Φi =
C′∑
j 6=i
τij≤Rc
qj
Rc
(22)
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and the correction term becomes simply
Eneui ≡ qiΦi (23)
This method has been used for both classical and hybrid simulations and
has been found to retain comparable accuracy for ionic and polar systems
when compared to the full Ewald summation method [53, 95, 59, 22, 13].
Applying the cut-off method to eq. 17, where the last term is replaced by
E1, results in
EcoulMM ≈
1
2
C′∑
i
C′∑
j 6=i
τij≤Rc
(
qiqj
τγij
− qiqj
τij
+
qiqjerfc(κτij)
τij
−
{
qiqj
Rγc
− qiqj
Rc
+
qiqjerfc(κRc)
Rc
})
−
(
1
2Rγc
− 1
2Rc
+
erfc(κRc)
2Rc
+
κ√
pi
) C∑
i
q2i (24)
where in the second line the charge neutralization terms are collected (and
Rγc is simply eq. 12 applied on Rc), and the last line presents the point self-
energy terms. The general smoothed and truncated classical point charge
potential, acting on some arbitrary point rj , can then be defined as
vMM[rj , τi] =
δEcoulMM
δqj
=
C′∑
i=1
rij≤Rc
qi
(
1
rγij
− 1
rij
+
erfc(κrij)
rij
−
{
1
Rγc
− 1
Rc
+
erfc(κRc)
Rc
})
(25)
which is then also the final form of eqs. 3 and 5 in the periodic lattice, one
simply changes the coordinate variable. The total potential energy of the
hybrid QM/MM scheme takes the form
Etot =EKS[n(r), vMM[r, τi]] +
A∑
α=1
ZαvMM[Rα, τi] + ELJ[Rα, τi]
+ EcoulMM[τj , τi] + ELJ[τj , τi] (26)
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where eq. 25 is now added to the effective potential in the KS scheme, and
the same potential applies to the point charge to quantum nuclei Coulomb
interactions (second term on the rhs.).
4.4 Forces
The forces on the quantum nuclei is composed of the following terms
Fα = −δEKS[Rα]
δRα
− δEQM/MM[Rα, τi]
δRα
(27)
where the first term on the rhs. expresses the forces due to the electronic
density and is solved for by GPAW [63, 27, 54], with of course the point-
charge potential included in the effective KS potential. The second term
can be further divided in to two terms
− δEQM/MM[Rα, τi]
δRα
= −Zα δvMM[Rα, τi]
δRα
− δELJ[Rα, τi]
δRα
(28)
where the second term on the rhs. are the forces due to the interaction
with the point charge through the Lennard-Jones potential and is a simple
derivative of eq. 6. The first term is a derivative of eq. 25 with the cut-off
terms included such that the forces go to zero at the cut-off distance, in line
with the potential
FMMα =− Zα
C′∑
i=1
riα≤Rc
qi
(
1
drγiα
− 1
r2iα
− erfc(κriα)
r2iα
− 2κ√
pi
exp (−κ2r2iα)
riα
+
1
dRγc
+
1
R2c
− erfc(κRc)
R2c
− 2κ√
pi
exp (−κ2R2c)
Rc
)
(29)
where 1/drγiα refers to the derivative of the smearing expression in eq. 12
with respect to the coordinate of the quantum nuclei.
The total forces acting on point charge i contains several terms
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− δE
coul
MM[τj , τi]
δτi
− δEQM/MM[Rα, τi]
δτi
− δELJ[τj , τi]
δτi
=
−
C′∑
i=1
rij≤Rc
qj
δvMM[τj , τi]
δτi
−
∫
n(r)
δvMM[r, τi]
δτi
−
C′∑
i=1
riα≤Rc
Zα
δvMM[Rα, τi]
δτi
− δELJ[τj , τi]
δτi
− δELJ[Rα, τi]
δτi
(30)
where the three terms in the second line are the same as eq. 29 with the
appropriate coordinate and summation change. The middle term requires a
numerical summation over all the grid points to which the electronic density
is ascribed, and is the most time consuming step of the QM/MM method.
Finally, there are two force components due to Lennard-Jones potential in
the last line: one for the point charge to point charge interaction (eq. 8)
and second term for the point charge to quantum nuclei interaction.
5 Free Energy Surfaces
In diabatic ET theory a charge is transferred from donor molecule or atom,
D1, to acceptor molecule or atom, A0. Together the donor and acceptor
form the initial and final state
i) D1 +A0
f) D0 +A1 (31)
where in the final state the donor and acceptor have changed their electronic
states, from the 1- to 0-state, and from the 0- to 1-state, respectively. The
potential energy of the initial state can be defined as
Ei(R
N ) = Ui + i(R
N ) (32)
where Ui is the gas phase energy of the solutes in the electronic configuration
corresponding to the initial state. RN denotes a nuclear configuration of
solvent and solute. i(R
N ) denotes the solvent-solute interactions in this
electronic state. The same definition is valid for the final state so one can
write
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∆E(RN ) = Ef (R
N )− Ei(RN )
= ∆(RN ) + Uf − Ui (33)
where
∆(RN ) = f (R
N )− i(RN ) (34)
∆(RN ) describes the difference between the interaction of the solvent with
the initial and final state electronic configurations - which differ only by the
position of the transferring electron charge - for a given nuclear configura-
tion RN .
We can define the transition state nuclear coordinates in terms of the po-
tential energy difference between the initial and final states as the config-
urations where the potential energy gap closes (Franck-Condon principle)
∆E(RN ) = 0. This means that at R‡ we must have
f (R
‡)− i(R‡) = −(Uf − Ui) (35)
i.e. the nuclear configurations which close the initial-final state potential
energy gap induce a change in the electronic interaction between the nu-
clear environment and transferring charge equal to the constant internal
energy difference. To calculate the energy one must both sample numerous
configurations as well as statistically unlikely configurations.
5.1 The Free Energy Function
Free energy is a themodynamic state function, of e.g. Ei(R
N ), and in ET
theory has a well defined free energy function of the potential energy differ-
ence of eq. 33, or
Fi(x) = − 1
β
ln
∫
dRNδ(x−∆E(RN )) exp(−βEi(RN )) (36)
where β = (kBT )
−1, the inverse of the thermal energy. The integral is the
statistical mechanical probability of observing a particular value x of the
potential energy gap while the system is in the i state, or
Fi(x) = − 1
β
ln[Pi(x)] + F
∗
i (37)
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where F ∗i is the free energy of the state. This separation is achieved if one
factors out the probability from eq. 36
Pi(x) =
∫
dRNδ(x−∆E(RN )) exp(−βEi(RN ))∫
dRN exp(−βEi(RN )) (38)
so the free energy can here be expressed as
Fi(x) = − 1
β
ln[Pi(x)]− 1
β
ln
∫
dRN exp(−βEi(RN )) (39)
the second term on the rhs. defines F ∗i . This term is not computed in
practice (or evaluated experimentally) but the first term and hence relative
free energy and differences for this state are readily calculated. For example,
the free energy transition state barrier is
∆F ‡ = Fi(x‡)− Fi(xmin)
= Fi(∆E(R
‡))− Fi(∆E(RNmin)) (40)
where xmin gives the minimum of the Fi free energy surface.
The same definitions hold for the final state, e.g. it is a thermodynamic
state function, and we can write the free energy function as
Ff (x) = − 1
β
ln
∫
dRNδ(x−∆E(RN )) exp(−βEf (RN )) (41)
which is analogous to eq. 36 and contains an unknown free energy for this
state, F ∗f . Now by defining Ef (R
N ) in terms of Ei(R
N ) (rearranging eq.
33) and inserting in to the above one gets
Ff (x) = − 1
β
ln
∫
dRNδ(x−∆E(RN )) exp(−β(Ei(RN ) + ∆E(RN )))
Ff (x) = x− 1
β
ln
∫
dRNδ(x−∆E(RN )) exp(−βEi(RN ))
Ff (x) = x+ Fi(x) (42)
The last relation shows that the two surfaces cross at ∆F ‡, or simply
Ff (x
‡)− Fi(x‡) = 0 = x‡ (43)
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where x‡ is equivalent to eq. 35. Furthermore, knowing one surface the other
can be derived in relative terms. The rhs. of eq. 39, which defines F ∗i (and
F ∗f ), does not need to be known to get relative free energy differences between
the states. They have the same free energy function with one translated by
the coordinate x. Figure 4 presents two ideal free energy curves and their
relations.
6 Biased or Driven Sampling Methods
In a free energy analysis where one seeks to map the free energy change as
a system goes from an initial to final state (eq. 31) a considerable sampling
is required for accurate results. Furthermore, during constant temperature
simulations the system will spend most time near equilibrium so the reac-
tion coordinate x is poorly sampled at the transition state and beyond. To
bridge the gap between the two states various methods have been devised
to drive the reaction from one state to the other, hence allowing sampling
in otherwise statistically unlikely regions along the reaction coordinate.
Accelerated sampling methods in this respect can be divided into two classes:
(A) methods modifying the energy expression to reduce the thermodynamic
barrier, hence allowing more frequent sampling of out of equilibrium coor-
dinates or (B) restricting the sampling to all degrees of freedom except the
reaction coordinate, which is then in some way systematically controlled
[46, 33]. The Umbrella Sampling method (US) [80, 81] is one form of (A)
where the reaction coordinate is sampled by using a bias potential which
drives the reactants from one charge state to the other. This does not re-
strict any degrees of freedom hence the full momentum space is sampled. In
its simplest form it reads
Ebj (R
N ) = Ei(R
N ) +Wj(∆E(R
N )) (44)
where Ebj (R
N ) is the energy of an intermediate state j, having mixed char-
acteristics of the initial and final state - the superscript denotes that it is a
biased sampling - and Wj(∆E(R
N )) is a biasing potential which brings the
system from the initial state to intermediate states and is here a function of
the reaction coordinate which is to be sampled.
A linear coupling parameter, ηj , can be employed which mixes the initial
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and final state in a straightforward manner
Ej(R
N ) =(1− ηj)Ei(RN ) + ηjEf (RN )
=Ei(R
N ) + ηj∆E(R
N ) (45)
and has values in the range 0 ≤ ηj ≤ 1 which obviously brings the system
from the initial to final state. In this case the biasing potential is then
defined as Wj(∆E(R
N )) = ηj∆E(R
N ). The reaction coordinate can then
be readily explored by doing calculations on the initial and final state in
parallel, allowing transition into the intermediate state configurations by
tuning ηj . This amounts to running molecular dynamics using the same
linear combination of the forces
Fj(R
N ) =(1− ηj)Fi(RN ) + ηjFf (RN )
=Fi(R
N ) + ηj(Ff (R
N )− Fi(RN )) (46)
where Fi and Ff represent the force vectors of the atoms in the initial and
final state electronic configurations, respectively.
A more conventional way to drive the reaction is to use partial transferring
charges [96, 71, 86, 79] and run molecular dynamics with forces from actual
(although quite unphysical) intermediate states
j) D1−∆qj +A+∆qj (47)
In the same fashion as the parameter ηj the partial charge has the range,
0 ≤ ∆qj ≤ 1, an again obviously brings the system from the initial to final
state. In terms of a biasing potential we can rewrite eq. 44 as
Ebj (R
N ) =Ei(R
N ) +
∆Eqj (R
N )
∆E(RN )
∆E(RN )
=Ei(R
N ) + ηqj∆E(R
N ) (48)
where ∆Eqj (R
N ) = Eqj (R
N )− Ei(RN ), the potential energy difference be-
tween the partially charged state and the initial state. There is no guarantee
that ∆qj = ηj for a given partial charge, or in other words that the partial
charge gap ∆Eq(R
N ) is a linear function of ∆E(RN ), with an intersection at
zero. As seen and discussed in the results section 7 applying eq. 48 requires
additional steps when using the partial charge to drive the reaction.
17
6.1 Weighted Histogram Analysis Method
The Weighted Histogram Analysis Method (WHAM) as first presented by
Ferrenberg and Swendsen [31] is an optimized way to analyse data gener-
ated with Monte-Carlo simulations. This method was later extended to
the general umbrella sampling and related methods [49, 74], which makes
WHAM ideal for constant temperature MD simulation methods such as
employed here, where biased sampling windows are used to bridge sampling
between two states. Here we follow the basic formulation in [74] and apply a
self-consistent WHAM code to connect biased sampling windows using the
coupling parameter, ηj , and partial charge, ∆qj .
The probability of observing a particular value of the reaction coordinate,
∆E(RN ), from a sampling produced by running MD on biased systems,
Ebj (R
N ), produces a biased probability - P bj (∆E(R
N )). The relation of the
biased probability to the unbiased one is given by
P uj (∆E(R
N )) = eβ[Wj(∆E(R
N ))−fj ]P bj (∆E(R
N )) (49)
where fj is the free energy change in the system by introducing the biasing
potential Wj(∆E(R
N )). The probability curve for the initial state is written
as linear combination of the unbiased probability distributions from the j
simulation windows
Pi(∆E(R
N )) = C
N∑
j=1
pj(∆E(R
N ))P uj (∆E(R
N )) (50)
where N runs over all simulation windows, C is a normalization constant,
and pj(∆E(R
N )) are the weights of the sampling windows which are to be
determined and are strongly dependent on the choice of the coupling pa-
rameter ηj , or the partial charge ∆qj .
Requiring the weights to be normalized and to minimize the statistical error
results in [49, 74]
Pi(∆E(R
N )) =C
N∑
j=1
nje
−β[Wj(∆E(RN ))−fj ]∑N
k=1 nke
−β[Wk(∆E(RN ))−fk]
P uj (∆E(R
N ))
=C
N∑
j=1
nj∑N
k=1 nke
−β[Wk(∆E(RN ))−fk]
P bj (∆E(R
N )) (51)
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where nj are the number of unique samplings in window j. The free energy
change due to the biasing potential, which is an unknown quantity, can be
solved for using the following equation
e−βfj =
∫
dRNe−β[Wj(∆E(R
N ))]Pi(∆E(R
N ))
=C
∫
dRN
N∑
j=1
nje
−β[Wj(∆E(RN ))]∑N
k=1 nke
−β[Wk(∆E(RN ))−fk]
P bj (∆E(R
N )) (52)
This equation presents a self-consistent way to solve for the free energy
change due to the biasing potential. Note that the biasing potential defined
by ∆qj , ηj = 1 in turn fully defines the final state, and the difference f1 −
f0 is then the relative free energy difference between the initial and final
state. Finally, the biased probabilities of the simulation windows j are here
computed as normalized histograms
P bj (x) ≡
1
nj
nj∑
l=1
δ(x−∆E(RNj,l)) (53)
where RNj,l is a selection of coordinates from the configuration phase space
and is generally (due to obvious limitations) not a complete sampling of the
phase space.
7 Computational Parameters
All electron ground state calculations were performed with the real-space
DFT code GPAW [63, 27, 54], where the core electrons are described with
the Projector Augmented-Wave method (PAW) [10]. The electronic wave
functions describing the valence-electrons are represented with a numerical
atom-centered orbital basis corresponding to the double−ζ with polariza-
tion (dzp) quality. The effective external potential, and the grid-based wave
functions, are represented on a real-space grid with a 0.18(±0.01) A˚ spacing.
Exchange-correlation energy is approximated with the GGA functional of
Perdew-Burke-Ernzerhof (PBE) [66].
Structural relaxations and molecular dynamics are available in ASE [5]. We
used a Quasi-Newton scheme with force tolerance of 0.05 eV
A˚
to relax bulk
systems (e.g. a transition metal complex adsorbed on a surface), whereas
vacuum systems are relaxed with a convergence criteria of 0.01 eV
A˚
. Constant
19
temperature MD are run with an in-house Langevin integrator, employing
the RATTLE scheme to fix bond lengths. All oxygen to hydrogen bond
lengths and angles were constrained, which allows for a MD step size of 1-4
fs. We use a time step of 1 fs, and for the phase space sampling each state
(initial, intermediate(s) and final) was thermalised for 10 ps before data col-
lection, which was also run for another set of 10 ps.
The first-row transition metal complexes are placed in a 103 A˚3 cubic cell,
along with 31 water molecules - which corresponds approximately to the
density of water at ambient conditions, or 1.00 g/cm3. The temperature
in the Langevin simulations is set to 400 K, which was found to give good
agreement between simulated water at the PBE level and experimental wa-
ter [72, 36]. To accommodate for the dimensions of the polypyridine osmium
complex a large cell with periodic boundary conditions was filled with water
(198 molecules) and the simulation size adjusted such that the density was
1.00 g/cm3 (resulting dimension were 16.7, 22.8 and 16.3 A˚ in xyz respec-
tively). After relaxing the system a cavity was cut out fitting the vacuum
relaxed complex. With this procedure the density should remain approxi-
mately the same [75] - and the complex is surrounded by 2-3 solvation shells.
A second system was also constructed in analogous manner, but now with
732 water molecules (resulting dimensions of 28, 31.5 and 28.5 A˚) - and the
dynamics and phase space sampling for that system was done solely with
the QM/MM code.
8 Aqueous Transition Metal Complexes
Here the methodology presented in Section 5 is applied to the symmetric
and asymmetric electron transfer reactions of the hexaaqua coordinated first
row transition metals: vanadium (V), chromium (Cr), manganese (Mn),
iron (Fe) and cobalt (Co), exchanging the +2 and +3 redox states. We
have omitted results for titanium (Ti), nickel (Ni) and copper (Cu) which
require further investigation due to, among other, the spurious formation
of pentaaqua complexes in partially charged systems. Figure 5 presents the
computational reaction set up. The majority of the results for the various
system are at the QM level with the exception of Fe where the symmetric
reaction is explored at the QM/MM level. Here we focus on the structure of
the charge states, redox potential differences and the reorganization energies
of the transition metals listed above, and compare the two methods of using
a coupling parameter ηj or partial charge ∆qj to drive the reactions.
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8.1 Structural Changes and Redox Potentials
From the molecular dynamics trajectories which were run for 10 ps in each
sampling windows, the radial distribution of metal to oxygen (M-(OH2))
distances were analysed for the initial, intermediate and final states. Figure
7 presents sample radial distribution functions of iron and chromium at the
+2 and +3 charged states, with indicators showing the estimated centre of
the peaks. All radial distribution functions for the various metals are pre-
sented in the Supplementary Information. The first sharp peak represents
the metal to ligand bond lengths, and the second broad peak the first solva-
tion shell. Peak positions for the metals are collected in Table 1, along with
bond lengths determined experimentally from crystal structures.
The metal to oxygen bond lengths determined from the RDF of all inves-
tigated species are in good agreement with experimental structures, with
the computational bond lengths consistently larger, but only by 0.01-0.06
A˚. Vacuum bond lengths were calculated as well and are within 0.01-0.03 A˚
of the values determined from the RDFs. Cr(+2), Mn(+3) and Co(LS+2)
all show Jahn-Teller distortions in vacuum, which are largely suppressed in
the MD simulations for Mn(+3) and Co(LS+2) hence only a single convo-
luted bond length can be determined. There is though a clear sign of the
distortion in the RDF of Cr(+2) (Fig. 7), with the bond length along the
distorted axis estimated at 2.44 A˚. Accurate determination is however dif-
ficult as the relative occurrence of the distorted bond length is low. This
indicates that there is a frequent change in which ligand pair occupies the
distorted axis during our MD simulations.
The position of the first solvation shell was also estimated, and the approx-
imate centres are reported in Table 1. Although a crude estimate, it does
show that the peaks are farthest away from the transition metal species with
the longest ligand bonds and that the peak centre shifts towards the metal
centre by 0.10-0.18 A˚ upon oxidation.
8.2 Free Energy Surfaces
Data for the free energy surface analysis is collected by running molecular
dynamics on states defined with either the coupling parameter or partial
charge, at the same intervals, of ∆qj , ηj = [0, 0.25, 0.5, 0.75, 1.0]. Figure 8
presents radial distribution functions for the initial, intermediate and final
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states for the V2+-V3+ transition using both bias methods.
Intermediate state peak positions of the RDFs are in general the same within
±0.01 A˚ when comparing the two bias methods. The peak positions are fur-
thermore shifted by the same fractional value as the bias parameter, e.g. the
difference in peak position between intermediate state at ηj ,∆qj = 0.5 to
the initial state is 0.07 A˚ which is 0.5 of the distance between the initial and
final state peaks (0.14 A˚). This was observed for all intermediate states and
all metals meaning that the internal structure truly changes by the same
fraction which controls the bias potential.
As discussed in sections 6 and 6.1 both the driven sampling and application
of WHAM requires the knowledge of the biasing potential as defined in eq.
44. In the case where the partial charge is used as a parameter to drive
the reaction this potential is written as a simple function of the partially
charge energy gap and the initial-final state gap, assuming linearity. This
linearity is not observed due to, among other, self-interaction error of the
partially charged systems, inherent to DFT. In order to apply the umbrella
sampling and WHAM formalism we perform a trivial linearisation by first
order fitting to the ∆Eq(R
N )/∆E(RN ) ratio. Eq. 48 thus becomes
Ebj (R
N ) = Ei(R
N ) + ηLINqj ∆E(R
N ) + C (54)
where ηLINqj and C are the slope and intersect of the linear equation. The
slope is found, in all cases and for all metals, to be the same as the cou-
pling parameter ηj within ±0.03. The fitting procedure of this ratio for
vanadium, as an example, gives a slope of ηLINqj = [0.23, 0.5, 0.74] for in-
termediate states with the partial charges qj = [0.25, 0.5, 0.75]. Figure 9
presents a sample data analysis and linear fit.
Figure 10 presents sample free energy surfaces for vanadium using both bias
methods in the form of unbiased probabilities from each sampling window
eq. 49. A plot of the associated weights, pj(x), are overlaid which show that
in this case the intermediate state data overlap considerably as their weights
do not reach a value of one. Similar plots of the free energy of the unbiased
probabilities and weight components of the other metals are presented in
Supplementary Information.
The unbiased probabilities and associated weights were then combined to
make the final free energy surface, see Figure 11, from where reorganiza-
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tion energies and barriers are determined. Table 2 collects these values for
all metals and the two bias methods. The free energy barriers vary from
about 0.4-0.7 eV but deviates by ±0.02-0.04 eV when comparing the two
bias methods. The reorganization energies range from 1.66-2.82 eV, and ev-
idently varies quite a lot between metals. Between the two bias methods the
values deviate by 0.06-0.15 eV, and the relation of the reorganization energy
to the barriers is found to be consistently λreo/4 ≈ ∆F ‡, in accordance with
the Marcus relations.
By subtracting the inner reorganization energy, λin, from the calculated total
reorganization energy one gets an estimate of the contribution of the outer
sphere reorganization energy, λout, which is associated with the shift in the
position of the first-solvation shell peak. The λin is defined as the potential
energy difference between the initial and final electronic states evaluated in
the relaxed structures of the hexaaqua complexes in vacuum.
λout = λreo − λin (55)
and as seen in column six of Table 3 the λout are of similar magnitude for all
the metals, in the range: 1.18-1.35 eV, which is more in line with classical
models of the reorganization. The largest internal reorganization energy is
found for the metal species which display the Jahn-Teller effect in vacuum
(and during the MD simulations), which makes perfect sense as those struc-
tures deviate more from their redox counterpart. The simulation methods
and set up is the same in all cases hence one would expect a very simi-
lar response from the solvent to the redox change on the central metal ion.
The outer sphere reorganization energy can here be compared to the Marcus
model, which is derived for the interaction of ions with a continuous medium
(the solvent) extending from the ion-to-medium radius, Rq, to infinity. This
model gives
λout =
1
4pi0
(
1
op
− 1
s
)(
1
2R2+
+
1
2R3+
− 1
Rif
)
(56)
where 0 is the permittivity of free space, and 
op and s are the optical
and static dielectric constants of water. Rq is the ionic radius for the metal
states, and are here simply taken as the estimated position of the first solva-
tion shell peaks presented in Table 1. Finally Rif is the distance between the
ions which are infinitely far apart in our simple simulations scheme so this
term is omitted. We are performing the simulations with water described
with the PBE functional, which has an estimated optical dielectric constant
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of 2.0 from computations employing the same functional at ambient tem-
peratures [32]. The experimental values of op and s for water at ambient
conditions are 1.77 and 78.4 [30]. This means, according to eq. 56, that
the higher constant of the PBE water in our simulations will result in the
underestimation of the reorganization energy.
The outer reorganization energies from the Marcus model are 0.26-0.36 eV
larger than the simulated values, which could be due to the fact that we
are using a very small number of water molecules to represent the non-local
dielectric, and so the actual optical and static dielectric constants are larger
in our simulations. For example a value of op = 2.2 would bring the Marcus
model values in accordance with our simulations. The experimental values
from source A (see Table 2) are all very close in value or 2.02-2.26 eV,
whereas our simulations range from 1.66-2.82 eV, and it is clear that the
internal reorganization energy plays the role in differentiating between the
various transition metals. The trend in our computational values is better
reflected in more recent experimental values (source B) where the values
range from 2.1-3.5 eV, and also in the computational study of Rosso et.
al. [68] where both the internal and outer-sphere reorganization terms of
the same metal species are analysed in detail. Our simulations are lacking
important factors - in the experiments it is understood that there is an
optimal distance between the reaction centres before charge transfer occurs,
most often taken as the hard-sphere distance between the reaction centres -
and the resulting solvation shell overlap effects and charge interaction terms
are missing in our simulation as the two reaction centres are treated at an
infinite separation.
8.3 Redox Potentials
We are performing QM calculations on charged and periodic systems which
employ the standard uniform neutralizing background. This shifts the rela-
tive potential of differently charged systems [11] hence the redox potential of
the various M2+/3+ reactions can not be accurately determined. However,
using the known reduction potential of Fe2+/3+ versus the standard hydro-
gen electrode (SHE), E
2+/3+
Fe,SHE = −0.771 eV, the redox potential of the other
transition metals can be determined from the free energy difference between
the initial and final states of asymmetric Fe2+-M3+ →Fe3+-M+2 reactions.
In this way we solve for the redox potential of the other metals relative to
SHE with
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E
3+/2+
M,SHE = ∆F
0 − E2+/3+Fe,SHE (57)
This difference is solved for self-consistently using the WHAM formalism in
eq. 52. In order to solve it one starts with an initial array of the fj values
corresponding to the ηj = [0, 0.25, 0.5, 0.75, 1.0] states and at convergence
subtracts any residual fi (initial state ηj = 0). This gives the relative free
energies of the intermediate, fj , and final state ff (ηj = 1.0). In that way
∆F 0 = ff . Table 4 collects the estimated redox potentials of the metals,
and compares to experimental values and other computational results.
The relative redox potentials of V, Cr and Co are in fair agreement with
experiment, differing by only 0.05-0.1 eV. Results for Mn are however not,
and differ by 0.4 eV, but are in line in all cases with the trend and value
of computational results employing a similar exchange-correlation functional
(GGA) and a larger basis set [82]. In those simulations the transition metals
were placed in an idealised cage consisting of eighteen water molecules and
then embedded in to a continuous electrostatic media to represent the bulk
solvent.
8.4 Efficient Phase-Space Sampling
Here we explore the symmetric reaction of Fe2+-Fe3+ in more detail where
first the difference of using a relatively cheap basis set versus a complete basis
set is compared, and second where we use the cheaper QM/MM calculator
(see Figure 5B) to sample an adequate phase-space for free energy analysis.
Note that the free energy analysis requires accurate potential energy gaps
between the initial and final state, so after an adequate phase-space sam-
pling with QM/MM a subspace is selected (every tenth image) the potential
energy gap is evaluated with full QM calculations. The resulting potential
energy gap from QM/MM calculations will be too large due to the role of
dielectric response of the solvent, which is lacking in the simple three-site
solvent model used here - e.g. for TIP3P op is found to be ≈ 1.1 [40, 84]
which according to eq. 56 increases the reorganization energy and hence the
potential energy gap considerably (or by a factor of 1.8).
Figure 12 presents two free energy curves where the basis set dependence
is compared. Table 5 collects the free energies of reorganization and bar-
rier for both basis sets, and for the case where the phase-space is sampled
with QM/MM. We compare these results to the simulations of Sit et. al.
[71] where we have matched the system size, number of water molecules
25
and exchange-correlation functional. In their calculations they employ a
plane-wave basis to describe the valence electrons, where here we use a com-
parable purely grid-based basis set where the only convergence parameter is
the spacing between individual points [63, 27].
All in all there is good agreement between the free energy barriers when
comparing the two different basis sets, 0.45 eV vs. 0.39 eV for the fd and
dzp basis respectively, and only a slight difference when comparing the same
basis but different sampling method. There is also excellent agreement be-
tween our results and the one of Sit et. al., and the cases where the phase
space is generated with the QM/MM calculator. Considering the total re-
organization energy there is a noticeable difference between the basis, or up
to 0.22 eV. This difference is largely explained with the difference in the
energy of internal reorganization. The outer-sphere reorganization is due
to the change in localized charge on a central metal surrounded by water
ligands - so there is little to no overlap between the electronic states of the
solvent and the charge carrying electronic state on the metal - hence there
should be little difference in λout between the two basis sets. The energy
due to the internal structural change is another matter, and is strongly
dependant on the basis which describes the various overlaps between the
metal and ligands - hence internal bonding. In the fd case λint = 0.56 eV
so λout = 1.24 in excellent agreement with the dzp results of λout = 1.22 eV
(see Table 3).
In terms of the total computational time needed we find that the QM/MM,
QM(dzp) and QM(fd) scale as 1:4:10. Although the fd is considerably more
expensive - and too expensive for systems beyond a few hundred atoms
particularly when one needs a considerable phase-space sampling - we find
that the optimal choice for further study is to use QM/MM to sample the
phase space and then use the fd basis, or dzp basis if the internal energy
reorganization is small, to analyse the potential energy gap. .
9 Polypyridine Osmium Complex
Here we explore the utility and efficiency of the QM/MM code by applying it
to the redox-state control and free energy analysis of a large polypyridine os-
mium complex, Figure 13. We have previously addressed the same polypyri-
dine complexes at the QM level and observed that the solvation of both the
cationic osmium complex and the anionic chloride counter-anions is crucial
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in stabilizing the localized charges on both ions, in both the free solute state
and the solute adsorbed state [44]. Here we expand upon that analysis and
evaluate the osmium system with the QM/MM calculator. These are mixed
systems of a large osmium complex and counter-anions which are described
with QM, and a surrounding solvent described with MM - all evaluated
within the same cell, or boundary. Table 6 presents the average metal to
ligand bond lengths as well as the charge on the osmium complex, Qcom,
which is controlled by the number of chloride counter-anions.
The average bond lengths are found to be more or less the same in the full
QM calculations compared to the QM/MM. This is observed for both the
+2 and +3 redox states, which are here controlled by the presence of the
chloride counter-anions. Moreover, we also find that the classical solvent
enhances the charge separations between the ions. For example the charge
on the complex is closer to the integer values of +1 and +2 in both QM/MM
cases - with one or two chloride counter-anions, respectively. This is simply
due to the fact that there is no overlap between the electronic states of the
classical solvent molecules - as there are none - with the electronic states
of the charged complex. In the full QM case such an overlap exists which
results in an apparent partial charge transfer to the solvent.
9.1 Free Energies of Reorganization and Barriers
Using the same procedure and reaction schematic as outlined in Section 5
and Figure 5 the free energy surfaces for the Os(II)P0P-Os(III)P0P tran-
sition was constructed. This was first done for a system comprised of the
complex and 168 water molecules, all at the full QM level. For a complex
of this size this corresponds to approximately 2-3 solvation shells. As a
second step we utilize the efficiency of the QM/MM code and simulate the
same reaction again, but now with 732 water molecules. At first all solvent
molecules are treated classically - but the initial-final state energy gap is
re-evaluated with varying number of the solvent molecules at the QM level.
Figure 14 presents the resulting free energy surfaces and Figure 15 presents
the radial expansion. Table 7 collects the free energies of reorganization
and barriers - and compares the full QM results to the QM/MM, with and
without the solvent expansion.
The free energy of reorganization and barrier for the half-reaction is found to
be 0.63 and 0.16 eV, respectively, at the full QM level. In the QM/MM case,
where the complex is solely treated with QM, we find the same quantities to
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be 1.21 and 0.31 eV, which is roughly an increase of 1.8 in accordance with
the difference in the electrostatic constants of the QM vs. MM water. The
inner sphere reorganization energy is much smaller in this case compared to
the hexaaqua complexes, or only about 0.1 eV. By re-evaluating the initial-
final state potential energy gap with varying QM solvent we find that the
values converge rapidly - for example the free energy surface where the sol-
vent molecules up to a 7.3 A˚ radial bound around the complex are treated
QM is almost the same as in the case of 8.3 A˚ radial bound. Furthermore, at
that level the free energies of reorganization and barrier for the QM/MM(C)
system is 0.68 and 0.17 eV, in very good agreement with the full QM results.
At the 8.3 A˚ radial bound each energy gap evaluation roughly includes 90
water molecules on average, and as seen in the radial distribution function
of Figure 15 corresponds roughly to two solvation shells. Note that we re-
quire less than half the solvent used in the full QM calculations to reach
convergence.
The change in the initial-final state potential energy gap and hence reorgani-
zation energy between the QM and QM/MM cases is, as mentioned before,
due to the dielectric response of the QM water. This change is furthermore
apparent when using the Marcus model, eq. 56, to estimate the outer re-
organization energy - which is evaluated for this system by using the ionic
radius shown in Figure 15, and the dielectric constants for PBE and TIP3P
water. These models, denoted Marcus [A] and Marcus [B] in Table 7, are
in fair agreement with the full QM and QM/MM results - although in both
cases larger by about 0.14-0.19 eV. This is again due to either a erroneous
estimation of the ionic radius, as well as poor choice of dielectric constants.
The trend is though exactly as expected - with an enhancement of a factor
of 1.8 in the reorganization energy - as observed for the QM vs. QM/MM
simulations.
10 Conclusion and Outlook
In the present study we have outlined our newly implemented hybrid-QM/MM
code coupled to our in-house QM calculator. The methodology to approach
charge transfer reactions was briefly reviewed and applied on several hex-
aaqua transition metals, where two biased sampling methods were compared
- which give the same results - as well as the effects of the finite basis and
phase-space configuration sampling. In the asymmetric charge transfer case
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we can, furthermore, estimate the redox potentials of the various transition
metals with a suitable choice of a reference value. We also find that we
can use the QM/MM code to efficiently do the configuration phase-space
sampling, and get the same results as full QM free energy simulations by
calculating the initial-final state potential energy gap - as a post sampling
process - at the full QM level. This is more evident in the case of the
polypyridine osmium complex where we perform a systematic expansion of
QM treatment of the solvent around the complex, and find that the val-
ues quickly converge from the QM/MM to the QM value with inclusion of
roughly two solvation shells.
We observe the same trend in the computed reorganization energy (and
barrier) compared to experiment, but our values are lower due to several
factors such as the relatively high dielectric response of PBE solvent, lim-
ited number of solvent molecules and the infinite separation of the donor
and acceptor molecules in our ET reactions. However, steps towards im-
provement are clear - for example systems composed of two integer charged
species can be simulated in DFT using the relatively simple ∆SCF scheme
[35, 65] or by using a special penalty xc-functional [71]. Furthermore, the
computational dielectric properties of water can be greatly improved with
hybrid functionals [93] and does not pose a serious addition to the computa-
tional cost in the free energy analysis as QM/MM provides an efficient way
of thermalization and phase-space sampling with molecular dynamics.
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11 FIGURES
Table 1: The hexaaqua coordination, R(OH2)6 , and first solvation shell, Rsol,
peak position of the transition metals at the +2 and +3 states. The hex-
aaqua coordination is compared to crystal structures of the metals at the two
different redox states. The radial distribution functions for all the metals
at the initial and final states are presented in supplementary information.
The last column lists the computational metal to oxygen bond lengths for
the complexes in vacuum, Rvac(OH2)6 . All values are in angstroms.
R(OH2)6 Rsol R
vac
(OH2)6
Metal +2 Exp. +3 Exp. +2 +3 +2 +3
V 2.17 2.14a 2.03 2.00d 4.27 4.17 2.15 2.06
Cr 2.44 2.30f 1.99 1.96d,g 4.20 4.10 2.35 2.01
2.07 2.07f 2.09
Mn 2.19 2.18a,b 2.00 1.99d 4.32 4.23 2.19 2.16
2.00
Fe 2.13 2.12a 2.03 1.99e 4.21 4.07 2.13 2.05
Co(LS) 2.02 1.93 1.87d 4.15 3.97 2.17 1.94
2.00
Co(HS) 2.10 2.09a 2.03 4.26 4.12 2.10 2.04
(a) Johnson et. al. [42], references therein; (b,c) Montgomery et. al. [61, 62]; (d)
Beattie et. al. [7]; (e) Best et. al. [9]; (f) Brunschwig et. al. [14]; (g) Eshel, Bino
[28]
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Table 2: Free energy barrier, ∆F ‡, and reorganization energy, λreo, collected
from free energy surfaces created with intermediate states using either the
coupling parameter ηj (eq. 45), or partial charge ∆qj (eq. 48).
∆F ‡ λreo
Metal ηj ∆qj ηj ∆qj
V 0.47 0.45 1.90 1.80
Cr 0.70 0.74 2.82 2.97
Mn 0.62 0.64 2.46 2.55
Fe 0.42 0.39 1.66 1.58
Co(HS) 0.44 0.45 1.74 1.80
Co(LS) 0.68 0.71 2.73 2.81
Table 3: Free energy barrier, ∆F ‡, energy of reorganization, λreo, and inter-
nal reorganization energy, λin, for the first row transition metals, estimated
using the procedure described in section 5 and a single point vacuum calcu-
lation, respectively. (Quasi-)Experimental reorganization energies are found
here [19, 20, 21], and a collection of more recent values from various sources
here [76] (exp. B). Also presented are outer-sphere reorganization energy,
λout = λreo − λin. The last column presents the outer sphere reorganization
energy estimated with the Marcus model, eq. 56 (see text for details).
Metal ∆F ‡ λreo exp. A exp. B λint λout calc.
V 0.47 1.90 2.13 2.69 0.72 1.18 1.50
Cr 0.70 2.82 2.05 3.47 1.58 1.24 1.54
Mn 0.62 2.46 2.02 3.26 1.26 1.20 1.48
Fe 0.42 1.66 2.11 2.10 0.44 1.22 1.55
Co(HS) 0.44 1.84 2.26 2.24 0.68 1.16 1.52
Co(LS) 0.68 2.73 1.38 1.35 1.59
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Table 4: Initial-final state free energy difference, ff , between Fe
2++ M3+ →
Fe3++ M2+. The free energy difference is solved for self-consistently using
the WHAM method. From the difference the experimental redox potential
of Fe3+/2+: 0.771 eV [70] is added to give a computational estimate of
the M3+/2+ redox potential (see text for details), which is compared to
experiments. The computational results are from [82], where the redox
potential is estimated with a simpler scheme using DFT at a similar level of
theory.
M3+/2+ ff E
3+/2+
M exp. comp.
V -0.98 -0.21 -0.26a,f -0.17
Cr -1.15 -0.38 -0.42b,f -0.50
Mn 0.37 1.14 1.54c,f 1.21
Co(HS) 1.05 1.82 1.92d,f 1.75
Co(LS) 0.30 1.07 1.10
(a) Jones et. al. [43]; (b) von Grube et. al. [85]; (c) Ciavatta et. al. [15]; (d)
Diebler et. al. [23]; (e) Bratsch et. al. [12]; (f) Bard, Parson and Jordan [6]
Table 5: Free energy barrier and reorganization energy for the Fe2+ →Fe3+
reaction. The fd results are on par with Sit et al. which is a plane-wave based
DFT calculation employing the same xc functional. QM/MM parenthesis
refers to the case where the phase space is first created with the WOLF-
QM/MM method (see schematic Figure 5), but energy gaps and WHAM
parameters are re-evaluated with full QM calculations at the indicated basis
level.
fd fd(QM/MM) dzp dzp(QM/MM) Sit et al.
∆F ‡ 0.45 0.44 0.39 0.40 0.44
λ 1.80 1.75 1.58 1.60 1.77
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Figure 1: Top: The computational setup for the hydrogen bond analysis
between a classical and quantum water molecule. The classical point charges
begin within the grid space of the QM system which extends to 4.0 A˚ in all di-
rections, viewed from the quantum oxygen. The classical molecule is system-
atically moved away until the quantum-hydrogen to classical-oxygen length
is 6.0 A˚ which brings it well outside the quantum grid space. Bottom: The
hydrogen binding energy between a classical and quantum molecule, com-
pared to the classical to classical case. The classical to quantum is further-
more split in to two cases; first a quantum oxygen interacts with a classical
hydrogen, and second, a quantum hydrogen interacts with a classical oxygen.
The blue broken curve is the electrostatic potential of eq. 8, using parame-
ters for the rigid TIP3P water model [45]. The red stars and black dots are
the hybrid QM/MM cases, OQM · · ·HMM and HQM · · ·OMM respectively,
where Ebond = EQM/MM −EKS(H2O), or eq. 2 with the smoothed coulomb
potential of eq. 11, minus the potential energy of quantum water in vacuum.
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Figure 2: A typical simulation consist of atomic objects and a well defined
simulation cell of dimension lx, ly and lz. For a (semi-)infinite simulation
we refer to the periodic lattice a = nl = {nlx, nly, nlz}. A: Schematic of the
real-reciprocal space Ewald summation. Depending on the system, a typical
Ewald summation includes at least the nearest neighbours in the real space
part, plus a reciprocal sum which extends much greater (e.g. n = 9). B:
Truncated Wolf scheme. For a system where Rc < lx, ly, lz , the Wolf method
amounts to a single real-space summation over the nearest neighbour cells
only ({n ∈ [−1, 0, 1]}).
Table 6: Metal to ligand bond lengths (in A˚) and total charge of the
complex, Qcom, of the structures B shown in FIG. 13. The structures and
charge on the osmium complex is compared for the full QM and the QM/MM
cases, where in the latter all solvent is treated classically.
B+Cl− B2+2Cl− B+Cl− B2+2Cl−
QM(H2O)168 QM(H2O)166 MM(H2O)168 MM(H2O)166
Os-Cllig 2.47 2.35 2.46 2.35
Os-NP0P 2.13 2.15 2.13 2.15
Os-Navg 2.09 2.07 2.09 2.08
Qcom [e] 1.07 1.84 0.99 1.97
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Figure 3: The electrostatic interactions of the classical solvent molecules are
truncated at Rc; here they are depicted as water with the oxygen blue, and
the hydrogens grey. Case A: In this example the point charge is outside
the quantum potential grid space, and due to the cut-off only gives weight
to vMM where the grid-points are within the truncated sphere defined by
Rc. Case B: Here the electrostatic interaction between point charge to
quantum nuclei, or point charge to point charge, are cut off at Rc. However,
if the principal atom of a simple molecule like water (oxygen) lies within
the sphere the whole molecule can be taken into account without the loss
of accuracy, i.e. the hydrogens are evaluated if they lie within the interval
|Rc + ∆H |.
Table 7: Free energies of reorganization and free energy barriers, in [eV].
Full QM is compared to the QM/MM expansion process, see Figure 15C,
which is deemed converged. QM/MM(0) refers to the case where none of the
solvent is treated with QM. For comparison the Marcus model is used, eq.
56, but now with computational PBE [A] and TIP3P [B] dielectric constants,
which should compare to the QM and QM/MM(0) results respectively.
QM QM/MM(C) QM/MM(0) Marcus [A] Marcus [B]
λreo 0.63 0.68 1.21 0.82 1.35
∆F ‡ 0.16 0.17 0.31 0.21 0.34
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Figure 4: Free energy surfaces for the initial, Fi(x), and the final, Ff (x),
states. The parameters pertinent to electron charge transfer are depicted on
the graph: ∆F 0 - the free energy difference between the two states (redox
potential difference); ∆F ‡ - the free energy barrier for the reaction; and λreo
- the reorganization energy of the solvent (nuclear) environment including
the internal reorganization of the chemical species under scrutiny.
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Figure 5: 1. Schematic of the biased sampling methods and reaction cen-
tres. The i)nitial and f)inal states are a combination of two independent
charge sites, Donor and Acceptor. The simulated reaction at D is M2+ →-
M3+ with the reverse reaction taking place at A. 2. We also explore the
case where the solvent is treated classically, but the inner ligand sphere is
kept QM. We have applied the same reaction schematic to the Os(n)P0P
complex. However, the QM/MM method can not predict accurate reorga-
nization energies as it lacks description of the solvent polarizability, hence
we use QM/MM to sample a large phase space, but potential energy val-
ues which enter the WHAM scheme are always evaluated with full QM on
selected snap shots.
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Figure 6: The redox induced radial distribution change around the hexaaqua
M2+/3+ complexes. The distance is to scale, as well as the given width of
each distribution. Centred on each width is the radial distance for state +3,
with the +2 radius presented as the outer ring.
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Figure 7: Radial distribution functions for Fe2+/3+ (left) and Co2+/3+
(right). Blue and green RDF are for the +2 and +3 oxidation state. In
both cases there is a clear shift of both the internal ligand structure as well
as the first solvation shell. Cr2+ is a high-spin d4 species and shows very
clear Jahn-Teller distortions in vacuum calculations. The first peak hints
of the same effect in the MD simulation, with a relatively low probability,
which indicates that the distorted axis switches rapidly between ligand pairs.
Figure 8: Radial distribution functions (RDFs) of the initial, intermediate
and final states of hexaaqua vanadium. The intermediate states sampled
by using both the coupling parameter, ηj (broken lines), and partial charge
(solid line), qj , are presented. Left: RDFs showing both the ligand and first
solvation peaks. Right: zoom in of the ligand peaks, showing the overlap
of the intermediate state peaks (broken lines of same color scheme shown in
the legend).
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Figure 9: In order to evaluate the biasing potential of eq. 48 for the inter-
mediate, or partially charged, systems the ratio of partial charge potential
energy gap gap ∆Eqj (R
N ) to the initial-final state gap ∆E(RN ), red stars,
is fitted with a first order linear equation, blue broken line. This particu-
lar example is from simulations with the V +2.75−V +2.25 intermediate state
(∆qj = 0.75, see Figure 5), where the slope of the best fit is η
LIN
qj = 0.74, in
line with the partial charge.
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(a) FES of V2+-V3+ →V3+-V2+, using ∆qj (b) FES of V2+-V3+ →V3+-V2+, using ηj
Figure 10: Example of the free energy surfaces analysis. The plots show
the free energy associated with each unbiased probability curve (eq. 49)
sampled by setting the coupling parameters ηj , or partial charge ∆qj , to the
values indicated in the legend. Also plotted are the associated weights which
require the self-consistently solved free energies of perturbation (eq. 52).
The final free energy surface is then the linear combination of the product
of the weights and unbiased probabilities (eq. 50). Using the coupling
parameters to drive the reaction, and this goes for all transition metal, gives
a smoother transition, but the two methods give very similar or the same
free energy surfaces.
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Figure 11: Applying the weights to the unbiased probability curves (see
Figure 10) for each sampling window the final free energy surface is con-
structed. This particular example is for vanadium and the bias method here
uses the coupling parameter ηj . The red stars are the WHAM data and the
blue curve is a second order best fit. The black curve represents the final
state free energy surface which is the same fitted curve but here translated
by the reaction coordinate (see eq. 42). The equations of the resulting best
fit and translation are used to solve for the reorganization energy (value
of initial state curve above final state minima) and the free energy barrier
(value of their crossing which is at zero in the symmetric case, eq. 43). The
values for both methods and all metals are presented in Table 2. The values
presented in Table 3 are collected from the free energy surfaces composed of
intermediate states made with the coupling parameter ηj , and are compared
to experiment and the Marcus model.
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Figure 12: Diabatic free energy surfaces for the ferric-ferrous (Fe+2-Fe+3)
charge transfer reaction. It is important to note that we are comparing
two different ways KS state expressions: the finite difference (fd) mode,
where the basis accuracy depends solely on the grid spacing, and a localized
atomic orbital basis of dzp quality (a much cheaper option). Time scale of
sampling an adequate phase space corresponding to 5 ps per bias window
scales as follows: 1:4:10 for the QM/MM, QM(dzp) and QM(fd) methods,
respectively. The black stars and green dots is the output from the WHAM
method, and the red and green curves are second order fits to the data.
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Figure 13: Schematic of the osmium transition metal complex investigated.
A: Os(n)P0P or [Os(bpy)2(P0P)Cl] (bpy = 2,2’-bipyridine, P0P = 4,4’-
bipyridine). The formal oxidation state of the transition metal centre is here
+1, due to the ionic chloride ligand. Carbons are depicted with the stick
model and hygrodens are omitted for clarity. B: In the presence of solvent
the oxidation state, +n, is controlled either trivially by simply removing
electron(s) from the computational system, or by introducing additional
chlorides as anions.
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Figure 14: Free energy surfaces generated for varying degree of quantum sol-
vent - systems A, B and C show the expansion of the QM treatment around
the osmium complex. The phase-space is sampled first with QM/MM with
all solvent molecules at the MM level. For the free energy surface analysis
the energy gap between the initial and final state is evaluated but with all
solvent molecules within the radial bounds indicated in Figure 15 are treated
also with QM. In this way the dielectric response is reintroduced in to the
solvent in a step-by-step fashion until convergence is achieved.
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Figure 15: The radial distribution of oxygen in water around the osmium
polypyridine complex. After running extensive QM/MM simulations the
same configurations were used to analyse the free energy surface, but now
with the water treated at the QM level up to the distance indicated by the
A, B and C color scheme. Corresponding model cartoons and free energy
surfaces are presented in Figure 14. The red line indicates the estimated
ionic radius of the complex used in the Marcus model analysis (see text for
details).
53
PA P E R I I I
177
ARTICLE
Received 26 Jan 2013 | Accepted 6 Jun 2013 | Published 2 Jul 2013
Direct measurement and modulation of
single-molecule coordinative bonding forces
in a transition metal complex
Xian Hao1,2, Nan Zhu1, Tina Gschneidtner3, Elvar O¨. Jonsson4, Jingdong Zhang1, Kasper Moth-Poulsen3,
Hongda Wang2, Kristian S. Thygesen4, Karsten W. Jacobsen4, Jens Ulstrup1 & Qijin Chi1
Coordination chemistry has been a consistently active branch of chemistry since Werner’s
seminal theory of coordination compounds inaugurated in 1893, with the central focus on
transition metal complexes. However, control and measurement of metal–ligand interactions
at the single-molecule level remain a daunting challenge. Here we demonstrate an
interdisciplinary and systematic approach that enables measurement and modulation of the
coordinative bonding forces in a transition metal complex. Terpyridine is derived with a thiol
linker, facilitating covalent attachment of this ligand on both gold substrate surfaces and
gold-coated atomic force microscopy tips. The coordination and bond breaking between
terpyridine and osmium are followed in situ by electrochemically controlled atomic force
microscopy at the single-molecule level. The redox state of the central metal atom is found to
have a signiﬁcant impact on the metal–ligand interactions. The present approach represents a
major advancement in unravelling the nature of metal–ligand interactions and could have
broad implications in coordination chemistry.
DOI: 10.1038/ncomms3121
1 Department of Chemistry, Technical University of Denmark, Kemitorvet, Building 207, DK-2800 Kongens Lyngby, Denmark. 2 State Key Laboratory of
Electroanalytical Chemistry, Changchun Institute of Applied Chemistry, Chinese Academy of Sciences, Changchun 130022, China. 3 Department of Chemical
and Biological Engineering, Chalmers University of Technology, SE-412 96 Gothenburg, Sweden. 4 Department of Physics, Technical University of Denmark,
DK-2800 Kongens Lyngby, Denmark. Correspondence and requests for materials should be addressed to Q.C. (email: cq@kemi.dtu.dk) or to
H.W. (email: hdwang@ciac.jl.cn).
NATURE COMMUNICATIONS | 4:2121 | DOI: 10.1038/ncomms3121 | www.nature.com/naturecommunications 1
& 2013 Macmillan Publishers Limited. All rights reserved.
C
oordination chemistry has emerged as an overwhelmingly
active branch of chemistry since Werner published his
seminal theory of coordination compounds in 18931,2. A
wealth of studies have since then been focused on transition
metal complexes, driven by their importance in fundamental
chemistry, biochemistry, protein science and industrial catalysis
applications2. In a coordination compound, a central metal atom
is bonded to a surrounding array of coordinating ligands2.
Coordinative bonding is a special class of chemical covalent
bonds, often with strong dipolar nature and complex electronic
interactions between central metal atom and ligands.
Understanding the nature of the coordinative bonding has ever
posed and still remains a tremendous challenge. Extensive
investigations on metal–ligand interactions have therefore not
surprisingly constituted one of the central themes in coordination
chemistry.
Nearly all aspects of coordination chemistry, including metal-
binding free energies and enthalpies, and bond association/
dissociation kinetics so far disclosed are based on average
ensemble level information. In the past two decades, the scanning
probe microscopies have, however, increasingly enabled non-
traditional and single-molecule approaches to physicochemical
properties of many important chemical and biological processes3,
ranging from electron transfer (ET)4–6 and molecular
recognition7,8 to in vivo biochemical processes in a living cell9.
In terms of transition metal complexes, scanning tunnelling
microscopy (STM), particularly electrochemical STM
(ECSTM), as an advanced tool has offered detailed mapping of
single-molecule conductivity patterns in chemical or/and
electrochemical environments10–13. Atomic force microscopy
(AFM) imaging and spectroscopy have the power to uncover
chemically hidden information that would not be revealed by
traditional chemical approaches, for example, mechanical
activation of chemical bonds (bond rupture) as well as the
inﬂuence of stretching forces on chemical reactions14–28. A very
recent report shows that molecular conductance and Van der
Waals forces can also be measured simultaneously by conducting
AFM29.
In comparison to the extensive use of ECSTM in molecular
electronics studies4–6, electrochemically controlled AFM
(ECAFM) has not been exploited nearly as much. This is owing
to technical challenges and the use of AFM in liquid
environments so far mostly for biochemistry and molecular
biology. ECAFM has, however, offered new perspectives in two
recent reports. One study by Gaub and coworkers30,31 has shown
the feasibility of direct measurement of electrically induced
nitrogen–gold bonding via the interaction of DNA fragments
with a gold substrate. Another report has demonstrated that
signiﬁcant structural changes of a metalloenzyme can be detected
when the enzyme is electrochemically brought from its resting
state to its catalytically active state26. In the present work, we
address direct measurement of single-molecule coordinative
bonding forces in a transition metal complex in different
oxidation states by ECAFM. Density functional theory (DFT)
simulations are also performed to offer a rationale of the
experimental observations.
Results
Synthesis and surface self-assembly of terpyridine ligands.
Terpyridine (terpy) was derived with an alkanethiol linker group.
Details of the synthesis, chemical structure and molecular
dimensions are provided in the Supplementary Information
(Supplementary Fig. S1). Thiol derivation enables this ligand to
self-assemble onto gold surfaces10 (Fig. 1a) and gold-coated
AFM tips. The self-assembled monolayers (SAMs) of the terpy
derivative on a Au(111) surface with or without osmium (Os)
coordination were systematically studied by electrochemistry,
ECAFM and ECSTM. Upon the coordination of Os ions to the
immobilized terpy (Fig. 1a), the Faradaic signal arising from
interfacial ET between Os and the Au(111) electrode was detected
directly by cyclic voltammetry (Fig. 1b). The linear relation
between the peak current and scan rate is a clear indication that
the Os ions are bound to the electrode surface via terpy
coordination (Supplementary Fig. S2). Reversible interfacial ET
was observed, and the ET rate was estimated as 25 s 1 by the
Laviron method (Supplementary Fig. S3)32,33. The surface
population of terpy, estimated from the reductive desorption
(Supplementary Fig. S4), was controlled by adjusting the terpy
solution concentration and adsorption time. For the present
purpose, the effective surface coverage of
(9.0±0.8) 10 11mole cm 2 (that is, at the submonolayer
level) as estimated by the Faradaic charge was used in most
measurements.
The surface microscopic structures of the terpy-based SAMs
were characterized by AFM and STM imaging in electrochemical
environment, which were also used in the AFM force spectro-
scopy. The AFM images (Fig. 1c and Supplementary Fig. S5)
show that the apparent height of the Os–terpy complex is about
2 nm, consistent with the molecular dimensions of the half-
coordinated complex (Supplementary Fig. S1). In contrast to
physical imaging by AFM, in situ STM imaging offers electronic
mapping of the molecules and is very sensitive to molecular
conductance. Owing to poor conductivity, the terpy SAMs alone
show weak STM contrast although the ﬁngerprint features
of the SAMs, such as nanoscale pits, are clearly distinguished
(Supplementary Fig. S6). The coordination of Os ions to the
immobilized terpy results in a dramatic enhancement of
molecular conductivity, as shown in Fig. 1d and Supplementary
Fig. S7. STM imaging is thus consistent with the electrochemical
observations. While the terpy SAMs are redox inert, the Os–terpy
SAMs show reversible and fast interfacial ET. Overall,
the electrochemical, AFM and STM characterizations support
that the terpy SAMs are formed on Au(111) surfaces and can
coordinate to Os. This sets a foundation for single-molecule AFM
force spectroscopic analysis.
Direct measurement of single-molecule coordination forces.
Figure 2a illustrates the working principles of single-molecule
AFM force spectroscopy, which is further detailed in
Supplementary Fig. S8. When the AFM tip approaches the
sample, tip-bound terpy interacts with Os–terpy on the substrate
surface to form the complex ([Os(terpy–(CH2)6-S-Au)2]2þ /3þ ).
Retraction of the tip results in dissociation of the Os–terpy bond
but does not break the Au–S bond, which is much stronger than
the coordinative bond as described below. Force–distance curves
for the Os–terpy ligand dissociation process can thus be recorded.
To distinguish what AFM force–distance curves actually
record, four experimental conﬁgurations were designed as
illustrated schematically in Fig. 2b. A series of force spectra
(several hundreds to thousands force–distance curves) for each
conﬁguration were acquired and statistically analysed. Figure 3a
compares representative force–distance curves at open circuit
potentials for the four conﬁgurations. In conﬁguration (I), Os
ions were absent. When the terpy-C6-S-tip was brought in contact
with terpy-C6-S-Au(111) samples, no speciﬁc interaction force
was detected (Fig. 3a(I)), that is, no force peak feature is observed.
Similar observations apply for conﬁguration (IV) (Fig. 3a(IV))
where Os ions were pre-loaded on both the AFM tip and Au(111)
substrate. In contrast, well-deﬁned force–distance curves were
recorded with conﬁgurations (II) and (III), and characterized by
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single force peaks in most cases (Fig. 3a(II),a(III)). Single force
peaks suggest that coordination interaction is most likely detected
at the single-molecule level, although they do not exclude several
possible interactions occurring simultaneously. The peak widths
are in the range of only a few nm reﬂecting convolution with the
cantilever motion (Fig. 3). Multiple peaks are only observed in
very few cases, with a probability not more than 5–8% among the
featured force spectra. This observation is likely owing to multiple
terpy molecules at an AFM tip interacting with the sample
occasionally. Owing to low probability and to simplify the data
analysis, the force spectra with multiple peaks were not included
in our statistical analysis. In addition, it is a challenge to
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Figure 1 | Surface self-assembly and characterization of terpy ligands. (a) Schematic illustration of terpy molecules self-assembled on a Au(111)
surface and the coordinative binding of Os ions (not drawn to scale). (b) Cyclic voltammogram of Os–terpy SAMs obtained with a scan rate of 1 Vs 1.
(c) An AFM image and (d) a STM image of Os–terpy SAMs on Au(111) surfaces, recorded by ECAFM and ECSTM in phosphate buffer (10mM, pH 7.0).
The STM image recorded with the key parameters: It¼ 20pA, Vb¼ 0.4V, Ew¼ 0.02V (versus SCE). Scan areas: (c) 1,000nm 1,000nm and
(d) 100nm 100 nm. Scale bar, 250nm (c) and 25 nm (d).
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Figure 2 | AFM force spectroscopy and designed experimental conﬁgurations. (a) Schematic illustration of measurement principles of the AFM force
spectroscopy for the Os–terpy complex. The cantilever deﬂection is determined by the position of a reﬂected laser beam and translated into an interaction
force transmitted via the samples. The ligand-functionalized tip approaches the sample and is brought to interact with the sample. (b) Schematic
illustrations of four types of experimental conﬁgurations for measurements of force spectra: (I) absence of Os ions, (II) Os ions pre-bound to the Au(111)
substrate, (III) Os ions pre-loaded on the AFM tip and (IV) Os ions pre-loaded on both the substrate and AFM tip.
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distinguish speciﬁc interactions from unspeciﬁc ones in some
systems. The coordination interaction is regarded as a kind of
speciﬁc interaction. However, it is unknown to which extent the
speciﬁcity stands, if compared with the conventional speciﬁc
interactive systems such as antigen–antibody, substrate–enzyme
and ligand–receptor. For example, the same ligand (for example,
terpy) can coordinate with various metal ions such as Os, Ru, Zn,
Mn and Fe, although with different bonding strength. However,
we have designed four experimental conﬁgurations as illustrated
in Fig. 2b. The results from these conﬁgurations show that only
conﬁgurations II and III yield the featured force spectra, arising
from the coordination interactions. There is no (or extremely
few) force spectra with features obtained for conﬁgurations I and
IV from different batches of samples measured.
Statistical analyses based on hundreds of force curves for each
case show that the average force is 100±40 pN (Fig. 3b,c),
virtually identical for conﬁgurations (II) and (III). This value
compares well with that for the terpy–Ru system (95 pN, no
potential control)27, but is signiﬁcantly lower than for a covalent
bond. For example, previous AFM studies showed that the C–Si
bond breaks at 2.0 nN (ref. 17), the Si–Si bond at 2.1 nN (ref. 20)
and the Au–S bond at 2.5 nN (ref. 28). The strength of the
Os–terpy coordinative bonding is thus about 5% of that for a
covalent bond. The coordinative bonds have long been regarded
as a special kind of convalent bonds in coordination chemistry.
However, it is unknown how strong a coordinative bond should
be. The 100 pN force is surprisingly small at ﬁrst glance. However,
the AFM-induced ligand substitution process cannot be regarded
solely as a dissociation process. Ligand substitution is instead
synchronous dissociation of the outgoing terpy ligand and
association of incoming ligands, presumably water molecules to
complete the coordination sphere. This notion is supported by
the DFT computations, which is described below.
Redox-state-dependent coordinative bonding forces. ECAFM is
capable of controlling the redox state of a transition metal
complex and recording force spectra, simultaneously. This ability
offers the possibility to explore how the redox state of the metal
atom impacts on the bond strength of metal–ligand coordination.
In the present case, the Os–terpy SAM is electroactive and its
redox state can be controlled by electrochemical potentials
applied to the substrate. As recorded by voltammetry
(for example, Fig. 1b), the formal redox potential (that is, in the
equilibrium redox state) is around þ 40 (±5)mV (versus satu-
rated calomel electrode (SCE)). The observed redox potential
accords well with that of the redox pair Os2þ /3þ partially
coordinated to polypyridine ligands10,11. A large number of
force–distance curves for coordinative bonding at different
substrate-working potentials were recorded and statistically
analysed.
Figure 4a compares typical AFM force spectra recorded at
þ 185,  15 and  215mV, respectively. The corresponding
histograms are shown in Fig. 4b–d. In the fully oxidized form
(that is, the working potential applied at þ 185mV), the
coordinative bonding force was found to be as high as 190 pN,
with an average force around 130 pN. The force decreased to
about 100 pN, when the Os–terpy complex was partially reduced
at  15mV. The coordinative bonding was further weakened to
80 pN at  215mV where the complex was in its fully reduced
form. More force spectra were recorded at various working
potentials and statistically analysed, and the corresponding
histograms are shown in Supplementary Fig. S9. The dependence
of the average forces on working potentials is shown in Fig. 4e.
The redox-state-dependent transition is thus systematic from the
fully reduced form to the fully oxidized form, with a sigmoid-like
(that is, ‘S’ form) dependence.
As the pioneering introduction of the method by Hinterdorfer
et al.34, the loading rate (LR)-dependent AFM force spectroscopy
has offered an effective approach for estimating key parameters
that characterize single-molecular interaction events. The method
has been used for a wide range of chemical and biological
systems35–38, although in some cases the parameters estimated
could differ by an order of magnitude even for the same systems.
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Figure 3 | Single-molecule force spectra in different experimental conﬁgurations. (a) Comparison of typical force-extension curves for the four
experimental conﬁgurations shown in Fig. 2b. The loading rate (LR) of 200 nms 1 was used in recording all the curves. (b,c) The histograms of
coordinative force distributions for conﬁgurations (II) and (III). The average force is estimated as 97±35 pN (n¼ 300) for conﬁguration II and 100±40pN
(n¼432) for conﬁguration III.
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Our AFM measurements were focused on the LR-dependent
force spectra at three different oxidation states of the Os–terpy
complex. On the basis of statistical analyses of thousands of force
spectra, the dependences of the average forces on LRs are
presented in Fig. 5. According to the single barrier model, the
correlation between the breaking (or unbinding) force and the
LR is rationalized by the approximate form (equation 1)38,39.
Fu¼ kBTwb
lnrþ kBT
wb
ln
wb
kBTkoff
 
; r¼ keffu ð1Þ
where Fu is the unbinding force, wb is the separation distance
(energy barrier) from the equilibrium position, r is the LR, keff is
the effective spring constant of the AFM cantilever used, u is the
AFM cantilever retraction velocity, koff is the dissociation kinetic
rate constant at zero force, kB is the Boltzmann constant and T is
the Kelvin temperature.
The parameters wb and koff can thus be estimated from the
slope and intercept of the plot of measured force versus LR,
respectively (see for example Fig. 5). A recently reported
approach was used to estimate the binding kinetic rate constant
(kon)37. The apparent dissociation constant (Kd) or afﬁnity
constant (Ka) can then be obtained by Equation 2:
Kd¼ koff=kon or Ka¼ kon=koff ð2Þ
furthermore, the activation Gibbs energy (DEa) for dissocia-
tion of coordination bonding in different redox states is
compared, based on their koff values. The smaller the koff value,
the higher the dissociation activation free energy. In order to
compare the dissociation activation free energy in different redox
states, we deﬁne the dissociation activation free energy needed for
the oxidized form ((DEa)Ox) as a unit. The relative activation free
energy for the equilibrium ((DEa)Eq) and reduced ((DEa)Re)
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states is thus obtained using the following relations38.
ðDEaÞEq¼  kBT ln
koffðEqÞ
koffðOxÞ
 
ð3Þ
ðDEaÞRe¼  kBT ln
koffðReÞ
koffðOxÞ
 
ð4Þ
The parameters estimated are summarized in Table 1. These
crucial parameters have re-enforced the systematic effects of the
redox state on coordinative interactions observed by direct
comparison of forces (Fig. 4e), but with more details provided.
While all parameters point to the same tendency towards the
redox-state effects, their sensitivity and extents could be quite
different. The koff values provide a clear distinct by at least a
factor of 3 between the fully oxidized and reduced states. The Kd
(or Ka) values are observably different among the redox states, but
they are signiﬁcantly larger than those obtained by traditional
average ensemble approaches to terpy-based transition metal
complexes in homogenous solution. There are no Kd data
available for Os–terpy, but for other transition metals (for
example, Mn, Co, Ni, Cd and Fe) Kd is in the range of 10 8 to
10 3M, depending on solution pH, ionic strength and the
presence or absence of other ligands40,41. On the one hand, the
discrepancy could be in part owing to high uncertainty in the
estimates of parameter kon by AFM, as also noted by previous
reports on other systems34–37. On the other hand, a direct
comparison is not appropriate because the Kd values are
estimated under very different experimental conditions in AFM
and in homogenous solution. In homogenous aqueous solutions,
the dissociation of the complex occurs spontaneously in the free
state. In the AFM conﬁguration, the Os–terpy complex is
immobilized on an Au(111) surface and its dissociation is
induced by external mechanic forces (that is, through retraction
of the AFM cantilever). Direct comparison for other systems has
posed similar challenges34–38. The relative values of the
parameters estimated by AFM force spectroscopy within the
same system under different experimental conditions are thus
more meaningful. The differences in the dissociation activation
free energy are notable but not signiﬁcant. Nevertheless, in the
present case these parameters have offered a possibility of
quantitative views on the redox-state-dependent coordinative
interactions at the single-molecule level.
The redox-state effects are thus signiﬁcant. While detailed
reasons are not fully understood at present, the different forces
reﬂect higher bonding strengths for Os3þ than for Os2þ . Earlier
DFT studies for a terpy analogue (2,20-bipyridine) showed that
structural changes caused by the central metal redox state
switching are insigniﬁcant, when the complex is immobilized on
Au(111) surfaces42,43. The Os–terpy s bonding might be stronger
for Os3þ than for Os2þ but this would be counterbalanced in
part by relatively poorer p-back donation in the oxidized state.
The electronic charge distribution over the complex is different in
the two redox states, as charge is relocated from the periphery of
the complex to the metal upon oxidation42,43. Besides, different
ligand ﬁeld stabilization energies (LFSEs) could be a factor. The
LFSE is higher for Os2þ d6 than for Os3þ d5 in fully hexa-
coordinated [Os(terpy)2]2þ /3þ . The relatively low oxidation
potentials observed suggest, however, that full tri-dentate
coordination of both terpy ligands is unlikely. Instead, the
coordination of residual H2O/OH ligands could lower the
oxidation potential and results in a higher LFSE for Os3þ than
for Os2þ . To understand the key factors determining the
coordinative bonding strength, we performed DFT modelling
and computations.
DFT computations of coordination pulling force. DFT
modelling was focused on the different bond rupture forces in the
oxidized and reduced forms of the complex and the crucial roles
of terpy/H2O ligand substitution in the bond rupture process.
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Figure 5 | Dependence of coordinative unbinding forces on LRs. (a) In the
oxidized state (þ 224mV versus SCE). (b) In the equilibrium state
(þ 37mV versus SCE). (c) In the reduced state ( 166mV versus SCE).
The solid lines represent the best linear ﬁts to the experimental data.
Table 1 | Comparison of the crucial parameters characterizing Os–terpy coordinative interactions in different oxidation states.
Stability constant
Redox states koff(s
 1) kon(M 1 s 1) Kd(M) Ka(M 1) Relative DEa(kBT) xb(nm)
Oxidized form (at þ 224mV) 4.5 41 0.11 9.1 — 0.09
Equilibrium (at þ 37mV) 11.6 24 0.48 2.1 0.95 0.15
Reduced form (at  166mV) 13.9 18 0.77 1.3  1.13 0.07
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Before the direct approach to the pulling forces, the potential
energy surfaces of the terpy and H2O ligand deformation and the
electronic structures of the complexes were calculated using the
following scheme. The potential energy surface of the terpy ligand
was ﬁrst calculated by rotating two pyridine end units through a
whole cycle (Supplementary Fig. S10). The results show that terpy
favours a planar geometry, with the two end pyridines in trans-
conﬁguration relative to the middle pyridine (that is, NmNkNm).
The energy cost for rotating a single pyridine unit, converting the
pyridines to the cis conﬁguration (that is, NkNkNk) is about
0.3 eV, consistent with previous reports44. Almost the same
energy is required to rotate the second pyridine unit. As a
consequence, in terms of energy, the cis NkNkNk conﬁguration
is 0.6 eV less stable than the trans-conﬁguration. The conjugation
properties are not affected by the orientations of the terpy
nitrogen atoms because the energy cost is rooted mainly in steric
or electrostatic repulsions between the charged nitrogens. This is
supported by Bader analysis (Supplementary Fig. S11).
The magnetic properties of the complex were addressed next.
Possible low- and high-spin states for Os2þ (d6) are 0 and
2, and 1/2 and 5/2 for Os3þ (d5). The energies were calculated
for the Perdew–Burke–Ernzerholf (PBE)-relaxed structures of
[Os(terpy)2(H2O)n]2þ /3þ complexes (Fig. 6a) as well as for
[Os(terpy)(H2O)3]2þ /3þ and [Os(OH2)6]2þ /3þ . Low-spin
states were considerably more stable than high-spin states in all
cases, with very similar DEHS/LS differences for PBE, PBE0 and
B3LYP. DEHS/LS for [Os(OH2)6]3þ is calculated as 4.3 to 4.5 eV,
which is higher but in the same range as 2.3 eV compared with
Os3þ fully coordinated to two terpy ligands. Bader analysis of
Os2þ /3þ (terpy) fragments was used as a reference
(Supplementary Fig. S11). The resulting electron distribution is
reasonable. For example, all nitrogen donor atoms are negatively
charged with a full lone pair, which explains why the trans-
conﬁguration is favoured. The charge is acquired mainly from
neighbouring carbon atoms. The oxygen donor atoms are also
negatively charged, with the bulk of the charge donated by the
ligand hydrogen atoms. The positive charge on the hydrogen
atoms is fractional, varying from 0.10 to 0.05. Notably the
electron distribution at the terpy nitrogen, oxygen and carbon
atoms is not signiﬁcantly perturbed by addition of osmium
in either of the two oxidation states. Oxidation of Os2þ to Os3þ ,
however, results in shared electron donation from the metal
centre and terpy ligand, that is, with Os further donating half an
electron to the ligand. The rest of the holes are distributed in the
whole conjugated system, mainly registered as a slight loss of
charge on the aromatic hydrogen atoms with the average charge
being 0.15 and 0.20 per hydrogen atom, for the Os2þ and Os3þ
redox states, respectively.
With the electronic and molecular structures available, the
Os2þ /3þ pulling energy was simulated in a ﬁnal stage. Only very
small structural differences between the octahedral
[Os(terpy)2]2þ and [Os(terpy)2]3þ were found. The Os–N bond
length at the middle pyridine unit is around 2.01Å for both redox
states. The other two Os–N bond lengths are slightly different,
that is, about 2.10 and 2.05Å for Os2þ and Os3þ , respectively.
A reference structure was created by relaxing all structures during
bond-breaking simulations at a charge of 2.5. The simulations
were then started from relaxed geometries of the complexes
with varying coordination to terpy and water molecules
(Supplementary Information Fig. S12), shifting the middle
pyridine unit away within 0.2 Å increments. At each increment,
the middle Os–N distance was ﬁxed, while all other degrees of
freedom were allowed to relax with the same criteria
(0.05 eVÅ 1). Figure 6a and Supplementary Fig. S13a show
three simulated target conﬁgurations. The pulling energies
(E E[drOs–N¼ 0]) for each conﬁguration were calculated and
plotted against the Os–N distance (drOs–N) for both redox states.
The change in bond length is not shown beyond 1Å, which is
where the terpy–Os bond starts to break. Notably, proton transfer
between a water molecule and a terpy nitrogen atom occurs in
some cases, giving a step in the potential energy curve.
The pulling force was evaluated as the slopes of the best linear
ﬁts (Fig. 6b and Supplementary Fig. S13) in the energy proﬁle.
The slope is steeper, that is, the pulling force stronger when terpy
is fully coordinated to Os2þ , but this changes dramatically when
a single or two water molecules are coordinated (Supplementary
Fig. S13b). There is then a clear difference in the energy change
for the two redox states, with Os3þ showing considerably
stronger bonding and stronger bond force with two water
molecules each occupying a coordination site. The calculated
forces thus accord qualitatively with the experimental data and is
proposed as the most favourable coordination of Os2þ /3þ to
terpy under the experimental conditions. It is noted that the
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Figure 6 | DFTsimulations of the bond-breaking pulling forces in solution
environments. (a) Schematic illustrations of the target bond-breaking
systems. Three initial conﬁgurations examined in the two oxidation states
are: (1) [Os(terpy)2] is osmium in octahedral ligand environment provided
by the nitrogen atoms (blue) of two terpy molecules. (2)
[Os(terpy)2(H2O)] is coordinated to a second terpy molecule through two
nitrogen atoms. The non-bonding group is rotated by about 90, allowing
coordination of a water molecule. (3) [Os(terpy)2(H2O)2] is osmium
coordinated to a single nitrogen atom of the second terpy ligand, with two
water molecules occupying the coordination sites. The middle pyridine unit
of terpy was systematically moved by 0.2Å increments. At each increment,
the Os–N distance (of the middle pyridine unit) was kept ﬁxed and all other
degrees of freedom allowed to be relaxed. A notable side reaction was the
transfer of a proton from a water ligand to a non-coordinated nitrogen of
terpy. (b) Potential energy changes of the simulated bond-breaking systems
in aqueous solution. Solid lines are linear best ﬁts to the calculated data for
Os2þ (black lines) and Os3þ (red lines), respectively. The slopes were
obtained from these linear ﬁts, and the values are listed in the right panel
of b. It is clear that the Os2þ state favours full binding to terpy, but as
water occupies coordination sites the terpy–Os3þ bond becomes the
stronger. It is noted that the energy starts to level off when the Os-to-terpy
distance is beyond 1.0Å.
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quantitative values of the calculated pulling forces are signiﬁ-
cantly stronger than those observed (that is, nN versus pN). This
discrepancy is presumably owing to limitations of the present
model. Full coordination would both involve several reorganiza-
tion steps and more vigorous conditions, and reverse the stability
order in favour of Os2þ .
To make the simulations closer to the experimental conditions,
a solvation shell of 25–30 water molecules around each complex
was added. The water molecules were allowed to relax around the
complex (Supplementary Fig. S12) and calculations for both
redox states in each conﬁguration were carried out. The relation
between the pulling energy and the Os–N distance is shown in
Fig. 6b. Compared with vacuum (Supplementary Fig. S13b), the
addition of a single solvation shell does not change the trend in
the relative pulling energy but enhances notably the coordinative
bond strength of Os3þ (Fig. 6b).
Overall, the DFT simulations suggest the following: the
potential surfaces of terpy show that the NmNkNm conﬁguration
is favoured over NkNkNk; the terpy carbon and hydrogen
atoms carry a considerable positive charge; beyond 1Å where the
Os–terpy bond breaks, terpy promotes proton transfer from a
H2O ligand forming a terpy (Hþ )–OH ligand pair; the terpy
nitrogen atoms are negatively charged, but OH carries the
largest negative charge and interacts more strongly with Os3þ
than with Os2þ ; and the redox state of Os signiﬁcantly affects the
bonding strength. Os2þ favours full ligation to terpy, probably
owing to larger ligand ﬁeld stabilization, while Os3þ favours
coordination to one or two terpy ligands, with the other ligand
sites occupied by water. Solvation ﬁnally enhances the bond
strength and pulling force of Os3þ , and favours ligand binding of
Os3þ over Os2þ . The latter accords with the experimental data
and points to the crucial role of ligand substitution in the pulling
process; although as noted, quantitative accordance requires a
more comprehensive computational scheme with full incorpora-
tion of the solvent.
Discussion
Coordination interaction is a very broad area in chemistry,
because more than half of the elements in the periodic table are
transition metals, the chemical properties of which are dominated
entirely by coordination chemistry. ET and ligand substitution
reactions represent the two major classes of reactivity of
transition metal complexes with crucial applications in catalysis,
molecular electronics and medical chemistry. However, most
studies in coordination chemistry, including metal-binding free
energies and enthalpies, and bond association/disassociation
kinetics, are based on average and ensemble level approaches.
While studies on ET of transition metal complexes have been
conducted intensively (including single-molecule approaches by
STM and related techniques), the present work aims to address
the other major class, namely ligand substitution processes at the
single-molecule level. Such an approach has not been reported
before for ligand–metal interactions in controlled oxidation states
of the central metal ion and represents therefore a new
exploration in coordination chemistry.
In this work, single-molecule force analysis has been achieved
by combining several interdisciplinary tools, particularly includ-
ing ligand design and synthesis, surface self-assembly chemistry,
single-crystal electrochemistry, STM imaging, and high-resolu-
tion electrochemical AFM force imaging and spectroscopy. The
proof-of-concept study is a major focus of this work and has been
illustrated well by the Os–terpy systems. The Os–terpy bonds are
ruptured at 100±30 pN at open circuit potentials, but at
130±60 pN in the oxidized state of the central metal and at the
lower value of 80±30 pN in the reduced state. A remarkable
effect of the redox state on the coordinative bonding is thus
experimentally observed. Such effects are further detailed by the
crucial parameters obtained, relevant to the coordinative bonding
and dissociation processes.
The different pulling forces in the two oxidation states are
rationalized by DFT simulations. The computational procedures
are rigorous, though the models used at this stage are relatively
crude as the bulk solvation is either disregarded or represented by
a single solvation shell only. The emerging pulling forces,
however, still disclose clearly the kinematic and electronic nature
of the molecular scale pulling events, and the subtle interplay
between bond stretching and terpy/H2O ligand substitution that
controls the process. The latter is a rationale even for the
qualitative observations. The quantitative values of the emerging
pulling forces are still signiﬁcantly stronger than those observed
(nN rather pN ranges) but the accordance can be expected to
change drastically by full scale incorporation of solvent molecular
assemblies that incorporate both the dynamics of the
accompanying terpy/H2O ligand substitution and longer-range
solvation. Such a study is in progress.
The overall approach demonstrated in this work represents a
critical advancement in studying coordination chemistry at the
single-molecule level. The observations should add new insight to
our understanding of the physicochemical nature of coordinative
bonds. The method is expected to apply generally to other
transition metal complexes and to impact coordination chemistry
and related areas broadly.
The AFM force spectroscopy has shown that a metal–ligand
coordinative bonding strength is only equivalent to about 5% of
that for a covalent bond. This value appears to be surprisingly
smaller than expectation from our traditional understanding
of metal–ligand interactions in coordination chemistry, where
coordinative bonds are considered as a kind of special covalent
chemical bonds. These AFM studies have thus raised several
interesting but challenging questions such as: how strong a
metal–ligand coordination bond should be; what we can learn
more about the physicochemical nature of metal–ligand bonding;
and how much external conditions such as solution pH,
ionic strength and type of transition metals could affect metal–
ligand interactions. These questions would promote reﬁned
research in the near future, for example, by systematic design
and synthesis of various ligands, including mono-, bi-, tri- and
multi-binding sites, and by exploring other transition metals as
well as introduction of other complementary tools in addition
to AFM.
Methods
Chemicals and reagents. Potassium hexachloro-osmate(IV) with high purity
(99.99%) from Aldrich and 2,20 : 60 ,20 0terpyridine (99%) from Sigma were used as
received. Electrolyte solutions (10mM, pH 7.0) were prepared from KH2PO4
(Sigma-Aldrich, ultrapure 99.99%) and K2HPO4 (Fluka, ultrapure 99.99%). KOH
(ultrapure 99.99%) obtained from Sigma-Aldrich was used for the experiments of
reductive desorption. Absolute ethanol (EtOH) (Ultrapure, Sigma-Aldrich) was
used as a solvent for preparation of terpy solutions. Millipore water (18.2MO)
was used throughout.
Synthesis and characterization of terpy ligands. Terpy with a 40-(6-acet-
ylthiohexyloxy) linker group (Supplementary Scheme S1), denoted as terpy-C6-SAc,
was synthesized by reference to a previously reported procedure with modiﬁca-
tion45,46, and its structure and chemical properties were systematically
characterized. Brieﬂy, to a solution containing compound 1 (1 g, 4mmol) and
anhydrous powdered K2CO3 (1.1 g, 8mmol) in anhydrous dimethylformamide
(20ml), compound 2 (1.72 g, 7.22mmol) was added. The solution was heated to
70 C and stirred for 24 h. The reaction mixture was then cooled down, poured into
100ml of water and subjected to extraction with dichloromethane three times. The
combined organic layers were dried over MgSO4, ﬁltered and evaporated under
reduced pressure. The spectroscopically clean product was obtained after column
chromatography (Al2O3, Hex:EA (4:1)) and following recrystallization from
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ethanol (1.3 g, 3.2mmol, yield: 80%). The chemical reaction is illustrated in
Supplementary Fig. S15.
Preparation of terpy monolayers on Au(111) surfaces. To prepare the SAMs on
substrate Au(111) surfaces and AFM cantilevers, as-synthesized terpy-C6-SAc solid
was dissolved in ultrapure ethanol (EtOH) to prepare the solutions with the
concentration range of 0.05–5mM. For example, about 5mg terpy-C6-SAc was
dissolved in 5ml EtOH, leading to a concentration of about 0.5mM. SAMs were
formed by immersing the freshly annealed and hydrogen ﬂame-quenched Au(111)
substrates and clean gold-coated AFM tips in terpy-C6-SAc solutions. After surface
modiﬁcation, the samples were removed from the terpy solution, followed by
rinsing with EtOH, Milli-Q water and buffer solution. The samples were then
immersed in [OsCl6]2 containing aqueous solutions (ca. 2mM) for 3 h. Excess
metal compound was removed by rinsing with Milli-Q water. The adsorption time
for formation of SAMs on Au(111) surfaces was systematically studied in the range
of 2 h to overnight (20 h) with different concentrations of terpy-C6-SAc solutions.
It was found that the closely packed SAM was formed, only when the terpy-C6-SAc
concentration is higher than 3mM with an overnight adsorption. The effective
surface concentration of Os–terpy SAMs on Au(111) surfaces is 9.0 (±0.8)
 10 11mol cm 2, which was used in most AFM force spectroscopic
measurements.
Electrochemistry measurements. Cyclic voltammograms were recorded using a
15ml, three-compartment cell containing phosphate buffer (10mM, pH 7.0) as
electrolyte solution. A freshly prepared reversible hydrogen electrode served as
reference electrode and a Pt wire as counter electrode, respectively. The electrolyte
solution was degassed with pure Argon for 1 h before electrochemical experiments.
All voltammetric measurements were carried out at room temperature (23±2 C),
using an Autolab PGSTAT12 system controlled by the GPES 4.9 software (Eco
Chemie, Netherlands). The reference electrode was calibrated against a SCE after
each experiment. All electrochemical potentials are reported versus SCE in this
work. Experimental procedures for the pretreatment of Au(111) electrodes and
single-crystal electrochemical measurements were similar to those used in our
previous reports47,48.
STM imaging. A PicoSPM (Molecule Imaging, USA) including in situ STM
microscope was used. Au(111) disk electrodes (1.2 cm in diameter) were used as
in situ STM substrates. A Teﬂon house-built liquid STM cell, equipped with
reference and counter electrodes, was used throughout. The reference electrode was
calibrated against a SCE after each experiment. Electrochemically etched Pt/Ir tips
(80/20, 0.25mm in diameter) coated with Apiezon wax served as scanning probe.
STM samples were prepared as described above. The detail of experimental
procedures on the pretreatment of single-crystal Au(111) substrates and STM
imaging can be further referred to our previous reports47,48.
AFM force imaging and spectroscopy. AFM imaging and force spectroscopic
measurements were carried out using a Scanning Probe Microscope (Model 5500,
Agilent Technologies, Chandler, AZ). The Os–Tpy SAMs on Au(111) were imaged
in an AAC (Acoustic Alternating Current) mode AFM. Oxide-sharpened Si3N4
probes (Veeco, SNL) with a spring constant of 0.06Nm 1 were applied, mostly
suitable for the soft organic adlayers. The typical radius of the SNL tip is about
2–10 nm (Manufacturer’s homepage). Imaging amplitude was set between 2.0 and
2.5V. The scanner was calibrated using a Veeco 10-mm pitch calibration grating,
each square with a 200 nm depth. Scanning speed was 1.6Hz. For single-molecule
force spectroscopy experiments, an in-house-built electrochemical cell was applied
for control of the sample potentials. Each individual gold-coated cantilever used
was calibrated in solution using the equi-partition theorem before each experiment
to obtain the spring constant (keff) (with a typical value around 105 pNnm 1).
All experiments were carried out at room temperature (23±2 C) in phosphate
buffer (10mM, pH 7) at a given approaching and pulling speed (for example,
200 nm s 1). Totally over 100 gold-coated AFM cantilevers were used in the AFM
experiments. The measurements under each experimental condition were repeated
at least three times independently with 4–5 tips used in each set of measurements.
Different areas of each sample were measured and the areas were changed after
about 50 data points were collected for force spectra.
DFTmodelling and computations. All calculations were performed with the real-
space Grid-based projector augmented-wave DFT code49,50. Kohn–Sham states
were represented in terms of numerical atom centred orbitals of the double-z with
polarization quality (DZP). The potential was expressed on a real-space grid with
0.18 (±0.01) Å grid point spacing. The exchange-correlation (xc) energy was
approximated using the PBE functional51, and the core electrons were described
with the PAW method52. All structural relaxations were performed with a quasi-
Newton scheme at a maximum force tolerance of 0.05 eVÅ 1. Magnetic structures
of the two redox states were, furthermore, also analysed with the hybrid-GGA xc-
functionals PBE053 and B3LYP54. The charge density of the system was calculated
using Bader analysis55,56, which gives localized charges for each atom in the
speciﬁc system.
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Supplementary Figure S1. Chemical structure and molecular dimensions of the thiolated 
ligand used in this work, 4´-(6-acetylthiohexyloxy)-2, 2´: 6´ 2´´-terpyridine. 
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Supplementary Figure S2. Voltammetric measurements: (a) cyclic voltammograms of Os-terpy 
SAMs on Au(111) surfaces obtained at different scan rates of 0.5, 0.75, 1.0, 2.0, 5.0 V s
-1
 and (b) 
the correlation between the peak current and scan rate. Electrolyte: phosphate buffer (10 mM, pH 
7.0).  
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Supplementary Figure S3. A Laviron plot for estimating the rate constant of interfacial 
electrochemical electron transfer.  
  
 
 
-1,3 -1,2 -1,1 -1,0 -0,9 -0,8 -0,7
-60
-50
-40
-30
-20
-10
0
 
 
j 
/ 
µ
A
 c
m
-2
E / V vs SCE
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Supplementary Figure S4. Linear scan voltammetric curve of reductive desorption of the 
Os-terpy SAM on Au(111) surface in 0.5 M KOH. Scan rate: 10 mVs
-1
 (i.e. the electrochemical 
reaction: Au(111)-S-R + e
-
 → Au(111) + RS-) The surface concentration or coverage (Γ) can be 
estimated by the integration of charge with the equation: Q = nFΓA, where Q is the Faradaic 
charge of the reduction peak, n the number of electrons transferred, F the Faraday constant, and 
A the area of working electrode.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Supplementary Figure S5. AFM images of Os-terpy-C6-S-Au(111) in 10 mM phosphate buffer (pH 
7.0). Scan area: (a) 1000 nm x 1000 nm and (b) 500 nm x 500 nm.   
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Supplementary Figure S6. STM images of terpy-C6-S-Au(111) (i.e., in the absence of Os ions) 
in 10 mM phosphate buffer (pH 7.0). Scan area: (a) 1000 nm x 1000 nm and (b) 500 nm x 500 
nm (right). Vb = -0.4 V, Ew = -20 mV vs SCE, It = 30 pA.  
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Supplementary Figure S7. STM images of Os-terpy-C6-S-Au(111) (i.e., in the presence of Os 
ions) in 10 mM phosphate buffer (pH 7.0). Scan area: (a) 1000 nm x 1000 nm and (b) 500 nm x 
500 nm (right). Vb = -0.4 V, Ew = -20 mV vs SCE, It = 20 pA.  
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Supplementary Figure S8. Schematic illustration of formation of the force-distance curves in the 
present AFM measurements. Not drawn to scale. In AFM, the force-distance relation follows relatively 
straightforward Hooke law, F k x    , where F is the force measured, k is a constant called the spring 
constant determined by AFM tip, and Δx is the relative distance (or displacement) of tip deflection. Note 
that the apparent total distance (d) should include both the linker length and the distance of AFM tip 
deflection. 
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Supplementary Figure S9. Histograms of coordinative force distributions in the different redox 
states. The applied working potentials (vs SCE) are: (a) +332, (b) +224, (c) +175, (d) +159, (e) +59, 
(f) -16, (g) -116, and (h) -166 mV.  
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Supplementary Figure S10. Histograms of coordinative force distributions in the different redox 
states. The applied working potentials (vs SCE) are: (a) +332, (b) +224, (c) +175, (d) +159, (e) +59, 
(f) -16, (g) -116, and (h) -166 mV.  
 
 
 
 
 
 
Supplementary Figure S11. Top, the schematic illustration of rotating the pyridine units, Bottom, 
Potential energy surface of pyridine unit rotation in the whole terpyridine molecule. The most 
favorable structure is the zero-point reference. This is where the nitrogens are oriented in 
configuration N↑N↓N↑. Rotating a single nitrogen to point along the middle nitrogen costs 0.3 eV, 
and the energy cost for the rotation of both to form the N↓N↓N↓ configuration is thus added up to 0.6 
eV. However, the orientation does not affect the conjugation, because the energy cost is largely due to 
steric or/and Coulomb interactions among the charged nitrogen atoms.  
 
 
 
 
 
 
 
 
Supplementary Figure S12. The Bader's analysis of Os
2+
 and Os
3+
 complexes, ligated to a 
single terpy. The zero charge reference is a lone terpyridine unit. Only a single hydrogen is 
shown on the terpy unit for simplicity. The values noted are averaged over all atoms in similar 
positions.  
 
  
 
 
 
 
Supplementary Figure S13. Schematic illustration of the overall simulation procedure. Briefly, the 
target system is relaxed in the intermediate state of charge 2.5. At each interval the osmium to 
nitrogen distance of the middle unit or the binding unit is stretched by 0.2 Å. This distance is kept 
fixed but all other degrees of freedom allowed to relax. The resulting trajectories are then sampled at 
the redox states of Os
2+
 and Os
3+
. Furthermore, to the last image of the trajectory, where the bond is 
broken (about 2.0 Å in all cases)and a salvation shell is constructed around the two units. Focus is 
mainly on the osmium carrying unit. The solvent is allowed to relax at the intermediate state of charge 
2.5, but the complex is kept fixed. Finally, the solvated trajectory is sampled again at the Os
2+
 and 
Os
3+
 redox states. 
 
 
 
 
 
 
 
 
Supplementary Figure S14. DFT simulations of the bond breaking pulling forces without 
consideration of solvation effects. a, Schematic illustrations of the target bond breaking systems. 
Three initial configurations examined in the two oxidation states are: (1) Os(terpy)2 is osmium in 
octahedral ligand environment provided by the nitrogens (blue) of two terpy molecules. (2) 
Os(terpy)2(H2O) is coordinated to a second terpy molecule through two nitrogens. The nonbonding 
group rotates by about 90°, allowing the coordination of a water molecule to the osmium. (3) 
Os(terpy)2(H2O)2 is osmium coordinated to a single nitrogen of the second terpy ligand, with two 
water molecules occupying the coordination sites. The middle pyridine unit of terpy was 
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systematically moved by 0.2 Å increments. At each increment the osmium to nitrogen distance (of the 
middle pyridine unit) was kept fixed and all other degrees of freedom allowed to be relaxed. A notable 
side reaction was the transfer of proton from a water ligand to a non-coordinated nitrogen of terpy. b, 
Potential energy changes of the simulated bond breaking systems in vacuum. Solid lines are linear 
best fits to the calculated data for Os
2+
 and Os
3+
, respectively. The slopes were obtained from these 
linear fits, and the values are listed in the right pane of b. It is clear that the Os
2+
 state favors binding 
to terpy, but as water occupies coordination sites the terpy-Os
3+
 bond becomes stronger. It is noted 
that the energy starts to level out when the Os-to-terpy distance is beyond 1.0 Å. 
  
 
 
 
 
 
 
 
 
 
 
 
 
Supplementary Figure S15. Chemical reaction for the synthesis of 4´-(6-acetylthiohexyloxy)-2, 
2´: 6´ 2´´-terpyridine.  
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2
By using a newly implemented QM/MM multiscale MD method to simulate the ex-
cited state dynamics of the Ir2(dimen)
2+
4 complex, we report on results that support
the two experimentally observed coherent dynamical modes in the molecule, but also
reveal a third mode, not distinguishable by spectroscopic methods. We directly follow
the channels of energy dissipation to the solvent, and report that the main cause for
coherence-decay is the initial wide range of configurations in the excited state pop-
ulation. We observe that the solvent can actually extend the coherence lifetime, by
decoupling the internal degrees of freedom in the complex.
Introduction
One way of exploring the dynamical nature of chemical reactions has been facilitated through
the study of bimetallic d8-d8 complexes and their remarkable photochemical properties1–7,
since their first synthesis almost four decades ago5. The focus of this work has been on
Ir2(dimen)
2+
4 (dimen=1,8-diisocyano-p-menthane), a type of molecule which has also shown
photoconversion functionality for solar energy storage4.
The electronic configuration of this complex features a σ-antibonding highest occupied
molecular orbital (HOMO), while the lowest unoccupied molecular orbital (LUMO) is σ-
bonding1,2. This causes the complex to undergo large structural changes when photoexcited
to the S1 state with an efficient intersystem crossing to T1
8, as was experimentally confirmed
for the similar Rh2(dimen)
2+
4 complex in the solid phase using time-resolved x-ray diffraction,
2
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Figure 1: Two of the main dynamic, structural modes of Ir2(dimen)
2+
4 , here shown without
hydrogens for clarity, and in the conformer employed for these studies. The 1,8-diisocyano-
p-menthane (dimen) ligand provides the optimal compromise between flexibility and rigidity
for large, but controllable structural changes e.g. by electronic excitation. Electronically
exciting this complex promotes an electron from the antibonding HOMO to the bonding
LUMO, effectively forming a chemical bond between the Ir atoms1–3.
showing a shortening of the metal-metal distance of 0.86 A˚9. Our group observed a contrac-
tion of the Ir variant in solution by 1.4 A˚,10 using ∼100 ps pulsed synchrotron radiation. We
have recently gathered data on this system at the Linac Coherent Light Source (LCLS), to
directly probe the coherent motion with x-ray methods, utilizing the higher temporal reso-
lution of x-ray free electron lasers, compared to synchrotron radiation. Analysis is ongoing.
Hartsock et al.3 has carried out transient spectroscopy measurements on the Ir2(dimen)
2+
4
complex, observing excited state (ES) vibrational wavepackets. These are assigned to the
previously mentioned contraction on S1, and also a twist of the metal planes in the complex
(see fig. 1). Furthermore, the study reports a deformational isomerism which effectively
splits the ground state (GS) population in two main structures. This has previously been
observed6, and is supported by computationally by constrained mappings of the GS energy
landscapes11. However, to our knowledge, no attempts (including our own) to freely relax
the geometry of the molecule into the short conformer has proved successful, when using
DFT methods.
3
With this work, we aim to expand on the pre-existing knowledge about the system using
our newly developed QM/MM Born-Oppenheimer MD (QM/MM BOMD) method12 to ob-
tain an adiabatic version of the vibrational motion in the single molecule. By utilizing the
efficiency of the code, we mimic the coherent motion by exciting a host of different GS con-
figurations and analyse the mean properties of these dynamic trajectories, and their relation
to individual excitations. By benchmarking these results against experiments, we obtain
information not experimentally distinguishable, such as possible dynamics of spectroscopi-
cally dark or obscured modes, direct observation of intra- and intermolecular energy transfer
and solvent interactions. Since the electronic structure of the QM part is calculated ”on the
fly”, and no full potential energy surfaces are calculated (or needed) in this direct-dynamics
method, we focus on simulating the structural dynamics upon excitation of a population of
solvated Ir2(dimen)
2+
4 from the long GS conformer.
Methodology
The Direct-Dynamics simulations were carried out utilizing the Atomic Simulation Envi-
ronment (ASE)13 to interface the QM and MM subsystems. The Grid-based Projector-
Augmented Wave Method (GPAW)14 is used for the QM description. The full details of the
method and its interfacing strategy is described elsewhere.12 The quantum system comprised
of the Ir2(dimen)
2+
4 complex is described using DFT with the PBE functional.
15 It was placed
in a classically pre-thermalized simulation box of 28x28.5x31.5 A˚ containing acetonitrile at
0.786 g/cm3. After removal of acetonitrile molecules overlapping with the complex, the total
number of classically described acetonitriles was 237. The entire system was then thermal-
ized again, until the temperature was stable at 300 K, as set by the Langevin thermostat
applied to the solvent only. For the production run, 18.21 ps of GS trajectory was sampled
using 2 fs timesteps.
We simply approximate the experimental excitation by instantaneously promoting a com-
4
prehensive representation of the GS configuration space to the ES, neglecting effects from
finite pulse-widths and bandwidths of real excitation sources (The effect the bandwidth is
examined in the SI). The ultrafast ES dynamics take place on S1, but since similar binuclear
d8-d8 complexes have previously been shown to have the same triplet and singlet surface
shapes, only differing in energy,16,17 it is possible to carry out T1 simulations mimicking the
S1 dynamics. Thus, the computational cost is kept within the feasible range for systems of
this size by staying within the GS DFT framework on T1 . This approximation is implied
for all the excitations simulated in this work.
Fig 2 shows a GS trajectory from which 40 configurations are promoted to the ES, for a
total of 140 ps ES trajectories sampled. The sampling was spaced such as to minimize the
correlation between each of the excited state trajectories, while also allowing for comparison
of excitations from complexes of similar starting geometries, but with different solvent con-
figurations, and excitations from different starting geometries. The thermostat was turned
completely off for these runs. The ES timestep was 1 fs, to allow better resolution and
minimize the drift. The maximum observed drift in any of the simulations was 0.40 kJ/mol
per atom in the system, over the entire simulation duration.
Results and discussion
The simulations clearly show the Ir-Ir pinch and the dihedral twist (see fig. 3, and videos
in SI online), but they reveal more: The ligands expand and contract along the N-C-Ir-C-N
directions in the complex. This is best described by plotting the mean of the distances be-
tween each carbon in the ligand rings and the one on the opposing side of the entire complex
at each time step t. In the following analysis we have incorporated this ”breathing mode”,
and show that it plays an important role in the overall dynamics of this system. The GS
trajectory does not exhibit any significant activations of this mode.
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Figure 2: Two of the main structural modes in Ir2(dimen)
2+
4 plotted for the GS trajectory.
Top: The Ir-Ir distance. Bottom: The dihedral angle. The teal graphs show the total energy
difference during the run (where E0 is the total energy at the start of the production run)
and temperature in the top and bottom graph, respectively. The ES runs were started from
the configurations marked with red crosses.
Fig. 3 shows how the pinch and twist modes evolve in time, following excitation, and
how they relate to the newly discovered breathing mode. The mean Ir-Ir distance in the
population when measured over the last ps of the simulation is 2.98 A˚, which is in very good
agreement with previous experimental results from x-ray scattering10 of 2.90 A˚, given the
incomplete basis and the exchange-correlation functional used for the QM part. The second
inset in the top figure shows that the pinching motion is limited to the center part of the
molecule, affecting the next two atoms adjacent to Ir, but not the outermost parts of the
ligands. The mean values of the entire population show oscillatory features, meaning that
the motion of each trajectory is in phase with the others, thus showing signs of coherent
motion. The excited population loses its mean pinch oscillation amplitude almost before
completing a full period, but if the first oscillation period is calculated by doubling the time
from the first well to the first top, the period is ∼480 fs, or ∼70 cm−1. In the work by
Hartsock et al.3, an observed transient absorption feature with a frequency of 75 cm−1 is
assigned to the pinching motion, differing only 7 % from the result presented here.
The anharmonicity of the underlying potential, reflected in the direct dynamics, is evident
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Figure 3: The mean Ir-Ir pinching (top),breathing (middle), and twisting (bottom) as a
function of time after excitation. The twist is defined as the change in dihedral angle from
the moment of excitation t = 0. The shaded background show the binned counts of values
from all the trajectories. The bin sizes are 50 fs by 0.1 A˚, 0.05 A˚, and 2 degrees for the
pinching, breathing and twisting, respectively. This population looses its pinch phase within
a picosecond, while the single trajectory-pinch oscillation dies out much slower, as can be
seen on the top inset. However, the mean phase of the breathing mode is sustained for
almost 2 ps. The pinching- and breathing modes share the same oscillation period.
The next inset on the top graph show that the pinch is also affecting the adjacent atoms,
but not the ligand ends. The last insets show the breathing and twisting of the same single
trajectory as the top inset.
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from the oscillation in the single trajectory (top inset in fig. 3): It reflects a steeper potential
for the short distances, and gentler slope for the long ones. The oscillation becomes more
sinusoidal with time, as the trajectory moves closer to the harmonic approximation limit,
deeper in the potential. Similarly, the frequency increases as the molecule dissipates its ex-
cess vibrational energy, which is also observed for the single trajectory. This is equivalent to
anharmonic potentials with Morse-like characteristics. Therefore, it is also expected that the
first oscillation period of the population should be somewhat longer than the experimental
result, since the latter is first measured at times t ≥ 0.5 ps after excitation. Also consistent
with experimental results3, little to no coherent twist oscillation is observed from excitations
that start from the long, eclipsed conformation. However, a delayed twist mechanism is
observed for the mean motion, with the molecule starting to twist after roughly 500 fs. The
simulation coherence decay is faster than the experimental, if only the pinch is taken into
account. However, the breathing mode is coherent for almost 1.5 ps. Furthermore, the fre-
quency of the pinching and breathing is similar: The period from the first to the second top
is ∼450 fs, or ∼74 cm−1, only 1.3 % slower than the experimental pinch. The first breathing
maximum arrives 0.5 ps after excitation, where the experimental fit also starts from3.
The causes of coherence decay can be either statistical of dynamical in nature, i.e. ei-
ther a result of the difference in initial configurations from which the system is brought up
to the excited state or of (stochastic) energy dissipation in each molecule, either through the
solvent or through internal degrees of freedom. Examinations of the individual trajectories
(fig. 3, top inset) reveal that vibrational relaxation is much slower than the population mean
coherence decay, and not very stochastic in nature. Hence, the fast coherence decay of the
population mean must originate from the wide range of initial GS configurations. This is
supported by a thorough population-partitioning analysis (see SI for details), which shows
that exciting a narrow, phase coherent distribution of GS configurations extends the coher-
ence time on the excited state significantly. Our analysis also shows that introduction of
8
an effective bandwidth in making the ES population, similar to the one of the experimental
excitation source3, leads to a somewhat longer excited-state coherence time, although there
is no strong correlation between the GS metal-metal vibrational amplitude/phase and the
excitation energy.
In order to further understand the effect of the solvent on Ir2(dimen)
2+
4 dynamics, fig. 4
compares the pinch of the single trajectory from the inset of fig. 3 to a group of additional
simulations that have progressively more gas-phase character (from bottom to top in the
figure). The first noticeable feature is the large intramolecular vibrational energy redistri-
bution (IVR) in the pure gas phase simulation, which is evidently the only possible channel
for energy dissipation in that system. In this case, the excess vibrational energy is efficiently
transferred to the breathing mode, since there is no solvation-cage effects, as seen in fig. 5.
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Figure 4: In order to investigate the role of the solvent in the dynamics, three other ES
trajectories were also simulated, and shown here, together with a single trajectory from the
main production run. 1: The pinch of the fully solvated complex. 2: A simulation where the
solvent was removed at the time of excitation, but keeping the initial geometry influenced
by the solvent, and the velocity of the atoms in the complex. 3: A simulation where only
the geometry is kept, while the initial velocities are set to zero. 4: An excitation started
from the gas phase structure of the complex.
Returning to fig. 4, the original trajectory (1) was excited from a GS phase space area
of already contracting metal atoms, which explains why the first contraction of the metal
9
atoms in simulations 1 and 2 is faster than in 3 and 4. The fastest pinch is observed in
trajectory 2, meaning that the solvent interaction of the solvated system must dampen the
pinching motion. The second expansion is also shorter in 1, which is again a cage-effect of
the solvent. All in all, for the trajectory of the solvated system, the solvent cage actually
facilitates the extension of the lifetime of the coherent motion, through decoupling of the
internal degrees of freedom in the complex. The flexible dimen ligand can be argued to be
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Figure 5: Comparison of the breathing mode in the gas phase trajectory (red) and two
trajectories of solvated systems, displaying the energy transfer mechanisms in the system.
The two solvate-included trajectories are started from similar GS conditions, but 10 ps
apart, so the two accompanying solvent configurations are uncorrelated. The breathing
mode amplitude is large compared to the other trajectories, since there is no dampening
from the solvent.
the cause of the large amount of IVR observed, delayed by ∼150 fs since the metals atoms
need to contract before a coupling of the two modes is made. Since the breathing motion
can be heavily dampened by the solvent cage, it can be expected that the main channel
of external vibrational dissipation of energy to the solvent is through the ligands. This is
further supported by the comparison in fig. 5: In trajectory 2, the solvent configuration does
not allow for IVR to the breathing mode, so the excess excitation energy is contained in the
pinch, the motion of which is almost free of small perturbations stemming from electrostatic
interactions with the solvent. In the first trajectory, the pinch energy is redistributed almost
completely to the breathing mode within 1.5 ps, where solvent-induced interactions perturb
the oscillation. Some of the remaining energy is then again transferred back into the pinch
10
before dissipating further. All in all, this means that vibrational relaxation of Ir2(dimen)
2+
4
through the solvent can only occur in substantial quantities if the energy is efficiently redis-
tributed into the ligand breathing mode.
That the coherence decay is faster than vibrational cooling is in contrast with the find-
ings of van der Veen et al.16 for the bimetallic d8-d8 complex [Pt2(P2O5H2)4]
4− in various
solvents, where the authors observe that coherence decay occurs on the same time scale as
vibrational cooling. While the two complexes are different, and different solvents are used
(including protic solvents), they both have coordination sites along the metal atom axis,
which could facilitate significant electrostatic- and dispersion interactions with the solvent.
Nevertheless, the main difference causing the contrasting results is most likely due to the
different rigidities of the two distinct ligand types, where the more flexible dimen ligand
allows for a wider range of configurations in the GS ensemble. We emphasize that here,
the variation of the GS metal-metal distance (fig. 2) is comparable to the amplitude of the
excited state vibration (fig. 3).
Both the Ir2(dimen)
2+
4 and [Pt2(P2O5H2)4]
4− experiments represent the formation of a chem-
ical bond in a ”scaffolded diatomic”. Recently, we have investigated the solvent-induced the
bond formation in a true diatomic molecule: The ground-state recombination of I2, follow-
ing photo-induced dissociation18. In this system, we observed the same behaviour as for
Ir2(dimen)
2+
4 : The coherence decay is much faster than vibrational cooling. However, since
I2 is bound in the ground state, the original GS distribution is very narrow, compared to
amplitude of the motion following photo excitation, and it is therefore not a source of de-
coherence. The cause of I2 decoherence is still statistical: It is due to the direct interaction
with its solvent cage, which lacks in both the order and rigidity compared to the molecular
scaffold of the bi-metallic complexes.
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Conclusions
In conclusion, this work demonstrates that the implementation using GPAW for the QM
description in this multiscale method is capable of producing out-of-equilibrium molecular
dynamics with statistical quantities that make it possible to obtain information on the mean
dynamics of populations. The experimental Ir-Ir dynamics is reproduced. We observed a,
to our knowledge, not previously discovered breathing mode that stays coherent for longer,
and helps explain how the energy is transferred to the solvent. We note that the role of the
solvent can actually be to maintain the coherence, through decoupling of the internal degrees
of freedom in the molecule. By looking at the shapes of the individual trajectories, we have
argued that the major electrostatic solute-solvent interaction occurs through the ligands for
this complex, and that the IVR here is delayed, since the metals need to contract first. At
last, the breathing occurs in the ligands, and perpendicular to the pinch axis. As such, the
(rigidity of the) ligands play an important role in the complex, both through defining the
width of the GS ensemble, which affects the ES population coherence, and as mediators of
the solvent interaction.
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Computational Details
The QM/MM MD simulations were made using the QM/MM Scheme presented in1, which
interfaces the two regions through the total energy of the system:
Etot = EQM + EMM + EQM/MM (1)
where the three terms represent the energy of the QM subsystem, the MM subsystem and
their interaction energy, respectively. The interaction energy consists of a Coulomb term
between the electronic density and the classical point charges, a Coulomb term between the
nuclei in the QM subsystem and the MM point charges, and a Lennard-Jones (LJ) term:
EQM/MM =
NMM∑
i
qi
∫
n(r)
|r−Ri|dr+
NMM∑
i
NQM∑
α
qiZα
|Rα −Ri| + ELJ (2)
ELJ =
NMM∑
i
NQM∑
α
4iα
[(
σiα
|Rα −Ri|
)12
−
(
σiα
|Rα −Ri|
)6]
(3)
The LJ parameters are combined using the Waldman-Hagler rule.2
The first term in eqn. 1 is evaluated with density functional theory (DFT), using the grid-
based projector augmented wave method, implemented in the GPAW package,3 which is
modified so that the total effective potential also contains a term from the MM subsystem.
The calculations were performed with a localised atomic orbital basis in combination with
the real space grid, allowing for high parallelisation as well as fast diagonalization of the
principal matrices.
Preliminary Tests
Preliminary calculations showed that a simulation box with 4 A˚ of vacuum padding in
each dimension was enough to fully eliminate effects from truncating the wave functions,
so the cell size for each simulation (both GS and ES) was chosen thusly. Test geometry
2
calculations were performed in vacuum, and the results are shown in fig. 1. The max Ir-Ir
Figure 1: Convergence of the main structural parameter of the complex - the Ir-Ir distance
- with respect to the real space grid spacing h, and size of basis set. A stable value for
the distance is maintained when employing values of h < 0.22 A˚ with basis sets of at least
double-zeta size. The convergence criteria for each individual relaxation was a maximum
force of 0.05 eV / A˚ on any of the atoms in the system.
distance difference in the grid spacing region 0.15 ≤ h ≤ 0.21 is less than 3.5 % of the largest
distance, so instead of fixing the grid spacing to a definite value, it was possible to speed
up the simulation even further by keeping the number of grid points to values divisible by
eight, i.e. (112,120,112) for the (x,y,z) dimensions. Since the overall size of the molecule
varies for each of the initial GS configurations used in the the ES simulations, so does the
QM cell, resulting in grid spacings 0.1571 ≤ h ≤ 0.1931, well within the converged region
shown in fig. 1. The basis set used was of tzp quality for Ir and dzp for the rest of the
molecule. The chosen PBE vacuum description overshoots the Ir-Ir distance (as does the
mean QM/MM value), when compared to the experimental value of the solvated complex:4
4.3 A˚. Crystalline values range from 3.601 A˚ to 4.414 A˚, depending on the type of counter
ion.5
3
The Acetonitrile solvent
Since the predominantly used solvent for Ir2(dimen)
2+
4 is Acetonitrile (ACN), a classical,
rigid, 3-point interaction potential was adapted from Guardia et al.6 A simulation box of
28x28.5x31.5 A˚ was filled with 290 ACN molecules and thermalized. An MM production run
of 0.5 ns was used to obtain radial distribution functions (RDFs). In order to also confirm a
proper QM/MM interfacing, RDFs between a single QM ACN and the remaining MM ACNs
were produced, and compared to RDFs obtained only using MM MD. Parallel QM/MM runs
with a single QM ACN were branched off the production MM trajectory, insterspaced by 500
fs, to avoid any correlation between the new trajectories (see the velocity autocorrelation
function inset on fig. 2). A Langevin-type thermostat was used in both the MM and QM/MM
runs, with a friction coefficient of 0.05 and 2 fs timesteps. The hydrogens on the QM were
constrained using the RATTLE scheme.7 Each QM/MM trajectory was thermalized again,
before sampling the RDFs. A total of 0.5 ns and 0.25 ns of dynamics were sampled for the
MM and QM/MM systems, respectively. There is generally a good agreement between the
various descriptions. The literature RDFs6 have been produced in the NPT ensemble, which
might be the cause of some of the small differences. Furthermore, the electronic structure
description used to create the force field is not the same as the one used in the QM/MM
simulations, and the force field is not optimized to work in a QM/MM framework.
Further ES population analysis
In principle, an instantaneous excitation corresponds to an infinite bandwidth. However,
a more realistic representation of an experiment can be obtained by including an effective,
finite bandwidth8. This can be included by estimating the effective bandwidth of our range
of ES simulations in fig. 3, and compare the pinch oscillation from different, relevant subsets
with similar sampling statistics of the entire ES population in fig. 4, to elucidate how this
affects the coherence lifetime.
The simplest way to approximate the excitation energy is simply to subtract a single point
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Figure 2: Radial distribution functions (RDFs) of the 6 intermolecular distances of ACN.
The RDFs are calculated every 500th fs in trajectories of 0.5 ns and 0.25 ns for the MM and
QM/MM systems, respectively. The QM/MM systems are comprised of a single QM ACN in
a bath of MM ACN. The QM/MM1 systems are made using methyl-group vdW parameters
for the middle Carbon, while QM/MM2 uses aliphatic parameters. There is overall a good
agreement between the various description.
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energy calculation of the system in T1 from a single point energy calculation in the S0. This
is of course a very rough approximation within the chosen theoretical framework. Since
the T1 surface is believed to have a similar shape to the S1, but lower in energy
9,10, utiliz-
ing ground state DFT on T1 can be expected to introduce the error in the energy giving
the largest deviation, and give too low excitation energies. The bandwidth, obtained from
looking at the excitation energies of all the excitations, should not be as sensitive to this
approximation, since the error introduced should be the same for each of the excitations.
Since the 40 excitation configurations were specifically chosen to cover as much of the GS
phase space as possible, an extrapolation to the excitation energies of each step in the en-
tire GS trajectory is made, although no clear linear correlation between the Ir-Ir distance
and excitation energy is observed. The complex is known to have an absorption maximum
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Figure 3: Left: Franck-Condon diagram sketching how the experimental excitation is ap-
proximated in the simulations, with δ being the error made from exciting to T1 instead of
S1. Right: Approximation of the effective bandwidth used in creating the excited state
population. The excitation energy is approximated by subtracting the single point energy
of each initial GS configuration from a single point calculation of its ES spin configuration
counterpart. The lower inset shows histogram of these energies, converted to wavelengths,
and how many times they appear in the ES population. This is extrapolated to the entire
GS trajectory, under the (crude) assumption that the excitation energy is linearly dependent
on (and only on) the Ir-Ir distance, shown in the top inset. This relation is then used for
obtaining the results shown in the main figure.
assigned to the long and eclipsed conformer at 475 nm11, so it is expected due to the lower
6
T1 energy that the simulated excitation peak (fig. 3, left) is located at lower energies. The
experimental bandwith is 18.77 nm, and excitation wavelength is 477 nm11. The total effec-
tive bandwidth of the ES production run simulations can be seen from the figure to be at
least 100 nm, or 5 times the experimental bandwidth. Fig. 4 shows the Ir-Ir pinch in four
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Figure 4: Splitting up the total ES population with respect to excitation energies, or by
grouping initial configurations. The top two ES pinch graphs are made from selecting for ES
trajectories with excitation energies assumed close to the experimental value and bandwidth.
The bottom left subset is made from a narrow internal phase space of initial Ir-Ir distances.
The last graph shows the dynamics of a wide phase space, but with the same statistics as
the other three subsets.
subsets of the entire phase space of the ES population. The top two are subsets of excitations
with energies corresponding to wavelengths of 477 nm and 494 nm, respectively. The first
having the same value as in the experiment, and the second is lower in energy to account
for the error made in simulating the excitation energies. The bottom left subset is chosen
to have the most narrow internal phase space possible, with identical initial Ir-Ir distances,
7
but different solvent configurations. The last plot shows the pinch in a wide internal phase
space, but with similar sampling statistics, allowing for comparison of the four subsets.
As demonstrated in the lower right graph in 4, it is possible to obtain the same coherence-
decay time using 12 trajectories as 40, which again means that any changes in coherence
time in the other subsets are not simply due to worse statistics. Concentrating on the 477
nm and 494 nm excitation, the coherent pinch amplitude is observed to decay slightly slower
than for the full population. Thus, the effective bandwidth in the simulation has, to some
extent, an influence on the resulting coherent motion. Therefore, the incoherence in the
initial ensemble is the main factor for the coherence decay of the ES population. This result
is underpinned by the lower left graph, where the very narrow internal phase space greatly
increases the coherence lifetime. This result is not surprising, since the GS pinch oscillation
has a similar amplitude as the ES pinch.
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