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В В Е Д Е Н И Е 
Внедрение цифровых систем передачи информации во многом опре-
деляется разработкой эффективных методов цифрового кодирования 
широкого класса сигналов, в том числе телевизионных. При переходе 
к цифровым методам передачи, как известно, полоса частот занимае-
мая цифровым сигналом расширяется по сравнению с исходным сигна-
лом. С целью повышения эффективности и экономичности системы пере-
дачи информации полосу частот, занимаемую цифровым сигналом, сле-
дует уменьшить ( с учетом требуемой точности восстановления). 
Проблема сокращения числа двоичных единиц (бит) , приходящих на 
отсчет, особенно важна при передаче широкополосных сигналов, в 
частности телевизионных. Основным этапом процесса преобразования 
исходных аналоговых ТВ сигналов в цифровую форму является кванто-
вание. Одной из основных задач при разработке устройств передачи и 
хранения ТВ изображений является построение квантующих устройств, 
обеспечивающих требуемую точность восстановления ТВ изображений 
при малом числе двоичных единиц приходящих на элемент изображения. 
К настоящему времени разработано ряд методов эффективного 
квантования ТВ изображений [ 1 ] . Как показано в работе [89] , методы 
кодирования изображений первого поколения, использующие в основном 
статистические особенности источника , обеспечивали коэффициент 
сжатия изображения порядка десяти. Однако, использование как 
свойств источника так и особенностей зрительной системы позво-
ляют построить методы кодирования,эффективность которых, с точки 
зрения повышения коэффициента сжатия, значительно можно повысить. 
Методы кодирования изображения,согласованные со зрительной систе-
мой человека,являются методами кодирования второго поколения [89 ] . 
К методам первого поколения следует отнести кодирование с пред-
сказанием [51,52].кодирование на основе ортогональных преобразова-
ний [53,54] и так называемые гибридные методы кодирования, ис-
пользующие сочетание методов предсказания и преобразования [59 ] . В 
определенном смысле к методам второго поколения можно причислить 
метод адаптивного группового кодирования [46] . При этом методе 
возможно лучше согласовать статистические свойства изображений и 
особенности зрительного восприятия на базе обработки группы эле-
ментов изображения, размер которых был согласован с размером функ-
циональной единицы сетчатки-рецептивным полем. Согласно предполо-
жению [46] такое рецептивное поле имеет размер 4x4 эл. изображе-
ния, при рассматривании ТВ изображений с расстояния равного 6Н (Н-
высота экрана). Среди методов, учитывающих свойство источника 
сигнала и свойство зрения, выгодно отличаются методы векторного 
квантования сигналов [78-81 ,87-88] , обеспечивающие высокий коэф 
-фициент сжатия, при достаточно хорошем качестве восстановленных 
ТВ изображений. Однако,еледует отметить, что до проведенных авто-
ром исследований некоторые вопросы квантования требовали даль-
нейших исследований: оценка потенциальной возможности (в смысле 
эффективности, оцениваемой выигрышем в отношении сигнал-шум и сни-
жением числа дв .ед . на элемент) процесса квантования ТВ изображе-
ний, вопросы влияния совместного учета свойств источника и получа-
теля на эффективность квантования, задача инвариантности качест-
венных показателей процесса квантования при изменении статистичес-
ких характеристик квантуемых ТВ изображений (задача робастности 
квантования), вопросы повышения эффективности кодирования ТВ изо-
бражений на основе векторного квантования, путем разработки алго-
ритмов, уменьшающих интенсивность специфических искажений, сопут-
ствующих процесс векторного квантования и улучшение качества вос-
становленных ТВ изображений на основе использования некоторых осо-
Оенностей их зрительного восприятия и статистических характеристик 
ТВ изображений, разработка алгоритмов, упрощающих вычислительные 
процедуры реализации процесса векторного квантования ТВ изобра-
жений. 
Поскольку эффективность всей системы цифровой передачи ТВ 
сигналов во многом определяется эффективностью процесса квантова-
ния, исследование максимально достижимой эффективности квантования 
ТВ изображенный и разработка методов, реализующих эту эффектив-
ность, является важной научно-технической проблемой. 
Основными научными положениями,сформулированными в данной 
диссертационной работе и выносимыми на защиту, являются: 
1. Векторное квантование ТВ изображений, как метод блочного 
кодирования источника, может обеспечить скорость кодирования сколь 
угодно близкую к функции скорость-погрешность R(D). Повышение эф-
фективности процесса создания кодовых книг можно осуществить на 
основе уменьшения вероятности появления пустых кластеров. В ре-
зультате использования модифицированного метода "ближайшего сосе-
да" можно достигнуть значительного уменьшения вычислительных з а т -
рат при векторном квантовании ТВ изображений. Улучшение качествен-
ных показателей векторного кантования (на 5 - 6 дБ и уменьшение 
вычислительных затрат на создание кодовой книги может быть достиг-
нуто за счет использования вероятностных характеристик кодовых 
векторов, разделения кодовой книги на несколько подкниг,в соответ-
ствии с контурно-текстурной моделью ТВ изображений и некоторых 
геометрических свойств векторного пространства. 
2. Определение параметров статистически оптимизированного 
квантования ТВ сигналов может быть осуществлено на основе предло-
женных функциональных преобразований, которые приводят к декор-
реляции квантуемых ТВ сигналов и обеспечивают выигрыш в отношении 
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сигнал-шум квантования 2 . . . 6 дБ для исходных ТВ сигналов и 12 дБ 
для их разностных значений. Параметры статистически оптимизирован-
ного квантования ТВ сигналов могут быть определены на основе пред-
ложенной методики, сводящей сложные итерационные методы расчетов, 
к относительно простым аналитическим и графоаналитическим расче-
там. 
3. Оценка робастности квантования (влияние изменений статис-
тических характеристик квантуемых ТВ сигналов на оптимальность 
процесса квантования) может быть осуществлена по предложенной 
методике, указывающей на робастность равномерного квантования при 
неполных априорных данных о статистике квантуемых ТВ сигналов. При 
заданной статистике наибольшая робастность квантования (характери-
зуемая нечувствительностью отношения сигнал-шум квантования при 
многократном увеличении дисперсии квантуемых сигналов) достигается 
при распределении вероятности значения квантуемых ТВ сигналов, 
описываемых функцией Гаусса, и параметрах квантования, согласован-
ных с распределением Лапласа. В том случае, когда квантование 
согласовано по распределению, но не согласовано по дисперсии, на-
пример при числе уровней квантования 32, увеличение дисперсии 
квантуемых сигналов в четыре раза вызывает уменьшение отношения 
сигнал-шум квантования на 12 дБ. 
4. Параметры оптимизированного квантования ТВ сигналов могут 
быть определены на основе предложенных методов (учитывающих 
весовые функции и зрительные пороги заметности специфических 
искажений), которые приводят к упрощению численных и графических 
процедур расчетов и обеспечивают построение квантователей, 
параметры которых близки к параметрам квантования, 
оптимизированного на основе субъективных экспертиз. Сочетание 
векторного квантования со скалярным квантованием (на основе 
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раздельного квантования среднего и среднеквадратического значений 
векторов) не нарушает оптимальность векторного квантования. 
Использование равномерного квантования для среднего значения 
векторов (на 32 уровня) и неравномерного квантования ( на 16 
уровней), для среднеквадратического значения векторов, позволяют 
обеспечить хорошее качество восстановленных ТВ изображений и 
робастность процесса квантования. 
5. Переход от ортогональной структуры дискретизации к шахмат-
ной может привести к снижению точностных показателей процесса век-
торного квантования в среднем на 2 дБ, в то же время число двоич-
ных единиц, приходящих на элемент ТВ изображения при переходе к 
шахматной структуре уменьшается вдвое. При формировании кодовой 
книги, переход от блоков квадратной формы к ромбовидной, учитываю-
щий анизотропиию пространственного спектра реальных ТВ изображений 
их зрительного восприятия, может обеспечить улучшение точностных 
показателей процесса векторного квантования по сравнению со всеми 
другими формами блоков. Так, например, по сравнению с прямоуголь-
ной формой блоков выигрыш в пиковом отношении сигнал-шум составля-
ет в среднем 0 , 5 дБ, а по сравнению с блоками, имеющими форму 
параллелограммы - 1 , 5 дБ. 
6. Уменьшение специфических искажений векторного квантования 
ТВ изображений может быть достигнуто применением (при восстановле-
нии ТВ изображений) блоков, перекрывающие столбцы и , строки кото-
рых сформированы путем интерполяции на основе элементов, принадле-
жащих соседним блокам. При этом, например, пиковое отношение 
сигнал-шум может быть увеличено в среднем на 1 ,5 дБ. Уменьшение 
специфических искажений также может быть достигнуто на основе 
интерполяционного ВК, приводящего к дальнейшему увеличению пиково-
го отношения сигнал-шум в среднем на 1 ,2 дБ по сравнению с преды-
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дущим методом. 
7. Векторное квантование ТВ изображений с переменной точ-
ностью квантования, учитывающее как зависимость остроты зрения от 
угла перриферийности, так и анизотропию пространственного спектра 
реальных ТВ изображений и свойства их зрительного восприятия, мож-
ет улучшить субъективное качество восстановленных ТВ изображений в 
среднем на 0,75 балла по пятибальной шкале МККР. Повышение качест-
ва восстановления ТВ изображений может быть достигнуто с исполь-
зованием модифицированного алгоритма классифицированного векторно-
го квантования, основанного на контурно-текстурной модели ТВ изоб-
ражений. Повышение точности классификации при создании кодовых 
книг классифицированного векторного квантования может быть достиг-
нуто за счет алгоритма проверки принадлежности каждого кодового 
вектора к соответствующему классу. 
8. Переход от двумерного к трехмерному векторному квантованию 
последовательностей ТВ изображений при различных структурах их 
пространственной дискретизации показал,что при использовании двух-
мерного векторного квантования наряду со специфическими искажения-
ми, характерными для неподвижных ТВ изображений дополнительно 
возникают искажения типа "МУАР". Субъективное восприятие последних 
может быть существенно уменьшено путем использования трехмерного 
ВК и при скорости кодирования 0,07 бит/эл. может быть обеспечено 
пиковое отношениее сигнал-шум равное 27 дБ. Сочетание векторного 
квантования с Веивлет преобразованием позволяет повысить эффектив-
ность Веивлет пирамиды при векторном квантовании первого уровня 
пирамиды. Эффективность кодирования может быть повышена в 1 , 5 ра-
за, если из процесса восстановления исключить область первого 
уровня пирамиды с диагональной ориентацией контуров. 
9. Адаптивный классифицированный векторный квантователь в со-
I 
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четании с дискретным косинус преобразованием и решетчатым кванто-
ванием может сократить время создания кодовой книги на 30-35%, по 
сравнению с тем случаем, когда начальная кодовая книга выбирается 
случайным образом. Эффективность каскадного векторного квантования 
может быть повышена на 5 дБ, если во втором каскаде двухкаскадного 
ВК использовать блок, размером в четыре раза больше, чем в первом 
каскаде. При векторном квантовании ТВ изображений наибольшему 
изменению, по сравнению с исходным изображением, подвергается 
условная энтропия изображения, в тоже время, наибольшее сжатие мо-
жет быть обеспечено при использовании условной энтропии. Для 
измерения "близости" исходных и квантованных изображений может 
быть использован информационный коэффициент влияния исходного 
изображения на квантованное изображение. 
Результаты проведенных теоретических исследований, изложенные 
в данной диссертационой работе, доведены до инженерных решений, 
таблиц и графиков, подтверждены экспериментально моделированием на 
ЭВМ. 
ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Для эффективного цифрового кодироания ТВ сигналов, наряду с 
другими методами, большое внимание уделяется методам векторного 
квантования сигналов, обладающим высокой эффективностью. 
ОСНОВНОЙ ЦЕЛЬЮ ДИССЕРТАЦИОННОЙ РАБОТЫ является исследование и 
разработка методов эффективного квантования ТВ изображений на 
основе одномерного (скалярного) и многомерного (векторного) кван-
тований с учетом, как статистических характеристик изображений, 
так и психофизиологических свойств зрения (ограничений зрительного 
восприятия) и разработка методик определения параметров оптимизи-
рованного квантования для систем цифровой передачи ТВ изображений. 
В задачу диссертации также входит исследование робастности ( в 
смысле неизменности качественных показателей квантованных ТВ изоб-
ражений) скалярного и векторного квантований; разработка методов 
уменьшения специфических искажений, сопутствующих процессу кванто-
вания ТВ изображений, основанных на оптимальном использовании 
как статистических характеристик ТВ изображений, так и свойств и 
зрительного восприятия; разработка алгоритмов, упрощающих вычисли-
тельные процедуры при реализации процесса квантования ТВ 
изображений. 
АКТУАЛЬНОСТЬ РЕШАЕМОЙ ЗАДАЧИ обусловлена широким внедрением 
эффективных цифровых методов кодирования и обработки ТВ изобра-
жений в различных системах передачи информации (наземных и спутни-
ковых ). 
НАУЧНАЯ НОВИЗНА. Основными результатами диссертационной рабо-
ты, обладающими научной новизной, являются : 
1. Исследование векторного квантования, как метода эффектив-
ного кодирования источника (Глава 1 ) ; 
- изложение векторного квантования, как метода эффективного 
кодирования, с точки зрения теории скорость-погрешность. Оформу-
лирование условий оптимальности векторного квантования (изложено в 
разделах 1.2 и 1 . 3 , опубликовано в [ 1 - 2 ] ) ; 
- описание алгоритма векторного квантования и оценка его 
оптимальности (изложено в разделе 1 . 4 , опубликовано в [ 3 ] ) ; 
- результаты исследования методов сокращения вычислительных 
затрат при векторном квантовании ТВ изображений, (изложено в 1 . 6 , 
опубликовано в [ 4-5 ]) ,-
2. Исследование робастности и сочетания одномерного (скаляр-
ного) и многомерного (векторного) квантований ТВ изображений: 
- результаты исследований эффективности перехода от равно-
мерного квантования к неравномерному на основе предложенных зако-
нов компандирования, а также результаты исследований эффективности 
перехода от скалярного квантования к векторному для ТВ изображений 
(изложено в 2 . 2 , опубликовано в [6-11, 2 7 ] ) ; 
- методика аналитических и графических расчетов параметров 
квантования ТВ изображений на основе критериев минимума средних 
значений степенных функций потерь и априори заданных статисти-
ческих характеристик квантуемых сигналов (изложено в 2 . 3 , опубли-
ковано в [12-15, 31 ] ) ; 
- результаты оценки робастности квантования ТВ изображений на 
основе критерия минимакса, когда распределение вероятностей значе-
ний сигналов точно не известно (изложено в разделе 2 . 4 , опублико-
вано в [16-17] ) ; 
-результаты оценки робастности среднеквадратически оптималь-
ного квантования ТВ изображений, когда плотности вероятностей зна-
чений сигналов описываются функциями распределения Гаусса и Лапла-
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са (изложено в 2 . 5 , опубликовано [ 1 8 , 2 6 ] ) ; 
-результаты оценки влияния изменения статистичесих характери-
стик (дисперсии) ТВ изображений на оптимальность процесса их кван-
тования (изложено в 2 . 5 , опубликовано в [ 1 9 ] ) ; 
- методика расчета параметров оптимизированного квантования 
ТВ изображений, учитывающая зрительные пороги заметности специфи-
ческих искажений квантования и статистические свойства ТВ изобра-
жений (изложено в 2 . 6 , и 2 .7 опубликовано в [ 2 0 - 2 3 , 2 8 ] ) ; 
- методика расчета п а раметров к в антования при ДИКМ ТВ 
изображений с использованием зрительных порогов заметности 
искажений (изложено в 2 . 8 , опубликовано в [23-24, 2 9 - 3 0 ] ) ; 
- результаты исследований робастности векторного квантования 
в сочетании со скалярным квантованием ТВ изображений (изложено в 
2.9, опубликовано в [11, 19] ) ; 
3. Исследование методов повышения эффективности процесса век-
торного квантования ТВ изображений: 
- результаты исследования векторного квантования ТВ изобра -
жений при различной геометрии блоков и оценка влияния на точност-
ные показатели процесса векторного квантованя, при переходе от 
ортогональной структуры дискретизации к шахматной (изложено в раз 
деле 3 .2 , опубликовано в [24] ) ; 
- результаты исследования векторного квантования ТВ изображе-
ний при форме блоков отличной от квадратной с учетом анизотропии и 
пространственного спектра реальных ТВ изображений, при различных 
критериях, используемых для создания кодовой книги (изложено в 
разделе 3 . 3 , опубликовано в [24-25] ) ; 
- результаты исследования методов усиления корреляционной 
связи на границе соседних блоков путем перекрытия, при различных 
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алгоритмах восстановления блоков (изложено в разделе 8 . 3 . 1 , опуб-
ликовано в [27] ) ; 
- результаты исследования векторного квантовани ТВ изобра 
жений с переменной точностью квантования, при котором учитываются 
как зависимость остроты зрения от угла периферийно с ти, так и ани-
зотропия пространственного спектра реальных ТВ изображений и свой-
ства их зрительного восприятия (изложено в 3 . 4 , опубликовано в 
[ 1 , 5 - 2 1 ] ) ; 
- результаты исследования методов повышения эффективности 
классифицированного векторного квантования ТВ изображений на осно-
ве учета психофизиологических особенностей их зрительного воспри-
ятия (изложено в 3 . 5 , опубликовано в [1 ,27 ,32] ) ; 
- результаты исследования эффективности перехода от двухмер-
ного к трехмерному квантованию ТВ последовательностей при различ-
ных структурах их пространственной дискретизации с учетом как 
внутри кадровой, так и межкадровой корреляции (изложено в разделе 
3.6, опубликовано в [32, 33] ) ; - результаты исследования век-
торного квантования изображений в сочетании с пирамидой Веивлет 
(изложено в разделе 3 . 7 , опубликовано в [34] ) . 
4. Исследования векторного квантования в сочетании с ортого-
нальным преобразованием и решетчатым квантованием. Эксперименталь-
ное исследование и практическое применение результатов диссерта-
ционной работы. 
- результаты исследования адаптивного классифицированного 
векторного квантования в сочетании с дискретным косинус преобразо-
ванием (изложено в 4 . 2 , опубликовано в [1 ,32 ,182] ) ; 
- результаты исследования решетчатого векторного квантования 
ТВ изображений, с целью повышения быстродействия алгоритмов кван-
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тования (изложено в 4 . 3 , опубликовано в [4 ,25] ) ; 
- результаты исследования двухкаскадного векторного квантова-
ния ТВ изображений, при различных объемах кодовых книг и размер-
ностей кодовых векторов, (изложено в 4 . 4 , опубликовано в [32 ,35 ] ) 
- результаты исследования качественных и информационных ха-
рактеристик квантования, позволяющие оценить потенциальную эф-
фективность скалярного и векторного квантований ТВ изображений 
(изложено в 4 .5 , опубликовано в [27,36,150,181 ,183] ) ; 
к 
- результаты субъективно статистических экспертиз ТВ изобра-
жений при реализации различных методов векторного квантования (из-
ложено в 4 .6 , опубликовано в [36] ) ; 
- результаты экспериментальных исследований скалярного кван-
тования для систем цифровой передачи ТВ сигналов по спутниковым 
линиям сязи (изложено в 4 . 7 , опубликовано в [ 3 7 , 4 4 , 1 7 9 , 1 8 0 ] ) ; 
- экспериментальная система видеоконференцсвязи с кодеком, 
реализующий предложенный метод векторного квантования ТВ изобра-
жений со скоростью 256 кбит/с (изложено в разделе 4 . 8 , опубли-
ковано в [24,26,32] ) . 
МЕТОДЫ ИССЛЕДОВАНИЯ. В диссертационной работе широко использ-
уются методы теории информации, теории случайных процессов, теории 
вероятностей, а также методы моделирования на ЭВМ и эксперимен-
тальные исследования. 
ПРАКТИЧЕСКАЯ ЦЕННОСТЬ ДИССЕРТАЦИОННОЙ РА60ТЫ. Диссертационная 
работа содержит все необходимые данные, методику и практические 
рекомендации для реализации методов эффективного квантования ТВ 
изображений невещательного стандарта. 
РЕАЛИЗАЦИЯ РЕЗУЛЬТАТОВ РА60ТЫ. На основе результатов прове-
денных исследований разработаны кодеки, для систем цифровой пере-
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дачи ТВ сигналов по спутниковым линиям связи со скоростью 24 
Оит/сек и кодек ТВ сигналов для видеоконференцсвязи со скоростью 
256 кбит/с, соответствующих рекомендациям Н.201 и Н.202 МККТТ. 
ЛИЧНЫЙ ВКЛАД АВТОРА.Основные результаты по исследванию оцен-
ки эффективности векторного квантования ТВ изображений, с точки 
зрения сокращения вычислительных затрат на векторное квантование, 
разработке методик расчетов шкал квантования при различных априори 
заданных статистических характеристик и степенных функций потерь, 
оценка робастности скалярного и векторного квантований, результаты 
оценки влияния изменения статистических характеристик ТВ изобра-
жений на оптимальность процесса квантования, методика расчета 
араметров оптимизированного квантования, учитывающие зрительные 
пороги заметности специфических искажений квантования, результаты 
исследования векторного квантования ТВ изображений при различной 
геометрии блоков, с учетом анизотропии пространственного спектра 
ТВ изображений, разработка методов векторного решетчатого кванто-
вания в сочетании с косинус преобразованием, разработка и экспе-
риментальное исследование двухкаскадного векторного квантования с 
различным объемом и размерностью кодовых векторов, результаты ис-
следования качественных и информационных характеритик квантования 
ТВ изображений и результаты субъективно-статистических экспертиз 
получены лично автором. 
ПУБЛИКАЦИИ. Основные результаты исследований, проведенных 
автором по вопросам эффективного цифрового кодирования ТВ изобра-
жений на базе эффективного квантования, опубликованы в монографии 
1 работа,в научных и научно-технических журналах и сборниках 19 
работ,материалах международных, всесоюзных и республиканских сим-
позиумах и конференций, представленных 24 работами и 2-х авторских 
h\ -г 
г.1 t 
' ft 0 \ ц • 
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свидетельствах. 
СТРУКТУРА И ОБЪЕМ РАбОТЫ. Диссертационная работа состоит из 
введения, четырех глав , заключения, содержащих 259 страниц машино-
писного текста, 67 рисунков, 19 таблиц, списка литературы, вклю-
чающий 184 наименований и I I приложений. 
- Ю -
« 
ОБЗОР ПРОБЛЕМЫ И ПОСТАНОВКА ЗАДАЧИ 
ИССЛЕДОВАНИЯ 
Вопросы эффективного цифрового кодирования ТВ сигналов ис-
следовались в ряде работ, выполненных во многих странах мира. Так, 
общие вопросы цифрового кодирования ТВ сигналов, в том числе и 
вопросы их оптимального одномерного (скалярного) квантования, рас-
смотрены в известных работах Кривошеева М.И.[45], Цуккермана И.И. 
[46,47], Лебедева Д.С. [47] , Красильникова Н.Н.[48-49] , Ярославс-
кого Л.П. [50], Харатишвили Н . Г . [ 5 1 , 5 2 ] , P r a t t S.W. [53 ,54 ] , Limb 
J.O. [55,56], O'Neal [57 ,58 ] , Jayant N.S. [59] , Птачек M. [60] . 
Вопросам оптимизации процесса квантования ТВ сигналов с уче-
том статистики последних, посвящены работы Величкина А.И. [ 6 1 , 6 2 ] , 
Трофимова Б.Е. [63] , Виленчика Л.С. [64] , J.Max [65] , Lloyd S . P . 
[66], Panter P . P . , Dite D.W. [67] , Smith B. [68].Различные аспекты 
учета свойств получателя ( системы зрительного восприятия) при 
оптимизации процесса квантования ТВ сигналов рассмотрены в работах 
Харатишвили Н.Г. [51 ,52 ] , Цуккермана И.И. [46] , Musmann H.G. [69] , 
Kretz P. [70] , Ne t rava l i A.N. [71] , Sharma A. [ 72 ,73 ] , Limb J .O . 
[56], Pirch P . [ 7 4 ] , Schafer R . [ 7 5 , 7 6 ] , Candy J.O [77] , И др. В 
последние годы большой интерес уделяется исследованию многомерного 
(векторного) квантования сигналов. Среди них следует отметить ра-
боты Linde Y.,Buzo A, Gray R. [78] , Gersho A. [79] , Ramamurthi B. 
[80] ,Nasrabadi N. [81] , Makhoul J . [82] , H.F.Sun, M.Goldberg, 
[83], J.H.Conay, N. J . A . S l o a n e , J.A.Bucklew [85] , W.H.Equitz [8b] , 
I.Murakami [87] R.Gray [88] И Др. 
Однако, следует отметить, что значительный комплекс задач 
остается полностью или частично нерешенным. Главной особенностью 
исследований проведенных работ, выполненных диссертантом, являлось 
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рассмотрение задач эффективного одномерного (скалярного) квантова-
ния ТВ сигналов при учете только статистических характеристик 
квантуемых сигналов; вопросы учета свойств получателя (система 
зрительного восприятия) начали рассматриваться при создании мето-
дов кодирования изображения второго поколения [89] , в которых 
способ кодирования должен быть согласован со зрительной системой 
человека. Недостаточно исследованы многие аспекты робастного опти-
мизированного квантования ТВ сигналов. Так, вопросы неравномерного 
квантования ТВ сигалов были рассмотрены в работах [61 ,65-67] , ана-
лиз которых показывает, что при оптимизации процесса квантования 
ТВ сигналов, на основе статистики квантуемых сигналов, не учитыва-
ется влияние изменения числовых характеристик последних на резуль-
таты оптимизации квантования. В большинстве работ оценки резуль-
татов квантования производится на основе среднеквадратического 
критерия [40 ,65-68] , тогда как представляют существенный интерес и 
другие критерии оценки, например, информационный [89J» критерии 
минимума модуля средней ошибки [90] и критерии минимакса. В связи 
с этим представляет существенный интерес оценка потенциального 
выигрыша в отношении сигнал-шум квантования при переходе от равно-
мерного квантования к неравномерному; нахождение оптимальных 
законов компрессии, позволяющих упростить нахождение уровней и 
порогов квантования, выделения класса ТВ сигналов, для которых не-
линейное квантование наиболее эффективно. 
Проблема робастного квантования была исследована в ряде работ 
[90-93]. Так, например, в работе [91] задача квантования, на осно-
ве критерия минимакса, рассматривалась для класса распределений, 
состоящих из унимодальных распределений с ограниченными обобщен-
ными моментами и было показано, что робастным в этом случае являе-
тся неравномерное квантование. В работах [94] исследованы вопросы 
асимптотически рооастного квантования при бесконечно большом числе 
уровней квантования. В качестве модели распределения использова-
лось унимодальное распределение с ограниченными обобщенными момен-
тами и найден вид минимаксного компрессора. В работе [94] , задача 
нахождения минимаксного компрессора решалась для класса "эпсилон-
загрязнений" модели распределения. Однако, исследования робастного 
квантования применительно к ТВ изображениям с учетом особенностей 
их статистических характеристик не проводилось. В связи с этим 
возникла необходимость оценки робастности квантования ТВ изображе-
ний на основе различных критериев оптимальности; определение 
потенциальной возможности робастного квантования ТВ изображений 
при заданной их плотности вероятностей. 
В ряде работ предлагалось использовать свойства зрительной 
системы с целью уменьшения необходимого числа уровней квантования 
и улучшения качества восстановленных ТВ изображений [ 4 5 , 5 6 , 7 0 - 7 7 ] . 
Так,поскольку зрительное ощущение пропорционально логарифму интен-
сивности стимула [95] , для согласования квантования с этим свой-
ством зрительного восприятия предполагалось, при квантовании ТВ 
сигналов, использовать квазилогарифмическую шкалу. Как показано в 
[53], такое квантование позволяет снизить необходимое число уров-
ней квантования в два раза по сравнению с равномерным,с целью уче-
та особенности зрительного восприятия искажений, в работе [56] 
предложено оценить эффективность квантования на основе, так назы-
ваемой, модифицированной мерой искажений, с использованием функ-
ций, учитывающих как статистику ТВ сигналов, так и особенности 
зрительного восприятия ТВ изображений. В работах [72,74-76] для 
построения квантователей ТВ сигналов использовались пороговые 
функции заметности, определяющие чувствительность зрительной сис-
темы к искажениям квантования. В работе [56] при оценке эффектив-
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ности квантования , плотность вероятностей ТВ изображений замене-
на, так называемой вероятностной функцией заметности, учитывающей 
эффект зрительного маскирования искажений квантования. В [77] были 
исследованы пороги заметности специфических искажений квантования 
ТВ изображений при ДИКМ путем моделирования этих искажений на 
ЭВМ. В работе [70] были измерены пороги заметности различных типов 
искажений квантования для ДИКМ. В работе [77] на основе экспери-
ментально полученных порогов заметности специфических искажений 
квантования предложены графические методы расчета шкал квантования 
для ДИКМ ТВ изображений. В [73] предложен алгоритм расчета шкал 
квантования на ЭВМ методом динамического программирования. Моди-
фикация этого алгоритма, проведенная с целью уменьшения вычисли-
тельных затрат на ЭВМ, предложена в работе [76 ] . Однако, следует 
отметить, что некоторые алгоритмы расчета шкал скалярного кванто-
вания с учетом особенностей зрительного восприятия специфических 
искажений квантвания, а также потенциальные возможности неравно-
мерного квантования (с точки зрения робастности), требуют дальней-
ших исследований. В частности, возникла необходимость классифи-
кации специфических искажений, сопутствующих процессу квантования 
(как скалярного, так и векторного) ТВ сигналов, оценки выигрыша в 
отношении сигнал-шум квантования в зависимости от пик-фактора ТВ 
изображений при различных видах степенных функций потерь; оценки 
выигрыша при переходе от скалярного квантования к векторному для 
реальных ТВ изображений; оценки робастности при сочетании скаляр-
ного и векторного квантования ТВ изображений; проверки условия 
оптимальности при сочетании скалярного и векторного квантований; 
определения параметров квантования ТВ изображений с учетом весовой 
функции заметности искажений; определения параметров квантования 
ТВ изображений с учетом пороговых свойств зрительного восприятия 
специфических искажений квантования. 
Среди эффективных методов сжатия информации в последние годы 
большое внимание уделяется многомерному (или векторному) квантова-
нию сигналов. Основная идея векторного квантования (ВК) исходит из 
работ Шеннона [97] , который предложил идею блочного кодирования 
источника. Хотя метод создания векторного квантования до недавнего 
времени не был известен [78] . Идея такого кодирования очень прос-
та. Каждому входному вектору, который представляет собой множество 
неперекрывающихся отсчетов источника, приписывается вектор из ко-
довой книги, который является "ближайшим" к входному вектору. За-
тем этот вектор представляется двоичным числом, кодовым вектором, 
и передается по каналу. В приемной части имеется такая же кодовая 
книга из которой выбирается соответствующий вектор. Выбор "ближай-
щего" вектора осуществляется на основе заданного критерия верности 
или меры погрешности. Скорость кодирования или число бит на вектор 
определяется как iog2N, где N число кодовых векторов в кодовой 
книге. 
Несмотря на простоту идеи векторного квантования, при его 
реализации возникают большие сложности, связанные с вычислениями 
ошибки между входными и кодовыми векторами. Поскольку, скорость 
кодирования и объем кодовой книги находится в логарифмической з а -
висимости, сложность кодирования (связанная с вычислительными 
затратами) увеличивается экспоненциально. Теоретически векторное 
квантование достигает предела оптимального сжатия (определеляемая 
функцией скорость-погрешность), когда размерность вектора увеличи-
вается. Более того, для любого метода кодирования, основанного на 
использовании вектора такой же размерности, рабочие характеристики 
будут не лучше, чем при векторном квантовании. Таким образом, век-
торное квантование является оптимальным методом кодирования 
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[79.88]. Основной недостаток ВК связан со сложностью вычислений, 
при построении кодовой книги и при кодировании. Исходя из этого, 
эффективность векторного квантования ТВ изображений должна возрас-
тать при малых скоростях кодирования. С этой целью, представляет 
интерес выяснить в какой степени, при векторном квантовании ТВ 
изображений возможно использование корреляции изображения и на 
этой основе улучшить качества восстановленных изображений. Практи-
чески процесс ВК осуществляется путем сегментации (деления) исход-
ных ТВ изображений на смежные, неперекрывающиеся блоки элементов. 
Искажением квантования является сумма разностей между исходным и 
квантованными векторами. При ВК в канал связи передается индекс 
(номер) кодового вектора. Объем кодовых векторов в кодовой книге и 
размерность вектора (количество элементов блока), определяют число 
двоичных единиц (бит), необходимых для передачи индексов кодовых 
векторов. Таким образом, в отличии от скалярного квантования, при 
ВК блок отсчетов квантуется как одно целое. Учитывая психофизиоло-
гические особенности зрительной системы человека, можно сказать , 
что векторное квантование лучше согласованно с особенностями вос-
приятия ТВ изображений зрительной системы. Так, по предположению 
[46.89], зрительная система кодирует изображения уже на уровне 
сетчатки не поэлементно, а группами. По оценкам размер групп, в 
центральной части сетчатки, составляют несколько угловых минут. 
Эта величина в несколько раз превышает размеры элемента, опреде-
ляемого одним фоторецептором. При рассмотривании ТВ изображения с 
расстояния 6Н, размеры группы составляют 4x4 элемента [46 ] . Эти 
данные нами были использованы при разработке различных алгоритмов 
ВК ТВ изображений. 
Исследование векторного квантования были начаты относительно 
недавно на основе работы Гершо [98] , который исследовал теорети-
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ческие возможности асимптотически оптимального квантования сигна-
лов, на основе работ Задора [99] и Ллойда [400] . В работах [98, 
99] была исследована асимптотическая теория векторного квантова-
ния. Практический алгоритм ВК был впервые предложен в работе Лин-
де, Вузо и Грей [78] , которые использовали кластерный алгоритм, 
похожий на алгоритм скалярного квантования Ллойда [100] для ска-
лярного квантования сигналов. Предложенный алгоритм был назван 
алгоритмом ЛБГ . В последующие годы на основе алгоритма ЛБГ были 
созданы другие алгоритмы ВК, сначала для звуковых сигналов [101] , 
а затем и для ТВ изображений [87] . 
При ВК ТВ изображений возникают специфические искажения типа 
"блочная структура", "лестничный эффект" и "вымывание границ" 
[88]. Кроме этого возникает задача робастности кодовой книги, ко-
торая была создана для одного ТВ изображения и используется для 
кодирования другого изображения. Было предложено несколько методов 
для уменьшения этих искажений [80 ,87 ,88 ,102-104] . Так, например, в 
работах [103,104] была предложена схема дифференциального ВК, при 
котором из каждого вектора вычиталось его среднее значение, а з а -
тем осуществлялось векторное квантование. Среднее значение вектора 
квантовалось скалярно и передавалось отдельно. В работе [87] была 
предложена другая схема ВК при котором отдельно квантовалось, как 
среднее значение, так и среднеквадратические значение вектора. В 
работе [80] было предложено раздельное квантование различных групп 
векторов с помощью отдельных кодовых книг. В работе [105] было 
предложено адаптивное ВК, с обновлением кодовой книги, однако т а -
кое квантование связано с большими вычислениями и скорость кодиро-
вания также увеличивается, что снижает эффективность ВК. В работе 
[81] предложено векторное квантование в преобразовании области. 
При этом методе возможно осуществить снижение скорости кодирования 
за счет отбрасывания некоторой части коэффициентов преобразования. 
С целью снижения сложности вычислений на осуществление ВК были 
созданы алгоритмы каскадного ВК [88] . В этом случае векторное 
квантование осуществляется в нескольких каскадах, что позволяет 
снизить вычислительные затраты. В работах [102,106] были предложе-
ны раздельные методы векторного квантования, на основе разделения 
спектра исходного изображения на несколько поддиапазонов. Разделе-
ние спектра осуществляется с использованием квадратурно-зеркальных 
фильтров. При этом для кодирования высокочастотной части спектра 
используется меньшее число бит, чем для низкочастотной части спект-
ра ТВ изображения. 
В работах [84,107,108] исследовались решетчатые квантователи 
сигналов. Так, например, в работе [84] исследованы свойства реше-
ток, которые могут быть использованы для векторного квантования 
сигналов и основаны на геометрическую теорию чисел [109] . Обширный 
обзор по теории решеток, упаковки шаров и генерирования решеток 
рассмотрены в монографии [110] . В работе [111] предложена процеду-
ра предварительной сегментации исходных ТВ изображений на однород-
ные участки, текстуру и области контуров с последующим кодирова-
нием на основе интерполяционного замещения однородных участков и 
ВК с предсказанием подобласти текстур и контуров. 
Вопросы уменьшения специфических искажений, сопутствующих 
процессу ВК ТВ изображений рассмотрены в работах [111 ,112] .В [112] 
предлагается так называемый метод перегруппировки, который заклю-
чается в повороте вокруг своей оси смежных блоков, с целью усиле-
ния корреляции между граничными элементами этих блоков. Однако, 
при практическом применении этого метода, субъективное улучшение 
качества ТВ изображений наблюдается лишь на фрагментах с плавными 
изменениями яркости и, в то же время, происходит сильное "размыва-
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ние" контуров [27] . В [113] , для уменьшения специфических искаже-
ний ВК предлагается использовать низкочастотную фильтрацию, однако 
этот метод сопровождается сильными искажениями контурных областей 
и понижением четкости ТВ изображений. 
В [114] использован метод рекурсивного блочного кодирования 
для уменьшения специфических искажений ВК, однако, использование 
данного метода связано с существенным увеличением времени обработ-
ки ТВ изображений. 
При ВК последовательности ТВ изображений возникают специфи-
ческие искажения, связанные с движением и особо раздражающие г л а з . 
Для уменьшения искажений в этих случаях можно использовать прост-
ранственно-временную структуру последовательности ТВ изображений 
путем формирования векторов с трехмерным блоком [83] . С точки 
зрения повышения эффективности ВК ТВ изображений важное значение 
имеет, также, повышение как быстродействия алгоритмов построения 
кодовой книги, так и самого процесса ВК. Повышение быстродействия 
ВК может быть достигнуто, как использованием таких мер искажений, 
как критерий минимакса и средней абсолютной ошибки [110 ,115] , так 
и разделением общей кодовой книги на несколько групп по их специ-
альным признакам и использованием решетчатых квантователей [108-
110]. 
На основе проведенного обзора и анализа существующих источни-
ков выяснилось, что в проведенных исследованиях отсутствуют данные 
по влиянию на точностные показатели ВК при переходе от ортогональ-
ной структуры дискретизации отсчетов в кадре ТВ изображения к дру-
гим структурам, при учете анизотропии пространственного спектра 
реальных ТВ изображений.Не исследовано влияние на точностные пока-
затели процесса ВК статистических характеристик реальных ТВ изоб-
ражений, учитывающих изменение как формы блоков, на которые под-
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разделяются исходные ТВ изображения при создании кодовой книги, 
так и структуры пространственной дискретизации. Не рассмотрены 
точностные показатели процесса ВК при сегментации исходных ТВ 
изображений на блоки, форма которых отображает одновременный учет 
анизотропии пространственного спектра реальных ТВ изображений и их 
зрительного восприятия. Не исследованы вопросы уменьшения зритель-
ного восприятия специфических искажений, сопутствующих процессу ВК 
на основе учета межблочной корреляции. Не рассмотрены вопросы век-
торного квантования с переменной точностью квантования, учитываю-
щие характерные особенности статистических характеристик реальных 
ТВ изображений и свойства их зрительного восприятия. Не исследо-
ваны методы повышения эффективности процесса построения кодовых 
книг при классифицированном ВК. Не исследованы различные аспекты 
уменьшения вычислительных затрат , как при создании кодовой книги, 
так и при квантовании.Недостаточно, исследованы вопросы двухкас-
кадного ВК при различных объемах и размерностях кодовых книг, в 
первом и во втором каскадах. Не исследованы вопросы сочетания ре-
шетчатого ВК с дискретным косинус преобразованием ТВ изображений, 
с точки зрения снижения вычислительных затрат на ВК. 
Не оценена возможность сочетания векторного квантования с 
пирамидой Веивлет. Не проведены экспериментальные оценки ряда ка -
чественных и информационных характеристик процесса квантования ТВ 
изображений. 
На основе вышеизложенного, основные задачи исследования дис-
сертационной работы могут быть сформулированы следующим образом: 
. - исследование векторного квантования ТВ изображений, как ме-
тода оптимального кодирования источника и оценка оптимальности 
алгоритма векторного квантования и исследование субоптимального 
кодирования; 
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- исследование методов сокращения вычислительных затрат 
векторного квантования ТВ изображений, на основе вероятностных 
характеристик исходных векторов; 
- исследование статистически оптимизированного квантования ТВ 
изображений на основе функциональных преобразований с последующим 
равномерным квантованием, обеспечивающий выигрыш в отношении 
сигнал-шум квантования по сравнению с равномерным квантованием; 
- разработка методики определения параметров статистически 
оптимизированного квантования ТВ изображений, сводящий сложные 
итерационные методы расчета к относительно простым аналитическим и 
графоаналитическим расчетам; 
- разработка методики оценки робастности скалярного квантова-
ния (влияния изменения статистических характеристик ТВ изображений 
на оптимальность процесса квантования) при различных априорных 
данных о статистике квантуемых ТВ сигналов; 
- исследование робастности при сочетании скалярного и вектор-
ного квантований и оценка сохранения оптимальности при таком соче-
тании; 
- разработка методов определения параметров оптимизированного 
квантования ТВ изображений, учитывающего весовые функции и 
зрительные пороги заметности специфических искажений, приводящих к 
упрощению численных и графических методов расчета; 
- исследование эффективности изменения формы блоков при 
сегментации ТВ изображений в процессе ВК и одновременный учет 
статистических особенностей ТВ изображений и свойств их зритель-
ного восприятия; 
- исследование методов уменьшения специфических искажений, 
сопутствующих процессу ВК ТВ изображений, на основе создания 
различных алгоритмов ВК; 
- зо -
- повышение эффективности ВК на основе контурно-текстурной 
модели ТВ изображений; 
- оценка эффективности перехода от двумерного ВК ТВ последо-
вательностей к трехмерному; 
- исследование сочетания векторного квантования ТВ изображе-
ний с пирамидальным построением Веивлет; 
- исследование сочетания векторного квантования с дискретным 
косинус преобразованием и с решетчатым квантованием ТВ изображе-
ний; 
- оценка эффективности ВК ТВ изображений, при различных объе-
мах и размерностях кодовых книг в первом и во втором каскадах 
двухкаскадного ВК; 
- исследование ряда качественных и информационных характерис-
тик процесса квантования ТВ изображений и оценка эффективности пе-
рехода от скалярного кватования к векторному; 
- экспериментальное подтверждение полученных теоретических 
результатов. 
На основании полученных результатов должны быть разработаны 
рекомендации для практической реализации эффективного квантования 
ТВ изображений для этих систем цифровой передачи по спутниковым 
линиям связи и для систем видеоконференцсвязи. 
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Г Л А В А 1 
ИССЛЕДОВАНИЕ ВЕКТОРНОГО КВАНТОВАНИЯ КАК МЕТОДА 
КАК МЕТОДА ЭФФЕКТИВНОГО КОДИРОВАНИЯ ИСТОЧНИКА 
1 . 1 . Задача исследования 
Векторное квантование относится к групповым методам кодирова-
ния сигналов. В последние годы исследовнию методов векторного 
квантования уделяется большое внимание исследователей. [78-81,87-
88,117-118]. Векторное квантование можно использовать как эффек-
тивный метод кодирования звука и изображения. Основной недостаток 
векторного квантования связан с экспоненциальным ростом сложности 
вычислений, когда используются блоки большого размера. Как показа-
ли исследования Шеннона [97] , при кодировании блоков большого р а з -
мера, оптимальность методов кодирования увеличивается. Однако, из-
вестно, что стоимость цифровой памяти и средств передачи, пропор-
цианальны количеству двоичных единиц, подлежащих передаче или хра-
нению. Следовательно, существует необходимость минимизировать 
число бит, необходимое для передачи сигналов, при сохранении 
приемлемого качества восстановления. Теоретической основой сжатия 
данных и векторного квантования являются работы Шеннона [97] и 
Бергера [119], известные под названием теории передачи с учетом 
погрешности. Оценка эффективности алгоритмов векторого квантования 
должна производиться на основе этой теории. С практической точки 
зрения, при построении векторных квантователей, важно исследовать 
методы снижения вычислительных затрат и требуемой емкости памяти 
за счет некоторого ухудшения рабочих характеристик. При построении 
кодовой книги для векторного квантования ТВ изображений, большое 
значение имеет выбор начальной кодовой книги и меры искажений, ко-
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торые во многом определяют эффективность векторного квантования. 
При построении алгоритмов уменьшения вычислительных затрат на соз -
дание кодовых книг и векторное квантование, большое значение имеет 
использование некоторых вероятностных характеристик исходных век-
торов и психовизуальных свойств зрения. Для практической оценки 
эффективности различных алгоритмов сокращения вычислительных з а т -
рат векторного квантования, целесообразно осуществить моделирова-
ние этих алгоритмов с помощью специализированных устройств, поз-
воляющих оценить качество восстановленных ТВ изображений. 
Изложению выше перечисленных вопросов векторного квантования 
ТВ изображений, посвящена настоящая глава диссертационной работы. 
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1.2.Оптимальное кодирование источника 
при векторном квантовании 
Допустим, что Z стационарный, арготический источник, который 
вырабатывает последовательность { х^ } Каждый символ источ-
ника принимает значания из пространства х . Х^- может быть скаляр-
ной или векторной величиной. Пусть п обозначает размерность Х^Если 
статистически независимый,то такой источник будем считать ис-
точником без памяти. Выход векторного источника без памяти состоит 
из статистически независимых векторов. Если выходы скалярного ис-
точника без памяти сгруппированы в n-мерные векторы, их можно рас-
сматривать как выходып-мерного векторного источника без памяти. 
Следует отметить, что если даже скалярный источник z нестационар-
ный, то векторный - образованный сгруппированием скалярных величин 
может быть стационарным. Скалярный источник без памяти является 
предельным случаем векторного источника без памяти, когда п=1. 
Пространство пользователя обозначим через Y, которое не объя-
зательно идентично пространству X. Алфавит пользователя обозначим 
через {Y.} , что является выходом кодера источника. Через dn(X,Y) 
обозначим неотрицательную меру погрешности, определенную для каж-
дой пары (X,Y). Блок последовательных символов источника, длиной 
к, из последовательности источника,обозначим через х к , тогда Yk 
будет обозначать символы пользователя. Среднее значение 
погрешности между k-выходными символами источника {х } и к 
воспроизводящими символами {Y^}, определяется соотношением 
d k (X k ,Y k )= £ dn(Xk ,Yk) . ( 1 . 2 . 1 ) 
i = 1 
Если Pk(Xk) плотность вероятностей Х к , код длиной к будет опреде-
ляться плотностью вероятностей переходов {q (X k |Y k )> . Выходом кван-
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тователя для Хк является Yk.Погрешность в этом случае будет Dk= 
M[dk(Xk,Yk) J . Для к-мерной функции скорость-погрешность можно з а -
писать [119]. 
Rk(Dk)= i g f I (Xk, Yk) ( 1 . 2 . 2 ) 
где Q - множество квантователей для которых выполняется условие 
M[dk(Xk,Yk) ] < D k , I ( • , • ) - взаимная информация. Тогда для скорости 
как функции погрешности, при заданном D имеем 
R(D)=inf -f— Rk(D) . ( 1 . 2 . 3 ) 
k к 
Теорема кодирования источника [97 ,119] , определяет теоретически 
достижимую границу при сжатии данных. При построении кодеров ис-
точника сигналов изображений особенно важна разработка эффективных 
алгоритмов квантования (кодирования), позволяющие достигнуть ско-
рости близкие к R k(D k) . При этом следует обратить внимание на вы-
бор мер погрешности, согласующихся с требованиями получателя, а 
также нахождение приемлемых статистических моделей источников 
изображений. Скорость как функции погрешности R(D) определяется 
нижней гранью значения средней взаимной информации, при соответ-
ствующих ограничениях налагаемых на меру погрешности Следует отме-
тить,что для векторного источника без памяти,скорость как функция 
погрешности для любого к равна [119] 
R(D) = — R k ( D ) ( 1 . 2 . 4 ) 
это означает, что для достижения R(D) можно взять к равной едини-
це. Однако,такое кодирование практически не осуществимо, при R(D) бит 
на символ источника [119]. 
Возможный путь кодирования источника со скоростью сколь угод-
но близкой к R(D) - блочное кодирование источника. Такое кодирова-
ние впервые было предложено Бергером в работе [119] . Блочный код, 
это детерминированный код, для которого плотность вероятности пе-
рехода не равна нулю. Для этих точек воспроизведения вероятности 
переходов являются бинарными. Обозначим множество точек воспроиз-
ведения как = i • Правило оптимального кодирования, для 
любого Хк, позволяет выбрать кодовый вектор Yk такой, для которого 
выполняется условие 
d k(X k , Yk) < d k (X k , Yk) для всех J * 1 
Таким образом, блочное кодирование фактически является вектор-
ным квантователем.Скорость для такого кода определяется как log 2N, 
и такая скорость достигается присвоением равномерного кодового 
слова N кодовым векторам из множества кодовой книги С. Согласно 
теореме кодирования источника [97 ,119] , при достаточно большом к, 
существует векторный квантователь с погрешностью равной Dk сколь 
угодно близкой к D и скоростью произвольно близкой к функции ско-
рость-погрешность R (D). 
Хотя, существует недетерминированный код, который позволяет 
достичь R(D), с практической точки зрения следует использовать де-
терминированный блочный код и осуществить квантование выхода ис-
точника. Для источника с памятью, Rk(Dk) неубывающая функция к, 
для любого заданного Dk, чем больше значение к тем ближе можно 
подойти к R(D). Однако, при большом к кодирование практически 
затрудняется. Во многих случаях при блочном кодировании,можно ог -
раничиться определенной структурой, что приводит к независимому 
квантованию х . , т . е . к скалярному квантованию, при п = 1. Вектор-
ное квантование сигналов стало возможным благодаря построению 
практического алгоритма векторного квантования [78] . 
Для достижения R(D), блочным кодом, размер блока к и, в 
свою очередь, длина кода N должны быть очень большими. Скорость 
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передачи RB- достигнутая наилучшим векторным квантователем, для 
фиксированного к и заданного Dk, будет больше чем R(D) на опреде-
ленную величину б . Возможно уменьшение RB , если осуществить 
энтропийное кодировани екодовых векторов. Для блочного кода взаим-
ная информация, l ( X k , Y k ) , равна энтропии выхода квантователя, 
H(Yk). Тогда скорость RQ, при энтропийном кодировании будет равна 
H(Yk).RB является верхней границей R g , а нижняя граница может 
быть достигнута при энтропийном кодировании. 
При фиксированном к и заданной скорости R , наименьшая пог-
решность достигается при векторном квантовании с энтропийным 
кодированием. Для квантования нет ограничения на N, значение ко-
торой определяется практической целесообразностью, для фиксирован-
ного N и при п=1, к=1 получаем так называемое скалярное или 
одномерное квантование, для которого существует недетерминирован-
ный квантователь [120] , (для такого квантователя существует нену-
левая вероятность того, что точка из одной ячейки квантователя мо-
жет Оыть присвоена к другой ячейке квантователя). Скорость такого 
квантователя приближается к функции скорость-погрешность, для лю-
бой погрешности большей чем Dk [120] . 
r min 
Несмотря на то, что такой квантователь непрактичен, методы 
кодирования с памятью, которые используют недетерминированные 
квантователи, дают такие же результаты как детерминированные 
[120] . 
В общем случае, для достижения R(D) следует использовать 
блочное кодирование, даже если источник без памяти. Хотя сущес-
твует заблуждение, что если источник без памяти, то можно достичь 
R(D) при скалярном квантовании. Однако, как уже отмечалось, это 
возможно, если использовать недетерминированные коды. Тем не ме-
нее, относительный выигрыш с увеличением к может быть малым, для 
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векторного источника оез памяти и даже для источника с памятью, 
если значение к велико. Векторное квантование является практи-
ческим способом блочного кодирования, которое позволяет приблизить 
скорость векторного квантователя к R(D). 
1 . 3 . Общая теория векторного квантования 
Векторное квантование (ВК) обычно осуществляется для ста-
ционарного скалярного источника. Вектор формируется с помощью 
объединения выхода источника в блоки. Как было уже отмечено ранее, 
векторный источник без памяти, полученный посредством объединения 
в блоки скалярного источника, может быть стационарным, даже если 
скалярный источник является нестационарным. В дальнейшем будем 
предполагать, что квантуемый источник является стационарным век-
торным источником без памяти с размерностью к. 
Если источник стационарный с выходом х . , процесс { х , } объеди-
няется в блок, как х^= x k l + l > г Д е 1 = 1 » • • • > Д л я формирова-
ния векторного процесса { X . } . Если источник векторный, без памяти, 
то его выходы будем обозначать через X.. X. принимает значения из 
пространства х и имеет плотность распределения Р(Х) . Здесь X обоз-
начает любое значение случайной переменной. Кодовая книга С пред-
ставляет собой множество N- точек {Y^} в пространстве Y. N будем 
называть размером (объемом) кодовой книги или размерностью ВК. 
Векторный квантователь Q(X) отображает пространство х во мно-
жестве С. ВК размером N будем обозначать как Q N ( - )» которая может 
быть разделена на две функции, на кодер и декодер. Кодер определя-
ется как 
G(X) : X * д = { 1 , 2 . . . N } , ( 1 .3 .1 ) 
а декодер 
W i Т \ — -i л (1 — у м ;•< vi 
Множество ( S . / * описывает разделение пространства х . Каждая 
j 
s называется ячейкой квантования, a Y называются выходными точ-j 
ками или кодовыми векторами, основные свойства кодера и декодера 
ВК исследованы в работе [79] . Для построения структуры оптимально-
го ВК введем меру погрешности между X и Y. Обычно в качестве меры 
погрешности используется неотрицательная функция d(X,Y) . Качество 
ВК,размером N, оценивается ожидаемым уровнем искажений 
D =M[d(X,Q(X)]. Для эргодического источника добудет приближаться к 
средней погрешности, когда кодируется длинная последовательность 
выхода источника. 
Другим важным параметром ВК является его скорость. Скорость 
ВК R можно определить как log N и показывает число бит, необходи-
В с. 
мое для однозначного описания кодовых векторов кодовыми словами 
одинаковой длины. Если вероятности появления кодовых векторов рав-
ны, то такое кодирование является оптимальным. Если же вероятности 
появления кодовых слов не равны, то для оптимального кодирования 
целесообразно использовать энтропийнное кодирование [121] . Дос-
тижимая скорость, при этом, зависит от плотности распределения ве-
роятности выхода ВК и ограничена сверху значением RB и снизу - эн-
тропией н(Q(X)) , которую обозначим через Rq и эта величина будет 
определять скорость ВК. Для достижения скорости Rg существуют р а з -
личные методы энтропийного кодирования, которые в то же время уве-
личивают задержку, необходимую для кодирования. Однако, следует 
учитывать, что такое кодирование увеличивает задержку кодирования 
и скорость бит будет не постоянной. Для выравнивания скорости це-
лесообразно использовать буферное запоминающее устройство, в кото-
ром следует учитывать такие явления как переполнение и незаполне-
ние буфера. Эти факторы в свою очередь усложняют ВК источника. 
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Следует отметить, что когда к оо скорость ВК приближается к 
функции скорость-погрешность, необходимость энтропийного кодирова-
ния отпадает. 
Проблему минимизации скорости ВК можно разделить на две час-
ти: одна скорость ВК определяется как R = min м [d (X ,Q(X) ) J , а 
iJ V ' > 
вторая - R = minM[d(X,Q(X)) j . В каждом случае, тот квантователь, 
н ( а (х > Х й 
~ э 
который обеспечивает минимум погрешностей является оптимальным ВК, 
при заданных ограничениях. Существование оптимального ВК для ско-
рости RB, с различными мерами погрешности исследовались в работах 
[123,124]. Следует учитывать, что размерность ВК, -N, не влияет на 
скорость R 3 . 
Если осуществить энтропийное кодирование выхода ВК, то эффек-
тивной скоростью при этом будет R 4 , а при кодировании с фиксиро-
ванной скоростью выхода ВК скорость определяется значением RB , с 
учетом минимизации погрешности d(X,Q(X)) . 
Построение оптимального ВК с постоянной скоростью требует 
рассмотрения двух обязательных условий оптимальности, которые яв-
ляются обобщениями условий Ллойда для скалярного квантования, на 
многомерный случай [122,124] . Первое условие заключается в следую-
щем: задана кодовая книга С в пространстве Y, ищется оптимальное 
разделение { s p в пространстве х , которое минимизирует погрешность 
D . Такое правило называется правилом ближайшего соседа (ЛВС), ко-
торое состоит в следующем: точка X из пространства х принадлежит 
к ячейке S^, если погрешность между X и Y j меньше, чем погрешность 
между х и любым Y.£ с т . е . 
S , = | х : X £ X И d(X,Y ) < d(X,Y. ) J . ( 1 . 3 . 3 ) 
Такое разделение на основе ИБС называется разделением Дирихле 
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им Вороного, а ячейки называются ячейками Вороного. 
Поскольку, ячейки { S . } не имеют определенную геометрическую 
структуру, в общем случае, их довольно сложно описать. Для задан-
ного ВК, кодирование входного вектора X осуществляется с использо-
ванием ПБС, для определения S . , которому принадлежит х . 
Второе обязательное условие оптимальности ВК, при известном 
разделении, заключается в определении кодовой книги с . Общая пог-
решность dn минимизируется, если минимизирована погрешность в каж-
дой ячейке. Вклад погрешности любой ячейки s^ в общую погрешность 
минимизируется, если Yf выбраны по следующему правилу 
M[d(X,Y.)|X Е S . J < M[d(X,Y) | X £ S j J ДЛЯ Y £ Y , ( 1 . 3 . 4 ) 
если х = Y, то y ; 6 S , так как средняя погрешность для точки, на-
ходящейся внутри s всегда меньше, чем для точки вне этой ячейки. 
В этом случае Y^  является центроидом ячейки S. и обозначается 
cent(S.). Существование центроида для широкого класса мер погреш-
ности вытекает из доказательства существования оптимального кван-
тователя [122], поскольку, каждая центроида это оптимальное ВК 
единичной размерностью для р(Х|Х £ s ^). Два необходимых условия 
оптимальности можно объединить в одно: для оптимального ВК, выход-
ные точки должны быть центроидами оптимального разделения, которые 
генерируются теми же выходными точками. 
Как показал Ллойд [124] , при к = 1 эти два условия обеспечи-
вают существование локально-оптимального квантователя и не обеспе-
чивают построения глобально оптимального квантователя. Если р(Х) и 
d(X,Y) дифференцируемые функции, то в некоторых специальных слу-
чаях, локальный минимум одновременно является и глобальным миниму-
мом [125] (эти условия приводятся в главе 2 ) . 
Достижение скорости R g , при известных ограничениях, является 
оолее сложной задачей. Выходная энтропия ВК определяется исключи-
тельно правиломразделения на ячейки. Для заданного разделения вы-
ходные значения определяются центроидами. С другой стороны для з а -
данной кодовой книги С, ЛВС не гарантирует обеспечение минимальной 
выходной энтропии, тем более, что оптимальное значение N, которое 
дает минимальную энтропию не известно. Для скалярного квантования 
(k=i), такая задача была решена при различных значениях N [ 126 ] . 
1 .4 . Алгоритм векторного квантования и оценка 
его оптимальности 
Оптимальный алгоритм ВК основан на использовании итерационно-
го обобщенного алгоритма Ллойда [124] для многомерного случая, ко-
торый был предложен впервые в работе Линде, Бузо и Грей [78] . 
Обычно, этот алгоритм обозначается как ЛБГ алгоритм. Алгоритм ра-
ботает, как при известной плотности вероятности р(Х) , так и для 
обучающей последовательности (ОП). Обычно ЛБГ алгоритм использует-
ся для ОП, так как реальная многомерная плотность вероятности сиг-
налов практически не известна. Алгоритм ЛБГ состоит из следующих 
шагов: 
1) Выбирается начальная кодовая книга Со из N кодовых векто-
ров. Вычисляется среднее искажение Do для начальной кодовой книги. 
Устанавливается i = i . 
2) Находится разделение Вороного. Для обучающей последова-
тельности, это означает кластеризацию ОП на N кластеров. 
3) Вычисляются центроиды новых кластеров. Это приводит к соз -
данию кодовой книги сг для i-ой итерации. Вычисляется погрешность 
Dt для новой кодовой книги. 
4)Если |D.~ D. | / D.< е , где е заданный порог,то С^-является 
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что какая-то ячейка оказалась пустой, т . е . ячейка не будет содер-
жать ни одного вектора. Выбор начальной кодовой книги с определя-
ет достижимый локальный минимум. 
Рассмотрим двухмерный, случайный вектор с равномерным распре-
делением в квадрате. Известно, что оптимальный квантователь для 
большого N, представляет собой решетку с шестиугольными ячейками 
[79]. В экспериментах по нахождению кодовой книги по алгоритму 
ЛБГ, нами были использованы начальные кодовые книги, построенные 
на основе прямоугольной решетки, что позволило уменьшить число 
итераций, необходимое для построения субоптимальной (локально-
оптимальной) кодовой книги [ 3 , 5 , 3 2 ] . 
Рассмотрим некоторые методы выбора начальной кодовой книги, 
ря алгоритма ЛЕГ. Первый метод заключается в случайном выборе N 
кодовых векторов из ОП. Впервые этот метод был использован для ал-
горитма к- средних [128] и не требует вычислений для определения 
начальной кодовой книги. Хотя, как показали наши исследования 
[1,5,32], при таком выборе в начальной кодовой книге могут ока-
заться выборки, которые не являются репрезентативными. 
Второй алгоритм использует метод "расщепления" [86] в этом 
случае сначала* формируется кодовая книга размером равным единице, 
а затем находится центроида ОП. Второй кодовый вектор формируется 
путем "расщипления" первого вектора. Процесс "раощшления" продол-
жается до тех пор пока не будет достигнуто построение кодовой кни-
ги заданного размера N. Для построения начальной кодовой книги 
требуется logjsr- шагов. Третий алгоритм выбора начальной кодовой 
книги, основан на использовании мультипликативных кодовых книг 
[82]. Этот метод отличается более сложными вычислениями, чем пре-
дыдущие два метода и его применение для выбора начальных кодовых 
книг не всегда является практически целесообразным. 
Для преодоления проблемы пустых кластеров была предложена мо-
ация алгоритма ЛБГ [78] . Если число обучающих векторов в 
кластере равно нулю, то такой кластер отбрасывается. Вместо него 
осуществляется расщепление центроиды непустого кластера с наиболь-
шей погрешностью на два кодовых вектора. Поскольку, такое разделе-
ние на две части уменьшит только общую ошибку, она не повлияет на 
сходимость ЛБГ алгоритма. 
В нашей работе [32] используется метод случайного выбора на-
чальной кодовой книги с последующей коррекцией. Было замечено, что 
после первой итерации пустые кластеры не появляются, они могут 
появиться на следующих шагах итераций. Для преодоления этой проб-
лемы можно предлолжить модификацию вышеописанного метода. Если в 
кластере попадает один обучающий вектор, то он отбрасывается так 
же как и пустой кластер и происходит расщепление других непустых 
кластеров, чтобы заменить отброшенные кластеры. В наших экспери-
ментах был использован описанный метод выбора начальной кодовой 
книги при погрешности е = 0 ,001 . 
Оценка оптимальности ВК изображений в общем случае является 
сложной задачей для произвольной плотности распределения и произ-
вольного значения N. Были получены асимптотические оценки опти-
мальности ВК при N => оо [98] . Эти результаты могут быть использова-
ны как нижний предел погрешности ВК для малых значений N. 
Минимальная погрешность для большого N при одномерном кванто-
вании (к = 1) была впервые; оценена в [129] , для среднеквадрати-
ческой меры погрешности,а затем в работах [66 ,67 ] , для более общей 
меры погрешности. Для многомерного квантования к>1 асимптотические 
оценки поргешности были произведены в работах [ 9 8 , 9 9 ] . Сравнения 
полученных границ погрешности с функцией скорость-погрешность 
произведены в [98] . 
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В Как показано в этих работах [98,99] оптимальный квантователь, 
для k-мерной равномерной плотности вероятностей, можно предста-
вить, как заполнение ячеек многогранниками в пространстве Rk. Вы-
ходные точки такого заполнения создают регулярную структуру, назы-
ваемую решеткой. Необходимые условия оптимальности, при раномерной 
(плотности вероятностей, удовлетворяются для решетчатых квантовате-
лей [79]. Однако, проблема состоит в том, что оптимальные решетки 
известны только для некоторых значений к. Для большинства мер пог-
решностей и большинства значений к, не известны также и оптималь-
ные формы ячеек.Для степенной меры погрешности вида (1/к)|| (X-Y)|| r , 
где г>1 и || -II -норма в пространстве Rk , минимально достижимая пог-
решность Б^при N со, ограничена снизу значением 
К ' D4 >1/(k+r)Y~P-N~P | j [ p ( x ) ] a d x | 1 / a , ( 1 . 4 . 1 ) 
где vk- объем сферы с единичным радиусом {и:||иЦ< 1 } , a = k / ( k + r ) 
и р = г /к . Как показано в работе [130] для квадратичной меры 
погрешности ( г = 2 ) при к => со,интеграл из формулы ( 1 . 4 . 1 Уценивается 
как 
> [ J [ p ( X ) ] a d X ] 1 / C L > 2 z h c » , ( 1 . 4 . 2 ) 
где h - дифференциальная энтропия выборки источника,когда k 
Было также показано, что при этом предел погрешности достигает 
нижнего предела Шеннона [97] и граница асимптотического квантова-
ния совпадает с функцией скорость-погрешность. 
1 . 5 . Оценка вычислительных затрат векторного 
квантования изображений и субоптимальное кодирование 
Эффективность оптимального ВК выше, чем эффективность других 
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известных методов блочного кодирования, с той же размерностью. 
Так, например, хорошо известный метод кодирования с преобразова-
нием, можно рассматривать как блочное кодирование. Оптимальное ВК 
с заданным значением к и мерой погрешности, дает меньшее (или 
равное) значение погрешности, чем другие методы блочного кодирова-
ния. Так, кодирование с предсказанием можно рассматривать как ко-
дирование с бесконечномерным блочным кодом, поскольку при этом ме-
тоде можно использовать бесконечную память для предшествующих от-
счетов. Экспериментальные исследования кодеров с предсказанием и 
ВК для Гаусс-Марковского источника показали, что эффективность ВК 
превосходит эффективность кодера с предсказанием в четыре раза 
[131]. 
Сложность ВК связана с большими вычислительными затратами и с 
требуемой емкостью памяти [82] , что затрудняет выполнения ВК в 
реальном масштабе времени. Сложность любого алгориитма можно оце-
нить числом выполняемых операций, таких как сложение, умножение и 
сравнение. 
Для квантования с N-уровнями число операций по вычислению ме-
ры погрешности, необходимое для квантования одного входного векто-
ра равно N. Каждый расчет искажений (для квадратичной меры) требу-
ет k-Ыопераций умножения-сложения. Следовательно, вычислительные 
затраты на квантование каждого входного вектора составляют . 
Cn= N-k . (1 .5 .1 ) 
Если на каждый кодовый вектор при передаче отводится B=R-k=log2N 
бит, то 
Cn= k-2R k . (1 . 5 . 2 ) 
Таким образом вычислительные затраты возрастают экспонен-
циально с увеличением размерности к и числа бит R, затрачиваемых 
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на кодирование каждой координаты. Если для каждого параметра век-
тора требуется одна ячейка памяти, то в этом случае для емкости 
памяти можно вычислить, как 
Mn= k2Hk , (1 . 5 . 3 ) 
что совпадает с вычислительными затратами. Для оценки вычислитель-
ных затрат,на создание кодовой книги методом полного 
перебора,предположим, что для N-уровневого квантования при обуче-
нии используется А векторов, а число итераций равно I . Тогда для 
вычислительных затрат на этапе обучения будем иметь 
С = N-k-A-I= k-2R k-A-I . ( 1 . 5 . 4 ) 
о 
Требуемая емкость памяти, необходимая для хранения всех 
обучающих векторов можно вычислить как 
Mo=k(N+A) . ( 1 . 5 . 5 ) 
Для построения достаточно достоверной кодовой книги требуется 
около 10-50 обучающих векторов [82] , так, что требуемая емкость 
памяти в основном определяется числом обучающих векторов. Другой 
алгоритм построения кодовой книги основан на методе дихотомии , 
который заключается в разделении пространства таким образом, что 
для поиска кодового вектора, обеспечивающего минимальную погреш-
ность, требуется log^N операций вместо N. Общие вычислительные 
затраты на k-операций умножения-сложения для метода дихотомии сос-
тавляют 
CD=2klog2N = 2кВ . ( 1 . 5 . 6 ) 
I Эта величина линейно зависит от числа бит, что касается общей 
щ 
требуемой памяти, в этом случае, она примерно удваивается по 
[ сравнению с методом полного перебора . 
Для преодоления вычислительной сложности ВК, при увеличении 
размерности и скорости, были предложены субоптимальные методы ВК 
[132]. Эти методы можно разделить на две группы: методы, при 
использовании которых происходит увеличение скорости R и методы, 
при которых увеличивается размерность вектора к. В первом случае 
налагается ограничение на структуру кодовой книги, что позволяет 
уменьшить сложность вычислений, связанных с нахождением кодового 
вектора . Такие кодовые книги являются субоптимальными в общем 
случае. Методы второй группы используют корреляцию между к-мерными 
векторами. Методы первой группы при нахождении кодовых книг и ко-
дирования, используют древовидную структуру кодовой книги и слож-
ность вычислений линейно зависит от числа бит (см.выражение 
(1.5.6)). 
Второй метод ВК, как и первый, относится к ВК без памяти, 
использует многомерную схему квантования [82] .В этом случае, число 
кодовых книг и квантователей зависят от числа ступеней ВК. Каждый 
последующий квантователь квантует векторошибки.Полнаякодовая книга 
является суммой кодовых векторов каждой ступени. Следует отметить, 
что общие вычислительные затраты, в этом случае уменьшаются по 
сравнению с обычным ВК, так как,для заданного X выбор наилучшего 
кодового вектора происходит не из общей кодовой книги, а из его 
части. Так, если на первую ступень, двухкаскадного ВК, выделяется 
и,а на вторую - гг бит, то общее число бит будет ri+r2=kR и 
Dl/ V у* 4 
вычислительные затраты вместо к-2 сокращаются до к- (2 + 2 ) . 
Требования на объем памяти также сокращаются. 
При решетчатом ВК [110] , решетка представляет собой множество 
векторов 
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I I A = | x : X = и 4а 4+ u ^ . . . г у ^ | , ( 1 . 5 . 7 ) 
где a^, i=l , 2, . . . N , базисные векторы решетки и u^ целые числа, 
можно найти быстрые алгоритмы нахождения ближайших точек решетки к 
входным векторам. В работе [84] найдены алгоритмы решетчатого 
квантования, вычислительтная сложность которых пропорцианальна 
klogk и k2logk, и справедливы только для бесконечных решеток. Сле-
дует отметить,что сложность алгоритмов в этом случае не зависит от 
скорости R. Обратная задача нахождения точек решетки для заданного 
индекса кодового вектора была решена в работе [110] . В строгом 
смысле решетчатые квантователи оптимальны для процессов с равно-
мерным распределением. Поэтому, целесообразно, до квантования осу-
ществить нелинейное преобразование исходных данных так, чтобы рас-
пределение значений квантуемого сигнала приблизить к равномерному 
распределению. 
Еще одним интересным методом квантования является ВК в соче-
тании с предсказанием [104] . В этом случае текущий вектор предска-
зывается с помощью предшествующих квантованных векторов. Разность 
между предсказанными и входными векторами подвергается векторному 
квантованию. Восстановленный вектор представляет собой сумму пред-
сказанного и квантованного векторов ошибки. При таком кодировании, 
теоретически, система должна иметь бесконечную память, и она экви-
валентна бесконечномерному ВК. 
В работах [133,134] был предложен метод ВК, основанный на 
конечном числе состояний.Эффективность этого метода ВК такая же 
как и при ВК с предсказанием. 
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1.6. Исследование методов сокращения вычислительных 
затрат при векторном квантовании ТВ изображений 
Впервые алгоритм ВК, с использованием обучающей последова-
тельности в виде гауссовского случайного процесса, был предложен в 
работе [78], Однако, векторное квантование изображений требует 
дальнейшего исследования с целью повышения эффективности как соз-
дания кодовой книги, так и улучшения характеристик самого процесса 
ВК. 
Рассмотрим процедуру ВК изображений. На рис .1 .6 .1 представле-
на структурная схема ВК изображений. Для моделирования ВК изобра-
жений в экспериментах использовались тестовые изображения размером 
256x256 элементов.Одно из тестовых изображений "ЛЕНА", которое ре-
комендовано Ассоциацией "Кино и телевизионных инженеров" (SMPTE), 
представлено на рис. 1 . 6 . 2 . Значения уровней изображения находятся 
в диапазоне от 0 до 255, каждое значение представлено с точностью 
8 бит. Коэффициент сжатия и скорость ВК всегда будет оцениваться 
по отношению этой величины. Исследования, проведенные в данной 
диссертационной работе касаются создания ВК для эффективного коди-
рования источника изображения, предназначенного для видеоконфе-
ренцсвязи, хранения изображения и ее передачи. Во всех перечислен-
ных случаях, конечным звеном системы, получателем информаций, яв-
ляется зрительная система человека. Экспериментально показано, что 
64 уровня (6 бит/эл) градации яркости достаточно для нормального 
воспроизведения черно-белых изображений. Исходя из этого, тестовое 
изображение с точностью представления 8 бит/эл, можно считать ис-
ходным, неквантованным изображением. Если размер элемента изобра-
жения не больше 1 минуты, то такой элемент глазом не восприни-
мается раздельно. При выполнении этих условий, глаз не будет заме-
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чать пространственную дискретность изображения и такое тестовое 
изображение можно считать хорошей моделью исходного реального 
изображения. 
Обычно ТВ изоражения имеют большую пространственную корреля-
цию. Средний коэффициент корреляций между элементами изображения 
обычно находится в пределах 0 ,9 - 0 ,95 [36 ,51 ] . На рис. 1 . 6 . 3 пред-
ставлена автокорреляционная функция изображения, показанного на 
рис.1.6.2.Такая высокая корреляция позволяет значительно сокра-
тить число бит на элемент изображения, без значительной потери ка-
чества последнего. 
В нашей работе источник изображения будем представлять в виде 
двухмерной пространственной структуры. Вначале рассмотрим 
разделение исходного изображения на прямоугольные блоки, элементов 
изображения, которые обрабатываются как единное целое. Допустим, 
что блок (х,у) имеет х строк и у столбцов. Элементы блоков удобно 
представить в виде вектора. Если А= [А^] блок элементов изображе-
ния, где At значение ( i j ) - r o элемента в блоке (х, у ) . Одномерный 
вектор А этого блока можно представить в виде 
А = [А А ...А .А А ...А ...А А ...А ] Т ( 1 . 6 . 1 ) 
«- 11 2 1 х 1 1 2 2 2 х 2 1Y 2Y x Y J 
Достоинством представления изображений в векторной форме 
является большая компактность записи и возможность 
непосредственного использования методов, разработанных для 
обработки одномерных сигналов. При ВК изображений осуществляется 
формирование блоков элементов (X,Y), затем по методу ЛВГ строится 
кодовая книга (алгоритм ЛБГ описан в 1 . 4 ) . При кодировании 
Рис.1 .6 .1 . Структурная схема векторного квантования 
о с у щ е с т в л я е т с я сравнение блока изображения с кодовой книгой, выбор 
кодового вектора осуществляется по принципу наименьшей погрешности 
и з а в и с и т от меры погрешности. Этот метод называется правилом м-
инимальной погршности и он является оптимальным с точки зрения 
минимизаций средней погрешности [78] . На приемной стороне имеется 
такая же кодовая книга, как и на передающей части, и кодер источ-
ника передает только индекс выбранного кодового вектора. В декоде-
ре находится таблица поиска, с помощью которой выбирается соот-
ветствующий кодовый вектор и происходит заполнение соответствующей 
части изображения кодовыми вектороми. Число бит приходящий на эле-
мент изображения или скорость ВК,определяется размером кодовой 
книги N и размерностью кодового вектора к, следующим образом 
R = log2N/ к , ( 1 . 6 . 2 ) 
где к - размерность вектора. Вышеописанный алгоритм ВК представля-
ет с о б о й квантование в пространственной области. Размерность блока 
в этих случаях выбирается небольшим (обычно порядка 4x4) , и по 
этому д л я ВК требуется память на несколько строк. По сравнению с 
к о д и р о в а н и е м с преообразованием, который требует сложных операций 
п р е о б р а з о в а н и я в декодере, ВК при декодировании использует только 
таблицу поиска.Сложности при ВК возникают на передающей части, ко-
торые связаны с выбором "хороших" кодовых векторов. Если эту про-
цедуру осуществить на основе древовидного поиска, время кодирова-
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Рис .1 .6 .3 Автокорреляционная функция 
для тестового изображения 
ния линейно увеличивается с увеличением размера кодовой книги. 
Для создания кодовой книги о = {Y. , i = 1 ,2 . . . N } векторов Y , 
которая представляет вектор источника х наилучшим образом, в 
смысле выбранной меры погрешности, следует выполнить несколько 
условий. Из кодовой книги С выбираетя кодовый вектор Y^, который 
удовлетворяет правилу ближайщего соседа, d(X,Y^) < d(X,Y ) для 
всех j ^ i . В наших экспериментах X и Y выбиралось из к-мерного 
пространства, Rk. Если d ( - , - ) выпуклая функция 
d(X,aYt+ d - a ) Y 2 ) < ad(X,Yt) + (1-a) d ( X , Y 2 ) , (1.6.3) 
сходится к локально-оптимальному квантователю, за конечное число 
шагов итераций. Как было уже отмечено в разделе 1 . 4 , найденные ко-
довые векторы представляют собой центроиды ячейки Вороного. Проце-
дура создания кодовой книги продолжается пока погрешность не дос-
ти- гает наперед заданной величины е , или станет меньше этого зна-
чения. Такое построение кодовой книги известно, как метод полного 
перебора. С точки зрения уменьшения времени нахождения кодовой 
книги, можно использовать древовидный поиск, хотя при этом нес-
колько ухудшаются характеристики ВК. 
Кодовая книга, найденная на основе алгоритма ЛВГ, является 
локально-оптимальной для обучающей последовательности. В этой свя-
зи, если учесть, что основное время вычислений уходит на создание 
кодовой книги и время обработки линейно увеличивается, с увеличе-
нием длины обучающей последовательности, важно определить мини-
мально необходимую длину последовательности. В наших экспериментах 
[1,5,32] это число бралось от 10 до 50 обучающих векторов для каж-
дого кодового вектора. Если число обучающих векторов орать меньше 
этой величины, то при кодировании тех источников, представители 
которых не входят в обучающую последовательность, могут вызовать 
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значительное возрастание ошибки ВК. 
Как уже было отмечено, на результаты квантования большое вли-
яние оказывает и выбор начальной кодовой книги. Выбор начальной 
кодовой книги нами осуществлялся, на основе метода дихотомии [82] . 
На каждом этапе разделения размер кодовой книги увеличивается 
вдвое пока не достигает заданного размера N. Поскольку кодовая 
книга малого размера, созданная в процессе разделения, является 
промежуточной, то для него было не целесообразно использовать т а -
кой же порог е как и для конечной кодовой книги. 
В наших экспериментах, с целью уменьшения времени нахождения 
конечной кодовой книги, использовались два порога. Один начальный 
' е = 0,001 и второй конечный е = 0 ,0001, который в Ю раз меньше 
начального порога. 
При моделировании ВК ТВ изображений был использован компьютер 
IBM РС-АТ 386. Программы были созданы на языке С. 
Для уменьшения времени обработки при кодовых книгах большого 
размера (512 или 1024) использовались, так называемые мультиплика-
тивные коды [82] . Этот метод позволяет сократить время поиска и 
емкость памяти. Мультипликативныый код формируется как декартовое 
произведение кодовых книг. Допустим, что имеем ш кодовых книг, 
С, i=l,2 . . .ш , каждый из которых состоит из кодовых векторов м. с 
размерностью к. и обозначается как з^.Эти Векторы формируют муль-
типликативную кодовую книгу путем каскадного объединения m кодовых 
векторов из кодовой книги а . Каждый кодовый вектор мультипликати-
вной кодовой книги будет иметь размерность к = (к + к2+ — ) и 
индексы j = - • • (все индексы каскадно объединены). Размер 
кодовой книги будет, равен произведению размеров кодовых книг ш = 
(и )(т ) . . . (шт) и общая скорость будет равна ( log 2m)/k бит на р а з -
мерность. Мультипликативная кодовая книга имеет два преймущества. 
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Первое связано с тем, что эффективность ВК увеличивается с увели-
чением размерности кодового вектора. Это осооенно важно при коди-
ровании источников изображений с помощью ВК, поскольку изображения 
обычно сильно коррелированы. Мультипликативные кодовые книги могут 
использовать эту корреляцию за счет увеличения размера блоков. 
Второе преимущество состоит в том, что мультипликативная кодовая 
книга субоптимальна по сравнению с кодовой книгой того же размера, 
найденного методом полного перебора, но за счет большого размера, 
ее эффективность превосходит эффективность обычного ВК. 
Результаты нашего моделирования [ 1 , 5 , 3 2 , 3 6 ] показали, что для 
выбора начальной кодовой книги более эффективно использовать метод 
"ближайшего соседа", который был предложен в работе [86] . Идея 
этого алгоритма заключается в следующем. В начале, вся обучающая 
последовательность (обучающие векторы) рассматриваются как на-
ч а л ь н ы е кластеры. Затем два "ближайших" кластера объединяются в 
один и заменяются новым кластером, который представляет собой в з в -
ешенное среднее значение двух кластеров. После объединения число 
кластеров уменьшается на одну единицу. Этот процесс продолжается, 
пока количество кластеров не достигнет требуемого числа. Для 
р е н ь ш е н и я количества вычислений используется к- мерное дерево 
обучающих векторов. При создании k-мерного дерева "похожие" векто-
ры группируются в направлении одинаковой ветви, что позволяет про-
водить поиск в ограниченной области дерева для нахождения ближай-
шего вектора. Время вычисления при использовании этого метода 
сократилось на 5% по сравнению с обычным ЛБГ. Как показали наши 
исследования [5 ,32 ,36 ] этот метод целесообразнее использовать для 
нахождения начальной кодовой книги, а затем использовать алгоритм 
ЛБГ для создания окончательной кодовой книги, что позволило умень-
шить число итераций на 40-50%, по сравнению с тем случаем, когда 
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начальная кодовая книга выбралась случайным образом. В экспери-
ментах использовалось различное число обучающих векторов, приходя-
щих на один кодовый вектор м и различное количество блоков, прихо-
дящих на обучающие векторы Результаты моделирования сведены в 
таблицу 1.6.1 где в последней колонке представлены значения отно-
сительного уменьшения среднеквадратической ошибки (СКО) в процен-
тах, по сравнению экспериментом $1. 
Анализ таблицы 1 .6 .1 показывает, что при увеличении числа 
обучающих векторов, СКО восстановленного изображения значительно 
уменьшается. Дальнейшее увеличение количества обучающих векторов 
приводит к увеличению вычислительных затрат , а ошибка восстанов-
ления уменьшается незначительно. 
Одним из лучших показателей сложности векторного квантования 
ТВ изображений является число математических операций (умножение 
> сложение, сравнение, извлечение корня), которые следует выполнять 
для каждого входного вектора. Для краткости записи этих 
Таблица 1 .6 .1 
№№ 
Э К С П Е -
Р И М Е Н -
Т О В 
ЧИСЛО ОбУЧАЮЩИХ 
ВЕКТОРОВ НА ОДИН 
КОДОВЫЙ В Е К Т О Р 
м 
ч и с л о б л о к о в НА 
КОЛИЧЕСТВО О б У -
ЧАЮЩИХ В Е К Т О Р О 
М 
О Т Н О С И Т Е Л Ь Н О Е , ПО 
СРАВНЕНИЮ С ЭКСПЕ-
РИМЕНТОМ № 1 , У М Е Н Ь -
ШЕНИЕ СКО % 
1. 
2. 
3. 
4. 
5. 
4 
8 
16 
24 
40 
40 
20 
10 
7 
4 
2.81 
7-96 
14.28 
18.03 
математических операций удобно использовать аббревиатуру УССМ, 
составленную из первых букв вышеперечисленных операций. Число т а -
- 59 -
ких логических операций, как если, меньше чем и т . д . составляют 
малую часть вычислений по сравнению с числом математических опера-
ций и их можно не учитывать. Требуемый объем памяти, как уже было 
отмечено, играет важную роль, однако при заданном объеме памяти 
все же решающим фактором является сложность поиска. 
Для наиболее распространенного алгоритма ВК с полным перебо-
ром (ГШ) число основных математических операций УССИ равно kN, 
2kN, k, 0 соответственно. Здесь к обозначает размерность вектора, 
а N - кодовой книги. Простой алгоритм уменьшения сложности вычис-
лений при ВК основан на использовании т . н . "частичного расстояния" 
ЧР. Этот алгоритм позволяет обойти операцию умножения, который 
обычно требует значительных временных затрат на вычисления. ЧР при 
1<к определяется на основе следующего выражения: 
i 2 
d(Xn ,Y.) = £ (X n j -Y v j ) 2 ( 1 . 6 . 4 ) 
где {Хп= [ х 4 , х 2 , . . . x k J n > 1 < п < м} есть множество исходных векто-
ров в кадре, {у = [у , у 2 , . . - у J i , 1 < i < N} - множество кодовых 
векторов . Использование этого метода позволяет уменьшить количе-
ства вычислений в среднем на 15% по сравнению с алгоритмом ПЛ. 
Другим способом уменьшения сложности вычислений может служить 
использование подходящей меры искажений (ММ). При использовании 
алгоритма ЛБГ в качестве меры, обычно используется среднеквадра-
тичная ошибка (ОКО) 
d (X,Y) = (1/k) Z (х , - у , ) 2 . ( 1 . 6 . 5 ) О К О I I V = 1 
Однако, для сокращения вычислительных затрат выгодно использовать 
среднюю абсолютно ошибку (GAO) 
к 
d C A 0 ( x , Y ) = (1/k ) Е l v y j » ( 1 . 6 . 6 ) 
i = l 
и критерий минимакса [Ж) 
- bO -
D m n r ( 1 / m ) 2 m f n d ( X n ' Y i } ' ( 1 . 6 . 7 ) 
m 
ГД6 min d ( X n , Y i ) = m i n ( ш | х У к | ) . 
Следует отметить, что при использовании ОАО не требуется про-
ведения операций умножения. Однако, как показали наши исследования 
[27,32] время обработки при этом уменьшается незначительно. При 
использовании критерия ММ число умножений снижается до нуля, а чи-
сло сложений сокращается на 50% по сравнению с методом полного 
перебора, но увеличивается число сравнений в 16 раз ( 1 . 2 . 3 ) . Ре-
зультаты моделирования показали [ 3 , 5 , 3 6 ] , что использование в ка-
честве меры исскажений ОАО и критерия ММ позволяет достигнуть оди-
накового сокращения времени вычислений, но при критерии ММ пиковое 
отношение сигнал-шум уменьшилось на 0 ,49 дб по сравнению с тем 
случаем, когда используется ОАО. Пиковое отношение сигнал-шум 
вычисляется по выражению 
ПХШ 
74= 10lg [255 / (1/nxm) £ ( x r y t ) 2 ] ( 1 . 6 . 8 ) 
i = 1 
Другой алгоритм сокращения времени вычислений основан на р а з -
делении общей кодовой книги на несколько подкниг, на основе кон-
турно-текстурной модели изображений, с помощью классификатора 
(подробно эти вопросы исследованы в главе 3 ) . Поскольку поиск ко-
дового вектора происходит внутри подкниги, а не в общей кодовой 
f книге, время обработки будет сокращаться. В наших исследованиях 
[5,27,32] использовалась классификация на 15 подкниг. Результаты 
моделирования показали, что при классифицированном ВК [32] время 
обработки значительно сокращается. 
Для повышения эффективности процесса ВК ТВ изображения нами 
был предложен эффективный метод сокращения объема вычисления, ос-
нованный;- на критерии минимума среднеквадратической ошибки [116] . 
Алгоритм заключаетя в следующем. Для каждого кодового вектора Y. 
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находим г.=У d , где 
d.= max d (X ,У. ) I . . (1 . 6 . 9 ) 
1 x E s. n ^ l = k 
n I 
S i = | Xn : d(Xn- У. ) < d(Xn-Y.) j , ДЛЯ i / j 
i , о = 1,2 . . . N 
n = 1 ,2 . . . M 
Затем, если для заданного входного вектора х , выполняется условие 
IX. - у. . I > г (1 . 6 . 1 0 ) ' j ч i 
для j£ { 1 , . . . к } , то можно быть уверенным, что у^ - не является 
[ближайшим к вектору х . Кроме того, если до проверки выше приведен-
ного условия, для у . , наименьшая ошибка, была равна d, тогда У не 
может быть "лучшим" вектором если 
|Х - y v j | > Vd~ . (1 .6 .11 ) 
Таким образом при кодировании входного вектора х мы можем отбро-
сить кодовое слово у^, если 
IX. - У. . I > г ' , (1 . 6 . 1 2 ) 1 J i J1 t 
где г ' = min ( i \ , Y d - ) . При практическом использовании этого 
алгоритма сначала определяем dt и г , используя достаточно длинную 
представительную обучающую последовательность векторов. Найденные 
значения сортируются по возрастающему порядку. Эта процедура пред-
шествует началу процесса кодирования. Для кодирования входного 
вектора х п , начинается проверка с первого кодового вектора с наи-
меньшим iv и находим кодовый вектор, удовлетворяющий условию: 
IX - У. . |< г. , J6 (1 »2 . . . k l . (1 . 6 . 13 ) 
1 n j I J 1 l " [ J 
После нахождения такого кодового вектора, начинается вычисле-
ние расстояния d(Xn,Y. ) . Если для некоторого 1<к ЧР превышает d i , 
то кодовый вектор Y\ отбрасывается как неподходящий, незавершая 
процесс вычисления расстояния. Если ЧР меньше, чем d^  для i = к, 
У^  выбирается в качестве пробного кодового вектора и продолжается 
поиск лучшего значения среди оставшихся кодовых векторов в кодо-
вой книге. Для оставшихся кодовых векторов вместо г. будем исполь-
г 
зовать Vd, где d - наименьшее расстояние на первом этапе поиска. 
Однако, может случится так, что на первом этапе не удается найти 
подходящий кодовый вектор для продолжения процесса поиска. В этом 
: случае приходится использовать метод ГШ для нахождения наилучшего 
кодового вектора. 
Результаты моделирования вышеизложенного алгоритма показали 
значительное увеличение в пиковом отношении сигнал-шум увели-
чилась на 5-6 дб) по сравнению с алгоритмом, предложенным в работе 
I [1163- В нашем случае [4] время обработки незначительно увеличи-
лось. Результаты моделирования сведены в таблицу 1 . 6 . 2 . . 
Среди методов быстрого поиска кодовой книги и ВК алгоритм 
классифицированного ВК (КВК) можно считать наилучшим с точки зре-
ния скорости, как при создании кодовой книги, так и при кодирова-
нии. КВК обеспечивает хорошее субъективное качество восстановлен-
j ных ТВ изображений [27 ,32 ,80 ] , но при этом требует наличия клас 
[ сификатора. Метод ЧР дает хорошие результаты с точки зрения, как 
; скорости, при создании кодовой книги и кодирования, так и относи-
тельной простоты его реализации. Практически этот метод не ухуд-
шает субъективного качества восстановленых ТВ изображений и однов-
ременно позволяет сократить время обработки по сравнению с ГШ. Ал-
горитмы с использованием различных критериев меры искажений прак-
тически не дают никакого выигрыша, т . к . время обработки сокра-
щается незначительно, а субъекитивное качество восстановленных ТВ 
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Таблица 1 . 6 . 2 
Наименование УСОМ Время обработ-
ки (сек) 
74(Д<3) алгоритмов 
N=1024,k=4x4 х I •<-> срав. 
[ ПП 16384 32768 1024 0 776 32.59 
[ ЧР 2394 4787 2401 0 168 32.59 
Г САО О 32768 1024 0 595 32.36 
ММ 0 16384 17408 0 602 31 .87 
I квк 697 1395 6 0 50 31 .97 
мско 
в [116] " 185 2041 2041 2 110 26.71 
модифиц. 835 4027 4027 8 210 32 .29 
изображений несколько ухудшается. Что касается объективных показа 
телей так, например, 7 , при критерии ММ и МАО снижается на 0 .7 дб 
и 0.2 дб по сравнению с ПП соответственно, а время обработки обоих 
методов сокращается в среднем на 14% по сравнению с методом полно-
го перебора. 
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Выводы к главе 1 
Глава 1 содержит результаты проведенных теоретических и эк-
спериментальных исследований уменьшения вычислительных затрат при 
создании кодовых книг векторного квантования ТВ изображений. 
Оригинальными материалами, обладающими авторским приоритетом 
в данной главе являются: 
1 .Исследование векторного квантования ТВ изображений, как ме-
тода оптимального кодирования источника и оценка эффективности ал-
горитма векторного квантования. 
2. Исследование методов выбора начальной кодовой книги и 
оценка вычислительных затрат при векторном квантовании ТВ изобра-
жений. 
3. Исследование влияния различных алгоритмов ВК на время об-
работки и качество восстановленных ТВ изображений. 
Результаты исследований,изложенные в данной главе, дали воз -
можность : 
1. Показать, что векторное квантование является методом блоч-
ного кодирования источника сигнала и при достаточно большом к, су-
ществует векторный квантователь с погрешностью равной Е^сколь 
угодно близкой к D и скоростью произвольно близкой к функции 
с к о р о с т ь - п о г р е ш н о с т ь R(D). Установить, что предложенный модифици-
рованный алгоритм создания кодовой книги, на основе уменьшения ве-
роятности появления пустых кластеров, позволяет повысить эффектив-
ность процесса создания кодовых книг. 
2. Установить,что длявыбора начальной кодовой книги целесооб-
разно использовать модифицированный метод "ближайшего соседа" , 
позволяющий сократить вычислительные затраты при создании кодовой 
книги на 40-50% по сравнению с тем случаем, когда начальная кодо-
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вая книга выбирается случайным образом. 
3. Показать, что когда число обучающих векторов, приходящих 
на один кодовый вектор больше, чем число блоков, приходящих на ко-
личество обучающих векторов, среднеквадратическая ошибка умень-
шается на 18%. 
Показать, что использование психовизуальных свойств зрения 
позволяет уменьшить вычислительные затраты, как при создании кодо-
вой книги, так и при квантовании ТВ изображения в Ю-12 раз по 
сравнению с алгоритмом полного перебора. Модифицированный метод, с 
использованием вероятностных характеристик и свойств векторного 
пространства кодовых векторов, позволяет снизить время обработки в 
5-7 раз, по сравнению с алгоритмом полного перебора и увеличить 
отношение сигнал-шум на 5 . . . 6 дБ, по сравнению с известным быстрым 
алгоритмом ВК. 
- bb -
Г Л А В А 2 
ОДНОМЕРНОЕ КВАНТОВАНИЕ ТВ ИЗОБРАЖЕНИЙ 
2.1.Задача исследования 
Оптимальное квантование сигналов изображений, с точки зрения 
уменьшения скорости передачи сигналов, может быть осуществлено, 
как на основе одномерного (скалярного) квантования, так и на осно-
ве многомерного (векторного) квантования сигналов изображений и 
посредством сочетаний этих двух способов квантований. 
Не смотря на то, что вопросы скалярного квантования исследу-
ются довольно долгое время [ 5 7 , 5 9 , 6 7 , 6 8 ] , ряд вопросов, касающихся 
совместного использования статистики квантуемых сигналов и свойст-
ва зрительного восприятия искажений квантования, а также вопросы 
совместного использования скалярного и векторного квантований для 
сигналов изображений требуеют дальнейших исследований. 
В существующих работах по кодированию изображений [45-47 ,53] , 
мало внимания уделяются исследованию вопросов робастность скаляр-
ного и векторного квантования сигналов изображений. Не достаточно 
исследованы вопросы практической целесообразности перехода от ска-
лярного квантования к векторному. При исследовании этих вопросов, 
недостаточное внимание уделяется и использованию свойств зритель-
ного восприятия при рондомизированных процедурах квантования. Не-
достаточно исследованы вопросы неравномерного квантования сигналов 
изображений с различными числовыми характеристиками (дисперсия, 
пик-фактор), при оценке выигрыша, полученного за счет перехода от 
равномерного квантования к неравномерному как при скалярном, так и 
при сочетании скалярного квантования с векторным. 
Целью настоящей главы является оценка потенциального выигрыша 
при переходе от равномерного квантования к неравномерному, для 
скалярного квантования в сочетании с векторным квантованием и 
выделение класса сигналов изображений, для которых неравномерное 
квантование наиболее эффективно; 
оценка робастности квантования сигналов изображений на основе 
различных критериев оптимальности, когда вероятностные характерис-
тики квантуемых сигналов точно не известны; 
Оценка параметров квантования сигналов изображений с учетом 
пороговых свойств зрительного восприятия специфических искажений 
квантования. 
Исследование эффективности векторного квантования в сочетании 
со скалярным квантованием сигналов изображений. 
2 . 2 . О точностных критериях при квантовании 
ТВ изображений 
В большинстве работ по квантованию изображений оценка опти-
мальности процесса квантования производится на основе критерия ми-
нимума среднеквадратичной ошибки. Вместе с тем, представляет инте-
рес введение более общего критерия оценки и построение на его ос-
нове процедуры определения оптимальтных параметров квантования. 
С этой целью к вопросу неравномерного квантовния сигналов 
можно подойти с позиции теории статистичесих решений [135] . Пред-
положим, что квантованию подвергается сигнал, представляющий собой 
стационарный случайный процесс. 
Под оптимальным квантованием на N уровней будем подразуме-
вать такое, которое будет наилучшим среди всех квантователей на N 
уровней в смысле выбранного критерия. 
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Пусть сигнал принимает значение в интервале [ - 1 , +1J и имеет 
плотность вероятностей значений W(x). Для осуществления оптималь-
ного квантования требуется разбить диапазон возможных значений 
сигнала на N уровней с помощью порогов {х к> ( к = 1 , 2 , 3 , ,N - 1) и 
уровней {ук> (к = 1 , 2 , 3 , . . . ,N) квантования, полагая при этом, что 
V -1 И ^  = +1 . 
В качестве критерия оценки оптимальности процесса квантования 
выберем функцию потерь П ( х , у ) , где х соответствует порогу, а у -
уровню квантования. 
Учитывая, что х и у являются случайными величинами, в качест-
ве функции оценки примем математиеское ожидание Щ х , у ) = R, где 
черточка сверху означает усреднение по множеству реализаций, т . е . 
1 1 
R = J d x J П(х ,у) W(x,y)dy. ( 2 . 2 . 1 ) 
- i - 1 
Наилучшим назовем квантователь, который обеспечивает минимум 
величины R. Очевидно, что это значение в общем случае будет 
зависеть от вида функций потерь П ( х , у ) , причем, как было уже 
отмечено, наиболее распространенной является квадратичная функция 
П(х,у) = (у-х) 2 ( 2 . 2 . 2 ) 
В общем случае функция П(х ,у) может иметь самый различный вид 
в зависимости от предъявленных требований к квантованию. Однако во 
всех случаях она должна характеризовать потери при замене 
значения х значением у . 
Допустим, что функция потерь П(х ,у) удовлетворяет некоторым 
общим требованиям: П(х ,у) > О; П(х ,х ) = О, т . е . потери при х=у 
равны нулю. 
Оптимизация процесса квантования подразумевает 
минимизацию выражения ( 2 . 2 . 1 ) . 
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Для нахождения оптимальных порогов и уровней квантования при 
известной одномерной плотности вероятности W(x) надо найти минимум 
выражения 
N Х k + 1 
R = £ J Д(х,у ) W(x)dx, ( 2 . 2 . 3 ) 
xk 
который достигается при выборе порогов и уровней квантования на 
основе уровнений Макса [ 65 ] : 
yk + y k - i ( 2 . 2 . 4 ) х, = к ~ 2 
хк + 1 
[ xW(x)dx 
ук = . ( 2 . 2 . 5 ) 
к +1 
J W(x)dx 
х к 
Таким образом, оптимальные уровни представляют собой условные 
математические ожидания сигнала. Выражения ( 2 . 2 . 4 ) , ( 2 . 2 . 5 ) я в л я ю т с я 
уравнениями квантования при квадратичной функции потерь [135] . 
Квадратичная функция потерь,является частным случаем степен-
ных функций потерь вида 
П(х,у) = |ук - х | у , ( 2 . 2 . 6 ) 
которая при 6 = 2 совпадает с выражением ( 2 . 2 . 2 ) 
Кроме рассмотренного случая 0 = 2, представляет интерес 
случай 9 = 1. В этом случае получаем функцию потерь, которая 
аналогична критерию минимума среднего значения модуля ошибки. 
При П(х,у к ) = |у - х | для среднего значения функции потерь 
имеем: 
- 7 0 -
l 
R = l i ( x , y k ) = J | y k - x | W ( x ) d x , 
-1 
и л и 
к = E J | y k - z | W(x)dx = 
k'-i- ~ 
для условия минимума имеем: 
(2.2.8) 
Таким образом, оптимальные уровни представляют собой условные 
медианы величины х при условии, что вероятности Ук) и 
Р ( у Л + 1 ) равны между собой, т . е . 
Следует отметить,что система уравнений ( 2 . 2 . 4 ) и ( 2 . 2 . 5 ) 
обеспечивающая выбор оптимальных порогов и уровней квантования, не 
может быть разрешена аналитически, кроме тривиальных случаев, ког-
да W(x) = const . 
В связи с этим представляет определенный интерес решение 
задачи оптимального квантования на основе нелинейного 
преобразования сигналов с последующим нахождением параметров 
квантования, приведены в [20] . 
Решение задачи оптимального квантования связано с одной важ-
ной особенностью. При нахождении минимума функций f ( x ) , последняя 
в общем случае может иметь несколько локальных минимумов, т .е .при 
решении уравнений ( 2 . 2 . 4 ) , ( 2 . 2 . 5 ) полученные результаты могут 
отличаться от глобального минимума, который может иметь функция R. 
В связи с этим возникает задача определения такого условия, при 
котором уравнение (2 .2 .3)будет иметь единственный минимум. Данная 
( 2 . 2 . 9 ) 
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задача для частного случая (при П(х,у) = (у - x j 2 ; была исследо-
вана в работе [125 J -
Показано, что когда w(x) удовлетворяет условию 
jd z InW(x) / dx2J < 0 , ( 2 . 2 . 1 0 ) 
все минимумы функции R являются глобальными. 
Доказанное условие можно распространить на функции штрафов 
Q 
более общего вида: П(х,у ) = |х - у при 0 > О [136] . 
Уравнение ( 2 . 2 . 3 ) можно использовать для нахождения у к в 
случае степенной функции потерь общего вида 
dR/ dy = / 4 0(у - х ) 6 - 1 W(x)dx, ( 2 .2 .11 ) 
откуда 
x. 
X k + 1 Й—< 
J |x - у Г W(x)dx = 0 . 
k ! - ( 2 . 2 . 1 2 ) 
x. 
Как уже отмечалось,аналитическое р е ш е н и е ( 2 . 2 . 4 ) , ( 2 . 2 . 5 ) и тем 
более (2.2.12) практически не представляется возможным. Поэтому, 
задачу оптимального квантования выгодно решать методами, которые 
щают эту процедуру. В частности, при нахождении оптимальных 
{у^ } и (х к ) можно воспользоваться функциями оптимальных преобра-
зований для нахождения оптимальных порогов квантования, а затем на 
основе (2 .2 .5 ) найти уровни {у k } [19] . 
Будем искать нелинейное безинерционное преобразование, кото-
рое определяется с помощью функциональной связи: 
у = f ( х ) . ( 2 . 2 . 1 3 ) 
Отсутствие нелинейных искажений сигалов требует осуществления 
обратной функциональной связи на приемной стороне, т . е . должно вы-
полняться условие 
ф(у) = Ф [ f ( x ) ] = Кх, ( 2 . 2 . 1 4 ) 
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где К = const. Для простоты оудем полагать, что к = 1. 
Предположим, что сигнал подвергнут функциональному преобразо-
ванию (2.2.13)на ..передающей стороне.После квантования преобразо-
ванного сигнала появляется погрешность Ах. На приемную сторону 
поступает сигнал z = у + Ах (полагаем, что шумы в канале отсут-
ствуют). Последующее нелинейное преобразование ( 2 . 2 . 1 4 ) дает 
х*= (p(z) = (р(у + Ах). ( 2 . 2 . 1 5 ) 
Разность 
х * - х = е ( 2 . 2 . 1 6 ) 
определяет ошибку между исходным и восстановленным сигналами. 
Для нахождения оптимального закона преобразования разложим 
х*= ф(у + Дх) в ряд Тейлора: 
х*= ф(у + Ах) = ф(у)+ Ахф'(У) + ( (Ах) 2 / 2) ф " ( у ) + . . . 
. . . + ((Ах)п / п ! ) фп(у) ( 2 . 2 . 1 7 ) 
При достаточно большом п, когда (Ах)2 мала, согласно [137] , 
V (Ах)2 « [ ( 2 d p ( y ) / d y ) / (б.2ф(у)/dy2)j , 
и можно ограничиться линейной частью ряда (2 .2 .17 ) .Тогда для х* 
получим: 
х*— ф(у) + Ахф'(у) . ( 2 . 2 . 1 8 ) 
Учитывая ( 2 . 2 . 1 4 ) , после дифференциирования будем иметь 
ф' (у) = dx/dy. ( 2 . 2 . 1 9 ) 
Подставляя ( 2 . 2 . 1 9 ) и ( 2 . 2 . 1 8 ) в ( 2 . 2 . 1 6 ) , имеем: 
е = х*- х = ф(у) + Ах (dx/dy) - ф(у) = Ах (dx/dy) ; ( 2 . 2 . 2 0 ) 
здесь dx/dy производная обратной функции компрессии. 
Как видно из ( 2 . 2 . 2 0 ) при отсутствии нелинейного преобразова-
ния, когда dx/dy = 1, s = Ах и погрешность определяется шумом 
квантования. При надлежащем выборе у = f ( x ) можно уменьшить пог-
решность восстановления е . 
Для 6-й степени модуля ошибки можно записать: 
M [ | £ | е ] = м [j Дх | е ] ( d x / d y ) ° ; ( 2 . 2 . 2 1 ) 
здесь м - знак математического ожидания. 
После усреднения по закону распределения получим: 
+ i 
М [ | ё | е ] = М [ | А х | е ] J (W(x)/ ( d y / d x ) y ) d x , ( 2 . 2 . 2 2 ) 
где dy/dx - произодная закона компрессии. 
Для оптимальной у = f ( x ) , обеспечивающей минимум выражений 
(2.2.11),воспользуемся методами вариационного исчисления [ 438 ] . 
после решения уравнения Эйлера для оптимальной амплитудной 
характеристики получим: 
х 1/(9+1 ) / 1 1/(0+1 ) , Р О 
у = f(x) = J [ W(z)] dz / J [W(z)] dz Kd . a .d J ) 
О / о ц 
При отсутствии нелинейного преобразования для м [ | е | ] из 
(2.2.21) имеем: 
М[ | 8 | е ] = м[ |Ах | 9 ] . ( 2 . 2 . 2 4 
Для выигрыша за счет введения нелинейного преобразования на 
основе ( 2 . 2 . 2 1 ) и ( 2 . 2 . 2 4 ) получим: 
i 
Ф е = 1 / J (W(x)/ ( d y / d x ) 6 ) dx ( 2 . 2 . 2 5 ) 
С учетом ( 2 . 2 . 2 3 ) 
1 1 / (0+1) 0+1 
Фб = 1 / [ J [W(x)] dx] ( 2 . 2 . 2 6 ) 
-i 
При 0 = 2 уравнения ( 2 . 2 . 2 2 ) и ( 2 . 2 . 2 3 ) переходят в хорошо 
известные выражения для мощности шума квантования и закона 
: компрессии [68] . 
Выражение ( 2 . 2 . 2 3 ) для 0 = 2 дает 
X 1 
у " J" y 'w(z ) dz / -Г v 'w(z ) dz ( 2 . 2 . 2 7 ) 
о о 
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В случае 6 = 1 
X 1 
у = -Г / W(z) da / I / w ( z ) dz ( 2 . 2 . 2 8 
о о 
Выражение ( 2 . 2 . 2 8 ) представляет собой закон нелинейного 
преобразования сигналов, обеспечивающий минимум среднего модуля 
ошибки [139], т . е . П(х ,х * ) = |х*- х| . 
Когда 9 => О, то cpg в ( 2 . 2 . 2 5 ) стремится к 1, а для нелинейного 
преобразования 
X 1 
у = J W(z) d z / J w ( 2 ) dz ( 2 . 2 . 2 9 ) 
о о 
Такое преобразование обеспечивает одинаковую вероятность 
попадания значений сигнала в любой шаг квантования и поэтому дает 
максимум энтропии в квантованном сигнале. 
Как уже отмечалось выше, процесс неравномерного квантования 
выгодно применять с точки зрения уменьшения числа уровней 
квантования, что, в свою очередь, дает возможность уменьшения 
количества кодовых импульсов в системах цифровой передачи, 
обработки или хранения ТВ информации. 
Из результатов Шеннона [97] известно, что предельные возмож-
ности методов экономного представления кодированных сигналов опре-
деляются энтропией на выходе квантователя. 
Среднее число двоичных единиц, требуемых для передачи одного 
отсчета, в идеальном случае может приблизиться к энтропии сигнала 
сколь угодно близко. С этой целью представляет интерес определение 
параметров скалярного квантователя, который, обеспечивая минималь-
ную погрешность представления по заданному критерию восстановле-
ния, был бы оптимальным в смысле экономного представления переда-
ваемого сигнала. Очевидно, что такая задача сводится к минимизации 
энтропии сигнала. 
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Таким образом, в смысле экономного представления сигналов, 
наилучшим является квантователь, обеспечивающий наименьшую энтро-
пию. Для энтропии квантованного сигнала имеем: 
N 
Н = - £ Pk i s Рк , ( 2 . 2 . 3 0 ) 
к - 1 
Хк+1 
где Рк = J W(x) dx - вероятность попадания значений сигнала в 
• 
к-й квант. 
Рассмотрим функцию потерь общего вида 
N x k + l н 
R e = E f | y k - х | - W(x) d x . ( 2 . 2 . 3 1 ) 
Требуется найти такой квантователь, для которого при r q < е (е 
-малое положительное число) выражение ( 2 . 2 . 3 0 ) было бы минималь-
ным. Так как аналитическое решение ( 2 . 2 . 3 1 ) не представляется в о з -
можным для произвольного W(x), в некоторых случаях удается полу-
чить асимптотическое решение при е ^ о . Как показано в [140] , 
асимптотически оптимальным при е => 0 в смысле минимума энтропии 
является квантование, близкое к равномерному; при этом рассматри-
ваются квантователи, у которых наибольший и наименьший шаг - бес-
конечно малые одного порядка. В работе [136] показано, что для эн-
тропии любого квантователя, обеспечивающего точность е , имеет мес-
то неравенство 
Н > (1/0) In (1/ [ 2 е ( 6 + 1 ) 8 ] ) + h(x) ^ Н р а в , ( 2 . 2 . 3 2 ) 
где h(x) - дифференциальная энтропия квантуемого сигнала; Н 
pSi В 
- энтропия при равномерном квантовании. 
Выражение ( 2 . 2 . 3 2 ) дает право утверждать, что для осуществле-
ния экономного представления сигналов нужно применять равномерное 
квантование с последующим статистическим кодированием или же 
осуществлять нелинейное квантование с последующим равномерным 
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кодированием. 
Как с теоретической, так и с практической точки зрения, важно 
провести сравнительный анализ скалярного и векторного квантовате-
лей и оценить выигрыш, при переходе от скалярного квантования к 
векторному. 
Как было уже отмечено, основные рабочие характеристики ВК 
полностью определяются средним искажением 
D = (1/ k)M (d(X - Y)} = (1 / к) МУХ - Q(X)|| = 
N 
= (1/ к) Е J ||Х - Y г Р(Х) dX (2 .2 .33 ) 
И скоростью R 
(1/Ю Н(Y) < R < (1 /к ) log zN. (2 .2 .34 ) 
Построение ВК при заданной мере искажений и плотности веро-
ятностей Р(X), требует выбора разделения s . и выходных векторов 
Y., i = l , 2 . . . N . В скалярном случае (к=1), проблема более легкая, 
поскольку требуется разделение одномерного "пространства" т . е . ли-
нии на неперекрывающиеся интервалы. Для к > 1, ячейка s может 
иметь любую форму и существует бесконечное число возможностей для 
множества разделений. Даже, когда k-мерное ВК является равномер-
ной, т.е. когда все s^ имеют одинаковые формы, имеется множество 
вариантов заполнения пространства Rk [120]. Возможность разделения 
пространства Rk ячейками различной формы, значительно усложняет 
задачу оптимального ВК, но с другой стороны, дает возможность уве-
личить выигрыш за счет перехода от скалярного квантования к векто-
рному. Для получения оптимальных рабочих характеристик к-мерного 
ВК можно выбрать один из двух подходов. Задать допустимое искаже-
ние D и найти ВК с минимальной скоростью R, или, зафиксировать 
максимальную скорость R и найти ВК с минимальным искажением в . 
ций скорость-погрешность R(D) и погрешность-скорость D(R) по-
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называют, что когда длина блока, вектора х , увеличивается тогда 
характеристики ВК приближаются к оптимально возможным характерис-
тикам. 
Рассмотрим k-мерный ВК с выходной скоростью 
N 
(1/k)H(Y)=(-1/k) Е P(Y=Y.) log Р(Y=Y.) ( 2 . 2 . 3 5 ) 
1 = 1 1 z 1 ' 
поскольку Р (Y=Y ) = Г 1 (X)dX, i J 
s 
N 
(1/k)H(Y) = - ( 1 / k ) Z J f ( x ) logP(Y=Y |dY , ( 2 . 2 . 3 6 ) 
для малых искажений и достаточно гладкой функции плотности вероят-
ности f(X), можно записать, что 
Н Г P(Y=Y ) = [ f (X) dX % V. f (X) , ( 2 . 2 . 3 7 ) 
i j t. 
s 
где V. - объем i - г о разделения.С учетом ( 2 . 2 . 3 7 ) ( 2 . 2 . 3 6 ) примет вид 
N 
(1/k)H(Y) % - ( 1 / k ) Z [ f (X) log [Y f ( X ) ] dX = 
1 = 1 s 
i 
N 
= (1/k) H(X) - ( 1 / k ) Z J f W log = 
N 
= (1/k) H(X) - ( 1 / k ) £P(Y=Yi) logVi . ( 2 . 2 . 3 8 ) 
u i 
Если все ячейки разделения имеют одинаковую форму и объем и, 
кроме этого, каждое разделение вводит одинаковую погрешность D, 
тогда для V4=V 
(1/k) H(Y) % (1/k) H(X) - ( 1 / k ) log V ( 2 . 2 . 3 9 ) 
представляет собой скорость бит на отсчет, которая требуется для 
ВК со средней погрешностью равной D или меньше чем D. 
Для функции скорость-погрешность имеем 
r 
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R(D) = inf I (X;Y) ( 2 . 2 . 4 0 ) 
f ( у I X ) 
где нижняя грань ищется для всех возможных плотностей вероятностей 
перехода f ( y | x ) , которые обеспечивают среднюю погрешность D. 
Используя свойства взаимного количества информации можно 
записать, что 
1 ( х , у ) = Н(х) - Н ( х | у ) , 
Н(х-у|у) = Н(х |у) И Н(х-у )> Н ( х - у | у ) , 
тогда для ( 2 . 2 . 4 0 ) получим следующее 
R(D) = inf [Н(х) - Н(х jу) ] = Н(х) - вир Н(х-у |у)> 
f ( у j X ) f ( у j X ) 
^ В > Н(Х) - sup H(X-Y) = R (D) ( 2 . 2 . 4 1 ) 
f ( у | x ) Ш 
здесь учитывается, что Н(х) не зависит от f ( y | x ) , R ^ D ) представ-
ляет собой нижнюю границу Шеннона функции скорость-погрешность 
[119J. Нижняя граница Шеннона RU](D) позволяет обойти трудности вы-
численимя R(D) для общего случая, тогда как вычисление R ^ D ) осу-
ществляется проще. 
Для оценки близости равномерного ВК к R(D) сравним ( 2 . 2 . 3 9 ) и 
(2.2.41). Заметим, что если отсчеты выхода источника независимы и 
одинаково распределены, тогда Н(х) = к н ( х ) , и первые члены в 
[(2.2.39) и ( 2 . 2 . 4 1 ) будут идентичны. Можно показать ,что для 
(большого значений к H(X-Y) = logV с большой вероятностью [141] и 
поскольку н(х-у) = (1/N) H(x-Y), то последние члены в ( 2 . 2 . 3 9 ) и 
| (2.2.41) также равны для больших размерностей К. 
Таким образом, можно заключить, что рабочие характеристики 
равномерного ВК достигают нижней границы Шеннона когда размерность 
асимптотически увеличивается. Такой результат поощряется, посколь-
ку устанавливает, что равномерное ВК является асимптотически опти-
мальным. Для сравнения рабочих характеристик при небольших размер-
ностях К, следует сравнить между собой sup н(х-у) и (l/ 'K)logV, 
f ( у | X > 
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B e V -к-мерный объем ячейки разделения s ^ . до вычисления v задаем 
такую ячейку S , которая обеспечивает допустимую среднюю погреш-
ность Бд. Ифыражения(2.2.37) следует, что вероятность любого к-го 
вектора х постоянна на область S , и если выходной вектор ВК пред-
ставляет центроиду s , тогда ошибка квантования, распределена также 
неравномерно на S . С учетом этого, можно показать, что для допус-
: тимой средней погрешности равномерная область квантования s , в 
! одномерном случае (скалярное квантование), представляет собой зам-
кнутый интервал [-У 3Dn, у ' ЗЮд J , и следовательно [141] . 
I (1/k) logV = (1 /2 ) log 12 Бд= 1,792 + (1 /2 ) logDд бит/отсчет 
( 2 . 2 . 4 2 ) 
Аналогично, для двумерного случая, в качестве s выберем шес-
ольник, тогда для средней погрешности в д , при шестиугольнике 
/ • 
с радиусом равным У 24БД/ 5 [141], имеем 
(1/k) logv = (1 /2 ) log [72 У з п д / 10 ] = 
= 1,82 + (1 /2 ) log^D бит/отсчет ( 2 . 2 . 4 3 ) 
Значения (2.2.42 )и( 2 . 2 . 4 3 ) еле дует сравнить с верхней гранью энтро-
пии разности, вир н ( х - у ) , для среднеквадратической меры погреш-
f ( у | X > 
ности [119]. 
sup Н(х-у) = ( 1 / 2 ) log2 7U е D = 
f < у I х > Д 
= 2,047 + ( 1 / 2 ) log Бд бит/отсчет ( 2 . 2 . 4 4 ) 
Если вычесть(2.2 .42) из ( 2 . 2 . 4 4 ) получим, что переход равно-
мерного скалярного квантования к векторному обеспечивает выигрыш 
0,255 бит/отсчет.Сравнение ( 2 . 2 . 4 3 ) и ( 2 . 2 . 4 4 ) показывает, что 
двумерное ВК с шестиугольными ячейками обеспечивает выигрыш 
0 , 0 2 8 бит/ отсчет, по сравнению с одномерным (скалярным; квантова-
нием. 
Полученный теоретический результат не отражает тот выигрыш, 
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который получаем практически при переходе от скалярного квантова-
ния к векторному. Этот факт можно объяснить тем, что при расчетах 
не учитываются факторы субъективного улучшения качества квантован-
ных изображений и корреляция исходных ТВ изображений.Эти факторы в 
большинстве случаев насколько значительны, что выйгрыш во многом 
превосходит то значение которое получается при теоретических оцен-
ках. Эти утверждения будут даказаны в дальнейших результатах, по-
лученных в диссертационной работе. 
2 . 3 . Оценка выигрышей в отношении сигнал-шум 
квантования при неравномерном квантовании 
Как следует из предыдущего параграфа, для расчета нелинейных 
характеристик преобразования сигналов требуется знание одномерной 
плотности вероятности последних. С целью сравнения результатов 
нелинейного преобразования для различных законов распределения 
вероятностей исходных сигналов выберем нормальное распределение и 
распределение Лапласа поскольку этими распределениями чаще всего 
аппроксимируются сигналы изображения [40] . 
Учитывая широкое распространение среднеквадратической меры 
ошибок квантования и то, что при цифровом кодировании ТВ сигналов 
одним из важных параметров является мощность шумов квантования и 
отношение сигнал-шум квантования, расчет характеристик нелинейных 
преобразователей начнем со случая, когда результат преобразования 
оценивается на основе квадратичной функции потерь. 
Мощность шума равномерного квантования, как известно [65] , 
можно представить следующим образом: 
s 2 = А х 2 / 1 2 . р 
Если возможные значения сигнала находятся в интервале 
Кю- 'smax ^ ' n o c j i e ^ H e e выражение можно преооразовать к виду 
S2 = Дх2/ 12 =(1/ 12) (2х / N)2= х 2 / 3NZ, (2 .3 .1 ) 
р max max 
здесь N - число уровней квантования. 
После подстановки ( 2 . 3 . 1 ) и ( 2 . 2 . 2 2 ) при 6 = 2 для мощности 
аушеравномерного квантования получим: 
х 
£2 =(2х 2 / 3N2) Г (W(x) / (dy/dx) 2 ) dx ( 2 . 3 . 2 ) 
н е р max ' J N ' ' ' 
о 
На основе выражения ( 2 . 3 . 2 ) можно оценить шумы неравномерного 
квантования для заданного W(x) и dy/dx - производной закона 
нелинейного преобразования. 
Оптимальный закон нелинейного преооразования при ь = 2 в 
•нражении (2.2 .23) для сигнала с нормальной функцией распределения 
вероятностей, 
Щ W ( x ) = е -х 2 /20 2 ( 2 . 3 . 3 ) 
У 27Ю 
будем иметь вид [ 6 ] : 
X X 
у = х Г ( e - z 2 / 2 ° 2 ) 1 / 3 d z / 'Г" ( e " s 2 / 2 ° 2 ) 1 / 3 dz = 
max J J 
О о 
- (х Ф (х/ У з о ) ) / Ф(х / У зо) , ( 2 . 3 . 4 ) 
max max 
z 
/—' г 2 
где Ф(г) = 1/ У2ти J e ~ l / 2 dt - интеграл вероятности. 
о 
Выражение ( 2 . 3 . 4 ) описывает оптимальное нелинейное преобразо-
вание для ( 2 . 3 . 3 ) по критерию минимумфредней мощности шума кван-
тования. 
Минимальная мощность шума квантования с учетом ( 2 . 3 . 4 ) и 
(3.2) запишется следующим образом: 
ен ) 3 о 2 тс / 6N2] / (Ф3( Н / у ' з )] , ( 2 . 3 . 5 ) 
здесь Н = х т ц х / о - пик-фактор сигнала. 
. Выражение (2 .3 -5 ) позволяет вычислить отношение сигнал-шум 
квантования в зависимости от пик-фактора сигнала. 
Для отношения средней мощности сигнала к мощности шума 
квантования будем иметь: 
С / 1 у—* 
7 = о 2 е 2 = 6N2/[(V З) 3 %Ф (Н/ У З )j . ( 2 . 3 . 6 ) 
Для k-го шага квантования, согласно [8у] , имеем общее выраже-
ние: 
Щ \ * <2 Х .ах / N> « ^ W 
к 
С учетом (2 .3 -4 ) и (2 .3 -7 ) для шага неравномерного квантования 
получим: 
дк * (2Ф (Н/ У З ) ) / (N ехр ( -х 2 / о 2 ) ) . ( 2 . 3 . 8 ) 
На рис.2.3.1а показана зависимость 7 = f (H) , рассчитанная по 
выражению (2 .3 .6 ) для числа уровней квантования N = 8 , 16, 32. Там 
же показаны зависимости 7р= f(H) в отсутствие нелинейного 
преобразования, построенные на основе вражения 
7 = 3N2/ Н2. ( 2 . 3 . 9 ) р 
. Анализ приведенных кривых показывает, что выигрыш в отношении 
сигнал-шум квантования по сравнению с равномерным квантованием з а -
висит от пик-фактора. В случае известного пик-фактора кривые поз-
воляют оценить эффективность нелинейного преобразования для сигна-
лов с нормальным распределением. Например, в соответствии с [142] , 
пик-фактор ТВ сигнала меняется в пределах 4 . . . 6 . Для отмеченных 
величин пик-факторов выигрыш в отношении сигнал-шум квантования по 
сравнению с равномерным квантованием составляет 2 , 6 6 дб. 
В связи с тем, что автокорреляционная функция телевизионного 
сигнала имеет экспоненциальный вид [51 ,52 ] , весьма эффективными в 
системах цифрового кодирования сигналов являются различные методы 
линейного предсказания. В частности, широкое распространение полу-
чила дифференциальная импульсно-кодовая модуляция. Поэтому, пред-
ставляет существенный интерес оценка величины выигрыша в отношении 
сигнал-шум квантования, полученного при нелинейных преобразованиях 
разностного сигнала. 
Примем, что разностный сигнал, в соответствии с [45 ,46 ] , под-
чиняется распределению Лапласа: 
1 _уо I х ! 
w(x) = ' е о ( 2 . 3 . Ю ) 
У 2 О 
Тогда на основе ( 2 . 2 . 2 7 ) и (2 .3 .2 )для закона нелинейного пре-
образования, мощности шума квантования и отношения сигнал-шум 
квантования получим следующие выражения: 
^ Н ^ х 1 ~ е х Р ( 2 . 3 . 1 1 ) 
""max 1 -ехр ( — н ) 
£2 = 9 о ! 0 _ е - ^ Н-)3 ? ( 2 . 3 . 1 2 ) 
л 2N2 ' 
7 = . ( 2 . 3 . 1 3 ) 
У 2 
9 (1-е з н ) 3 
Шаг квантования при этом равен 
6о [ 1 -ехр ( - ^ н)] 
лк * у—яг • ( 2 . 3 . 1 4 ) 
У 2 N ехр С- х к ) 
На рис.2.3 .16 представлена зависимость 7 = f ( H ) , построенная 
в соответствии с ( 2 . 3 . 1 3 ) . Выигрыш по сравнению с равномерным 
• квантованием и в этом случае зависит от пик-фактора. Для 
| пик-фактора н = 4 . . . 6 выигрыш составляет 3 , 2 . . . 5 , 2 дб. Однако 
значения пик-фактора 4 6 характерны для обычного ТВ сигнала, 
I тогда как пик-фактор разностного сигнала может отличаться от пик-
К -фактора исходного видеосигнала. 
Для нахождения пик-фактора разностного сигнала воспользуемся 
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икением для энергетического спектра ТВ сигнала. 
В соответствии с [58] это выражение имеет вид 
со2 
^ = .2 С„2 ' Д Л Я - V ш 5 ш0 ; 1 
WC + W [ ( 2 .3 .15 ) 
G(10) = О, ДЛЯ других СО , ^ 
где а:о - верхняя граничная частота в спектре видеосигнала. 
По данным [58] значение со / 2таос меняется в пределах 1 0 . . . 3 0 
в зависимости от характера изображения. 
С помощью преобразования Винера-Хинчина ( 2 . 3 . 1 5 ) находим кор-
реляционную функцию сигнала: 
СО —со j т | 
К(т) = - 4 - е с . ( 2 .3 .16 ) 
Энергетический спектр разностного сигнала находим в 
соответствии с [143] . После преобразования будем иметь: 
В <VW> = 4 s i n Z " Н Т ^ ( J2 ' ( 2 . 3 . 1 7 ) 
с 
где т - время задержки. 
Для дисперсии исходного сигнала из ( 2 . 3 . 1 6 ) получаем 
Щ oz = к (о) = — ( 2 - 3 - 1 8 ) 
Для дисперсии разностного сигнала имеем: 
со -со j т j 
°1 = - § - С1 - е ) . ( 2 . 3 . 1 9 ) 
Отношение дисперсии исходного сигнала к разностному дает 
значение относительного уменьшения дисперсии сигнала, т . е . 
= = ю , 2 для — ^ = Ю . 
о 2 1 2 , 2 6 2ТО0 
1 с 
Отношение эффективных значений о и о 
о / о 1 = 3 ,19 . 
В случае со / 2таос= 20 для отношения эффективных значений 
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оудем иметь о/ о = 4 , 5 3 . 
Для пик-фактора разностного сигнала можно записать: 
H i = Н ' ( 2 . 3 . 2 0 ) 
где н - пик-фактор исходного сигнала. 
Если учесть, что пик-фактор для ТВ сигнала меняется в преде-
лах 4. . .6 Н=5 и со / 2ш = 10, получим: Н =5-3,19 = 15,92 или 
О с 1 
(в децибелах) Н=24 дБ, тогда как для исходного сигнала н=13,98 дБ; 
при отношении ш /2Пш =20 пик-фактор предсказанного сигнала 
Hj= 21,1 ДБ. 
Таким образом, величина пик-фактора предсказанного сигнала 
возрастает по сравнению с исходной, что, как видно из рис .2 .3 .1 б, 
повышает выигрыш в отношении сигнал-шум квантования. 
• Представляет интерес и критерий, который обеспечивает 
получение максимума энтропии в квантованном сигнале. Последнее 
требует выравнивания вероятностей появления значений сигнала в 
любом шаге квантования. Такое нелинейное преобразование можно 
[получить из уравнения ( 2 . 2 . 2 3 ) при в =*0. В этом случае для 
нелинейного преобразования имеем: 
X X max 
у = х Г W(z) dz / Г W(z) dz. ( 2 . 3 . 2 1 ) 
max J ' J 
О о 
С учетом ( 2 . 3 . 3 ) выражение нелинейного преобразования для 
нормального закона распределения примет вид 
у = 2х Ф ( х / о ) ; ( 2 . 3 . 2 2 ) 
max 
здесь Ф(г) - интеграл вероятностей. 
Для мощности шума квантования на основе ( 2 . 3 . 2 ) получим: 
х 
л max . 
s 2 = -1— Г — . ( 2 . 3 . 2 3 ) 
6N2 Q W(x) 
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Для вычисления мощности шума квантования сигнала с нормальным 
распределением вероятностей имеем: 
г - нхУг 
Ц { e ^ d t . ( 2 . 3 . 2 4 ) 
Отношение сигнал-шум квантования вычисляется следующим обра-
зом: 
НХ/2 
2 / У ^ Х * l 2 d t . ( 2 . 3 . 2 5 ) 7 = ЗГГ / У % J е dt 
о 
Шаг квантования с учетом ( 2 . 3 . 7 ) запишется в виде 
Щ / — л 
I У ^ о ехр t- ^ ) ( 2 . 3 . 2 6 ) 
k NW(xfc) N 
Расчеты на ЭВМ показали, что в этом случае выигрыш в 
отношении сигнал-шум квантования отсутствует по сравнению с 
равномерным квантованием. 
Как уже отмечалось, большой интерес представляет оценка выиг-
рыша, полученного при переходе от равномерного квантования к не-
равномерному, для предсказанного сигнала в системе ДМКМ. В этом 
случае для закона нелинейного преобразования, мощности шума кван-
тования и отношения сигнал-шум квантования будем иметь следующие 
выражения: 
| • У = Хтах [ 1 - е Х Р С" У У ' ) ] J ( 2 . 3 . 2 7 ) 
s 2 = -ZL- (е У 2 Н - 1 ) ; ( 2 . 3 . 2 8 ) 
л 6Ш2 
Щ 7 = 6N2 / (е Н - 1 ) . 12 .3 .29) 
В соответствии с ( 2 . 3 . 2 9 ) были построены зависимости 7=f(H) 
для различного числа уровней квантования N [ 8 , 1 7 ] . Анализы расче-
тов показали [ 8 ] , что, как и в предыдущем случае, преобразование 
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(2.3.27) не является эффективным всмысле улучшения отношения сиг-
нал-шум квантования. 
Рассмотрим нелинейное преобразование на основе ( 2 . 2 . 2 3 ) при 
6 = 2 и 9 =ф О для равномерного закона распределения вероятностей. 
Предположим, что сигнал имеет распределение 
1 
2х 
W(x) 
- х < х < х ; 
d X max m a x m a x ( 2 . 3 . 3 0 ) 
0 x < - x , x > x 
max max 
Выражение ( 2 . 2 . 2 3 с учетом ( 2 . 3 . 3 0 ) дает 
1 1 / 3 
» f ( 4 т — ) m a x 2х j dx 
о у = — = х ( 2 . 3 . 3 1 ) 
' m a x л 1 / 3 а 
J' ^х > dx 
m a x О 
что соответствует отсутствию нелиейного преобразования. 
В случае 6 = 0 из ( 2 . 2 . 2 3 ) получаем: 
х Г ——-— dx 
" m a x J 2х 
m a x 
у = ^ = х ( 2 . 3 . 3 2 ) х 
m a x 
I 
О m a x 
dx 
Таким образом, нелинейное преобразование по критерию минимума 
средней мощности шума квантования и по информационному критерию 
совпадает только в том случае, когда исходное распределение сигна-
ла является равномерным. Во всех остальных случаях они дают р а з -
личные законы нелинейного преобразования, которые, в свою очередь, 
определяют отношение сигонал-шум квантования. Нетрудно убедиться, 
что все сказанное будет справедливым для любого значения В в 
выражении ( 2 . 2 . 2 3 ) . 
Приведенные выше рассуждения показывают, что оптимальным 
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квантованием при любом В для равномерного закона является 
равномерное квантование ( т . е . отсутствие нелинейного 
преобразования). 
Таким образом, закон нелинейного преобразования ( 2 . 3 . 1 ) при В 
=2 обеспечивает минимальную среднюю мощность шума квантования, а 
при 6 = 0 максимальную информативность в квантованном сигнале. С 
теоретической точки зрения представляет интерес нахождение нели-
нейного преобразования, которое обладало бы достоинствами обоих 
преобразований. Очевидно, что такой закон нелинейного преобразова-
ния должен находиться между законами В = О и В = 2 для ( 2 . 2 . 2 3 ) , 
т.е. при 0 = 1. Для закона нелинейного преобразования в этом слу-
чае получим: 
х 
max I / W(z) dz 
у = - — - — ^ . ( 2 . з . з з ) 
m a x 
X / W(Z ) dz 
о 
Преобразование ( 2 . 3 . 3 3 ) , в соответствии с [139] , обеспечивает 
минимум среднего значения модуля ошибки и выигрыш в информационном 
содержании. 
Оценим для закона нелинейного преобразования ( 2 . 3 . 3 3 ) выигрыш 
в отношении сигнал-шум квантования. Как и прежде, расчеты будем 
проводить для сигналов с различными распределениями вероятностей 
их значений. 
Нелинейное преобразование для нормального распределения на 
основе (2.3.33) имеет вид 
у = Гх Ф (х / У~20 Л / Ф (Н / V~2) . (2 .3-34) 
v max J 
Для мощности шума квантования и отношения сигнал-шум 
квантования соответственно будем иметь: 
90 
£2 = (У 2%0 / 3N2) Ф2 (H / У 2 ) ( 2 . 3 . 3 5 ) 
7 = 3N
2O 
(2 .3 .3b ) 
У 2% Ф2 (Н / У 2 ) 
Анализ расчетов [19 ,23 ,29 ,30 ] показывает, что выигрыш в от-
ношении сигнал-шум квантования меняется в зависимости от пик-
фактора. При характерных для ТВ сигналапик-факторах ( Н==4 . . .6 ) 
выигрыш составляет 3 . . . 4 дб при переходе от равномерного квантова-
ния к неравномерному. 
Когда распределение значений сигнала подчиняется распределе-
нию Лапласа, получаем следующие соотношения: 
У = 
ш х 1 ехр ( ^Z о J 
1 - ехр ( - н 
У2 о] 
12.3 .37) 
8 2 = ( 1 
N з г 
е - Н/У2 } 2 . ( 2 . 3 . 3 8 ) 
7 = 3 N / У8 ( 1 - е Н / У 2 ) 2 . ( 2 . 3 . 3 9 ) 
Как известно [65 ,60 ] , аналитические решения уравнений кван-
тования (2 .2 .4 ) и ( 2 . 2 . 5 ) невозможно, кроме тривиальных случаев 
(когда плотность вероятности W(x) = c o n s t ) . Однако численные рас-
четы показали [18] , что итеративный процесс нахождения порогов и 
уровней квантования (на основании ( 2 . 2 . 4 ) и ( 2 . 2 . 5 ) ) на сходится, 
если первое приближение у^ к истинному значению уровня у1 выбрано 
неправильно. 
Автором предложена [19 J методика расчета шкал квантования с 
использованием функции компрессии ( 2 . 2 . 1 3 ) . 
При квантовании сигналов на достаточно большое число уровней 
(обычно при N > 8) расчет производится с одновременным 
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использованием уравнений ( 2 . 2 . 4 ) , ( 2 . 2 . 5 ) и ( 2 . 2 . 1 3 ) . 
Предложенная методика расчета заключается в следующем. Мз 
уравнения компрессии у = f ( x ) (для заданного W(x)) находим обрат-
ную функцию экспандера х = f _ 1 ( y ) и для равномерно расположенных 
уровней ук(при заданном числе уровней квантования N) находим не-
равномерно расположенные пороги х , . Затем с помощью хк из уравне-
ния (2.2.5) находятся неравномерные уровни у к ; эти значения под-
ставляются в ( 2 . 2 . 4 ) и находятся новые х . В последующем, исполь-
зуя (2.2.4) и ( 2 . 2 . 5 ) , процесс продолжается до тех пор, пока най-
денные на п -й итерации значения хк и ук не будут отличаться от 
хк и ук, найденных на п - 1-м этапе итерации на малую, наперед 
заданную величину. Как показали расчеты [19 ,22 ,29] при такой мето-
дике итеративный процесс быстро сходится и время вычислении Ю-15 
- раз меньше, чем при случайном выборе начальных значений хк и у к . 
При квантовании сигналов, кроме шумов квантования, возникают 
так называемые шумы перегрузки, что особенно характерно для систем 
кодирования на основе ДМКМ. Значение этих шумов возрастает с 
уменьшением пик-фактора, и максимальное значение шумов перегрузки 
имеет место при Н = 1. 
Оценим, при каких значениях Н можно пренебречь шумами 
перегрузки по сравнению с шумами квантования. Для мощности шума 
перегрузки в соответствии с [89] 
00 
А2 = 2 Г ( х - х ) W(x) dx. ( 2 . 3 . 4 0 ) 
п J max 
х 
max 
В случае нормального распределения, после решения ( 2 . 3 . 4 0 ) , 
получим: 
А* = О2 | (1 - Н2) [1 - Ф (Н / У2 )] -(2Н / V2% е~н / 2 ) | . (2 .3 .41 ) 
Для отношения мощности сигнала к мощности шума перегрузки 
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будем иметь: 
7n=(o*/A* )= . ( 2 . 3 . 4 2 ) 
В | (1 + Н 2 ) [1 - Ф (Н / У2 )] -(2Н / УШ е~ н / 2 ) | 
Выражение ( 2 . 3 . 4 2 ) позволяет найти отношение сигнал-шум при 
данном пик-факторе. 
Как уже отмечалось, пик-фактор видеосигнала меняется в преде-
лах 4...6. Например, для Н = 5 из ( 2 . 3 . 4 2 ) находим: 7 п = 46 дБ. 
В случае закона Лапласа для мощности шума перегрузки имеем: 
00 
i* =(2 / ( V Z О ) ) f ( х - Х т а х ) е х р ( - У 2 |х-| / О ) d x = о 2 е ' У 2 Н . 
Х т а х ( 2 . 3 . 4 3 ) 
Тогда для отношения сигнал-шум перегрузки получим: 
• К 7 = о 2 / А2 = е У 2 Н 12 .3 .44) 
1 п п 
При Н = 5 7 п = 30 ,4 дб. 
Таким образом, шумы перегрузки для закона Лапласа оказались 
I большими, чем в случае нормального распределения. Несмотря на это , 
при квантовании на малое число уровней (N = 8 , 1 6 ) шумами перегруз-
ки можно пренебречь по сравнению с шумами квантования. 
В раз .2 .2 было отмечено, что функция потерь П(х ,у ) вобщем 
случав может иметь несколько локальных минимумов. Условием совпа-
дения локального минимума с глобальным при среднеквадратическом 
критерии является неравенство ( 2 . 2 . 1 о).Для сигнала с нормальным 
распределением вероятностей это условие запишется как 
d2 In W(x) / dx2 = - (1 / О2) < О , ( 2 . 3 . 4 5 ) 
т.е.условие ( 2 . 2 . 1 0 ) выполняется (так как о - положительная 
величина). 
Для закона Лапласа условие ( 2 . 2 . 1 0 ) имеет вид 
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d2 in W(x) [(1/УИо)ехр (-У2 (x /Q) ) j = Q ^ (2 .3 .46 ) 
dx2 (1 /V2o)exp (-У2 (x /0 ) ) 
т.е. неравенство вырождается в равенство. 
Для того чтобы показать единственность минимума, рассмотрим 
следующее свойство функции 
Н W (х , а ) = е " I х ! [ 1 - а е _ < ( 1 _ а > / а > ' х I ] . ( 2 . 3 . 4 ? ) 
В предельном случае, когда о * о. W(x,a) равномерно прибли-
нается к лапласовскому распределению (без учета нормирующего мно-
кителя). Производная выражения (2 .3 .47 ) 
(d / dx) In W(x,a) = (d / dx) [ - |x | + In (1 - а е < _ 1 - о и а ) ! x 1 )] = 
Г 1 - пр. v 4 i * I 1 
= sgn x - 1 + ^ ( 2 з 4 8 ) 
• L 1 - a e - < < i - a > / a > | x | -I • — 
Для всех a < 1 выражение (2 .3 .48 ) монотонно уменьшается,и в 
соответствии с (2 .2 .10 ) плотностьвероятности ( 2 . 3 . 4 7 ) имеет един-
ственный минимум, независимо от того, насколько мала а . Так как 
мощность шума является непрерывной функцией от a , такое же заклю-
чение можно сделать и для предельного случая [125] . 
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2.4. Исследование робастности квантования 
ТВ изображений 
При исследовании вопросов оптимизации процесса квантования в 
качестве модели квантуемых ТВ сигналов был принят стационарный 
случайный процесс. В случае реальных ТВ сигналов их вероятностные 
характеристики, как известно [41 ,45-47] , меняются. Так, для одного 
и того же класса изображений при одинаковых распределениях 
вероятности могут изменяться и функции распределения вероятностей 
квантуемых сигналов. В связи с этим возникает задача оценки 
робастности квантования, под которой понимается относительная 
стабильность величины ошибки квантования при изменении 
вероятностных характеристик квантуемых сигналов. 
Проблема робастности квантования была исследована в ряде ра-
бот [90-94,144]. Например, в [144] решалась задача минимаксного 
квантования и было показано, что для ограниченных на некотором ин-
тервале распределений робастным является равномерный N - уровневый 
квантователь. В [91] задача минимаксного квантователя рассматрива-
лась для класса распределений, состоящих из унимодальных распреде-
лений с ограниченными обобщенными моментами, и было получено, что 
робастным в этом случае является неравномерный квантователь. 
В [ 9 1 - 9 3 ] исследованы вопросы асимтотически робастного кван-
тования, когда число уровней квантования N становится бесконечно 
большим. В [91 ] в качестве класса распределений использовалась мо-
дель унимодальных распределений с ограниченными обобщенными момен-
тами и найден вид минимаксного компрессора. 
В [94] задача нахождения минимаксного компрессора решалась 
для класса е - загрязненной гауссовской модели распределений 
[90]. 
f ( x ) = (1 - 8 ) f t < x > + е f z ( x ) , 
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где f (х) - гауссовская функция распределения вероятностей; f , , (x) 
- произвольная неизвестная функция распределения, и < е < 1 -
неизвестное число. Для такого класса распределений оыл найден вид 
компрессора. 
Однако исследования робастности квантования применительно к 
ТВ сигналам, с учетом особенностей их статистических характеристик 
(по имеющимся отечественным и зарубежным литературным данным), не 
приводились. В связи с этим возникла необходимость исследования 
1 различных аспектов робастности квантования ТВ сигналов, оптимизи-
рованного по заданным критериям. 
Следует отметить, что робастность квантования может быть дос-
тигнута адаптацией процесса квантования, т . е . путем изменения па-
раметров квантования (с целью сохранения оптимальной величины 
ошибки квантования ) при изменении вероятностных характеристик ТВ 
сигналов. Но применение адаптивных алгоритмов оправдано, когда ис-
ходные статистические данные очень грубы и сильно меняются за ко-
роткий промежуток времени. Адаптивные алгоритмы довольно сложны в 
реализации, и в тех случаях, когда неточность статистических дан-
н ы х невелика, использование фиксированных квантователей более вы-
годно. Как отмечалось, ошибка квантования и отношение сигнал-шум 
квантования зависят как от дисперсии квантуемых сигналов, так и от 
распределения вероятности ТВ сигналов. 
Как указывалось, выше, при отклонении вероятностных характе-
ристик сигналов от априори принятых, величина ошибки квантования 
отличается от оптимальной ( т . е . минимально достижимой для заданной 
функции распределения квантуемых сигналов и заданного критерия оп-
тимальности квантования). Задача робастного квантования в общем 
случае может быть сформулирована следующим образом. Рассмотрим 
•нкционалы 
9b -
N x к + i 
J П(х ,у к ) W(x) dx, 
x k 
Rln(W) = min Rn(W), 
(2 .4 .1 ) 
определенные на множестве неотрицательных измеримых функций [136] , 
интеграл от которых равен 1 (условие нормировки плотности 
вероятности); R (W) - представляет собой функционал, с помощью 
которого производится выбор N - 1 порогов { хк> и N уровней { Ук> 
квантования; R l n ( w ) отображает минимальное значение средней 
функции потерь 11 (х, у) при квантовании на N уровней. 
Можно показать, что функционал Rln(W) является непрерывным, 
т.е. для любого e t > о найдется такое е 2 > о , что если: 
• > |W l (x) - W2(x)| dx < 6Z , { 2 Л т 2 ) 
xo 
| R l n ( w t ) - R l n ( w z ) | < e t ; ( 2 . 4 . 3 ) 
здесь £ ^ 8 2 - любые произвольно малые положительные числа. 
Если М = шах П (х ,у) и полагая, что s 2 = 8 t / М для любого 
способа квантования на N уровней, будем иметь: 
N Х k + 1 
|НД) " R n ( w z ) l = IE ,Г П(х,у к ) [ Wt(x) - W2(x) ] to I < 
к = i 
P Xk 
N X k + 1 X N 
< M E S |W (x) - W (x ) | dx = M J |W (x) - W (x ) | to < 
x. x . к к 
< M ( S t / M) = e . ( 2 . 4 . 4 ) 
Заметим, что R4 (w ) и R4 (w ) соответствуют минимумам двух 
;ций, которые ни в одной точке не различаются больше, чем на 
б. Таким образом, если совокупность обеспечивает 
минимум выражению ( 2 . 4 . 1 ) при некотором W ( x ) , t o при незначительном 
изменении плотности вероятности квантование с параметрами (х к > , 
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iy^ } не вызывает большого увеличения погрешности квантования по 
сравнению с оптимальным квантованием.Аналогично можно показать, 
то при "незначительном" изменении функций П(х,у) квантователь 
остается близким к оптимальному. 
Когда функция распределения вероятности квантуемых сигналов 
точно неизвестна, важно найти такое распределение, для которого 
ошибка квантования максимальна, а затем найти такую оптимальную 
стратегию квантования, при которой ошибка будет минимальной. С ма-
тематической точки зрения эту задачу можно записать в виде 
min sup Г |х - Q ( x ) | х W(x) dx, ,о л 
oeaN V £ р w^.oj 
где Q(x)= yk;x 6 (xk , x k + i ) ; k =1 N; a N - класс N - уровне-
БНХ квантователей; Р - класс функции распределения вероятности. 
Робастное квантование можно сформулировать на языке теории 
игр с двумя игроками. Первый игрок - проектировщик квантователя -
мается минимизировать среднюю ошибку квантования, в то время как 
второй игрок - оппонент, старается максимизировать ошибку 
квантования, выбирая сигнал с наиболее неподходящим распределением 
вероятностей из допустимого класса распределений. Если существует 
минимаксное решение этого вопроса, можно считать, что игра имеет 
результат. 
Для оценки робастности квантования ТВ сигналов на основе ми-
нимаксного критерия в качестве модели квантуемых сигналов примем 
сигналы, распределения вероятностей которых принадлежат ограничен-
ному интегралу [ - а , а ] . 
Как было показано в р а з . 2 . 2 (выражение 2 . 2 . 2 2 ) , для 0- степе-
ни модуля средней ошибки квантования с учетом ( 2 . 2 . 2 3 ) можно запи-
сать: 
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a 
M[|£|6] = М[|Дх|9] [ J [W(x) _ . 2 > 4 _ 6 ) 
К 
Найдем вид функции W(x), при которой выражение ( 2 . 4 . 6 ) 
достигает своего минимаксного значения. Для этого рассмотрим 
•теграл 
f a 1/(6+1) ч (9+1) 
[ J [W(x)j dxj . ( 2 . 4 . 7 ) -а 
Отметим, что функция W(x) должна удовлетворять условию 
ормировки: 
а 
J W(x) dx = 1. 
-а 
Определим верхнюю грань выражения ( 2 . 4 . 7 ) 
а 
ve ! - а , а ] L . ( 2 . 4 . 8 ) - а 
Как известно [144], если W(x) и q(x) - любые две 
интегрируемые функции на сегменте [ - а , a J , а р и q - любые два 
числа,превосходящие единицу и связанные соотношением 1/р + i / q = 1, 
то справедливо неравенство Гельдера для интегралов 
а а а 
|JW(x)q(x) dx| < ( J |W(x) | p d x ) 1 / p ( f | q ( x ) | q d x ) 1 / q . ( 2 . 4 . 9 ) 
-a - a —a 
Предположим, что в ( 2 . 4 . 9 ) p = 0 + 1, q = ( 0 + 1 ) / « , в>0 и 
q(x) = 1. Тогда неравенство (2 .4-9) можно переписать следующим об-
разом: 
|J1 [W(x) ] 1 / ( 0 + 1 > d x | < (J1 ( 6 + 1 ) / 6 d x ) + (Jw(x) d x ) 1 ^ 0 + 1 ? 
a " a ~ a ( 2 . 4 . 1 0 ) 
Второй интеграл в правой части (с учетом условия нормировки) 
единице. Поэтому (2 .4 .10 ) примет вид 
} [ W ( x , ] 1 ' < e + 1 > d x s [ га ] 6 ' 1 ®* 1 > , <2 .4 .11) 
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-a 
m, в случае равенства, с учетом ( 2 . 4 . 7 ) : 
( J [ W ( x ) j 1 / ( 6 + 1 }dx ) ( 6 + 1 ) = [ 2 а ] 8 . ( 2 . 4 . 1 2 ) 
-а 
Определим вид функции W(x) .удовлетворяющей равенству 
(2.4.11). Предположим, что w(x) = 1 /2а . Последнее удовлетворяет 
условию нормировки на сегменте [ - а , a J : 
а 
J ( 1 / 2a)dx = 1 . ( 2 . 4 . 1 3 ) 
-а 
Тогда после подстановки в ( 2 . 4 . 1 2 ) получаем: 
а а 
( J [W(x) ] 1 / ( 0 + 1 }dx ) ( 0 + 1 ( J [ 1 / 2 a ] 1 / ( 0 + 1 (2a ) ? ( 2 . 4 . 1 4 ) 
-a - a 
Таким образом, получаем, что плотность вероятности, которая 
удовлетворяет условию ( 2 . 4 . 4 8 ) .описывается функцией равномерного 
распределения. Для нахождения минимального значения ( 2 . 4 . 6 ) 
рассмотрим, например, случай 0 = 2 , а для w(x) выберем функцию, 
описывающую ограниченный нормальный закон 
. 2 / 
W(x) = — х ' ) при |х | < а, 
У2% Ф(а/в) ( 2 . 4 . 1 5 ) 
W(x) = и 
Тогда для мощности шума квантования с учетом ( 2 . 4 . 6 ) и ( 2 . 4 . 1 5 ) 
получаем: 
2 
= 0 0 . ф3 ( — ) ; ( 2 . 4 . 1 6 ) 
н Ф(х/о1 УЭо 
здесь Ф (z) - интеграл вероятности; С - некоторый коэффициент. 
Мз выражения (2 .4 .1б)видно, что при о => о е 2 также стремится 
к нулю, но при о О распределение w(x) из ( 2 . 4 . 1 5 ) стремится к 
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дельта-функции: 
ехр ( - ) 
lim = б (х) (2-4-17) 
о=»о (У2ти о) Ф(а /в ) 
' Приведенный пример ( 2 . 4 . 1 5 ) не является единственной функци-
ей, котораяпереходит в ( 2 . 4 . 1 7 ) ; можно найти множество функций, 
которые при предельном переходе обращаются в дельта-функцию ННЗ]. 
Таким образом, функции плотности вероятности, значения кото-
рых приближаются к ( 2 . 4 . 1 7 ) , будут иметьминимальнуюмощность шума 
квантования, а в пределе, когда W(x) переходит в дельта-функцию, 
шум квантования становится равным нулю. Рассмотрим вид функции 
компрессии, когда W(x) о ( х ) . 0 учетом ( 2 . 3 . 1 ) и ( 2 . 4 . 1 5 ) при 
0 = 2 
а Ф (х/УЗ о) 
у = ; ( 2 . 4 . 1 8 ) 
Ф (а/УЗ о) 
здесь а - максимальное значение сигнала. 
Как и в предыдущих случаях, устремим о к нулю; тогда из 
(2.4.18) получим 
у = а , ( 2 . 4 . 1 9 ) 
т.е. функция компрессии принимает вид ограничения на уровне а . 
В заключение отметим, что, как уже было показано, когда плот-
ность вероятности значений сигнала описывается равномерной 
дней распределения, мощность шума квантования получается мак-
мьной ( 2 . 4 . 1 2 ) , а законом преобразования является линейная з а -
висимость у = х . В случае же минимума мощности шума квантования 
плотность вероятности значений сигнала должна приближаться к дель-
та-функции, а законом преобразования является функция у = а 
[28]. 
Анализируя сказанное, можно отметить, что все реальные проце-
ссы имеют плотности вероятностей, которые находятся между равно-
мерной функцией распределения и плотностью вероятности, выраженной 
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через дельта-функцию. Соответствующие им функции преобразования 
будут находиться между функциями у = х и у = а . 
Таким образом, с точки зрения робастности квантования, когда 
распределение вероятности квантуемых сигналов точно не известно, а 
известен лишь диапазон изменения их возможных значений, робастным 
является равномерное квантование. 
Следует отметить, что при кодировании ТВ сигналов часто кван-
тователи оптимизируют по минимуму среднеквадратичной ошибки и о 
вероятностных характеристиках квантуемых сигналов имеются опреде-
ленные априорные сведения. Например, при кодировании ТВ сигналов 
методом ДИКМ известно, что вероятности значений ошибки предсказа-
ния хорошо описываются функциями распределения Лапласа или Гаусса 
[45]. Поэтому представляет интерес оценка робастности квантования, 
зированного по минимуму среднеквадратичной ошибки, при рас-
пределениях вероятностей Лапласа и Гаусса. 
К 2.5 Оценка робастности среднеквадратически оптимальных 
квантователей ТВ изображений 
Во многих практических случаях кодирования ТВ изображений 
ошибка квантования часто оценивается на основе среднеквадратичес-
кого критерия. В связи с этим представляет интерес оценка робас-
тности квантования в таких случаях. 
Для среднеквадратической ошибки квантования имеем: 
N х к + i 
D = Е J (X - 7vr W(X) dx , ( 2 . 5 . 1 ) 
k = i 
* k 
где xk и yk - соответственно пороги и уровни квантования; 
щ W(x) - плотность распределения вероятности квантуемых сигна-
лив. 
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В При квантовании ТВ сигналов, как уже оыло отмечено, точные 
[вероятностные характеристики неизвестны, но часто при 
(теоретических расчетах используются вероятностные модели ТВ 
сигналов в виде распределения Гаусса 
W (х) = ( 1 / V2TU О) ехр ( -1 / 25 ) ( 2 . 5 . 2 ) 
ш Лапласа 
^ В V y x ) =(1 / V5 о) ехр ( (-У2 | х | ) / о ) . (2 .5 -3 ) 
И Минимум выражения (2-5-1) достигается при выооре х к и ук на 
основе системы уравнений [65 J 
Н = 2 хк ~ yk-i • ( 2 - 5 - 4 ) 
Н 
f (х - ук) W(x) dx = О . (2.5.5) 
К Анализ выражений (2 -5-1 ) , ( 2 . 5 . 4 ) , ( 2 . 5 . 5 ) показывает, что 
пороги и уровни, а также ошибка квантования зависят от плотности 
вероятности квантуемых сигналов. Обычно расчет хк и ук произво-
дится при заданной плотности вероятности для нормированной дис-
шрсии о2= 1. Реальные квантуемые сигналы являются нестационарными 
по дисперсии и, очевидно, что их дисперсия может принимать значе-
ния, отличные от единицы. Тогда фактическая ошибка квантования бу-
дет отличаться от ошибки, вычисленной для заданной плотности веро-
ятности W(x) по формуле ( 2 . 5 . 1 ) . В связи с этим, целесообразно 
произвести количественную оценку зависимости ошибки квантования от 
дисперсии квантуемых ТВ сигналов. 
к Квантование будем называть согласованным по плотности вероят-
ности, если квантуется сигнал с плотностью вероятности W(x), а по-
роги и уровни выбраны на основе ( 2 . 5 . 4 ) и ( 2 . 5 . 5 ) . Квантователь 
оудем называть согласованным по плотности вероятности и дисперсии, 
если квантуется сигнал с плотностью W(x, о 2 ) , пороги и уровни выб-
- ю з -
раны на основе ( 2 . 5 . 4 ) и ( 2 . 5 . 5 ) для W(x, о 2 ) . В противном случае 
квантователи будем называть несогласованными. 
В [18] представлены результаты исследований робастности кван-
[ тования когда: пороги и уровни квантования вычислены для функций 
[распределения вероятности Лапласа W2 ( х ,о 2 = 1 ) , квантуется сиг-
нал с функцией распределения вероятности Лапласа w 2 ( x , о ) ; по-
: роги и уровни квантования вычислены для функций распределения ве-
роятности Лапласа W (х, о 2 = 1 ) , квантуется сигнал с функцией 
распределения вероятности Лапласа W 2 (x ,o 2 ) ; пороги и уровни кван-
тования вычислены для функций распределения вероятности Лапласа 
ух,о2 = 1) , но квантуется сигнал с функцией распределения веро-
ятности Гаусса w ^ x . o 2 ) ; пороги и уровни квантования вычислены 
да функции распределений вероятности Гаусса W4(x,o2 = 1 ) , кван-
туется сигнал с функцией распределения Гаусса - w t ( x , o 2 ) с диспер-
сией, не равной единице; пороги и уровни квантования вычислены для 
[функций распределения Гаусса W t (x ,o 2 = l ) , квантуется сигнал с фун-
кцией распределения Лапласа w 2 (х ,о 2 ) с дисперсией, не равной еди-
нице. 
Исследования проводились с использованием выражений ( 2 . 5 . 1 ) , 
(2.5.4), ( 2 . 5 . 5 ) , в качестве вероятностной модели ТВ сигналов при-
няты (2.5.2) и ( 2 . 5 . 3 ) . Расчеты проводилшсь на ЭВМ. Алгоритм вы-
числений хк , ук заключается в следующем. Выбирается начальное 
приближенное значение у^и затем на основе ( 2 . 5 . 4 ) и ( 2 . 5 . 5 ) вы-
числяются последующие значения хк.и у . На последнем этапе вычис-
ляется yN и проверяется условие ( 2 . 5 . 5 ) в интервале [xN, со]. Если 
Ум удовлетворяет условию(2.5.5) в отмеченном интервале, то у^ выб-
рано правильно; в противном случае выбирается новое приближенное 
значение у" и все повторяется заново. Как показали расчеты, если 
первое приближенное значение у^ далеко от истинного, вычислитель-
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шй процесс не сходится. Исходя из вышеизложенного, первое прибли-
жение у^ находилось с помощью кривой компрессий на основе методи-
ки, изложенной в разделе 2 . 3 . 
На рис.2.5.1 и 2 . 5 . 2 приведены зависимости нормированной ошиб-
ки квантования в/о2 от дисперсии квантуемых сигналов для числа 
уровней квантования N = 8 , 16 (рис. 2 . 5 . 1 а , б ) и N = 32 
(рис.2.5.2). Пороги и уровни квантования вычислены согласно 
(2.5.4)и ( 2 . 5 . 5 ) при о 2 = 1. 
Кривые на рисунках соответствуют следующим случаям: 1 - W(x) 
= w?(x) (согласно формуле ( 2 . 5 . 3 ) ) , хки уквычисляется на.основе 
(2.5.3)—(2-5.5) ;2 - w(x)=w2(x) (на основе ( 2 . 5 . 3 ) ) , хк и ук вычис-
лены согласно ( 2 . 5 . 2 ) - ( 2 . 5 . 5 ) ; 3 - w(x) = W^x) (согласно 
(2.5.2)), хк и уквычислены на основе ( 2 . 5 . 2 ) , ( 2 . 5 . 4 ) , ( 2 . 5 . 5 ) ; 4 
- W(x) = W (х ) , хк и ук вычислены на основе ( 2 . 5 . 3 ) , ( 2 . 5 . 4 ) , 
(2.5.5). 
С точки зрения предварительной оценки зависимости ошибки 
квантования от дисперсии квантуемых сигналов и упрощения расчетов 
осуществлена аппроксимация кривых 1 , 2 , 3 соответственно ( р и с . 2 . 5 . 1 6 ) 
полиномом 2-й степени: 
у = 0,001395 х 2 + 0,00119 х + 0 ,01824; ( 2 . 5 . 6 ) 
у = 0,001173 х 2 + 0,01322 х + 0,05865; ( 2 . 5 . 7 ) 
у = 0,001536 х 2 + 0,00385 х + 0 ,01514. ( 2 . 5 . 8 ) 
В этих выражениях х = ( о 2 - 1 , 8 ) / 0 , 4 . Выравнивание эксперимен-
тальных данных производилось на основе метода наименьших квадра-
тов. Выбор зависимостей, представленных на р и с . 2 . 5 . 1 6 , для аппрок-
симации обусловлен тем, что в системах ДМКМ ТВ сигналов для полу-
чения изображений с приемлемым качеством достаточно квантовать 
сигнал на 16 уровней. 
Анализ данных рис. 2 . 5 . 1 и 2 . 5 . 2 показывает, что наихудшие 
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результаты (с точки зрения робастности кватования; следует ожи-
дать, когда квантователь согласован с распределением Тасса, но 
квантуется сигнал с распределением Лапласа ( 2 . 5 . 2 ) . Согласованное 
по распределению квантование (кривые 1 и 3) можно считать робаст-
ным к малым отклонениям дисперсии (о2= 0 ,8 . . . 1 ) от нормированной 
дисперсии о2= 1. Наибольшая робастность обеспечивается при кванто-
вании сигнала с распределением Гаусса (кривая 4 на р и с . 2 . 5 . 1 ) , 
когда хк и уксогласованы с распределением Лапласа. Так, для 
N=16,32 нормированная ошибка квантования (кривая 4) остается поч-
ти на одном уровне в широком диапазоне изменения дисперсии (о2 
* 0 , 5 . . . 4 ) квантуемых сигналов. 
Для оценки зависимости минимума нормированной ошибки кванто-
вания оф 2 на рис. 2 .5 .3и 2 . 5 . 4 представлены зависимости D/D 
ото2, где DH= D/o2- нормированная ошибка квантования, D i- ошибка 
квантования при о 2= 1. Номера кривых соответствуют рис .2 .5 .1 и 
рис.2.5.2. 
Анализ графиков показывает, что согласованное по распределе-
нию квантование, как и следовало ожидать, дает минимум ошибки при 
ог= 1. Минимум ошибки несогласованного по W(x) квантования дости-
гается при дисперсиях, не равных единице. Например,когда квантова-
тель согласован с распределением Гаусса, но квантуется сигнал с 
распределением Лапласа (кривые 2 ) , минимум ошибки квантования дос-
тигается при о2= 0 ,5- При o z= 1 ошибка больше, но она такая же, 
как и для согласованного по распределению квантования. Часто про-
цесс квантования выгодно оценивать на основе критерия отношения 
сигнал-шум квантования. Для оценки зависимости сигнал-шум кванто-
вания от дисперсии квантуемых сигналов построены графики р и с . 2 . 5 . 5 
и 2.5.6. Анализ данных показывает,что при изменении дисперсий 
кванттумых сигналов в широких педелах (о 2^ 0 , 5 . . . 4 ) наибольшая ро-
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оастность обеспечивается при квантовании сигнала с распределением 
Гаусса, когда пороги и уровни квантователя согласованы с распре-
делением Лапласа. Характерная особенность зависимостей ( р и с . 2 . 5 . 5 . 
и 2.5.6, кроме кривых 4) состоит в том, что при увеличении дис-
персии квантуемых сигналов выше нормированного значения (о 2= 1 ) , 
когда квантователь согласован по дисперсии, отношение сигнал-шум 
квантования уменьшается значительно. Так, когда N = 32 ( р и с . 2 . 5 . 6 , 
кривая 3) и дисперсия квантуемых сигналов принимает значения в ин-
тервале о2= 1 . . . 4 , отношение сигнал-шум квантования уменьшается 
почти на 12 дБ по сравнению с о 2 = 1, что равносильно уменьшению 
числа уровней квантования в 4 р а з а . 
2 . 6 Оптимизация процесса квантования с учетом 
статистических свойств ТВ изображений и 
особенностей их зрительного восприятия 
В тех случаях, когда ТВ изображение предназначено для опреде-
ленного типа получателя сообщений (например, зрительной системы), 
при оптимизации процесса квантования следует учитывать и свойства 
получателя (в частности, психофизические свойства или ограничения 
зрительного восприятия). По-видимому, учет свойств получателя поз-
волит повысить эффективность процесса квантования ТВ сигналов. Та-
ким образом, возникает задача оценки верности воспроизведения 
сообщения с учетом свойств получателя. Как показано в [97] , вер-
ность воспроизведения при самых общих условиях можно оценить на 
основе выражения: 
У [ W(x,z)] = J J W(x,z) p ( x , z ) dx dz, ( 2 . 6 . 1 ) 
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здесь p€(x,z) - функция критерия (функция оценки); W(x,z) -
совместная плотность вероятности переданного и принятого сигнала. 
Так как выходной сигнал квантователя зависит только от 
I плотности вероятности входного сигнала W(x), выражение ( 2 . 6 . 1 ) 
можно преобразовать: 
N 
V[ W(x)] = £ f W(x) р(х,у, ) dx, ( 2 . 6 . 2 ) 
k = l 
| где у - уровни квантования; р ( х , у к ) - функция критерия, конкрет-
ный вид -которой зависит от получателя сообщений. 
В ряде работ по кодированию ТВ изображений [45 ,56 ,69] пред-
полагалось использовать свойства зрительной системы для уменьшения 
необходимого числа уровней квантования и улучшения качества деко-
дированных ТВ изображений. 
\ Поскольку известно [95] , что зрительное ощущение пропорци-
онально логарифму интенсивности стимула, для согласования кванто-
вателя с этим свойством зрительного восприятия предлагалось при 
квантовании ТВ сигналов использовать логарифмическую шкалу. Как 
было показано в [53] , такое квантование позволяет снизить необхо-
димое число уровней квантования в два раза по сравнению с равно-
мерным квантованием. 
Для того, чтобы различие между кодированным и некодированным 
ШЗражениями было субъективно малым, необходимо, чтобы это разли-
чие приближалось, к зрительному порогу. Обычный критерий минимума 
среднеквадратичной ошибки квантования не учитывает пороговых 
свойств зрительной системы. 
С целью учета особенностей зрительного восприятия искажений в 
[56] предложено оценить эффективность квантования на основе так 
называемой модифицированной среднеквадратичной меры искажений с 
использованием функции, учитывающей как статистику ТВ сигнала, так 
h особенности зрительного восприятия изображений. В работах 
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[72,74-76] для построения квантователей ТВ сигналов использовались 
пороговые функции заметности, определяющие чувствительность зри-
тельной системы к искажениям квантования. Такие функции часто на-
зываются функциями маскирования [72] , так как последние отображают 
снижение видности искажений около границы резких перепадов яркости 
по сравнению с видностью искажений вблизи плавных переходов яркос-
ти. В [77] при оценке эффективности квантования плотность вероят-
ности ТВ изображений заменена так называемой вероятностной фун-
кцией заметности, учитывающий эффект визуального маскирования ис-
кажений квантования. В работе [74] исследованы пороги заметности 
специфических искажений квантования ТВ изображений при ДИКМ путем 
моделирования этих искажений на ЭВМ. В работах [70 ,145] измерены 
пороги заметности различных типовых искажений квантования при 
ДИКМ. В [72,73] на основе экспериментально полученных порогов з а -
метности специфических искажений квантовния предложены графические 
методы расчета шкал квантования для ДИКМ ТВ изображений. В [73] 
предложен алгоритм расчета шкал квантования на ЭВМ методом динами-
ческого программирования, а модификация этого алгоритма, проведен-
ная с целью уменьшения необходимого времени расчета на ЭВМ, 
предложена в [96 ] . 
Однако следует заметить, что некоторые аспекты расчета шкал 
[квантования с учетом особенностей зрительного восприятия специфи-
ческих искажений квантования требовали дальнейшых исследований. 
Как известно, при цифровом кодировании ТВ сигналов возникают 
специфические искажения - шумы квантования. В зависимости от числа 
уровней квантования и распределения этих уровней (по динамическому 
диапазону квантуемого ТВ сигнала) шумы проявляются на изображении 
по-разному. Поскольку ниже исследуются свойства зрительного вос-
приятия специфических искажений квантования наряду с особенностями 
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статистических характеристик квантуемых сигналов при оптимизаци 
процесса квантования, рассмотрим специфические искажения, сопут-
ствующие процессу квантования ТВ изображений. 
Ошибки квантования в принципе носят случайный характер, 
однако для анализа искажений квантования их условно можно 
разделить на случайные и детерминированные. Условность заключается 
в том, что некоторые искажения при выбранной шкале квантования 
можно предсказать (например, пере грузки) и при заданном числе 
уровней квантования уменьшить или устранить (например, перегрузки 
с ограничением) надлежащим выбором шкалы квантования. Следует 
I отметить также, что заметность искажений квантования зависит от 
метода кодирования и характера кодируемых изображений. 
В соответствии с [40] на рис .2 .6 .1 представлена классификация 
искажений квантования ТВ изображений. Последние могут быть условно 
подразделены следующим образом. 
Ложные контуры. Шумы квантования проявляются в виде ложных 
контуров на квантованом ТВ изображении, если число уровней равно-
мерного квантования меньше 64 для систем с ИКМ [45-47] и меньше 
8...16 для систем с ДИКМ [45 ,46 ,53 ] . Ложные контуры следует отнес-
ти к случайным искажениям. Они наблюдаются на гладких участках 
изображения из-за сильной межстрочной и межэлементной корреляции. 
! Поскольку на таких участках изображения яркость вдоль соседних 
строк плавно меняется, при квантовании плавные переходы представ-
ляются в виде ступенек - ложных контуров. Заметность (видность) 
ложных контуров можно уменьшить добавлением к исходному сигналу 
псевдослучайного шума [40,146-148] . Шум разбивает ложные контуры, 
и глаз уже не может просуммировать перепады яркости на соседних 
[строках, объединив их в контур. Добавление шума (так нахзываемая 
[рандомизация) осуществляет частичную декорреляцию квантуемого 
2/ CWQ- ос esvtyj? /V ба^ лпоба -
/V<uJ* 7~& USOC'/XtoCeAScjO 
Рис. £ . 6 * 1 Классификация специфических искажений квантования 
телевизионных сигналов 
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изображения [40] Для получения высококачественных ТВ изображений 
методом ИКМ при равномерном квантовании требуется от 128 до 256 
уровней, т . е . 7-8 бит/эл. При заданном числе уровней квантования 
рньшение ложных контуров можно осуществить надлежащим выбором 
шкалы квантования. 
В Гранулярный шум. В системах с ДИКМ разность между входным и 
профильтрованным восстановленным сигналом называется шумом грану-
лярности. Искажения, вызванные гранулярным шумом,наиболее заметны 
на изображении, когда разностный сигнал меняется от кадра к кадру 
и изображение малоподвижно. При декодировании возникает неодноз-
начность восстановления, которая вызвана осцилляцией сигнала между 
входными уровнями (порогами квантования), когда значение входного 
сигнала близко к порогу квантования. 
Интенсивность гранулярного шума определяется наименьшим шагом 
квантования. Когда сигнал имеет постоянное значение, на изображе-
нии могут возникнуть искажения в виде периодических структур огра-
ниченной длительности. Для зашумленного входного сигнала периоди-
ческие структуры на изображении незаметны, и гранулярный шум выг-
лядит как случайный, похожий на шум источника. Гранулярный шум 
имеет случайно-временной характер. 
Для оценки заметности гранулярного шума следует выбрать изоб-
ражения с гладкими участками переходов яркости. Экспериментально 
установлено [51 ,74 ] , что гранулярный шум незаметен на квантованном 
изображении, если наименьший шаг квантования не превышает 2/256 
динамического диапазона сигнала. 
Перегрузки можно условно отнести к детерминированным искаже-
ниям: их возможно, в принципе, подсказать при заданной шкале кван-
тования. Перегрузки могут иметь различный характер. В системах с 
ИКМ наблюдаются перегрузки по амплитуде, а в системах с ДИКМ к ним 
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добавляются и перегрузки по крутизне. Их, в свою очередь, можно 
[ разделить на перегрузки с выбросом, с ограничением и собственно 
перегрузки по крутизне. Последние возникают, когда крутизна исход-
ного сигнала превышает максимальную крутизну, которую может вос-
становить система. 
При кодировании ТВ сигналов методом ДИКМ вероятность больших 
значений ошибки предсказания мала для большинства изображений, 
поэтому при кодировании используют квантователи с ограниченным 
динамическим диапазоном. Вследствие этого большая ошибка предска-
зания при большой крутизне не может быть восстановлена за один от-
счет, что вызывает сглаживание резких переходов яркости. Для удоб-
ства следует различать перегрузки по крутизне и перегрузки с ог-
раничением. Если ошибка предсказания близка к уровню квантования 
I, она будет восстановлена уровнем у , и шум квантования у - е 
| К К 
будет меняться в пределах ±Д(Д> 0).Если ошибка предсказания 
^ б положительна (переход черного на белый) или отрицательна (пере-
1 ход белого на черный), искажение будет иметь вид подчеркивания или 
> смазывания контура (в зависимости от знака у - е п ) . Если ошибка 
[ предсказания превышает наивысший уровень квантования, искажение 
имеет типичный характер перегрузки по крутизне. 
Основная задача при уменьшении перегрузки по крутизне состоит 
в выборе такого максимального значения уровня квантования, которое 
может предотвратить появление ложных контуров. Экспериментально 
установлено [149], что когда максимальный уровень квантования ра-
вен 0,5 Е, где Е - максимальное значение сигнала, заметны ложные 
контуры, а при У = 0 ,25 Е сглаживание границ яркостных перехо-
дов (перегрузки по крутизне). 
Для уменьшения шумов перегрузки наибольший шаг квантования 
рекомендуется выбрать не менее 32/128 динамического диапазона 
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квантуемого сигнала [51] . 
В качестве типовых изображений при оценке шумов перегрузки по 
крутизне целесообразно выбрать изображение с высокой детальностью 
и резкими переходами. 
аевой эффект. Когда ошибка предсказания е^близка к порогу 
квантования ( xk% е^ ) , любая флуктуация (шум источника, грануляр-
ный шум) перебрасывает уровень восстановления случайно от строки к 
строке и от кадра к кадру между у и Ук+1-
Краевой эффект (мерцание краев) на изображении наблюдается 
как шум, сконцентрированный в участках, где е находится близко к 
порогу х . Этот шум имеет бимодульный характер в критических точ-
ках +Д (где А = у, - у . / 2 ) [70] и появляется в начале или в 
к + 1 к 
конце контура в зависимости от знака е^. 
Краевой эффект наблюдается на изображении в виде (флуктуации 
краев контура. Каждая локализация шума имеет свой порог видности, 
который зависит от параметров наклона (.одноэлементный или двухэле-
ментный переход, наименьший уровень, контраст) . Краевой эффект 
имеет случайно-временной характер. Его интенсивноть наибольшая, 
когда шаг квантования для больших ошибок предсказания выбран слиш-
ком большим. 
Для оценки искажений краевого эффекта следует выбрать изобра-
жения с высокой длительностью и перепадами с большим значением 
разностного сигнала. На порог видности краевого эффекта влияет и 
рекурсивный характер ДИКМ кодера; как показали исследования 
[72,74], сразу после контура шум квантования увеличивается. Этот 
шум имеет случайно-временной характер и является шумом взаимодейс-
твия, который наблюдается на изображении в виде случайного шума 
после контура. Его следует отличать от краевого эффекта. 
Ложные штрихи на ТВ изображении появляются при смещении 
• 
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порогов и уровней квантования со своих номинальных позиций, а 
также из-за шумов в канале связи. Полная среднеквадратическая 
ошибка, связанная со смещением порогов квантования хк и уровней 
у , может быть записанна [86] 
h Е = Е К = (Л2/12 + Е ) + Е Ук ( х к + 1 - - Ахк - Axk_ t) + 
+ Е Ук (А + хк - х к 1 ) , ( 2 . 6 . 3 ) 
где Д - ширина интервала квантования. 
р. Если все смещения ук при декодировании равны нулю, то 
Е = Д2/12 4- х к 2 ; ( 2 _ 6 _ 4 ) 
здесь хк2= А Е х 2 - среднеквадратическое смещение при декодирова-
нии. 
Когда смещения при кодировании и декодировании в отдельности 
значительны, но некоррелированы, для среднеквадратичной ошибки 
имеем 
Е = (А2/12) + х к 2 + у к 2 ( 2 . 6 . 5 ) 
Уменьшение смещения порогов и уровней квантования следует 
осуществить путем повышения стабильности характеристик квантова-
теля. 
Искажения при ВКможно разделить на три класса: искажение 
"блочная структура", в областях плавного изменения яркости изобре-
тения, "вымивание текстуры" изображения и искажение типа "лестнич-
ная структура" , возникающая на контурной части изображения. Основ-
ными причинами этих трех типов искажений являются: малый размер 
кодовой книги и использование меры исскажений не учитывающий 
свойство зрительного восприятия. 
Как показали исследования [ 1 , 2 , 5 , 8 2 ] , определяющим является 
размер кодовой книги ВК. При увеличении размера кодовой книги и 
сохранения постоянной скорости, качество восстановленного изобра-
юния улучшается, по сравнению с тем случаем, когда размер кодовой 
книги меньше, но скорость такая же. Как показали наши эксперимен-
тальные исследования [1 ,5 ] использование различной меры искажений 
[Например, переход от среднеквадратической меры искажении к сред-
нему модулю ошибки), незначительно влияет на качество восстанов-
ленного изображения. Тогда как, увеличение скорости ВК на один бит 
заметно улучшает качество восстановленных изображений [127]. К со-
ш е н и ю , увеличение размера кодовой книги, в настоящее время, вы-
зывает непреодолимые вычислительные трудности, что практически 
затрудняет векторное квантование с большой (со скоростью большей 
чем 12-14 бит) кодовой книгой. Эту проблему можно обойти с исполь-
зованием объединенных кодовых книг, которые менее чувствительны к 
изменениям характера изображения т . е . они обладают робастностью 
(см.главу I I I ) . 
2.7. Квантование ТВ изображений с учетом весовой 
функции заметности искажений ошиоок квантования 
(; Критерий минимума среднеквадратичной ошибки не учитывает 
особенностей зрительного восприятия искажений квантования, поэтому 
целесообразно расчет шкал квантования ТВ изображений осущствлять с 
учетом особенностей зрительного восприятия этих искажений. Учет 
особенностей зрительного восприятия особенно эффективен, при опти-
мизации процесса квантования в системах ДИКМ ТВ изображений. 
I Оптимизация процесса квантования ТВ изображений на основе 
критерия минимума среднеквадратичной ошибки, как известно [65] , 
осуществляется с использованием выражения 
N x k + l 
D = Е ,[ (X - y k ) z W(x) dx , (2 .7 .1 ) 
И 
где W(x) - плотность вероятности ТВ изображений. 
Исследования показали, что шкалы, подобранные эксперименталь-
но, путем субъективных экспертиз [ 1 4 9 ] , отличаются от шкал кванто-
вания, полученных на основе минимизации ( 2 . 7 . 1 ) , а качество вос-
становленного изображения для субъективно оптимизированных кванто-
вателей выше, чем для квантователей, оптимизированных по критерию 
минимума среднеквадратичесной ошибки (когда в качестве весовой 
t[0Di использована только плотность вероятности ТВ изображений). 
Различие между субъективно-оптимальными и среднеквадратически 
мальными шкалами квантования может быть вызвано тем, что в 
(2.7.1) учитываются только свойства источника сигнала (в частнос-
ти, ТВ сигналов) и не учитываются свойства получателя ( т . е . зри-
тельного восприятия). Если в ( 2 . 7 . 1 ) плотности вероятности W(x) 
заменить некоторой функцией Р ( х ) , которая будет учитывать как ста-
- 123 -
тистические свойства ТВ сигналов, так и психовизуальные свойства 
зрения (ограничения зрительного восприятия), то можно ожидать, что 
Ьантователь, расчитанный на основе такой функции обеспечит полу-
чение субъективного качества кодированных ТВ изображений. В качес-
тве такой функции Р(х) можно использовать функцию заметности ис-
кажений. В работе [56] для аппроксимации Р(х) предложено выражение 
Р(х) = [ W(x)]a/ m(x) ; ( 2 . 7 . 2 ) 
здесь Р(х) - функция заметности искажений; W(x) - плотность веро-
ятности ТВ сигнала; ш(х) - функция маскирования; a - эмпирический 
коэффициент. 
• Функция маскирования характеризует пороговые свойства зри-
тельного восприятия и связана с заметностью искажений квантования 
ТВ сигналов. Эффект пространственного маскирования проявляется в 
снижении заметности искажений около границы высококонтрастных пе-
реходов яркости по сравнению с заметностью искажений в малокон-
трастных областях искажений. 
Г Функция маскирования находится экспериментальным путем. В ка-
честве аппроксимации функции маскирования может быть использовано 
[предложенное в [56] , выражение 
ш(х) % К е - 0 ' 0 4 * , 1 2 - 7 - 3 ) 
где К - некоторый коэффициент. 
В (2 .7 .2) значение коэффициента а зависит от длительности 
наблюдения изображений. Согласно [56] , когда изображение предъяв-
ляется наблюдателю на короткое время, a = 0 , 4 , а когда изображение 
предъявляется на длительное время, a = 0 , 2 . Анализ [28] показы-
вает,что значение а увеличивает или уменьшает вес плотности веро-
ятности при определении функций заметности Р ( х ) . В действительнос-
I ти, когда a = 0 плотность вероятности не влияет на функцию видное-
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я и она полностью определяется величиной т ( х ) . При а = 1 плот-
ность вероятности имеет максимальный вес при определении Р(х) . 
> Для функции заметности нами были расчитаны уровни и пороги 
[квантования при ДИКМ ТВ сигналов. В качестве модели плотности в е -
роятности использовалась функция Лапласа. 
Целью проведенных расчетов являлось: 
1) выявление влияний величины коэффициента а, в выражении 
(2.7.2), на распределние уровней и порогов квантования; 
2) сравнение полученных шкал квантования со шкалами, опреде-
ленными на основе субъективных экспертиз. 
Вычисления проводились на основе методики, изложенной нами в 
разделе 2.3 [28] . В табл .2 .7 .1 (столбцы I , IV, VI, VII) приведены 
результаты расчетов оптимальных порогов и уровней квантования с 
использованием статистичесих характеристик ТВ сигналов и функции 
заметности ( 2 . 7 . 2 ) ; в столбцах I I , v , V I I I показаны значения оп-
тимальных уровней квантования zk= у / у , а в столбце I I в ка-
честве примера приведены заимствованные из работы [149J шкалы 
квантования ТВ сигналов, найденные экспериментальным подбором по-
рогов и уровней квантования. Все данные табл .2 .7 .1 представлены в 
единицах 1/256 при числе уровней квантования N = 8 , 16, 32. 
Анализ данных табл.2.7 .1показывает, что теоретически расчи-
танные шкалы квантования, с учетом функций заметности и статисти-
ческих характеристик ТВ сигалов (столбец I I ) , практически мало от-
личаются от экспериментально подобранных шкал (столбец I I I ) . Это 
дает основание считать, что предложенная модель учета свойств зре-
ния и статистических характеристик ТВ сигналов для расчета шкал 
квантования может быть использована при проектировании квантовате-
лей ДИКМ ТВ сигналов. 
В столбце VI для сравнения представлены (.заимствование из 
(149J) шкалы квантования, расчитанные на основе учета только ста-
тических характеристик сигнала ( для плотности вероятности Лап-
ласа ). 
анализ табл .2 .7 .1 показывает, что квантователи, оптими-
зированные на основе критерия минимума среднеквадратической ошиб-
ки, имеют более компрессированную характеристику, чем квантовате-
метности и плотности вероятности ТВ изображений. В процессе расче-
тов было выявлено [20] , что шкалы квантования, расчитанные для 
различных значений коэффициента а ( а= 0 ,2 и а = 0 , 4 ) , практически 
не отличаются друг от друга. Это означает, что выбор порогов и 
уровней квантования не зависит от длительности наблюдения кванто-
ванного ТВ изображения. 
При квантовании ТВ сигналов на основе функций видности ошибка 
•внтования кйк бы взешивается в соответствии с изменением функции 
Р(х). Однако, как с теоретической, так и практический точки зрения 
представляет интерес такое квантование ТВ изображений, когда ошиб-
ка квантования будет ниже порога заметности искажений яркостных 
переходов ТВ изображений. 
ошибку квантования на основе учета функций з а -
Таблица 2 . 7 . 1 
Параметры квантования 
I I I I l l IY Y Yi YII YII 
N = 8 N = 8 N =8 N = = 16 N=16 N = = 16 N -= 32 N =3 
Хк Ук Zk Zk Xk Ук 
Г7 
^k Xk Ук •jr к Ук s k 
1 2 2 1 1 0 о L— 1 0 2 0 о c_ 1 
4 7 3 3 4 6 3 4 6 4 ,5 6 3 
11 15 7 7 9 12 6 9 12 8 11 6 
21 28 14 15 15 18 9 15 18 13 16 8 
К " - - - 22 26 13 21 25 18 21 10 
1 - - - - 31 37 18 39 35 24 27 13 
\ - - - - 44 52 26 41 48 30 33 17 
j - - - - 64 77 39 60 72 36 40 20 
- - - - - - - - - 44 48 24 
Г " - - - - - - - - 52 57 29 
. - - - - - - - - - 62 68 34 
I - - - - - - - - - 74 81 40 
[ - - - - - - - - - 89 97 48 
к - - - - - - - - - 107 118 59 
[ - - - - - - - - - 133 148 74 
1 - - - - - - - - - 173 199 99 
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2 .8 . Расчет шкал квантования при ДМКМ ТВ сигналов 
с использованием зрительных порогов заметности 
искажений 
Известно [531, что шумы квантования менее заметны вблизи 
больших перепадов яркости, чем на участках ТВ изображений с плав-
ными переходами. Это свойство зрения известно как эффект простран-
ственного маскирования. В работе [771 для построения квантователя 
с учетом свойств зрения использовалась зависимость заметности шума 
квантования от межэлементной разности квантуемых ТВ сигналов. В 
[71] путем субъективных тестов найдены плотности функции заметнос-
ти для яркостного и цветовых составляющих ТВ сигнала. Функция з а -
метности для заданного ТВ изображения находилось путем определения 
визуального восприятия добавленного шума в тех местах ТВ изображе-
ний, где межэлементная разность ТВ сигналов превышала заданный 
порог. Такая функция заметности позволяет рассчитать шкалы кванто-
вания с помощью уравнений Макса [65] , если вместо плотности вероя-
тности использовать функцию заметности. Экспериментальные исследо-
вния [72] показали, что если шумы квантования находятся ниже опре-
деленного порога, они не воспринимаются наблюдателем. 
Следует отметить, что в работах [72-74] расчет шкал квантова-
ния с использованием пороговой функции заметности искажений яркос-
I тных переходов осуществлялся графическим способом или методами ди-
намического программирования. Очевидно, что графический способ 
расчета является трудоемким и не всегда обеспечивает достаточную 
точность вычислений, а метод динамического прогрммирования связан 
с большим объемом вычислений. 
Целью данного раздела диссертации является вывод аналитичес-
ких уравнений для расчета шкал квантования ТВ изображений с ис-
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пользованием амплитудных порогов заметности искажений границ 
яркостных переходов, что позволяет упростить процедуру расчета оп-
льных параметров квантования. 
I Амплитудные пороги, используемые для расчета шкал квантова-
ния, можно измерить по методике [72] . Телевизионный экран, разде-
ленный на две части, имеет яркость на одной половине и - aQ+x 
на другой. Граница перехода имеет ширину, равную длительности од-
ного элемента изображения. Затем яркость на границе перепада 
яркости искажается на величину ± да , и яркость перепада оудет 
aQ+ х + Да и а о + х - да . Пороговая функция определяется как 
Да, при которой условная вероятность 
Р (Да| х) = 0 , 5 . 
Условную вероятность можно аппроксимировать функцией 
Р(Да| х) о да < т (х ) , ( 2 > 8 и ) 
^ ^ 1 Да > т ( х ) , 
где Т(х) - функция амплитудного порога заметности искажения гра-
ниц. 
L Использование пороговой функции видности позволяет рассчитать внтователь ТВ сигналов, который позволит поддерживать шумы кван-
тования ниже порога их заметности. Тогда квантование можно оптими-
зировать на основе так называемого критерия надпороговой субъек-
тивной среднеквадратичной ошибки [72] : 
N Хк+1 
IL = Е J [ |х - Уь! - T z ( x ) ] е [ | х - у I - Т (х ) ] р ( х ) dx, 
" k=i 
хк ( 2 . 8 . 2 ) 
где р(х) - функция заметности, а 0(rj) - функция Хевисайда, которая 
определяется в виде 
9(Т1) = 0 [ | х - у I - Т(х) ] = { 1 I х - ykl ^ т ( 2 . 8 . 3 ) 
к I 0 |х - у к | > Т ( х ) . 
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Поскольку в ( 2 . 8 . 2 ) входит функция Хевисайда, которая в обыч-
ном смысле недифференцируема, нахождение минимума DH путем непос-
редственного дифференцирования ( 2 . 8 . 2 ) не представляется возмож-
ным. Однако, учитывая свойство функции в(т}), можно преобразовать 
[(2.8.2) в удобную форму [19 ,29 ] . С учетом того, что х < yk < xfe , 
преобразуем интеграл, входящий в ( 2 . 8 . 2 ) : 
I 
• = J О - у к ) - Т 2 ( х ) ] 0 [ |х - у к | - Т (х ) ] pux) dx -
ft \ 
В Ук 
К = J [(х - У к ) 2 - Т 2 (Х) ] е С(ук - х) - Т(х) ] р (х ) dx + 
I ' 
+ J [(X - у к ) 2 - Т (х)] 6 [(х - у к ) - Т(х) ] р (х ) dx. ( 2 . 8 . 4 ) 
I Ук 
Как показали экспериментальные исследования [ 6 9 , 7 0 ] , функция 
Т(х) имеет линейный характер: 
Т(х) = а + Ъх. ( 2 . 8 . 5 ) 
С точки зрения удобства численных расчетов, Т(х) на интерва-
ле (xk , ук) будем аппроксимировать функцией т ( х к ) , а на интер-
вале (ук, х ) - функцией Т(х к + ) . Это означает, что на интерва-
ле (хк, ук) погрешность квантования не должна превышать T ( x k ) , а 
на интервале (у , х к 1 ) - т ( х к ) . 
Уравнение ( 2 . 8 . 4 ) можно преобразовать : 
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yk 
f J [(X - у ) 2 - T 2 ( x )] В [(y - x ) - T(x )] px) dx + 
xk 
xk+i 
I T ! > ~ y k ) z - e О - k> - T ^ x k + 1 > ] P ^ x 
Уь 
V T ( V 
W [ (2 - y k ) 2 - T 2 ( x k ) ] p ( x ) d x + / [ 1 U 2 - y 2 ) -T (Xk + 1 ) ] p ( x ) d x . 
I X k y k + T ( x k . . . 
k k 1 (2.8.6) 
Для нахождения xk и yk продифференциируем уравнение ( 2 . 8 . 6 ) . 
Будем иметь: 
ук - т < х к > 
dl2/dyk = -2 J (х - у к ) р (х ) dx + [ (у к - Т ( х к ) - у к ) 2 -
хк хк+1 
- т \ ) ] 2 р (ук - Т ( х к ) ) - 2 J + (х - у к ) р (х ) die -
Р y k - T ( x k . i ) 
{[<Ук " Т ( х к + 1 ) - у к ) 2 - Т 2 ( х к + 1 ) ] р (ук + Т ( х к + 1 ) ) } . 
После решения уравнений d l 2 / dyk = о для ук получим: 
х, , у. + Т < х, > к + 1 7 к к +1 
(2 
J хр(х) dx - J хр(х) dx 
у , - т ( х , ) 
Ук = - ( 2 . 8 . 8 ) 
xk + i y k + T ( x k + i > 
J р (х ) dx - J р (х ) dx 
| хк у к " Т ( х 5 
При т ( х ) = 0 , т . е . когда пороговое свойство зрения не 
тывается, ( 2 . 8 . 8 ) переходит в хорошо известное уравнение Макса 
•ря расчета уровней квантования [65] : 
Xk+l Xk+1 
Ук = J хр(х) dx / J р (х ) dx. 
xk xk 
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Для нахождения порогов квантованияя продифференцируем ( 2 . 8 . 1 ) 
по хк и после решения d l 2 / dxfc = о, оудем иметь [19] : 
V T < V 
p(V[2xk(yk - yk i ) + у 2 _ г у 2 ] - 2bT(xk) J p(x)dx = О, 
Щ y k - i + T ( V ( 2 . 8 . 9 ) 
При Т(х) = О 
В xk = (Ук + 2 ' 
что совпадает с выражением Макса [65] для порогов квантования. 
Таким образом, полученные нами уравнения ( 2 . 8 . 8 ) и ( 2 . 8 . 9 ) 
являются обобщенными уравнениями оптимального квантования с учетом 
пороговой функции заметности. 
Когда критерием оценки оптимальности квантования служит 
абсолютная погрешность квантования, для ошибки квантования с 
учетом Т(х) будем иметь [19] : 
N Xk+1 
\ = Z J [ |х - у | - Т (х)] в [ |х - у | - Т (х)] р (х ) dx. (2 .8 .10 ) 
• А k=i 
1 х к 
Преобразуем ( 2 . 8 . 1 0 ) . С учетом ( 2 . 8 . 3 ) интеграл, входящий в 
(2.8.10), преобразуется следующим образом: 
ук-т<х > хк + 1 
J [(ук- х ) -Т(х к ) ] р(х)dx + J [(х - У к ) -Т(х к + 1 ) ] р (х )dx . 
X, у , + т ( х . > ( 2 . 8 . 1 1 ) 
к к к +1 
После дифференцирования по ук и приравнивания результата к 
нулю 
у - Т ( X ) X ' к к к +1 
J р(x)dx = J р (x)dx . (2 .8 .12 ) 
х, у . +Т ( X. > к г к к +1 
Мз уравнения (2 .8 .12 ) можно вычислить уровни квантования ук , 
согласованные с ( 2 . 7 . 2 ) . Для хкпосле дифференцирования ( 2 . 8 . 4 ) 
:учим 
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Plx k ) (2xk - y k i - y k ) - b J 
yk-i + T ( X , > 
Когда p(x) = const , из (2 .138) и (2 .139) получим: 
yk = xk(1 + b) + x k + l ( 1 - b) / 2 k+l ( 2 . 8 . 1 4 ) 
xk = y k (1+b)/2(1+b )2+ y k _ t (1-b) /2 (1+b ) z - ab/(1 - b ) 2 . ( 2 . 8 . 1 5 ) 
Таким образом, получеьпше аналитические выражения позволяют 
существенно упростить численные расчеты оптимальных шкал квантова-
ния с учетом пороговых свойств зрительного восприятия. 
Если функция порога видности т ( х ) задана графически, пороги 
и уровни квантования находятся следующим образом [ 2 0 , 7 2 ] . 
Для значения порога х 1 = о определим уровень квантования у4 
как точку пересечения прямой с наклоном 45°, проведенной из точки 
Т(0) до пересечения с осью абсцис. Точка пересечения определяет 
значение у (рис.2 .8 .1 а ) . Для определения порога х 2 из точки 
(у, 0) проводится прямая с наклоном 45° до пересечения с Т ( х ) . 
Точка пересечения определяет значение х2 > Для нахождения последу-
|(их значений хк и укследует повторить приведенную выше процеду-
Расчет шкал квантования можно значительно упростить, если 
вместо графического способа определения порогов и уровней кванто-
вания использовать аналитический способ, основанный на рекуррент-
их соотношениях. Из рис .2 .8 .16 следует, что х - ук_4= Т ( х ) , а 
при х=хк получим х к - Ук_4= т ( х к ) - Учитывая, что Т(х)=а+Ьх, имеем: 
[ хк = (а + ук_ ) / (1 ~ Ь) , к = 2 , 3 , . . . N = 1. ( 2 . 8 . 1 6 ) 
Когда x i = Т (о ) , для нахождения ук можно записать ук - х = 
|Р(0) при х = х к 1 : 
- 1 3 3 -
Рис.2.8Л Определение параметров оптимизированного квантова 
ния для: а - подпорогового критерия оптимальности 
б - надпорогового критерия оптимальности 
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yk = xk + T(x k ) = xk(1 - b) + a . ( 2 . 8 . 1 7 ) 
Полученные рекуррентные соотношения ( 2 . 8 . 1 6 ) и ( 2 . 8 . 1 7 ) 
позволяют легко вычислить значения оптимальных уровней и порогов 
квантования и свести графические расчеты параметров квантования к 
аналитическим. 
Когда число уровней квантования нечетно, т . е . когда у = О, 
рекуррентные соотношения для хк и ук принимают вид 
х к = ( у к + а ) / ( 1 - Ъ ) , ( 2 . 8 . 1 8 ) 
У к = х к 1 (1 - Ь ) + а . ( 2 . 8 . 1 9 ) 
Как показали экспериментальные исследования [70] , пороговая 
функция видности искажений имеет несимметричный характер и аппрок-
симируется выражениями 
Т ( х ) = 3 , 6 1 + 0 , 0 3 х х > О , 
Т(х) = 3,61 + О,09|х| х < О. (2.У.20) 
В этом случае расчет хк и ук для положительной и отрицатель 
ной ветвей Т(х) должен производиться раздельно. 
В табл. 2 . 8 . 1 . представлены результаты расчетов шкал кванто-
вания для ДИКМ ТВ сигналов на основе ( 2 . 8 . 1 6 ) - ( 2 . 8 . 1 8 ) . Как по-
казывает анализ данных табл. 2 . 8 . 1 , когда входной сигнал меняется 
в диапазоне -255, +255, число уровней квантования (на основе кри-
терия подпороговой абсолютной ошибки квантования) равно 18 для 
положительных значений сигнала и 11 - для отрицательных. В этих 
расчетах значение I - го уровня принято равным 2/256 с учетом то-
го, что при этом гранулярный шум незаметен на ТВ изображениях. 
Нужно отметить, что при квантовании на малое число уровней 
(N< 8) степень несимметричности шкал квантования незначительна, и 
шкалу можно считать симметричной. Представление в табл .2 .8 .1 зна-
чение хк и ук обеспечивают такое квантование ТВ сигнала, при ко-
В 
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тором ошибка квантования не превышает порог заметности искажений 
(т.е. обеспечивает субъективно нулевую ошибку квантования). 
Когда допускается существование некоторой ошибки выше порого-
вой функции т ( х ) (рис. 2 . 8 . 1 6 ) , шкалы квантования будут отли-
чаться от приведенных в табл 2 . 8 . 1 (столбец 1 . ) . 
Ошибка квантования, которая появляется выше порога, может 
быть учтена путем умножения пороговой функции т ( х ) на коэффици-
ент (1 + 8 ) . Значение е можно выбрать произвольно. Однако следу-
ет отметить, что умножение Т(х) на коэффициент (1 + е) означает 
не только допущение появления ошибки выше порога (рис .2 .8 .16 ) , но 
и изменение углового коэффициента b для Т ( х ) , которое определя-
ется экспериментально. 
Появление ошибки квантования выше порога может быть учтено 
выражением 
(1 + е) а + Ьх. 
В табл.2 .8 .1 (столбец I I ) представлены результаты расчетов 
шкал квантования для функции т ( х ) , вычисленной по методике, 
представленной в [72] и аппроксимированной в виде Т(х)=1+0,1125х, 
а в столбцах I I I , i v - шкалы квантования на основе критерия над-
пороговой ошибки, выраженной коэффициентами s - 0 ,3 и е = 0 ,7 
соответственно. Анализ данных табл. 2 . 8 . 1 показывает,число уровней 
квантования для подпорогового критерия ошибки равно 30, а для над-
порогового критерия ошибки 28 и 26 при е = 0 , 3 и е = 0 ,7 соответ-
ственно . 
В работе [145] были измерены т ( х ) для цветоразностных сос-
тавляющих полного ТВ сигнала системы СЕКАМ и получены выражения: 
1 3 6 
доя D = - 1 , 9 Е„ 
^ R R-y 
Т(х) = 4 ,5 + 0,1165x X > 0, 
Т(х) = 3 ,5 + 0 ,0671 |х | х < О; ( 2 . 8 . 2 1 ) 
ДОЯ D„ = 1 ,5 Е ^ в ' в-у 
Т(х) = 6 , 5 + 0,0б4х х > О, 
Т(х) = 7 ,25 + 0 ,1414 |х | х < О. ( 2 . 8 . 2 2 ) 
В табл .2 .8 .2 представлены результаты расчетов шкал квантова-
ния с использованием ( 2 . 8 . 2 1 ) и ( 2 . 8 . 2 2 ) . Анализ данных, приведен-
ных в таблицах, показывает, что для кодирования цветоразностных 
сигналов шкалы квантования асимметричны. При квантовании D^-шсло 
уровней квантования 22 ( 9 для положительной ветви и 13 для отри-
цательной), а для D - 16 (11 для положительной ветви и 6 для от-
В 
рицательной). 
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Таблица 2 . 8 . 1 
Параметры кантования 
хк Хк ук х к ук х к у к х к у к 
-255 
-235 
31 
36 
0 
1 
0 
1 
0 
2 
-211 
-187 
41 
47 
2 
3 
2 
4 
4 
6 
| -167 
-147 
52 
58 
5 
6 
6 
9 
8 
11 
-131 
-114 
62 
66 
8 
10 
11 
14 
14 
18 
-101 
-88 
74 
82 
15 
15 
17 
20 
22 
26 
-77 
-66 
83 
96 
18 
22 
24 
28 
31 
37 
| -57 
-48 
103 
111 
25 
29 
33 
38 
43 
50 
-40 
-33 
119 
127 
34 
39 
44 
51 
58 
67 
-27 
-20 
135 
144 
45 
51 
59 
67 
77 
87 
-15 
-10 
153 
163 
59 
6b 
77 
87 
100 
113 
-6 
-2 
173 
183 
76 
86 
99 
111 
129 
146 
0 
2 
194 
205 
98 
110 
127 
143 
166 
187 
5 
9 
216 
228 
125 
140 
162 
182 
212 
238 
10 
18 
240 
253 
158 
177 
206 
231 
255 
22 
27 
255 201 
255 
225 
255 
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Таблица 2 . 8 . 2 
Параметры квантования 
I I I 
D D. 
R ь 
хк Ук Хк Ук хк Ук х к Ук 
-255 -7 -225 117 
-227 -3 -193 131 
-209 О -162 147 
-192 4 -132 163 
-176 9 -109 181 
-161 14 -87 200 
-147 20 -70 220 
-134 26 -53 241 
-122 33 -40 255 
-111 41 -27 
-100 50 -17 
-90 59 -7 
-81 71 0 
-72 83 6 
-64 98 14 
-57 114 21 
-50 133 29 
-43 152 38 
-37 176 47 
-31 200 57 
-26 255 68 
-21 79 
-16 91 
-11 103 
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2.9 Робастное квантование ТВ изображений при 
сочетании векторного и скалярного кватований 
Как было уже отмечено, если характеристики квантователя рас-
считаны для одной статистики и этот квантователь (векторный или 
•Ькалярный) используется при квантовании сигналов с другой статис-
тикой, то качественные характеристики, процесса квантования, ухуд-
шаются и эффективность кодирования снижается. 
При векторном квантовании изображений, создание кодовой книги 
осуществляется как правило, для ограниченного множества 
обучающихся векторов . Когда квантуется изображение векторы 
которого не участвовали в создании кодовой книги, качество 
восстановленного изображения значительно снижается. Тривиальным 
способом, улучшения квантованных изображений является увеличение 
объема кодовой книги, однако, при этом значительно возрастают 
вычислительные затраты (см. г л . 1 , р а з . 1 . 5 ) , требуемые для 
осуществления ВК. Уменьшение объема кодовой книги приводит к 
искажениям, на восстановленных изображениях. Среди них наиболее 
нежелательными являются: "блочная структура", на участках плавного 
изменения яркости изображения, "лестничная структура", на границах 
резких переходов яркости, и "вымывание текстуры". 
С точки зрения повышения робастности ВК, целесообразно так 
преобразовать статистические характеристики квантуемых сигналов, 
что при квантовании изображений различных сюжетов, статистические 
характеристики квантуемых векторов менялись бы незначительно. Од-
ним из способов, осуществления такого преоборазования, квантуемых 
сигналов, является метод нормирования. Впервые этот метод был 
предложен в работе [87] . Однако, в этой работе не были исследованы 
вопросы сочетания оптимального неравномерного скалярного квантова-
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ния с ВК и робастность процесса ВК при таком сочетании. 
Как показали экспериментальные исследования [11 ,87 ] , если вы-
числить среднее значение исходного блока (вектора) изображения, а 
затем его вычесть из каждого элемента исходного блока, распределе-
ние вероятностей значений вектора приближается к круговой симет-
рии. Тогда как распределение в исходном блоке, имеет диагональную 
направленность. Такое преобразование исходного вектора позволяет 
повысить робастность ВК, так как характер распределения значений 
вектора блока изображения, будет менятся незначительно от изобра-
жения к изображению. 
Алгоритм нормированного ВК заключается в следующем. Блок зна-
чении исходного изображения, (X , X . . .Х к) состоит из к = nxm 
отсчетов. 
Входной вектор квантователя, S . , формируется следующим обра-
зом: 
к 
m =( 1 / к ) £ X. , (2 .9 .1 ) L . i = i 
= [ ( 1 /к )£ (X. - т. ) 2 ] 1 / 2 , ( 2 . 9 . 2 ) 
1 = 1 
S. = (X - Т ) / О , ( 2 . 9 . 3 ) 
i i е ' е 
X, = (Xt , Х2 . . . Хк) , ( 2 . 9 . 4 ) 
°1 
! где 1 номер блока изображения. После такой процедуры, распреде-
ление вероятностей P ( S ) , входных векторов s , будет приблизительно 
одинаковой для различных изображений [11] . Далее, для векторов 
В., используется алгоритм ЛБГ, a п^и о . , каждого S^, квантуется 
[скалярно, отдельными квантователями. Для оптимального квантования 
т., и о { были исследованы их распределения вероятностей. На рис. 
2.9.1 а и б показаны распределения m и о . Анализ этих распре-
делений показал, что среднее значение следует квантовать равномер-
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Рис.2.9.I Распределение среднеквадратического значение 
для блока 4x4 
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ной шкалой, а о - неравномерной шкалой. Экспериментально установ-
лено [11], что при раномерном квантовании ш,, на 32 уровня, и не 
равномерном оптимальном квантовании о , на 16 уровней, качество 
восстановленных изображений субъективно не отличается от случая, 
когда mL и о^вантуются с точностью 8 бит. На р и с . 2 . 9 . 2 представ-
лено изображение восстановленное после векторного квантования, при 
объеме кодовой книги N=128, размерности блоока к = 4x4, среднее 
значение m квантовалось на 32 уровня, равномерной шкалой и о 
квантовалось на 16 уровней неравномерной шкалой, построенной для 
распределения Лапласа. 
Ш Как было показано в разделе 2 . 5 , при этом обеспечивается 
наибольшая робастность квантования. В таблице2.9.1 представлены 
количественные оценки восстановленных изображений при ВК в сочета-
нии со скалярным квантованием. Там же для сравнения показаны ре-
зультаты для обычного ВК. Основной мерой искажения была взята 
среднеквадратическая ошибка (ОКО), однако для ускорения вычислений 
использовался и критерий средней абсолютной ошибки (ОАО) и мини-
максный критерий. Был также использован алгоритм быстрого поиска, 
предложенный в 1-ой главе диссертации. 
Таблица ( 2 . 9 . 1 ) 
Наименование 
ВК изображений 
количественные оценки восстановленных изображении 
при векторном квантовании 
СКО ПСКО % НСКО % ПОСШ ДБ НОСШ ДБ 
Число бит 
на элемент 
бит/эл 
1 LENLBG 
ISCLLBG 
I LEN-NDR 
1 SCL-NDR 
LN-16-32 
SN-16-32 
136,92 
80,89 
96,51 
34,82 
106,49 
46,04 
0 ,20 
0,12 
0 ,14 
0 ,05 
0 ,16 
0,07 
1 ,08 
0 ,64 
0,76 
0,27 
0 ,84 
0,36 
26,80 
29,08 
28,31 
32,74 
27,89 
31 ,53 
19,63 
21 ,87 
21 ,15 
25,53 
20,72 
24,32 
0,43 
0 ,43 
1 ,43 
1 ,43 
1 ,00 
1 ,00 
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В таблице 2 . 9 . 1 исспользованы следующие обозначения: LENLDG, 
ICLLBG - тестовые изображения "ЛЕНА" и "ШКОЛА" после векторного 
квантования на основе алгоритма ЛБГ. LEN-NOR, SCL-NOR, векторное 
квантование изображения "ЛЕНА" и "ШКОЛА", методом нормирования. 
НИ6-32 и SN-16-32 - векторное квантование изображения "ЛЕНА" и 
"ШКОЛА", методами нормирования, при N = 128, к = 4x4 m и о кванту-
ются с точностью соответственно 5 и 4 бит. 
Поскольку, при вышеописанном методе ВК осуществляется р а з -
дельное квантование составляющих сигналов изображений, целесооб-
разно оценить, как влияет эта процедура на оптимальность ВК. Оцен-
ку будем производить для критерия СКО. Допустим, что кодируется 
блок источника сигнала как пара ( т . , s ) , где т . , - среднее значе-
ние блока, s^кодовый вектор, из кодовой книги С... Допустим, что 
среднее значение M[S) ] не равно нулю, тогда при критерии СКО оп-
тимальный кодер должен найти пару (m, S ) , которая минимизирует 
расстояние 
d(X, S + шТ) = [X - S - mTjT [X - S - шТ] = 
= [ Х Т Х - 2 X T S + S T S ] + [ Х Т Х - 2m Х т Т + ш 2 1 т Т ] -
- Х Т Х = | X - M [ X ] 1 - S | 2 + K [ M [ X ] -
+ 2KM [S ] (m - М [X ]) ( 2 . 9 . 5 ) 
Анализ выражения ( 2 . 9 . 5 ) показывает, что если все кодовые 
векторы имеют нулевое среднее значение т . е . м [ s J = О, тогда сов-
местного минимума можно достигнуть за счет нахождения двух незы-
висимых минимумов. Одного для среднего значения ш, и второго, 
для S : 
m = min [М [X J - m]2 . ( 2 . 9 . 6 ) 
S = min * | X - M [X ] 1 - S | 2 = min 1 | X - S j 2 
£ £ c s £ c 
S 3 
( 2 . 9 . 7 ) 
Такое правило кодирования иллюстрируют два важных аспекта 
раздельного кодирования. Первый - даст возможность найти локально 
- 1 4 5 -
Рис. 2 . 9 . 2 ТВ изображение после ВК при N =128, к = 4x4 
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•оптимальный вектор s , посредством выбора s из кодовой книги 
I С,который минимизирует- СКО между s и входным вектором 
источника, х - м [х ] Т. Если мы применяем алгоритм ЛБГ для 
I создания кодовой книги Сд, и используем вектор источника, с 
нулевым средним, тогда все кодовые векторы из кодовой книги с , 
будут иметь нулевое среднее значение т . е . s = о . средние значения 
векторов будут равны нулю поскольку при алгоритме ЛБ'Г, кодовые 
векторы являются центроидами множеста обучающихся векторов и 
центроиды множества элементов, при критерии СКО, являются средними 
значениями всех векторов данного множества. Второй аспект 
заключается в том, что при заданной кодовой книге C s 
для нахождения локально оптимального вектора s нет необходимости 
вычитания М [X ] Т из х , что упрощает практическую реализацию 
квантователя. В заключение отметим, что k-мерная кодовая книга с , 
при критерии СКО, и раздельном ВК охватывает только к-1 
размерность. Это происходит из-за того, что все векторы s 
находятся внутри гиперплоскости s + s + . . . S k = О , где 
i- ый компонент вектора s . 
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Выводы к главе 2 
Глава 2 посвящена исследованию оптимизации процесса квантова-
ния ТВ сигналов на базе неравномерного квантования при учете как 
статистических характеристик ТВ изображений, так и особеностей их 
нштельного восприятия в главе также исследованна робастность как 
одномерного (скалярного квантования), так и его сочетания с много-
мерным (векторным) квантованием ТВ сигналов. 
Новыми результатами, обладающими авторским приоритетом, 
1ЯЮТСЯ: 
1. Исследование эффективности перехода от равномерного 
квантования к неравномерному на основе нелинейных преобразований 
квантуемых ТВ сигналов для априори заданных их статистических 
характеристик и различных видов степеней функции потерь. 
2. Исследование эффективности перехода от равномерного ска-
лярного квантовния к векторному квантованию. 
3. Методика численных и графоаналитических расчетов парамет-
ров квантования ТВ изображений на основе критериев минимума сред-
них значений степенных функций потерь. 
4. Методика расчета параметров оптимизированного квантования 
ТВ сигналов, при которой учитываются зрительные пороги заметности 
специфических искажений квантования. 
5 Исследование робастности квантования ТВ сигналов, при соче-
тании скалярного квантования с векторным квантованием, на основе 
алгоритма нормированного ВК ТВ изображений. 
Результаты исследований, изложенные в данной главе дали в о з -
можность : 
1. Оценить выигрыши в отношении сигнал-шум квантования при 
переходе от равномерного квантования к неравномерному на основе 
предложенных законов компандирования, составляющие 3 . . . 6 дБ для 
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исходных ТВ сигналов и 12 дБ для их разностных значений. 
2. Оценить теоретически выигрыш в двоичных единицах при пере-
ходе от равномерного скалярного квантования к равномерному вектор-
ному квантованию на основе сравнения верхней границы энтропии р а з -
ности и к-мерного объема ячейки разделения векторного пространст-
ва, составляющие 0,255 бит/отсчет. 
3. Свести сложные итерационные методы расчета параметров 
квантования ТВ сигналов, выполняемых с помощью ЭВМ, к относительно 
простым аналитическим и графическим расчетам, позволяющим сокра-
тить время вычислений в 10-15 р а з . 
В 4. Установить, что предложенная методика определения парамет-
ров квантования ТВ сигналов с учетом зрительных порогов заметности 
специфических искажений, позволяет значительно упростить процедуру 
определения параметров квантования на основе предложенных аналити-
ческих выражений и рекурентных соотношений, обеспечивающих более 
высокую точность по сравнению с существующими графическими метода-
ми. 
5. Установить, что при распределении вероятностей, принадле-
жащих классу ограниченных на интервале распределений, робастным 
является равномерное квантование; 
а) Определить, что наибольшая робастность (характеризуемая 
нечувствительностью отношения сигал-шум квантования при многомер-
ном увеличении дисперсии квантуемых сигналов) квантование достига-
ется при распределении вероятности значений квантуемых ТВ сигна-
лов, описываемых функцией Гаусса, и параметрах квантования, сог-
ласованных с распределением Лапласа. В том случае, когда квантова-
ние согласовано по распределению, но не согласованно по дисперсии 
впример, при числе уровней квантования 32, увеличние дисперсии 
антуемых сигналов в четыре раза вызывает уменьшение отношения 
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нал-шум на 12 дБ; 0) установить, что при сочетании, векторного 
антования со скалярным квантованием ( на основе раздельного 
антования среднего и среднеквадратического значений векторов) не 
нарушается отпимальность ВК; в) экспериментально установить, что 
среднее значение вектора следует квантовать равномерной шкалой на 
32 уровня, а среднеквадратические значения вектора (с учетом зако-
на распределения вероятностей), неравномерной шкалой на 16 уров-
ней, построенной для распределения Лапласа; г ) установить, что 
сочетание скалярного квантования с ВК обеспечивает робастность 
процесса векторного квантования ТВ изображений. 
ИССЛЕДОВАНИЕ МЕТОДОВ ПОВЫШЕНИЯ ЭФФЕКТИВНОСТИ ПРОЦЕССА 
ВЕКТОРНОГО КВАНТОВАНИЯ ТВ И306РАЖЕНИЙ 
Г Л А В А 3 
- 1 5 0 -
3 . 1 . Задача исследования 
Следует отметить, что некоторые аспекты теории и применений 
векторного квантования различного рода сигналов, в том числе и те-
левизионных, получили достаточное освещение в литературе (см. нап-
ример, обзоры работ по ВК, представленные в [ 8 1 , 8 2 ] ) . Однако, что 
касается исследований по учету особеностей статистических характе-
ристик реальных ТВ изображений при анализе и синтезе процесса ВК, 
то основываясь на доступных материалах, можно утверждать, что это 
[направление не получило достаточного развития. Можно отметить лишь 
i следующие работы. Так, в [83] предложена процедура векторного 
квантования, основанная на обновлении кодовой книги в зависимости 
от локальной статистики подблоков, на которые разбивается исходное 
ТВ изображение. В [111] предложена также процедура предварительной 
сегментации исходных ТВ изображений на однородные участки, тексту-
ру и область контуров с последующим кодированием на основе интер-
поляционного замещения однородных участков и векторного квантова-
ния с предсказанием подобластей текстур и контуров. В И51] с 
целью повышения качественных показателей процесса ВК используется 
адаптивное, в зависимости от величины среднеквадратического откло-
нения, изменение размеров блоков элементов ТВ изображения, которые 
используются при формировании начальной кодовой книги, а с целью 
улучшения субъективного восприятия ТВ изображений используется так 
называемая рандомизация процесса ВК (т.е.процедура добавления 
псевдослучайного шума перед квантованием с последующим его вычита-
нием при восстановлении). В то же время, представляет существенный 
интерес исследование влияния особенностей статистических характе-
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ристик ТВ изображений и свойств их зрительного восприятия на точ-
ностные показатели и субъективное качество восстановленных ТВ 
изображений в процессе ВК. Следует отметить, что до проведенных 
автором исследований в литературе отсутствовали данные по влиянию 
на точностные показатели перехода процесса ВК от ортогональной 
структуры расположения отсчетов в кадре ТВ изображений к другим 
структурам, учитывающим анизотропию пространственного спектра 
реальных ТВ изображений, при различных критериях, используемых при 
формировании начальной кодовой книги. Не исследовано влияние на 
точностные показатели процесса ВК статистических характеристик 
реальных ТВ изображений учитывая как изменение формы блоков, на 
которые подразделяется ТВ изображение при формировании начальной 
кодовой книги, так и структуры пространственной дискретизации. Не 
рассмотрены точностные показатели процесса ВК при сегментации ис-
ходных ТВ изображений на блоки ромбовидной формы, отображающей од-
новременный учет анизотропии пространственного спектра реальных ТВ 
изображений и их зрительного восприятия. 
К настоящему времени разработан ряд методов уменьшения специ-
фических искажений, сопутствующих процессу ВК ТВ изображений. Так, 
в [112] , предлагается так называемый метод перегруппировки, кото-
рый заключается в повороте вокруг своей оси смежных блоков с целью 
усиления корреляционых связей между граничными элементами этих 
блоков. Однако, при практическом применении этого метода, субъек-
тивное улучшение качества ТВ изображений имеет место лишь на фраг-
ментах с плавным изменением яркости и, в то же время, происходит 
сильное "размытие" контуров. Что касается объективных показателей, 
то например, пиковое отношение сигнал-шум уменьшается в среднем на 
6-7 дБ. В [113] , для уменьшения специфических искажений ВК предла-
гается использовать низкочастотную фильтрацию: однако, как показа-
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ли эксперименты, реализация этого метода сопровождается сильными 
искажениями контурных областей и понижением четкости ТВ изображе-
ния. В [114] быда сделана попытка применения рекурсивного блочного 
кодирования для уменьшения специфических искажений ВК, однако, ис-
пользование этого метода сопряжено с существенным увеличением вре-
мени обработки, вызванный необходимостью проведения большого числа 
вычислений при реализации двумерного блочного кодирования. Некото-
рое уменьшение специфических искажений ВК может быть достигнуто 
[применением так называемого метода перекрытия [52] , при котором в 
составлении кодовой книги принимают участие не просто соседние 
блоки ТВ изображения, а блоки, "перекрывающие" друг друга, пример-
но н а один столбец и на одну строку. Однако, практическое примене-
ние этого метода приводит к увеличению избыточноси, которая для 
блока в N х N элементов пропорциональна [N/(N - 1 ) ] 2 . Таким обра-
зом, как следует из вышеизложенного практическое применение пред-
ложенных методов уменьшения специфических искажений ВК не приводит 
к желаемой степени их уменьшения и, с другой стороны, связана с 
увеличением либо дополнительной служебной информации, либо объема 
вычислений. 
Как следует из анализа литературы, посвященной уменьшению 
специфических искажений ВК ТВ изображений, до выполнненных автором 
работ, не были рассмотрены вопросы усиления корреляционных связей 
на границе соседних блоков при реализации методов "перекрытия бло-
к о в " ; не была исследована эффективность интерполяционного ВК с 
точки зрения уменьшения специфических искажений квантования; не 
было исследовано ВК с переменной точностью квантования, при кото-
рой учитывается как зависимость остроты зрения от угла периферий-
ности, так и анизотропия пространственного спектра реальных ТВ 
бражений и свойств их зрительного восприятия. 
Как известно, конечным звеном большинства систем передачи ТВ 
изображений является зрительная система человека. Поэтому, целесо-
образно, при создании алгоритмов кодирования ТВ изображений, ис-
шьзовать особенности зрительного восприятия. Это позволяет повы-
сить коэффициент сжатия цифровых ТВ сигналов и тем самым, увели-
чить эффективность процесса ВК. Учет лишь статистических свойств 
ТВ сигналов, в настоящее время не позволяет повысить коэффициент 
сжатия цифровых сигналов выше десяти. Такое ограничение связано с 
тем фактом, что как правило, точная статистика ТВ сигналов не из-
вестна. С другой стороны за последние годы достигнуты значительные 
успехи в изучении механизмов зрения [ 152,153 ] , что открыло новые 
возможности для увеличения коэффициента сжатия цифрового ТВ сигна-
ла. 
В предыдущих главах диссертационной работы были исследованы 
методы ВК,при создании кодовых книг которых не учитывалось свойс-
тво зрительного восприятия контуров и текстуры. Учет свойства зре-
ния приводит к созданию отдельных кодовых книг для различных учас-
тков ТВ изображения. Такой подход базируется на контурно-
текстурной модели ТВ изображения, [89] . Согласно этой модели ТВ 
изображение можно расчленить на контуры (перепады) и текстуру, ок-
руженную контурами. Несмотря на формальные трудности точного опре-
деления этих областей ТВ изображений мы будем в дальнейшем подра-
зревать под текстурой все то, что не является контуром. Принимая 
такую модель ТВ изображений и учитывая соответствующие свойства 
зрительного восприятия этих участков ТВ изображений, возможно для 
каждой из областей (текстуры и контуров) создавать отдельные кодо-
вые книги и тем самым повысить качество восстановленных ТВ изобра-
жений. При таком подходе возможно создавать такое ВК, что искаже-
ния в блоках ТВ изображений будут согласованы с "типом" блока 
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[80]. Каждый блок ТВ изображений можно рассматривать как блок, ко-
торый генерируется отдельным источником и вырабатывает либо блок с 
текстурой либо с контуром. Такое ВК можно назвать классифицирован-
ным ВК (КВК) [80] . При КВК каждый блок отсчетов ТВ изображения 
классифицируется в зависимости от того, к какому источнику отно-
сится блок,к контурному или к текстурному. Как показали исследова-
ния [80,89], искажения квантования наиболее заметны на перепадах 
ТВ изображений. Для характеристики восстановления контуров можно 
использовать понятие целостности границ контура, под которой будем 
понимать такое восстановление контура, когда сохраняется ориента-
ция и местоположение контура. Для того, чтобы сохранить целос-
тность границ контура можно классифицировать блок элементов ( т . е . 
вектор) в зависимости от того, содержит или нет данный блок кон-
тур. Если блок содержит контур, то его будем классифицировать по 
ориентации и местоположению контура в блоке. В этом случае векторы 
одного класса будут квантоваться кодовыми векторами того же клас-
са. Для осуществления такой процедуры КВК должен содержать клас-
сификатор блоков, переключатель и множество векторных квантовате-
лей, т . е . отдельные векторные квантователи для каждого класса. При 
ВК важно сохранить границу контура такой же неразрывной и также 
очерченной на восстановленном ТВ изображении, как это было в ис-
ходном ТВ изображении. Сохранение точного значения градиента около 
границы контура не так важно, так как глаз реагирует на нормиро-
ванное значение градиента [80 ,152] . В то же время угол градиента 
должен быть сохранен с достаточной точностью, чтобы не появилась 
разрывность контура и т . н . "лестничная структура". Поэтому входной 
вектор ВК должен быть классифицирован по ориентации и местоположе-
нию контура. Известно так же [56] , что за счет эффекта маскирова-
ния, вблизи контура, глаз нечувствителем к шумам (с обеих сторон 
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перепада (контура)) ,если контур воспроизводится без искажений.Точ-
ность КВК зависит как от общего числа кодовых векторов, так и от 
числа классов и соответственно от числа векторов в каждом классе. 
Следует отметить, что в существующих, немногочисленных работах по 
КВК [80,154,155] не достаточно освещены вопросы, касающихся быс-
тродействия алгоритмов КВК для ТВ изображений и количественные 
данные об уменьшении ошибки квантования по сравнению с обычным ВК. 
Эти и другие вопросы, касающиеся эффективности КВК ТВ изображений 
требуют дальнейших исследований. 
При ВК последовательности ТВ изображений, наряду с уже отме-
ченными типами искажений, возникают специфические искажения, свя-
занные с движением и особо раздражающие г л а з . Для устранения этих 
искажений целесообразно использовать пространственно-временную 
структуру последовательности ТВ изображений путем формирования 
векторов с трехмерным блоком. В этом случае в качестве третьего 
измерения используется время [83] . Для построения кодеков видео-
конференцсвязи, представляют интерес проведение сравнительного 
анализа перехода от двумерных блоков к трехмерным и оценка умень-
шения искажения типа "муар" при ВК ТВ изображений. 
С точки зрения повышения ВК ТВ изображений важное значение 
имеет как повышение быстродействия и снижение вычислиительных з а т -
рат, так и использование корреляционных связей между блоками, с 
целью снижения специфических искажений ВК. В этой связи представ-
ляет значительный интерес исследование методов, сочетания вектор-
ного квантования с методами, использующими преобразование исходно-
го сигнала. Вчастности, представляет интерес исследование сочета-
ния ВК с пирамидальным преобразованием Веивлет [34] . 
Изложению результатов исследования этих вопросов посвящена 
данная глава . 
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3 . 2 . Векторное квантование ТВ изображений 
при различной геометрии блоков 
Практическая реализация классической процедуры ВК, основанно-
го н а алгоритме ЛБГ, как известно, оперирует неперекрывающимися 
блоками квадратной формы, состоящими из элементов исходного ТВ 
изображения. При этом, практически во всех известных работах, пос-
вященных ВК [80-83] , используются ортогональные структуры дискре-
йации, т . е . структуры расположения отсчетов на плоскости ТВ 
изображения, образующие двумерную ортигональную решетку. Однако, 
как известно [46 ,47 ] , анизотропность частотно-пространственного 
Iспектра реальных ТВ изображений, а также пространственно-частотных характеристик зрения, приводит к более эффективным структурам дис-
кретизации, в частности к таким, при которых отсчеты располагаются 
на плоскости кадра в шахматном порядке. В этой связи существенный 
интерес представляет исследование влиния .других структур дискрети-
зации, в частности, шахматной структуры в кадре [157] на точное-
тные показатели процесса ВК. 
Эффективность перехода при ВК от ортогональной структуры дис-
кретизации к шахматной была оценена на примере тестовых изображе-
ний, представленных на рис. .3 .2 .1 , с числом отсчетов ТВ изображения 
по горизонтали соответственно 256x256 при прогрессивной развертке 
и исходном числе дв .ед . на отсчет равным 8 . В качестве точностных 
показателей были использованы: 
- пиковая среднеквадратическая ошибка: 
2 1 N 2 
°п = 2 £ к ~ у , ) ' ( 3 2 1 ) 
255 N iri 1 1 ) 
- нормированная среднеквадратическая ошибка: 
N N 
= [ 2 - У, ) 2 ] / Е А ! ( 3 . 2 . 2 ) 
i = i =1 
- пиковое отношение сигнал-шум 
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Ti -10 l g O^ ; ( 3 . 2 . 3 ) 
- нормированное отношение сигнал-шум 
Щ 7 2 = - 1 0 l g O H Z ; 0 _ 2 _ 4 } 
где х . , у. - элементы исходного и восстановленного после ВК ТВ 
изображений соответственно. 
В таблице 3 . 2 . 1 приведены результаты расчета по выражениям 
3.2.1.-3.2.4. точностных показателей процессов ВК, полученных пу-
тем моделирования этого процесса на основе алгоритма ЛБГ для ТВ 
изображения "ЛЕНА", при числе кодовых векторов L = 128 и размер-
ности вектора к = 4x4, при этом кодовая книга формировалась как 
на основе критерия минимума ОКО, с использованием выражения 1 . 6 . 5 , 
так и критерия минимакса (выражение 1 . 6 . 7 ) . 
Как следует из данных таблицы 3 . 2 . 1 точностные показатели 
процесса ВК, независимо от структуры дискретизации, при формирова-
нии кодовой книги на основе критерия минимума ОКО выше, чем при 
использовании критерия минимакса, однако время обработки (вычисли-
тельные затраты) в последнем случае меньше, чем при использовании 
критерия минимума СКО (см. раздел 1 . 6 ) . В то же время следует от-
метить, что переход от ортогональной структуры дискретизации к 
шахматной приводит к снижению точностных показателей процесса ВК в 
[среднем на 2 дБ, при одновременном уменьшении вдвое числа д в . е д . , 
приходящихся на элемент исходных ТВ изображений. 
Таблица 3 . 2 . 1 
Критерии 
; Минимум 
СКО 
Минимакса 
Ортогональная 
структура 
0,22 
0,28 
1 ,12 
1 ,46 
74(ДБ) 
26,63 
25,50 
Т,(ДБ) 
19,50 
18,37 
Шахматная 
структура 
о * {%) 
0,33 
0 ,39 
1 ,71 
2 ,03 
74(ДБ) 
24 ,80 
24,05 
72(ДБ) 
17,68 
16,92 
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Для наглядной иллюстрации вышеизложенного на р и с . 8 . 2 . 2 -
3.2.5 приведены разностные изображения восстановления (разности 
между исходным и восстановленным после ВК ТВ изображений), а также 
гистограммы ошибок восстановления для отдельных фрагментов ТВ кад-
ра при применении ортогональной ( р и с . 3 . 2 . 2 и р и с . 3 . 2 . 4 ) и шахмат-
ной (рис.3.2.3 и 3 . 2 . 5 ) структур дискретизации соответственно. При 
этом кодовая книга формировалась на основе критерия минимума СКО. 
Как уже отмечалось, в большинстве работ по ВК ТВ изображений 
при формировании кодовой книги на основе алгоритма ЛЕГ, использу-
ются блоки квадратной формы. Отмечалось, также, что анизотропия 
пространственного спектра ТВ изображений позволяет реализовать эф-
фективные структуры дискретизации с плотной упоковкой основного и 
побочного спектров, возникающих в процессе дискретизации. С этой 
точки зрения, представляет существенный интерес исследование влия-
ния анизотропии статистических характеристик реальных ТВ изображе-
ний, на точностные показатели процесса ВК учитывая изменение как 
формы блоков, так и структуру пространственной дискретизации. 
Для установления влияния размерности и формы блоков (векто-
ров) на качественные показатели ТВ изображений,подвергнутых ВК бы-
ло проведено моделирование процесса ВК с использованием прямо-
угольных блоков различной размерности k= mxn, где ш - обозначает 
вертикальный размер блока, а п - горизонтальный. Размер кодовой 
книги был подобран равным L = 128. Выбор начальной кодовой книги 
производился на основе алгоритма, предложенного в первой главе 
диссертации, который исключал возможность повторения одних и тех 
же векторов (что возможно при случайном отборе) при заполнении ис-
ходной кодовой книги. Основной мерой искажений был взят минимум 
СКО, однако иногда для ускорения вычислений использовался и крите-
рий минимума САО. Оценка качественных показателей восстановленных 
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fc.3.2.2 Разностное изображение при ВК с ортогональной 
дискретизации, k=4x4, L=128, R=0,43 др.. од. "."<л. 
•рук турой 
V 
t 
\т 
Е . 3 . 2 . 3 . Разностное изображение при ВК с шахматной структурой 
дискретизации, k=4x4, L=128, R=0,22 ДР.- Д. ЭЛ. 
- 1 6 1 -
Рис.3.2.5 Гистограмма. о & ы у ж ВК аахиштгюя .трукту 
да окретизации, 1:~4х \, •. i- • и 4 Д Б . о д 
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ТВ изображений, проводилась на основе выражений ( 3 . 2 . 3 ) и ( 3 . 2 . 4 ) . 
Вначале были использованы прямоугольные блоки. Как показали ре-
зультаты моделирования, для одного типа ТВ изображений (в том чис-
ле и "ЛЕНА"), прямоугольные блоки с большим вертикальным размером 
имеют преимущества перед блоками с большим горизонтальным разме-
ром, а для другого типа ТВ изображений (в том числе и "ШКОЛА") 
прямоугольные блоки с большим горизонтальным размером имеют преи-
мущество перед блоками с большим вертикальным размером. Так, в 
частности, при ь = 128 блоки с к = 8x2 восстанавливают тестовое 
ТВ изображение "ЛЕНА" лучше (при этом обеспечивается 7 =26,53 дБ), 
чем блоки с к = 2x8 (при этом 7 = 25,50 дБ), а "ШКОЛА" хуже (при 
этом обеспечивается 7 = 28,11 дБ), чем блоки с к = 2x8 (при этом 
7= 28,81 дБ), несмотря на одинаковое число д в . е д . , приходящихся 
на элемент ТВ изображения. На р и с . 3 . 2 . 6 и р и с . 3 . 2 . 7 представлены 
разностные изображения восстановления для ТВ изображения "ЛЕНА", а 
на рис. 3 . 2 . 8 и р и с . 3 . 2 . 9 гистограммы ошибок восстановления при 
использовании блоков размерности 8x2 ( р и с . 3 . 2 . 6 а . . . р и с . 3 . 2 . 9 а ) и 
2x8 (рис.3.2.66 . . . р и с . 3 . 2 . 9 6 ) для L = 128 и, следовательно, R 
= 0,43 бит/эл. соответственно при использовании ортогональной 
(рис.3.2.6 и р и с . 3 . 2 . 8 ) и шахматной (рис. 3 . 2 . 7 и р и с . 3 . 2 . 9 ) струк-
тур дискретизации. 
Далее в процессе ВК были использованы блоки, имеющие форму 
параллелограммов, приведенных на рис. 3 . 2 . 1 0 при к = 16. Как по-
казали результаты моделирования, при ВК ТВ изображений блоками т а -
кой формы 7 (также как и 7 ) примерно на 1 - 1 , 5 дБ ниже по сравне-
нию с тем случаем, когда используются прямоугольные блоки той же 
размерности. Что касается одновременного перехода, в этом случае, 
от ортогональной к шахматной структурам дискретизации, то эффек-
тивность перехода получается такой же, как и в случае блоков квад-
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ратной формы. На рис .3 .2 .11 и рис .3 .2 .12 представлены разностные 
изображения восстановления, а на рис .3 .2 .13 и р и с . 3 . 2 . 1 4 гистог-
раммы ошибок восстановления при использовании блоков, имеющих фор-
му, приведенную на рис .3 .2 .10 для L=128, к =16 и R=0,43 бит/эл. 
соответственно при использовании ортогональной (рис .3 .2 .11 и 
рис.3.2.13) и шахматной (рис .3 .2 .12 и р и с . 3 . 2 . 1 4 ) структур дис-
кретизации . 
Анализ полученных результатов показывает, что при одной и той 
же размерности блоков ТВ изображения, восстановленные после ВК, 
базирующегося на использовании квадратных блоков, дают 7 и j 2 на 
1-1,5 дБ выше, чем при использовании прямоугольных блоков в про-
цессе формирования кодовой книги. Что касается перехода от ортого-
нальной структуры дискретизации к шахматной структуре в кадре, то 
при таком переходе отношение сигнал-шум ухудшается в среднем на 2 
дБ. Однако, число дв .ед . на элемент ТВ изображения уменьшается в 
этом случае вдвое. 
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.6 Разностные изображения при BK с ортогональной структурой 
дискретизации, L=128, R=o,43 д в . о д . / э л . , a)k=8z2, б)к=2хв 
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a) 
б) 
.3.2.7 Разностные изображения при БК с шахматной структурой 
дискретизации, L=128, R-o,43 д в . е д . / э л . , a)k=8x2, 6)k=2x8 
- 1 6 6 -
б) 
to,3.2.8 Гистограммы ошибок ВК с ортогональной структурой 
дискретизации, L=123, R=o,43 дв . ед . / ' ьл . , З::-. 
- 1 6 7 -
О ) 
с.3.2.9 Гистограммы ошСок £К с шахматной структурой .дискретизации, 
L=128, R--0,43 д в . е д . / э л . , а)к=8х2, 6:1-2x8 
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Рис. 3 . 2 . 1 0 Параллелограмная форма блоков 
с наклоном а) 45° и б) 135° 
- 1 6 9 -
б) 
Рис.3.2.11. Разностные изображения при ЕК с параж 
формой блоков и ортогональной с г-р/иту 
дискретизации с наклоном а* и Л' 
ллограмной 
- 1 7 0 -
a) 
0) 
Рис.3.2.12 Разностные изображения при ВК с паральллограмной 
формой блоков и шахматной структурой дискретизации 
с наклоном а) 45° и б) 135° 
I 
- 1 7 1 -
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0) 
Рис. 3 .2 .13 Гистограммы ошибок ВК с паралсллограш-.. й формой 
блоков и ортогональной структурой дискретизации 
с наклоном а) 45° и б) 135° 
- 1 7 2 -
a) 
б) 
Рис.3.2.14 Гистограммы ошибок ВК с паралеллограмной формой 
блоков и шахматной структурой дискретизации 
с наклоном а) 45° и б) 135° 
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3.3 Векторное квантование с учетом статистических 
особенностей ТВ изображений и их 
Н зрительного восприятия 
Выше, анизотропия частотно-пространственного спектра реальных 
ТВ изображений и пространственно-частотных характеристик зрения, 
применительно к ВК, была учтена в этапе выбора оптимальных струк-
тур дискретизации и их влияния на точностные показатели процесса 
ВК. Кроме того, было исследовано влияние отличия формы блоков, на 
которые подразделяются исходные ТВ изображения с целью формирова-
ния начальной кодовой книги, от квадратной на точностные показате-
ли процесса ВК. В тоже время известно [46 ,156] , что изолинии, ха -
рактеризующие форму рельефа над плоскостью пространственных час-
тот, отображающего энергетический спектр реальных ТВ изображений, 
существенно отличаются от концентрических окружностей и скорее 
всего напоминают ромб, оси симметрии которого совпадают с осями 
частотной плоскости. Степень ассиметрии при этом определяется от-
ношением минимальной ширины полосы пространственных частот к мак-
симальной, и как показывают исследования [158] , это отношение рав-
но 0,14. Ниже представлены результаты исследования точностных по-
казателей процесса ВК при одновременном учете анизотропии прос-
транствнного спектра реальных ТВ изображений и свойств их зритель-
ного восприятия, т . е . при апроксимации пространственно-частотного 
спектра ТВ изображений и частотно-пространственных характеристик 
зрения геометрической фигурой, имеющей форму ромба. При ВК послед-
нее учитывается путем сегментации исходных ТВ изображений на ром-
бовидные блоки с последующим их использованиеми при формировании 
кодовой книги. На рис .3 .3 .1 и р и с . 3 . 3 . 2 приведены разностные изоб-
ражения восстановления и гистограммы ошибок восстановления тесто-
вого ТВ изображения, подвергнутого ВК при ромбовидной форме бло-
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О) 
К10.3.0,1 Разностный изображения при ВК с ромбовидными блоками при 
а)ортогональной и б;> шахматной структуре дискретизации 
- 1 7 5 -
a) 
О) 
Рис.3.3.2 Гистограммы ошибок при ВК с а Ортогональной и 
б)шахматной структурой дискретизации 
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ков. При этом рис .3 .3 .1 соответствует использованию ортогональной, 
а рис.3.3.2 - шахматной структур дискретизации. Для сравнительной 
оценки эффективности перехода к ромбовидной форме блоков в 
табл.3.3.1 и т а б л . 3 . 3 . 2 сведены данные о точностных показателях 
процесса ВК тестового ТВ изображения, полученные как в этом, так и 
в предыдущих разделах. При этом табл 3 . 3 . 1 соответствует примене-
нию ортогональной, а т а б л . 3 . 3 . 2 - шахматной структуры дискретиза-
ции. Как следует из данных табл .3 .3 .1 и т а б л . 3 . 3 . 2 переход к ром-
бовидным блокам при формировании кодовой книги обеспечивает улуч-
шение точностных показателей процесса ВК по сравнению со всеми 
другими формами блоков. Так, например, по сравнению с прямоуголь-
ной формой блоков выигрыш в отношении сигнал-шум составляет в 
среднем 0,4 дВ, а по сравнению с блоками, имеющими форму паралле-
лограмма - 1 ,5 дБ. Следует также отметить, что переход к шахматной 
структуре дискретизации приводит к снижению точностных показателей 
процесса ВК в этом случае в среднем на 1 , 5 дБ, однако число 
дв.ед., приходящих на элемент ТВ изображения при этом уменьшается 
вдвое. 
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Таблица 3 . 3 . 1 
Форма блока Число эл-ов 
в блоке 
Число 
д в . е д . / э л 
Он2(%) о*<%> 72(ДБ) 74(Д<5) 
Квадрат 4x4=16 0,44 1 ,12 0 ,22 19,50 26,63 
Прямоугольн. 8x2=16 0,44 1 ,15 0 ,22 19,39 26,52 
Прямоугольн. 2x8=16 0,44 1 ,46 0 ,28 18,37 25 ,50 
Параллелогр. 4x4=16 0,44 1 ,89 0 ,36 17,24 24,37 
Параллелогр. 
135 
4x4=16 0,44 1 ,75 0 ,34 17,56 24 ,69 
Ромб 13 0 ,58 1 ,07 0,21 19,72 26 ,85 
Таблица 3 • 3 • f j 
Форма блока Число эл-ов 
в блоке 
Число 
д в . е д . / э л 
огп{%) 7 t № ) 
Квадрат 4x4=16 0 ,22 1 ,71 0 ,33 17,67 24 ,80 
Прямоугольн. 8x2=16 0 ,22 1 ,51 0,31 18,02 25 ,15 
Параллелогр. 2x8=16 0 ,22 2 ,13 0,41 16,72. 23 ,85 
Параллелогр. 
135° 
4x4=16 0 ,22 1 ,94 0 ,37 17,13 24,26 
Ромб 13 0 ,29 1 ,69 0 ,33 17,73 24 ,86 
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3.3 .1 Исследование методов усиления корреляционных 
связей на границе соседних блоков 
Как уже отмечалось выше, одним из способов уменьшения 
специфических искажений векторного квантования ТВ изображений 
является т .н . метод перекрытия блоков [27 ,154] . Суть метода состоит 
в том, что в составлении кодовой книги принимают участие не просто 
соседние блоки, на которые подразделяется исходное ТВ изображение, 
а блоки, "перекрывающие"друг друга на один столбец (в вертикальном 
направлении) и одну строку (в горизонтальном направлении), в 
результате которого усиливаются корреляционные связи на границе 
соседних блоков. Возможен вариант и с перекрытием нескольких 
столбцов или строк. Принцип перекрытия блоков иллюстрируется на 
рис.3.3.3. Далее, на основе сформированных таким образом блоков по 
алгоритму ЛБГ (или его модификации), создается кодовая книга, 
которой и осуществляется квантование исходного ТВ изображения.Что 
касается процесса восстановления ТВ изображений, подвергнутого 
векторному квантованию с использованием кодовой книги, 
сформированной на основе перекрывающихся блоков, то возможны три 
следующих варианта: 
а - восстановление путем непосредственного спряжения блоков, 
выбираемых из кодовой книги по принятому индексу ( р и с . 3 . 3 . 4 а ) ; 
б - восстановление блоками, перекрывающимися по столбцам и 
; строкам, как и на передающем конце, когда подразделяется исходное 
ТВ изображение (рис. 3 . 3 . 4 6 ) ; 
в - восстановление блоками, перекрывающими столбцы и строки, 
сформированные путем интерполяции на основе элементов соседних 
блоков ( р и с . 3 . 3 . 4 в ) . 
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I Рис .3 .3 .3 Блоки с перекрытием 
Результаты моделирования рассмотренных выше вариантов 
восстановления ТВ изображений представлены на р и с . 3 . 3 . 5 . При этом 
на рис.3.3.5а приведен фрагмент исходного ТВ изображения, а на 
рис.3.3.56 результат его векторного квантования на основе обычного 
алгоритма ЛБГ. На последнем рисунке четко видны все типы 
специфических искажений, сопутствующих процессу ВК. Р и с . 3 . 3 . 5 в , г , д 
иллюстрируют результаты моделирования рассмотренных выше методов 
восстановления ТВ изображений, подвергнутых ВК с перекрытием 
блоков (варианты ( а ) , ( б ) , ( в ) ) . Как следует из этих рисунков 
наилучшие субъективные результаты соответствуют случаю 
восстановления ТВ изображений на основе блоков, перекрывающих 
столбцы и строки, сформированные путем интерполяции на основе 
элементов, принадлежащих к соседним блокам (вариант ( в ) ) . На 
рис.3.3.6 а , б , в приведены данные (изображения и гистограммы ошибок 
восстановления), позволяющие качественно судить об эффективности 
предложенных выше методов (вариант ( а ) , ( б ) , (в) соответственно) 
восстановления ТВ изображений, подтверждающих сделанное выше 
заключение об эффективности варианта ( в ) . 
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a) Прямое сопряжение 
+ + + + + + + 
+ + + + + + + 
+ + + + + + + 
+ + + + + + + 
+ + + + + + + 
+ + + + + + + 
+ + + + + 4 + 
+ + + + + + + 
0) Прямое перекрытие в) Перекрытие с интер-
поляцией 
Рис .3 .3 .4 Процесс восстановления блоков 
К методам уменьшения специфических искажений векторного кван-
тования ТВ изображений может быть отнесено так называемое интер-
поляционное векторное квантование, судь которого заключается в 
следующем. На основе элементов А,Б,В,Г, ( р и с . 3 . 3 . 7 ) соседних бло-
ков 1,2,3 и 4, из числа блоков на которые подразделяется исходное 
ТВ изображение, производится интерполяция всех других элементов 
блока 4. Далее, из истинных значений элементов блока 4 вычитаются 
их интерполяционные значения и полученный массив разностей подвер-
гается векторному квантованию на основе алгоритма ЛВГ. Что каса-
ется элементов А,Б,В,Г , то последние квантуются скалярно и переда-
ются вместе с идексом кодовой книги. На приемной стороне, по при-
нятым элементам А,Б,В и Г вновь интерполируются элементы блока 4, 
к которым прибавляются принятые векторно-квантованные разности, 
вшм образом, производится восстановление элементов блока 4 на 
емной стороне. Результаты моделирования интерполяционного век-
торного квантования фрагмента тестового ТВ изображения приведены 
на рис.3.3.8. Сопоставление данных р и с . 3 . 3 . 5 . и р и с . 3 . 3 . 8 указыва-
- 1 8 1 -
О) при обычном -ВК 
в) прямое сопряжение I прямое перекрыт* Иё 
части ТВ изображения 

- 1 8 3 -
1 Г 
I 2 
А 
8 
i 
4 ! 
1 i ! 
Рис .3 .3 .7 Схема интерполяции 
Рис .3 .3 .8 Контурная часть при гштергтоляциошюм ВК 
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ет на существенное уменьшение специфических искажений квантования 
IB изображений при применении интерполяционного векторного кванто-
; вания. Данное утверждение подтверждается так же сравнением приве-
денных на р и с . 3 . 3 . 9 а ,б изображения и гистограммы ошибок восста-
новления, при применении интерполяционного векторного квантования, 
с соответствующими данными, представленными на р и с . 3 . 3 . 6 . 
В табл.3 .3 .3 приведены точностные показатели, характеризующие 
эффективность интерполяционного векторного квантования и рассмот-
ренных выше методов востановления ТВ изображений, подвергнутых ВК. 
Как следует из данных, приведенных в таблице 3 . 3 . 3 , точностные по-
казатели интерполяционного ВК в среднем на 1 дБ выше по сравнению 
с другими, рассмотренными выше методами уменьшения специфических 
| изображений, сопутствующих процессу векторного квантования ТВ 
изображений. 
Таблица 3 . 3 . 3 . 
Варианты Число Точностные показатели 
д в . е д . / э л . 
Г1 Т^ДБ 74>ДБ 
а 0 ,44 0 ,25 1 ,28 18,93 26,06 
б 0,77 0,21 1 ,09 19,61 26,74 
в 0 ,77 0,17 0 ,89 20,49 27,62 
Интерполя-
ционное ВК 0 ,93 0 ,18 0 ,95 20,20 27,33 
- 1 8 5 -
a) 
б ) 
Pur1 P, Я Q Pq^unprnuno молЛло^аиил и • ), r. • r-• ,,-k j . 
I J r i O e O e O e w / J. u u l l w о x w i i u u w ^ j n ^ i . . ^ -.4 
ошибок интерполяционного BK 
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3 .4 Векторное квантование ТВ изображений 
с переменной точностью квантования 
I Одним из методов уменьшения специфических искажений 
квантования, сопутствующих процессу векторного квантования, является 
т.н. ВК с переменной точностью квантования, базирующееся на 
следующем свойстве зрения. Как известно, по мере удаления от 
зрительной оси, проходящей от фовеа через центр хрусталика к 
объекту наблюдения, острота зрения резко падает. На рис .3 .4 .1 
приведена, заимствованная из [159] , кривая зависимости 
относительной остроты зрения v от угла переферийности 6, отсчиты-
ваемого от зрительной оси. Данное свойство зрительной системы 
положено в основу следующего алгоритма векторного квантования 
[25,32]. 
Исходное ТВ изображение подразделяется на две области - цен-
альную и периферийную и ВК для этих областей реализуется с р а з -
личной точностью. В качестве примера, из приведенного на р и с . 3 . 4 . 2 
исходного тестового ТВ изображения выделена центральная область 
(обведенная пунктиром), состоящая из 160x160 элементов, а распо-
ложение вне этой области элементы ТВ изображения отнесены к пери-
ферийной области. Далее, центральная область делится на блоки, 
размом 4x4 элемента, используемые для формирования кодовой книги, 
которая в данном случае состоит из 96 кодовых векторов. Что каса-
ется периферийной области, то она подразделяется на блоки по 8x8 
элементов и число векторов в кодовой книге равно 32. Таким обра-
зом, центральная область ТВ изображения закодируется с более высо-
кой точностью, чем периферийная. Некоторые точностные показатели 
результатов моделирования предложенного алгоритма ВК для тестового 
ТВ изображения "ЛЕНА" представлены на р и с . 3 . 4 . 3 - 3 . 4 . 4 в виде изоб-
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Рис .3 .4 .1 Зависимость относительной остроты 
зрения v от угла периферийности 0 
Рис .3 .4 .2 Центральная область (пунктиром) ТВ изображения 
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a) 
О) 
•to.3.4.3 Разностные изображения при ВК с разными размерами блоков 
а) ортогональной и б) шахматной структуры дискретизации 
- 1 8 9 -
с 
б ) 
в,3.4.4. Гистограммы ошибок ВК с разными размерами блоков при 
j) ортогональной и б) шахматной структуре дискретизации 
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ражений и гистограмм ошибок восстановления соответственно. При 
этом рис.3.4.За и р и с . 3 . 4 . 4 а соответствуют случаю использования 
ортогональной структуры дискретизации, а рис .3 .4 .36 и рис .3 .4 .46 
^шахматной структуры. 
Были рассмотрены и некоторые другие варианты предложенного 
метода векторного квантования ТВ изображений. В частности, была 
исследована процедура ВК, при которой кодовая книга формируется на 
основе элементов только центральной области ТВ изображения. Пос-
ледняя была подразделена на блоки по 4x4 элемента, а точность фор-
мирования кодовой книги, содержащей 128 кодовых векторов, была по-
вышена на порядок по сравнению с предыдущим случаем, т . е . , при 
создании кодовой книги, порог итерации, определяющий "близость" 
кодовых векторов к исходным, был принят равным 0,01% взамен 0,1%, 
используемого выше. Рис .3 .4 .5 и р и с . 3 . 4 . 6 иллюстрируют результаты 
моделирования процедуры ВК тестового ТВ изображения при использо-
вании кодовой книги, сформированной по элементам центральной об-
ласти ТВ изображения, как для ВК центральной области, так и для 
Периферийной. При этом, р и с . 3 . 4 . 5 а и р и с . 3 . 4 . 6 а соответствуют слу-
чаям использования ортогональной структуры дискретизации, а 
рис.3.4.56 и р и с . 3 . 4 . 6 6 - шахматной. 
Была исследована также модификация ВК, при которой для цен-
•тральной и периферийной областей используются различные кодовые 
книги, однако, размер блоков, на которые подразделяется исходное 
ТВ изображение, принят одинаковым. На р и с . 3 . 4 . 7 и р и с . 3 . 4 . 8 при-
ведены результаты моделирования предложенной модификации ВК при 
выборе размеров блоков для центральной и периферийной областей 
равных 4x4 элемента. При этом число кодовых векторов в кодовой 
книге центральной области равно 96, а периферийной - 32. Данные на 
рис.3.4.7а и р и с . 3 . 4 . 8 а сответствуют случаям, когда используется 
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.4.5 Разностные изображения при погрешности код-.-ной книги 
равной 0,01% в центральной о б л а е т IB изображения при 
а) ортогональной и б ; шахматной структурах дискретизации 
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a) 
б) 
в. 3.4.6 Гистограммы ошибок при погрешности кодовой книги равной 
0,01%- б центральной области ТЬ Ис при а ; орто-
гональной и б) шахматной структура/, ди- к}>'ти:;--|цин 
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Разностные изображения при ВК с отдельными кодовыми 
книгами а) ортогональной и б) ш а л и ж о й структуры 
дискретизации 
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a ) 
б) 
№.3.4.8 Гистограммы БК с отдельными кодовыми книгами а.) 
ортогональной и б) шахматной структуры дискретизации 
ортогональная структура дискретизации, а на рис .3 .4 .76 и рис. 
3.4.86 - шахматная. 
И, наконец, была исследована модификация предложенного метода 
вэкторного квантования ТВ изображений, в которой при формировании 
кодовой книги учитывается анизотропия частотно-пространственного 
спектра реальных ТВ изображений и пространственно-частотных харак-
теристик зрительной системы. Как уже отмечалось в разделе 3 . 2 пос-
леднее может быть учтено путем соответствующего выбора формы бло-
ков, на которые подразделяются исходные ТВ изображения. В разделе 
3.2 было указано, что форма блоков в этом случае должна быть ром-
бовидной. С учетом вышеизложенного, исходное тестовое ТВ 
изображение было подразделено на блоки ромбовидной формы с числом 
элементов равным 13 как в центральной, так и в периферийной облас-
ти. Блоки центральной области были использованы для формирования 
кодовой книги с числом кодовых векторов равным 128. Эта кодовая 
книга была использована и для ВК периферийной области ТВ изображе-
ния. Результаты моделирования предложенной модификации ВК на тес-
товом изображении представлены на рис .3 .4 .9 и р и с . 3 . 4 . 1 0 . При этом 
ортогональной структуре расположения элементов в кадре соответ-
ствуют данные, приведенные на рис .3 .4 .9а и рис .3 .4 .10а , а шахмат-
юй структуре - на рис .3 .4 .96 и рис .3 .4 .106 . 
Точностные показатели, рассчитанные по выражениям ( 3 . 2 . 1 ) . . . 
( 3 . 2 . 4 ) , для всех рассмотренных выше модификаций ВК с переменной 
точностью квантования, сведены в таблицу 3 . 4 . 1 . При этом, указан-
ий в таблице вариант (1) соответствует модификации векторного 
антования ТВ изображений, при которой для центральной и перифе-
:ой областей, при формировании кодовой книги, используются бло-
ки различных размеров и, кроме того, кодовые книги содержат р а з -
гонов число кодовых векторов. Вариант(2) соответствует модифика-
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ftM.3.4.9 Разностные изображения при ВК ромбовидных блоков, 
погрешности кодовой книги равной и,01% : центральной 
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О) 
te.3.4.10 Гистограммы ошибок ВК при ромооьид^:-. блоках, ь-.трошнос 
кодовой книги равной 0,01% l цьктральвой области ярл Ь) 
ортогональной и б) шахматной структурах дискретизации 
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щ, при которой сформированная с высокой точностью по элементам 
Таблица 3 . 4 . 1 
Вврианты ВК 
с переменной 
точностью 
Структура 
дискрети-
зации 
Число 
д в . е д . / э л . 
Точностные показатели 
о п ( * ) он(%) Т2,ДБ Т^ДБ 
[ 1 ортогон. 
шахматн. 
0 ,44 
0 ,22 
0,37 
0 ,49 
1 ,91 
2 ,50 
24,32 
23,14 
17,19 
16,02 
[ 2 ортогон. 
шахматн. 
0 ,44 
0 ,22 
0 ,22 
0,33 
1 ,13 
1 ,70 
26,61 
24,82 
19,48 
17,69 
3 ортогон. 
шахматн. 
0 ,44 
0 ,22 
0 ,26 
0 ,38 
1 ,36 
1 ,95 
25,81 
24,24 
18,68 
17,11 
4 ортогон. 
шахматн. 
0 ,58 
0 ,29 
0,21 
0,33 
1 ,06 
1 ,69 
26,86 
24,86 
19,73 
17,73 
только центральной области изображения кодовая книга используется 
для ВК как центральной, так и периферийной областей. Вариант(3) -
это ВК, при котором для центральой и периферийной областей ТВ 
изображений используются отдельные кодовые книги, размеры которых 
равны 96 и 32 для центральной и периферийной областей ТВ изображе-
ния, соответственно. Но блоки, на которые подразделяются эти 
[области , содержат одинаковое число элементов. Вариант (4) соот-
ветствует векторному квантованию (см.вариант (1 ) ) ТВ изображений, 
базирующемуся на одновременном учете анизотропии энергетического 
спектра ТВ изображений и пространственно-частотных характеристик 
зрительного восприятия при создании кодовой книги. 
Как следует из данных, представленных в табл .3 .4 .1 наилучшие 
результаты, с точки зрения точностных показателей, соответствуют 
ВК с переменной точностью квантования, базирующемуся на совместном 
учете характерных особенностей статистических характеристик реаль-
ных ТВ изображений и свойств их зрительного восприятия (вариант 
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| (4)). По точностным показателям этот вариант близок к варианту 
(2), но превосходит по точностным показателям вариант (1) и (3) в 
среднем на 1,5 дБ. Следует отметить, что точностные показатели ва-
ианта (4) практически не отличаются от подобных, приведенных в 
рбл.3.3.2, но при создании кодовой книги по варианту (4) субъек-
вное качество (оцениваемое по видности специфических искажений 
Кования) восстановленных ТВ изображений на 0 , 5 балл выше 
(см.результаты субъективно-статистических экспертиз, приведенные в 
главе 4). Необходимо также отметить, что как следует из данных 
табл.3.4.1 независимо от варианта ВК при переходе от ортогональной 
[ структуры дискретизации к шахматной точностные показатели процесса 
ЗК снижаются в среднем на 1 ,5 дБ, но при этом число дв .ед . на эле-
мент ТВ изображения уменьшается вдвое. 
3 . 5 . Векторное квантование ТВ изображений 
на основе контурно-текстурной модели 
изображений 
Как показали экспериментальные исследования ВК ТВ изображений 
|80,89], наиболее сильные искажения наблюдаются в тех областях 
изображения, где находятся контуры (перепады). Для оценки 
нскажений контуров введем понятие "целостности контура", которое 
будет характеризоваться воспроизведением контура по ориентации и 
местоположению. Для того чтобы сохранить целостность контура, 
необходимо разделить блоки элементов ТВ изображения ( т . е . вектор) 
а несколько подгрупп в зависимости от наличия или отсутствия 
[контура в блоке. Если блок содержит контур, то его будем 
классифицировать по ориентации и местоположению контура. 
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tao-текстурная модель изображения [83 ] . При таком 
атовании вектор одного класса должен быть закодирован кодовыми 
шорами того же класса, а это, в свою очередь, требует, чтобы 
векторный квантователь содержал классификатор, переключатель и 
ножество векторных квантователей. Такой кодер мы будем называть 
шссифицированным векторным квантователем [80] . На рис .3 .5 .1 
представлена структурная схема КВК. 
I у 
. Классифи-
катор 
! Т - Т Т 
с с С-
1 2 . . . п 
А 
-> X 
Рис. 3 . 5 . 1 Структурная схема КВК 
Как уже было отмечено, воспроизведение контуров имеет решаю-
щее значение для качества восстановленных ТВ изображений. Контуры 
[после ВК должны быть восстановлены также четко и неразрывно, как 
они воспроизводятся в исходном изображении. Другими словами, дол-
жна сохраниться целостность контура. Известно, что сохранение точ-
ного значения градиента около перепада не так важно [80 ,89 ] . Что 
касается угла градиента, он должен быть воспроизведен с большей 
точностью, чтобы на ТВ изображении не возникала так называемая 
"лестничная структура" из-за нарушения целостности перепада. 
Точные требования к кодированию величины градиента трудно 
установить, так как возникает сложность учета эффекта маскирования 
при определении точности квантования градиента. С другой стороны, 
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При классифицированном подходе к ВК может быть использована 
•рно-текстурная модель изображения [89] . При таком 
втовании вектор одного класса должен быть закодирован кодовыми 
йкторами того же класса, а это, в свою очередь, требует, чтобы 
Вкторный квантователь содержал классификатор, переключатель и 
рество векторных квантователей. Такой кодер мы будем называть 
|шссифицированным векторным квантователем [80] . На рис . 3 . 5 . 1 
|представлена структурная схема КВК. 
Классифи-
катор! 
Т Т • • • ! 
IЛ с С I 1 2 . . . п 
Рис. 3 . 5 . 1 Структурная схема КВК 
[ Как уже было отмечено, воспроизведение контуров имеет решаю-
е значение для качества восстановленных ТВ изображений. Контуры 
lie ВК должны быть восстановлены также четко и неразрывно, как 
и воспроизводятся в исходном изображении. Другими словами, дол-
жна сохраниться целостность контура. Известно, что сохранение точ-
ного значения градиента около перепада не так важно [80 ,89 ] . Что 
сается угла градиента, он должен быть воспроизведен с большей 
точностью, чтобы на ТВ изображении не возникала так называемая 
'лестничная структура" из-за нарушения целостности перепада. 
Точные требования к кодированию величины градиента трудно 
установить, так как возникает сложность учета эффекта маскирования 
при определении точности квантования градиента. С другой стороны, 
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при очень грубом квантовании возникает "лестничная структура". Мы 
гаем квантовать величину градиента настолько грубо, насколько это 
позволяет эффект маскирования при условии, что "лестничная струк-
jfypa" не должна появиться на контурах. Более точное требование к 
квантованию угла и величин градиента заключается в том, что спектр 
ра квантования около перепада может иметь значительную энергию 
долько на тех пространственных частотах, на которых сам сигнал 
имеет высокую энергию. Шум с такими спектральными составами из- за 
эффекта маскирования наименьше заметен для глаза . 
Для наиболее полного учета свойств зрения и источника при ВК 
ТВ изображений представляется целесообразной классификация входных 
векторов (блоков) по ориентации и местоположению контура. При этом 
каждая кодовая книга будет содержать только те векторы, которые 
имеют контуры заданной ориентации и местоположения, а квантованное 
значение входного вектора будет выбираться только из той книги, 
которая принадлежит к тому же классу векторов. При таком подходе, 
контуры будут воспроизводиться с заданной точностью, т . е . по ори-
ентации и местоположению. Восстановление точного значения интен-
сивности элеметов с обоих сторон контура при этом уже не имеет 
большего значения. Точность квантования при этом определяется чис-
лом кодовых векторов в каждом классе. Поскольку практически число 
классов ограничено, существует возможность того, что в одном клас-
се будут находиться контуры, отличные по ориентации и местоположе-
нию. Шум за счет появления "лестничной структуры" при этом также 
будет определяться числом кодовых векторов в каждом классе. Чем 
больше векторов будет в контурном классе, тем меньше будет оста-
точный шум "лестничной структуры". 
Для визуально хорошего воспроизведения целостности контуров 
выгодно перед квантованием осуществить классификацию контуров. Ее-
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• л блок классифицирован как контурный он будет сравниваться только 
• стеми векторами, которые имеют похожие контуры. Классификатор по-
Iказан на р и с . 3 . 5 . 2 . Алгоритм определения точного градиента приво-
• датся в Приложении 2 . Входной блок изображения, в независимости от 
•размера, классифицируется следующим образом: Текстурный - блок не 
• содержит значительный градиент внутри себя. В отличие от раннего 
• определения текстуры, в данном случае эти участки изображения со-
держат незначительный градиент; 
I - среднеградиентный - блок содержит элементы с незначительным 
[значением градиента, но не содержит контур. В этом классе нахо-
дятся блоки, которые не относятся ни к одному из других классов; 
I - контурный (перепад) - блок содержит отчетливый контур внутри 
[себя. Контурные блоки разделяются на классы по ориентации и место-
июложению контура. Для блока малого размера (4x4) удовлетворитель-
ным описанием можно считать его аппроксимацию с помощью прямых ли-
ний, при заданном угле и местоположения. Перепады одинаковой ори-
ентации и местоположения делятся на две группы, в зависимости от 
того, каков переход, от черного к белому или наоборот; 
- смешанный - блок содержит элементы со значительной величиной 
градиента, но не содержит четкого контура. Число кодовых векторов 
такого класса зависит от определения четкого контура и от сложнос-
ти алгоритма классификации. 
Различие между текстурой и среднеградиентным классом основы-
вается на существовании т . н . порога Вебера-Фехнера, что позволяет 
уменьшить сложность кодирования. Разделение перепадов на два клас-
са мотивируется не свойством зрительного восприятия, а сложностью 
кодирования т . к . в этом случае увеличивается число классов. 
Классификация по ориентации контуров базируется на психофи-
ологическом свойстве зрения. В работе [152] установлено наличие 
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фковых клеток зрительной системы, которые реагируют на различную 
ориентацию контура. Эти клетки делятся на группы, каждая из кото-
рых чувствительна только к тем контурам, оринтация которых нахо-
дится в определенном диапазоне угла наклона. Каждый класс имеет 
ину, равную Ю-2.0 градусам. В каждой группе находятся дополни-
!льные пары клеток, для контуров положительной и отрицательной 
йярности. Это явление обосновывает деление каждого класса конту-
ра на два дополнительных класса. Наличие специальных клеток в зри-
тельной системе, детектирующих контуры и их ориентацию подтвер-
вдает важность контуров для восприятия изображений. Это подтвер-
вдает и правильность классификации блоков перед их векторным кван-
тованием. 
-Текстура 
-Среднеградиентный блок 
-Горизонтальный 
контур 
-Вертикальный 
J 
i p Ш I 
-Смешанный блок 
Рис. 3 . 5 . 2 . Схема процесса классификации 
В данной диссертационной работе принято, что контуры являются 
одномерными. Такие алгоритмы классифицируют контуры более точно 
[80] и позволяют разделить блоки с контуром и среднего градиента с 
большей точностью. Алгоритм работы классификатора представлен в 
приложении 2 . Алгоритм предназначен для обработки блоков малого 
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вмера (4x4, 5x5 или 6x6) , что позволяет описать контуры с по-
щью прямых линий с определенным углом наклона и местоположением. 
Работа классификатора базируется на нелинейной операции выде-
ления контура с последующим определением его угла и местоположе-
ния. Для каждого блока создаются две таблицы градиентов G^ H G b , 
ря горизонтального и вертикального соответственно. Если блок х 
имеет размер рхр, то -G содержит р- строк и ( р - 1 ) - столб-
цов, a G - содержит р -столбцов и ( Р - 1) - строк. Каждое зна-
чение G вычисляется в два этапа. Берется разность двух соседних 
по горизонтали элементов блока и результат делится на их среднее 
значение с учетом того, что чувствительность глаза пропорциональна 
нормированному градиенту, а не самому градиенту. Затем полученное 
значение ограничивается до ± 1 или 0 путем сравнения с порогом -Т 
и Т. Значение GB вычисляется аналогично для смежных по вертикали 
элементов. Полученные таблицы представляют выделенную версию кон-
тура и она затем используется для определения ориентации и место-
жжения контура. Можно выделить четыре направления контуров -
)ризонтальное, вертикальное и два диагональных. Число местополо-
жения контура для каждой ориентации зависит от размера блока. Для 
блока размеров 4x4 и горизонтального контура возможны три вариан-
та: контур может быть между первой и второй, второй и третьей или 
третьей и четвертой строками. Аналогично, три местоположения в о з -
можны и для вертикального контура и четыре для каждого диагональ-
ного. Для каждого направления и местоположения возможно наличие 
контура положительной или отрицательной полярности. Каждая тройка 
(направление (угол) , ориентация и полярность) представлена в таб-
лице комбинацией 0,1 или -1 .Детектор угла и ориентации описы-
вается в приложении 2 . Когда входной блок не соответствует ни од-
ному из комбинации в таблице, то он будет классифицироваться как 
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смешанный блок. 
Экспериментально был установлен порог Т равный 0 , 2 . Число 
Неправильно классифицированных блоков увеличивалось быстро, когда 
в качестве порога выбиралось, значение 0 , 1 . Приемлемым компромис-
сом оказался выбор значения порога равный 0 , 2 . Когда значение гра-
диента было ниже порога Вебера-Фехнера, то градиент считался нез-
начительным. Блок считается принадлежащим к текстуре, если гради-
ент находится в пределах порога Вебера-Фехнера. 
Если градиент блока не имеет простую структуру, т . е . контур 
не может быть аппроксимирован прямой линией, мы будем считать, что 
блок не содержит четко выраженного контура. Такие блоки встреча-
ются относительно редко. Квантование этих блоков может быть до-
вольно грубым, т . к . мелкие детали будут маскировать шумы квантова-
ния. Такие блоки будут классифицировать, как принадлежащие к сме-
шанному классу. Если блок не принадлежит ни к текстурному, ни к 
контурому классу, то он будет причисляться к классу среднеградиен-
| тному. 
Предположение о линейности и одномерности перепадов подтвер-
ждается исследованиями о статистике перепадов в ТВ изображениях. 
Согласно исследованиям [153] в изображениях встречаются перепады 
любой ориентации в диапазонах от 0°- 180°. Распределение вероят-
ностей появления перепадов имеет пики на 0 ° , 45° , 90°и 135°. Ти-
|пичныб перепады имеют прямолинейные участки протяженностью в пять 
элементов ТВ изображения. Это означает, что линейное аппроксимация 
перепадов возможна только для блоков малого размера. Было также 
установлено [153] , что протяженность перепадов обычно имеет дли-
тельность 1-2 элемента ТВ изображений. Это подтверждает наше пред-
положение об одновременности контуров. Для экспериментальной про-
верки алгоритма КВК были созданы кодовые книги различных размеров 
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( 1 2 8 , 2 5 6 , 5 1 2 , 1 0 2 4 ) при классификации на 15 классов. Было проведено 
исследование 4x4 -мерного КВК для тестового ТВ изображения 
("ЛЕНА". В т а б л . 3 . 5 . 1 показано число кодовых векторов, предназна-
ченных для каждого класса, число дв .ед . /элемент , пиковое отношение 
•гнал/шум 7 и нормированное отношение сигнал шум 7 ? . использо-
валась классификация на следующие классы: 1 - текстура ;2 - сме-
ненный без определенных единичных контуров, но со значительным 
значением градиента; 3 - - срднеградиентный с умеренным значением 
градиента, но без контуров; 4 , 5 , 6 - класс горизонтальных конту-
ров с бело-черным перепадом яркости сверху вниз; 7 , 8 , 9 - класс 
горизонтальных контуров с черно-белым перепадом яркости; 10, 11, 12 
- класс вертикальных контуров с бело-черным перепадом яркости сле-
ва на право; 13, 14, 15 - класс вертикальных контуров с черно-
белым перепадом яркости. 
Алгоритм КВК заключается в еледующем.Допустим, с 
представляет общую кодовую книгу," а а - кодовую книгу каждого 
класса!. Если количество классов равно п, то общая кодовая 
книга будет представлять объединение кодовых книг каждого класса 
с 
i 
С = .у 1 С. . ( 3 .5 .1 ) 
Примем, что мерой искажений является классифицированная СКО (КСКО) 
Г d ( х , у ) , если х Е с и у Е с 
d | О IV'_> L L 
= < 
к с к о I оо , в противном случае 
где х - входной вектор, а у - кодовый вектор. 
На р и с . 3 . 5 . 3 представлены результаты моделирования КВК для 
тестового ТВ изображения при кодовой книге размером ь= 1024 
(R=0,62 д в . е д . / э л . , 7 = 29 ,28 дБ, а 7 2 = 22 ,15 дБ) . 
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При создании кодовых книг для КВК было обнаружено, что обыч-
ный итерационно-кластерный алгоритм, в некоторых случаях, не поз-
воляет создать оптимальную кодовую книгу. Это связано с тем, что 
алгоритм при нахождении кодового вектора использует процедуру век-
торного усреднения, которое может вызвать изменение как местополо-
жения контура, так и его ориентации, или вообще потерю контура. 
Зто возможно из-за того, что фактически не существует идеального 
ияссификатора, который может точно определить границу между кон-
ным и среднеградиентным классом. Для уменьшения данного нежела-
тельного явления можно предложить следующий модифицированный алго-
ритм КВК. Перед совмещением каждого вектора в кодовой книге цент-
роидом, полученным в результате векторного усреднения всех обуча-
ющих векторов, попавших в данный кластер, происходит проверка 
адлежности данного центройда к соответствующему классу. Если 
за счет усреднения происходит переход из данного класса в другой, 
то в качестве "нового" кодового вектора для следующей итерации бу-
дет выбран "старый" вектор. Было проведено моделирование предло-
женного метода КВК. На р и с . 3 . 5 . 4 представлены гистограммы ошибок 
ря контурной части тестового ТВ изображения. На р и с . 3 . 5 . 4 а пред-
ставлена гистограмма ошибок для обычного алгоритма КВК, а на 
рис.3.5.46 для модифицированного, при числе дв .ед . на элемент рав-
ном 0,62. Анализ гистограмм показывает, что для модифицированного 
алгоритма КВК средняя мощность ошибок квантования уменьшилась на 
20,4% по сравнению с обычным КВК. А по сравнению с обычным ВК, 
при том же числе дв.ед на элемент, средняя мощность ошибок кванто-
вания уменьшилась на 31,1% . 
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Таблица 3 . 5 . 1 
Номер класса Количество кодовых векторов в классе L = 128 L = 256 Ъ = 512 L = 1 02 4 
1 8 16 32 64 
2 48 96 192 384 
3 32 64 128 256 
4 3 6 13 26 
5 3 6 13 26 
6 4 8 14 28 
К 7 3 6 13 26 I 8 3 6 13 26 
В 9 4 8 14 28 
I 10 3 6 13 26 
В 11 3 6 13 26 
I 12 4 8 14 28 
К 1 3 3 6 13 26 
I 14 3 6 13 26 
К(дв.ед./эл.) 0 ,43 0 ,50 0 ,56 0 ,62 
\ (ДБ) 23,46 25,30 27,04 29,28 
Т2 (ДБ) 16,33 18,17 19,91 22 ,15 
- 2 0 9 -
Рис. 3 . 5 . 3 КВК с 15-ю кодовыми книгами при к=4х4 
L = 1024 
- 2 1 0 -
0) 
1 , 3 . 5 , 4 Гистограммы ошибок для а)обычного и б л г - д а т д ф о ь а ш с г о 
алгоритма КВК при к-4x4, L=i02 4 
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3 . 6 . Векторное квантование последовательности 
В ТВ изображений посредством трехмерных 
В блоков 
Как было уже отмечено, процесс ВК сопровождается возникнове-
нием специфических искажений. Вопросы уменьшения некоторых специ-
фических искажений были рассмотрены в настоящей главе и было пока-
зано, что при правильном выборе формы блоков можно значительно по-
высить качество восстановленных ТВ изображений. 
Процесс ВК может быть разделен на следующие этапы: (1) форми-
рование векторов (блоков), (2) построение кодовой книги и (3) ко-
i дарование. Предыдущие главы были посвящены "двухмерному" ВК (ДВК) ря кодирования отдельных кадров ТВ изображений, которое использу-
ет только внутрикадровую корреляцию. Однако, при кодировании на 
основе ДВК последовательности ТВ изображений, наблюдаются сильные 
искажения типа "муар" на фоновых участках движущихся ТВ изображе-
ний. Одним из путей устранения искажений такого рода является 
построение "трехмерного" ВК (ТВК), при котором каждый блок будет 
формироваться на основе нескольких кадров последовательности ТВ 
изображений ( р и с . 3 . 6 . 1 ) . Таким образом ТВК будет использовать как 
внутрикадровую, так и межкадровую корреляции [83] . 
Целью данного параграфа является исследование эффективности 
перехода от ДВК к ТВК и влияния процесса формирования начальной 
кодовой книги на интенсивность специфических искажений, сопутству-
ющих процессу ВК. 
При исследованиях, путем моделирования на ЭВМ, использовались 
первые 6 кадров из последовательности ТВ изображений "Разговор по 
телефону", состоящей из 32 кадров размером 256x256 элементов, 
представляемых с точностью 8 бит/эл. Эти кадры содержат движения с 
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умеренной скоростью. На рис. 3 . 6 . 2 а и рис .3 .6 .26 показаны 3-ий и 
20-ый кадры из этой последовательности. 
Как показали результаты моделирования, при ТВК неподвижные 
участки движущихся ТВ изображений восстанавливаются без заметных 
для зрительного восприятия искажений типа "муар", что типично при 
ДВК, даже при значительно низком числе дв .ед . (R=0,07 д в . е д . / э л . , 
L=128; k=4x4x6, где первая цифра обозначает количество элементов в 
вертикальном направлении, вторая в горизонтальном, а третья - чис-
ло кадров). Однако, на движущихся участках ТВ изображений появля-
ются специфические искажения типа "размывания" контуров и "ложные 
контуры", сильнее выраженные, чем при ДВК с таким же объемом кодо-
вой книги, но при большем числе дв .ед . на элемент (k=4x4, L=128, 
R=0,44 б и т / э л . ) . Следует отметить, что уменьшение интенсивности 
искажений типа нарушения целостности контуров на движущихся участ-
ках можно достичь увеличением числа кодовых векторов, соответству-
ющих этим участкам. Одним из подходов к решению этой задачи явля-
ется надлежащее формирование начальной кодовой книги. Как известно 
[79,78], при формировании кодовой книги важное значение имеет вы-
бор начальной кодовой книги, кодовые векторы которой обычно выби-
раются равномерно из последовательности обучающихся векторов, без 
учета статистических особенностей ТВ изображений. При моделирова-
нии применялись два способа формирования начальной кодовой книги: 
1) ТВК(1) - кодовые векторы подбирались, равномерно и последова-
3 -ий кадр 
2 -ой кадр 
1 -ый кадр 
Рис.3 .6 .1 Структура трехмерного блока 
- 2 1 3 -
a) 
о J 
. Г " , . Г-- г «И/---
JC,3.6.2. а )3-й и б )20-й кадр из последователи:-: -ги и 
"Разговор по телефону" 
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во из обучающихся векторов, и 2) ТВК (2) - кодовые векторы 
Iабирались только из движущихся участков ТВ изображений. Как пока-
зали исследования, при одинаковой скорости (R = 0,07 д в . е д . / э л . ) 
1(2) обеспечивает лучшее субъективное качество восстановленных 
13изображений, несмотря на то, что по точностным показателям эти 
рсобы дают практически одинаковые результаты ( с м . т а б л . 3 . 6 . 1 ) . 
ввнение субъективного качества восстановленных ТВ изображений, 
закодированных при одинаковом числе бит (R = 0,07 д в . е д . / э л . ) на 
основе ТВК и ДВК показывает, что в первом случае общий план ТВ 
изображений восстанавливается с лучшим качеством, чем при ДВК. На 
з.З.б.За и рис .3 .6 .36 представлены трехмерные гистограммы ошибок 
осстановления ТВ изображений при ДВК и ТВК соответственно (при 
юковом числе бит, приходящих на элемент R = 0,07 д в . е д . / э л . ) . 
Субъективная оценка восстановленных ТВ изображений составляет 4 
D шкале сравнения МККР. Преимущество имеет восстановленная после-
I 
рательность ТВ изображений, полученная на основе ТВК. 
С целью исследования влияния структуры пространственной 
даскретизации на качество восстановленных ТВ изображений было 
проведено моделирование ТВК для последовательности ТВ изображений 
при шахматной структуре дискретизации. Результаты моделирования 
введены в табл .3 .6 .1 (обозначено через ТВК ) . При этом L=128, 
III й» JC • 
|R=0,035 д в . е д . / э л . , т . е . число дв.ед.на эл. снизилось в двое по 
равнению с ТВК при ортогональной структуре дискретизации. 
Таблица 3 . 6 . 1 
[Номер кадра 1 о 3 4 5 6 
\ 
•ДБ) 
ТВК(1 ) 26,24 27,13 27,16 26,46 26,36 25,88 
ТВК(2) 26,18 27,12 27,07 26,64 26,13 25,76 
ТВК шах 25,15 25,88 26,13 26,01 25,72 24,99 
- 2 1 5 -
a) 
б) 
Рис .3 .6 .3 . Гистограммы ошибок восстановления при 
'а)ДБК и б)ТБК (R=0,07 дв.ед..- э л . ) 
3 . 7 . Векторное квантование изображений в 
сочетании с пирамидальным 
построением 
В последние годы большое внимание уделяется обработке сигна-
лов на основе его резделения на частотные подполосы [106,160] . Та-
кой подход обработки сигналов особенно интересен для кодирования 
сигналов изображений, учитывая, что зрительную систему человека 
можно смоделировать как состоящуюся из множества пространственных 
фильтров. Психофизиологические исследования показали [89 ,161] , 
что сформированное изображение на сетчатке глаза затем обрабаты-
вается с помощью множества пространственно-ориентированных полосо-
вых частотных фильтров. Было показано, что полоса пропускания этих 
фильтров находится в пределах одной октавы [161] . Другими словами, 
изображение разлагается на множество частотных составляющих, шири-
на полосы которых, почти одинакова в логарифмическом масштабе. Бы-
ло также установлено, что чувствительность глаза зависит также от 
пространственной ориентации стимула. Установлено, что максимальная 
чувствительность зрительной системы приходится на контуры с накло-
ном 0° и 90° . Между горизонтальной и вертикальной ориентацией 
чувствительность монотонно снижается. С точки зрения учета выше 
отмеченных свойств зрения, представляет интерес исследование пи-
рамидальных методов кодировании ТВ изображений при их сочетании с 
векторным квантованием. 
Одним из перспективных методов такого построения является 
представление изображения в виде последовательности изображений, с 
различным пространственным разрешением. Было установлено [161] , 
что для такого представления удобно ввести пространственно-
масштабное преобразование В этом случае исходное изображение 
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представляется последовательностью уровней пирамиды с различным 
пространственным разрешенным (iv ) о < < N ( r . < Изображения с 
разрешениями г vl r j + 1 . содержат разную избыточность, но более эф-
фективно обрабатывать те дополнительные элементы, которые нахо-
дятся на уровне с разрешением Этот сигнал называется сигна-
лом детальностей на уровне г , + 1 - Для такого представления было 
введено новое дискретное представление, названное Веивлет пред-
ставлением [161 ,163 ,164] . Веивлет преставление обеспечивает прос-
тую аппроксимацию сигнала, с разрешением vQ совместно с сигналом 
детальностей (высокочастотных составляющих), для уровней с разре-
шением г , 1< 1 < N. Для определения Веивлет представления вводят 
масштабное преобразование, которое преобразует разрешение компо-
нентов изображения. Веивлет представление является особой фун-
кцией, которое было исследовано в первые Мейером [162] . Эти фун-
кции позволяют строить ортинормированные базисы в пространстве 
L2(Rn). Сигнал детальностей, можно получить посредством разложения 
исходного сигнала, с помощью ортонормированного базиса, и его мож-
но вычислить с помощью пирамидальной архитектиуры, с использова-
нием квадратурно-зеркальных фильтров (КЗФ). Веивлет представление 
можно интерпретировать, как декомпозицию (разложение) исходного 
сигнала, на независимые частотные каналы. Для сигналов изображения 
можно построить сепарабельную декомпозицию, с вертикальной и гори-
зонтальной ориентацией, хотя, математическая модель позволяет пос-
ить несепарабельное представление с любым количеством ориента-
ции. 
Рассмотрим некоторые характеристики пирамидального Вейвлет 
представления. Допустим, т является масштабным преобразованием 
[162], которое характеризует аппроксимацию сигнала с разрешением 
г. Пространственное разрешение, г , характеризует минимальный 
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размер деталей, которые можно обнаружить в аппроксимированном 
зображении. Значение г определяется с учетом единицы расстоя-
ния. Как уже отмечалось, сначала осуществляется аппроксимация ис-
ходного сигнала, для различного разрешения, а затем определяется 
т.н. сигнал детальности. Было установлено [161] , что для получения 
оследовательностей сигналов детальностей, приблизительно с посто-
ям количеством информации, в каждом сигнале, разрешения сигна-
лов должноменятьсяпоэкспоненциальному закону т . е . - (г > 1 ) . 
т Jfc^ 
Для упрощения вычислений, на компьютерах, значение г выгодно вы-
бирать равным двум. Математические свойства масштабного преобразо-
ания исследованы в работах [162,163] и показано, что масштабное 
преобразование с разрешением 2 \ где j £ z, представляет собой 
ортонормированную проекцию в пространстве сигналов Y .^ Для опре-
деления ортонормированной проекции любого сигнала f ( x ) , следует 
выбрать ортонормированный базис в пространстве 
ция Ф(х) называется масштабирующей функцией 
| z 
Ф ] (х ) = У ^ ® ( 2 j x ) 
и тогда 
(х - 2 _ J п)1 
J ri£ z 
Y^. Однозначная 
если для любого 
( 3 . 7 . 1 ) 
( 3 . 7 . 2 ) 
является ортонормированным базисом в Y , а аппроксимация сигнала 
f(x), с разрешением 2 J , характеризуется множеством отсчетов: 
n£ z 
( 3 . 7 . 3 ) 
здесь ( . , . ) - обозначает скалярное произведение функций. Дис-
кретную аппроксимацию сигнала f ( x ) с разрешением 2 J можно опреде-
лить как множество отсчетов: 
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S . 
n£ a 
( 3 . 7 . 4 j = { / г 7 ( f , Ф^  ) j 
Последнее выражение можно интерпретировать как низкочастотную 
фильтрацию сигнала [161,163] . Действительно, после такой аппрокси-
йции из сигнала удаляются все детали,размер которых меньше, чем 
2 J . 
Практически, при обработке сигналов на компьютерах, дискрет-
ная аппроксимация, исходного сигнала определяется интервалом дис-
кретизаций и, разрешение обрабатываемого сигнала, определяется как 
1:SQ . Принцип каузальности позволяет определить все S , для j < 
О, из S o . Практически эта процедура осуществляется итеративным 
алгоритмом, который называется пирамидальным преобразованием и оп-
ределяется выражением [161] . 
+00 
/ ^ ( f , Ф^) = Е 
k = -C0 
у£< +1 ( f ,®J + 1 ) h (2n k ) ( 3 . 7 . 5 ) 
где h ( . ) - импульсный отклик дискретного фильтра. 
Как известно, сигнал изображения содержит большую избыточ-
ность на каждом уровне разрешения. Поэтому, эффективнее обрабаты-
вать те детали изображения, которые присутствуют в изображении с 
разрешением 2 J + 1 и не присутствуют на уровне с разрешением 2К Ап-
проксимация сигнала с разрешением 2 J + i и не присутствуют на уровне 
с разрешением 2 J . Аппроксимация сигнала с разрешениями 2 j + 1 и 2 } 
осуществляется, соответственно, с помощью ортогональной проекции 
нала на Y j + 1 и Y.. Сигнал детальностей для уровня с разреше-
нием 2 J + 1 , определяется ортогональной проекцией исходного сигнала 
на векторном пространстве сг [161] . Для определения ортогональной 
проекции сигнала f ( x ) , следует определить ортонормироанный базис 
в пространстве о . . Такой базис можно построить путем масштабирова-
ния и переноса однозначной функции Веивлет [161 ,163] . 
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; Если j v . j ^ - векторное пространство, Ф(х)-функция масштаби 
ния и н соответствующий квадратурный фильтр, то если 
f(х)=УЛ2^ф(2^х) : |ф(х-2"- 'п)|п^ 2 . является ортонормированным базисо 
пространства о . , тогда ( х - 2 ~ ^ п ) | я в л я е т с я ортонормирова 
иным базисом, в пространстве L Z (R) . Функция ф(х) - называется 
Веивлет. Ортонормированный базис в 0 j может быть построен путем 
масштабирования Веивлет, ф(х) , с коэффициентом 2 J , и его переносом 
на "сетку" с интервалом пропорциональным 2~ J .C увеличением прос-
транственной частоты, Веивлет спадает асимптотически так же, как и 
соответствующая функция масштабирования. Разложение сигнала в ор-
тонормированном базисе Веивлет является как бы промежуточным между 
Фурье преобразованием и пространственным представлением. 
Модель Веивлет преобразования, может легко распространить на 
любую размерность п , но нас интересует двухмерный случай, когда 
налом является изображение. В этом случае исходной функцией 
является f ( x , y ) G 2 z ( R 2 ) . Как и в одномерном случае, аппроксимация 
гнала, f ( x , y ) с разрешением 2 J , определяется как ортогональная 
|проекция на векторное пространство . В этом случае выгодно оп-
ределить сигнал высоких пространственных частот (сигнал детальнос-
тей) для двух приоритетных направлений - в горизонтальном и верти-
кальном. Функция масштабирования при этом определяется как Ф(х, у) 
= ф(х) ф ( у ) ( 3 . 7 . 6 ) где ф(х)- одномерная функция масштабирования. 
оксимацию сигнала f ( x , у) - с разрешением 2 J можно охаракте-
ризовать с помощью [164] 
S = { 2 J ( f ( x , y ) , Ф* (х) Ф^ ( у ) ) } ( 3 . 7 . 7 ) J I п т ) ( n j m ) G z 
Как и в одномерном случае, предположим, что исходный сигнал 
представлен с разрешением 1 : S 0 - Для любого J<0 , дискретное 
изображение полностью можно охарактеризовать с помощью -3J+1 -
-дискретных изображений [164] . 
{ S j < D j ) « H . - ^ W - i } < З Л - 8 > 
Последнее выражение является двухмерным Веивлет представлением. S j 
- базовое изображение, D*- характеризуют сигналы высших простран-
ственных частот с различной ориентацией и разрешением. Если исход-
ное изображение содержит К2 элементов, каждое изображение D J_ 1> 
D* t , содержит 2 J- N 2 ( J < О) элементов. Общее число 
элементов изображения, при таком представлении, равно числу эле-
ментов в исходном изображении. Исследования свойств пирамиды Веив-
лет показали, что пирамидальные построения ортогонального типа, 
можно эффективно использовать при векторном квантовании ТВ изоб-
ражений [34] . 
В наших исследованиях [34] на каждом уровне пирамиды Веивлет 
преобразования образуются четыре изображения ( р и с . 3 . 7 . 1 ) : НВ-
изображение, несущее информацию о высокочастотом сигнале в гори-
зонтальном направлении и низкочастотном в вертикальном (горизон-
тальные контуры); ВН-изображение, подчеркивающее наличие верти-
кальных контуров, что в области пространственных частот соответ-
ствует низкочастотной фильтрации по горизонтали и высокочастотной 
по вертикали, ПН-изображение, содержащее информацию о наличии де-
тальности в изображении в диагональных направлениях. НВ, ВН, 
НН изображения создают уровень пирамиды Веивлет. Что касается 
| изображения ВВ, то оно содержит основную информацию об изображе-
нии. Этому изображению в плоскости преобразования Фурье соответ-
| ствует низкочастотная фильтрация как в горизонтальном, так и вер-
альном направлениях. Это изображение является базовым для пос-
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троения следующего уровня пирамиды или играет роль вершины пирами-
да, если построение прекращается. Если L - число уровней пирамиды, 
то в результате пирамидального построения исходное изображение, 
содержащее м2 отсчетов, превращается в набор изображений ВН, НВ, 
НН, (1 < д < L) и ВВ . Изображения ВН, НВ, ВВ являются носителем 
информации, которая соответствует "разности" между В В ^ и ВВ. 
изображениями, имеющие место при переходе от j-1 к j-тому уровню 
пирамиды. На рис .3 .7 .1 приведено условное расположение изображений 
ря 2-х уровней пирамиды Веивлет с вершиной ВВ2. На рис. 3 . 7 . 2 
представлена схема построения первого уровня пирамиды Веивлет 
[161 ] . Здесь G - фильтр высоких частот, Н - фильтр низких частот, 
D - блок децимаций. 
Для экспериментального исследования векторного квантования в 
сочетании с Веивлет преобразованием, были использованы несколько 
различных вариантов размера и конфигурации блока, а также объема 
кодовой книги [34 ,164 ,184] . Векторному квантованию, вначале, по две 
ргалась только низкочастотная составляющая, вершина пирамиды, со-
ответствующая трехуровневой и двухуровневой пирамиде Веивлет. Ис-
Ъльзовались фильтры с импульсной характеристикой длиной 
ВВ2 НВ2 НВ1 
ВН1 НН2 
ВН1 НН1 
Рис. 3 . 7 . 1 Разделение на олбласти двухуровневые 
пирамиды с Веивлет 
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Строки 
Р и с . 3 . 7 . 2 . Двухмерная пирамида с использованием 
фильтров Веивлет. 
N=2 и N= 16. В табл. 3 . 7 . 1 представлены результаты эксперимен-
та, в котором векторно квантовалась область ВВЗ при скорости 
R = 2,071 бит /эл . . Тамже приведены основные точностные 
I показатели и коэффициенты сжатия (КС). Области второго и первого 
I уровней пирамиды квантовались на 16 и 8 уровней оптимальной 
неравномерной шкалой. Восстановление исходного ТВ изображения 
осуществлялось также без области НН1. В табл. 3 . 7 . 2 приведены 
результаты исследований ортогонального пирамидального кодирования 
I ТВ изображений в сочетании с шахматной структурой дискретизации и 
оптимальным неравномерным квантованием первого уровня пирамиды. 
Анализ результатов таблиц 3 . 7 . 1 - 3 . 7 . 3 позволяет сделать 
- следующие выводы: 
1. Неучастие в восстановлении ТВ изображения области НН1 поз-
I волнет увеличить коэффициент сжатия (от 1, 84 до 2 . 0 9 ) , тогда как 
I отношение сигнал-шум уменьшается незначительно. 
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2. Переход от ортогональной структуры дискретизации к шахмат-
ной позволяет уменьшить число бит на элемент, (R = 0 , 7 7 ) . Дальней-
шие эксперименты по сочетанию пирамидального построения с вектор-
ным квантованием имели ввиду, ВК областей первого уровня пирамиды. 
Условия кодирования были следующие: составляющие ВВЗ, ВИЗ, НВЗ, 
ННЗ - передавались полностью; ВН2, НВ2, НН2 - квантовались опти-
льной неравномерной шкалой на 16 уровней; ВН1, НВ1, НН1 - по-
льзовалось векторное квантование с объемом кодовой книги 128, 
размером блока 4x4 (при R ^ 0 ,44 б и т / э л . ) . Результаты сведены в 
табл. 3 . 7 . 3 . В табл. 3 . 7 . 4 приведены результаты, полученные при 
обычном векторном квантовании тестового ТВ изображения, но без 
построения пирамиды Веивлет. На рис .3 .7 .1 а , б , в представлены ре-
зультаты кодирования тестового изображения, при сочетании вектор-
ного квантования по данным т а б л . 3 . 7 . 3 . Изображение 3 . 7 . 1 а соответ-
ствует скорости R = 0 ,9 бит/эл. , 3 . 7 . 1 6 - скорости R = 0 ,79 
бит/эл. и 3 .7 .1В - скорости R = 0 ,68 бит/эл. Анализ результатов, 
иве денных в табл. 3 . 7 . 2 и 3 . 7 . 3 показал, что векторное 
антование более эффективно, когда оно применяется для 
антования первого уровня пирамиды Веивлет при условии, когда 
третий уровень пирамиды, в том числе "вершина" (низкочастотная 
[область ВВЗ) не подлежит квантованию и коэффициент сжатия 
составляет КС = 11 ,7 , а ПОСШ 29,2 дБ. Эффективность обычного 
векторного квантования возрастает , когда оно используется в 
сочетании с пирамидальным построением Веивлет и осуществляется на 
первом уровне пирамиды. 
- 2 2 5 -
a) 
б) 
- 2 2 6 -
В) 
Рис. 3 . 7 . 3 ТВ изображения после ВК с Вейвлет-Пирамидой 
при: a) R = 0 ,9 бит/эл . ; б) R = 0,79 бит/эл . ; 
в) R = 0,68 бит/эл. 
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Таблица 3 . 7 . 1 
Дл 
ВФ 
N 
Способы кодиров. 
ТВ изображения 
Точностные показатель I Эфф.кодиров. 
СКО НСКО „ 
/о 
0 С Ш дБ П0СШдБ КС к бит/эл 
16 
все составляющ. 9 ,15 1 ,13 21 ,71 28,87 4 ,78 1,67 
без НН1 9,93 1 ,22 21 28,16 6 ,62 1 ,28 
Таблица 3 . 7 . 2 
Дл 
ВФ 
N 
Способы кодиров. 
ТВ изображения 
Точностные показатели Эфф.кодиров. 
СКО НСКО % ОСШ^ посШдБ КС к бит/эл 
16 
все составляющ. 11,55 1 ,42 19,69 26,85 8 ,30 0 ,97 
без НН1 11,71 1 ,44 19,57 26,73 10,39 0,77 
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Таблица 3 . 7 . 3 
Дл Способы кодиров. Точностные показатели Эфф.кодиров. 
ВФ 
N ТВ изображения СКО НСКО % 0 С Ш дБ посШдБ КС к бит/эл 
16 
все составляющ. 7,73 0 ,95 23,18 30,34 8 ,80 0 ,90 
без НН1 8 ,26 1 ,02 22,59 29,75 10,0 0 ,79 
без НН1, НВ1 8,81 1 ,08 22,04 29,20 11 ,70 0 ,68 
Таблица 3 . 7 . 4 
Векторное 
квантование 
исх.ТВ изоб. 
Точностные показатели Эфф.кодиров. 
СКО НСКО * /0 0 С Ш дБ посШдБ КС к бит/эл 
1,17 бит/эл. 8 ,37 1 ,03 22,49 29 ,65 6 ,70 1,17 
Выводы к главе 3 
Глава 3 содержит результаты исследований влияния сегментаций 
и пространственной дискретизации на точностные показатели ВК, с 
учетом характерных особенностей статистических характеристик 
реальных ТВ изображений и свойств их зрительного восприятия на ос-
нове контурно-текстурной модели изображений, а также результаты 
исследования сочетания ВК с пирамидальным построением. 
Оригиальными материалами обладающими авторским приоритетом, в 
данной главе являются: 
1. Исследование влияния на точностные показатели процесса ВК 
статистических характеристик реальных ТВ изображений, учитывая из-
менение как формы блоков,на которые подразделяются исходные ТВ 
изображения, так и структуры пространственной дискретизации, учи-
тывающий анизотропию пространственного спектра ТВ изображений, 
при различных критериях, используемых для формировании начальной 
кодовой книги. 
2.Разработка и исследование методов уменьшения специфических 
искажений ВК ТВ изображений путем усиления корреляционных связей 
на границе соседних блоков (методы "перекрытия блоков") и интер-
поляционного ВК, базирующегося на исследовании статистических 
взаимосвязей между элементами смежных блоков ТВ изображений. 
3. Разработка и исследование векторного квантования ТВ изоб-
ражений, с учетом их зрительного восприятия, основанного на пере-
менной точности квантования в пространственной области. 
4. Исследование влияния классификации ТВ изображений на 
контурные и текстурные части с целью построения различных кодовых 
| книг, для этих частей с учетом особенностей зрительного восприятия 
искажений контуров и их статистических характеристик при различных 
(объемах кодовой книги. 
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5. Исследование влияния перехода от двумерных блоков к 
трехмерному при ВК последовательностей ТВ изображений, с целью 
уменьшения специфических искажений, сопутствующих процессу ВК 
последовательности ТВ изображений, при малом числе двоичных единиц 
на элемент изображения. 
6. Исследование возможности кодирования ТВ изображений на ос-
нове сочетания пирамидального построения Веивлет с векторным кван-
тованием. 
Результаты исследований изложенные в данной главе , дали в о з -
можность : 
1. Установить, что переход, при ВК ТВ изображений, от ортого-
альной структуры дискретизации к шахматной, приводит к снижению 
точностных показателей процесса ВК в среднем на 2 дБ, в то же 
время число бит/эл. при переходе к шахматной структуре уменьшается 
в двое.Кроме того, точностные показатели ВК, при формировании ко-
довой книги на основе критерия минимума среднеквадратической ошиб-
ки выше, чем при использовании критерия минимакса. 
Показать, что переход при формировании начальной кодовой 
и, от блоков квадратной формы к прямоугольной для некоторых 
ТВ изображений, в том числе и "ЛЕНА", с большим вертикальным р а з -
мером, а для других ТВ изображений, в том числе и "ШКОЛА", с боль-
шим горизонтальным размером, практически не изменяет точностных 
показателей процесса ВК, в то время, как в общем случаепереход 
окам прямоугольной формы с большим горизонтальным или вертикаль-
ным размером приводит к уменьшению точностных показателей в сред-
нем на 1 дБ, а при использовании блоков, имеющих форму параллелог-
а точностные показатели ухудшаются в среднем на 2 дБ. 
Показать, что переход к блокам ромбовидной формы при 
формировании начальной кодовой книги обеспечивает улучшение 
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точностных показателей ВК по сравнению со всеми другими формами 
блоков. Так, например, по сравнению с прямоугольной формой блоков 
инигрыш в отношении сигал-шум квантования составляет в среднем 
0,45 дБ, а по сравнению с блоками, имеющими форму параллелограмма 
-1,5 дБ. 
2. Показать, что восстановление ТВ изображений подвергнутых 
ВК, применением блоков перекрывающих столбцы и строки, сформиро-
ванные путем интерполяции на основе элементов принадлежащих сосед-
ним блокам, позволяет увеличить, например, пиковое отношение сиг-
нал-шум в среднем на 1 ,5 дБ. 
Установить, что интерполяционное ВК дает возможность сущес-
твенного уменьшения специфических искажений ВК ТВ изображений. 
Так, например, пиковое отношение сигнал-шум увеличивается в сред-
нем на 1 ,2 дБ, по сравнению методами "перекрытия блоков". 
3. Установить, что векторное квантование ТВ изображений с пе-
ременной точностью квантования, при котором учитывается как зави-
симость остроты зрения от угла периферийности, так и анизотропия 
пространственного спектра реальных ТВ изображений и свойство их 
зрительного восприятия, позволяет улучшить субъективное качество 
восстановленных ТВ изображений, на 0 , 5 балла шкалы сравнения. 
4. Установить, что переход от обычного ВК к классифицирован-
ному ВК,на основе контуро-текстурной модели ТВ изображений, поз-
воляет повысить качество восстановленных контуров ТВ изображения. 
Предложенная методика модифицированного КВК позволяет уменьшить 
среднюю мощность ошибок в контурной части изображения на 20,4% по 
сравнению с обычным КВК, и на 31,1% по сравнению с обычным алго-
ритмом ВК. 
5. Показать, что переход от двумерного блока к трехмерному 
дает возможность значительно уменьшить специфические искажения ти-
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па "муар", что типично для ВК последовательности ТВ изображений на 
основе двумерного ВК. Кроме того, трехмерное ВК позволяет значи-
льно снизить число дв .ед . на элемент изображения, сохраняя 
приемлемое качество восстановленной последовательности ТВ изобра-
кений при R = 0,07 бит/эл. и пиковом отношении сигнал-шум в 
среднем 27 дБ. 
6. Повысить эффективность кодирования ТВ изображений на осно-
ве сочетания пирамидального построения Веивлет с векторным кванто-
ванием областей пирамиды, содержащих высокочастотные составляющие 
сигнала. При этом коэффициент сжатия КС = 10 , а ПОСШ = 29,75 дБ. 
Показать, что если из процесса восстановления исключить область 
первого уровня пирамиды, с высокочастотными составляющими сигнала 
в обоих направлениях, то коэффициент сжатия может быть увеличен на 
1,7при снижении ПОСШ на 0 , 5 дБ. 
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Г Л А В A 4 
ИССЛЕДОВАНИЕ ВЕКТОРНОГО КВАНТОВАНИЯ В СОЧЕТАНИИ С 
ОРТОГОНАЛБНЫМ ПРЕОБРАЗОВАНИЕМ И РЕШЕТЧАТЫМ КВАНТОВАНИЕМ. 
ЭКСПЕРИМЕНТАЛБНЫЕ ИССЛЕДОВАНИЯ И ПРАКТИЧЕСКОЕ ПРИМЕНЕНИЕ 
РЕЗУЛЬТАТОВ ДИССЕРТАЦИОННОЙ РАБОТЫ. 
4 . 1 . Задача исследования 
В данной главе диссертационной работы ставится задача теоре-
тического и экспериментального исследовния векторного квантования 
в сочетании с дискретным косинус-преобразованием и решетчатым 
квантованием. Хотя кодирование с преобразованием используется на 
протяжений долгого времени для кодирования ТВ сигналов, но при та-
ком кодировании, в основном использовались различные алгоритмы 
алярного квантования [53 ,165 ,166] . Однако, следует отметить, что 
алярное квантование не позволяет учитывать статистические связи 
между коэффициентами преобразования. С этой точки зрения целесооб-
разно исследовать векторное кавантование в сочетании с ортогональ-
ным преобразованием. Выбор вида ортогонального преобразования во-
многом определяется существованием быстрых алгоритмов вычислений 
коэффициентов преобразования. С точки зрения концентрации энергии 
коэффициентов преобразования, в низкочастотной области спектра 
сигналов изображения и наличия быстрого алгоритма вычислений 
преобразования, следует отметить дискретное косинус преобразова-
ние (ДКП). Несмотря на то, что векторное квантование в сочетании с 
ДКП исследованы в работах [81 ,167] , некоторые вопросы, касающиеся 
(адаптивных алгоритмов классификации и сочетания ДКП с решетчатым 
векторным квантованием, требуют дальнейших исследований. 
Как отмечалось в предыдущих главах настоящей диссертационной 
- 234 -
работы, одним из важных вопросов, при ВК ТВ изображений, является 
уменьшение объема вычислений связанных как с созданием кодовой 
Виги, так и с кодированием ТВ изображений. С этой точки зрения 
следует отметить кодирование на основе каскадного векторного кван-
тования ТВ изображений [ 8 2 , 8 8 ] . Однако, рабочие характеристики 
каскадного ВК хорошо исследованы для кодирования речевых сигналов 
[ 8 2 , 8 8 ] . При кодировании ТВ сигналов на основе каскадного ВК появ-
ляются возможности как сокращения объема необходимой памяти и вы-
числительных з атрат , так и использования эффекта рандомизации про-
цесса квантования при надлежащем выборе параметров каскадного ВК 
[ 3 5 ] . 
Для оценки качества квантованных ТВ изображений большое зна-
чение имеет выбор подходящего критерия "близости" между исходным и 
•"антованным изображениями. Наиболее часто, для этой цели исполь-
зуются отношение сигнал-шум и среднеквадратическая ошибка. Однако, 
следует отметить, что при векторном квантовании ТВ сигналов, х а -
рактер искажений изображения отличается от искажения при скалярном 
•антовании. Если изображение, квантованное скалярным квантовате-
лем, сравнить с изображением квантованым векторным квантователем 
на основе ОСШ и СКО, то установление степени "близости" квантован-
ных и исходных изображений крайне затрудняется. Поэтому, с целью 
более достоверной оценки "близости" квантованных и исходных изоб-
ражений, следует ввести и другие качественные и информационные 
характеристики ТВ изображений, позволяющие более точно оценить к а -
чество различных алгоритмов квантования [32 ] . Для окончательной 
оценки качества квантованных ТВ изображений, и оценки достовернос-
ти качественных показателей, следует также осуществить субъектив-
но-статистическую экспертизу векторного квантовния ТВ изображений. 
В данной главе представлены результаты экспериментальных ис-
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следований скалярного квантования для систем цифровой передачи ТВ 
сигналов по спутниковым линиям связи со скоростью 24 Мбит/с и 
описана работа устройства обнаружения локализации и коррекций оши-
бок декодирования изображений. Представлено так же описание кодека 
ТВ сигналов для систем видеоконференцсвязи со скоростью 
256 кбит/с, в котором использован векторный квантователь, разра-
ботанный на основе результатов, полученных в данной диссертацион-
ной работе. 
Изложению выше перечисленных вопросов посвящена данная глава 
диссертационной работы. 
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4-2. Векторное квантование ТВ изображений 
в сочетании с дискретным косинус-преобразованием 
Кодирование с преобразованием долгое время используется как 
эффективный метод кодирования ТВ изображений [165-167]. Традицион-
но, такое кодирование использовалось в сочетании со скалярным 
квантованием коэффициентов трансформант, с учетом статистики их 
дисперсий, однако, в этом случае не удается учитывать, связь меж-
ду коэффициентами. Преимущество векторного квантования по отноше-
нию со скалярным, можно использовать и при кодировании с преобра-
зованием. Как известно [46,166] наилучшее, в смысле среднеквадра-
тической ошибки, ортогональное преобразование определяется его 
способностью к концентрации энергии спектра в возможно более узких 
страницах. С учетом этого, было показано, что преобразование Кару-
нена-Лоэва характеризуется наименьшей среднеквадратической ошибкой 
по сранению со всеми другими ортогональными преобразованиями [46, 
1 6 5 ] . Однако, следует отметить, что из- за вычислительных труднос-
тей, связанных вычислениями коэффициентов преобразования Карунена-
Лоэва, его практическое использование значительно затрудняется. 
Наиболее близкие к преобразованию Карунена-Лоэва результаты можно 
п^олучить на основе дискретного косинуса преобразования (ДКП). Сле-
дует также отметить, что для ДКП существуют быстрые алгоритмы вы-
числений [166,169] , что является немаловажным фактором при практи-
ческой реализации ДКП. Для быстрого алгоритма ДКП [169] , следует 
[Произвести (3 N/ 2) ( l g N - 1) + 2 сложений реальных чисел, и 
Kg N - 3N/ 2 + 4 умножений. Так, для блока с размерностью 16x16, 
полная операция кодирования и декодирования требует в среднем 9 ,25 
умножений и 5 ,50 сложений для каждого элемента изображения. 
Векторное квантование в преобразованной области имеет ряд 
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преймуществ по сравнению с ВК в пространственной области. В час-
тности, основная энергия коэффициентов преобразования сосредото-
чена в низкочастотных коэффициентах. Исходя из этого кодовая книга 
ВК может быть оптимизирована только для низкочастотных коэффициен-
тов и некоторая часть высокочастотных коэффициентов может быть от-
брошена. Известно так же, что распределение вероятностей коэффи-
циентов преобразования хорошо описывается расспределением Лапласа, 
а это дает возможность построить универсальную кодовую книгу для 
зличных изображений. Методы ВК в преобразованной области иссле-
довались в различных работах [167,168] , однако, в этих работах не 
достаточно полно были выявлены преймущества ВК, в сочетании с ДКП 
и, вопросы адаптивного классифицированного ВК в сочетании с ДКП. 
Недостаточно исследованы также вопросы использования решетчатого 
квантовния коэффициентов ДКП. В настоящем разделе приводятся ре-
зультаты экспериментального исследования ДКП ТВ изображений в со-
четании с адаптивным классифицированным ВК, в следующем разделе 
рассмотрены вопросы решетчатого квантования. 
Структурная схема ВК в сочетании с ДКП ТВ изображений пред-
ставлена на р и с . 4 . 2 . 1 . Исходное изображение, сначала делится на 
блоки размером 8x8 (исследовались также блоки 4 x 4 ) ) . Затем для 
этих блоков использовались двухмерное косинус преобразование, на 
основе выражения [169] 
X(u,v) = 2 C ( u L 0 M ^ Y x ( l f J ) c o s (21+1 ) uH . C Q S ( 2 i± l )vn 
N i =0 j=o 2N 2N 
u, v = 0,1 . . .N - 1 . 
| где 
C ( l ) 
( 4 . 2 . 1 ) 
Г 1/ V2 
\ 1 
ДЛЯ 1 = 0 
ДЛЯ 1 = 1 , 2 . . . N 1 
Классификация энергии высокочастотных коэффициентов осущес-
пяется на основе выражения 
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\ t i V [ F m , e ( u , v ) ] 2 - [ F ( 0 , 0 ) ] 2 ( 4 . 2 . 2 ) 
' u = 0 v = 0 
Высокочастотные коэффициенты классифицировались на четыре 
класса по их энергии. Адаптация заключается в том, что для тех 
блоков, энергия коэффициентов которых выше, выделяется большое 
число бит, чем для блоков, с малой энергией. Эта процедура осущес-
твляется методом зонального отбора [46 ,53 ] . После этого отобранные 
блоки подвергаются векторному квантованию с помощью различных ко-
довых книг. Общая кодовая книга состоит из четырех различных кодо-
вых книг, соответствующих различному классу блоков. Кодер осущес-
твляет скалярное квантование первого коэффициента преобразования. 
В кодер поступает также индекс классификатора и после энтропийного 
кодирования вся информация передается в канал. 
Как показали экспериментальные исследования [32,81] кодирова-
ние ТВ изображений в преобразованной области в сочетании с ВК, 
дает лучшее качество восстановленного изображения. Особенно в об-
ластях с плавными изменениями яркости изображения. 
В наших экспериментах преобразованное изображение было клас-
сифицировано на четыре класса так называемой активности, которая 
определяется на основе выражения ( 4 . 2 . 2 ) . Классификация осущест-
влялась на блоках низкой и высокой активности. В каждом классе ис-
пользовались кодовые векторы с размерностью 64, 64, 128, 128, 
соответственно. В этом случае пиковое отношение сигнал-шум (ПОСШ) 
составило 29,7 дб, при R = 0,25 бит/эл. Для сравнения обычное ВК 
с размером блока 8x8 и кодовой книги размером 384 дает ПОСШ = 24 ,4 
дб. Субъективное качество восстановленных изображений также улуч-
шилось по сравнению с ВК в пространственной области. На р и с . 4 . 2 . 2 
представлено восстановленное ТВ изображение на основе сочетания 
ДКП с векторным квантованием. 
Рис. 4 .2 .1 Структурная схема ВК с ДКП 
- 2 4 0 -
4 . 2 . 2 Восстановление ТВ изображение при 
сочетании ДКП с ВК 
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4 . 3 . Решетчатое векторное квантование ТВ 
изображений 
Векторное квантование на основе алгоритма ЛБГ, хотя и дает 
орошие результаты кодирования, но при его реализации возникают 
ложности, связанные с экспоненциальным ростом необходимых вычис-
ений (см.главу 1 ) . Этот алгоритм используется как при кодировании 
пространственной области, так и при кодировании коэффициентов 
ансформант. В главе 1 были рассмотрены методы снижения сложности 
векторного квантования, связанные с выбором начальной кодовой кни-
ги и различными способами ускорения процесса ВК ТВ изображений. В 
настоящем разделе приводятся результаты исследования связанные с 
ускорением нахождения кодовой книги на основе решетчатого ВК 
1 1 3 2 , 1 1 0 ] . 
В отличии от ЛБГ алгоритма, решетчатые векторные квантователи 
имеют регулярную структуру, что позволяет снизить сложности, 
ввязанные с построением векторных квантователей. Однако, следует 
тметить, что решетчатые квантователи наиболее оптимальны для 
вточников с равномерным распределением при среднеквадратической 
рре искажений и бесконечных решеток. Решетку будем определять как 
ожество векторов. 
А = { X : X - u t a t + u z a ? + . . . u ^ } , ( 4 . 3 . 1 . ) 
Н@ a . , i = 1 ,2 . . . N, базисные векторы решетки, и . - целые числа. 
Вя векторного квантования, путем решетки, следует выбрать ь -
доходных точек решетки, которые находятся отображением источника X 
в решетку. После отображения находятся выходные точки Q(X) 
затем вокруг выходных точек формируются ячейки Вороного s , так , 
то Y.G А если X £ S^. Можно построить различные решетки для кван-
ввании ТВ изображений, однако построение оптимальных решеток в 
многомерном пространстве является самостоятельной пока нерешенной 
математической проблемой и исследуется в специальных изданиях 
[ 1 1 0 . 1 3 2 ] . С точки зрения создания быстрого алгоритма ВК ТВ изоб-
ражений нами были исследованы некоторые из известных решеток, для 
которых существуют быстрые алгоритмы. Эти решетки известны под 
названием решеток корней. Алгоритмы построения этих решеток осно-
ваны на специфических свойствах решеток корней [110] . Например, 
если наложить решетку D n на прямоугольную решетку zN , можно заме-
тить, что D n - решетка состоит из тех точек прямоугольной решетки, 
сумма координат которых четное число. Таким образом, для нахожде-
ния Олижайщей к входному вектору, точки решетки D N , МЫ можем найти 
Впвайшую точку решетки ZN сумма координат которой четное число. 
Алгоритм поиска ближайшей к входной точке, х £ RN, точки ZN, 
состоит в следующем [110] . Для вещественного числа х , определя-
ется функция f ( x ) , которая равняется ближайшему к х целому чис-
лу. В случае полуцелого х , выбираем число с наименьшей абсолют-
ной величиной. Разность между х и f ( x ) обозначается как 
О(х) = х - f ( x ) ( 4 . 3 . 2 ) 
Вводится также функция w(x), которая является "следующим", после 
f(х), ближайшим целым числом к х . В случае полуцелого х , выби-
рается число с наибольшей абсолютной величиной. Для вектора 
Х £ Rn, определяем векторную функцию f ( x ) = ( f ( X 4 ) , f ( X 2 ) 
. . . f(XN)) . Для заданной точки Х= (Xt , Х2 -.-Х^) допустим, что к -
рое число и 
|о (х к ) I > | о ( х . ) | , 1 < i < N ( 4 . 3 . 3 ) 
тогда выполнение равенства 
| о ( х к ) | = | а ( х . ) | ( 4 . 3 . 4 ) 
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иечет за собой, к < i и определяем 
g ( x ) = ( ( f ( x t ) , f ( x g ) , W(xk), . . . , f(xN>) . ( 4 . 3 . 5 ) 
Если задана точка Х £ R N , ТО F ( X ) - будет ближайшей точкой 
|ря решетки Z N . Для решетки D n ближайшей точкой будет та из точек 
f (х) и g ( x ) , которая имеет четную сумму координат, причем всего 
одна из них будет иметь четную, а другая нечетную сумму координат. 
Шли х равноудалена от двух и более точек D , то в результате 
этой процедуры получим точку с наименьшей нормой. Так как f (х) -
айшая к х точка в ZN, a g ( x ) - следующая по степени близости 
точка, то процедура работает. Точки Р(х) и g ( x ) отличаются на 1 
ровно в одной координате, и поэтому только одна из сумм £ f (x^ ) и 
[g(xt) четна, а другая нечетна [110] . Следует отметить, что кван-
тование с помощью решетки zN проще, так как требует только вычис-
ления f ( x ) , тогда как квантование в Dn требует вычисления f ( x ) и 
g(x) и выбора одного из них, с четной суммой координат. 
При практическом использовании решеток для векторного кванто-
вния, необходимо произвести усечение бесконечных решеток и мас-
штабирования. Кроме этого, необходимо построить метод для кванто-
вния тех входных точек, которые попадают за пределы области усе-
ченной решетки. Мы будем рассматривать те точки решетки, которые 
лежат внутри N - мерной сферы и используем следующую процедуру 
усечения. Входная точка отражается на поверхности сферы вдоль ее 
Iрадиальной линии, центра. Затем, находим ближайшую точку решетки, 
от отраженной точки. Если эта точка находится за пределами сферы, 
| тогда проверяется близость всех соседних точек решетки к этой точ-
lKe. Если одна или более точек попадают внутри сферы, то мы выби-
раем одну, которая находится ближе к радиальной проекции на сферу. 
В противном случае, находим одну из точек "ближайшего соседа" , ко-
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I торая находится ближе всего к радиальной проекции и проверяем их 
кайшие соседи. Процесс продолжается, пока не будут найдены все 
|точки решетки. 
Наилучшая процедура усечения и масштабирования окончательно 
(осуществляется экспериментально. Так, для заданного числа точек 
решетки, L = 2 Ш , исследовалис, различные коэффициенты масштаби-
ования и выбирался тот, который минимизировал среднеквадратичес-
jкую ошибку. При использовании решетчатого квантования для кванто-
!Я коэффициентов ДКП предполагалось, что коэффициенты с малыми 
номерами имеют распределение Гаусса, а остальные коэффициенты -
распределение Лапласса. Чтобы определить уровень усечения решетки, 
при заданных L = 2 Ш , выходных точках, мы должны вычислить число 
;точек решетки в оболочке, на различных радиальных расстояниях от 
центра. Для таких вычислений используется тэта-функция [110] . Тэта 
щия решетки А определяется как 
е л г ) 
00 
Е N q 
m=0 
m ( 4 . 3 . 6 ) 
где Nm - число точек решетки, на расстоянии m от центра. 
В наших экспериментальных исследованиях [32] были использова-
ны алгоритм ЛБГ для коэффициентов ДКП, и решетчатое квантование на 
основе решетки ZN, при N= 8 , 16. Объективные качественные показа-
тели (ПОСШ) для тестового изображения "ЛЕНА", составили 29 ,7 дБ, 
при использовании алгоритма ЛБГ для коэффициентов ДКП и, 27 ,5 дБ 
доя решетчатого квантователя z l D , при этом скорость квантования 
составила R = 0 ,25 бит /эл . , а быстродействие решетчатого квантова-
ния было на порядок выше, чем при обычном алгоритме ЛБГ. Субъек-
тивная экспертиза, квантованных изображений показала, что при ре-
шетчатом квантовании несколько снижается четкость восстановленных 
(изображений. Решетчатое квантование было также использовано для 
нахождения начальной кодовой книги с последующим использованием 
алгоритма ЛБГ. Как показали результаты моделирования, время созда-
ния кодовой книги, при использовании начальной кодовой книги, пос-
менной на основе решетки ZN - в среднем сократились на 30-35%, 
по сравнению с тем случаем, когда начальная кодовая книга вы-
далась случайным образом. 
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4 . 4 . Каскадное векторное квантование 
ТВ изображений 
Как было уже отмечено, при векторном квантовании ТВ изображе-
ний возникают сложности, сязанные с вычислительными затратами и 
требуемым объемом памяти. Кроме этого, при векторном квантовании 
ТВ сигналов возникают искажения на границах соседних блоков. В 
предыдущих главах данной работы были исследованы вопросы сокраще-
ния специфических искажений ВК, в этом разделе исследуется один из 
методов сокращения специфических искажений ВК, с одновременным 
снижением вычислительных затрат на ВК ТВ изображений. 
Общая идея каскадного ВК заключается в следующем [82 ,88] . 
Входной вектор сначала квантуется одним квантователем, а затем 
второй квантователь осуществляет квантование разности между вход-
ным вектором и квантованным вектором, в следующих каскадах осущес-
твляется аналогичная процедура. На рис .4 .4 .1 представлена струк-
урная схема двухкаскадного ВК. Входной вектор Х^ сначала кван-
туется векторным квантователем ВК1 с кодовой книгой YQ, Y -Y i , 
затем из входного вектора х вычитаются квантованные векторы Y.. 
крученная ошибка 1 = х - Y , квантуется квантователем ВК2, с кодо-
вой книгой E q , E t . . . E , Два канальных символа далее объединяются в 
кодере и посылается в канал. Как отмечалось в разделе 1 .5 при 
двухкаскадном ВК число необходимых операций вычисления уменьшается 
До 
кг кг 
С = N (2 + 2 2 ) (4 .4 .1 ) п 
где г 1 и г^число бит в первом и втором каскадах ВК, к - размер-
ность вектора, к - объем кодовой книги ВК. 
В известных работах по векторному квантованию ТВ изображений 
•отсутствуют данные о том, как лучше выбрать число уровней кванто-
вания (объем квантования) и размерности блоков, в различных каска-
шах ВК. Для экспериментального исследования двхкаскадного ВК было 
использовано тестовое изображение "ЛЕНА" с размером 256x256 эле-
• ментов с разрешением 8 бит/эл. Целью экспериментального исследова-
вши был выбор объема кодовых книг и размерности векторов в первом 
In во втором каскадах двухкаскадного ВК, при которых специфические 
искажения снижаются, по сравнению с обычным алгоритмом ВК ТВ 
изображений. При выборе объема кодовой книги и размерности кодово-
|го вектора предполагалось, использовать эффект рандомизаций кван-
тования [35,146,147] т . е . введения в процесс квантования некоторо-
го элемента случайности. Рандомизацию можно осуществить, например, 
•[случайным изменением координат кодового вектора. Такое случайное 
•изменение значений координат кодового вектора, позволяет снизить 
Iискажения на границах соседних блоков восстановленных изображений. 
Какое снижение искажения можно объяснить тем, что искажения "сту-
• пенчатая структура" и "блочная структура" имеют грубую структуру, 
а глаз человека гораздо более нетерпим к шуму с такой структурой, 
чем к случайному шуму [146] . Поэтому, если шум с грубой структурой 
!преобразовать в случайный шум, то можно снизить их влияние на че-
ловеческий г л а з . 
В наших экспериментах были использованы кодовые книги различ-
ного объема при разных размерностях кодовых векторов. В табл. 
4 . 4 .1 представлены результаты экспериментальных исследований двух-
каскадного ВК. Были использованы кодовые книги с объемом 64, 128, 
256 для первого каскада ВК и 64, 128 для второго каскада. Было 
установлено, что для использования эффекта рандомизации размер-
ность кодового вектора в первом каскаде должна быть меньше, р а з -
мерности вектора во втором каскаде. Экспериментально установлено 
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также, что когда размерность вектора во втором каскаде четыре раза 
превосходит размерность вектора в первом каскаде ВК, результаты 
моделирования дают наилучшие результаты ( с м . т а б л . 4 . 4 . 1 ) . В экспе-
риментах, для второго каскада, размерность вектора была выбрана 
вная 8x8, а в первом каскаде 4x4. Результат был наилучшим при 
ъеме кодовой книги 256, для ВК1 и, 64 для ВК2. Число бит на эле-
мент изображения при двухкаскадном векторном квантовании можно 
представить как : 
log N log N 
где N и N , К и К - объемы кодовых книг и размерности в 
первом и во втором каскадах соответственно. 
Таблица4.4.1 
Кодовая 
книга 1 
Размер 
блока 
Кодовая 
книга 2 
Размер 
блока 
СКО ОСШ ПОСШ 
1256 4x4 64 8x8 19 ,5 28,1 35 ,2 
[256 4x4 64 4x4 66 ,3 23 ,3 29 ,99 
[128 4x4 64 8x8 113,2 щ 5 28 ,6 
64 4x4 128 8x8 198,7 18 ,0 /С' 5 9 
[256 4x4 - - 110,7 2 0 , 6 27 ,7 
1128 4x4 - - 146,2 19 ,4 2 6 , 5 
На р и с . 4 . 4 . 2 а б , представлены восстановленные изображения для 
а) N = 256, N 2 = 64, К = 4x4, R = 0,8125 бит/эл. И б) 1 ^ = 2 5 6 , 
I = 64 , К = 4 x 4 , = 8 x 8 , R = 0 , 5 9 3 бит/ЭЛ. 
На р и с . 4 . 4 . 3 а б представлены гистограммы трехмерных ошибок, 
соответствующие представленным изображениям. На основе субъектив-
ных экспертиз было установлено, что при двухкаскадном ВК, наилуч-
ше результаты получаются когда во втором каскаде используются ко-
довые векторы, размерность которых в 4 раза больше, размерности 
векторов в первом каскаде. Субъективное улучшение восстановленных 
•вображений связано с эффектом рандомизации. 
Поскольку в первом каскаде двухкаскадного ВК размерность бло-
|в равна 4x4, т . е . одновременно кодируется 16 элементов исходного 
ображения, а во вором каскаде, кодированию подлежит сразу 64 
( 8 x 8 ) элемента вектора ошибки. Этот вектор по розмеру охватывает 
четыре вектора (блока) исходного изображения. Поэтому, при добав-
лении вектора ошибки к изображению, квантованному с помощью ВК1, 
Осуществляется сглаживание искажений,которые возникают когда изоб-
жение квантуется только одним каскадом ВК. Результат квантования 
ручается лучше, когда ВК2 имеет кодовые векторы большей размер-
ности, чем ВК1. Число кодовых векторов в первом каскаде должно 
быть больше, чем во втором, т . к . для квантования вектора ошибки 
гребуется меньшее число кодовых векторов. Этот вывод хорошо согла-
суется также со скалярным квантованием. Как было показано во вто-
рой главе, разностный сигнал можно квантовать на меньшее число 
[уровней, чем исходное ТВ изображение. Субъективная экспертиза ВК 
ТВ изображений (см .разд .4 .7 ) показала, что двухкаскадное ВК дает 
лучшее субъективное качество восстановленных ТВ изображений. 
j 
Р и с . 4 . 4 . 1 . Структурная схема двухкаскадного ВК 
- 250 -
б) 
Рис. 4 . 4 . 2 Результаты двухкаскадного ВК 
- 2 5 1 -
a ) 
0) 
Рис.4.4.3 Гистограмма ошибок двухкаскадного ВК 
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4-5. Оценка качественных и информационных характеристик 
при квантовании ТВ изображений 
Исходя из того, что шум квантования в общем случае, является 
лучайным процессом, для оценки качества квантования следует ис-
юльзовать статистическое усреднение некоторой функции ошибки, 
шболее распространенной мерой, на практике, является средне-
вадратическая ошибка (СКО). Однако, в теории связи для качествен-
ой оценки, часто используется отношение сигнал-шум (ОСШ), кото-
рое, в общем случае, оценивается как 
ОСШ = I 0 l g ( o 2 / е 2 ) ( 4 . 5 . 1 ) 
Здесь о 2- дисперсия входных отсчетов, е 2 - мощность ошибки кванто-
(вания. Для ошибки квантования, при равномерной шкале, с учетом 
]рффициента перегрузки, h = X / о , можно записать выражение 
д . 2i 
где п - число кодовых разрядов (n = l g N). С учетом ( 4 . 5 . 2 ) , для 
ОСШ имеем 
ОСШ = 6,02п + 4,77 - 201g h (4-5-3) 
Полученное выражение справедливо для коррелированных данных. 
Как показали наши экспериментальные исследования [5 ,32 ,36 ] выраже-
ние (4 .5 .3 ) дает заниженное значение ОСШ, когда оно используется 
ря оценки квантования реальных ТВ изображений. На основе экспери-
ментальных исследований, нами был найден эмпирический коэффициент 
поправки для оценки ОСШ, при равномерном квантовани ТВ изображе-
ний. С учетом коэффициента поправки выражение ( 4 . 5 . 3 ) принимает 
вид 
7 = 6,02п + 17,07 - 201g h . ( 4 . 5 . 4 ) 
i 
Так, например, при п = 5 значение 7 = 33,41 дБ, тогда как 
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реальное ОСШ, тестового изображения "ЛЕНА", при квантовании на 32-
|ровня составляет 33,57 дБ. Ошибка квантования, при неравномерной 
гимальной шкале и среднеквадратической мере искажений, согласно 
1 ( 2 . 4 . 6 ) равна 
s z = (о 2 / 12NZ) Г Г СW(х)]1/3 dx ] 
нер L J 
( 4 . 5 . 5 ) 
Для оценки ОСШ в этом случае имеем 
7 = i o i g 2Z n + 10lg —Щ 
г А3 
( 4 . 5 . 6 ) 
Здесь А-значение интеграла, выражении 4 . 5 . 5 зависящая только от 
тост вероятности сигнала. Как было показано в главе 2 для 
п и к - ф а к т о р а h > 4 значение А - практически остается постоянной. 
Для плотности распределения Гаусса, значение второго слагаемого в 
( 4 . 5 . 6 ) с о с т а в л я е т - т ф . 
Для оценки ошибки векторного квантования, обычно используется 
выражение 
D =(1 / к) Е (х, - у , ) ' ( 4 .5 .7 ) 
Скорость кодирования, при векторном квантовании, определяется 
как в = lg zN / к. Как отмечалось в главе 1, если сравнить зави-
симость В от искажения в , при ВК, можно заметить, что когда дли-
на блока к увеличивается, то минимальное значение В, для дости-
жения заданного искажения, будет уменьшаться. В пределе когда к 
оо минимальное значение в приближается к функции скорость-
погрешность R(D) [119]. Снижение числа бит на отсчет без использо-
я ВК можно осуществить с помощью энтропийного кодирования, од-
нако, при этом требуется буферное запоминающее устройство, для вы-
шивания потока двоичных единиц, что усложняет процесс кодирова-
ния. В общем случае, оптимальное квантование не обеспечивает вы-
шивания вероятностей выходных символов (см.главу 2 ) , поэтому, 
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ютропия н всегда меньше чем, н а = Т а к > при квантовании 
нала с распределением Гаусса на 32 уровня оптимальной шкалы, 
тропия составляет 4,73 бит [65] , а для кодирования такого сиг-
нала равномерным кодом требуется 5 бит на отсчет. Таким образом, 
[ри энтропийном кодировании не выгодно производить оптимальное не-
вномерное квантование. Из теории скорость-погрешность известно, 
1то при блочном квантовании, когда длина блока приближается к бес-
конечности, скорость кодирования для гауссовского источника с не-
зависимыми значениями может достигнуть значения 
В = (1 /2) l g 2 о2/D . ( 4 . 5 . 8 ) 
Кри этом для 0CIII будем иметь 
т 3 = 6 ,02 В . ( 4 . 5 . 9 ) 
Это значение ОСШ является нижним достижимым пределом для любого 
антователя не зависимо от плотности распределения вероятностей 
нала, если отсчеты независимы. Если отсчеты зависимы ОСШ можно 
увеличить [32 ,119] . 
Если использовать равномерное квантование в сочетании с 
[энтропийным кодированием выходных символов, то можно достигнуть 
теоретически эффективного квантования. В работе [170] было показа-
но, что при равномерном квантовании можно достигнуть наивысшей вы-
ходной энтропии (см.раздел 2 . 2 ) , которая равна 
Нх = + i g z ( - р - ) - ( 4 . 5 . Ю ) 
При энтропийном кодировании достижимая скорость кодирования может 
быть приравнена к энтропии Нх так, что для ОСШ получаем 
74 = 6,02 В - 1 ,5 - ( 4 .5 .11 ) 
Таким образом равномерное квантование с энтропийным кодированием 
Веспечивает ОСШ лишь на 1 ,5 дБ ниже, чем определяется нижней 
Ьаницей, при блочном квантовании. Если использовать оптимальное 
неравномерное квантование с энтропийным кодированием и принимая 
втропию в качестве скорости кодирования, для ОСШ получим [171] 
= б,02В - 2 ,45 , ( 4 . 5 . 1 2 ) 
5 
где коэффициент 2 .45 найден из таблицы Макса [65 ] . 
Сравнивая выражения ( 4 . 5 . 1 1 ) и ( 4 . 5 . 1 2 ) позволяют заключить, 
что при энтропийном кодировании неэффективно использовать неравно-
мерное квантование. Как отмечалось выше, неравномерное квантование 
без энтропийного кодирования обеспечивает ОСШ равное 
7 . = 6,02В - 4 ,35 - ( 4 . 5 . 1 3 ) 
о 
Если использовать равномерное квантование без энтропийного кодиро-
вания, то из выражения ( 4 . 5 . 6 ) , и при h=4, без учета шумов перег-
рузки, получим 
7 ? - 6,02В - 7 , 3 ( 4 . 5 . 1 4 ) 
Таким образом при равномерном квантовании без энтропийного кодиро-
вания, ОСШ на 7 , 3 дБ меньше, чем при блочном квантовании. Однако, 
этот теоретический вывод справедлив только для Гаусовского неза-
висимого источника. Реальные ТВ изображения содержат большую из-
быточность и, при векторном квантовании изображений, практический 
выигрыш получается значительно выше, чем оценка по формуле 
(4.5.14). Как показали наши экспериментальные исследования [32] , 
векторное квантование ТВ изображений дает ОСШ на 12 дБ ниже, чем 
векторное квантование. Так, например, квантование тестового изоб-
["ражения "ЛЕНА" на 2 уровня ( т . е . при 1 бит/отсчет) дает ОСШ равное 
9,6 дБ, тогда как, векторное квантование того же изображения при R 
=1 Оит/эл. ОСШ составляет 21 ,59 дБ, что на 12 дБ больше, чем при 
ралярном квантовании. Следует отметить, также, что характеритики 
ВК намного превышают характеристики скалярного квантования, при 
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скорости кодирования ниже одного бит/эл. При этих скоростях харак-
теристики ВК практически невозможно сравнить с характеристиками 
влярного квантования ТВ изображений. 
Для оценки эффективности квантования ТВ изображений, целе-
образно исследовать такие статистические и информационные харак-
теристики, знание которых позволяют оценить потенциальную эффек-
тивность квантования. Одной из важных статистических характеристик 
ТВ изображений является функция корреляции. Нами экспериментально 
исследованы функции корреляции как для исходных, так и для кванто-
х изображений. На рис .4 .5 .1 а ,б показаны нормированные усред-
юнные функции автокорреляции тестового изображения "ЛЕНА" и изоб-
вжения квантованного на 8-уровней равномерной шкалой, соответ-
ственно. Была исследована корреляция, как в горизонтальном, так и 
вертикальном направлениях. Установлено, что коэффициент корреля-
ции практически не меняется, как после скалярного квантования (для 
N>8), так и после векторного квантования. Была также исследована 
•Взаимная корреляция между исходным и квантованными изображениями. 
На рис.4.5.2а,б представлены функции взаимной корреляции между не-
годным и квантованным изображениями. Рис .4 .5 .2а соответствует ВК с 
Веивлет преобразованием. Представленные функции практически иден-
пчны и показывают высокую степень взаимной корреляции между ис-
ходными и квантованными изображениями. Были также исследованы 
средние значения и среднеквадратические значения квантуемых изоб-
жений. Установлено, что эти параметры так же как и функции корр-
ции после квантования меняются незначительно и их использование 
ря оценки качества восстановленных ТВ изображений не представля-
ется возможным. 
Одной из важных информационных характеристик является энтро-
я квантованного изображения. В известных в настоящее время рабо-
Auto C o r e l a t i o n f o r l enna .obr 
Рис. 4 . 5 . I a Функция автокорреляции тестового изображения. 
Auto C o r e l a t i o n f o r LR8.OBR 
Рис. 4 . 5 . 1 0 Функция автокорреляции для изображения после ВК 
(на основе алгоритма ЛБГ). 
C o r e l a t i o n f o r LENNA.OBR and MT64_8.OBR 
Рис. 4 . 5 . 2 a Функция взаимной корреляции между исходным и 
квантованным (двухкаскадное ВК) изображениями. 
C o r e l a t i o n f o r LENNA.OBR and QMLEN1.OBR 
Рис. 4 .5 .20 Функция взаимной корреляции между исходным и 
квантованным (ВК с Веивлет преобразованием) 
изображениями. 
Вх по ВК ТВ изображений отсутствовали данные об исследовании 
тропии различного порядка. В особенности это касается исследова-
ний совместных и условных энтропий квантовашшх изображений. Нами 
или исследованы [36] безусловная н(х ) совместная H(X,Y) и 
условная H(Y| х) энтропий для исходных и квантованных изображений. 
Б таблице 4 . 5 . 1 представлены результаты экспериментальных исследо-
ний. Как видно из таблицы 4 . 5 . 1 , например, для тестового изобра-
жения "ЛЕНА" Н(Х) - 7 ,59 бит, H(X,Y) - 12,79 бит, a H(YjX) = 5 ,19 
бит. Для того же изображения, после векторного квантовния (при к = 
4x4) эти же характеристики изменились следующим образом: 
Н(Х) = 7 ,17 бит, Н(X,Y) = 8 ,79 бит и H(YjX) - 1,61 бит. Из анализа 
ванных, представленных в таблице 4 . 5 . 1 следует, что ВК наибольшее 
рияние оказывает на совместную и условную энтропий. Так, для ВК 
(табл.4.5.1, L E N N D R . O B R . ) относительное изменение безусловной 
•тропии составил 0,26%, для совместной - 1,92% и для условной -
4,42%. Для сравнения отметим, что для обычного алгоритма ВК 
•LENLBG.0BR. т а б л . 4 . 5 - 1 ) эти изменения энтропии составляют 5,4%, 
20,4% и 41,6%, соответственно. На основе экспериментально получен-
ных данных оценивалась полная статистическая избыточность, на ос-
нове выражения 
D = D + D - D • , (4-5-15) 
1 £ 1 <L 
где D = 1 - H(YjX) / N(x) - избыточность, за счет статистических 
|связей, и Ъ?= 1 - Н(Х) /' Hmctx, избыточность, за счет неравномер-
ности распределения (Н = 8 бит) . На основе полученных экперимен-
тальных результатов были оценены значения коэффициентов сжатия, 
которые можно получить если использовать соответствующую энтропию. 
Так, например, коэффициент к , показывает то значение сжатия, в 
процентах, которое можно получить с использованием безусловной 
•тропии т . е . 
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H - H(Y) 
К = — mgx . 100 % ( 4 . 5 . 1 6 ) 1 л 
max 
Аналогично определяются и коэффициенты К2и K 1 Z , используя совмес-
тную и условную энтропий, соответственно. Анализ результатов вы-
числения коэффициентов к , Kg и к , показывает, что наибольшая 
возможность сжатия заключается при использовании условной энтро-
пии.Так, например, при двухкаскадном ВК К ± - 4,98%, К =18,28% и 
К. _= 33,59%. iz 
Как было уже отмечено, корреляционные функции квантованных 
изображений не позволяют оценить на сколько "близки" квантованные 
изображения к исходным неквантованным. С другой стороны, с целью 
оценки "близости" квантованных изображений к исходным, можно 
использовать другие меры связи основанные на информационных харак-
теристиках изображения. Такиме меры связи могут оценить, насколько 
восстановленные изображения зависимы (или определяются) от исход-
ных изображений (неквантованных). Для практического применения 
наиболее удобно использовать меры, верхний предел изменения кото-
рых, равен единице. Нулевое значение меры связи будет означать, 
что переменные х (значения исходного изображения) и Y (значения 
квантованного изображения) независимы . При полной связи между х 
и У следует говорить тогда, когда значение X устраняет всякую 
неопределенность того, какое значение принимает У. Одной из таких 
информационных мер связи является мера [173] 
г - H ( Y ) - H ( ¥ j X ) _ I ( х , Y ) , 1 7 ч 
R Y/X - — H(Y) - H(Y) ( 4 . 5 . 1 7 ) 
основанная на информационной статистике Шеннона. Здесь Н(Y) - эн-
тропия квантованного изображения, H(Y|X) - условная энтропия Y, 
I ( X , Y ) есть величина количества информации. Она может служить и 
самостоятельной мерой связи. К такой мере связи относится, инфор-
263 
йционный коэффициент корреляции [36,173] 
R (X,Y) 2 I ( X , Y ) ( 4 . 5 . 1 8 ) 
который в отличии от обычного коэффициента корреляции, равен еди-
нице только при полной статистической связи и равен нулю, когда 
п е р е м е н н ы е независимы. Коэффициент информационной связи 
R обладает следующими свойствами: 1) О < R < 1, 2) R =0, 
I / Л I / Л )[ / А 
если переменные независимы, 3) 1 » если между х и Y имеет 
|место полная функциональная связь . Следует отметить, что 
I V / / RX/Y ' т " 9 " м е Р а Ry/x _ ассиметрична. Симетризованный 
в а р и а н т такой меры имеет вид [172] 
R 2 I(X.Y) Н(Х) + Н(Y) ( 4 . 5 . 1 9 ) 
На базе l ( x , Y ) можно построить измеритель связи, имеющий смысл по-
казателя влияния X на Y 
у Х 
I(X,Y) _ Н(Y) - H(Y|X) 
Н(Х) ~ ~ Н Щ " 
( 4 . 5 . 2 0 ) 
Из выражения следует ясная интерпретация I как относительного 
у Х 
[показателя детерминации Y от х , указывающего какую долю энтропии 
квантованного изображения (переменная Y) определяет энтропия ис-
ходного изображения (переменная X). Последнее соотношение может 
'быть записано также в форме 
I (X,Y) _ р Н(Х) (4 .5 .21 ) 
H(Y) " yx HTYT 
т . е . относительная редукция неопределенности квантованного изобра-
жения (Y), связанная с воздействием исходного изображения (X) про-
порцианальна относительной энтропии исходного изображения (X). Та-
ким образом последнее выражение является показателем влияния ис-
х о д н о г о изображения на квантованное изображение. Другими словами 
э т о т коэффициент можно использовать как показатель того, насколько 
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^остановленное изображение определено исходным изображением, т . е . 
озволяет измерить "близость" между исходным и квантованными изоб-
жениями. 
Коэффициент Г имеет следующие свойства: 1) при статистичес-
кой независимости у и X , r w = 0 , 2) r w = 1 в случае строгой детер-
^ованности Y от X, 3) в силу того, что I(X,Y) <min{H(X),Н(Y)}, 
если исходное изображение имеет собственную статистическую неопре-
деленность Н(х) большую, чем безусловная энтропия н(Y), невозмож-
но влияние х ч Y с интенсивностью равной единице. 
Для определения эффективности векторного квантования нами бы-
ла исследована энтропия блоков изображения после векторного кван-
тования. Как известно, при статистическом кодировании число бит на 
элемент изображения должен совпадать с энтропией. Чтобы оценить 
насколько векторное квантование приближается к энтропийному коди-
рованию, была исследована энтропия кодовых векторов, квантованных 
[ ТВ изображений. Так, например, для изображения, квантованного на 
основе классифицированного алгоритма ВК (см.раздел 3 . 5 ) , при р а з -
мерности блока изображения к = 4x4, объеме кодовой книги К = 512, 
энтропия кодовых векторов составила 8 ,56 бит. При этом для пере-
дачи всех кодовых векторов требуется 9 бит на вектор. Таким обра-
зом если использовать энтропийное кодирование кодовых векторов, 
потребуется в среднем 8 ,56 бит на вектор, а при векторном кванто-
вании это число составляет 9 бит, т . е . эта величина на 0 ,44 бит 
больше, чем при энтропийном кодировании векторов. При пересчете на 
каждый элемент это число составляет 0,0275 бит/эл. Если учитывать, 
что для статистически оптимального кодирования требуется дополни-
тельное буферное запоминающее устройство, то можно заключить, что 
векторное квантование является хорошим приближением к энтропийному 
кодированию. 
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В табл .4 .5 .1 представлены статистические и информационные ха-
актеристики исходного и квантованного изображений. Кроме вышепе-
речисленных характеристик, в табл. 4 .5 .1 представлены такие инфор-
мационные характеристики, как H(X,Y) , l ( x , Y ) , H(Y|X) и H(x-Y) и 
некоторые были использованы в разделе 2 . 2 . 
Анализ экспериментальных данных представлены в таблице 2 . 5 . 1 
(более обширная таблица представлена в Приложении 1 . ) позволяет 
заключить, что наиболее хорошими показателями оценки "близость" 
исходного и квантованного изображений являются коэффициент влияния 
Г , и симметризованный коэффициент R . Что касается информацион-
1Л L 
ных характеристик, с этой точки зрения, следует выделить количест-
во информаций I ( х , Y ) и энтропию разности H(X-Y). Чем "ближе" выше-
отмеченные характеристики друг к другу, тем схож! отношение 
игнал-шум и субъективное качество этих квантованных изображений. 
С точки зрения оценки статистической взаимосвязи, наилучшими ха-
рактеристиками следует считать коэффициенты Г и R c . Наиболее 
"неинформативной", с этой точки зрения является информационный 
коэффициент корреляции. Как видно из таблицы 4 . 5 . 1 этот коэф-
фициент практически мало изменяется для различных квантованных 
изображений, что затрудняет оценку статистической зависимости 
изображений на основе R(X,Y). Что касается коэффициента Г , то 
у х 
его значения довольно хорошо согласуются, как с оценкой ОСШ, так и 
с результатами субъективно-статистических экспертиз. 
Т а б л и ц а 4.5.1 
Name H ( y ) H ( y l , y 2 > H ( x , y ) H < y / x > K1 К 2 K12 
LR2 0BR 0 . 8 8 7 8 1 6 1 2 3 9 3 4 4 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 8 8 9 0 2 3 0 5 9 2 2 5 4 1 0 1 9 5 6 0 5 8 9 8 
LR6 0BR 2 7 0 1 2 5 6 4 0 6 2 9 5 4 7 5 9 3 1 5 1 0 0 0 0 0 0 0 6 6 2 3 4 3 0 0 7 4 6 0 6 5 3 8 8 2 9 7 8 7 7 5 
L R 3 2 0BR 4 6 0 8 0 5 0 7 4 6 0 1 8 6 7 5 9 3 1 5 1 0 0 0 0 0 0 0 4 2 3 9 9 3 7 2 5 3 3 7 3 8 3 6 6 4 3 4 8 3 0 0 
LCOSVQ 0BR 7 5 5 9 5 3 6 12 2 6 3 7 8 6 12 6 5 4 0 1 5 5 0 6 0 8 6 4 5 5 0 5 7 9 4 2 3 3 5 1 3 3 8 41 1 9 6 8 8 2 
L 4 4 ММ 0BR 7 1 1 2 9 9 2 10 1 3 2 1 3 7 12 3 4 6 5 0 4 4 7 5 3 3 5 3 11 0 8 7 6 0 4 3 6 6 7 4 1 4 3 6 2 2 6 0 6 8 1 
L 4 4 Q U I C K 0BR 7 1 8 5 6 6 2 10 4 0 0 8 5 0 12 2 2 2 5 2 0 4 6 2 9 3 6 9 10 1 7 9 2 2 9 3 4 9 9 4 6 8 8 5 9 8 1 0 1 4 7 
МАЕ 0BR 7 5 2 9 5 3 7 12 1 7 6 5 1 9 11 9 4 9 4 7 9 4 3 5 6 3 2 9 5 8 8 0 7 8 6 2 3 8 9 6 7 5 9 41 9 1 2 7 3 3 
LENAROM • B R 7 1 2 1 3 1 1 10 4 3 1 3 1 3 12 1 1 1 3 3 8 4 5 1 8 1 8 7 i 0 9 8 3 6 1 7 3 4 8 0 4 2 9 1 5 8 6 2 4 9 6 6 
LENNA N0 DBR 7 5 7 5 3 5 6 12 7 5 9 2 6 7 12 0 7 4 7 8 4 4 4 8 1 6 3 4 5 3 0 8 0 4 5 2 0 2 5 4 5 7 9 3 5 2 0 1 1 1 2 
Z0N 0BR 7 5 9 0 3 9 8 12 5 9 0 4 3 0 11 1 1 5 4 0 0 3 5 2 2 2 5 0 5 1 2 0 0 2 1 2 1 3 0 9 8 1 0 3 7 4 9 9 5 9 9 
LENLBG DBR 7 1 8 8 4 5 6 10 3 5 8 6 2 1 12 2 1 3 2 8 0 4 6 2 0 1 2 9 10 1 4 4 3 0 0 3 5 2 5 8 6 2 1 6 0 3 7 2 9 4 2 
L 0 V L A P I P •B'R 7 2 6 2 6 2 7 10 9 1 4 4 5 4 12 1 3 6 6 2 5 4 5 4 3 4 7 4 9 2 1 7 1 6 1 3 1 7 8 4 6 6 4 5 4 3 5 2 1 6 6 
МТ64_В OBR 7 6 0 1 0 8 6 13 0 7 3 6 3 9 11 3 7 8 5 3 5 3 7 8 5 3 8 5 4 9 8 6 4 2 3 18 2 8 9 7 5 8 3 1 5 9 3 0 9 4 
MULTI-VQ OBR 7 5 6 7 6 6 2 12 6 4 7 3 2 6 12 1 7 1 3 7 3 4 5 7 8 2 2 2 5 4 0 4 2 2 8 2 0 9 5 4 2 1 1 3 6 5 0 4 1 9 4 
L 1 0 2 4 C L S OBR 7 4 8 3 1 7 8 12 0 3 8 2 3 8 11 9 6 1 2 8 7 4 3 6 8 1 3 6 6 4 6 0 2 8 0 2 4 7 6 1 0 1 5 4 3 0 6 1 7 5 1 
QWLEN1H OBR 7 6 3 2 9 0 1 12 9 8 2 1 2 3 12 2 3 1 9 4 0 4 6 3 8 7 8 9 4 5 8 8 7 3 7 18 8 6 1 7 3 3 3 3 1 3 4 7 3 0 
QWLEN1H2 OBR 7 6 3 0 3 6 8 12 9 5 2 6 9 5 12 2 7 7 1 8 8 4 6 8 4 0 3 7 4 6 2 0 3 9 7 19 0 4 5 6 5 7 3 3 4 7 0 9 1 8 
го сг. а-. 
Таблица 4.5.1 (продолжение) 
Name I < x , y > H ( x - y ) M S i gma Gamma 1 Б а т т а З D 
LR2 • B R 0 8 8 7 8 1 6 6 9 6 5 7 8 8 1 0 2 . 0 9 3 7 5 0 5 8 9 5 4 8 8 7 9 6 7 6 1 0 0 10 7 7 4 3 2 4 0 9 5 6 0 5 9 
LR8 OBR 2 7 0 1 2 5 6 4 9 9 6 8 5 3 9 8 . 3 2 1 2 8 9 5 4 3 5 5 6 0 3 21 5 3 6 1 3 0 0 7 0 2 0 8 1 0 8 2 9 7 8 8 
L R 3 2 • B R 4 6 0 8 0 5 0 2 9 9 8 9 4 5 9 8 . 5 1 2 5 7 3 5 2 9 0 8 3 9 8 3 3 5 7 5 0 3 2 0 0 4 3 9 0 3 0 6 4 3 4 8 3 
LCOSVQ • B R 2 4 9 8 6 7 2 5 4 6 4 9 7 6 9 9 . 0 0 8 0 1 1 5 0 8 2 3 8 9 7 17 9 5 3 4 9 5 1 6 0 1 9 5 6 0 4 1 1 9 6 9 
L 4 4 MM • BR 2 3 5 9 6 3 8 5 5 6 7 2 1 1 9 9 . 0 1 7 1 8 1 5 0 6 5 0 6 1 5 18 3 6 7 5 9 1 1 4 5 6 2 6 7 0 6 2 2 6 0 7 
L44QUICK • B R 2 5 5 6 2 9 3 5 3 7 8 7 6 4 9 8 . 5 4 2 8 4 7 51 6 8 1 4 2 2 16 9 4 3 3 6 6 2 0 2 1 4 5 2 0 5 9 8 1 0 1 
МАЕ OBR 3 1 7 3 2 0 8 4 6 6 2 6 5 0 9 8 . 8 9 3 4 6 3 5 2 3 4 5 2 1 0 9 ? 5 4 4 4 1 7 0 5 5 6 6 1 9 0 4 1 9 1 2 7 
LENARDM OBR 2 6 0 3 1 2 3 5 3 0 2 5 7 7 9 8 . 7 1 8 6 8 9 5 1 6 4 0 2 5 1 19 7 2 1 3 7 9 1 0 6 6 2 5 7 0 5 8 6 2 5 0 
LENNA NO OBR 3 0 9 3 7 2 3 4 7 7 1 6 2 2 9 8 . 5 0 8 7 1 3 51 8 0 4 B 2 6 2 1 7 0 7 1 3 8 0 6 7 4 9 7 3 0 3 5 2 0 1 1 
ZQN OBR 4 0 6 8 1 4 9 3 7 0 8 3 1 2 9 9 . 0 0 0 6 2 6 5 2 6 5 7 5 1 7 2 7 9 5 9 0 7 7 0 1 5 9 9 9 0 0 3 7 4 9 9 6 
LENLBG OBR о 5 6 8 3 2 7 5 3 3 3 0 6 2 9 8 . 6 3 2 0 8 0 51 5 0 8 8 8 3 19 5 2 5 1 9 8 1 1 1 5 5 2 7 0 6 0 3 7 2 9 
LOVLAFIP OBR 2 7 1 9 1 5 3 5 1 7 4 1 3 1 9 8 . 5 6 6 6 6 6 51 3 1 0 3 0 2 2 0 4 4 1 9 7 4 0 9 0 3 2 3 9 0 5 4 3 5 2 2 
MT64 8 OBR 3 8 1 5 7 0 2 3 9 2 5 3 9 1 9 8 . 6 7 9 7 0 3 5 2 6 6 1 0 7 2 2B 1 1 2 5 0 6 0 1 5 4 4 3 6 0 3 1 5 9 3 1 
MULTI-VQ DBR 2 9 8 9 4 4 0 4 8 3 0 9 0 6 9 8 . 9 9 3 6 9 8 5 2 2 7 1 6 1 2 2 2 7 8 6 2 6 0 0 5 2 6 4 7 0 0 3 6 5 0 4 2 
L 1 0 2 4 C L S OBR 3 1 1 5 0 4 2 4 7 3 5 7 0 4 9 8 . 6 5 7 0 2 8 5 2 1 5 8 6 0 7 2 2 6 4 5 8 7 2 0 5 4 3 7 6 7 0 4 3 0 6 IB 
QWLEN1H OBR 2 9 9 4 1 1 2 4 8 7 0 9 9 2 9 9 . 0 3 4 0 1 2 5 2 7 5 1 3 0 0 2 2 6 2 4 5 4 7 0 5 4 6 4 4 4 0 3 3 1 3 4 7 
QWLEN1H2 OBR 9 4 6 3 3 1 4 9 2 8 8 9 3 9 9 . 0 3 2 0 7 4 5 2 6 5 1 2 8 9 2 2 0 6 8 4 1 8 0 6 2 1 0 9 5 0 3 3 4 7 0 9 
-J 
Таблица 4.5.1 (продолжение) 
Name D1 D2 R (x , у ) R ( y l , y 2 ) Gyx R v / x Rc 
LR2 OBR 0 6 0 4 0 5 3 0 8 8 9 0 2 3 0 9 1 1 3 8 5 0 8 1 1 0 9 4 0 1 1 6 9 2 3 1 0 0 0 0 0 0 0 2 0 9 3 6 7 
LRB OBR 0 4 9 5 9 0 2 0 6 6 2 3 4 3 0 9 9 7 7 4 5 0 9 6 5 0 7 8 0 3 5 5 7 4 9 1 0 0 0 0 0 0 0 5 2 4 8 0 1 
L R 3 2 • B R 0 3 8 1 0 5 4 0 4 2 3 9 9 4 0 9 9 9 9 5 0 0 9 8 4 9 6 6 0 6 0 6 8 6 9 1 0 0 0 0 0 0 0 7 5 5 3 4 4 
LCOSVQ OBR 0 3 7 7 7 0 7 0 0 5 5 0 5 8 0 9 9 6 6 1 6 0 9 9 8 3 4 3 0 3 2 9 0 6 9 0 3 3 0 5 3 2 0 3 2 9 7 9 9 
L 4 4 ММ OBR 0 5 7 5 5 4 5 0 1 1 0 8 7 6 0 9 9 5 5 2 9 0 9 9 9 8 6 1 0 3 1 0 7 5 9 0 3 3 1 7 3 6 0 3 2 0 9 0 5 
L44QUICK OBR 0 5 5 2 5 5 5 0 1 0 1 7 9 2 0 9 9 6 9 8 5 0 9 9 9 8 2 2 0 3 3 6 6 5 8 0 3 5 5 7 4 9 0 3 4 5 9 4 0 
МАЕ OBR 0 3 8 2 8 3 3 0 0 5 8 8 0 8 0 9 9 9 1 2 3 0 9 9 8 4 3 1 0 4 1 7 9 0 4 0 4 2 1 4 3 5 0 4 1 9 6 6 2 
LENAROM OBR 0 5 3 5 1 9 8 0 1 0 9 8 3 6 0 9 9 7 2 5 5 0 9 9 9 7 5 5 0 3 4 2 8 2 5 0 3 6 5 5 4 0 0 3 5 3 8 1 8 
LENNA NO OBR 0 3 1 5 6 8 8 0 0 5 3 0 8 0 0 9 9 B 9 7 2 0 9 9 5 8 0 5 0 4 0 7 4 3 6 0 4 0 8 3 9 3 0 4 0 7 9 1 4 
ZON OBR 0 3 4 1 2 6 9 0 0 5 1 2 0 0 0 9 9 9 8 5 4 0 9 9 7 1 8 4 0 5 3 5 7 6 6 0 5 3 5 9 6 0 0 5 3 5 8 6 3 
LENLBG OBR 0 5 5 8 9 9 2 0 1 0 1 4 4 3 0 9 9 7 0 5 7 0 9 9 9 8 3 8 0 3 3 8 2 4 3 0 3 5 7 2 8 5 0 3 4 7 5 0 3 
LOVLAPIP OBR 0 4 9 7 1 7 6 0 0 9 2 1 7 2 0 9 9 7 8 2 4 0 9 9 9 6 3 5 0 3 5 8 1 0 6 0 3 7 4 4 0 4 0 3 6 6 0 7 3 
MT64 8 OBR 0 2 8 0 0 3 0 0 0 4 9 8 6 4 0 9 9 9 7 5 7 0 9 9 2 8 9 3 0 5 0 2 5 1 9 0 5 0 1 9 9 4 0 5 0 2 2 5 6 
MULTI- VQ OBR 0 3 2 8 7 6 7 0 0 5 4 0 4 2 0 9 9 8 7 3 3 0 9 9 6 5 4 3 0 3 9 3 7 0 2 0 3 9 5 0 2 8 0 3 9 4 3 6 4 
H 0 2 4 C L S OBR 0 3 9 1 2 9 3 0 0 6 4 6 0 3 0 9 9 9 0 1 5 0 9 9 8 5 6 8 0 4 1 0 2 4 4 0 4 1 6 2 7 3 0 4 1 3 2 3 6 
QWLEN1H OBR 0 2 9 9 1 8 9 0 0 4 5 8 8 7 0 9 9 3 7 4 5 0 9 9 4 7 9 4 0 3 9 4 3 1 7 0 3 9 2 2 6 4 0 3 9 3 2 8 8 
QWLEN1H2 OBR 0 3 0 2 4 8 1 0 0 4 6 2 0 4 0 9 9 8 6 1 9 0 . 9 9 5 0 4 2 0 3 8 8 0 2 5 0 3 8 6 1 3 2 0 3 B 7 0 7 6 
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В таблице 4 . 5 . 1 использованы следующие обозначения: 
- LR2, LR8, LR32- тестовое изображение "ЛЕНА" квантованное равно-
мерной шкалой на 2 , 8 , и 32 уровня, соответственно; 
- LCOSYQ - векторное квантование с дискретным косинус пребразова-
нием; 
- L44_MM - векторное квантование при К = 4x4, N = 128, при крите-
рии минимакса; 
- L.44QUICK - векторное квантование при быстром алгоритме поиска 
кодовой книги; 
МАЕ - векторное квантование на основе критерия минимума абсо-
тной ошибки (МАЕ); 
• - LENAROM - векторные квантования блоками ромбовидной формы; 
- ЬЕША_Ш - квантование на основе сочетания векторного и скаляр-
ного квантований (метод нормирования); 
- ZON - дискретное косинус преобразование в сочетании с адаптив-
ным классифицированным ВК; 
- LENLBG - ВК на основе обычного алгоритма ЛБГ; 
- LOYLAPIP - ВК с перекрытием и интерполяцией; 
- МТ64-8 - двухкаскадное ВК с кодовыми книгами: N = 256, 64, 
К = 4x4, R = 8125 б и т / э л . ; 
- MULTI-VQ - N = 256, 64, К = 4x4, Kg= 8x8, R = 0 ,593 бит/эл; 
- L1024-СКВ - классифицированное ВК при ы = 1 0 2 4 ; . 
- m - математическое ожидание; 
- sigma - среднеквадратическое значение; 
- sgr (sigma) - дисперсия; 
, - G a m m a 1 - ОСШ, G a m m a 2 - ПОСШ, G a m m a 3 - СКО в процентах; 
- D - коэффициент полной избыточности; 
4 Dt - избыточность за счет статистических связей; 
- D - избыточность за счет неравномерности распределения; 
- R(Y , Y ) - коэффициент корреляции квантованного изображения; 
- Gyx - информационный коэффициент влияния X на Y, (выраж.4.5 .20, 
4.5.21 ) ; 
- R(X,Y) - информационный коэффициент корреляции (выраж. 4 . 5 . 1 8 ) ; 
- R y / 4 - информационная мера связи (выраж. 4 . 5 . 1 7 ) ; 
- Rc - информационный коэффициент корреляции (выраж.4 .5 .19) ; 
- Н(X,Y)- взаимная энтропия между исходным и квантованным изобра-
жениями ; 
I - Н(Y/X), Н(X/Y) - условие энтропии между исходным и квантованным 
изображениями; 
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-К - коэффициент (на основе выраж. 4 . 5 . 1 6 ) ; 
h - коэффициент (на основе 4 .5 .16 с учетом совместной энтро-
пии); 
- к - коэффициент (на основе 4 . 5 . 1 6 , с учетом условной энтропии); 
- I (х ,Y) - количество взаимной информации между исходным и кван-
тованным изображениями; 
[ - I(Y , Y ) - количество информации в одном кадре ТВ изображения; 
I- H(X-Y) - энтропия разности (между исходным и квантованным изоб-
ражениями ) ; 
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4 . 6 . Результаты субъективно-статистических 
экспертиз векторного квантования ТВ изображений 
При экспериментальном исследовании эффективного кодирования 
ТВ изображений с векторным квантованием оценивалось в соответствии 
с методикой, которая определена рядом документов МККР [174,178] 
и ГОСТ 26320-84. 
В качестве наблюдателей (экспертов) были привлечены 23 чело-
века. Из них 8 специалистов, работающих в области цифрового коди-
рования ТВ сигналов и 15 наблюдателей, не имеющих профессиональной 
подготовки в этой области. Все участники экспериментов, перед про-
ведением испытаний, были ознакомлены с целью экспериментов, исход-
ными последовательностями ТВ изображений, шкалой оценок и методи-
кой испытаний. Из трех шкал оценок, рекомендованных МККР была выб-
рана шкала сравнения. Условия наблюдений были регламентированы в 
соответствии с 500 рекомендацией МККР [175] и ГОСТ 26320-84, ко-
торые состоят в следующем: 
- расстояние наблюдений бн (гдн н - высота ТВ изображения), 
что исключает заметность строчной структуры ТВ изображений; 
- максимальная яркость ТВ экрана 40 кд/м 2 ; 
- отношение яркости экрана, при выключенном токе электронно-
го пучка к максимальной яркости в белом должна быть не более 0 ,02 ; 
- отношение телесного угла той части фона, которая соответ-
ствует данным требованиям, к телесному углу ТВ изображения не ме-
нее 9 ; 
- отношение яркости фона к максимальной яркости ТВ изображе-
ния не более 0 , 1 ; 
- цвет фона - серый; 
- освещенность остальной части помещения при включенном вос-
• 
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производящем устройстве - от 5 до 10 ж . 
Эти условия поддерживались на протяжении всех экспериментов и 
изучай их нарушений обязательно отмечались. Некоторое затруднение, 
иязанное со сложностью соблюдения указанных условий при одном 
мониторе и числе участников больше трех,было обойдено увеличением 
числа ТВ мониторов. 
Перед началом эксперимента был проведен предварительный 
сеанс, в процессе которого наблюдателям пояснились диапозоны и ви-
да искажений. 
В каждом сеансе предъявлялись исходные и векторно квантова-
ние ТВ изображения. 
В течении каждого сеанса субъективно-статистического экспери-
мента сначала наблюдателям в течении 30 секунд передавались исход-
ные ТВ изображения, далее в течении 5-и секунд на экране монитора 
высвечивался серый фон. После этого в течении 30 секунд эксперты 
наблюдали восстановленные после ВК ТВ изображения При этом наблю-
дателям не быж известны методы ВК. Затем, для фиксации оценки 
наблюдателям давалось 10 секунд, на протяжении которых на экране 
монитора воспроизводился серый фон (яркость фона не более 0 ,3 мак-
симальной яркости экрана). 
Для контроля внимательности наблюдателей в процессе экспери-
ментов несколько раз в качестве испытательного ТВ изображения 
предъявляжсь исходные изображения, не предупреждая об этом наблю-
дателей. 
Средняя оценка субъективно-статистической экспертизы oneдели-
лась на основе выражения [ i ? 5 ] : 
, М N L 
я = Z Е Е < W ( 4 . 6 . 1 ) 
m=i l=i 
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где N - число наблюдателей; 
М - число испытательных ТВ изображений; 
ъ - число предъявлений каждого изображения; 
п - номер наблюдателя; 
ш - номер испытательного ТВ изображения; 
• 1 - номер предъявления; 
I q - оценка m -го испытательного изображения n-м наблюдателем. 
I Результаты субъективно-статистических экспертиз оценки качес-
тва воспроизведения ТВ изображений приведены в табл. 4 . 6 . 1 . 
К Сравнение приведенных в таблице результатов показывает, что 
качество восстановленных ТВ изображений при использовании интер-
иоляционного ВК дает лучшие результаты для неподвижных ТВ изобра-
яений. Для последовательности ТВ изображений наилучшие результаты 
достигаются при кодировании трехмерными блоками. В таблице 4 .6 .1 
•иведены результаты субъективных экспертиз по 7-бальной шкале 
[сравнения с оригиналом [45] . Шкала сравнения использует следующие 
обозначения: +3 - намного лучше, +2 - лучше, +1 - немного лучше, О 
- одинаково, -1 - немного хуже, -3 - намного хуже. Субъективная 
экспертиза проводилась также по шкале ухудшения. 
Анализ данных табл.46.1 показывает, что наилучшие результаты, 
с точки зрения субъективно-статистической экспертизы получены для 
двух-каскадного ВК, когда размер блока, во втором каскаде, четыре 
раза превосходит размер блока в первом каскаде двухкаскадного ВК. 
Векторное квантование с адаптивным косинус преобразованием дает 
результаты на 0,2. балла хуже, чем двухкаскадное ВК. Субъективная 
оценка ТВ изображений, восстановленных с помощью трехмерных бло-
ков, составляла 4 -4 ,5 балла, а для двухкаскадного ВК эта оценка 
составляет 4 , 9 балла, по пятибальной шкале ухудшения МККР. 
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Таблица 4 .6 .1 
I N  I п/п Методы векторного квантования Оценка 
1 1 Обычный алгоритм ВК - 2 , 3 (2 ,7 ) I 2 Интерполяционное ВК - 1 , 2 ( 3 , 8 ) 
I 3 Классифицированное ВК - 0 , 7 5 (4 ,25) 4 ВК с Веивлет преобразованием - 0 , 3 ( 4 , 7 ) 
I 5 ВК с косинус преобразованием - 0 , 2 ( 4 , 8 ) 6 Двухкаскадное ВК -0 ,1 (4 ,9 ) 
I 7 Трехмерное ВК для последовательности ТВ изображений - 0 , 5 ( 4 , 5 ) 
I 8 Двухмерное ВК для последовательности ТВ 
изображений 
- 2 , 5 ( 2 , 5 ) 
1 9 Нормированное ВК - 0 , 3 5 (4 ,65) 
В таблице 4 .6 .1 в скобках представлены соответствуюшие оценки 
по пятьи бальной шкале. 
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4 . 7 . Экспериментальное исследование скалярного 
квантования для систем цифровой передачи 
ТВ сигналов по спутниковым линиям связи 
В настоящее время удельный вес спутниковых каналов связи в 
сети передачи телевизионных сигналов значительно возрастает , что 
зано с необходимостью увеличения количества спутниковых каналов 
передачи телевидения и уплотнения ствола в ИСЗ несколькими те-
левизионными программами:. 
Результаты диссертационной работы по скалярному квантованию 
|ли использованы при разработке кодека на скорость 24 Мбит/с, 
щегося составной частью аппаратуры для передачи двух ТВ прог-
рамм в одном стволе ИСЗ. В кодеке использованы квантователи, пара-
метры которых рассчитаны не основе исследований, проведенных авто-
ром и изложенных в данной диссертационной работе. В частности, 
Тэаметры квантования адаптивного квантователя (который несколько 
лее подробно будет рассмотрен ниже) были рассчитаны по методике, 
•оженной в главе 2 . Параметры квантования сигналов цветности бы-
ли! выбраны в соответствии с методикой разделов 2 . 8 - 2 . 9 . Это 
обеспечило оптимальность и робастность квантования цветоразностных 
ставляющих и позволило обойтись без адаптации процесса квантова-
вия в канале цветности. 
В кодеке использован раздельный метод цифрового кодирования 
составляющих полного цветового ТВ сигнала. Преобразование аналого-
м сигналов в цифровую форму и обратное их. восстановление на при-
емной стороне осуществляется на основе внутрикадровой адаптивной 
ренциальной импульсно-кодовой модуляции (АДИКМ). 
Требуемый цифровой поток в 24 Мбит/с создается сочетанием 
поразрядной оптимизированной и адаптивной ДИКМ с эффективной 
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временной дискретизациеей (с шахматным расположением отсчетов в 
кадре) при частоте дискретизации 8 МГц для яркостной составляющей 
полного ТВ сигналоа системы СЕКАМ и 1 ,6 МГц - для цветоразностных 
составляющих. Восстановление пропущенных отсчетов на приемной сто-
роне системы осуществляется адаптивной пространственной фильтра-
цией [45] . 
Для повышения эффективности процесса квантования в кодере 
ДИКМ применен адаптивный квантователь, реализующий так называемый 
"зоновый" метод адаптации [54] . Для уменьшения заметности специфи-
ческих искажений, сопутствующих процессу квантования, его оптими-
зация производится на основе методики, предложенной в разделе 2 . 8 
главы 2 данной диссертационной работы. Кроме того, с целью устра-
нения искажений, характерных для "зонового" квантования, использу-
ется модификация этого метода, в которой учтены эффекты простран-
ственного маскирования [52] . В результате удалось обеспечить дос-
таточно хорошие показатели 16-уровневого оптимизированного кванто-
вания при 3 бит на отсчет сигнала изображения. Что касается про-
цесса предсказания, то адаптация его в кодеке ДИКМ осуществляется 
на основе так называемого метода "контурного слежения". На этапе 
обнаружения контуров применяется пороговое детектирование; пара-
метризация контура ( т . е . определение угла его наклона) произво-
дится на базе метода оценочных функций, а на этапе собственно 
предсказания используются двумерные алгоритмы предсказания. В ито-
ге такой адаптации получается дополнительный выигрыш в величине 
сигнал-шум 4 . . . 5 дБ по сравнению с "наилучшим неадаптивным пред-
сказанием". 
С целью дальнейшго повышения качественных показателей процес-
са цифрового кодирования в системе применен адаптивный шумоподави-
тель, осуществляющий усреднение смежных элементов двух кадров ТВ 
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изображения с адаптацией процесса принятия решения Б детекторе 
•ижения. 
I В результате перечисленных мероприятий удалось в основном 
обеспечить качественные показатели 8-разрядной ИКМ при 3 бит на 
отсчет, что в сочетании с эффективной дискретизацией и привело к 
созданию требуемого цифрового потока 24 Мбит/с. Структурные схемы 
кодера и декодера АДИКМ ТВ сигналов приведены на рис .4 .7 .1 и 
рис.4.7.2 соответственно. В состав кодека входят: аналого-цифровые 
АЦП и цифроаналоговые ЦАП преобразователи сигналов яркостей (У) и 
цветоразностных (DRH D ) составляющих полного ТВ сигнала системы 
СЕКАМ; вычитающие устройства ВУ; адаптивные квантователи, содер-
жащие собственно квантователи KB, дешифраторы Дш1, Дш2 и кодеры 
зон КЗ; адаптивные предсказатели Пр, включающие в себя пороговые 
детекторы ГЩ, определители угла наклона контура ОУН и двумерные 
предсказатели ДПр; адаптивные двумерные интерполирующие фильтры 
ЩФ; передающий и приемный синхрогенераторы С1 и С2; мультиплек-
сор М и демультиплексор ДМ. Одной из отличительных особенностей 
рассматриваемого кодека является использование цифрового адаптив-
ного шумоподавителя ЦАШ, включаемого на выходе декодера АДИКМ. 
Принцип действия ЦАШ заключается в следующем.Сигнал с цифро-
вого выхода ЦВ яркостного канала подается на один из входов ВУ, на 
второй вход которого поступает сигнал с кадровой задержки ЗК. Вы-
ходные сигналы ВУ подаются на коммутатор К непосредственно и че-
рез ослабитель 0 . Кроме того, сигнал с ВУ поступает на детектор 
движения ДЦ- В последнем на основе анализа блока элементов(в не-
посредственном окружении данного предсказываемого элемента) и 
сравнения среднего значения интенсивности этих элементов с некото-
рым порогом выносится решение о наличии или отсутствии движения в 
данной области кадра ТВ изображения. 
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Рис. 4 .7 .1 Структурная схема кодера АДИКМ 
ТВ сигналов 
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Декодер 
Рис. 4 . 7 . 2 Структурная схема декодера АДМКМ 
ТВ сигналов 
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Одновременно (в зависимости от величины межкадровой разности) 
меняется величина порога, т . е . последний делается адаптивным. При 
появлении на выходе ДД сигнала о наличии движения в ТВ кадре ком-
мутатор К пропускает разностный сигнал на интегратор И, на вто-
рой вход которого одновременно подается сигнал с ЗК. Выходной сиг-
нал с И далее поступает на ЦАП (аналоговый выход АЛ сигнала У). 
При принятии же решения об отсутствии движения сигнал с ВУ на К 
поступает через 0, в результате чего осуще ствляется подавление 
шумов. Как показали измерения, разработанный шумоподавитель увели-
чивает отношение Umn / и на 5 . . . 8 дБ. 
ТВс ' в з в 
Экспериментальные исследования передачи со скоростью 
СТ0=24Мбит/с на макетах аппаратуры цифрового телевидения показали, 
что при отношении сигнал-шум в канале связи, примерно равном 15 
дБ, и применении помехоустойчивых кодеков (с относительной ско-
ростью передачи 7 / 8 ) [174] обеспечивается хорошее качество изобра-
жения при передаче в стволе ИСЗ с помощью четырехфазного модема 
(с линейной скоростью К л и н = 58 Мбит/с). 
В экспериментах при одновременной передаче двух ТВ программ 
(Ств= 24 Мбит/с) использовался модем с К л и н = 48 Мбит/с; при зна-
чениях вероятности ошибочного приема в канале связи 1 0 ~ 8 
с помощью измерителя ИСШ-1 было получено ифТ5 / и = 52 . . . 5 3 дБ 
1 ь с ВЗВ 
(в канале яркости ТВ сигнала); для работы в канале связи с Р ш= 
Ю - 4 . . . 10"5необходим помехоустойчивый кодек (R = 7 / 8 ) , что дает 
Илин= 55 . . . 51 Мбит/с. Это не представляет каких-либо затруднений 
при передаче по стандартным спутниковым каналам магистральной свя-
зи, в которых на входе модема обеспечивается отношение сигнал-шум 
15. . . 16 дБ в полосе 35 МГц. 
В связи с тем, что при ДИКМ ТВ сигналов возникают различные 
искажения , среди которых перегрузки по крутизне с ограничением 
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являются наиболее неприемлемыми, в системе цифровой передачи ТВ 
сигналов предусмотрена коррекция шумов перегрузки с ограничением 
на основе метода, в разработке которого принимал участие автор 
дассерттационной работы. 
Суть метода, защищенного авторским свидетельством [43] , з ак-
лючается в следующем. На передающей стороне системы перед ДИКМ ТВ 
сигналов осуществляется обнаружение ожидаемой перегрузки с ограни-
чением. Определяется также величина ожидаемого шума перегрузки с 
ограничением. При наличии шума перегрузки с ограничением и удов-
летворении одного из двух условий 
х < х . + у и л и х > х - у ( 4 - 7 . 1 ) 
пр nun п пр max п 
(где х п р - предсказанный сигнал, максимальное значение вход-
ного видеосигнала, у - максимальный уровень квантования) в канал 
связи посылаются инвертированные значения разностных сигналов, 
соответствующих перегрузке. На приемной стороне в блоке обнаруже-
ния перегрузки происходит обнаружение разностных сигналов, соот-
ветствующих перегрузке. Обнаружение осуществляется по следующему 
алгоритму. Принимая во внимание, что на приемной стороне системы 
при наличии перегрузки возникают инвертированные значения разнос-
тного сигнала и одновременно учитывая условие ( 4 . 7 . 1 ) , будем иметь 
(при отсутствии помех в канале связи) : 
х + 1. > х пр j - i j max 
X , - 1 , < X пр J - i J mm 
( 4 . 7 . 2 ) 
т.е. восстановленный сигнал выходит за пределы динамического 
диапазона входного видеосигала. 
Слетует отметить, что при наличии шумов перегрузки с ограни-
чением одновременно с условиями ( 4 . 7 . 1 ) на приемной стороне будут 
выполняться также условия 
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1 . = 1 . 1 = У j+m-i ''N 
1 = -У j+m-1 • 'N 
( 4 . 7 . 3 ) 
1 . = 1 . 
J + I 
где ш т м - определяется величиной перегрузки и измеряется в долях 
числа отсчетов. 
Максимальное значение ш определяется из условия 
Результат деления в этом случае следует округлить до ближай-
шего целого числа. Перегрузка после обнаружения устраняется в бло-
ке устранения перегрузки. 
Более подробно работу системы ДИКМ ТВ сигналов с коррекцией 
шумов перегрузки с ограничением рассмотрим с помощью структурных 
схем передающей и приемной частей, представленных на р и с . 4 . 7 . 3 . 
Структурная схема передающей части ( р и с . 4 . 7 . З а ) содержит: блок об-
наружения перегрузки 1, блок формирования управляющего сигнала 2 , 
блок задержки, вычитающее устройство 4, квантующее устройство 5 
коммутаторов 6 , умножитель 7 , схему задержки 8 , сумматор 9 , преоб-
разователь кода 10, инвентор знака 11. Приемная часть ( р и с . 4 . 7 . 3 6 ) 
содержит преобразователь кода 12, блок обнаружения 13, блок сумма-
торов 14, формирователь управляющего сигнала 15, блок задержки 16, 
коммутатор 17, сумматор 18, схему задержки 19, умножитель 20. 
При наличии высококонтрастных перепадов изображений в блоке 1 
происходит обнаружение перегрузки, т . е . формируется сигнал о нали-
чии и величине (в долях числа отсчетов) шума перегрузки, который 
поступает в блок формирования управляющего сигнала 2 . В блок 2 
поступает также предсказанный сигнал тракта ДИКМ. Если с блока 1 
поступает сигнал о наличии и величине ожидаемого шума перегрузки и 
в этот момент предсказанный сигнал, поступающий с умножителя 7 , 
х - х 
m ( 4 . 7 . 4 ) 
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a) 
б) 
Рис. 4 . 7 . 3 . Структурные схемы системы ДИКМ ТВ сигналов 
с коррекцией шумов перегрузки: а - передаю-
щая часть; б- приемная часть 
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удовлетворяет одному из двух условий ( 4 . 7 . 1 ) , то блок формирова-
ния упраляющего сигнала 1 выдает сигнал управления, соответствую-
щей длительности (в долях числа отсчетов в соответствии с величи-
ной перегрузки), и коммутатор 6 пропускает на выход передающей 
стороны системы инвертированные значения разностных сигналов, пос-
тупающих от инвертора знака 11. Первый из этих разностных сигналов 
будет соответствовать максимальному уровню квантования уы с поло-
жительным или отрицательным знаком (в зависимости от знака перепа-
да). 
При отсутствии перегрузки или при наличии перегрузки нерас-
пространяющегося характера блок формирования управляющего сигнала 
2 по сигналу блока обнаружения перегрузки 1 пропускает на выход 
коммутатора 6 кодовые комбинации, поступающие с квантующего устро-
йства 5 . Блок задерживает входной сигнал для получения сигнала с 
ДИКМ после обнаружения в блоке 1 ожидаемой перегрузки. Анализ из-
ложенного показывает, что при наличии шумов перегрузки с ограниче-
нием в канал связи передаются такие значения разностных сигалов, 
алгебраическая сумма которых с предсказанными значениями может вы-
ходить за пределы динамического диапазона входного сигнала.Этот 
факт лежит в основе обнаружения кодовых комбинаций, соответствую-
щих перегрузке на приемной стороне системы. В блоке обнаружения 13 
сравниваются поступающие кодовые комбинации разностного и предска-
занного сигналов. Если алгебраические суммы этих значений выходят 
за пределы динамического диапазона входного сигнала, блок 13 выда-
ет сигнал о наличии шума перегрузки. В блоке 13 происходит также 
обнаружение величины (в долях числа отсчетов) перегрузки путем 
анализа кодовых комбинаций, соответствующих перегрузке (анализи-
руются числа кодовых комбинаций, соответствующих максимальному 
уровню квантования). По сигналу из блока 13 в формирователе управ-
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ляющего сигнала 15 формируется сигнал управления о наличии и вели-
чине перегрузки. В блоке сумматоров 14 арифметически складываются 
декодированные значения кодовых комбинаций разностного сигнала, 
соответствующих перегрузке (число этих значений определяется вели-
чиной перегрузки в долях числа отсчетов) ; затем добавляется сигнал 
о знаке и по сигналу формирователя управляющего сигнала 15 пропус-
кается на выходе коммутатора 17. Далее приравнивается к нулю опре-
деленное число разностных сигналов, число которых определяется со-
отношением 
К = ш - 1 , ( 4 . 7 . 5 ) 
Н п е р 
где т п е р - величина перегрузки в долях числа отсчетов, которая оп-
ределяется согласно выражению ( 4 . 7 . 5 ) . Блок 16 задерживает входной 
сигнал на величину, необходимую для анализа разностных сигналов, 
определяющих шумы перегрузки. 
На р и с . 4 . 7 . 4 а и с коррекцией р и с . 4 . 7 . 4 6 . Анализ показывает, 
что предложенный способ коррекции шумов перегрузки с ограничением 
значительно улучшает качество восстановления резких переходов в 
изображении. 
В связи с тем, что при ДИКМ восстановление сигналов основыва-
ется на ранее принятой информации, появление ошибок в кодовых ком-
бинациях разностного сигнала на входе декодера системы приводит к 
последовательности ошибочных декодирований и размножению ошибок. 
При этом влияние всякой ошибки распространяется на дальнейшие эле-
менты данной строки изображения по ходу строчной развертки до тех 
пор, пока не будет произведена коррекция или не произойдет случай-
ная компенсация этого влияния. Следует отметить, что характер р а з -
множения ошибки зависит от способа предсказания. При использова-
нии, например, алгоритмов линейного предсказания по предыдущему 
элементу данной строки эти искажения на восстановаленных ТВ изоб-
- 2 8 6 -
a) 
б) 
с . 4 . 7 . 4 Фрагменты телевизионных изображений 
на выходы системы ДШШ: а 
шумов перегрузки; б - с коррекцией". 
без коррекции 
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ражениях (даже при малых вероятностях канальной ошибки) проявля 
ются в виде горизонтальных штрихов (треков) различной интенсивнос-
ти. Как показа,ли исследования [175], заметность шумов ошибочного 
декодирования проявляется уже при вероятностях ошибки 1СГ7. 
С целью уменьшения ошибок декодирования при одномерной ДИКМ 
ТВ сигалов нами был предложен метод (защищенный авторским свиде-
тельством [ 4 4 ] ) , предполагающий коррекцию ошибок, появившихся на 
входе декодера. Достоинством данного метода перед аналогичными 
[175] является относительная простота его практической реализации. 
Структурная схема передающей части ДИКМ ТВ сигналов с устро-
йством повышения помехозащищенности [44] представлена на 
рис.4.7.5а. Она содержит на передающей стороне вычитающее устройс-
тво 1, квантующее устройство 2 , преобразователь кодов 3 , схему 
запрета 4, формирователь управляющих импульсов 5 , сумматор 6 , схе-
му задержки 7 , умножитель 8 , коммутатор каналов 9 . 
Алгоритм работы системы ДИКМ с устройством обнаружения, лока-
лизации и коррекции ошибок декодирования заключается в следующем. 
На передающей стороне системы исключаются последние элементы групп 
(так же, как в методе, предложенном в [175 ] ) , на которые разби-
ваются строки изображения (экспериментально установлено [175] , что 
число элементов в группе можно выбрать равным 7 5 ) . Вместо них пе-
редается дополнительная (контрольная) информация в виде четырех-
разрядного слова (с помощью коммутатора 9) из старших разрядов, 
восстановленного в петле обратной связи значения яркости предыду-
щего ему элемента. Расположение контрольных отсчетов, а следова-
тельно, и группы меняется от строки к строке и от кадра к кадру. 
Структурная схема приемной части системы связи ДИКМ ТВ сигна-
лов с устройством обнаружения, локализации и коррекции ошибок 
представлена на р и с . 4 . 7 . 5 6 , она содержит: первый сумматор 1, блок 
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a) 
l i 
Z i n c 5 С 
4 3 
2 ^ 
л * 
Z n o 
7 
А Ж Л. 
Ш 
8 
6) 
Р и с . 4 . 7 . 5 Структурные схемы системы ДИКМ ТВ сигналов с 
повышенной помехоустойчивостью: а ) - передаю-
щая часть ; б) - приемная часть . 
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задержки 2, первое сравнивающее устройство 3 , выделитель контроль-
ной информации 4, второе сравнивающее устройство 5, второй сумма-
тор 6, запоминающее устройство 7 , цифроаналоговый преобразователь 
8. 
Рассмотрим вкратце работу приемного устройства. Сумматор 1 и 
блок задержки 2 восстанавливают значения отсчетов исходного сигна-
ла по алгоритму 
* * , , ( 4 . 7 . 6 ) 
Z = SLZ . . + X . 
J J - 1 J 
Затем четыре старших разряда последнего (74-го) восстановлен-
ного отсчета изданного блока подаются на вход сравнивающего ус-
тройства 3 , куда также с выделителя контрольной информации 4 пос-
тупает четырехразрядное слово я* х из старших разрядов того же 74-
го элемента, восстановленного в петле обратной связи на передающей 
стороне. В первом сравнивающем устройстве 3 происходит сравнение 
z и z и при Iz* - z* I> О принимается решение о наличии ошибки 
П О ТТ V л- 1 ТТ Г , T T V 1 
пх ПО ПХ 
в данном блоке. Во втором сравнивающем устройстве 5 происходит 
сравнение всех восстановленных отсчетов, хранящихся в запоминающем 
устройстве 7 данного блока и блока предыдущей строки, расположен-
ного непосредственно над анализируемым. 
За ошибочно восстановленный принимается тот расположенный на 
j -й позиции отсчет, для которого разность 
d = | (Z - Z ) - (Z* - Z ) I 
J 1 J J - 1 J - 1 J - 1 1 
максимальная; здесь Z*, Z*_ t - элементы анализируемого блока; Z*! 
Z*_} - элементы блока предыдущей строки. 
Локализованный таким образом ошибочно восстановленный отсчет 
корректируется следующим образом. В кодовой комбинации разностного 
сигнала, значения которого хранятся в запоминающем устройстве 7 
соответствующего j -му отсчету данного блока, производится инвер-
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тирование одного из символов. Далее, начиная с j - г о отсчета , во 
втором блоке сравнения 5 заново вычисляются все j + 1 , д + 2 , 
. . . ,п отсчетов и четыре старших разряда последнего скорректирован-
ного отсчета Г * к д а н н о г о блока снова сраниваются с Z* Q . ЕСЛИ | Z * Q -
Z* | , то ошибка считается скорректированной и весь блок отсчетов 
подается на цифроаналоговый преобразователь 8 системы ДМКМ. В про-
тивном случае в разностном сигнале, соответствующем j -му отсчету, 
инвертируется следующий символ и описанная процедура повторяется 
до выполнения условия коррекции. 
С целью проверки работоспособности устройства коррекции оши-
бок был проведен эксперимент. На р и с . 4 . 7 . 6 а , представлено восста-
новленное методом ДИКМ ТВ изображение, прошедшее через канал с в е -
роятностью ошибки Ю - 3 . На рис .4 .7 .66 показано то же изображение 
при восстановлении методом ДИКМ с устройством коррекции ошибок. 
Анализ этих изображений показывает, что качество восстанов-
ленного ТВ изображения (рис .4 .7 .66 ) с устройтвом обнаружения, ло-
кализации и коррекции ошибок значительно превосходит ТВ изображе-
ние ( р и с . 4 . 7 . 6 а ) , восстановленное без коррекции ошибок. 
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эражений Рис . 4 . 7 . 6 Фрагменты телевизионных 
на выходе системы ДЙКМ при верой 
ошибки в канале связи Р „г = 
без коррекции ошибок ; б - при коррекции 
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4 . 8 . Кодек ТВ сигналов для систем видеоконференцсвязи 
со скорость 256 Кбит/с 
Результаты теоретических и экспериментальных исследований, 
полученные в данной диссертационной работе были использованы при 
построении кодека ТВ сигналов для систем видеоконференцсвязи на 
скорость 256 Кбит/с. 
На рис .4 .8 .1 представлена структурная схема передающей 
(рис.4.8.1 а) и приемной (рис .4 .8 .1 б) сторон кодека ТВ сигналов. 
Следует отметить, что при использовании данного кодека, передача 
сигналов звукового сопровождения и дополнительной информации осу-
ществляется в общем потоке 256 Кбит/с. Рассмотрим в кратце работу 
кодека. 
Сигналы первычных цветов Е ' , Е'И Е' подаются на входы коди-
R G B 
рующей матрицы КМ. На выходе КМ образуются яркостный Е ^ два 
цветоразностные сигналы Е 0 _ у . Яркостный сигнал после низко-
частотной фильтрации в фильтре нижних частот ФНЧ поступает на вход 
аналого-цифрового преобразователя АЦП1, где частота дискретизации 
равна 13 ,5 МГц, а число уровней квантования - 256. С выхода АЦП1 
цифровые сигналы поступают на вход дополнительного дискретизатора 
ДЦ1, где осуществляется субдискретизация с частотой 4 , 5 МГц. Од-
новременно осуществляется частотное перемежение и создается шах-
матная структура расположения отсчетов в поле. С выхода ДД1, циф-
ровой яркостный сигнал подается на вход кодера яркостного сигнала 
КЯС. В КЯС используется разработанный в дополнительной работе 
двухкаскадный векторный квантователь. При этом квантованию подвер-
гается каждое пятое поле. Параметры блоков, а также число кодовых 
векторов в кодовой книге выбраны так, что число дв .ед на элемент 
изображения равно 0 ,25 . Таким образом, на выходе КЯС образуется 
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фровой поток со скоростью 225 Кбит/с. 
Цветоразностные сигналы, в свою очередь, разделяются коммута-
тором К и после низкочастотной фильтрации в фильтре нижних час-
тот ФНЧ поступают на вход другого аналого-цифрового преобразова-
теля АЦП2, где частота дискретизации равна 6 ,75 МГц, а число уров-
ней квантования - 256. С выхода АЦП2 цифровой поток цветоразнос-
тных сигналов поступает на вход другого дополнительного дискрети-
затора ДЦ", где осуществляется субдискретизация с частотой 0 , 9 
МГц. Здесь также, как и в случае яркостного сигнала осуществляется 
частотное перемежение и создается шахматная структура в поле. С 
выхода ДЦ2 информация поступает на вход кодера цветоразностных 
сигналов КЦС. КЦС работает аналогично КЯС, отличаются лишь кодовые 
книги. Следовательно, на выходе КЦС образуется цифровой поток со 
скоростью 45 Кбит/с. С помощью преобразователя скоростей ПС, эта 
информация переносится в строчный гасящий интервал со скоростью 
225 Кбит/с. 
В устройстве объединения УО объединяются цифровые потоки, со-
ответствующе яркостному и цветоразностным сигналам, цифровой сиг-
нал звукового сопровождения ЗС, дополнительная цифровая информация 
ДМ и сигналы синхронизации СС. При этом сигналы звукового сопро-
вождения передаются во время кадрового гасящего интервала. 
Таким образом, на выходе УО образуется цифровой поток со ско-
ростью 256 Кбит/с. 
На приемной стороне кодека, на выходе устройства разделения 
УР получаются цифровые потоки: яркостного и цветоразностных сигна-
лов, звукового сопровождения и дополнительной информации. С по-
мощью устройства выделения УВ от цифрового сигнала, поступающего с 
выхода приемного устройства выделяются сигналы синхронизации СС, 
которые поступают на вход генераторного оборудования Г02. На выхо-
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дах декодеров яркостного (ДЯС) и цветоразностных сигналов (ДЦС) 
образуются соответственно яркостный и цветоразностные сигналы, ко-
торые поступают в интерполяторы ИНТ1 . . . ИНТ 4 . 
Интерполяторы ИНТ1 и ИНТЗ предназначены для интерполяции про-
пущенных (из-за частотного перемежения) элементов, а интерполяторы 
ИНТ2 и МНТ4 - для интерполяции пропущенных полей. На выходах ЦАП1 
и ЦАП2 получаются соответственно яркостный и цветоразностные сиг-
налы. Кодер СЕКАМ КС дает возможность получения полного ТВ сигнала 
в стандарте СЕКАМ. 
В заключение отметим,что вышепредложенный кодек, после несу-
щественной доработки, дает возможность: 
» I 
- обработать как сигналы первычных цветов (Е , Е , Е в ) , так и 
либо полный ТВ сигнал СЕКАМ, либо яркостный и цветоразностные сиг-
налы (следовательно, а этих случаях КМ не нужен, и необходим деко-
дер СЕКАМ, что показана на р и с . 4 . 8 . 1 а пунктиром); 
обработать цифровые сигналы, поступающие с цифровых ТВ 
студий (в этом случае КМ, ФНЧ1, ФНЧ2, АЦП2 не нужны); 
получить на выходе кодека как ПТС СЕКАМ, так и сигналы 
первычных цветов (в этом случае в декодере добавляются цифровая 
задержка на строку 3 , декодирующаяя матрица ДМ и ЦАП-и, что пока-
зана на рис .4 .8 .16 пунктиром). 
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а) Передающая сторона кодека 
Рис.4 .8 .1 Структурная схема кодека ТВ сигналов 
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б) Приемная сторона кодека 
Рис.4 .8 .1 Структурная схема кодека ТВ сигналов 
- 297 -
Выводы к главе 4 
Глава 4 содержит результаты проведенных теоретических и 
экспериментальных исследований квантования ТВ сигналов на основе: 
дискретного косинус преобразования, решетчатого квантования и кас -
кадного векторного квантования. В главе также представлены ре-
зультаты исследований качественных и информационных характеристик 
и субъективно-статистических экспертиз ВК ТВ изображений. Здесь же 
представлены результаты экспериментальных исследований квантований 
для систем цифровой передачи ТВ сигналов по спутниковым линиям 
связи и для систем видеоконференцсвязи. 
Новыми результатами обладайшими авторским приоритетом в дан-
ной главе являются: 
1. Результаты исследований векторного квантования ТВ изобра-
жений в сочетании с дискретным косинус преобразованием и решетча-
тым квантованием. 
2 . Результаты исследования каскадного векторного квантования 
ТВ изображений при использовании блоков различной размерности в 
первом и во втором каскадах двухкаскадного ВК. 
3 . Результаты исследований качественных и информационных ха-
рактеристик квантованных ТВ изображений с целью оценки потен-
циальной эффективности скалярного и векторного квантований ТВ 
изображений. 
4 . Результаты субъективно-статистических экспертиз для р а з -
личных методов векторного квантования ТВ изображений. 
5 . Результаты экспериментальных исследований скалярного и 
векторного квантования для систем цифровой передачи по спутниковым 
линиям связи и для систем видеоконференцсвязи ТВ сигналов. 
Это дало возможность: 
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1. Построить адаптивный классифицированный векторный кванто-
ватель в сочетании с дискретным косинус-преобразованием ТВ изобра-
жений и экспериментально исследовать его качественные характерис-
тики, как по сравнению с пространственным ВК, так и в сочетании 
ДКП с решетчатым квантованием: а) установить, что пиковое отноше-
ние сигнал-шум, при скорости кодировании R = 0 ,25 бит/эл, состав-
ляет 29,7 дБ, что на 5дБ выше, чем ВК в пространственной области; 
б) установить, что использование решетчатого квантования, Z1<5, для 
квантования коэффициентов ДКП позволяет на порядок повысить быс-
тродействие алгоритма квантования по сравнению с обычным алгорит-
мом ВК; в ) установить, что время создания кодовой книги, при ис-
пользовании решетчатого квантования, сокращается в среднем на 30-
35% по сравнению с тем случаем, когда начальная кодовая книга вы-
бирается случайным образом. 
2 . Установить, что когда размерность вектора во втором каска-
де, двухкаскадного ВК, четыре раза превосходит размерность вектора 
в первом каскаде качество восстановленного ТВ изображения лучше, 
чем при использовании одинаковой размерности кодовых векторов, в 
обоих каскадах двух каскадного ВК. Экспериментально установлено, 
что когда объемы кодовых книг и размерности векторов, в первом и 
во втором каскадах, равны соответственно: N = 256, К4= 4x4 и Ng= 
64,Kg= 8x8, при скорости кодирования R = 0,593 бит /эл . , пиковое 
отношение сигнал-шум составляет 35 ,2 дБ. 
3 . Получить выражение для оценки отношения сигнал-шум кванто-
вания с учетом пик-фактора ТВ изображений, дающее возможность 
установить, что теоретическае оценки ОСШ квантования на 12дБ ниже, 
чем оценки полученные на основе предложенного выражения . Устано-
вить, что реальное ОСШ векторного квантования ТВ изображений (при 
скорости кодирования 1 б и т / э л . ) , покрайней мере на 12 дБ больше, 
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чем при скалярном кантовании, в то время когда соответствующая 
теоретическая оценка составляет 7 , 3 дБ; 
установить, что при векторном квантовании ТВ изображений 
наибольшему изменению подвергаются совместная и условная энтропий 
изображения. Так, для нормированного ВК, относительное изменение 
безусловной энтропии составляет 0,26%, для совместной энтропии -
1,92% а для условной энтропии 4,42%. В то время как для обычного 
'алгоритма ВК, значения этих энтропий составляют 5,4%, 20% и 41,6%, 
соответственно. Показать, что в зависимости от использовании 
энтропии разного порядка, при кодировании ТВ изображений, можно 
достигнуть различного коэффициента сжатия. Так, установлено, что 
при двухкаскадном ВК использование безусловной энтропии позволяет 
достигнуть коэффициента сжатия, К = 18,28% а при использовании 
условной энтропии - К = 33,59%; 
установить, что для измерения "близости" между исходным и 
квантованными изображениями целесообразно использовать коэффици-
ент, Г у х показывающий степень влияния исходного изображения на 
квантованное изображение;. 
показать, что векторное квантование ТВ изображений требует 
на 0,44 бит/эл. больше чем ВК с энтропийным кодированием векторов, 
что при пересчете на элемент изображения составляет 0,0275 бит. 
4 . Показать, что на основе субъективно-статистических экспер-
тиз качество квантованных ТВ изображений составляет для: обычного 
алгоритма ВК - ( - 2 ,3 балла), интерполяционного ВК ( - 1 ,2 балла) 
классифицированного ВК - ( - 0 ,75 балла) , ВК с Веивлет преобразова-
нием ( - 0 ,3 балла) , ВК с дискретным косинус преобразованием - ( -
0,2 балла) - двухкаскадное ВК - ( -0 ,1 )балла) трехмерное ВК для 
последовательности ТВ изображений ( - 0 , 5 балла) двухмерное ВК для 
последовательности ТВ изображений ( - 2 , 5 балла) и нормированное 
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ВК - ( - 0 ,35 балла). Установлено, так же, что субъективная оценка 
ТВ изображений, восстановленных с помощью трехмерного ВК состав-
ляет 4 - 4 , 5 балла, а для двухкаскадного ВК - 4 , 9 балла, по пяти-
бальной шкале ухудшения МККР. 
5 . Установить, что скалярные квантователи, разработанные на 
основе результатов исследований, проведенных в данной диссертаци-
онной работе, позволяют разработать кодек на скорость 24 Мбит/с, 
для систем цифровой передачи ТВ сигналов по спутниковым линиям 
сязи, обеспечивающий возможнеость передачи двух ТВ программ в од-
ном стволе ИСЗ с требуемым качеством изображений. 
Экспериментально показать, что предложенное в данной диссер-
тационной работе устройство обнаружения локализаций и коррекции 
ошибок декодирования, для системы ДИКМ, обеспечивает хорошую кор-
рекцию ошибок для канала с вероятностью ошибки Ю - 3 . 
Установить, что использование полученных в данной диссерта-
ционой работе результатов исследований по векторному квантованию-
дает возможность построить кодек для цифровых систем видеоконфе-
ренцсвязи со скоростью 256 кбит/с. 
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ЗАКЛЮЧЕНИЕ 
Основные резуьтаты диссертационной работы состоят в следую-
щем: 
1.Показано,что векторное квантование является методом блочно-
го кодирования источника сигнала и при достаточно большой размер-
ности, существует векторный квантователь с погрешностью сколь угод-
но близкой к нижней границе погрешности и скоростью произвольно 
близкой к функции скорость-погрешность. Установлено, что предло-
женный модифицированный алгоритм создания кодовой книги, на основе 
уменьшения вероятности появления пустых кластеров, позволяет повы-
сить эффективность процесса создания кодовых книг. 
Установлено, что для выбора начальной кодовой книги целесо-
образно использовать модифицированный метод "ближайшего соседа" , 
позволяющий сократить вычислительные затраты при создании кодовой 
книги на 4 0 - 5 0 % по сравнению с тем случаем, когда начальная кодо-
вая книга выбирается случайным образом. 
Показано, что когда число обучающих векторов, приходящих на 
один кодовый вектор больше, чем число блоков, приходящих на число 
обучающих векторов, среднеквадратическая ошибка уменьшается на 
18%. 
Показано, что использование психовизуальных свойств зрения 
позволяет уменьшить вычислительные затраты, как при создании кодо-
вой книги, так и при квантовании ТВ изображения в Ю-12 раз по 
сравнению с алгоритмом полного перебора. Модифицированный метод, с 
использованием вероятностных характеристик и свойств векторного 
пространства кодовых векторов, позволяет снизить время обработки в 
5-7 р а з , по сравнению с алгоритмом полного перебора и увеличить 
отношение сигнал-шум на 5 . . . 6 дБ, по сравнению с известным быстрым 
алгоритмом ВК. 
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2 . Оценены выигрыши в отношении сигнал-шум квантования при 
переходе от равномерного квантования к неравномерному на основе 
предложенных законов компандирования, составляющие 3 . . . 6 дБ для 
исходных ТВ сигналов и 12 дБ для их разностных значений. 
Оценен теоретически выигрыш в двоичных единицах при переходе 
от равномерного скалярного квантования к равномерному векторному 
квантованию на основе сравнения верхней границы энтропии разности 
k-мерным объемом ячейки разделения векторного пространства сос-
тавляющий 0,255 бит/отсчет. 
Показано что, сложные итерационные методы расчета параметров 
квантования ТВ сигалов, выполняемые с помощью ЭВМ, к относительно 
простым аналитическим и графическим расчетам, позволяющим сокра-
тить время вычислений в Ю-15 р а з . 
3.Установлено, что при распределении вероятностей, принадле-
жащих классу ограниченных на интервале распределений, робастным 
является равномерное квантование. 
Определено, что наибольшая робастность (характеризуемая не-
чувствительностью отношения сигал-шум квантования к многомерном 
увеличении дисперсии квантуемых сигналов) квантование достигается 
при распределении вероятности значений квантуемых ТВ сигналов, 
описываемых функцией Гаусса, и параметрах квантования, согласо-
ванных с распределением Лапласа. В том случае, когда квантование 
согласовано по распределению, но не согласованно по дисперсии, 
например при числе уровней квантования 32, увеличение дисперсии 
квантуемых сигналов в четыре раза вызывает уменьшение отношения 
сигнал-шум на 12 дБ. 
4.Установлено, что предложенная методика определения 
параметров квантования ТВ сигналов с учетом зрительных порогов 
заметности специфических искажений, позволяет значительно 
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упростить процедуру определения параметров квантования на основе 
предложенных аналитических выражений и рекурентных соотношений, 
обеспечивающих более высокую точность по сравнению с существующими 
графическими методами. 
Установлено, что присочетании, векторного квантования со ска-
лярным квантованием ( на основе раздельного квантования среднего и 
среднеквадратического значений векторов) не нарушает отпимальности 
ВК; а) экспериментально установлено,что среднее значение вектора 
следует квантовать равномерной шкалой на 32 уровня, а среднеквад-
ратические значения вектора (с учетом закона распределения вероят-
ностей), неравномерной шкалой на 16 уровней, построенной для рас-
пределения Лапласа; б) установлено что сочетание скалярного 
квантования с ВК обеспечивает робастность процесса векторного 
квантования ТВ изображений. 
5 . Установлено, что переход, при ВК ТВ изображений,от ортого-
нальной структуры дискретизации к шахматной, приводит к снижению 
точностных показателей процесса ВК в среднем на 2 дБ, в то же вре-
мя число бит на элемент при переходе к шахматной структуре умень-
шается вдвое.Кроме того, точностные показатели ВК при формировании 
кодовой книги на основе критерия минимума среднеквадратической 
ошибки выше, чем при использовании критерия минимакса. 
Показано, что переход при формировании начальной кодовой кни-
ги от блоков квадратной формы к прямоугольной с большим горизон-
тальным или вертикальным размером, приводит к уменьшению точност-
ных показателей в среднем на 1 дБ, а при использовании блоков, 
имеющих форму параллелограмма, точностные показатели ухудшаются в 
среднем на 2 дБ. 
Показано, что переход к блокам ромбовидной формы при формиро-
вании начальной кодовой книги обеспечивает улучшение точностных 
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показателей ВК по сравнению со всеми другими формами блоков. Так, 
например, по сравнению с прямоугольной формой блоков выигрыш в от-
ношении сигал-шум квантования составляет в среднем 0 ,45 дБ, а по 
сравнению с блоками, имеющими форму параллелограмма - 1 ,5 дБ. 
6 . Показано, что восстановление ТВ изображений подвергнутых 
ВК, применением блоков с перекрывающимися столбцами и строками, 
сформированными путем интерполяции на основе элементов принадле-
жащих соседним блокам, позволяет увеличить, например, пиковое 
отношение сигнал-шум в среднем на 1 ,5 дБ. 
Установлено, что интерполяционное ВК дает возможность сущест-
венного уменьшения специфических искажений ВК ТВ изображений. Так, 
например, пиковое отношение сигнал-шум увеличивается в среднем на 
1,2 дБ, по сравнению сметодами "перекрытия блоков". 
7 . Установлено, что векторное квантование ТВ изображений с 
переменной точностью квантования, при котором учитывается как з а -
висимость остроты зрения от угла периферийности, так и анизотропия 
пространственного спектра реальных ТВ изображений и свойство их 
зрительного восприятия, позволяет улучшить субъективное качество 
восстановленных ТВ изображений на 0 , 5 балла по шкале сравнения. 
Установлено,что переход от обычного ВК к классифицированному 
ВК, на основе контуро-текстурной модели ТВ изображений, позволяет 
повысить качество восстановленных контуров ТВ изображения. Предло-
женная методика модифицированного КВК позволило уменьшить среднюю 
мощность ошибок в контурной части изображения на 2 0 , 4 % по сравне-
нию с обычным КВК, и на 31,1% по сравнению с обычным алгоритмом 
ВК. 
8 . Показано, что переход от двумерного блока к трехмерному 
дает возможность значительно уменьшить специфические искажения ти-
па "муар", что типично для ВК последовательности ТВ изображений на 
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основе двумерного ВК. Кроме того, трехмерное ВК позволяет значи-
тельно снизить число дв .ед . на элемент изображения, сохраняя при-
емлемое качество восстановленной последовательности ТВ изображений 
при 0,07 бит/эл. и пиковом отношении сигнал-шум в среднем 27 дБ. 
Экспериментально установлено повышение эффективности кодиро-
вания ТВ изображений на основе сочетания пирамидального построения 
Веивлет с векторным квантованием областей пирамиды, содержащих вы-
сокочастотные составляющие сигнала. При этом коэффициент сжатия 
Ю , а пиковом отношении сигнал-шум 29,75 дБ. Показано,что если из 
процесса восстановления исключить область первого уровня пирамиды, 
с высокочастотными составляющими сигнала в обоих направлениях, то 
коэффициент сжатия может быть увеличен на 1 ,7 при снижении 
пикового отношения сигнал-шум на 0 , 5 дБ. 
Экспериментально показано, что адаптивный классифицированный 
векторный квантователь в сочетании с дискретным косинус преобразо-
ванием ТВ изображений обеспечивает улучшение качественных показа-
телей ВК. Установлено, что: а) пиковое отношение сигнал-шум, при 
скорости кодировании 0 ,25 бит/эл. составляет 29,7 дБ, что на 5 дБ 
выше, чем при ВК в пространственной области; б) использование 
решетчатого квантователя, для дискретного косинус-преобразования 
позволяет на порядок повысить быстродействие алгоритма квантования 
по сравнению с обычным алгоритмом ВК; в) время создания кодовой 
книги, при использовании решетчатого кватования, сокращается в 
среднем на 30-35%, по сравнению с тем случаем, когда начальная ко-
довая книга выбирается случайным образом. 
Показано, что когда размерность вектора во втором каскаде, 
двухкаскадного ВК, в четыре раза превосходит размерность вектора в 
первом каскаде качество восстановленного ТВ изображения лучше, 
чем при использовании одинаковой размерности кодовых веторов в 
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•обоих каскадах двух каскадного ВК. Экспериментально установлено, 
•что когда объемы кодовых книг и размерности векторов в первом и во 
[втором каскадах равны, соответственно: 256, 4x4 и 64, 8x8, при 
[скорости кодирования 0,593 бит/эл . , пиковое отношение сигнал-шум 
[составляет 35 ,2 дБ. 
Предложено выражение для оценки отношения сигнал-шум кванто-
вания с учетом пик-фактора ТВ изображений, дающее возможность 
установить, что теоретическая оценки отношение сигнал-шум кванто-
вания на 12 дБ ниже, чем оценки полученные на основе предложенного 
выражения. Установлено, что реальное отношение сигнал-шум вектор-
ного квантования ТВ изображений (при скорости кодирования 1 
бит/эл.), по крайней мере на 12 дБ больше, чем при скалярном 
квантовании, в то время когда соответствующая теоретическая оценка 
составляет 7 , 3 дБ. 
Показано, что при векторном квантовании ТВ изображений наи-
большему изменению подвергаются совместная и условная энтропии. 
Так, для нормированного ВК, относительное изменение безусловной 
энтропии составляет 0,26%, совместной энтропии - 1,92%, а условной 
энтропии 4,42%. В то время, как для обычного алгоритма ВК, 
значения этих энтропии составляют 5,4%, 20% и 41,6%, соответствен-
но. Установлено, что в зависимости от использовании энтропии 
разного порядка, при кодировании ТВ изображений, можно достиг-
нуть различного коэффициента сжатия. Так установлено, что при 
двухкаскадном ВК использование безусловной энтропии позволяет 
достигнуть коэффициента Сжатия 18,28%, а при использовании 
условной энтропии - 33,59%. 
Показано, что для измерения "близости" между исходным и кван-
тованными изображениями целесообразно использовать коэффициент, 
показывающий степень влияния исходного ТВ изображения на кванто-
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в а н н о е . 
Экспериментально установлено, что векторное квантование ТВ 
изображений требует на 0 ,44 бит/ел.больше,чем ВК с энтропийным ко-
дированием, что при пересчете на элемент ТВ изображения составляет 
0,0275 бит. 
Показано, что на основе субъективно-статистических экспертиз 
качество квантованных ТВ изображений составляет для: обычного 
алгоритма ВК 2 ,7 балла, интерполяционного ВК 3 , 8 балла 
классифицированного ВК 4 ,2 балла, ВК с Веивлет преобразованием 
4,7 балла, ВК с дискретным косинус-преобразованием 4 , 8 балла, 
двухкаскадного ВК 4 ,9 балла, трехмерного ВК для последовательности 
ТВ изображений 4 , 5 балла, двухмерного ВК для последовательности 
ТВ изображений 2 , 5 балла и при сочитании скалярного и векторного 
квантований 4 ,6 балла. Установлено, так же, что субъективная 
оценка ТВ изображений, восстановленных с помощью трехмерного ВК 
составляет 4 - 4 , 5 балла, а для двухкаскадного ВК - 4 , 9 балла, по 
пятибальной шкале ухудшения МККР. 
Установлено, что скалярные квантователи, разработанные на 
основе результатов исследований, проведенных в данной диссертаци-
онной работе, позволяют разработать кодек на скорость 24 Мбит/с, 
для систем цифровой передачи ТВ сигналов по спутниковым линиям 
связи, обеспечивающий возможность передачи двух ТВ программ в 
одном стволе ИСЗ с требуемым качеством изображений. 
Установлено, что использование полученных в данной диссерта-
ционой работе результатов исследований по векторному квантованию 
дает возможность построить кодек для цифровых систем видеоконфе-
ренцсвязи со скоростью 256 кбит/с. 
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ПРИЛОЖЕНИЕ 1 
Качественные и информационные характеристики 
квантования ТВ изображений 
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В приложении I использованы следующие обозначения: 
- LR2 - LR250 - тестовое изображение "ЛЕНА" после скалярного 
квантования (цифрыпосле LR - обозначают число уровней квантова-
ния); 
- LNS10, LNS12, LNS14 - квантования на основе субъективно-
оптимизированной шкалы; 
- LSDN9, LSDN15 - квантование разностного ТВ сигнала на основе 
субъективно-оптимизированной шкалы (критерии минимума надпороговой 
ошибки квантования); 
- NDNSK16 - квантование разностного ТВ сигнала на основе субъек-
тивно-оптимизированной шкалы (критерии минимума надпороговой ошиб-
ки квантования); 
- 3296 - GUI - ВКс кодовой книгой N = 96 для центральной части и 
N2= 32, для периферийной (при шахматной структуре дискретизации); 
- LI - ВК с кодовой книгой построенной из центральной части изоб-
ражения ; 
- L5 - GUI - ВК с учетом анизотропии пространственного спектра ТВ 
изображений (с шахматной структурой дискретизации); 
- LN5 - ВК с учетом анизотропии пространственного спектра ТВ 
изображения (с ортогональной структурой дискретизации); 
- LENA#1 - ВК с блоками, формы параллелограмма (с наклоном 4 5 ° ) ; 
- MMSE - MOD - ВК на основе модифицированного алгоритма СКО; 
- L - LINI - изображение ошибки (между оригиналом и ВК с интер-
поляцией ) ; 
- Ъ - LOYLIP - изображение ошибки (между оригиналом и ВК с перек-
рытием и интерполяцией); 
- LENINI -9 - ВК с интерполяцией (N =512); 
- s - SCLBG - изображение ошибки (для тестового изображения 
"ШКОЛА" и ВК на основе алгоритма ЛБГ); 
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- LOVLAPIP - ВК с перекрытием и интерполяцией (тестовое изображе-
ние "ШКОЛА" при квантовании с кодовой книгой построенной для -
•ЛЕНА"; 
- L44 - 320 - ВК с кодовой книгой размером 320; 
- LN - 16 - 32 - изображение ошибки (между оригиналом и нормиро-
ванным ВК); 
- LEN8 - NOR - ВК с кодовой книгой N = 256 (ВК с нормированием); 
- KDI512CL - изображение ошибки (разность между классифицирован-
ным ВК при N = 512 и исходным тестовым изображением "КРЕМЛЬ"); 
- L512.CLS - классифицированное ВК (Т = 512) ; 
- QWLEN1 - ВК в сочетании с Веивлет (квантуются все составляющие) 
- L128.DLK - ВК тестового изображения "ЛЕНА" с кодовой книгой 
тестового изображения "КРЕМЛЬ"; 
- QWLEN1H - ВК с пирамидой Веивлет (без составляющих ВВ1); 
- QWLEN1H2 - ВК с пирамидой Веивлет (без составляющих НН1, НВ1); 
т - математическое ожидание; 
- s i g m a - среднеквадратическое значение; 
! - s g r ( s i g m a ) - дисперсия; 
I - G a m m a 1 - ОСШ, G a m m a 2 - ПОСШ, G a m m a 3 - СКО в процентах; 
- D - коэффициент полной избыточности; 
- D - избыточность за счет статистических связей; 
- D - избыточность за счет неравномерности распределения; 
- R(Y , Y ) - коэффициент корреляции квантованного изображения; 
- G y x - информационный коэффициент влияния X на Y, (выраж.4.5 .20, 
4.5.21 ) ; 
- Gy ty2- информационный коэффициент влияния в квантованном изоб-
ражении (выраж.4.5.20 и 4 . 5 . 2 1 ) ; 
- R(X,Y) - информационный коэффициент корреляции (выраж. 4 . 5 . 1 8 ) ; 
- R у - информационная мера связи (выраж. 4 . 5 . 1 7 ) ; 
- 330 -
- R - информационный коэффициент корреляции (выраж.4 .5 .19) ; 
- H(Y) - безусловная энтропия ; 
I - H(Y , Y ) - совместная энтропия в одном кадре ТВ изображения; 
- H(Y | Y ) - условная энтропия в одном кадре ТВ изображения; 
- н(х,Y)— взаимная энтропия между исходным и квантованным изобра-
жениями ; 
- H(Y/X), Н(X/Y) - условие энтропии между исходным и квантованным 
изображениями; 
- К - коэффициент (на основе выраж. 4 . 5 . 1 6 ) ; 
! - к - коэффициент (на основе 4 . 5 . 1 6 с учетом совместной энтро-
пии); 
- к - коэффициент (на основе 4 . 5 . 1 6 , с учетом условной энтро-
пии); 
- I (X ,Y) - количество взаимной информации между исходным и кван-
тованным изображениями; 
- I(Y , Y ) - количество информации в одном кадре ТВ изображения; 
- H(X-Y) - энтропия разности (между исходным и квантованным изоб-
ражениями ) ; 
- Н ( a b c ( X - Y ) ) - энтропия абсолютного значения разности; 
- H(X-Y/y) - условная энтропия. 
Приложение I 
Name H ( y ) H ( y l , y 2 > H ( у 1 / y 2 ) H < x , у ) H ( y / x ) H < x / y > K1 
L e n n a obr 7 5 9 3 1 5 1 13 0 1 9 8 9 9 5 4 2 6 7 4 8 - - 0 0 0 0 0 0 0 5 0 8 5 6 1 5 
L R 2 OBR 0 8 8 7 8 1 6 1 2 3 9 3 4 4 0 3 5 1 5 2 8 7 . 5 9 3 1 5 1 0 . 0 0 0 0 0 0 6 7 0 5 3 3 5 8 8 9 0 2 3 0 5 
LR4 OBR 1 7 B 6 5 4 7 2 5 8 9 6 4 8 0 8 0 3 1 0 2 7 . 5 9 3 1 5 1 0 . 0 0 0 0 0 0 5 8 0 6 6 0 4 7 7 6 6 8 1 6 8 
LR8 OBR 2 7 0 1 2 5 6 4 0 6 2 9 5 4 1 3 6 1 6 9 8 7 . 5 9 3 1 5 1 0 . 000000 4 8 9 1 8 9 5 6 6 2 3 4 3 0 0 
LR9 OBR 2 8 6 3 3 3 2 4 3 1 0 8 0 1 1 4 4 7 4 6 9 7 . 5 9 3 1 5 1 0 . 0 0 0 0 0 0 4 7 2 9 8 1 9 6 4 2 0 8 3 5 2 
L R 1 0 OBR 3 0 1 0 7 5 5 4 5 7 3 7 1 3 1 5 6 2 9 5 8 7 . 5 9 3 1 5 1 0 . 0 0 0 0 0 0 4 5 8 2 3 9 6 6 2 3 6 5 5 6 1 
L R U OBR 3 1 3 2 9 5 2 4 8 0 8 4 4 8 1 6 7 5 4 9 6 7 . 5 9 3 1 5 1 0 000000 4 4 6 0 1 9 8 6 0 8 3 8 0 9 5 
L R 1 2 OBR 3 2 5 2 1 9 1 4 9 8 4 5 6 7 1 7 3 2 3 7 6 7 . 5 9 3 1 5 1 0 000000 4 3 4 0 9 6 0 5 9 3 4 7 6 1 0 
L R 1 3 OBR 3 3 5 7 0 6 8 5 1 7 1 4 3 5 1 8 1 4 3 6 7 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 4 2 3 6 0 8 3 5 8 0 3 6 6 5 3 
L R 1 4 OBR 3 4 5 4 9 1 9 5 3 3 5 5 7 5 1 8 8 0 6 5 5 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 4 1 3 8 2 3 1 5 6 8 1 3 5 0 6 
L R 1 5 OBR 3 5 4 4 4 7 9 5 5 0 9 3 4 4 1 9 6 4 8 6 5 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 4 0 4 8 6 7 2 5 5 6 9 4 0 1 0 
L R 1 6 OBR 3 6 3 2 1 1 6 5 6 5 8 9 5 6 2 0 2 6 8 4 0 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 3 9 6 1 0 3 4 5 4 5 9 8 5 4 4 
L R 3 2 OBR 4 6 0 8 0 5 0 7 4 6 0 1 8 6 2 8 5 2 1 3 6 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 2 9 8 5 1 0 1 4 2 3 9 9 3 7 2 
L R 6 4 OBR 5 5 9 9 8 8 6 9 3 5 7 4 4 0 3 7 5 7 5 5 4 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 1 9 9 3 2 6 5 3 0 ' 0 0 1 4 2 7 
L R 1 2 B OBR 6 5 9 6 4 4 0 11 2 5 0 6 7 7 4 6 5 4 2 3 7 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 0 9 9 6 7 1 1 17 5 4 4 5 0 4 
L R 1 9 2 OBR 7 1 0 2 6 4 3 12 1 6 3 8 4 2 5 0 6 1 1 9 9 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 0 4 9 0 5 0 8 11 2 1 6 9 6 4 
L R 2 5 0 OBR 7 5 4 0 1 2 9 12 9 2 6 5 2 9 5 3 8 6 4 0 0 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 0 0 5 3 0 2 2 5 7 4 8 3 9 3 
L N S 1 0 OBR 2 4 4 5 5 6 8 3 7 6 3 8 3 1 * i 3 1 8 2 6 3 7 . 5 9 3 1 5 1 0 0 0 0 0 0 0 5 1 4 7 5 8 3 6 9 4 3 0 4 0 0 
L N S 1 2 OBR 2 7 4 5 7 1 9 4 2 8 4 4 9 2 i 5 3 8 7 7 3 7 . 5 9 3 1 5 1 0 000000 4 8 4 7 4 3 2 ' 6 5 6 7 8 5 0 9 
• L N S 1 4 OBR 2 8 1 8 8 5 6 4 4 5 0 9 9 4 i 6 3 2 1 3 8 7 . 5 9 3 1 5 1 0 000000 4 7 7 4 2 9 5 6 4 7 6 4 3 0 1 
LSDN9 OBR 5 6 8 9 0 7 9 8 4 3 7 1 1 1 2 7 4 8 0 3 2 9 . 4 7 1 8 4 1 1 8 7 8 6 9 0 3 7 8 2 7 6 1 2 8 8 8 6 5 1 0 
LSDN15 OBR 6 9 1 5 4 3 4 9 3 4 5 7 2 4 2 4 3 0 2 9 0 1 0 . 8 7 6 9 2 5 3 2 8 3 7 7 4 3 9 6 1 4 9 1 13 5 5 7 0 7 5 
L.DNSK16 OBR 7 6 0 1 7 2 4 10 7 0 3 1 2 7 3 1 0 1 4 0 2 1 0 . 8 5 7 8 3 8 3 2 6 4 6 8 8 3 2 5 6 1 1 4 4 9 7 8 4 4 4 
3 2 9 6 _ C U I OBR 7 2 9 4 9 0 1 11 2 8 8 1 7 2 3 9 9 3 2 7 1 1 2 . 8 5 2 7 5 6 5 2 5 9 6 0 5 5 5 5 7 8 5 5 8 8 1 3 7 3 5 
L I OBR 7 2 6 8 3 4 9 10 4 6 1 2 1 6 3 1 9 2 8 6 7 1 2 . 3 0 6 6 5 5 4 7 1 3 5 0 4 5 0 3 8 3 0 6 9 1 4 5 6 3 8 
LN5 OBR 7 1 8 5 4 6 1 10 5 8 8 9 1 3 3 4 0 3 4 5 3 1 2 . 1 3 7 8 3 3 4 5 4 4 6 8 2 4 9 5 2 3 7 2 10 1 8 1 7 3 8 
L 5 OBR 7 1 2 0 5 5 2 10 4 4 4 7 1 0 3 3 2 4 1 5 8 1 2 . 1 0 6 3 6 2 4 5 1 3 2 1 1 4 9 8 5 8 1 0 10 9 9 3 1 0 2 
L 5 CUI OBR - 7 3 2 5 8 2 7 1 1 4 4 3 9 2 7 4 1 1 8 1 0 0 1 2 . 5 6 6 7 1 7 4 9 7 3 5 6 7 5 2 4 0 8 9 1 8 4 2 7 1 6 6 
L E N A * 1 OBR 6 7 7 6 2 4 4 9 2 8 7 5 6 1 2 5 1 1 3 1 7 1 2 . 0 2 3 2 9 6 4 4 3 0 1 4 5 5 2 4 7 0 5 2 15 2 9 6 9 5 4 
LCOSVQ OBR 7 5 5 9 5 3 6 12 2 6 3 7 8 6 4 7 0 4 2 4 9 1 2 . 6 5 4 0 1 5 5 0 6 0 8 6 4 5 0 9 4 4 7 9 5 5 0 5 7 9 4 
L44J-1M OBR 7 1 1 2 9 9 2 10 1 3 2 1 3 7 3 0 1 9 1 4 5 1 2 . 3 4 6 5 0 4 4 7 5 3 3 5 3 5 2 3 3 5 1 2 и 0 8 7 6 0 4 
приложение I (продолжение) 
Name H ( y > H ( y l , y 2 ) H ( y l / y 2 ) H ( x , у ) H ( у / к ) H (x / у ) K1 
L 4 4 Q U I C K OBR 7 1 8 5 6 6 2 1 0 4 0 0 8 5 0 3 . 2 1 5 1 8 8 1 2 2 2 2 5 2 0 4 6 2 9 3 6 9 5 0 3 6 8 5 8 1 0 1 7 9 2 2 9 
MAE • B R 7 5 2 9 5 3 7 1 2 1 7 6 5 1 9 4 6 4 6 9 8 1 11 9 4 9 4 7 9 4 3 5 6 3 2 9 4 4 1 9 9 4 2 5 8 8 0 7 8 6 
MMSE MOD OBR 7 5 2 6 6 3 3 1 2 1 3 4 9 6 8 4 6 0 8 3 3 5 1 2 0 5 8 9 2 7 4 4 6 5 7 7 6 4 5 3 2 2 9 4 5 9 1 7 0 8 4 
LENAROM OBR 7 1 2 1 3 1 1 1 0 4 3 1 3 1 3 3 . 3 1 0 0 0 3 1 2 1 1 1 3 3 B 4 5 1 8 1 8 7 4 9 9 0 0 2 7 1 0 9 8 3 6 1 7 
LENNA1 OBR 7 5 8 6 1 6 5 1 2 1 5 8 9 6 4 4 5 7 2 7 9 9 1 2 4 6 8 9 4 6 4 8 7 5 7 9 6 4 8 8 2 7 8 2 5 1 7 2 9 4 4 
LENNA NO OBR 7 5 7 5 3 5 6 1 2 7 5 9 2 6 7 5 . 1 8 3 9 1 1 1 2 0 7 4 7 8 4 4 4 8 1 6 3 4 4 4 9 9 4 2 8 5 3 0 8 0 4 5 
V 4 4 C U I 5 OBR 6 8 4 1 8 4 6 1 0 9 3 7 1 4 3 4 0 9 5 2 9 7 1 3 9 5 8 1 4 8 6 3 6 4 9 9 7 7 1 1 6 3 0 1 14 4 7 6 9 2 1 
ZON OBR 7 5 9 0 3 9 8 1 2 5 9 0 4 3 0 5 0 0 0 0 3 2 11 1 1 5 4 0 0 3 5 2 2 2 5 0 3 5 2 5 0 0 2 5 1 2 0 0 2 1 
L - L I N T OBR 4 114-268 8 0 6 3 6 4 2 3 9 4 9 3 7 4 11 5 2 2 9 7 1 3 9 2 9 8 2 0 7 4 0 8 7 0 3 4 8 5 7 1 6 4 8 
L - L O V L I P OBR 4 2 4 5 0 1 1 8 3 1 7 6 3 8 4 0 7 2 6 2 7 11 4 8 4 1 4 7 3 8 9 0 9 9 6 7 2 3 9 1 3 6 4 6 9 3 7 3 6 6 
L E N I N T 9 OER 7 5 8 8 8 6 5 1 2 6 8 4 4 4 2 5 0 9 5 5 7 7 1 2 2 6 8 1 5 B 4 6 7 5 0 0 7 4 6 7 9 2 9 3 5 1 3 9 1 8 9 
L E N L B G . OBR 7 1 8 8 4 5 6 1 0 3 5 8 6 2 1 3 1 7 0 1 6 5 1 2 2 1 3 2 8 0 4 6 2 0 1 2 9 5 0 2 4 8 2 4 1 0 1 4 4 3 0 0 
LOVLAF'IP OBR 7 2 6 2 6 2 7 1 0 9 1 4 4 5 4 3 . 6 5 1 8 2 7 1 2 1 3 6 6 2 5 4 5 4 3 4 7 4 4 8 7 3 9 9 8 9 2 1 7 1 6 1 
S - S C L L B G OBR 4 1 5 1 8 5 6 8 1 4 2 5 9 4 3 9 9 0 7 3 B 11 6 3 4 9 9 4 4 0 4 1 8 4 3 7 4 B 3 1 3 8 4 8 1 0 1 8 0 0 
S O V L A P I P OBR 7 3 7 6 9 6 8 1 0 8 3 9 5 7 B 3 4 6 2 6 1 0 14 3 4 0 4 8 6 6 7 4 7 3 3 6 6 9 6 3 5 1 9 7 7 8 7 9 0 2 
L 4 4 3 2 0 OBR 7 4 3 8 6 7 2 11 4 2 0 2 8 1 3 . 9 8 1 6 0 9 1 2 2 8 2 8 0 4 4 6 8 9 6 5 4 4 8 4 4 1 3 2 7 0 1 6 5 9 6 
MT64 8 . OBR 7 6 0 1 0 8 6 1 3 0 7 3 6 3 9 5 4 7 2 5 5 2 11 3 7 8 5 3 5 3 7 8 5 3 8 5 3 7 7 7 4 4 9 4 9 8 6 4 2 3 
M U L T I - V Q . OBR 7 5 6 7 6 6 2 1 2 6 4 7 3 2 6 5 0 7 9 6 6 4 12 1 7 1 3 7 3 4 5 7 B 2 2 2 4 6 0 3 7 1 1 5 4 0 4 2 2 8 
L N - 1 6 - 3 2 . OBR 4 2 1 8 3 4 1 8 2 7 2 5 8 5 4 0 5 4 2 4 4 11 4 4 6 9 0 1 3 8 5 3 7 5 0 7 2 2 8 5 5 9 4 7 2 7 0 7 3 5 
L E N 8 - N 0 R OBR 7 5 7 1 0 1 0 1 2 6 8 7 0 9 5 5 1 1 6 0 8 5 1 2 2 1 7 0 0 3 4 6 2 3 8 5 2 4 6 4 5 9 9 3 5 3 6 2 3 7 5 
K D I 5 1 2 C L OBR 5 4 8 7 9 7 8 9 8 1 7 3 7 6 4 3 2 9 3 9 8 1 2 7 8 6 7 8 6 5 1 9 3 6 3 6 7 2 9 8 8 0 9 3 1 4 0 0 2 8 1 
L 1 0 2 4 C L S OBR 7 4 8 3 1 7 8 1 2 0 3 8 2 3 8 4 5 5 5 0 6 0 11 9 6 1 2 8 7 4 3 6 8 1 3 6 4 4 7 8 1 0 9 6 4 6 0 2 8 0 
L I 2 8 ELK OBR 6 9 4 6 3 5 7 1 0 4 2 9 5 9 3 3 4 8 3 2 3 6 1 2 3 3 5 3 9 5 4 7 4 2 2 4 4 5 3 8 9 0 3 8 13 1 7 0 5 4 3 
L 2 3 _ 6 4 OBR 6 0 8 6 5 4 6 8 1 2 8 9 5 9 2 0 4 2 4 1 3 11 0 8 5 0 1 0 3 4 9 1 8 5 9 4 9 9 8 4 6 4 2 3 9 1 8 1 7 3 
L 5 1 2 C L 8 OBR 7 3 9 5 9 7 7 11 5 6 7 3 7 4 4 1 7 1 3 9 7 1 2 2 4 0 4 9 2 4 6 4 7 3 4 1 4 8 4 4 5 1 5 7 5 5 0 2 8 8 
QWLEN1 OBR 7 6 3 5 0 7 4 1 3 0 6 8 3 3 9 5 4 3 3 2 6 4 1 2 1 8 0 6 3 3 4 5 8 7 4 8 2 4 5 4 5 5 5 8 4 5 6 1 5 7 2 
QWLEN1H OBR 7 6 3 2 9 0 1 1 2 9 8 2 1 2 3 5 3 4 9 2 2 2 1 2 2 3 1 9 4 0 4 6 3 8 7 8 9 4 5 9 9 0 3 9 4 5 8 8 7 3 7 
QWLEN1H2 OBR 7 6 3 0 3 6 8 1 2 9 5 2 6 9 5 5 3 2 2 3 2 7 1 2 2 7 7 1 8 8 4 6 8 4 0 3 7 4 6 4 6 8 2 0 4 6 2 0 3 9 7 
1 d r 16 o b r 7 2 5 2 5 7 2 8 6 8 6 5 2 0 1 4 3 3 9 4 8 1 2 0 1 5 4 9 7 4 4 2 2 3 4 7 4 7 6 2 9 2 5 9 3 4 - 2 8 4 9 
LJ 
приложение I ( п р о д о л ж е н и е ) 
Name M S i gma s q r ( S i gma) Gamma 1 G=tmma2 Gamma3 D 
L e n n a o b r 9 9 0 0 1 8 0 1 5 2 8 5 0 0 3 1 2 7 9 3 1 2 5 8 2 1 - - - 0 3 2 1 6 5 6 
L R 2 OBR 1 0 2 0 9 3 7 5 0 5 8 9 5 4 8 8 7 3 4 7 5 6 7 8 7 1 1 9 6 7 6 1 0 0 1 6 . 8 3 9 0 9 6 10 7 7 4 3 2 4 0 9 5 6 0 5 9 
LR4 • BR 1 0 0 7 0 7 0 3 1 5 5 9 5 9 1 8 0 3 1 3 1 4 2 9 7 9 4 15 6 0 3 9 4 4 2 2 . 7 6 6 9 4 0 2 7 5 1 7 2 9 0 8 9 9 6 1 2 
LR8 • BR 9 8 3 2 1 2 8 9 5 4 3 5 5 6 0 3 2 9 5 4 5 3 1 5 3 9 21 5 3 6 1 3 0 2 8 . 6 9 9 1 2 6 0 7 0 2 0 8 1 0 8 2 9 7 8 8 
LR9 • B R 9 8 6 7 7 7 3 4 5 3 8 0 7 9 5 9 2 8 9 5 2 9 6 5 0 5 2 2 7 3 9 7 8 1 2 9 9 0 2 7 7 8 ' 0 5 3 2 1 3 5 0 8 1 9 0 6 6 
L R 1 0 OBR 9 8 4 0 2 0 5 4 5 3 7 3 3 3 2 2 2 8 8 7 2 6 9 8 5 6 2 3 5 0 8 7 9 1 3 0 . 6 7 1 7 8 7 0 4 4 5 7 8 0 0 8 0 4 6 3 0 
LR11 • B R 9 8 6 0 3 4 0 9 5 3 . 2 0 9 7 0 8 2 8 3 1 2 7 3 0 5 9 2 4 3 0 4 4 5 3 3 1 . 4 6 7 4 5 0 0 3 7 1 1 5 4 0 7 9 0 5 6 3 
L R 1 2 OBR 9 8 9 6 9 2 6 9 5 3 2 2 1 3 8 6 2 8 3 2 5 1 5 9 6 2 2 5 2 7 5 3 7 1 3 2 . 4 3 8 3 6 7 0 2 9 6 7 9 9 0 7 8 3 4 5 3 
L R 1 3 OBR 9 8 6 0 5 4 5 3 5 3 1 3 6 1 8 2 2 8 2 3 4 5 3 8 7 6 2 5 8 5 9 5 7 4 3 3 . 0 2 2 5 7 0 0 2 5 9 4 4 3 0 7 7 3 2 0 4 
LR14 OBR 9 8 7 5 7 5 6 8 5 3 . 1 3 0 9 5 1 2 8 2 2 8 9 7 9 2 2 2 6 5 1 0 7 7 9 3 3 6 7 3 7 7 5 0 2 2 3 3 1 7 0 7 6 4 9 1 8 
L R 1 5 OBR 9 8 8 5 8 0 1 7 5 2 9 9 7 4 3 3 2 8 0 8 7 2 7 9 3 3 2 7 0 9 2 1 5 2 3 4 . 2 5 5 1 4 8 0 1 9 5 3 3 7 0 7 5 4 3 9 2 
L R 1 6 OBR 9 8 4 8 0 7 1 3 5 3 0 1 0 9 2 4 2 8 1 0 1 5 8 0 7 5 2 7 6 3 9 2 0 1 3 4 . 8 0 2 1 9 7 0 1 7 2 2 1 9 0 7 4 6 6 4 5 
L R 3 2 OBR 9 8 5 1 2 5 7 3 5 2 9 0 8 3 9 8 2 7 9 9 2 9 8 5 4 8 3 3 5 7 5 0 3 2 4 0 . 7 3 8 0 2 8 0 0 4 3 9 0 3 0 6 4 3 4 8 3 
LR64 OBR 9 8 5 1 3 3 6 7 5 2 8 6 6 3 8 3 2 7 9 4 8 5 4 4 9 7 3 9 2 2 9 6 8 4 4 6 . 3 9 2 6 8 0 0 0 1 1 9 4 1 0 5 3 0 3 0 6 
L R 1 2 8 OBR 9 8 4 9 2 7 9 8 5 2 8 5 1 0 1 4 2 7 9 3 . 2 2 9 6 B 4 4 3 . 9 3 4 6 0 2 5 1 . 0 9 7 5 9 9 0 0 0 4 0 4 1 0 4 1 8 2 2 0 
L R 1 9 2 OBR 9 8 7 6 5 3 0 5 5 2 8 5 5 1 6 1 2 7 9 3 . 6 6 8 0 4 7 4 7 2 6 3 5 6 6 5 4 . 4 2 6 5 6 2 0 0 0 1 8 7 8 0 . 3 6 7 3 5 0 
L R 2 5 0 OBR 9 8 9 7 4 8 8 4 5 2 8 5 5 4 0 6 2 7 9 3 6 9 3 9 4 9 5 6 7 0 1 6 1 7 6 3 . 8 6 4 6 1 3 0 0 0 0 2 1 4 0 3 2 6 7 0 0 
L N S 1 0 OBR 9 1 1 6 8 3 9 6 4 3 6 6 8 9 6 6 1 9 0 6 9 7 8 6 3 1 15 6 2 2 8 8 1 2 2 7 8 5 8 7 7 2 7 3 9 7 5 6 0 8 3 5 2 1 7 
L N 8 1 2 OBR 9 2 3 9 9 8 4 1 4 4 7 2 0 6 3 1 1 9 9 9 9 3 4 8 2 3 16 2 7 8 1 6 2 2 3 . 4 4 1 1 5 8 2 3 5 6 0 4 6 0 8 0 7 6 5 3 
LNS14 OBR 9 0 6 4 1 8 4 6 4 1 6 0 1 3 9 1 1 7 3 0 6 7 5 7 4 2 14 2 8 6 7 3 9 2 1 4 4 9 7 3 5 3 7 2 6 7 1 4 0 7 9 5 9 8 3 
LSDN9 OBR 9 9 3 2 4 6 0 0 5 1 9 1 8 1 9 3 2 6 9 5 4 9 8 7 1 5 21 2 5 1 6 4 1 2 8 . 4 1 4 6 3 7 0 7 4 9 6 1 1 0 6 5 6 4 9 6 
LSDN15 OBR 9 8 7 4 5 6 8 2 5 2 9 4 6 6 8 8 2 8 0 3 3 5 1 8 1 1 2 8 0 3 3 2 2 3 3 5 1 9 6 2 1 9 0 1 5 7 2 8 2 0 6 9 6 2 1 4 
LDNSK16 OBR 9 9 3 9 1 5 2 5 5 2 6 7 9 5 5 6 2 7 7 5 1 3 5 6 0 3 2 7 5 3 1 1 1 6 3 4 . 6 9 4 1 1 2 0 1 7 6 5 5 8 0 6 1 2 3 2 5 
3 2 9 6 _ C U I OBR 9 8 6 2 7 4 7 2 4 9 5 2 9 9 9 3 2 4 5 3 2 2 0 2 3 2 16 0 1 4 8 2 1 2 3 . 1 7 7 8 1 7 2 5 0 3 3 2 9 0 5 0 0 8 4 1 
L I OBR 9 8 6 5 6 9 5 2 5 1 5 2 2 2 2 5 2 6 5 4 5 3 9 6 3 6 19 4 7 7 5 8 1 2 6 . 6 4 0 5 7 7 1 1 2 7 8 2 6 0 6 0 0 8 9 2 
LN5 OBR 9 8 9 7 2 1 0 7 5 1 5 9 7 2 1 9 2 6 6 2 2 7 3 0 5 6 2 0 0 9 3 4 5 3 2 7 . 2 5 6 4 4 9 0 9 7 8 7 1 1 0 5 7 4 5 6 8 
L 5 OBR 9 8 6 8 5 8 6 7 5 1 5 9 9 5 4 2 2 6 6 2 5 1 2 7 5 6 19 7 3 0 8 9 5 2 6 . B 9 3 8 9 1 1 0 6 3 9 2 4 0 5 8 4 4 8 0 
L5 CUI OBR 9 8 6 4 3 9 5 1 5 0 4 5 5 8 2 5 2 5 4 5 7 9 0 2 5 2 17 7 3 3 9 9 0 2 4 . 8 9 6 9 8 6 1 6 8 5 0 0 4 0 4 8 5 2 3 8 
LENA#1 OBR 9 8 8 6 1 4 5 0 5 0 4 4 2 3 3 1 2 5 4 4 4 2 8 7 4 1 17 2 4 4 9 1 9 2 4 . 4 0 7 9 1 5 1 8 8 5 8 5 4 0 6 8 6 0 8 5 
LCOSVQ OBR 9 9 0 0 8 0 1 1 5 0 8 2 3 8 9 7 2 5 8 3 0 6 8 5 2 4 17 9 5 3 4 9 5 2 5 1 1 6 4 9 1 1 6 0 1 9 5 6 0 4 1 1 9 6 9 
L 4 4 J 1 M OBR 9 9 0 1 7 1 8 1 5 0 6 5 0 6 1 5 2 5 6 5 4 8 4 7 5 1 18 3 6 7 5 9 1 2 5 5 3 0 5 8 7 1 4 5 6 2 6 7 0 6 2 2 6 0 7 
со 
со 
со 
приложение I (продолжение) 
Name M S i gma s q r < S i g m a ) Gamma 1 G a m m a 2 Gamma3 D 
L 4 4 Q U I C K OBR 9 8 5 4 2 8 4 7 5 1 6 8 1 4 2 2 2 6 7 0 9 6 9 3 5 6 16 9 4 3 3 6 6 2 4 1 0 6 3 6 2 2 0 2 1 4 5 2 0 5 9 8 1 0 1 
МАЕ OBR 9 8 8 9 3 4 6 3 5 2 3 4 5 2 1 0 2 7 4 0 0 2 0 9 6 8 2 2 5 4 4 4 1 7 2 9 7 0 7 4 1 3 0 5 5 6 6 1 9 0 4 1 9 1 2 7 
MMSE_MQD OBR 9 8 7 4 - 9 1 7 6 5 2 0 8 7 0 4 1 2 7 1 3 0 5 9 8 9 0 2 2 4 7 2 7 9 6 2 9 6 3 5 7 9 2 0 5 6 5 8 7 5 0 4 2 3 9 5 8 
LENAROM OBR 9 8 . 7 1 8 6 8 9 5 1 6 4 0 2 5 1 2 6 6 6 7 1 5 4 8 1 19 7 2 1 3 7 9 2 6 8 8 4 3 7 5 1 0 6 6 2 5 7 0 5 8 6 2 5 0 
LENNA1 OBR 9 6 9 5 0 6 3 8 5 2 1 4 0 1 3 7 2 7 1 8 5 9 3 9 2 3 18 5 1 6 0 2 9 2 5 6 7 9 0 2 5 1 4 0 7 3 3 4 0 4 2 8 4 0 3 
LENNA N0 OBR 9 8 5 0 8 7 1 3 5 1 8 0 4 8 2 6 2 6 8 3 7 4 0 0 0 6 2 1 7 0 7 1 3 8 2 8 8 7 0 1 3 4 0 6 7 4 9 7 3 0 3 5 2 0 1 1 
V 4 4 C U 1 5 OBR 9 4 9 1 5 3 1 4 3 5 2 4 5 6 3 5 1 2 4 2 2 5 4 7 6 1 4 9 9 2 1 2 8 1 2 1 5 5 1 2 4 3 1 6 8 0 1 4 6 0 4 8 8 0 8 8 
Z0N OBR 9 9 0 0 0 6 2 6 5 2 6 5 7 5 1 7 2 7 7 2 8 1 4 1 3 2 2 7 9 5 9 0 7 7 3 5 1 2 2 0 7 3 0 1 5 9 9 9 0 0 3 7 4 9 9 6 
L - L I N T OBR 6 1 4 6 9 8 8 9 1 5 7 0 2 1 8 3 8 5 1 0 2 9 0 3 7 0 9 7 2 7 5 3 3 9 6 8 9 1 8 1 2 7 0 7 0 5 0 6 3 2 8 
L - L 0 V L I P OBR 6 7 8 8 3 0 0 8 2 1 7 7 0 2 6 7 5 3 0 6 2 2 0 4 2 2 5 8 5 7 5 8 5 5 8 1 9 0 7 2 8 0 4 1 0 4 9 0 9 2 2 
L E N I N T 9 OBR 9 9 0 4 9 2 4 0 5 1 8 0 7 8 8 1 2 6 8 4 0 5 6 4 9 0 2 0 1 5 1 1 6 4 2 7 3 1 4 1 6 1 0 9 6 5 7 9 2 0 3 6 3 0 5 3 
LENLBG OBR 9 8 6 3 2 0 8 0 5 1 5 0 8 8 8 3 2 6 5 3 1 6 5 0 5 0 19 5 2 5 1 9 8 2 6 6 8 8 1 9 4 1 1 1 5 5 2 7 0 6 0 3 7 2 9 
LOVLAF'IP OBR 9 8 . 5 6 6 6 6 6 5 1 3 1 0 3 0 2 2 6 3 2 7 4 7 1 1 2 2 0 4 4 1 9 7 4 2 7 6 0 4 9 7 0 0 9 0 3 2 3 9 0 5 4 3 5 2 2 
S - S C L L B G OBR 6 3 0 5 7 1 0 6 4 1 3 6 1 5 4 1 1 3 4 4 6 2 0 4 2 4 8 1 9 7 5 8 7 8 1 5 9 0 6 8 1 3 6 8 0 5 0 1 1 5 8 
S O V L А Р I P OBR 9 6 5 1 4 0 6 9 5 4 1 4 0 4 2 4 2 9 3 1 1 8 5 4 7 1 3 4 5 5 6 6 2 1 0 6 1 8 6 5 8 4 5 1 2 6 7 2 6 0 5 6 7 1 7 4 
L 4 4 J 3 2 0 OBR 9 8 6 5 3 0 1 5 5 1 8 6 6 7 1 4 2 6 9 0 1 5 6 0 6 0 2 0 8 2 7 9 8 8 2 7 9 9 0 9 8 4 0 8 2 6 4 2 1 0 5 0 2 2 9 9 
МТ64 8 OBR 9 8 6 7 9 7 0 3 5 2 6 6 1 0 7 2 2 7 7 3 1 8 8 5 3 2 2 8 1 1 2 5 0 6 3 5 2 7 5 5 0 2 0 1 5 4 4 3 6 0 3 1 5 9 3 1 
MULTI-VQ OBR 9 8 9 9 3 6 9 8 5 2 2 7 1 6 1 2 2 7 3 2 3 2 1 4 1 7 2 2 7 8 6 2 6 0 2 9 9 4 9 2 5 6 0 5 2 6 4 7 0 0 3 6 5 0 4 2 
L N - 1 6 - 3 2 OBR 6 6 9 1 0 2 5 7 8 5 6 1 8 1 6 1 7 1 9 5 8 3 0 4 - 2 3 9 8 1 7 5 8 6 9 7 7 9 0 6 9 8 8 8 5 0 4 9 3 2 2 0 
L E N 8 - N 0 R OBR 9 8 5 1 4 8 9 3 5 1 5 9 5 0 2 6 2 6 6 2 0 4 6 7 4 5 2 1 1 5 5 8 2 3 2 8 3 1 8 8 1 9 0 7 6 6 3 3 3 0 3 6 0 4 8 9 
K D I 5 1 2 C L OBR 1 0 9 B 2 1 7 3 2 16 3 1 1 5 3 0 2 6 6 0 6 6 0 1 4 5 9 9 0 2 2 0 1 3 1 5 3 2 1 6 2 5 1 7 5 4 9 5 0 4 5 8 8 2 5 
L 1 0 2 4 C L S OBR 9 8 6 5 7 0 2 8 5 2 1 5 8 6 0 7 2 7 2 0 5 2 0 2 6 4 6 4 5 8 7 2 2 9 8 0 8 8 6 8 0 5 4 3 7 6 7 0 4 3 0 6 1 8 
L I 2 8 BLK OBR 9 8 6 3 7 1 4 6 5 1 2 5 3 7 9 6 2 6 2 6 9 5 1 6 1 9 13 8 2 3 7 6 5 2 0 9 8 6 7 6 1 4 1 4 5 9 4 5 0 5 6 4 5 9 5 
L 2 3 6 4 OBR 9 8 5 1 1 7 9 5 5 1 7 2 2 7 2 8 2 6 7 5 2 4 0 6 1 4 2 0 5 0 6 0 7 3 2 7 6 6 9 0 6 9 0 8 9 0 0 0 6 0 7 4 4 6 9 8 
L 5 1 2 _ C L 3 OBR 9 8 5 9 4 7 2 7 5 1 8 0 8 5 3 7 2 6 8 4 1 2 4 5 4 1 2 0 6 8 8 3 1 9 2 7 8 5 1 3 1 5 0 8 5 3 4 3 0 0 4 7 8 5 7 5 
QWLEN1 OBR 9 9 0 3 6 2 7 0 5 2 8 4 2 6 8 3 2 7 9 2 3 4 9 1 6 4 2 3 2 0 6 1 9 3 3 0 3 6 9 1 8 9 0 4 7 7 9 4 8 0 3 2 0 8 4 2 
QWLEN1H OBR 9 9 0 3 4 0 1 2 5 2 7 5 1 3 0 0 2 7 8 2 6 9 9 6 0 3 2 2 6 2 4 5 4 7 2 9 7 8 7 5 4 3 0 5 4 6 4 4 4 0 3 3 1 3 4 7 
QWLEN1H2 OBR 9 9 0 3 2 0 7 4 5 2 6 5 1 2 8 9 2 7 7 2 1 5 8 2 4 3 ^ 2 0 6 8 4 1 8 2 9 2 3 1 4 1 4 0 6 2 1 0 9 5 0 . 3 3 4 7 0 9 
1 d r 1 6 o b r 9 9 3 9 7 9 9 5 5 3 4 9 4 6 0 8 2 8 6 1 6 7 3 0 9 7 1 1 2 0 3 8 2 9 2 7 5 0 3 4 0 6 1 4 8 8 8 0 8 2 0 7 5 6 
Ы Ы 
приложение I ( п р о д о л ж е н и е ) 
Name Dl D2 R (x , у ) R ( y l , y 2 ) Бух 
L 4 4 Q U I C K . OBR 0 . 5 5 2 5 5 5 0 . 1 0 1 7 9 2 0 . 9 9 6 9 8 5 0 . 9 9 9 8 2 2 0 . 3 3 6 6 5 8 
MAE. OBR 0 . 3 8 2 8 3 3 0 . 0 5 B B 0 8 0 . 9 9 9 1 2 3 0 . 9 9 8 4 3 1 0 . 4 1 7 9 0 4 
MMSEJIOD. OBR 0 . 3 8 7 7 3 0 0 . 0 5 9 1 7 1 0 . 9 9 B 9 0 2 0 . 9 9 8 5 4 0 0 . 4 0 3 1 0 8 
LENAROM. OBR 0 . 5 3 5 1 9 8 0 . 1 0 9 8 3 6 0 . 9 9 7 2 5 5 0 . 9 9 9 7 5 5 0 3 4 2 8 2 5 
LENNA1 OBR 0 . 3 9 7 2 1 9 0 . 0 5 1 7 2 9 0 . 9 9 7 7 B 6 0 . 9 9 8 7 9 3 0 3 5 6 9 4 9 
LENNA NO. OBR 0 . 3 1 5 6 8 8 0 . 0 5 3 0 8 0 0 . 9 9 8 9 7 2 0 . 9 9 5 8 0 5 0 4 0 7 4 3 6 
V44 _ C U I 5 OBR 0 . 4 0 1 4 3 4 0 . 1 4 4 7 6 9 0 . 7 8 4 0 2 0 0 . 9 9 7 9 4 0 0 0 6 2 8 0 0 
ZON OBR 0 3 4 1 2 6 9 0 . 0 5 1 2 0 0 0 9 9 9 8 5 4 0 . 9 9 7 1 8 4 0 5 3 5 7 6 6 
L - L I N T OBR 0 0 4 0 0 7 9 0 4 8 5 7 1 6 0 5 5 5 4 3 0 0 5 3 0 0 2 2 0 0 2 4 2 9 1 
L - L O V L I P OBR 0 0 4 0 6 0 9 0 4 6 9 3 7 4 0 7 1 2 3 1 0 0 5 4 0 0 1 4 0 0 4 6 6 2 3 
LENINT 9 OBR 0 3 2 8 5 4 6 0 0 5 1 3 9 2 0 9 9 8 5 2 7 0 9 9 6 5 8 0 0 3 8 3 7 4 8 
l e n l b g OBR 0 5 5 8 9 9 2 0 1 0 1 4 4 3 0 9 9 7 0 5 7 0 9 9 9 8 3 8 0 3 3 8 2 4 3 
LOVLAPIP OBR 0 4 9 7 1 7 6 0 0 9 2 1 7 2 0 9 9 7 8 2 4 0 9 9 9 6 3 5 0 3 5 8 1 0 6 
S-BCLLBG OBR 0 0 3 8 8 0 6 0 4 8 1 0 1 8 0 4444-12 0 5 2 4 8 5 5 0 0 1 4 4 8 8 SOVLAPIP OBR 0 5 3 0 6 1 9 0 0 7 7 8 7 9 0 8 4 6 2 4 9 0 9 9 9 B 0 1 0 0 8 2 9 2 1 
L 4 4 3 2 0 OBR 0 4 6 4 7 4 2 0 0 7 0 1 6 6 0 9 9 7 9 5 1 0 9 9 9 5 0 3 0 3 6 2 0 3 9 
MT64 В OBR 0 2 8 0 0 3 0 0 0 4 9 8 6 4 0 9 9 9 7 5 7 0 9 9 2 8 9 3 0 5 0 2 5 1 9 
MULTI —VQ OBR 0 3 2 B 7 6 7 0 0 5 4 0 4 2 0 9 9 8 7 3 3 0 9 9 6 5 4 3 0 3 9 3 7 0 2 
L N - 1 6 - 3 2 OBR 0 0 3 8 9 0 1 0 4 7 2 7 0 7 .. 0 7 1 9 5 1 2 0 5 2 8 9 4 0 0 0 4 8 0 1 6 
LENS—NOR OBR 0 3 2 4 2 5 3 0 0 5 3 6 2 4 0 9 9 8 6 2 2 0 9 9 6 3 0 6 0 . 3 8 8 1 3 4 
KDI512CL OBR 0 2 1 1 1 1 2 0 3 1 4 0 0 3 0 6 6 7 0 4 0 0 9 4 9 4 4 5 0 0 3 8 7 6 4 
L 1 0 2 4 C L S OBR 0 . 3 9 1 2 9 3 0 0 6 4 6 0 3 0 9 9 9 0 1 5 0 9 9 8 5 6 8 0 .410244 
L12B_BLK OBR 0 4 9 8 5 5 2 0 1 3 1 7 0 5 0 9 9 3 8 9 3 0 9 9 9 5 0 9 0 2 9 0 2 7 6 
L23 64 OBR 0 6 6 4 4 3 8 0 .239132 0 9 9 7 2 0 8 0 9 9 9 B 4 6 0 .341714 
1-512 CLS OBR - 0 4 3 5 9 9 1 0 0 7 5 5 0 3 0 9 9 7 9 4 9 0 9 9 9 2 0 9 0 . 3 6 1 9 8 9 
QWLEN1 OBR 0 2 8 8 3 8 1 0 0 4 5 6 1 6 0 9 9 8 8 7 3 0 9 9 3 8 6 5 0 . 4 0 1 3 6 1 QWLEN1H OBR 0 2 9 9 1 B 9 0 0 4 5 8 8 7 0 . 9 9 8 7 4 5 0 994794- 0 . 3 9 4 3 1 7 QWLEN1H2 OBR 0 3 0 2 4 B 1 0 0 4 6 2 0 4 0 . 9 9 8 6 1 9 0 . 9 9 5 0 4 2 0 . 3 8 8 0 2 5 
I d r 16 obr 0 8 0 2 2 8 4 0 . 0 9 3 4 2 8 0 .998258 0 . 9 9 9 9 9 6 0 . 3 7 2 7 3 4 
Б у 1 у 2 R y / x Rc 
0 . 5 5 2 5 5 5 
0 . 3 8 2 8 3 3 
0 . 3 8 7 7 3 0 
0 . 5 3 5 1 9 8 
0 . 3 9 7 2 1 9 
0 . 3 1 5 6 8 8 
0 . 4 0 1 4 3 4 
0 . 3 4 1 2 6 9 
0 . 0 4 0 0 7 9 
0 . 0 4 0 6 0 9 
0 . 3 2 8 5 4 6 
0 . 5 5 8 9 9 2 
0 . 4 9 7 1 7 6 
0 . 0 3 8 8 0 6 
0 . 5 3 0 6 1 9 
0 . 4 6 4 7 4 2 
0 . 2 8 0 0 3 0 
0 . 3 2 8 7 6 7 
0 . 0 3 8 9 0 1 
0 . 3 2 4 2 5 3 0.211112 
0 . 3 9 1 2 9 3 
0 . 4 9 8 5 5 2 
0 . 6 6 4 4 3 8 
0 . 4 3 5 9 9 1 
0 . 2 8 8 3 8 1 
0 . 2 9 9 1 8 9 
0 . 3 0 2 4 8 1 
0 . 8 0 2 2 8 4 
0 . 3 5 5 7 4 9 
0 . 4 2 1 4 3 5 
0 . 4 0 6 6 7 0 
0 . 3 6 5 5 4 0 
0 . 3 5 7 2 7 В 
0 . 4 0 8 3 9 3 
0 . 0 6 9 6 9 6 
0 . 5 3 5 9 6 0 
0 . 0 4 4 8 3 1 
0 . 0 В 3 3 9 6 
0 . 3 8 3 9 6 5 
0 . 3 5 7 2 8 5 
0 . 3 7 4 4 0 4 
0 . 0 2 6 4 9 7 
0 . 0 6 5 3 5 1 
0 . 3 6 9 5 5 8 
0 . 5 0 1 9 9 4 
0 . 3 * 9 5 0 2 8 
0 . 0 8 6 4 3 0 
0 . 3 8 9 2 6 9 
0 . 0 5 3 6 3 4 
0 . 4 1 6 2 7 3 
0 . 3 1 7 3 0 5 
0 . 4 2 6 2 9 9 
0 . 3 7 1 6 3 9 
0 . 3 * 9 9 1 5 7 
0 . 3 < ? 2 2 6 4 
0 . 3 В 6 1 3 2 
0 . 3 * 9 0 2 3 7 
0 . 3 4 5 9 4 0 | 
0 . 4 1 9 6 6 2 
0 . 4 0 4 8 8 1 ! 
0 . 3 5 3 8 1 В 
0 . 3 5 7 1 1 3 
0 . 4 0 7 9 1 4 
0 . 0 6 6 0 6 9 
0 . 5 3 5 B 6 3 
0 . 0 3 1 5 1 0 
0 . 0 5 9 8 0 9 
0 . 3 8 3 8 5 6 
0 . 3 4 7 5 0 3 
0 . 3 6 6 0 7 3 
0 . 0 1 8 7 3 4 0.084119 
0 . 3 6 5 7 6 0 
0 . 5 0 2 2 5 6 
0: 3943 .64 
0 . 0 6 1 7 : 
0 . 3 8 8 7 0 0 | 
0 . 0 4 5 0 0 Z 
0 . 4 1 3 2 3 6 
0 . 3 0 3 1 8 9 
0 . 3 7 9 3 4 9 
0 . 3 6 6 7 5 1 
0 . 4 0 0 2 5 6 
0 . 3 9 3 2 8 В 
0 . 3 8 7 0 7 6 
0 . 3 8 1 2 8 5 
u> ы 
Ul 
приложение I (продолжение) 
Name D1 D2 R (x , у ) R ( y l , y 2 ) Gyx G y l y 2 R y / x Rc 
L e n n a o b r 0 2 8 5 3 1 0 0 0 5 0 8 5 6 - 0 9 9 3 4 1 3 1 0 0 0 0 0 0 0 2 8 5 3 1 0 0 1 1 6 9 2 3 0 2 0 9 3 6 7 
LR2 • B R 0 6 0 4 0 5 3 0 8 8 9 0 2 3 0 9 1 1 3 8 5 0 8 1 1 0 9 4 0 1 1 6 9 2 3 0 6 0 4 0 5 3 1 0 0 0 0 0 0 0 2 0 9 3 6 7 
LR4 • B R 0 5 5 0 4 7 3 0 7 7 6 6 8 2 0 9 8 5 8 6 6 0 9274-20 0 2 3 5 2 8 4 0 5 5 0 4 7 3 1 0 0 0 0 0 0 0 3 8 0 9 3 9 
LR8 • B R 0 4 9 5 9 0 2 0 6 6 2 3 4 3 0 9 9 7 7 4 5 0 9 6 5 0 7 8 0 3 5 5 7 4 9 0 4 9 5 9 0 2 1 0 0 0 0 0 0 0 5 2 4 8 0 1 
LR9 • B R 0 4 9 4 4 8 1 0 6 4 2 0 8 4 0 9 9 8 3 7 0 0 9 7 0 0 9 7 0 3 7 7 0 9 4 0 4 9 4 4 8 1 1 0 0 0 0 0 0 0 5 4 7 6 6 6 
L R 1 0 OBR 0 4 8 0 8 7 5 0 6 2 3 6 5 6 0 9 9 8 7 8 6 0 9 7 1 9 7 4 0 3 9 6 5 0 9 0 4 8 0 8 7 5 1 0 0 0 0 0 0 0 5 6 7 8 5 8 
L R U • B R 0 4 6 5 2 0 2 0 6 0 8 3 8 1 0 9 9 9 0 5 0 0 9 7 2 5 1 8 0 4 1 2 6 0 2 0 4 6 5 2 0 2 1 0 0 0 0 0 0 0 5 8 4 1 7 3 
L R 1 2 OBR 0 4 6 7 3 2 0 0 5 9 3 4 7 6 0 9 9 9 2 5 1 0 9 7 5 7 8 0 0 4 2 8 3 0 6 0 4 6 7 3 2 0 1 0 0 0 0 0 0 0 5 9 9 7 4 0 
L R 1 3 OBR 0 4 5 9 5 3 8 0 5 8 0 3 6 7 0 9 9 9 3 9 3 0 9 7 6 8 7 7 0 4 4 2 1 1 8 0 4 5 9 5 3 8 1 0 0 0 0 0 0 0 6 1 3 1 5 1 
L R 1 4 OBR 0 4 5 5 6 5 9 0 5 6 8 1 3 5 0 9 9 9 5 0 1 0 9 7 8 3 0 7 0 4 5 5 0 0 5 0 4 5 5 6 5 9 1 0 0 0 0 0 0 0 6 2 5 4 3 4 
L R 1 5 OBR 0 4 4 5 6 5 5 0 5 5 6 9 4 0 0 9 9 9 5 8 3 0 9 7 8 5 4 0 0 4 6 6 8 0 0 0 4 4 5 6 5 5 1 0 0 0 0 0 0 0 6 3 6 4 8 7 
L R 1 6 • B R 0 4 4 1 9 6 7 0 5 4 5 9 8 5 0 9 9 9 6 5 0 0 9 7 9 6 2 5 0 4 7 8 3 4 1 0 4 4 1 9 6 7 1 0 0 0 0 0 0 0 6 4 7 1 3 2 
L R 3 2 OBR 0 3 8 1 0 5 4 0 4 2 3 9 9 4 0 9 9 9 9 5 0 0 9 8 4 9 6 6 0 6 0 6 8 6 9 0 3 8 1 0 5 4 1 0 0 0 0 0 0 0 7 5 5 3 4 4 
L R 6 4 OBR 0 3 2 8 9 9 4 0 3 0 0 0 1 4 0 9 9 9 9 9 3 0 9 8 7 3 6 7 0 7 3 7 4 9 2 0 3 2 8 9 9 4 1 0 0 0 0 0 0 0 8 4 8 9 1 5 
L R 1 2 8 OBR 0 2 9 4 4 3 2 0 1 7 5 4 4 5 0 9 9 9 9 9 9 0 9 8 9 6 6 7 0 8 6 8 7 3 6 0 2 9 4 4 3 2 1 0 0 0 0 0 0 0 9 2 9 7 5 8 
L R 1 9 2 OBR 0 2 8 7 4 2 0 0 1 1 2 1 7 0 1 0 0 0 0 0 0 0 9 9 1 5 3 5 0 9 3 5 4 0 1 0 2 8 7 4 2 0 1 0 0 0 0 0 0 0 9 6 6 6 2 3 
L R 2 5 0 OBR 0 2 8 5 6 3 6 0 0 5 7 4 8 4 1 0 0 0 0 0 0 0 9 9 3 2 4 3 0 9 9 3 0 1 7 0 2 8 5 6 3 6 1 0 0 0 0 0 0 0 9 9 6 4 9 6 
L N 5 1 0 OBR 0 4 6 0 9 5 8 0 6 9 4 3 0 4 0 9 9 6 2 3 6 0 9 4 6 0 9 0 0 3 2 2 0 7 6 0 4 6 0 9 5 8 1 0 0 0 0 0 0 0 4 8 7 2 2 7 
L N S 1 2 OBR 0 4 3 9 5 7 4 0 6 5 6 7 8 5 0 9 9 7 9 3 7 0 9 5 4 2 1 9 0 3 6 1 6 0 5 0 4 3 9 5 7 4 1 0 0 0 0 0 0 0 5 3 1 1 4 5 
L N S 1 4 OBR 0 4 2 0 9 9 3 0 6 4 7 6 4 3 0 9 9 8 2 1 8 0 9 5 2 2 8 1 0 3 7 1 2 3 7 0 4 2 0 9 9 3 1 0 0 0 0 0 0 0 5 4 1 4 6 3 
LSDN9 OBR 0 5 1 6 9 6 4 0 2 8 8 8 6 5 0 9 9 9 7 5 5 0 9 9 8 6 0 5 0 5 0 1 8 1 9 0 5 1 6 9 6 4 0 6 6 9 7 7 3 ' 0 5 7 3 7 5 7 
LSDN15 OBR 0 6 4 8 5 7 0 0 1 3 5 5 7 1 0 9 9 9 6 5 0 0 9 9 9 9 3 6 0 4 7 8 2 8 1 0 6 4 8 5 7 0 0 5 2 5 1 5 3 0 5 0 0 6 2 2 
LDNBK16 OBR 0 5 9 2 0 1 3 0 0 4 9 7 8 4 0 9 9 9 9 1 5 0 9 9 9 9 3 8 0 5 7 1 1 7 8 0 5 9 2 0 1 3 0 5 7 0 5 3 3 0 5 7 0 8 5 5 
3 2 9 6 GUI OBR 0 4 5 2 5 9 4 0 0 8 8 1 3 7 0 9 9 1 4 3 0 0 9 9 9 3 2 2 0 2 6 8 0 4 4 0 4 5 2 5 9 4 0 2 7 9 0 0 3 0 2 7 3 4 1 3 
L I OBR 0 5 6 0 7 1 6 0 0 9 1 4 5 6 0 9 9 6 9 7 6 0 9 9 9 8 5 6 0 3 3 6 4 6 7 0 5 6 0 7 1 6 0 3 5 1 5 0 3 0 3 4 3 8 2 1 
LN5 OBR 0 5 2 6 3 4 2 0 1 0 1 8 1 7 0 9 9 7 4 5 5 0 9 9 9 7 4 1 0 3 4 7 7 8 4 0 5 2 6 3 4 2 0 3 6 7 5 1 7 0 3 5 7 3 7 8 
L 5 OBR 0 5 3 3 1 6 0 0 1 0 9 9 3 1 0 9 9 7 2 7 8 0 9 9 9 7 4 8 0 3 4 3 3 8 1 0 5 3 3 1 6 0 0 3 6 6 1 7 1 0 . 3 5 4 4 1 0 
L 5 CUI OBR 0 4 3 7 8 6 5 0 0 8 4 2 7 2 0 9 9 5 4 6 3 0 9 9 9 1 8 2 0 3 0 9 7 8 7 0 4 3 7 8 6 5 0 3 2 1 0 9 1 0 . 3 1 5 3 3 8 
LENAttl OBR 0 6 2 9 3 9 4 0 1 5 2 9 7 0 0 9 9 5 4 0 6 0 9 9 9 9 0 1 0 3 0 8 9 7 6 0 6 2 9 3 9 4 0 3 4 6 2 2 4 0 . 3 2 6 5 4 1 
LCOSVQ OBR 0 3 7 7 7 0 7 0 0 5 5 0 5 8 0 9 9 6 6 1 6 0 9 9 8 3 4 3 0 3 2 9 0 6 9 0 3 7 7 7 0 7 0 3 3 0 5 3 2 0 . 3 2 9 7 9 9 
L 4 4 MM OBR 0 5 7 5 5 4 5 0 1 1 0 8 7 6 0 9 9 5 5 2 9 0 9 9 9 8 6 1 0 3 1 0 7 5 9 0 5 7 5 5 4 5 0 3 3 1 7 3 6 0 . 3 2 0 9 0 5 
u> ст. 
приложение I (продолжение) 
Name К 2 K 1 2 I t x , у > I < y l , y 2 ) H ( x - y ) H ( a b s ( x - y ) ) H< x - y / у ) 
L44QUICK OBR 3 4 9 9 4 6 8 8 5 9 8 1 0 1 4 7 2 . 5 5 6 2 9 3 3 . 9 7 0 4 7 3 5 3 7 8 7 6 4 4 4 4 3 8 3 6 5 . 0 3 6 8 5 8 
МАЕ OBR 2 3 8 9 6 7 5 9 4 1 9 1 2 7 3 3 3 . 1 7 3 2 0 8 2 . 8 8 2 5 5 6 4 . 6 6 2 6 5 0 3 8 4 1 0 0 1 4 . 4 1 9 9 4 2 
MMSE MOD OBR 2 4 1 5 6 4 5 1 4 2 3 9 5 8 1 7 3 . 0 6 0 8 5 7 2 . 9 1 8 2 9 9 4 . 7 7 3 6 7 4 3 9 2 5 3 1 0 4 . 5 3 2 2 9 4 
LENAROM OBR 3 4 8 0 4 2 9 1 5 8 6 2 4 9 6 6 * ? 6 0 3 1 2 3 3 . 8 1 1 3 0 8 5 3 0 2 5 7 7 4 3 6 6 2 4 4 4 . 9 9 0 0 2 7 
LENNAi OBR 2 4 0 0 6 4 7 7 4 2 8 4 0 0 1 0 2 . 7 1 0 3 6 9 3 . 0 1 3 3 6 5 5 . 2 3 0 8 9 6 4 3 4 4 0 3 1 4 . 8 8 2 7 8 2 
LENNA NO OBR 2 0 2 5 4 5 7 9 3 5 2 0 1 1 1 2 3 . 0 9 3 7 2 3 2 . 3 9 1 4 4 5 4 . 7 7 1 6 2 2 3 8 8 2 9 1 9 4 . 4 9 9 4 2 8 
V44 GUI5 OBR 31 6 4 2 8 5 6 4 8 8 0 8 7 9 2 0 4 7 6 8 4 9 2 . 7 4 6 5 5 0 7 . 9 9 3 2 4 9 7 0 2 3 8 4 0 7 . 1 1 6 3 0 1 
ZON OBR 21 3 0 9 8 1 0 3 7 4 9 9 5 9 9 4 0 6 8 1 4 9 2 . 5 9 0 3 6 6 3 . 7 0 8 3 1 2 3 04-6592 3 . 5 2 5 0 0 2 
L - L I N T OBR 4 9 6 0 2 2 3 5 5 0 6 3 2 8 2 2 0 1 8 4 4 4 8 0 1 6 4 8 9 4 7 6 8 3 8 2 8 7 6 1 6 4 7 0 7 . 4 0 8 7 0 3 
L - L O V L I P OBR 4 8 0 1 4 7 6 4 4 9 0 9 2 1 6 2 0 3 5 4 0 1 5 0 1 7 2 3 8 4 7 5 9 3 9 7 5 7 5 2 7 0 3 5 7 . 2 3 9 1 3 6 
L E N I N T J ? OBR 2 0 7 2 2 2 3 8 3 6 3 0 5 2 8 8 2 9 1 3 8 5 7 r> 4 9 3 2 8 8 4 9 7 9 7 5 2 4 1 1 4 2 6 8 4 . 6 7 9 2 9 3 
LENLBG OBR 3 5 2 5 8 6 2 1 6 0 3 7 2 9 4 2 2 5 6 8 3 2 7 4 0 1 8 2 9 1 5 3 3 3 0 6 2 4 3 9 6 4 9 9 5 . 0 2 4 8 2 4 
LOVLAF'IP OBR 31 7 8 4 6 6 4 5 4 3 5 2 1 6 6 2 7 1 9 1 5 3 3 6 1 0 8 0 0 5 1 7 4 1 3 1 4 2 4 5 6 0 4 4 . 8 7 3 9 9 8 
S - S C L L B G OBR 4 9 1 0 8 7 8 7 5 0 1 1 5 7 7 4 0 1 1 0 0 1 3 0 1 6 1 1 1 8 7 6 5 1 5 0 5 7 6 2 2 0 3 7 7 . 4 8 3 1 3 8 
SOVLAPIP OBR 3 2 2 5 2 6 3 6 5 6 7 1 7 3 7 1 0 6 2 9 6 3 2 3 9 1 4 3 5 8 8 2 5 4 8 1 4 7 2 6 8 6 6 2 6 . 9 6 3 5 1 9 
L 4 4 3 2 0 OBR 2 8 623244- 5 0 2 2 9 8 9 3 2 7 4 9 0 1 9 3 4 5 7 0 6 4 5 1 1 0 7 1 9 4 1 8 6 8 0 2 4 . 8 4 4 1 3 2 
MT64 8 OBR 18 2 8 9 7 5 8 3 1 5 9 3 0 9 4 3 8 1 5 7 0 2 2 1 2 8 5 3 4 3 9 2 5 3 9 1 3 1 1 9 5 2 9 3 . 7 7 7 4 4 9 
MULT I-VQ OBR 2 0 9 5 4 2 1 1 3 6 5 0 4 1 9 4 2 9 8 9 4 4 0 2 4 8 7 9 9 7 4 8 3 0 9 0 6 3 9 1 4 7 8 8 4 . 6 0 3 7 1 1 
L N - 1 6 - 3 2 OBR 4 8 2 9 6 3 4 4 4 9 3 2 1 9 5 3 0 3 6 4 5 9 1 0 1 6 4 0 9 7 7 5 5 3 4 4 1 7 4 9 6 1 3 4 7 . 2 2 8 5 5 9 
LEN8-N0R OBR 2 0 7 0 5 6 5 5 3 6 0 4 8 9 3 5 2 9 4 7 1 5 8 2 4 5 4 9 2 5 4 9 3 8 3 7 1 4 0 2 8 8 8 8 4 . 6 4 5 9 9 3 
K D I 5 1 2 C L OBR 3 8 6 4 1 4 0 1 4 5 8 8 2 5 2 0 0 2 9 4 3 4 2 1 1 5 8 5 7 9 7 7 6 5 7 3 6 6 8 0 6 7 2 6 7 . 2 9 8 8 0 9 
L 1 0 2 4 C L S OBR 2 4 7 6 1 0 1 5 4 3 0 6 1 7 5 1 3 1 1 5 0 4 2 2 9 2 8 1 1 8 4 7 3 5 7 0 4 3 9 0 5 4 3 2 4 . 4 7 8 1 0 9 
L I 2 8 BLK OBR 34 8 1 5 0 4 6 5 6 4 5 9 5 4 9 2 2 0 4 1 1 3 3 4 6 3 1 2 0 5 9 2 1 3 2 6 4 9 7 7 6 6 1 5 . 3 8 9 0 3 8 
L 2 3 6 4 OBR 4 9 1 9 4 0 0 6 7 4 4 6 9 8 3 9 2 5 9 4 6 8 7 4 0 4 4 1 3 3 5 2 5 8 3 5 0 4 3 1 8 6 5 9 4 . 9 9 8 4 6 4 
L 5 1 2 CLS OBR 2 7 7 0 3 9 1 2 4 7 8 5 7 5 3 5 2 7 4 8 6 3 6 3 2 2 4 5 8 0 5 1 2 0 6 6 3 4 2 1 2 3 1 0 4 . 8 4 4 5 1 5 
QWL.EN1 OBR 18 3 2 2 8 B 4 3 2 0 8 4 1 9 7 3 0 4 7 5 9 3 2 2 0 1 8 1 0 4 8 0 7 9 4 6 3 8 9 2 3 2 1 4 . 5 4 5 5 5 8 
QWLEN1H OBR 18 8 6 1 7 3 3 3 3 1 3 4 7 3 0 2 9 9 4 1 1 2 2 2 8 3 6 7 9 4 8 7 0 9 9 2 3 9 5 4 1 8 4 4 . 5 9 9 0 3 9 
QWLEN1H2 OBR 19 0 4 5 6 5 7 3 3 4 7 0 9 1 8 2 9 4 6 3 3 1 2 3 0 8 0 4 2 4 9 2 8 8 9 3 4 0 1 1 3 7 3 4 . 6 4 6 8 2 0 
1 d r 16 o b r 4 5 7 0 9 2 4 8 8 2 0 7 5 6 4 6 2 8 3 0 2 2 5 5 8 1 8 6 2 4 4 9 6 2 5 2 6 4 0 1 2 0 3 0 4 . 7 6 2 9 2 5 
приложение I ( п р о д о л ж е н и е ) 
Name K2 К 1 2 I ( , у > I ( у 1 , y 2 ) H <x-y> H < a b s ( x - y ) ) H x - y / y > 
L e n n a o b r IB 6 2 5 6 3 1 3 2 1 6 5 6 4 7 - 1 6 6 4 0 3 - - _ 
LR2 • B R 9 2 2 5 4 1 0 1 9 5 6 0 5 8 9 8 0 8 8 7 8 1 6 0 5 3 6 2 8 7 6 9 6 5 7 8 8 6 0 0 7 9 5 6 6 . 7 0 5 3 3 5 
LR4 OBR 8 3 8 1 4 6 9 8 8 9 9 6 1 2 2 8 1 7 8 6 5 4 7 0 9 8 3 4 4 5 5 9 7 6 7 6 6 5 0 3 3 2 3 4 5 B 0 6 6 0 4 
LR8 OBR 7 4 6 0 6 5 3 8 8 2 9 7 8 7 7 5 2 7 0 1 2 5 6 1 3 3 9 5 5 8 4 9 9 6 8 5 3 4 0 6 2 9 3 7 4 . 8 9 1 8 9 5 
LR9 OBR 7 3 0 5 7 4 9 4 8 1 9 0 6 6 3 5 2 8 6 3 3 3 2 1 4 1 5 8 6 3 4 8 5 1 7 0 9 3 8 9 1 8 4 0 4 . 7 2 9 8 1 9 
L R 1 0 OBR 71 4 1 4 2 9 5 8 0 4 6 3 0 2 8 3 0 1 0 7 5 5 1 4 4 7 7 9 7 4 6 9 7 0 4 7 3 7 6 7 0 0 4 4 . 5 B 2 3 9 6 
LR11 OBR 6 9 9 4 7 2 0 0 7 9 0 5 6 3 0 4 3 1 3 2 9 5 2 1 4 5 7 4 5 7 4 5 5 5 4 5 5 3 6 0 8 2 1 0 4 . 4 6 0 1 9 8 
LR12 OBR 6 8 8 4 6 4 5 6 7 8 3 4 5 3 0 2 3 2 5 2 1 9 1 1 5 1 9 8 1 5 4 4 2 9 5 3 6 3 4 8 8 1 5 9 4 . 3 4 0 9 6 0 
L.R13 OBR 6 7 6 7 8 5 3 0 7 7 3 2 0 4 0 7 3 3 5 7 0 6 8 1 5 4 2 7 0 0 4 3 1 9 0 1 1 3 4 0 7 7 0 9 4 . 2 3 6 0 8 3 
LR14 OBR 6 6 6 5 2 6 5 9 7 6 4 9 1 8 1 1 3 4 5 4 9 1 9 1 5 7 4 2 6 4 4 2 2 4 1 0 8 3 2 9 2 9 7 2 4 . 1 3 B 2 3 1 
L R 1 5 OBR 6 5 5 6 6 5 9 8 7 5 4 3 9 1 8 5 3 5 4 4 4 7 9 1 5 7 9 6 1 4 4 1 2 0 4 4 6 3 1 8 6 1 5 7 4 . 0 4 8 6 7 2 
LR16 OBR 6 4 6 3 1 5 2 3 7 4 6 6 4 5 0 1 3 6 3 2 1 1 6 1 6 0 5 2 7 7 3 9 9 8 2 1 2 3 1 2 5 2 3 3 3 . 9 6 1 0 3 4 
L R 3 2 OBR 5 3 3 7 3 8 3 6 6 4 3 4 8 3 0 0 4 6 0 8 0 5 0 1 7 5 5 9 1 4 2 9 9 8 9 4 5 2 2 5 2 8 3 2 2 . 9 8 5 1 0 1 
LR64 OBR 41 5 1 5 9 9 8 5 3 0 3 0 5 7 0 5 5 9 9 8 8 6 1 8 4 2 3 3 1 1 9 9 9 2 8 0 1 5 0 8 7 6 0 1. 9 9 3 2 6 5 
L R 1 2 8 OBR 2 9 6 8 3 2 7 0 41 8 2 2 0 3 7 6 5 9 6 4 4 0 1 9 4 2 2 0 3 0 9 9 9 7 6 6 0 9 9 9 7 6 6 0 . 9 9 6 7 1 1 
L R 1 9 2 OBR 2 3 9 7 5 9 8 8 3 6 7 3 5 0 1 3 7 1 0 2 6 4 3 2 0 4 1 4 4 4 0 7 8 9 1 6 4 0 7 8 9 1 6 4 0 . 4 9 0 5 0 8 
L R 2 5 0 OBR 19 2 0 9 1 9 6 3 2 6 6 9 9 9 9 7 5 4 0 1 2 9 2 1 5 3 7 2 8 0 1 7 8 6 8 4 0 1 7 8 6 8 4 0 . 0 5 3 0 2 2 
LNS10 OBR 7 6 4 7 6 0 5 8 8 3 5 2 1 7 1 6 2 4 4 5 5 6 8 1 1 2 7 3 0 5 5 8 6 0 2 9 6 5 1 0 2 5 7 3 5 . 1 4 7 5 8 3 
L N S 1 2 OBR 7 3 2 2 1 9 2 5 8 0 7 6 5 3 4 1 2 7 4 5 7 1 9 1 2 0 6 9 4 7 5 5 9 2 9 1 7 4 8 1 4 7 1 7 4 . 8 4 7 4 3 2 
LNS14 OBR 7 2 1 8 1 2 8 5 7 9 5 9 8 2 6 9 2 8 1 8 8 5 6 1 1 8 6 7 1 7 5 5 0 7 4 2 7 4 7 4 2 0 9 1 4 . 7 7 4 2 9 5 
LSDN9 OBR 4 7 2 6 8 0 5 7 6 5 6 4 9 6 0 3 3 8 1 0 3 8 9 2 9 4 1 0 4 7 3 9 2 1 4 2 8 3 0 7 8 6 4 8 3 . 7 8 2 7 6 1 
LSDN15 OBR 41 5 8 9 2 2 4 6 9 6 2 1 3 7 3 3 6 3 1 6 6 0 4 4 8 5 1 4 4 4 0 8 1 9 6 6 3 2 1 2 1 9 9 3 . 9 6 1 4 9 1 
LDNSK16 OBR 3 3 1 0 5 4 5 9 6 1 2 3 2 4 7 4 4 3 3 7 0 3 7 4 5 0 0 3 2 2 3 3 8 0 3 7 5 2 5 7 0 8 3 3 3 . 2 5 6 1 1 4 
3 2 9 6 _ C U I OBR 2 9 4 4 8 9 2 7 5 0 0 8 4 1 I B 2 0 3 5 2 9 6 3 3 0 1 6 3 1 5 9 5 5 9 7 8 5 0 0 5 6 4 3 5 . 5 5 7 8 5 5 
L I OBR 3 4 6 1 7 4 0 2 6 0 0 8 9 1 6 7 2 5 5 4 8 4 5 4 0 7 5 4 8 2 5 3 3 5 6 1 1 4 3 9 8 0 4 7 5 . 0 3 8 3 0 6 
LN5 OBR 3 3 8 1 9 2 9 1 5 7 4 5 6 8 4 3 2 6 4 0 7 7 9 3 7 8 2 0 0 8 5 2 4 9 7 9 3 4 3 2 2 0 9 3 4 . 9 5 2 3 7 2 
L 5 OBR 3 4 7 2 0 5 6 3 5 8 4 4 8 0 2 4 2 6 0 7 3 4 1 3 7 9 6 3 9 4 5 3 0 2 9 3 5 4 3 6 5 6 1 1 4 . 9 8 5 8 1 0 
L5._CUI OBR 2 8 4 7 5 4 5 8 4 8 5 2 3 7 5 1 2 3 5 2 2 6 0 3 2 0 7 7 2 7 5 5 9 7 4 5 0 4 6 5 3 9 3 9 5 . 2 4 0 8 9 1 
LENA*t 1 OBR 41 9 5 2 7 4 5 6 8 6 0 8 5 3 6 2 3 4 6 0 9 9 4 2 6 4 9 2 7 5 6 2 8 2 3 0 4 6 8 7 0 3 5 5 . 2 4 7 0 5 2 
LCDSVQ OBR 2 3 . 3 5 1 3 3 8 4 1 1 9 6 8 8 2 2 4 9 8 6 7 2 2 8 5 5 2 8 7 5 4 6 4 9 7 6 4 5 3 8 1 0 2 5 • 0 9 4 4 7 9 
L 4 4 MM OBR 3 6 6 7 4 1 4 3 6 2 2 6 0 6 8 1 2 3 5 9 6 3 8 4 0 9 3 8 4 6 5 5 6 7 2 1 1 4 6 2 0 0 0 0 5 . 2 3 3 5 1 2 
VjJ ы 
CD 
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ПРИЛОЖЕНИЕ 2 
Алгоритм классификации для 
классифицированного ВК ТВ изображений 
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Приложение 2 
Алгоритм классификации 
Алгоритм классификации состоит из двух частей: выделение пе-
репада, после чего с помощью дерева решения происходит вычитание 
изображения перепада от выделенного перепада. Алгоритм решения ап-
проксимирует каждый перепад с помощью прямых линий, обнаруживаются 
вертикальные и горизонтальные перепады. Процесс выделения перепада 
заключается в следующем. 
Допустим, X представляет блок размером рхр (к=р2) и х. . 
1 » j 
является ( i , j ) - м элементом блока. Определяем два порога Тд и 
Т , которые находятся в диапазоне от О до 1. Шесть счетчиков S r , 
S , Н , Н , Vn и VQ устанавливаются на 0 . Счетчики позволяют опре-
делить к какому блоку принадлежит х, к контурному, текстурному или 
среднеградиентному. Строятся две таблицы модифицированного гради-
ента. Эти таблицы представляют выделенную версию контура блока X. 
Горизонтальная таблица Gr размера рх(р-1) содержит информацию о 
вертикальном перепаде. Вертикальная таблица G b размера (р-1)хр 
содержит информацияю о горизонтальном перепаде. Таблицы и счетчики 
определяются следующим образом: 
2(х - х . ) 
d r= + + 1 , (П2.1 ) 
i , j i . j + i 
2(x - x , ) 
dB= + , (П2.2) 
i , j i + i , j 
которые представляют собой градиенты в горизонтальном и вертикаль-
ном направлении. Слагаемое таблицы образуется с помощью 
Gr ( i , j ) = 
1 , d r > Т е i = 1 , 2 , . . , .р 
- 1 , d < - Т j = 1 , 2 , . . , . р - 1 (П2.3) 
0, в других случаях 
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( i , j ) = 
1, dB > T e i = 1 , 2 , . . , p - 1 
-1» d < - T з = 1 , 2 , . . , . p (П2.4) 
В fc: о, в других случаях 
Счетчики S r и S b определяются как 
*— S + 1 , если | d | > Т i = 1 , 2 , . . , р , j = 1 , 2 , 
Sb <— S b + 1, если |d | > Tg i = 1 , 2 , . . , p - 1, j = 1 , 2 , . . ,p 
Нп - сумма +1 в Gr и н - сумма -1 в Gr . Аналогично, 
Yn - сумма +1 в Gb и у - сумма -1 в G0 . 
Пороги Теи T s являются функциями средней интенсивности пары 
элементов (х . , х. ) или ( х. х. .) - d .Пороги вычис-
ляются следующим образом: 
T 
s 
= I 8 ' 
I o , 
f 0,1 
l П.DPR . 
0 / d, если d < 3 0 
2 , в других случаях 
m , если d < 3 0 или d > 225 
T = ч cp cp 0,025 , в других случаях . 
С учетом того, что интенсивность меняется в диапазоне от 0 до 
225. Подходящее значение т для большинства перепадов было выбрано 
равным 0 , 2 . Приведенные выше функции Тд и Т е были найдены эврис-
тическим способом. Когда Те менялось в пределах от 0 ,05 до 0 , 3 
доля текстурных блоков увеличивалась. Было найдено, что около зна-
чения 0 ,15 Те имел перегиб, после чего увеличение происходило 
медленее. Исходя из этого порог был выбран равным 0 , 2 . Значение T s 
было выбрано равным 0 ,025, что является средним значением порога 
Вебера-Фехнера. 
Алгоритм решения работает с помощью таблиц (п2.3 и п2 .4) и 
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счетчиков. Определяеся еще два порога J g и J^. Выбор порогов J g 
и J e определяет, что является случайным изменением интенсивности и 
что нет. доводящим значением, для J g является (р - 1 ) , а для 
J - целая часть от (р/ 2 ) . Причем, перепад будет считаться положи-
тельным, если переход интенсивности происходит от большей к мень-
шей, по направлению слева направо или сверху вниз. Отрицательный 
переход определяется как переход интенсивности от меньшей к боль-
шей. Решение принимается следующим образом: блок является текстур-
ным, если S r < JgH SB< J g ;блок относится к контурному с горизон-
тальным компонентами положительной полярности, если отрица-
тельной полярности, если VQ>J e ; аналогично происходит классифика-
ция на контурный блок с вертикальными компонентами положительной и 
отрицательной полярности с помощью Нп и HQ; смешанный класс опре-
деляется так, если v > J и у > J или н > J и н > J ; если блок не 
п е О е n s O s 
содержит компоненты перепада (контура) и не является текстурным 
или смешанным, то он классифицируется как среднеградиентный. 
Если блок является контурным таблицы п2.3 и п2.4 анализиру-
ются для определения местоположения контура. Допустим, что анали-
зируется горизонтальный, а не вертикальный компонент. В этом слу-
чае мы проверяем G . Процедура заключается в подсчете в каждой 
строке числа +1 или -1 для положительных или отрицательных по-
лярностей соответственно. Индекс строки, содержащий максимальное 
число единиц, определяет местоположение перепада. Анализ Gr для 
вертикального перепада осуществляется аналогично. 
Алгоритм работает хорошо для всех классов кроме смешанного 
класса, который содержит слишком большое число блоков и при их 
расширении в увеличенном масштабе оказалось, что многие из них 
принадлежат к контурному классу. Причина заключается в следующем: 
1 - существуют довольно большая часть блоков, принадлежащих к 
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диагональным. Этот класс блоков может быть определен путем анализа 
Gr и GB одновременно. 2 - блок содержит один преобладающий перепад 
совместно с другими значительными изменениями градиента, что сби-
вает правильную работу данного алгоритма. Для этого можно улучшить 
алгоритм путем дальнейшего анализа смешанного класса и детектиро-
вания основных перепадов. 
На рис.п2.1 представлена блок-схема дерева решения при клас-
сификации на 15 классов. Здесь J g = 3, J e =2 для к = 4x4 (р = 4 ) . 
- 344 -
Рис.п2.1 Дерево решения 


