Abstract-We consider the problem of how to design and implement communication-efficient versions of parallel kernel support vector machines, a widely used classifier in statistical machine learning, for distributed memory clusters and supercomputers. The main computational bottleneck is the training phase, in which a statistical model is built from an input data set. Prior to our study, the parallel isoefficiency of a state-of-the-art implementation scaled as W ¼ VðP 3 Þ, where W is the problem size and P the number of processors; this scaling is worse than even a one-dimensional block row dense matrix vector multiplication, which has W ¼ VðP 2 Þ. This study considers a series of algorithmic refinements, leading ultimately to a Communication-Avoiding SVM method that improves the isoefficiency to nearly W ¼ VðP Þ. We evaluate these methods on 96 to 1,536 processors, and show average speedups of 3 À 16Â (7Â on average) over Dis-SMO, and a 95 percent weak-scaling efficiency on six real-world datasets, with only modest losses in overall classification accuracy. The source code can be downloaded at [1] .
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INTRODUCTION
T HIS paper concerns the development of communicationefficient algorithms and implementations of kernel support vector machines (SVMs). The kernel SVM is a stateof-the-art algorithm for statistical nonlinear classification problems [2] , with numerous practical applications [3] , [4] , [5] . However, the method's training phase greatly limits its scalability on large-scale systems. For instance, the most popular kernel SVM training algorithm, Sequential Minimal Optimization (SMO), has very little locality and low arithmetic intensity; we have observed that it might spend as much as 70 percent of its execution time on network communication on modern HPC systems [6] .
Intuitively, there are two reasons for SMO's poor scaling behavior [7] . The first reason is that the innermost loop is like a large sparse-matrix-sparse-vector multiply, whose parallel isoefficiency function scales like W ¼ VðP 2 Þ. The second reason is that SMO is an iterative algorithm, where the number of iterations scales with the problem size. When combined, these two reasons result in an isoefficiency of W ¼ VðP 3 Þ, meaning the method can only effectively use ffiffiffiffiffi ffi W 3 p processors (refer to Section 5.4.2 of [8] for W and P ).
In this paper, we first evaluate distributed memory implementations of three state-of-the-art SVM training algorithms: SMO [9] , Cascade SVM [10] , and Divide-and-Conquer SVM (DC-SVM) [11] . Our implementations of the latter two are the first-of-their-kind for distributed memory systems, as far as we know. We then optimize these methods through a series of techniques including: (1) developing a Divide-and-Conquer Filter (DC-Filter) method, which combines Cascade SVM with DC-SVM to balance accuracy and performance; (2) designing a Clustering-Partition SVM (CP-SVM) to improve the parallelism, reduce the communication, and improve accuracy relative to DC-Filter; and (3) designing 3 versions of a Communication-Efficient SVM or CE-SVM (BKM-SVM, FCFS-SVM, CA-SVM) that achieves load-balance and significantly reduces the amount of inter-node communication. Our contributions are:
(1) We convert a communication-intensive algorithm to an embarrassingly-parallel algorithm by significantly reducing the amount of inter-node communication. (2) CE-SVM achieves significant speedups over the original algorithm with only small losses in accuracy on our test sets. In this way, we manage to balance the speedup and accuracy. (3) We optimize the state-of-the-art training algorithms step-by-step, which both points out the problems of the existing approaches and suggests possible solutions. For example, FCFS-SVM achieves 2-13Â (6Â on average) speedups over distributed SMO algorithm with comparable accuracies. The accuracy losses range from none to 1.1 percent (0.47 percent on average). According to previous work by others, such accuracy losses may be regarded as small and are likely to be tolerable in practical applications. FCFS-SVM improves the weak scaling efficiency from 7.9 to 39.4 percent when we increase the number of processors from 96 to 1536 on NERSC's Edison system [6] .
BACKGROUND AND RELATED WORK
SVMs have two major phases: training and prediction. The training phase builds the model from a labeled input data set, which the prediction phase uses to classify new data. The training phase is the main limiter to scaling, both with respect to increasing the training set size and increasing the number of processors. By contrast, prediction is embarrassingly parallel and fairly "cheap" per data point. Therefore, this paper focuses on training, just like prior papers on SVM-acceleration [9] , [10] , [12] .
In terms of potential training algorithms, there are many options. In this paper, we focus on a class of algorithms we will call partitioned SMO algorithms. These algorithms work essentially by partitioning the data set, building kernel SVM models for each partition using SMO as a building block, and then combining the models to derive a single final model. In addition, they estimate model parameters using iterative methods. We focus on two exemplars of this class, Cascade SVM (Section 2.3) and Divide-and-Conquer SVM (Section 2.4). We briefly survey alternative methods in Section 2.5. Our primary reason for excluding them in this study is that they use very different approaches that are both complex to reproduce and that do not permit the same kind of head-to-head comparisons as we wish to consider here.
SVM Training and Prediction
We focus on two-class (binary-class) kernel SVMs, where each data point has a binary label that we wish to predict. Multiclass (3 or more classes) SVMs may be implemented as several independent binary-class SVMs; a multi-class SVM can be easily processed in parallel once its constituent binary-class SVMs are available. The training data in an SVM consists of m samples, where each sample is a pair ðX i ; y i Þ and i 2 f1; 2; . . . ; mg. Each X i is the ith training sample, represented as a vector of features. Each y i is the ith sample's label; in the binary case, each y i has one of two possible values, fÀ1; 1g. Mathematically, the kernel SVM training is typically carried out in its dual formulation where a set of coefficients a i (called Lagrange multipliers), with each a i associated with a sample ðX i ; y i Þ, are found by solving the following linearlyconstrained convex Quadratic Programming (QP) problem as
Subject to:
a i y i ¼ 0 and 0 a i C; 8i 2 f1; 2; . . . ; mg:
Here, C is a regularization constant that attempts to balance generality and accuracy; and K i;j denotes the value of a kernel function evaluated at a pair of samples, X i and X j . (Typical kernels appear in Table 1 .) The value C is chosen by the user. The training produces the vector of Lagrange multipliers, ½a 1 ; a 2 ; . . . ; a m . The predicted label for a new sample,X, is computed by evaluating aŝ
In effect, Eqn. (3) is the model learned during training. One goal of SVM training is to produce a compact model, that is, one whose a coefficients are sparse or mostly zero. The set of samples with non-zero a i are called the support vectors.
Observe that only the samples with non-zero Lagrange multipliers (a i 6 ¼ 0) can have an effect on the prediction result. It is worth noting that KðX i ; X j Þ is (re)computed on demand by all algorithms that use it, as opposed to computing all values once and storing them. The reason is that the kernel matrix needs Oðm 2 Þ memory, which is prohibitive for real-world applications because m is usually much larger than the sample dimension. For example, a 357 MB dataset (520,000 Â 90 matrix) [13] would generate a 2,000 GB kernel matrix. To clarify the notation, KðX i ; X j Þ means the kernel function that computes the kernel value of X i and X j . K i;j means the value at ith row and j-column of kernel matrix K, so we have K i;j = KðX i ; X j Þ.
Sequential Minimal Optimization
The most widely used kernel SVM training algorithm is Platt's Sequential Minimal Optimization algorithm [9] . It is the basis for popular SVM libraries and tools, including LIBSVM [14] and GPUSVM [15] . The overall structure of the SMO algorithm appears in Algorithm 1. In essence, it iteratively evaluates the following formulae:
Da high ¼ Ày low y high Da low :
For a detailed performance bottleneck analysis of SMO, see You et al. [16] . The most salient observations we can make are that (a) the dominant update rule is Eqn. (4), which is a matrix-vector multiply (with kernel); and (b) the number of iterations necessary for convergence will tend to scale with the number of samples, m.
All of the algorithmic improvements in this paper start essentially from SMO. In particular, we adopt the approach of Cao et al. [12] , who designed a parallel SMO implementation for distributed memory systems. As far as we know, it is the best distributed SMO implementation so far. The basic idea is to partition the data among nodes and launch a big distributed SVM across those nodes. This means all the nodes share one model during the training phase. Their implementation fits within a map-reduce framework. The two-level ("local" and "global") map-reduce strategy of Catanzaro et al. can significantly reduce the amount of communication [15] . However, Catanzaro et al. target single-node (single-GPU) systems, whereas we focus on distributed memory scaling.
Algorithm 1. Sequential Minimal Optimization
1 Input the samples X i and labels y i , 8i 2 f1; 2; . . . ; mg.
5 Update a high and a low according to Equations (6) and (7). 6 Update f i according to Equation (5), 8i 2 f1; 2; . . . ; mg
Update a high and a low according to Equations (6) and (7). 13 If b low > b high , then go to Step 6.
Cascade SVM
Cascade SVM is a multi-layer approach designed with distributed systems in mind [10] . As Fig. 1 illustrates, its basic idea is to divide the SVM problem into P smaller SVM sub-problems, and then use a kind of "reduction tree" to re-combine these smaller SVM models into a single result. The subproblems and combining steps could in principle use any SVM training method, though in this paper we consider those that use SMO. A Cascade SVM system with P computing nodes has log ðP Þ þ 1 layers. In the same way, the whole training dataset (TD) is divided into P smaller parts (TD 1 ; TD 2 ; . . . ; TD P ), each of which is processed by one sub-SVM. The training process selects certain samples (with non-zero Lagrange multiplier, i.e., a i ) out of all the samples. The set of support vectors, SV , is a subset of the training dataset (SV i TD i ; i 2 f1; 2; . . . ; P g). Each sub-SVM can generate its own SV . For Cascade, only the SV will be passed from the current layer to next layer. The a i of each support vector will also be passed to the next layer to provide a good initialization for the next layer, which can significantly reduce the iterations for convergence. On the next layer, any two consecutive SV sets (SV i and SV iþ1 ) will be combined into a new sub-training dataset. In this way, there is only one sub-SVM on the ðlog ðP Þ þ 1Þ-st layer.
Divide-and-Conquer SVM (DC-SVM)
DC-SVM is similar to Cascade SVM [11] . However, it differs in two ways: (1) Cascade SVM partitions the training dataset evenly on the first layer, while DC-SVM uses K-means clustering to partition the dataset; and (2) Cascade SVM only passes the set of support vectors from one layer to the next, whereas DC-SVM passes all of the training dataset from layer to layer. At the last layer of DC-SVM, a single SVM operates on the whole training dataset.
K-Means Clustering. Since K-means clustering is a critical sub-step for DC-SVM, we review it here. The objective of K-means clustering is to partition a dataset TD into k 2 Z þ sub-datasets (TD 1 ; TD 2 ; . . . ; TD k ), using a notion of proximity based on euclidean distance [17] . The value of k is chosen by the user. Each sub-dataset has a center (CT 1 ; CT 2 ; . . . ; CT k ). The center has the same structure as a sample (i.e., n-dimensional vector). Sample X will belong to TD i if CT i is the closest data center to X. In this work, k is set to be the number of processors. A naive version of K-means clustering appears in Algorithm 2.
Algorithm 2. Naive K-Means Clustering 1 Input the training samples X i , i 2 f1; 2; . . . ; mg. 2 Initialize data center CT 1 ; CT 2 ; . . . ; CT k randomly.
, j 2 f1; 2; . . . ; kg.
7 If d=m > threshold, then go to Step 3.
Other Methods
There are other potential algorithms for SVMs. One method uses matrix factorization of the kernel matrix K [18] . Another class of methods relies on solving the QP problem using an iteration structure that considers more than two points at a time [19] , [20] . Additionally, there are other optimizations for serial approach [9] , [21] , [22] or parallel approach on shared memory systems [15] , [23] . All of these approaches are hard to compare "head-to-head" against the partitioned SMO schemes this paper considers, so we leave such comparisons for future work.
3 RE-DESIGN DIVIDE-AND-CONQUER METHOD
Performance Modeling for Existing Methods
In this section, we will do performance modeling for the three related methods mentioned in Section 2. The related terms are in Table 2 and the proofs can be found in [7] . To evaluate the scalability, we refer to Iso-efficiency function (Section 5.4.2 of [8] ), shown in Equation (8) where
is the desired scaling efficiency (Specifically, T 1 ¼ t c W where t c is the time per flop. In this paper, to make it simple, we normalize so that t c ¼ 1. In the same way, t s and t w in Table 2 is the computation Fig. 1 . This figure is an illustration of Cascade SVM [10] . Different layers have to be processed sequentially, i.e., layer i þ 1 can be processed after layer i has been finished. The tasks in the same level can be processed concurrently. If the result at the bottom layer is not good enough, the user can distribute all the support vectors (SV15 in the figure) to all the nodes and re-do the whole pass from the top layer and to the bottom layer. However, for most applications, the result will not become better after another Cascade pass. One pass is enough in most cases.
overhead. The minimum problem size W can usually be obtained as a function of P by algebraic manipulations. This function dictates the growth rate of W required to keep the efficiency fixed as P increases. For example, the Iso-
where n is the matrix dimension for Mat-Vec-Mul). MatVec-Mul is more scalable with 2-D partitioning because it can deliver the same efficiency on more processors with 2-D partitioning (P ¼ OðW Þ) than with 1-D partitioning
Distributed SMO (Dis-SMO)
Our Dis-SMO implementation is based on the idea of Cao's paper, we also include Catanzaro's improvements in the code. The serial runtime (T 1 ) of a SMO iteration is 2 mn and its parallel runtime (T p ) per iteration is in Equation (9) . Based on the terms in Table 2 , the parallel overhead (T o ) can be obtained in Equation (10) . The scaling model is in Table 4 . This model is based on single-iteration SMO. However, the model of the completely converged SMO algorithm will be worse (i.e., the lower bound will be larger) because the number of iterations is proportional to the number of samples (Table 3 ). This will furthermore jeopardize the scalability for large-scale computation
Cascade and DC-SVM
The communication and computation Iso-efficiency functions of Cascade are in Equation (11) and Equation (12) respectively. Since V 1þlog P is the number of support vectors of the whole system, we can get that V 1þlog P ¼ QðmÞ. On the other hand, the number of training samples can not be less than the number of nodes (i.e., m ¼ VðP Þ), because we can not keep all P nodes busy. That is V 1þlog P ¼ VðP Þ. Therefore, after substituting V 1þlog P by VðP Þ in Equation (11), we obtain that the lower bound of communication Isoefficiency function W ¼ VðP 3 Þ. Because we can not predict the number of support vectors and the number of iterations on each level (i.e., V kÀ1 and L k in Equation (12)) beforehand, we can only get the upper bound for the computation Iso-efficiency function (Table 4) . For DC-SVM, since the K-means time is significantly less than the SVM time (Tables 9, 10 , 11, 12, 13, and 14), we ignore the effect of K-means on the whole system performance. Therefore, we get the Iso-efficiency function of DC-SVM by replacing V k of Cascade with m (Table 4 )
We compare with Mat-Vec-Mul, which is a typical communication-intensive kernel. Actually, the scalability of these three methods are even worse than 1D Mat-Vec-Mul, which means we need to design a new algorithm to scale up SVM on future exascale computing systems. Our scaling results in Section 5 are in line with our analysis.
DC-Filter: Combination of Cascade and DC-SVM
From our experimental results, we observe that Cascade is faster than Dis-SMO. However, the classification accuracy of Cascade is worse. DC-SVM can obtain a higher classification accuracy. Nevertheless, the algorithm becomes extremely slow (Tables 9, 10 , 11, 12, 13, and 14). The reason is that DC-SVM has to pass all the samples layer-by-layer, and this significantly increases the communication overhead. In addition, more data on each node means the processors have to do more on-chip communication and computation. Therefore, our first design is to combine Cascade with DC-SVM. We refer to this approach as Divideand-Conquer Filter (DC-Filter).
Like DC-SVM, we apply K-means in DC-Filter to get a better data partition, which can help to get a good classification accuracy [11] . It is worth noting that K-means itself does not significantly increase the computation and communication overhead (Tables 9, 10 , 11, 12, 13, and 14). For example, K-means converges in seven loops and only costs less than 0.1 percent of the total runtime for processing the ijcnn dataset. However, we need to redistribute the data after K-means, which may increase the communication overhead. On the other hand, we apply the filter function of Cascade in the combined approach. On each layer, only the support vectors rather than all the training samples will be sent to next layer, which is like a filter since SV is a subset of the original training dataset. The Lagrange multiplier of each support vector will be sent with it to give a good initialization for next layer, which can reduce the number of iterations for convergence [10] . In our experiments, the speed and accuracy of DC-Filter fall in between Cascade and DC-SVM, or perform better than both of them. DC-Filter is a compromise between these two existing approaches, which is our first attempt to balance the accuracy and the speedup.
COMMUNICATION-EFFICIENT DESIGN 4.1 CP-SVM: Clustering-Partition SVM
The node management for Cascade, DC-SVM, and DC-Filter are actually similar to each other (i.e., Fig. 1 ). Table 5 provides the detailed profiling result of a toy Cascade example to show how they work. We can observe that only 27 percent (5.49/20.1) of the total time is spent on the top layer, which makes full use of all the nodes. In fact, almost half (9.69/20.1) of the total time is spent on the bottom layer, which only uses one node. In this situation, the Cascadelike approach does not perform well because the parallelism in most of the algorithm is extremely low. The weighted average number of nodes used is only 3.3 (obtained by Equation (13)) for the example in Table 5 . However, the system actually occupies 8 nodes for the whole runtime. Specifically, the parallelism is decreasing by a factor of 2 layer-bylayer. For some datasets (e.g., Table 10 ), the lower level can be fast and converge within Qð1Þ iterations. For other datasets (e.g., Table 5 ), the lower level is extremely slow and becomes the bottleneck of the runtime performance. Therefore, we need to redesign the algorithm again to make it highly parallel and make full use of all the computing nodes
ððtime of layer lÞ Â ð#nodes of layer lÞÞ
ðtime of layer lÞ :
The analysis in this section is based on the Gaussian kernel with g > 0 because it is the most widely used case [15] . Other cases can work in the same way with different implementations. For any two training samples, their kernel function value is close to zero (expfÀgjjX i À X j jj 2 g ! 0) when they are far away from each other in euclidean distance (jjX i À X j jj 2 ! 1). Therefore, for a given sampleX, only the support vectors close toX can have an effect on the prediction result (Equation (3)) in the classification process. Based on this idea, we can divide the training dataset into P parts (TD 1 ; TD 2 ; . . . ; TD P ). We use K-means to divide the initial dataset since K-means clustering is based on euclidean distance. After K-means clustering, each sub-dataset will get its data center (CT 1 ; CT 2 ; . . . ; CT P ). Then we launch P independent support vector machines (SVM 1 ; SVM 2 ; . . . ; SVM P ) to process these P sub-datasets, which is like the top layer of the DC-Filter algorithm. After the training process, each sub-SVM will generate its own model file (MF 1 ; MF 2 ; . . . ; MF P ). We can use these model files independently for classification. For a given sampleX, if its closest data center (in euclidean distance) is CT i , we will only use MF i to make a prediction forX because the support vectors in other model files have little impact on the classification result. Fig. 2 is the general flow of CP-SVM. CP-SVM is highly parallel because all the subproblems are independent of each other. The communication overhead of CP-SVM is from K-means clustering and data distribution. CP-SVM generally is faster than the previous algorithms and its accuracy is closer to the SMO algorithm (Tables 9, 10 , 11, 12, 13, and 14). However, in terms of scalability and speed, it is still not good enough. It is worth noting that K-means itself does not significantly increase the computation and communication overhead. However, we need to redistribute the data after K-means, which may increase the communication overhead.
Communication-Efficient SVM
Based on the profiling result in Fig. 6 , we can observe that CP-SVM is not well load-balanced. The reason is that the partitioning by K-means is irregular and imbalanced. For example, processor 2 in Fig. 6 has to handle 35,137 samples while processor 7 only needs to process 9,685 samples. Therefore, we need to replace K-means with a better partitioning algorithm that balance the load while maintaining accuracy. We design three versions of balanced partitioning algorithms and use them to build the communication-efficient algorithms.
First Come First Served (FCFS) SVM
The goal of FCFS is to assign an equal number of samples m=P to each processor, where each sample is assigned to the processor with the closest center that has not already been assigned m=P samples. Centers are the locations of the first particles randomly chosen and assigned to each processor.
(Other choices of centers are imaginable, such as doing Kmeans; this is the BKM algorithm below.) The detailed FCFS partitioning method is in Algorithm 3. Lines 1-4 of Algorithm 3 is the initiation phase: we randomly pick P samples from the dataset as the initial data centers. Lines 5-15 find the center for each sample. Lines 7-13 find the best under-loaded center for the ith sample. Lines 16-22 recompute the data center by averaging all the samples assigned to each center. Recomputing the centers by averaging is optional because it will not necessarily make the results better. Fig. 3 is an example of Algorithm 3. From Fig. 4 we can observe that FCFS can partition the dataset in a balanced way. After FCFS partitioning, all the nodes have the same number of samples. Then the algorithm framework is the same as CP-SVM.
Balanced K-Means (BKM) SVM
As mentioned above, the objective of BKM partitioning algorithm is to make the number of samples on each node close to m=P (a machine node corresponds to a data center) based on euclidean distance. The basic idea of this algorithm is to slightly rearrange the results of the original K-means algorithm. We will keep moving samples from the over-loaded centers to under-loaded centers till they are balanced. The balanced K-means partitioning method is detailed in Algorithm 4. Lines 1-4 of Algorithm 4 compute the K-means clustering of all the inputs. In lines 6-8, we calculate the euclidean distance distance between every sample and every center:
is the euclidean distance between ith sample and jth center. The variable balanced is the number of samples every center should have in the load-balanced situation. After the K-means clustering, some centers will have more than balanced samples. In lines 9-26, the algorithm will move some samples from the over-loaded centers to the under-loaded centers. For a given over-loaded center, we will find the farthest sample (lines [13] [14] [15] [16] . The id of the farthest sample is maxind. In lines 17-23, we find the closest under-loaded center to sample maxind. In lines 24-26, we move sample maxind from its over-loaded center to the best under-loaded center. In lines 27-33, we recompute the data center by averaging the all the samples in a certain center. Recomputing the centers by averaging is optional. Fig. 5 is an example of Algorithm 4. After the BKM algorithm is finished and the load-balance is achieved, the algorithm framework is the same as CP-SVM. 
Communication-Avoiding SVM (CA-SVM)
For CA-SVM, the basic idea is to randomly divide the original training dataset into P parts (TD 1 ; TD 2 ; . . . ; TD P ) evenly. After partitioning, each sub-dataset will generate its own data center (CT 1 ; CT 2 ; . . . ; CT P ). For TD i (i 2 f1; 2; . . . ; P g), its data center (i.e., CT i ) is the average of all the samples on node i. Then we launch P independent support vector machines (SVM 1 ; SVM 2 ; . . . ; SVM P ) to process these P subdatasets in parallel. After the training process, each sub-SVM will generate its own model file (MF 1 ; MF 2 ; . . . ; MF P ). Like CP-SVM, we can use these model files independently for classification. For any unknown sample (X), if its closest data center is CT i , we will only use MF i to make prediction forX. The communication overheads of CP-SVM and BKM-SVM are from the data transfer and distribution in K-means like partitioning algorithm. The communication overhead of FCFS-SVM is from the FCFS clustering method. In this new method, we replace the K-means variants or FCFS with a no-communication partition. Thus, we can also directly refer it as CA-SVM (Communication-Avoiding SVM). However, this assumes that originally the dataset is distributed to all the nodes. To give a fair comparison, we implement two versions of CA-SVM. casvm1 means that we put the initial dataset on just one node, which needs communication to distribute the dataset to different nodes. casvm2 means that we put the initial dataset on different nodes, which needs no communication (Fig. 8) . All the results of CA-SVM in Section 5 are based on casvm2. CA-SVM may lose accuracy because evenly-randomly dividing does not get the best partitioning in terms of euclidean distance. However, the results in Tables 9, 10 , 11, 12, 13, and 14 show that it achieves significant speedup with comparable results.
The framework of CA-SVM is shown in Algorithm 5. The prediction process may need a little communication. However, both the data centers and test samples are pretty small compared with the training samples. Also, the overhead of single variable reduce operation is very low. This communication will not bring about significant overhead. On the other hand, the majority of SVM time is spent on the training process. Like previous work (e.g., SMO, Cascade, DC-SVM), the focus of this paper is on optimizing the training process. 
Algorithm 5. CA-SVM (casvm2 in Fig. 8 
Initial Data Distribution
The major communication overhead of CP-SVM or BKM-SVM are from three parts: (1) The distributed K-means-like clustering algorithm. (2) Before K-means, if we do not use parallel IO, we read the data from root node, then distribute the data to all the nodes; if we use the parallel IO, each node reads m=p samples. Then the algorithm does a gather operation to make the root node have all the data. (3) After the clustering part, the root node gets the redistribution information and distributes the data to all the nodes. For the parallel IO version of part (2), the reason why we have to gather all the data to the root node is that we use the CSR (Compressed Row Storage) format to store the data to reduce the redundant memory requirement. If we do not use the CSR data format, we can not process high-dimensional data sets like webspam [24] in Table 8 . Because of the CSR format implementation, we must get the global row index and data index on a single node.
For CA-SVM (casvm2 implementation) we use both parallel IO and CSR input format by assuming the sparse input matrix has been prepartitioned into P disjoint row blocks, each in CSR format. The sub-problems of CA-SVM are independent of each other. Each sub-problem generates its data center (CT 1 , CT 2 , CT 3 , ..., CT p ) and its own model (model 1 , model 2 , model 3 , ..., model p ). For an unknown test samplex, each node will get a copy ofx. Each node computes the distance betweenx and its data center. Let us use dist 1 , dist 2 , dist 3 , ..., dist p to represent the distances. If dist i is the smallest one, then we will use model i to make prediction forx. It is only necessary to do a reduction operation. In a large datacenter, we expect the user's data to be distributed across different nodes. Considering the load balance issue, we also assume the data should be distributed in a nearly balanced way. Note that even if it is not balanced, CA-SVM can still work (in a slightly inefficient way). On the other hand, from Fig. 8 , we can observe that the performance of casvm1 (serial IO) is close to the performance of casvm2 (parallel IO).
Communication Pattern 4.4.1 Communication Modeling
We only give the results because the space is limited, the detailed proofs are in [7] . The formulas for communication volume are in Table 6 . The experimental results in the table are based on the dense ijcnn dataset on 8 Hopper nodes [6] . The terms used in the formulas are in Table 2 . We can use the formulas to predict the communication volume for a given method. For example, for ijcnn dataset, m is 48,000, n is 13, and s is 4,474. We can predict the communication volume of Cascade is about 3 Â ð48000 Â 13 þ 48000 þ 4474 Â 13Þ Â 4B = 8.4 MB. Our experimental result is 8.41 MB, which means the prediction for Cascade is very close to the actual volume. have to transfer more data than Cascade. However, from Table 7 we can observe that CP-SVM is more efficient than Cascade since the volume of communication per operation is higher. Fig. 8 shows the communication and computation time for different methods applied to a subset of ijcnn. From Fig. 8 we can observe that our algorithms significantly reduce the volume of communication and the ratio of communication to computation. This is important since the existing supercomputers [26] are generally more suitable for computation-intensive than communication-intensive applications. Besides, less communication can greatly reduce the power consumption [27] . Table 6 shows that the communication volumes of DC-Filter and CP-SVM are similar. However, Fig. 8 shows that there is a big difference between DC-Filter communication time and CP-SVM time. The reason is that the communication of CP-SVM can be done by collective operations (e.g., Scatter) but DCFilter has some point-to-point communications (e.g., Send/Recv) on the lower levels (Fig. 1) .
Point-to-Point Profiling
Ratio of Communication to Computation
EXPERIMENTAL RESULTS AND ANALYSIS
The test datasets in our experiments are shown in Table 8 , and they are from real-world applications. Some of the datasets are sparse, we use CSR format in our implementation for all the datasets. We use MPI for distributed processing, OpenMP for multi-threading, and Intel Intrinsics for SIMD parallelism. To give a fair comparison, all the methods in this paper are based on the same shared-memory SMO implementation [16] . The K-means partitioning in DC-SVM, DC-Filter, CP-SVM, and BKM are distributed versions, which achieved the same partitioning result and comparable performance with Liao's implementation [28] . Our experiments are conducted on NERSC Hopper and Edison systems [6] .
Speedup and Accuracy
From Tables 9, 10 , 11, 12, 13, and 14, we observe that CA-SVM can achieve 3Â -16Â (7Â on average) speedups over distributed SMO algorithm with comparable accuracies. The Init time includes the partition time like K-means, and [29] Character Recognition 400,000 2,000 face [30] Face Detection 489,410 361 gisette [31] Computer Vision 6,000 5,000 ijcnn [25] Text Decoding 49,990 22 usps [32] Transportation 266,079 675 webspam [24] Management 350,000 16,609,143 Fig. 8 . The ratio of computation to communication. The experiment is based on a subset of ijcnn dataset. To give a fair comparison, we implemented two versions of CA-SVM. casvm1 means that we put the initial dataset on the same node, which needs communication to distribute the dataset to different nodes. casvm2 means that we put the initial dataset on different nodes, which needs no communication. the Training time includes the redistribution and the SVM training processes. For Cascade, DC-SVM, and DC-Filter, the training process includes the level-by-level (point-topoint) communications. The accuracy loss ranges from none to 3.6 (1.3 percent on average). According to previous work [18] , the accuracy loss in this paper is small and tolerable for practical applications. Additionally, we can observe that CA-SVM reduces the number of iterations, which means it is intrinsically more efficient than other algorithms. For DC-SVM, DC-Filter, CP-SVM, and BKM the majority of the Init time is spent on K-means clustering. K-means itself does not significantly increase the computation or communication cost. However, we need to redistribute the data after K-means, which increases the communication cost. Tables 15 and 16 show the results of strong scaling time and efficiency. We observe that the strong scaling efficiency of CA-SVM is increasing with the number of processors. The reason is that the number of iterations is decreasing since the number of samples (m=P ) on each node is decreasing.
Strong Scaling and Weak Scaling
The single iteration time is also reduced with fewer samples on each node. For the weak scaling results in Tables 17 and  18 , we observe that all the efficiencies of these six algorithms are decreasing with the increasing number of processors. In theory, the work load of CA-SVM on each node is constant with the increasing number processors. However, in practice, the system overhead is higher with more processors.
The weak scaling efficiency of CA-SVM only decreases 4.7percent with a 16Â increase in the number of processors. 
Efficiency of CA-SVM
Here, we use m for simplicity to refer to the problem size and P to refer to the number of nodes. To be more precise, let tðm; P Þ be the per-iteration time, which is a function of m and P ; and let iðm; P Þ be the number of iterations, a function of m and P . For Dis-SMO, we observe iðm; P Þ ¼ QðmÞ, that is, there is no actual dependence on P. Then, the total time should really be T ðm; P Þ ¼ iðm; P Þ Â tðm; P Þ:
Thus, the efficiency becomes Eðm; P Þ ¼ iðm; 1Þ Â tðm; 1Þ P Â iðm; P Þ Â tðm; P Þ :
For Dis-SMO, iðm; 1Þ ¼ iðm; P Þ, which means Eðm; P Þ ¼ tðm; 1Þ P Â tðm; P Þ :
If the per-iteration time scales perfectly-meaning tðm; P Þ ¼ tðm; 1Þ=P -the efficiency of SMO should be Eðm; P Þ ¼ 1 in theory. For CA-SVM, each node is actually an independent SVM. Thus we expect that iðm; P Þ ¼ Qðm=P Þ because each node only trains m=P samples. In other words, each node is a SMO problem with m=P samples. Therefore, iðm; 1Þ is close to P Â iðm; P Þ, which means Eðm; P Þ ¼ tðm; 1Þ tðm; P Þ :
On the other hand tðm; 1Þ is close to P Â tðm; P Þ because each node only has m=P samples. In this way, we get Eðm; P Þ ¼ P Â tðm; P Þ tðm; P Þ ¼ P:
This means the efficiency of CA-SVM is close to P in theory. Usually, we expect efficiency to lie between 0 and 1. The way we set this up is perhaps not quite right-the sequential baseline should be the best sequential baseline, not the naive (plain SMO) one. If we execute CA-SVM sequentially by simulating P nodes with only 1 node, then the sequential time would be P Â ðiðm; 1Þ=P Â tðm; 1Þ=P Þ ¼ iðm; 1Þ Â tðm; 1Þ=P:
So then Eðm; P Þ would approach 1 rather than P . Put another way, CA-SVM is better than SMO, even in the sequential case. That is, we can beat SMO by running CA-SVM to simulate P nodes using only 1 node.
The Approximation Accuracy
The Mathematical Derivation
The intuition behind the divide-and-conquer heuristic is this: Suppose we can partition (say by K-means) the m training samples into p disjoint clusters
where the samples in each D i are close together, and far from other D j . Then classifying a new sampleX may be done by (1) finding the cluster D i to whichX is closest, and (2) using the samples inside D i to classifyX (say by an SVM using only D i as training data). Since we use nearby data to classifyX, we expect this to work well in many situations.
In this section we quantify this observation as follows: Let K be the m-by-m kernel matrix, with K i;j ¼ KðX i ; X j Þ, permuted so that the first jD 1 j indices are in D 1 , the next jD 2 j indices are in D 2 , etc. Let K 1 be the leading jD 1 j-byjD 1 j diagonal submatrix of K, K 2 the next jD 2 j-by-jD 2 j diagonal submatrix, etc. Let e K ¼ diagðK 1 ; K 2 ; . . . ; K p Þ be the submatrix of K consisting just of these diagonal blocks. Then we may ask how well e K "approximates" K. In the extreme case, when e K ¼ K and all samples in each cluster have the same classification, it is natural to assign X the same classification as its closest cluster. As we will see, depending both on the kernel function KðÞ and our metric for how we measure how well e K approximates K, our algorithm for finding clusters D i will naturally improve the approximation. One can also view choosing D i as a graph partitioning problem, where K i;j is the weight of edge ði; jÞ [33] , [34] , [35] .
In the simple case of a linear kernel KðX i ; X j Þ ¼ X T i Á X j , a natural metric to try to maximize (inspired by [33] ) is
Letting X ¼ ½X 1 ; . . . ; X m , it is straightforward to show that
where
It is also known that the goal of K-means is to choose clusters to minimize the objective function J kmeans , i.e., to maximize J 1 . Since the polynomial and sigmoid kernels are also increasing functions of X T i Á X j , we also expect K-means to choose a good block diagonal approximation for them. Now we consider the Gaussian kernel, or more generally kernels for which KðX i ; X j Þ ¼ fðkX i À X j k 2 Þ for some function fðÞ. (The argument below may also be generalized to shift-invariant kernels KðX i ; X j Þ ¼ fðX i À X j Þ.) Now we use the metric
to measure how well e K approximates K, and again relate minimizing J kmeans to maximizing J 2 . The mean value theorem tells us that 
. Substituting this into the above expression for J 2 and simplifying we get
So again minimizing J kmeans means maximizing (a lower bound for) J 2 .
The Block Diagonal Matrix
For the experiment, we use 5,000 samples from the UCI covtype dataset [36] . The kernel matrix is 5,000-by-5,000 with 458,222 nonzeroes. In Fig. 9 , the first part is the original kernel matrix, the second part is the kernel matrix after clustering. From these figures we can observe that the kernel matrix is block-diagonal after clustering. Let us use Fn to represent the Frobenius norm (F-norm) and c Fn means the F-norm of the original kernel matrix. The definition of Error (kernel approximation error) is given by
The g in Table 19 is defined in the Gaussian kernel of Table 1 . From Table 19 we can observe that when g is small, the approximation error of Random method is much larger than the approximation error of Clustering method. Based on F-norm, the approximation matrix by clustering method is almost the same with the original matrix. The approximation error of Random partition is decreasing when the g is increasing. There, if we can use large g parameter in the real-world applications, the approximation error of Random partition (i.e., CA-SVM) can be very low.
Tradeoffs
CA-SVM is the only algorithm presented that can achieve nearly zero communication. Thus, CA-SVM should be the fastest one in general. However, CA-SVM also suffers the most loss in accuracy, if surprisingly little. Basically, our methods are for applications that most need to be accelerated or scaled up, and do not require the highest accuracy. For applications that require both accuracy and speed, using FCFS or BKM is a better choice. So there is a trade-off between time (communication) and accuracy.
Accuracy of CA-SVM
We conduct the following two experiments: (1) RandomAssign: assign the test sample not to the processor with the closest data center, but to a random processor. (2) SubSampling: pick random subset of 1/pth of all the data, and just use it to build an SVM for all the test samples. Let use the ijcnn dataset (Table 8) as an example. We use eight nodes and divide the dataset into 8 parts for CA-SVM. After the experiment, the accuracy of Random-Assign is 85 percent (77,987/91,701), the accuracy of Sub-Sampling is 68 percent (62,340/91,701), and the accuracy of CA-SVM is 98 percent (89,852/91,701). Sub-Sampling has the lowest accuracy because it uses a much smaller dataset (6k training samples) and thus can only build an inferior model. The difference between Random-Assign and CA-SVM is that each model of Random-Assign roughly receives the same number of test samples because it used the random assignment method. However, a test sample of CA-SVM will be sent to its closest cluster rather than a random cluster. This makes different nodes of CA-SVM have different numbers of test samples. For example, the 0th node of Random-Assign receives 11,518 test samples while the 0th node of CA-SVM only receives 5,037 test samples.
CONCLUSION
Existing distributed SVM approaches like Dis-SMO, Cascade, and DC-SVM suffer from intensive communication, computation inefficiency and bad scaling. In this paper, we design and implement five efficient approaches (i.e., DCFilter, CP-SVM, BKM, FCFS, and CA-SVM) through stepby-step optimizations. BKM, FCFS, and CA-SVM all reduce communication significantly compared to previous methods, with CA-SVM avoiding all communication. We manage to obtain a perfect load-balancing, and achieve 7Â average speedup with only 1.3 percent average loss in accuracy for six real-world application datasets. Because of faster iteration and reduced number of iterations, CA-SVM The definition of Error is in Equation (14) . Fig. 9 . We use the 5,000 samples from the UCI covtype dataset [36] for this experiment. The kernel matrix is 5,000-by-5,000 with 458,222 nonzeroes. The first figure is the original kernel matrix, the second figure is the kernel matrix after clustering. From these figures we can observe that the kernel matrix is block-diagonal after the clustering algorithm. can achieve 1068.7 percent strong scaling when we increase the number of processors from 96 to 1,536. Thanks to the removal of communication overhead, CA-SVM attains a 95.3 percent weak scaling from 96 to 1,536 processors. The results justify that the approaches proposed in this paper can be used in large-scale applications.
