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Helical strands, or helically wound cables, are made of layers of individual wires wrapped
around a common central axis. They are seen in ropes and power transmission cables.
Similar structures are also present in biological tissues in the form of helical fiber reinforced
composites. Regardless of the distinct applications, the helical wrapping in all such structures
introduces mirror asymmetry, i.e. chirality, resulting in effective properties not present in the
base material. One most prominent effect of the presence of helices is the coupling between
tension and torsion, which is widely modeled and studied in the literature. However, complex
issues arise when there is bending. First, the effective bending stiffness is difficult to estimate
and existing analytical models require careful validation. We conduct a full-fledged finite
element analysis of the bending of a single layered helical strand, with internal friction and
pretension. The effects of the pretension level, bending amplitude, and the friction coefficient
on the effective bending stiffness are elucidated. Second, in the no-slip regime, the existing
Euler-Bernoulli framework for helical strands is extended. A Timoshenko rod model is
established for helical strands, with a 6 by 6 stiffness matrix governed by five independent
elastic moduli. The model is capable of capturing the bending-shearing coupling in helical
strands due to the underlying chirality, and correctly predicting the cross section forces and
moments under several boundary value problems when compared with finite element results,
whereas the existing Euler-Bernoulli model wrongly predicts particular forces or moments to
be zero. The bending-shearing coupling is also demonstrated by the non-planar bending of
helical strands under a single transverse force, or a single bending moment. The equations
of vibration are then derived, with the eigenfrequencies and mode shapes identified. Due
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to chirality, the longitudinal and torsional modes are coupled, as are the bending-shearing
modes in the two principal directions of the cross section.
The Timoshenko rod model for helical strands is further extended by considering thermal
expansion. The finite element analysis demonstrates a coupling between thermal expansion
and torsion, due to the structural chirality, which is also incorporated into the final form of
the thermomechanical constitutive relation of helical strands. With the thermomechanical
constitutive relation, the thermoelastic waves in a helical strand are solved. With Fourier-
type heat conduction, the thermelastic wave solutions are governed by four non-dimensional
parameters: two thermoelastic coupling constants (in the longitudinal and torsional direc-
tions), a chirality parameter, and the Fourier number. The longitudinal and the torsional
waves are dispersive and damped, and are dependent on the temperature. The adiabatic-
isothermal transition of the wave propagation is dictated by the Fourier number. With
Maxwell-Cattaneo-type heat conduction, the heat propagation follows a hyperbolic differ-
ential equation, with the heat wave celerity depending on the thermal relaxation τ . The
full thermoelastic wave solutions for helical strands are governed by a sixth-order algebraic
equation. An additional non-dimensional parameter comes into play; it characterizes the
speed of heat propagation compared with that of mechanical perturbations. The solutions
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1.1 Helical strands and helical-fiber-reinforced rods
Helical strands are typically made of a straight core surrounded by multiple layers of helical
wires. The core or the helical wires can also be bundles, forming a hierarchical structure.
The structure is widely used for overhead power transmission lines and hoist ropes (Fig. 1.1).
The study of helical strands is also motivated recently by the research and development of
high-temperature, low-sag (HTLS) overhead transmission conductors, which have signifi-
cantly greater electrical current carrying capacity and lower power losses than conventional
conductors [1, 2]. In biology, bones [3] or arterial walls [4] are composed of layers of tubes,
reinforced by helically arranged fibers. Such structures are called helical-fiber-reinforced rod
in this study. The helical construction is also ubiquitous at much smaller length-scales. DNA
duplex is formed by bonding and coiling of two DNA sequences, and hence, its mechanical
properties highly resemble those of cables and ropes [5]. Carbon nanotubes can exhibit dif-
ferent extent of chirality when being formed with different inclination angles [6, 7]. Carbon
nanotubes can be assembled into yarns to achieve several favorable mechanical and electrical
properties at the same time [8]. Regardless of the distinct applications and length-scales,
all these are slender structures that show mirror asymmetry, or chirality, due to the helical
winding of the underlying fibers, or wires. While the modeling work in the dissertation study
was originally motivated by helical strands in power transmission cables, our final models
provide a unified framework that encompasses major mechanical and thermal couplings due
to chirality in both helical strands and helical-fiber-reinforced rods. In the following, we will
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mainly use helical strands to refer to both.
There are many analytical models for the mechanics of helical strands in the literature.
The goal of the models is to predict the effective mechanical response of helical strands based
on the knowledge of individual components and the assembling fashion. A common modeling
approach is to treat each helical wire as a curved thin rod [9], and then assemble the analyses
of individual wires to the cable level based on assumptions of kinematic constraints on the
wires [10–18]. As a result, the effective properties of the whole strand can be derived. Other
researchers use a semicontinuous type of model [19,20], where each layer of the helical wires
is treated as a transversely isotropic continuum. The governing equations are then derived
from 3D elasticity. The difficulty in this method lies in getting the effective elastic moduli
when the discrete wires are treated as a continuum and incorporating complicated interface
conditions into the model.
(a) (b)
Figure 1.1: Helical strands as a) overhead power transmission conductors and b) crane ropes.
Reprinted from Refs. [21,22]
The basic line of thought for these analytical studies is to derive the effective stiffnesses





















where the left hand side contains the tensile force T, the torque J and the bending moment M,
and the deformation is represented by axial elongation ∆u, rotation angle ∆φ and bending
angle ∆ψ, over a cable length of l. (AE), (JG) and (IE) represent the effective tensile,
torsional and bending stiffnesses respectively. The tension-torsion coupling is represented by
the coefficient kTJ.
For tension and torsion deformations, many analytical models exist in the literature
mainly because ropes and cables are primarily used for carrying axial loads [10,11,13,16,17,
23, 24]. There are also numerical models using the finite element method for various cable
geometries [25–31]. Experimental measurements of the deformation of cables under ten-
sile/torsional loads support the analytical and numerical predictions [30, 32–34]. However,
the extent of bending of helical strands is also important for many applications, e.g. the
reduction of residual tensile strength of conductors wrapped around a mandrel during trans-
portation [35], and the fretting fatigue of conductors from cyclic bending [36]. The bending
stiffness of overhead cables is also essential for estimating their fatigue life subjected to Ae-
olian vibration [37]. Due to the existence of internal friction, the effective bending stiffness
of helical strands is a complicated function of bending curvature, axial pretension and con-
tact conditions. Analytical models that fully consider the stick-to-slip transition of wires in
cables under bending [13, 14, 38] are based on assumptions that are yet to be examined by
numerical simulations.
As is known, the most prominent effect of chirality in helical strands is the coupling
between tension and torsion, i.e., an axial tensile load induces a twist, and an axial torque
induces an extension. This effect has been widely studied in the literature [39,40]. A model
based on the stiffness matrix in Eq. (1.1) essentially reduces the whole strand to an effective
Euler-Bernoulli rod, in that no transverse shear strain is incorporated. The tension-torsion
coupling is explicitly included in the stiffness matrix. However, there are cases where this
model is not sufficient to explain all the chiral effects in helical strands. Crossley solved the
flexural problems of helically reinforced cylinders based on 3D elasticity, and discovered that
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an extra bending moment is required to make sure the bending is planar [41, 42]. This is
another phenomenon caused by the chirality of the strands. However, as is shown in the
dissertation study, the classical Euler-Bernoulli rod model fails to predict this behavior and
a generalization of the model is required.
Moreover, thermal-mechanical couplings are reported in the literature for helices and
helical strands. Pipes and Hubert [43] studied helical nanotube/polymer arrays by modeling
them as concentric cylinders. The effective axial, circumferential and shear coefficients of
thermal expansions for carbon nanotube arrays are obtained as functions of the lay angle.
Karathanasopolous et al. analytically derived the coefficients for the thermal effect on the
axial, torsional, and radial loads on a single helix [44]. Ieşan [45,46] solved the deformation of
isotropic chiral cylinders using the equilibrium theory of Cosserat thermoelastic continuum
and found that a temperature field produced torsional effects. Thus, to account for thermal
effects, an elastic rod model needs to be further extended. In the power transmission industry,
the heat generated by electric currents is a major concern in the design and operation of power
lines [47, 48]. The amount of thermal expansion in the power lines has to be controlled to
avoid excessive sagging, which can lead to short-circuiting. Overheating also causes material
degradation in the form of strength reduction or galvanic corrosion [49]. Therefore, it is also
of industrial relevance to developing an effective rod model that incorporates both mechanical
and thermal properties.
1.2 Thermoelastic waves and hyperbolic heat
conduction
In a classical isotropic rod, the longitudinal and torsional wave celerities are
√
E/ρ, and√
G/ρ, respectively, where E is the Young’s modulus, G is the shear modulus, and ρ is
the density. However, this is only true when the thermal and elastic fields are decoupled,
which is the case when the coefficient of thermal expansion is zero, or the whole material is
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under an isothermal condition. According to the theory of thermoelasticity, the longitudinal
wave celerity under the adiabatic condition is actually slightly higher than
√
E/ρ due to
thermoelastic coupling. The coupling parameter is a function of the coefficient of thermal
expansion, the absolute temperature and the elastic moduli of the material. In the meantime,
the torsional wave celerity remains the same.
In the literature, thermoelastic wave propagations in isotropic [50–52], transversely
isotropic [53] and layered anisotropic [54] media were solved with the theory of thermoe-
lasticity [55, 56]. It was found that the phase velocities of the waves are modified due to
thermal effects and material anisotropy. Tomar et al. [57] solved time harmonic wave prop-
agation in a thermoelastic chiral medium using micropolar thermoelasticity. Temperature
field is added to the set of equations for hemitropic micropolar materials. All the waves are
found to be dispersive and the coupled dilatational waves are attenuated and temperature
dependent. However, thermoelastic waves in helical strands have not been fully investigated
except in one of our earlier papers [58], where it was assumed that there is no coupling
between torsion and temperature fields.
When thermal and elastic fields are coupled, the conventional Fourier’s law of heat con-
duction naturally leads to a paradox [59]. According to Fourier’s law, perturbations in tem-
perature is instantaneously felt infinitely faraway. With the thermoelastic coupling present,
this implies that the stress field is also perturbed infinitely faraway, i.e., the signal is prop-
agating at an infinite speed, which is not physical. The paradox is due to the fact that the
governing differential equation is parabolic. To resolve the paradox, additional terms can
be added to get a hyperbolic heat propagation. One example is the Maxwell-Cattaneo heat
conduction law, which states,
q + τ q̇ = −K∇Θ (1.2)
with q being the heat flux, K the thermal conductivity and Θ the temperature. This is a
telegraph equation. The speed of signal propagation, or typically termed speed of “second
sound”, is thus a finite value of
√
α/τ , where α is the thermal diffusivity. Here τ is the
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thermal relaxation time. It represents the time lag needed to establish the steady state of
heat conduction in an element of volume when a temperature gradient is suddenly imposed
[60]. Experimental evidence of second sound was discovered in solid helium in the last
century [61]. The value of τ is of the order of picoseconds or less for many materials. For
gases, 10−8 s − 10−10 s have been quoted [62]. For metals, it is found to be of the order of
10−14 s. Liquids and dielectric solids have τ between these ranges. Even though τ is very
small for common homogeneous materials, it has significant effect on the heat conduction over
very short time intervals, or very high heat fluxes, which are possible scenarios in problems
such as nucleate boiling, exothermic catalytic reactions, and laser pulse heating [60]. In such
scenarios, the Fourier law of heat conduction leads to significant errors [63–65]. Hyperbolic
heat conduction is also more appropriate for very low temperatures approaching absolute zero
[66]. Moreover, it is experimentally discovered that there are also many non-homogeneous
materials with relatively large τ ’s. In processed meat, the value of τ has been measured to
be 15−17 s [67]. “Experimental studies on materials with non-homogeneous inner structures
have revealed that the value of thermal relaxation τ is about 11 s for glass ballotini, 21 s for
sand, 25 s for H acid, 29 s for NaHCO3 and 54 s for ion exchanger.” [68] Therefore, for those
materials, it is critical to use the Maxwell-Cattaneo’s law of heat conduction, while there
can be apparent discrepancy between model prediction and experimental observation if the
Fourier’s law is used [67]. The Maxwell-Cattaneo’s law has been used for modeling heat
transfer in biological tissues [69], and predict temperature distributions due to mode-locked
laser trains [64]. Therefore, considering the abundance of evidence of the insufficiency of
Fourier type heat conduction, and the theoretical need to resolve the paradox of an infinite
speed of signal propagation, it is important to further study the thermoelastic waves in a
helical strand that follows Maxwell-Catteno’s law of heat conduction. Before we proceed, it
is important to note that a so-called “thermoelasticity thoery with two relaxation times” [55]
also removes the infinite propagation speed paradox. However, since the determination of
these two relaxation times is difficult, we do not pursue that theory in this thesis.
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1.3 Dissertation Overview
The dissertation is organized as follows. Chapter 2 focuses on the bending stiffness of helical
strands with internal friction and slip. A full-fledged finite element study is conducted to
reveal the effects of the bending angle, the interfacial contact condition, uniaxial tension, and
friction coefficient on the effective bending stiffness of a helical strand. Chapter 3 presents
an effective Timoshenko rod model for helical strands. The eigenfrequencies and vibration
modes are solved. The applicability of this model to a helical strand is validated with finite
element analysis. Chapter 4 generalizes the constitutive relation proposed in Chapter 3 to
obtain a unified thermomechanical model. The thermoelastic waves in a helical strand with
Fourier heat conduction are solved. Chapter 5 does a comprehensive survey of the harmonic
wave solutions to a single 1D telegraph equation. Chapter 6 extends the thermoelastic
analysis in Chapter 4 to helical strands with Maxwell-Cattaneo heat conduction.
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Chapter 2
Bending stiffness of helical strands
2.1 Introduction 1
Bending of helical strands is usually more involved to be treated mathematically because
friction, which is relatively unimportant in determining the tension/torsion stiffness, pro-
foundly affects the bending response of cables. For simplicity, most analytical studies focus
on the bending response under two extreme cases: no slip and no friction. In the no-slip
condition, there is no relative slip between the components, while in the no-friction con-
dition, the helical wires can move freely with no frictional resistance from the contacting
surfaces. The bending solutions under the no-slip or no-friction conditions are derived in
Refs. [10, 13, 14, 70]. Analytic derivations that fully consider the stick-to-slip transition of
the wires are much rarer, but have been done by Lanteigne [13] and Papailiou [14]. The two
models are largely similar. In both models, the thin rod approximation is applied to each
individual wire. The axial pretension in the cable leads to the pressure between different
layers of wires, which then causes friction. Slipping occurs at contacting regions where the
shear force divided by the normal force reaches the friction coefficient. The bending stiffness
of the cable is determined as a function of the local bending curvature and the axial tension.
In Ref. [14] an experiment was done on a multilayered ACSR conductor deformed by a mid-
point transverse load. The load-deformation curve is found to match the model prediction
closely. A follow-up work by Hong et al. [38] extends the model in Ref. [14] to multilayered
cables with the lay angle (defined as the angle between a helical wire and the axis of the
1Adapted from: D. Zhang and M. Ostoja-Starzewski. Finite element solutions to the bending stiffness of
a single-layered helically wound cable with internal friction. J. Appl. Mech. 83, 031003 (2016).
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cable, and shown in Fig. 2.1b) varying from layer to layer. Dastous [71] conducted static
and dynamic bending experiments on substation conductors. The load-deformation curves
are comparable with predictions from the model in Ref. [14]. Despite these experimental val-
idations, a full-fledged numerical study is still necessary to test the validity of assumptions
made in the analytical models.
Three-dimensional (3D) finite element models have been created to study the bending
behavior of cables. Jiang et al. [72] created a finite element model for the pure bending of a
simple single-layered cable without friction. The bending moments from the numerical sim-
ulations match the analytical solution from Costello [10]. Yu et al. [73] studied the bending
behavior of a single-layered cable under different pretension levels. The interface pressure
and friction at wire-wire contact points and wire-core contact points were investigated. Kmet
et al. [74] studied a four-layered cable bent over a saddle under tensile load both experimen-
tally and numerically. The numerical solutions of the tensile stresses are close to the values
from experiments and theories. However, we have seen no finite element modeling specifi-
cally focused on the bending stiffness of cables with friction. Plus, a comparative study of
solutions from the aforementioned stick-to-slip models with finite element simulations is still
lacking.
In this chapter, we create 3D finite element models to study a cable with one straight
cylindrical core and one layer of six helical wires, or 1+6 cable (Fig. 2.1a). To avoid
confusion, we make it clear here that the word “wire” only refers to the helical wires, the
word “core” refers to the cylindrical core, and the word “component” refers to any of the
helical wires and the core. Two different models are created. The first model bonds the
components together to get the maximum obtainable bending stiffness and compare it with
the theoretical upper bound. The second model is focused on the stick-to-slip transition of
the wires while Coulomb friction is present. The cable is deformed under a pair of bending
moments with axial pretension (Fig. 2.1b). In reality, axial tension prevents wire separation,





















Figure 2.1: Geometry of a 1+6 cable: (a)cross section and (b)lateral view. β is the lay angle.
φ is the angle from x1-direction to the radial direction that passes through the center of the
cross section of a wire.
condition, the changes of bending stiffness with curvature, tension, friction coefficient, and
contact types are studied. The numerical solutions of the second model are compared with
those based on Papailiou’s model. The chapter is organized as follows. In Section 2.2,
the analytical models of the bending stiffness of helical strands are summarized. Papailiou’s
prediction of bending stiffness is then fed into a set of ordinary differential equations from the
axially loaded beam theory, to obtain the cable response under a specific bending condition.
In Section 2.3, the two finite element models are described. In Section 2.4, the results from
the two models are presented and compared with solutions from Papailiou’s model as well
as other analytical models.
2.2 Theoretical solutions
In the mathematical modeling of bending of helically wound cables two extreme cases are
most commonly considered: no-slip and no-friction. When there is no slip between the
components, the entire cable behaves like a single solid body and the bending stiffness is
maximum, Bmax. On the other hand, if there is no friction, then the wires can slide freely.
The bending stiffness is thus minimum, Bmin.
For a cable with one layer of m helical wires, if we neglect the lay angle and assume the
core and the wires have the same material properties, then a rough estimation of Bmax and
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Bmin can be given as [75]





Bmin = mEIh + EIc (2.2)
where E is the Young’s modulus, Ih is the moment of inertia of the cross section of each
wire about its own neutral plane, Ic is the moment of inertia the cross section of the core
about its neutral plane, Ah is the area of the wire cross sections and r is the distance from
the centerline of the wires to the centerline of the core, i.e. r = rc + rh (Fig. 2.1a). The
third term in Eq. (2.1) comes from the bending stiffness of the helical wires about the axis
of the cable. Detailed considerations of the helical geometry of the wires are seen in several
analytical models [10,13,14,70], each of which gives derivations of either or both of the two
bounds. As these models have shown, considering the lay angle results in Bmax and Bmin
somewhat lower than given in Eqs. (2.1) and (2.2), respectively.
The actual bending stiffness of cables depends on the sliding state at the contacting
surfaces, and it lies within the two bounds [39, 76]. According to Papailiou’s model [14],
initially, all the wires stick to the core, and the bending stiffness is the following upper
bound





where β is the lay angle. As the curvature increases, wires start to slip after a certain point,
leading to a decrease of the bending stiffness. The critical curvature at which a wire with
an angular position of φ (Fig. 2.1a) in the cross section starts to slip is derived as
κc = σT
eµ sinβφ − 1
Er sinφ cos2 β
∝ T e
µ sinβφ − 1
Er sinφ cos2 β
(2.4)
where σT is the tensile stress in the wire, T is the axial tension in the cable, and µ is the
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friction coefficient.
Eventually, all the wires are slipping and the bending stiffness approaches the lower bound
Bmin = mEIh cos β + EIc (2.5)
The values of Bmax derived by Lanteigne [13] and by Sathikh et al. [70] are fairly close to
Eq. (2.3) when β is up to 30◦. As for Bmin, Ref. [13] simply uses Eq.(2.2), neglecting the
effect of the lay angle. Reference [10] also takes into account the Poisson effect and gives a
slightly lower Bmin. But they are both reasonably close to Eq. (2.5) when β is small.
Table 2.1: Geometric and material properties of the 1+6 cable (from Ref. [32] except the
cable length)
Parameter (unit) Value
Core diameter (mm) 3.94
Helical wire diameter (mm) 3.73
Pitch length (mm) 78.66
Lay angle (◦) 17.03
Cable length (mm) 78.66
Young’s modulus (GPa) 188
Poisson’s ratio 0.3
With the dimensions and material properties of a 1+6 cable listed in Table 2.1, the B-κ
curves are plotted in Fig. 2.2 based on Papailiou’s model. It is worth mentioning that the





where M is the bending moment, and κ is the curvature of the cable axis. A different way





as is used in [13]. Using the latter definition leads to a staircase shaped M -κ relation [13,71],
instead of a continuously decreasing curve like the one in Fig. 2.2. Since eventually M/κ
approaches a constant, the two definitions would give the same value at large curvature.
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Figure 2.2, as well as Eq. (2.4), shows that increasing the tension T or the friction coefficient
µ delays slipping. But the stiffness always approaches the same lower bound Bmin.
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Figure 2.2: Bending stiffness vs. curvature for a 1+6 cable according to the theory in Ref. [14]
at different tension levels and friction coefficients. The two horizontal dashed lines represent
Bmax and Bmin, respectively.
In a general case of bending, the curvature varies along the cable. Assuming the relation
above, the model still holds locally. Therefore, the bending problem of a helical strand is
reduced to the bending problem of a beam with a local bending stiffness that depends on
the local curvature.
According to the beam theory with large axial tension [77], the balance of forces and









+ p2 = 0 (2.8a)
dN
dx3
+ p3 = 0 (2.8b)
dM
dx3
+ V = 0 (2.8c)
where V is the cross-sectional shear force, M is the cross-sectional bending moment, N is
the cross-sectional axial force. p2 is the distributed force density in the transverse direction,
p3 is the distributed force density in the axial direction, and u2 is the transverse deflection.
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In our case the bending stiffness is a function of the curvature, which can be approximated
by d2u2/dx
2
3. Therefore, the moment-curvature relation can be written as




























Therefore, Eq. (2.10) can be solved providing proper boundary conditions are given. In
this study, we consider the bending of an axially loaded cable under a pair of concentrated
moment M0 applied at the left and right ends (Fig. 2.1b). This loading condition translates
into the following equations:



















p2 = p3 ≡ 0 (2.11c)
For the 1+6 cable in Table 2.1, the solutions are plotted as M0 vs. the angle of rotation at
the ends θ in Fig. 2.3. There is an abrupt change in the bending stiffness in these solutions,
especially when T and µ are small. The reason is that, when T and µ are small, the values
of κc for the six wires are fairly close to each other, i.e. the wires slip almost at the same
time. For larger T and µ, the values of κc are more distant to each other, thus the more
gradual change in the bending stiffness.















When B varies along the length, M0 is no longer linear in θ, as is shown in Fig. 2.3. But at
14
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Figure 2.3: Bending moment vs. angle of rotation at the ends obtained by solving Eq. (2.10)
subjected to Eq. (2.11)

















With dM0/dθ extracted from the M0-θ curve, the corresponding Beff can be solved from
Eq. (2.13). In particular, at the very beginning of bending, Beff = Bmax, and at the final
steady state, Beff = Bmin, according to Papailiou’s theory. In the finite element simulations
below, the values of Beff at the beginning and at the final steady state will be computed
this way, and denoted as Binitial and Bfinal, respectively.
2.3 Numerical model setup
Two numerical models are created. The first model bonds the cable components in order
to study the maximum obtainable bending stiffness. The second model considers the stick-




The radii of the components and the material properties are from Table 2.1. But cables
with different lay angles are modeled, as are listed in Table 2.2. Plus, the length of the
cables is 80mm. It has been verified that this length is long enough to rule out the effect of
boundary regions on the resultant bending stiffness. The elements are linear brick elements
with full integration (C3D8). Abaqus/Standard solver is used for this analysis. In order
to represent the curved surfaces, we make sure there are at least 30 elements along the
circumference of each cross section of the core, and 28 elements for the wires. The mesh of
one of the cables is shown in Fig. 2.4. It has 153,998 nodes and 132,584 elements. In order
to achieve the maximum obtainable bending stiffness, the meshes of the components are
stitched together. While stitching the meshes of any two components, we check the distance
between nodes from the two contacting surfaces and merge any pair of two nodes into one
node if they are closer than a predefined tolerance. Choosing a tolerance that is too small
may cause incomplete stitching of the surfaces, allowing local relative motions. But choosing
a tolerance that is too high may distort the geometry excessively. To ensure the stitching
process does not cause apparent errors, the different components in the cable are meshed
with elements of similar sizes. Plus, the tolerance is gradually increased from a small value
until, at each cross section, any two components intended to be stitched together have at
least one node in common after stitching. The components stitched together for each model
are listed in the second column of Table 2.2. In all the models, the core is stitched to each
wire. When the lay angle is 0◦, 6.0◦, and 11.80◦, the wires are not touching each other, so
it is not physical to stitch the wires together. But, when the lay angle is 17.03◦, the wires
are touching each other, so we can choose whether to stitch the wires together or not, which
makes the difference between Models D1 and D2. In D1, wires are not stitched together,
meaning they are allowed to move relative to each other. In D2, the wires are stitched
together, so no relative motion between them is allowed. Bending moments are then applied
at the left and right ends of the cable as Fig. 2.1b shows, except that T = 0.
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Figure 2.4: The mesh of the cable with a lay angle of 17.03◦ used for the fully-bonded model
Table 2.2: Geometric models with different lay angles







The second model does not bond the components. Rather, a friction coefficient is defined
between surfaces. The geometry and the material are exactly the same as listed in Ta-
ble 2.1. The same bending problem as in the example in Section 2.2 is solved. First, axial
tension is applied to the cable. Then the cable is bent under a pair of concentrated bending
moments (Fig. 2.1b), while the two ends are held fixed. The loads are applied quasi-
statically. Abaqus/Explicit solver is used because it can more reliably handle complicated
contact/friction problems, for which Abaqus/Standard often fails to get converged solutions.
Contact is modeled using the general contact algorithm in Abaqus/Explicit. The geometry
is again discretized with C3D8 elements. Two different meshes are used. One is of the same
mesh density as in Fig. 2.4. The other is coarser, as shown in Fig. 2.5. The coarser mesh
has 23,798 nodes and 18,007 elements. The M0-θ curves, similar to those in Fig. 2.3, are
obtained from the simulations. The curves are then used to determine the bending stiffness.
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Figure 2.5: The coarse mesh of the cable used for the stick-to-slip model
2.4 Results
2.4.1 Fully-bonded
The bending stiffness from the fully-bonded models are listed in Table 2.3. For wire-core
bonded models, the discrepancy between the finite element and the theoretical results is
negligible when the lay angle is zero, but increases as the lay angle increases. Comparing
the bending stiffness from Model D1 and Model D2, we can see that including the bonding
between the wires resolves such discrepancy. In the mathematical modeling of cables, two
types of contact are often differentiated, interlayer contact and intralayer contact. Interlayer
contact refers to the contact between different layers of wires, which in our 1+6 cable is wire-
core contact. Intralayer contact refers to the contact between the wires in the same layer,
which in our case is wire-wire contact. Though both types of contact exist in real cables, in
analytical models, one of them is often taken as the primary contact type, and the second is
left unconsidered. In the derivations of Refs. [13], [14] and [70], only the kinematic constraints
from wire-core contact are considered. Our finite element modeling shows, however, that
wire-wire contact is important in getting the theoretical upper bound derived from these
analytical models, especially when the lay angle is not very small. Neglecting the constraints
from wire-wire contact leads to a softer bending behavior.
The displacement component along the cable axis, u3, is plotted to show the difference
in the deformation between Model D1 and Model D2. The contours of u3 on the plane of
x2 = 0.00376m are shown in Figs. 2.6a and 2.6b. Since x2 is positive, wires here are under
18
Table 2.3: Bending stiffness for the fully-bonded models (unit: N ·m2)






compression. The isolines in the wires of D1 are at a large angle with the x1-axis, meaning
the cross sections in each wire rotate in the clockwise direction when the cable is bent. The
rotation tends to increase the lay angle and separate the neighboring wires. In D2, such a
rotation is prohibited because the wires are stitched together. As a result, the isolines are
at a very small angle with the x1-axis. The contours of u3 on the plane of x2 = −0.00376m,
which is under tension, are shown in Figs. 2.6c and 2.6d. The isolines in D1 also show a
clockwise rotation of the cross sections. The rotation tends to decrease the lay angle and
increase the pressure between neighboring wires. Similarly, such a rotation is prohibited in
D2. Therefore, stitching neighboring wires causes the increase of the bending stiffness by
prohibiting the rotation of the wire cross sections in the x2-direction.
2.4.2 Stick-to-slip
As mentioned above, the loading process consists of two steps. The first step is applying
axial tension, and the second step is bending. Two slightly different ways of applying friction
are checked first. In Case A, there is no friction during tension, but friction is “turned on” at
the onset of bending. In Case B, friction exists throughout the entire deformation process.
Figure 2.7 shows that the cable appears slightly softer under Case B than Case A. In Case B,
there already are frictional forces developed at the contacting surfaces when bending starts.
However, in Case A, no frictional forces exist at that time. The preexisting friction makes
it easier to reach the critical frictional force for slipping, thus the softer response. In order
to rule out the effect of preexisting friction, the following analyses are focused on Case A.
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Parametric studies are performed with regard to the tension and the friction coefficient.
In addition, similar to the fully-bonded models, two contact types are considered as well,
one including the contact between all cable components and one only including wire-core
contact. In each case, the solutions are obtained as M0-θ curves (Figs. 2.8a,2.8b and 2.8c).
The theoretical solutions are computed by solving Eq. (2.10). Moreover, the slopes at the
beginning and the final steady state are extracted from the M0-θ curves and substituted
into Eq. (2.13) to solve for the values of the initial (Binitial) and final bending stiffness
(Bfinal), respectively. A list of all the different cases simulated and the corresponding values
of Binitial and Bfinal is in Table 2.4. As a comparison, Bmax’s from several analytical models
are 90.8 ∼ 91.8N ·m2 [13, 14, 70] while Bmin’s are 12.3 ∼ 12.9N ·m2 [10, 13, 14]. Indeed,
the values of the bending stiffness from the simulations are between the theoretical bounds
Bmax and Bmin, when the contact between all the surfaces is considered. When only wire-
core contact is considered, as Model D1 has shown above, the maximum obtainable bending
stiffness drops to 69.0N ·m2. It can be seen that values of the bending stiffness obtained
here with the “wire-core” contact type are also below this bound.
Figure 2.8a shows the effect of the axial tension on the bending behavior. It is seen that
increasing tension significantly increases the bending moment. Bigger tension also delays
the transition into the slipping state, as is reflected in the fact that the curves reach the
final steady state at larger angles of rotation. When the tension is small, the stiffening effect
from friction only exists at the very beginning and the cable soon enters the slipping state
afterwards. This may explain why in certain experiments, the measured bending stiffness
is close to the lower bound Bmin [78] or the variation of bending stiffness with curvature
is not observed [75]. Moreover, both Binitial and Bfinal increase with tension (Table 2.4).
Figures 2.9a and 2.9b show the contact pressure on one of the wires at the beginning of
bending when the tension is 20kN and 40kN, respectively. The light spots indicate the
sites where this wire is in contact with either the core or the neighboring wires. It can be
seen that bigger tension brings more regions into contact, hence the higher stiffness of the
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Table 2.4: Initial and final bending stiffnesses from stick-to-slip models. When µ is infinite,
the bending stiffness does not change during bending, so there is only one B and it is put
in the column of Binitial, while the corresponding Bfinal is marked as N.A. Contact type
“all” means the contact between all the cable components are taken into account, while
“wire-core” means only the contact at the wire-core surfaces is considered.
T
µ Contact type Mesh
Binitial Bfinal
(kN) (N ·m2) (N ·m2)
5 0.5 All Coarse 42.3 14.2
10 0.5 All Coarse 47.7 14.4
20 0.3 All Coarse 53.7 14.0
20 0.5 All Coarse 54.0 15.3
20 1.0 All Coarse 53.6 20.2
20 Inf All Coarse 54.4 N.A.
20 0.5 Wire-core Coarse 36.3 14.5
20 0.5 All Fine 75.3 15.2
20 Inf All Fine 76.0 N.A.
20 0.5 Wire-core Fine 46.0 14.8
40 0.5 All Coarse 58.7 16.9
40 0.5 All Fine 73.4 16.4
cable. An increase of bending stiffness with tension is also observed in the experiments by
Filiatrault et al. [76]. In addition, the effect of mesh refinement on the solutions is shown
in Fig. 2.8a and Table 2.4. The cable appears stiffer at the beginning with the finer mesh.
This can be explained by the fact that with the finer mesh, components are closer to a
line contact with each other (Figs. 2.9a and 2.9c). Ideally, if the curved surfaces of the
wires and the core were perfectly represented, then the components would be in line contact.
However, due to the discretization of the geometry, the curved surfaces are represented by
small facets, which results in an imperfect contact between the components. It is yet to be
verified whether Binitial would eventually approach Bmax if the mesh were infinitely fine. In
contrast to Binitial, Bfinal seems insensitive to mesh refinement. The solutions for the two
meshes converge as the angle of rotation increases (Fig. 2.8a). It appears that once the wires
are slipping, imperfect contact has a negligible effect on the bending stiffness.
The effect of the friction coefficient µ is shown in Fig. 2.8b. Same as the theoretical
solutions have predicted, the bending behavior at the very beginning is almost not affected
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by µ, because initially the components are always in a sticking state. But on the other
hand, Bfinal increases with increasing µ. This is inconsistent with Papailiou’s model, which
claims the final bending stiffness is always Bmin. Our numerical results suggest that in the
final steady state, friction still contributes to part of the bending stiffness when all the wires
are slipping. This is also the reason why Bfinal is always greater than Bmin in all of our
simulations. This effect is not taken into account in Papailiou’s model, but is reflected in
the solutions by Hong’s model [38].
The effect of the two contact types is seen from Fig. 2.8c as well as Table 2.4. Ignoring
the contact between the wires leads to a decrease of Binitial, same as in the fully-bonded
case. In the meantime, Bfinal appears to be only fairly slightly decreased (Table 2.4). As
mentioned above, the friction between the components contributes to part of the bending
stiffness in the slipping state. Therefore, ignoring the contact, and thus friction, between
the wires, causes a decrease of Bfinal. But since the main part of Bfinal still comes from
the bending stiffness of each component about their own centerlines, i.e. Bmin, ignoring
wire-wire friction has only limited, if any, effect on Bfinal.
2.5 Conclusion
In this study, the bending stiffness of a single-layered helically wound cable is studied using
the finite element method. Two types of contact constraints are considered, one including
the contact between all the components, and one including only the contact at wire-core
contact surfaces. The maximum obtainable bending stiffness under these two types of contact
constraints are first investigated with a fully-bonded model. The numerical results show that
the maximum obtainable bending stiffness under the first type of contact matches the upper
bound Bmax from the analytical models in literature. But the bending stiffness under the
second type of contact is lower than Bmax due to the rotation of the wire cross sections under
the bending load. The difference between the two is greater for cables with bigger lay angles.
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The second model considers the stick-to-slip transition of the individual wires when the
cable is subjected to bending and axial tension. The numerical solutions are able to capture
the reduction of the bending stiffness with increasing curvature due to the slipping of wires.
The effects of tension, friction coefficient, and contact types on the bending behavior are
investigated. Bigger tension is found to increase the bending stiffness by bringing more
regions into contact. The initial bending stiffness is not affected by the friction coefficient, but
is sensitive to the imperfect contact between the cable components brought about by meshing.
Using a fine mesh increases the initial bending stiffness, but still the values are distant from
Bmax. We conclude that obtaining the upper bound strongly depends on assuming the ideal
line contact between the components. The final bending stiffness is greater than Bmin, and
it increases with the friction coefficient. Therefore, friction contributes to the final bending













































































(d) x2 = −0.00376m, in D2
Figure 2.6: Contours of u3, with the directions of isolines indicated by arrows
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FEA, T=20kN, Case A
FEA, T=20kN, Case B
FEA, T=40kN, Case A
FEA, T=40kN, Case B
Figure 2.7: Finite element solutions corresponding to two different ways of applying friction.
µ = 0.5. The coarse mesh is used. Contact between all surfaces is considered.
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(a) T varies, µ = 0.5 and all contact considered
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(b) µ varies, T = 20kN and all contact considered
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(c) Two contact types, T = 20kN and µ = 0.5














































(c) T = 20kN, fine mesh
Figure 2.9: Contact pressure on a wire at the beginning of bending. Both wire-core contact
and wire-wire contact are taken into account.
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Chapter 3
Timoshenko rod model for helical
strands without internal slip
3.1 Introduction 1
In this Chapter, we build a Timoshenko rod model for helical strands without internal slip.
As mentioned in Chapter 1, the constitutive relation, Eq. (1.1), needs to be generalized to
account for chiral effects other than tension-torsion coupling. In the generalized model, the
transverse shear strains are taken into account. Hence, the model based on Eq. (1.1) is
termed “Euler-Bernoulli model”, and the generalized model is termed “Timoshenko model”.
The necessity of the generalization is then confirmed by comparing the prediction of eigen-
freqencies with that from finite element analysis.
In order to obtain the constitutive relation for the Timoshenko rod, we assume that a
helical strand can be effectively modeled as a helical-fiber-reinforced continuum in the fol-
lowing derivation. We employ Spencer’s stress-strain relation for the latter. The assumption
is eventually validated with a finite element analysis. Rods made of a chiral Cosserat con-
tinuum have been investigated in the literature [79–81]. Therefore, alternatively, one could
also effectively treat a helical strand as a slender chiral Cosserat continuum, and use the
constitutive relation thereof. However, that leads to more moduli than in the Timoshenko
rod model. As discussed in Chapters 3 and 4, determining the values of the moduli is highly
non-trivial for a helical strand, and having more moduli in the formulation to begin with
adds to the difficulty significantly.
1Adapted with permission from: L. Le Marrec, D. Zhang and M. Ostoja-Starzewski. Three-dimensional
vibrations of a helical strand modeled as a Timoshenko rod. Acta Mech., 229, 677(2018)
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3.2 Problem statement
The constitutive relation of the Timoshenko rod is derived from Spencer’s stress-strain re-
lation for fiber-reinforced composite. To start with, we consider a uniform, straight rod of
a circular cross-section. The length of the rod is L, and the radius of the section is R. The
Cartesian frame (O; e1, e2, e3) is defined such that e3 is along the axis of the rod, and the
center of mass G of the normal cross-section S has a position vector OG = x3e3. The normal
cross-section S belongs to the (G; e1, e2)-plane. For this circular cross-section, the tensor of






 with I11 =
∫
S
x22 dx1dx2, I22 =
∫
S
x21 dx1dx2, I33 = I11 + I22,
(3.1)
where (x1, x2) are the local coordinates of any point P of the section in the principal basis
centered on G: GP = x1e1 + x2e2.
The rod is reinforced with fibers oriented locally along the normalized direction τ . If all
the fibers are everywhere tangential to the local (eφ, ez)-planes, then the fiber orientation
can be written as
τ = sin β(− sinϕe1 + cosϕe2) + cos βe3,
where β is the local lay angle and ϕ is the azimuthal coordinate in the cylindrical coordinate
system (r, ϕ, z) oriented along e3 ≡ ez. A priori the angle β can be a function of the spatial
coordinates (r, ϕ, z). If β does not depend on ϕ and z, then the fibers are helices with an axis
along ez. Moreover, since in that case, β is a function of r only, we can model the structure
as a layered rod, where each layer is made of a helically structured fiber reinforced material
with distinct lay angles. If β = 0, then the material is a transversely isotropic medium. The




3.3.1 3D helical-fiber-reinforced continuum
The material is assumed to be homogeneous and elastic with uniform mass density ρ, but
anisotropic due to the presence of fibers oriented along τ . The strain energy is defined by
the Spencer constitutive equation [82]:
Φ(ε, τ ) =
λ
2





where Σ = τ ⊗ τ is the orientation tensor. According to this strain energy, the (symmetric)
stress becomes:
σ = λTr(ε)I + 2µε+ α1 (Tr(Σε)I + Tr(ε)Σ) + α2Tr(Σε)Σ + α3 (Σε+ εΣ) , (3.3)




sin2 β sin2 ϕ − sin2 β sinϕ cosϕ − sin β cos β sinϕ
− sin2 β sinϕ cosϕ sin2 β cos2 ϕ sin β cos β cosϕ
− sin β cos β sinϕ sin β cos β cosϕ cos2 β
 . (3.4)
When β is not uniform within the beam, Eqs.(4.3)-(3.4) hold locally.
3.3.2 Timoshenko beam assumption
The Timoshenko beam theory is now chosen as it accounts for shearing effects and torsional
inertia, unlike the Euler-Bernoulli theory. Subsequently, each rigid cross-section of the beam
has six independent degrees-of-freedom: (i) three for translation of the section center of mass
G and (ii) three for rotation of the rigid section.
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In order to derive the constitutive equations for the rod, a classical methodology is
developed from elasticity theory, where the only hypothesis is the kinematics of the rigid
section imposed by the Timoshenko beam model. Indeed, for any point P of the section
S with a position vector GP = x1e1 + x2e2, the displacement w of P is controlled by the
displacement u of the center of mass G and the rotation vector θ of the rigid section:
w = u + θ ×GP. (3.5)
By construction, w = wj(x1, x2, x3, t)ej, u = uj(x3, t)ej and θ = θj(x3, t)ej. Hereinafter,













= θ × e1,
∂w
∂x2










The small strain tensor ε = 1
2















(u′1 − θ2 − x2θ′3)
1
2








where we use the classical convention F ′ = ∂F
∂x3
for any function F .
With Σ and ε, it is now possible to define the general form of the stress tensor σ according
to Eq. (4.5). This tensor is a dense tensor in the Cartesian frame due to the presence of the
(dense) orientation tensor Σ. The general form of σ is not given explicitly for brevity.
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3.3.3 Rod constitutive relations
In order to set up the constitutive relations governing the rod, the cross-sectional force





f dx1dx2, M =
∫
S
GP× f dx1dx2. (3.6)
Here, f = σj3ej is the traction acting on a point P of the normal section. The center of the
local coordinate system of the section is the center of mass G, therefore,
∫
S
GP dx1dx2 = 0, i.e.,
∫
S
x1 dx1dx2 = 0, and
∫
S
x2 dx1dx2 = 0.




x1x2 dx1dx2 = 0.
Case of uniform fiber orientation
We take β to be uniform throughout the entire rod. In that case, integration in Eq. (3.6) can
be performed explicitly to get the following constitutive equations for all the components of





























































Note that the torsional shear modulus is (G+CT ), while the transverse shear modulus is G,
therefore, CT represents the difference between these two shear moduli, which is then called
“shear anisotropy” for the rest of the chapter. CF plays the role of a coupling factor between
shearing and bending and between tension and torsion. The stiffness parameters G,E,CF
and CT are related to the classical Lamé coefficients, the material coefficients in Spencer’s
law αi and the lay angle β in the following way:
















2 β + α3).
(3.8)
Equation (3.8) shows that the stiffness parameters E and G contain contributions of
the fiber reinforcement. The coupling CF and shear anisotropy are not present for zero
lay angles. They show up due to the presence of helices, and are not observed for normal
transversely isotropic materials. In most of the classical beam formulations, the Young’s
modulus is present instead of λ + 2µ and the notation G is used for the shear modulus µ.
A shear correction factor is generally present for N1 and N2. The shear correction factor is
strongly dependent on the shape of the section and Poisson’s ratio ν [84]. These corrections
are justified when modeling the behavior of real homogeneous beams. In fact, they are
eventually incorporated into the parameters in the non-dimensionalized equations for the
rod that will be derived later.
Generalized constitutive relations
In a general case where β is not uniform (e.g. β is a function of the distance to the center of
the cross-section) the integrations in Eq. (3.6) must be recomputed accordingly. Nevertheless
the components of f = fiei can still be written explicitly in terms of the stiffness parameters
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provided in Eq. (3.8)
f1 = (G− CT cos 2φ)(u′1 − θ2)− CT sin (2φ)(u′2 + θ1) + 3CF r sinφ(cosφθ′2 − sinφθ′1)





f2 = (G+ CT cos 2φ)(u
′
2 + θ1)− CT sin (2φ)(u′1 − θ2) + 3CF r cosφ(sinφθ′1 − cosφθ′2)

















2 − θ1)− sinφ(u′1)− θ2) + Er(sinφθ′1 − cosφθ′2)
where CH = α2(cos (4φ) − 1) − 4α3 − 8µ has been introduced for the sake of brevity. The
main difficulty is that in that case all the stiffness parameters are non-uniform over the
cross-section.
However, if the cross-section is not circular, but β uniform, the rod constitutive relations
can be written as
N1 = A
(






















































where A is the area of the cross-section.
Some asymptotics
According to the expressions for E, G, CF and CT given in Eq. (3.8), we observe the following
dependencies. For a transversely isotropic rod, β = 0 and then
E = λ+ 2µ+ 2α1 + α2 + 2α3 G = µ+
1
2
α3 CF = 0, CT = 0.
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In other words, no coupling occurs. If β is small, a first-order approximation leads to almost
the same expressions






(α1+α2+α3)β, CT = 0 (3.10)
with an O(β2) error. A higher-order approximation (neglecting O(β3)) leads to:















For a small lay angle β we have the following hierarchy: E,G  CF , CT . Note that this
hierarchy is derived from Eq. (3.8), which is true for circular cross sections and uniform lay
angle. Also due to the presence of fibers, the zero-lay-angle tensile modulus E is modified by




shows when the lay angle is small, the coupling and shear anisotropy are secondary compared
with these modifications.
3.3.4 Equilibrium relations
















where IG is the tensor of quadratic moments. The components of Eq. (3.12) in the Cartesian
frame (O; e1, e2, e3) are:
N ′1 = ρA
∂2u1
∂t2




N ′2 = ρA
∂2u2
∂t2




N ′3 = ρA
∂2u3
∂t2





For a circular cross-section,

















With % and ωc, the following quantities are non-dimensionalized.
(i) in space: χ =
x3
%




(ii) in time: τ = ωc t, (iv) for rotation: θ(χ, τ) = θ
∗(z, t).
Here ∗ denotes the dimensional variables. Moreover, the stiffness parameters E, CF and CT











This dimensionless form is close to, but distinct from, the model proposed by Rensburg [85]
as the gyration radius is used instead of the full length of the beam. Substitution of Eq. (3.7)
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1 − θ2)− γc(u′′2 + 2θ′1) = θ̈2,
u′′2 + θ
′
1 − γcθ′′2 = ü2,
γeθ
′′














Thus, the dynamic problem is divided into two uncoupled systems, the system (a) of four
equations and four unknown kinematical functions, and the system (b) of two equations and
two unknown kinematical functions. If γc is zero, then the system (a) would be decoupled
to two sets of equations, each of which are the bending equations of a classical Timoshenko
beam in one direction. When γc is not zero, all four equations are coupled. Hence, γc is a
coupling factor that couples bending in the two orthogonal directions. The system (b) models
the coupling between torsional and longitudinal waves. If γc is neglected, (b) recovers the
classical form of torsional and longitudinal wave equations. The parameter γt is present in
(b) only. The system (a) is controlled by two non-dimensional parameters γe and γc.
3.4 Analytical solutions
3.4.1 Tension-torsion modes
We focus first on the system (b) in Eq. (3.16), which models torsional and longitudinal waves.
Eigenvalue problem
As we are looking for harmonic vibrations, the solutions are defined as u3 = U3e
i(kχ−ωτ) and
θ3 = Θ3e
i(kχ−ωτ), where U3 and Θ3 are complex constants, and k ∈ C and ω ∈ R+ are the
dimensionless wavenumber and angular frequency, respectively. Eq. (3.16)-(b) then gives an
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eigenvalue problem of the form:
KW = ω2W (3.17)
where W = (U3,Θ3)








The dispersion relation is obtained as the characteristic polynomial P(k, ω) = det(K+ω2I) =
0:
P(k, ω) = ω4 − k2ω2(1 + γe + γt) + k4(γe(1 + γt)− 2γ2c ) = 0 (3.19)
For a given k the roots ω of P(k, ω) are





1 + γe + γt −
√
(γe − 1− γt)2 + 8γ2c
)
(3.20a)





1 + γe + γt +
√
(γe − 1− γt)2 + 8γ2c
)
(3.20b)
Because the frequency is proportional to the wavenumber, the wave speed is constant
and no dispersion is observed (phase velocity equals the group velocity). These expressions
may be simplified by considering that γt  γc  γe, in that case we have respectively:
ct =
√










where O(γpcγnt ) with n + p = 3 have been neglected. The first dispersion relation concerns
a quasi-torsional mode and the second a quasi-longitudinal mode. Both γt and γ
2
c have a
quadratic dependency on the lay angle β.
Going back to a dimensional form, the eigenfrequency f = ω ωc/(2π) is related to the
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) for longitudinal dimensional eigenfrequency.
If we consider a uniform lay angle, the expressions of E, G, CF and CT can be provided
in terms of λ, µ, αi and β based on Sec.3.3.3. In particular, for a small lay angle, we have























We can see that both c∗t and c
∗
l can either increase or decrease with the lay angle, depending
on the actual values of λ, µ, α1, α2 and α3.
Eigenvectors
The eigenvectors W of the system Eq. (3.17) associated with the eigenvalues ω2 can be
obtained explicitly. Up to a constant, we have:
W =
ω
2 − k2(1 + γt)
γck
2
 where (k, ω) are solution of P(k, ω) = 0 in Eq. (3.19).
(3.22)
For a given frequency ω, if k is defined by Eq. (3.20a), we will obtain the eigenvector for the
quasi-torsional mode, and if k is defined by Eq. (3.20b), we will obtain the eigenvector for the
quasi-longitudinal mode. This is more clearly seen from the approximations in Eq. (3.21).
If we consider ω2 = k2
(





, the eigenvector is mainly oriented along the second
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 (up to any constant),






k2, the eigenvector is mainly oriented along the first component





 (up to any constant).
Each of these eigenvectors are associated with the eigenfunctions Weikχ and We−ikχ. All
these eigenmodes may coexist, which is the consequence of the coupling between quasi-
torsional and quasi-longitudinal modes. The full vibration can be written as a linear combi-






where βj is a complex constant defined by boundary conditions and G
j(χ) is a generic
notation of the eigenfunctions of the quasi-torsional mode and the quasi-longitudinal mode.
According to Eq. (3.22) and Eq. (3.20):
G1(χ) = Weikχ and G2(χ) = We−ikχ, with k = ω
ct
G3(χ) = Weikχ and G4(χ) = We−ikχ, with k = ω
cl
3.4.2 Bending problem
We focus now on the system (a) in Eq. (3.16), which models bending.
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Eigenvalue problem
Again, we look for harmonic solutions of the following form:
u = Uei(kχ−ωτ), θ = Θei(kχ−ωτ),
Then Eq. (3.16)-(a) gives an eigenvalue problem of the form:
KV = −ω2V, (3.24)
where V = (U1,Θ2, U2,Θ1)
T and K is the stiffness matrix:
K =

−k2 −ik 0 γck2




2 2iγck −ik −1− γek2

(3.25)
This matrix is Hermitian, hence, the eigenvectors are orthogonal.
Dispersion relation
The dispersion relation is obtained as the characteristic polynomial P(k, ω) = det(K+ω2I) =
0. It can be further written as
P(k, ω) = D(ω, k)×D(ω, k) = 0 (3.26)
with
D(ω, k) = ω4 + (γe − γ2c )k4 − ω2
(





D(ω, k) = ω4 + (γe − γ2c )k4 − ω2
(
1 + k(k(1 + γe) + 2γc)
)
(3.28)
These polynomials have real coefficients, hence the roots are either real or complex conju-
gates. For a fixed ω, if k is a root of D then −k is a root of D. Therefore, if k is a root of D,
then −k∗ is a root of D (where ∗ denotes the conjugate). We now focus on D(ω, k) without
loss of generality.
General solution
If k is fixed and known, then ω can be easily found as D(ω, k) is a second order polynomial
in ω2. However, from a standard dynamical point of view, we consider vibrations at a fixed
frequency ω and find the corresponding wavenumber k. In that case, since the equation of
k is fourth-order, the roots cannot be written explicitly and numeric solutions are pursued
instead. The dispersion curves obtained numerically are shown in Fig.3.1 and Fig.3.2, for
γe = 2.5 and γc = 1. The two roots, labeled k1 and k2 are purely real. They are close to the
flexural branches κ1(ω) and κ2(ω) of the dispersion curves of a homogeneous isotropic beam
(i.e.,γc = 0). The two other branches, labeled k3 and k4, are close to the thickness-shear
branches κ3(ω) and κ4(ω) of a classical Timoshenko beam.
Eigenvectors
The eigenvectors V of the system Eq. (3.24) associated with the eigenvalues −ω2 can be



























Figure 3.1: Quasi-flexural branches k1 and k2 of the non-dimensional dispersion curves of a
fiber-reinforced beam with γe = 2.5, γc = 1. The equivalent flexural branches κ1 and κ2 for
an isotropic material are given too.


























Figure 3.2: Quasi-shear branches k3 and k4 of the non-dimensional dispersion curves of fiber-
reinforced beam with γe = 2.5, γc = 1. The equivalent thickness-shear branches κ3 and κ4
for an isotropic material are given too.












with (k, ω) being solutions of D(ω, k) = 0 in Eq. (3.28). We focus in the following on the
situation where ω is fixed and k is defined as a root of each dispersion relation. The dispersion
relation D(ω, k) has four roots: kj. Hence we can define four eigenvectors:











with j = 1, . . . 4
Each of these eigenvectors is associated with the eignefunction V (1,j)eikjχ. As mentioned
in Sec.3.4.2, if ω is fixed, the roots of the two dispersion relations are simply related by
k̄j = −k∗j for any j. Therefore, this second eigenvector can be written as











These eigenvectors are associated with the eigenfunctions V (2,j)e−ik
∗
jχ. In general, the bend-












with F j(χ) = V (1,j)eikjχ and F j+4(χ) = V (2,j)e−ik
∗
jχ for j = 1, 2, 3, 4. For a finite beam, the
eight unknowns αj are to be determined so as to satisfy the boundary conditions.
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3.4.3 Case of a clamped rod
We consider a rod with (nondimensional) length ` clamped at both ends, i.e., u = 0 and
θ = 0 for both χ = 0 and χ = `.
Torsional and extensional eigenfrequencies
For the torsional-longitudinal problem, the boundary conditions are u3(0) = 0, θ3(0) = 0,











Here, Gj is 2-component vector and these equations may be written as a 4×4 linear system.
Using Eq. (3.22), we have explicitly:

c2t − 1− γt c2t − 1− γt c2l − 1− γt c2l − 1− γt
γc γc γc γc













































which can be represented as:
Pβ = 0
where β = (β1, β2, β3, β4)
T and the components of the matrix are (P)ij = (Gj(0))i for i = 1, 2
and (P)ij = (Gj(`))i−2 for i = 3, 4 and j = 1, 2, 3, 4. Non-trivial solution arises if and only if
det(P) = 0, which can be given explicitly:






The wavenumbers are of the form kl = nπ/` and kt = nπ/` with n ∈ N. The eigenfrequencies
of the quasi-torsional mode are ωtn = ct
nπ
`






Using Eq. (3.31) of the bending problem, these equations of boundary conditions can be
written as a linear system:
Mα = 0
where α = (α1, α2, . . . α8)
T and the components of the matrix are (M)ij = (F j(0))i for
i = 1, 2, 3, 4 and (M)ij = (F j(`))i−4 for i = 5, 6, 7, 8 and j = 1, 2, . . . 8. A non-trivial solution
arises if and only if det(M) = 0. This equation is controlled by only one parameter ω because
each wavenumber is controlled by ω through the dispersion relation. The solutions ω such
that det(M) = 0 are the eigenfrequencies, and they can be obtained numerically. An example
of the behavior of det(M) versus frequency is given in Fig.3.3. We see that eigenfrequencies
vary nonlinearly with the helical parameter γc. In general, if γe is fixed, the frequency
decreases with increasing γc. According to Eq. (3.10) and Eq. (3.15), γc is proportional to
ω










Figure 3.3: Plot of log(‖1/det(M)‖) versus the frequency. The eigenfrequencies correspond
to the peaks. ` = 10, and γe = 2.5 are used for calculation.
the lay angle β. The relative error in the eigenfrequencies caused by neglecting the helical
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where $j is the eigenfrequency when the rod is isotropic. The result is provided in Fig.3.4
for the first three eigenfrequencies. The helical structure of the material induces a relative
variation of the eigenfrequency of around 10% percent.
γc


























Figure 3.4: Relative error between eigenfrequencies with and without helical structure. Nu-
merical values are ` = 10, γe = 2.5.
3.5 Numerical validation in the case of a 1+6 helical
strand
The rod model proposed above involves four stiffness parameters, E, G, CF and CT . For a
helical-fiber-reinforced rod with circular cross-sections and a uniform lay angle, the stiffness
parameters vary with the lay angle according to Eq. (3.8). But in order to apply the rod
model to helical strands, we need to determine the values of the stiffness parameters. In
addition, we would like to check whether Eq. (3.8) can still be used to describe the lay-angle
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dependency of the stiffness parameters, i.e., to what extent a helical strand can be effectively
homogenized to a helical-fiber-reinforced continuum.
In this section, we study the case of a 1+6 helical strand, which is made of a straight
core, surrounded by 6 identical helical wires. It is one of the simplest geometries for a helical
strand. We assume all the helical wires are perfectly bonded (“welded”) to the core, while
the neighboring wires do not touch each other. While this contact condition is rather ideal,
studies of helical strands have shown that below a critical bending curvature, there is no
relative motion at the interfaces, while relative slip occurs when the cable is bent beyond the
critical curvature [14, 39, 86, 87]. Therefore, our example corresponds to the case below the
critical bending curvature. It is also reported in the literature [76] that when there is large
pretension, helical strands can get close to a no-slip state. More general contact conditions
can be considered in future studies. The goal of the numerical study here is to investigate
whether the Timoshenko rod model above can be applied to this simple helical strand given
the values of the parameters are properly determined.
3.5.1 Finite element analysis
The eigenfrequencies of 1+6 cables having four different lay angles (β = 0, 6, 11.8, 17◦) are
computed using the finite element method in Abaqus. All the cables have the same geometric
and material properties listed in Table 3.1, except the lay angle. The finite element meshes
are generated according to the same procedure as in the “fully-bonded” case in Ref. [87].
The mesh for the cable with β = 17◦ has 309,060 C3D8 elements (linear brick elements
with full integration) and 350,399 nodes. The two ends of the cable are fixed in all degrees
of freedom. The first 10 eigenfrequencies are extracted using the Lanczos algorithm [88],
and shown in Table 3.2 and Fig. 3.5. There are 5 bending modes, 4 torsional modes and
1 extensional mode in the first 10 eigenfrequencies. We denote the nth eigenfrequencies for







n , respectively. The eigenfrequencies decrease with the lay angle for the bending and
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extensional modes whereas they increase for the torsional modes. This lay angle dependency
is not negligible. For example, we observe an eigenfrequency decrease of around 10% between
β = 0◦ and β = 17◦. Note that here the length of the cables used in the simulations is rather
short compared to real cables, which the main reason we get very high eigenfrequencies.
But it is unintended to do finite element analysis on a very long cable, because the point of
the finite element analysis is only to get the values of the four stiffness parameters, which
are length independent. Once the parameters are determined, one can solve the vibration
of cables of arbitrary length from Eq. (3.16), which is much more computationally efficient
than directly solving equations of 3D elasticity.
Table 3.1: Geometric and material properties of the 1+6 cable
Parameter (unit) Value
Core radius r0(mm) 1.97
Helical wire radius r1 (mm) 1.865
Cable length L (mm) 160
Young’s modulus (GPa) 188
Poisson’s ratio 0.3
Density (kg/m3) 7800
Table 3.2: Eigenfrequencies of the first modes for bending (f (b)), torsion (f (t)) and extension
(f (e)) from the finite element simulations
β [◦]
Eigenfrequencies [Hz]
f (b) f (t) f (e)
0 1 738.0 4 546.9 8 377.5 12 925.5 17 970.3 3 704.5 7 440.3 11 240.5 15 141.0 15 376.7
6 1 693.7 4 439.4 8 197.7 12 682.9 17 688.4 3 763.3 7 554.6 11 409.0 15 378.5 15 258.3
11.8 1 578.4 4 166.0 7 752.1 12 091.9 16 983.5 3 886.5 7 794.5 11 774.3 15 842.2 14 920.1
17 1 431.6 3 815.3 7 163.2 11 293.4 16 015.8 4 050.0 8 122.1 12 288.3 16 485.1 14 412.4
3.5.2 Parameterization
Section 3.4.3 gives the theoretical estimates of the non-dimensional circular frequencies
ω for bending, torsional and extensional modes, which are functions of γe, γc and γt.
The dimensional eigenfrequencies are then recovered using f = ωωc/(2π). The theoretical
estimates of the nth eigenfrequency for bending, torsional and extensional modes are denoted
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Lay angle β [◦]





















Bending f (b) Torsion f (t) Extension f (e)
Figure 3.5: Behavior of the first 10 eigenfrequencies obtained with FEM for the 1+6 helical













n are controlled by ωc, γe, γc,
and γt.





, G = ρ(%ωc)
2, E = γeG, CF = γcG, CT = γtG (3.32)
The values of length and mass density are: L = 0.16 m, ρ = 7 800 kg/m3. For the 1+6
cables, we use the generalized rod constitutive relations given by Eq. (3.9), where












I/A = 2.662 mm. The non-dimensional length is ` = 60.
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3.5.3 Optimization
In order to determine for each lay angle β, the unknown γe, γc, γt, ωc, we minimize an
objective function which measures the relative error between the frequencies f
(#)
n measured
from the finite element analysis and the frequency f
[#]
n estimated by the analytical approach
(# = b, t, or e):.




































This function is chosen in order to provide the same weight for each mode type. The mean
error in percentage is then obtained by F = 100
√
F/3.
The initial guesses for the parameters are randomly taken from the following bounds
ωc ∈ [105, 106], γe ∈ [0.5, 1.5], (γc, γt) ∈ [−0.5, 5]. In addition, for numerical reasons, ωc is
scaled in the implemented optimization algorithm ωc → 105ωc in order to provide initial
guesses close to unity.
3.5.4 Special consideration for zero lay angle
For a zero lay angle (β = 0), the analysis presented in Sec.3.3.3 suggests γc = γt = 0. This
implies there is no coupling between torsion and tension modes (γc = 0) and the rod shows
no “shear anisotropy” (when γt = 0, the shear modulus for bending G equals the shear
modulus of torsion G+CT ). Here, we check whether this is true for the 1+6 cable with zero
lay angle.
To that end, four optimization tests have been performed. In the first test only ωc and γe
are optimized, while γc and γt are set to 0. In the second test, ωc, γe and γc are optimized,
and γt = 0. In the third test, ωc, γe and γt are optimized, and γc = 0. In the last test, all the
four parameters are optimized. For each test, optimizations from 10 random initial guesses
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of the parameters are performed. The mean value and the standard deviation of both the
relative error F and the estimated parameters are calculated for each test. The results are
shown in Fig.3.6.






































Figure 3.6: Mean relative error F = 100
√
F/3 and estimated parameters p = {ωc, γeγc, γt}
for each optimization test on the cable with zero lay angle. The index of each test is given
in abscissa. Test 1: p = (ωc, γe), test 2: p = (ωc, γe, γc), test 3: p = (ωc, γe, γt), test 4:
p = (ωc, γe, γc, γt). If γc and γt are not estimated they are set to 0.
When both γc and γt are zero, the mean error between the estimated and measured
eigenfrequencies is large (around 7%). This is still the case when γc is introduced as an
additional parameter in the second test. The large standard deviation in γc shows that γc
varies a lot but no better fit can be found. In other words, γc does not correspond to a true
parameter for the cable. However, if γt is introduced as a new parameter the mean error
is strongly decreased and lies around 0.5%. Comparing tests 3 and 4, we see that the cost
function and the parameters ωc, γe and γt are not affected whether γc is introduced as an
additional parameter or set to 0.
In summary, the dynamic behavior of the cable when the lay angle is zero is controlled
by ωc, γe and γt (and, of course, by L, % and ρ) but not by γc. In other words, there is
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difference between the effective shear moduli for transverse shear and for torsion, and there
is no tension-torsion coupling or bending-shearing coupling. The former is presumably due
to the non-circular cross-section.
3.5.5 Effective parameters for various lay angles
For each cable (i.e. lay angle) the parameters may be recovered. For β = 0, γc is still set
to zero and only three parameters are optimized ωc, γe and γt in accordance with the final
remark on Sec.3.5.4. However, for β 6= 0 the effect of γc needs to be considered. To verify
this, two optimization tests are then performed, with the results shown in Fig.3.7. In the
first test γc = 0 (red curves) for all the lay angles, while in the second test, it is not set
to zero, but one of the parameters to be optimized. When β = 0, the results from the two
tests coincide. But as the lay angle increases, the quality of the fit decreases significantly if
γc is not accounted for. When γc is taken into account, the mean error remains below 0.5%
(mean absolute error around 50 Hz) for all the lay angles.
β [◦]










































Figure 3.7: Mean relative error F = 100
√
F/3 and estimated parameters p = {ωc, γeγc, γt}
for various lay angles. Red: p = (ωc, γe, γt) and γc = 0. Black: p = (ωc, γe, γc, γt) if β 6= 0
(for β = 0, γc is still set to 0).
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According to Eq. (3.32), the stiffness parameters, E, G, CF and CT , for each lay angle can
be recovered. They are presented in Fig. 3.8. The standard deviations are below 108Pa for
all the parameters, which is very small compared to the absolute values of the parameters.
The estimation for zero lay angle E = 188.95GPa is very close to the Young’s modulus
used for the simulation (188GPa). As mentioned above, there are two shear moduli, G for
transverse shear, and (G + CT ) for torsion. But the modulus for tension is the same as the
one for bending, both being E. For large lay angles, |CF |> |CT |, i.e., the main effect of
the helical structure seems to be more in the form of modal coupling (tension-torsion and
bending-shearing), than “shear anisotropy”.
β [◦]



















































E G CF G+ CT
Figure 3.8: Stiffness parameters, E G, CF and G+CT . Black: estimation obtained through
an optimization on p = (ωc, γe, γc, γt), for each lay angle. Magenta: theoretical estimation
performed with Eq. (3.35) and (α1, α2, α3) = (−50.8, 213.0, 40.3)GPa.
3.5.6 Analysis in terms of β
The finite element analysis shows the parameters are functions of the lay angle. We look
for expressions that approximately describe the lay-angle dependency. If the lay angle is
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uniform in a cross-section, rewriting Eq. (3.8) gives:
E(β) = E(0)− 1
2
(
(4α1 + α2 cos(2β) + 3α2 + 4α3
)
sin2(β),
G(β) = G(0) +
1
4




(α1 + α3 + α2 cos
2 β),
G(β) + CT (β) = G(0) + CT (0) + α2 cos
2(β) sin2 (β)
(3.35)
Note that λ + 2µ has been replaced with E(0), and µ with G(0). Most importantly, here
we no longer enforce CT (0) to be 0, unlike Eq. (3.8), because it is shown in Sec.3.5.4
that γt is nonzero for the 1+6 cable with β = 0. Comparing Eq. (3.35) above with
the parameters obtained in Sec. 3.5.5, we can recover the effective αi’s. We obtain
(α1, α2, α3) = (−50.8, 213.0, 40.3)GPa. The mean absolute error is around 1.8GPa. Fig-
ure 3.8 shows that the changes of E, G, CF and CT with β follow Eq. (3.35) with these
values of αi.
3.6 Conclusion
In this study, a rod model is proposed to describe the tension, torsion, and bending of helical-
fiber-reinforced rod, or helical strands. The Timoshenko beam assumption, i.e. the cross-
section remains rigid during deformation, is imposed. In order to get the rod constitutive
relations (i.e. the relations between cross-section forces/moments and strain/curvature), we
start from Spencer’s constitutive equations for helical-fiber-reinforced continuum, and then
apply integration of stress components on the cross-section to get the cross-section forces
and moments in terms of rod deformations. The rod constitutive equations contain the
following parameters, E, G, CF and CT , where CF represents the coupling between tension
and torsion, as well as between shearing and bending, and CT represents the difference
between shear and torsional rigidities, or termed “shear anisotropy” in the chapter. A full
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set of non-dimensional equations for the free vibration of the rod, in the form of tension,
torsion and bending, is derived. The eigenvalue problems of the equations are solved, giving
the dispersion relations and mode shapes. For tension-torsion equations, there exist quasi-
torsion modes and quasi-longitudinal modes, but there is no dispersion. For bending, there
exist quasi-flexural modes and quasi-shear modes, with dispersion found in both.
The model is then applied to the case of 1+6 helical strands of various lay angles, which
are made of a straight cylindrical core surrounded by 6 identical helical wires. The case where
the wires are sticking to the core is considered. Numerical simulations using the finite element
method are performed to obtain the eigenfrequencies of the cables. By minimizing the error
between the eigenfreqencies measured from the finite element method and estimated from
the analytical approach, the rod stiffness parameters E, G, CF and CT are estimated. They
are all functions of the lay angle β. Therefore, the E and G here can not be interpreted as
the elastic moduli of the material, but coefficients incorporating both geometric and material
properties. Numerical testing shows that including CF and CT in the model is essential for
correctly describing the vibration of helical strands. When all four parameters are included,
the error between the measured and the estimated eigenfrequencies is minimal. Moreover,
it is numerically verified that with a proper set of αi’s chosen, the lay-angle dependency of
the parameters E, G, CF and CT derived for a circular solid rod with uniform lay angle
can be applied to the 1+6 cables except a shift imposed on CT . The shift comes from
that CT is zero for the solid rod, but not for the 1+6 cables due to the gaps between the
helices. Once the stiffness parameters are written in terms of αi’s, the number of independent
parameters in the model is reduced, since αi’s are independent of the lay angle and thus one
can easily calculate the stiffness parameters for arbitrary lay angles. More importantly, with
the parameters for the rod model obtained, vibrations of cables of arbitrary lengths and
boundary conditions can be solved directly from the rod vibration equations that we derived
and analytical solutions may be obtained that explicitly describe the behavior of helical
strands, without the need of solving equations of 3D elasticity.
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Chapter 4
A unified thermomechanical model
4.1 Introduction 1
In Chapter 3, we proposed an effective model that effectively reduces a helical strand to a rod.
It is a generalized rod model, with a 6 by 6 stiffness matrix, taking into account the shear
flexibility. There are 4 independent moduli in the stiffness matrix. Due to historical reasons,
we assumed the extensional modulus is the same as the bending moduli. In this chapter, the
model formulation is revisited, with this assumption relaxed. Moreover, thermal expansion
is introduced into the rod constitutive law. The derivation starts from the generalized
Timoshenko rod model, with a full 6×6 mechanical stiffness matrix and 6 thermal coefficients.
For a helical strand, the inherent structural symmetry results in many zero entries in the
stiffness and thermal coefficients. The final form of the themo-mechanical constitutive law for
a helical strand is then obtained, with 5 non-zero constants for mechanical deformation and
2 for thermal expansion. The procedures for estimating the values of the non-zero constants
are stated. With the thermo-mechanical constitutive law, the general thermoelastic behavior
of helical strands can be solved. In particular, two mechanical and thermal couplings in
helical strands are investigated. First, the aforementioned non-classical bending behavior is
predicted. Second, the celerities (phase velocities) and dampings of thermoelastic waves in
helical strands are solved, with discussions on the modifications of the wave solutions due
to structural chirality and thermomechanics. Note that all the discussions are for helical
strands with no internal slip at contacting surfaces, and hence, the discoveries of the chiral
1Adapted from: D. Zhang, M. Ostoja-Starzewski, and L. Le Marrec. Mechanical and thermal couplings
in helical strands. J. Therm. Stresses (2019) in press
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effects are equally applicable to helical fiber reinforced composites. It has been reported that
the interfacial slipping condition has influence on the bending stiffness [87], but not on the
tensile and torsional stiffnesses as tensile and torsional loads do not induce slip [89].
4.2 Elastic rod model for helical strands
Consider a helical strand with length of L. A Cartesian frame (O; e1, e2, e3) is defined.










(EA) kTR 0 0
kRT (GJ) 0 0
0 0 (EI) 0









This formulation follows the Euler-Bernoulli beam framework, neglecting the shear rigidities
of the cross section. Here (EA) is the effective tensile stiffness, (GJ) is the effective torsional
stiffness, and (EI) is the effective bending stiffness, while kTR = kRT characterizes the
coupling between tension and torsion. We also have the deformation γ3 = ∆u3/∆L and
κi = ∆θi/∆L (i = 1, 2, 3), with ∆L being the length of a segment along the axis of the
strand. There are a lot of papers on accurately computing the effective stiffnesses in the
formula. The readers can refer to a review of the models in Refs. [39,40]. Most models use a
discrete approach that treats each wire individually as a curved thin rod and then assembles
them based on deformation constraints [10,11,13,17,70]. In contrast, Raoof and Hobbs [91]
and Jolicoeur and Cardou [89] proposed semicontinuous models that effectively homogenize
each layer of helical wires as an orthotropic elastic cylinder. The effective stiffnesses in
Eq. (4.1) are derived in terms of the elastic constants of the “effective” orthotropic material
by solving the elasticity of a cylinder.
Instead of the model above, we seek a Timoshenko model that considers the transverse
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shear rigidities of the cross section. Following the generalized Timoshenko theory in Refs.
[92,93], the most general form of the constitutive relation of a non-homogeneous, anisotropic
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where 2γ13 and 2γ23 are the engineering shear strains.
4.2.1 Symmetry of rod constitutive behavior
For a specific beam geometry, many entries in the stiffness matrix C are zeros due to sym-
metry. While it is difficult to get the actual values of the non-zero entries for a helical strand
(which will be discussed later), one can readily see how many such entries are present in
the stiffness matrix C by assuming a helical strand possesses the same symmetries as a he-
lically reinforced cylinder. To that end, we start from the Spencer constitutive law [82] of a
transversely isotropic, linear elastic continuum with fiber orientation τ . The strain energy
is
Φ(ε, τ ) =
λ
2





where Σ = τ ⊗ τ is the orientation tensor, and
τ = sin β(− sinϕe1 + cosϕe2) + cos βe3, (4.4)
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given β the local lay angle and ϕ the azimuthal coordinate in the cylindrical coordinate
system (r, ϕ, z) oriented along e3 ≡ ez. The stress then becomes:
σ = λTr(ε)I + 2µε+ α1 [Tr(Σε)I + Tr(ε)Σ] + α2Tr(Σε)Σ + α3 (Σε+ εΣ) , (4.5)
where I is the identity tensor, or in indicial notation,
σij = λεkkδij + 2µεij + α1(τkτlεklδij + τiτjεkk) + α2τiτjτkτlεkl + α3(τiτkεkj + τjτkεki) (4.6)
The parameters in Eq. (4.3) are related to the 5 independent elastic moduli ET , EL, GL, νT ,
νL, for a transversely isotropic material. ET and EL are the elastic moduli in the transverse
and the longitudinal direction of the helical fibers, respectively. GL is the shear modulus for
shear strains between the longitudinal direction and any transverse direction. νT is Poisson’s
ratio in the transverse plane, while νL is Poisson’s ratio for strain in the longitudinal direction
caused by stress in any transverse direction. In particular, α3 = 2(GL−GT ) and µ = GT [90].
We then impose the Timoshenko beam assumption, i.e., for any point P on the cross
section S, with a position vector #     »O′P = x1e1 + x2e2, the displacement w of P is controlled
by the displacement u of the center of mass O′ and the rotation vector θ of the rigid section:
w = u + θ × #     »O′P . (4.7)
Here, w = wj(x1, x2, x3, t)ej, u = uj(x3, t)ej and θ = θj(x3, t)ej, where the Einstein’s













= θ × e1,
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The small strain tensor ε = 1
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(u′1 − θ2 − x2θ′z)
1
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where we use prime for ∂/∂x3. The force N = Niei and moment M = Miei on a cross




f dx1dx2, M =
∫
S
#     »
O′P × f dx1dx2. (4.8)
with f = σj3ej, the traction on an arbitrary point of the cross section.
Example I: Solid circular cylinder with uniform lay angle β
With the stress components given, the integration in Eq. (4.8) can be performed to obtain
a constitutive relation in the form of Eq. (4.2) and the stiffness matrix
C =






















































(α1 + α3 + α2 cos
2 β).
(4.10)
Here, E, Gs, Gr and Cf are the effective moduli for extension, shear, torsion, and coupling,
respectively. As pointed out in Ref. [94], when the lay angle is non-zero, the effective torsional
modulus Gr is different than the effective transverse shear modulus Gs. Another observation
is that Cf is non-zero when the lay angle is non-zero, i.e., there is coupling between tension
and torsion, as well as between shearing and bending.
Example II: Solid circular cylinder with stepwise β
The lay angle β is a stepwise function of the radial position r:
β(r) =

0, r < r0
β, r0 < r < R
(4.11)
where R is the outer radius of the cable. This models a helical cable with one layer of helical























































































































































cos(4β)− α2ξ4 + α2 + 4α3
]
+ µ (4.13e)
in which, ξ = r0/R. Again, the effective torsional modulus Gr is different than the shear
modulus Gs. However, in contrast to Eq. (4.9), the modulus of extension Ee and the modulus
of bending Eb are also different here. In fact,







[4α1 + α2 cos(2β) + 3α2 + 4α3] sin
2 β (4.14)
Note that Ee = Eb when ξ = 0, i.e. when β is uniform.
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Example III: Uniform pitch length
This is to model the case where we make a helical strand by clamping a bundle of fibers at
one end, and twisting the other end. The strand obtained will have a uniform pitch length
from the center to the edge of the cross section. With a small angle assumption, we have
β ≈ kr, where k is a constant. In this case, one can also get a stiffness matrix following the
form of Eq. (4.12), with different stiffness values, i.e., Eb 6= Ee and Gs 6= Gr unless β ≡ 0.
From the above, the symmetry of a helical strand leads to a stiffness matrix of the form
in Eq. (4.12). For a helical strand with a straight core, Example II is a better approximation,
since we can treat the core as an inner region with β = 0, and the helices as an outer section
with β constant. There are five independent effective moduli, Ee, Gs, Eb, Gr, and Cf , that
are functions of the lay angle and the wires’ diameters. However, the values of the effective
moduli, do not follow Eq. (4.13), as the wires are separate from each other, and do not fill
the annular space around the core. In additional, this form of stiffness matrix shows that
the bending-shearing problem and the tension-torsion problem are uncoupled.
4.2.2 Procedure of estimating effective moduli
It is non-trivial to determine the values of the effective moduli in the rod models. In the
semicontinuous model by Jolicoeur and Cardou, the elastic constants of the transversely
isotropic cylinders can be estimated either by fitting results from thin rod models [90] or by
modeling the contact between wires [20, 89]. These authors also recommended the use of
experimental data to achieve more reliable estimations [90].
For the Timoshenko model that we propose, we use the finite element analysis to estimate
the effective moduli in Eq. (4.12) due to the following reasons. First, modeling the contact
between wires with an analytical approach requires assumptions that are themselves to be
verified. Second, finite element analysis for a helical strand is relatively quick and accurate.
Third, the effective moduli do not depend on the length of the cable, and thus we can do the
finite element analysis on a relatively short cable, the results from which can then be used
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for cables of arbitrary lengths.
Inferring the values of the effective moduli from finite element results requires solving
an inverse problem. The forward problem is to solve the response of the cable under given
boundary conditions. The equilibrium equations for the Timoshenko rod with no distributed












which, for a static problem, have the following components in the Cartesian frame
(O; e1, e2, e3)
N ′1 = 0, (4.16a)
N ′2 = 0, (4.16b)
N ′3 = 0, (4.16c)
M ′1 −N2 = 0, (4.16d)
M ′2 +N1 = 0, (4.16e)
M ′3 = 0. (4.16f)
With the constitutive relations obtained by the integration in Eq. (4.8), the equations of
equilibrium can be solved for given boundary conditions.
For comparison, the constitutive equation for the Euler-Bernoulli beam model shown in



































In Eq. (4.17), θ1 = −u′2 and θ2 = u′1 have been used, which are based on the assumption
that there is no transverse shear strain in the cross section. N3, M1, M2 and M3 can be
solved under given boundary conditions from Eqs. (4.16). Then, N1 and N2 can be inferred
using Eq. (4.16d) and Eq. (4.16e).
Alternatively, there are many analytical models that give predictions of the effective
moduli Ee, Eb, Gr and Cf [10, 13, 16, 70, 95]. The values of Gs, however, are not available
in the literature, since the analytical models follow the Euler-Bernoulli framework as in
Eq. (4.1).
4.2.3 Numerical example of solving effective moduli
We consider a 1+6 helical strand, made of a straight cylindrical core and 6 helical wires. The
wires are perfectly bonded to the core, and there is no contact between neighboring wires.
The radius of the core is r0 = 1.97 mm, and the radius of the wires is r1 = 1.865 mm, making
the outer radius of the strand R = 5.7mm. The wires are made of a material with a Young’s
modulus E0 = 188GPa and a Poisson’s ratio ν = 0.3. Helical strands of different lay angles
of up to 17◦ are created and meshed. The strands have the length of one pitch, except for
the one with a zero lay angle, which has a length of 80 mm. It is verified that the effect of
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length on the results is minimal. For each strand, the meshes of the wires and the meshes of
the core are stitched together with the procedure used in Ref. [87], and there is no contact
between neighboring helical wires. The left ends of the cables are clamped. Several different
types of boundary conditions are applied to the right end. Analytical solutions for each of
the resulting boundary value problems (BVPs) are obtained by solving the equilibrium given
by Eq. (4.16) with a stiffness matrix given by Eq. (4.12).
1. u3(L) = δ and all other degrees of freedom are 0. The analytical solutions of the













2. θ3(L) = θ and all other degrees of freedom are 0. The analytical solutions of the













3. u2(L) = δ and all other degrees of freedom are 0. The analytical solutions of the

































−6C2fR2 + 6EbGsR2 + 2G2sL2
(4.21c)
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With the values of the left-hand side obtained from finite element simulations, each of the
equations above gives one relation between the elastic constants. Some of these equations
are linearly dependent, e.g. Eq. (4.19b) and Eq. (4.20a) are the same, Eq. (4.21c) and
Eq. (4.21a) are proportional. Therefore, we end up with five independent equations, Eqs.
(4.19a), (4.19b), (4.20b), (4.21a) and (4.21b). The five unknowns Ee, Cf , Gs, Eb and Gr,
can then be solved and written explicitly as functions of the loads:


















2 − 6L(M2/δ)(M3/δ) [2(M2/δ) + (M3/δ)]
3π(N2/δ)R4 [2(M2/δ) + (M3/δ)]
(4.22e)
When the lay angle β = 0, it is known a priori that Cf = 0, and (M2/δ) and (M3/δ) are also
approximately zero. Therefore, Eqs. (4.22d) and (4.22e) can no longer be used to compute
Gs and Eb. In fact, when β = 0, there are only three non-trivial independent equations
Eqs. (4.19a), (4.20b), and (4.21a), leaving Gs and Eb undetermined. But we can still get
Gs and Eb at zero lay angle by extrapolating their values at non-zero lay angles. It is
noteworthy to emphasize that these BVPs are not arbitrarily chosen. They cover the three
basic deformation modes, extension, torsion and bending. More importantly, one has to make
sure the final set of equations for solving the elastic moduli insensitive to small perturbations
to the finite element results for the cross section loads, especially for the equations of Gs
and Eb, which are likely nonlinear functions of the cross section loads. One can easily pick a
set of BVPs such that the resultant equations are unstable to perturbations. Here we have
verified that Eq. (4.22) is well behaved in that sense.
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As a comparison, the elastic moduli in the Euler-Bernoulli model can also be estimated
with the finite element analysis. The analytical solutions for the cross section forces and









































There are four effective moduli, Ee, Eb, Cf and Gr, and four independent equations: Eqs.
(4.23a), (4.23b), (4.24b) and (4.25c). All the equations are uncoupled and linear, and are
thus apparently well-conditioned. Since Eqs. (4.23a), (4.23b) and (4.24b) are the same as
Eqs. (4.19a), (4.19b) and (4.20b), respectively, the values of Ee, Cf and Gr are identical to
those for the Timoshenko model. Only Eb is, in general, different.
The values of the five moduli from the finite element analysis are shown in Fig. 4.1.
Alternatively, estimates of Ee, Cf , and Gr can also be obtained from analytical models
under tension-torsion loads in the literature, e.g. the model by Costello [10], and the model
by McConnell and Zemke [95]. Eb is proportional to the bending stiffness of the cable and
it depends on the contact condition at the wire-core interfaces [39]. In this study, the wires
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are assumed to be perfectly bonded to the core. The corresponding bending stiffness can be
estimated using analytical models, such as the one by Lanteigne [13] or that by Sathikh [70].
The values of Ee, Cf and Gr from the Timoshenko model and from the Euler-Bernoulli
model are identical, and they are close to those from the analytical models. The values
of Eb for the Timoshenko model are also close to those from the analytical models. But
the Euler-Bernoulli model requires significantly lower Eb’s to match the loads predicted by
the finite element method. The reason for the lower Eb is because under BVP3, there is
transverse shear strain in the cable, therefore, the Euler-Bernoulli beam assumption that
the cross section remains orthogonal to the centerline is no longer valid, i.e., the Euler-
Bernoulli model would overestimate the bending loads, if using the same effective bending
moduli Eb. No report on analytical estimates of the effective shear modulus Gs has been seen
in the literature. The shear correction factor κ for conventional Timoshenko beam model is
implicitly incorporated into the effective shear moduli Gs here. Gs and Gr (in Fig. 4.1) both
increase with the lay angle, but Gs is greater than Gr.
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Figure 4.1: The values of the effective moduli i) for the Timoshenko model, ii) for the
Euler-Bernoulli model, and iii) from analytical models in the literature (Costello, McConnell-
Zemke, Sathikh, Lanteigne).
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4.3 Bending-shearing coupling in helical strands
Comparing Eq. (4.21) with Eq. (4.25), we see that the most significant difference is that the
Timoshenko model predicts a non-zero M2 when the beam is flexed by a displacement u2,








Therefore, M2 = 0 only when the coupling modulus Cf = 0, which corresponds to the case
of a zero lay angle. M2/M1 is also proportional to R/L, suggesting the coupling effect is
more significant for thick strands. The bending is also not planar, as
u1 = −
3CfGsR (Lx3 − x23) δ
L
(
−3C2fR2 + 3EbGsR2 +G2sL2
) (4.27)
which is non-zero unless x3 = 0, or L. As a “conjugate”, the case where the right end of
the strand is subjected to a bending angle θ2(L) = θ is studied. Moreover, we add two more
cases where the displacement and bending angle are applied in the 1-direction, i.e., we solve
the following three BVP’s:
4. θ2(L) = θ and all other degrees of freedom are 0.
5. u1(L) = δ and all other degrees of freedom are 0.
6. θ1(L) = θ and all other degrees of freedom are 0.
Since all the effective moduli are known for the Timoshenko and the Euler-Bernoulli models,
The cross section loads for BVP4-BVP6 can be readily solved using these models. For BVP4,




































−6C2fR2 + 6EbGsR2 + 2G2sL2
(4.28c)
























suggesting N2 = 0 only when the lay angle β = 0, and the coupling is more significant for
thick strands. The bending is also not planar, as the displacement u2 is nonzero except at
the left and right ends:
u2 = −
CfGsR (L
2x3 − x33) θ
L
(
−3C2fR2 + 3EbGsR2 +G2sL2
) (4.31)
The observations above also show that the bending deformations in the two cross-sectional
principal directions are coupled, with the extent of coupling characterized by Cf , as is also
demonstrated by the dynamic equations of motion in Ref. [94].
The solutions from the Timoshenko model are then verified by finite element analysis.
Tables 4.1-4.4 show that with the Euler-Bernoulli model, N2 for BVP4, M1 for BVP5 and N1
for BVP6 are always zero, because it neglects the coupling between shearing and bending.
On the other hand, the Timoshenko model gives predictions very close to the finite element
results for all cross section forces and moments. The fact that the model is equally good for
displacement boundary conditions applied in both the 1- and 2-directions suggests that the
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strand is “quasi-isotropic” within the cross section.
Table 4.1: Cross section forces and moments predicted by different methods for β = 0. There
are no predictions from the Timoshenko model because when β = 0, Eqs. (4.22d) and (4.22e)
are no longer valid.
Force or Moment FEA Euler-Bernoulli
BVP4 N1(N) -7151 -7151
BVP4 N2(N) 0.01786 0
BVP4 M2(N ·m) 389.2 381.4
BVP5 N1(N) 1788 1788
BVP5 M1(N ·m) -0.0001719 0
BVP5 M2(N ·m) -71.51 -71.51
BVP6 N1(N) -0.01719 0
BVP6 N2(N) 7151 7151
BVP6 M1(N ·m) 389.2 381.4
Table 4.2: Cross section forces and moments predicted by different methods for β = 6◦.
Values significantly different than FEA are made bold.
Force or Moment FEA Timoshenko Euler-Bernoulli
BVP4 N1(N) -2579 -2579 -2579
BVP4 N2(N) -28.12 -28.12 0
BVP4 M2(N ·m) 394.9 395.4 394.2
BVP5 N1(N) 225 225 225
BVP5 M1(N ·m) -0.2809 -0.2812 0
BVP5 M2(N ·m) -25.79 -25.79 -25.79
BVP6 N1(N) -28.09 -28.12 0
BVP6 N2(N) 2579 2579 2579
BVP6 M1(N ·m) 394.9 395.4 394.2
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Table 4.3: Cross section forces and moments predicted by different methods for β = 11.8◦.
Values significantly different than FEA are made bold.
Force or Moment FEA Timoshenko Euler-Bernoulli
BVP4 N1(N) -4372 -4375 -4373
BVP4 N2(N) -162.5 -162.5 0
BVP4 M2(N ·m) 337.7 339.9 336.2
BVP5 N1(N) 758.6 758.6 758.2
BVP5 M1(N ·m) -1.623 -1.625 0
BVP5 M2(N ·m) -43.72 -43.75 -43.73
BVP6 N1(N) -162.3 -162.5 0
BVP6 N2(N) 4373 4375 4373
BVP6 M1(N ·m) 337.7 339.9 336.2
Table 4.4: Cross section forces and moments predicted by different methods for β = 17◦.
Values significantly different than FEA are made bold.
Force or Moment FEA Timoshenko Euler-Bernoulli
BVP4 N1(N) -5327 -5327 -5328
BVP4 N2(N) -332.4 -332.4 0
BVP4 M2(N ·m) 281.1 284.9 280
BVP5 N1(N) 1352 1352 1352
BVP5 M1(N ·m) -3.322 -3.324 0
BVP5 M2(N ·m) -53.27 -53.27 -53.28
BVP6 N1(N) -332.2 -332.4 0
BVP6 N2(N) 5328 5327 5328
BVP6 M1(N ·m) 281.1 284.9 280
4.4 Thermoelastic rod model for helical strands
4.4.1 Constitutive relation with thermal expansion
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Analogous to the stiffness matrix C, the thermal expansion coefficient vector {k} has zero
entries depending on the underlying symmetry of the structure and the materials. In the case
where the cable is made of a material with a uniform and isotropic coefficient of thermal
expansion (CTE) η, a temperature increase Θ is equivalent to introducing a mechanical
strain
{




0 0 −ηΘ 0 0 0
}T
, and thus [C] and {k} are
related by
ki = Ci3η, i = 1 . . . 6 (4.33)
In the case of the helical strand that follows Eq. (4.12),
k3 = πR
2Eeη, k6 = πR
3Cfη, other ki = 0 (4.34)
The same is true for Euler-Bernoulli models. Therefore, in this case, not only the zero entries
in {k} are identified, but also the values of the non-zero ki’s are readily obtained from the
mechanical stiffnesses Ee and Cf . Equation (4.34) shows that a uniform temperature increase
leads to tensile and torsional loads, but has no effect on the bending moments and transverse
shear forces. This equation can be verified with finite element analysis on the helical cables
defined earlier. The CTE of the material is set to 1.2 × 10−5 K−1, though the solution of
ki (i = 1 . . . 6) does not depend on the actual value of η since the problem is linear. The
strand is initially stress free, and then subjected to a uniform temperature increase of 100 K.
The cross-section loads are computed and used to infer ki’s. In the meantime, ki’s can
be computed using Eq. (4.34), with the values of moduli already estimated above for the
Timoshenko and the Euler-Bernoulli model, respectively. The values of k3 and k6 from the
thermal finite element analysis compare very well with Eq. (4.34), as is shown in Fig. 4.2.
In the meantime, N1 and N2 remain around 0.01 N, negligible compared with N3 which is of
the order of 104 N. M1 and M2 are also around 0.005 N ·m2, negligible compared with M3
which is up to 14 N ·m2 for the largest lay angle.
In a more general case where the CTE is anisotropic, a simple relation between ki and Cij
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such as Eq. (4.34) does not exist, but one can still follow the procedure in the section “Sym-
metry of rod constitutive behavior” to identify the possible zero ki’s. Again, this is based on
the assumption that the helical strand follows the same symmetry as a helically reinforced
cylinder, which is valid if there is no slip between the wires. In a helically reinforced cylinder,
the CTE is in general anisotropic. At any point on a helical fiber, a local coordinate system
(P ; τ , b, r) is established, where τ is the tangential direction with Cartesian components
shown in Eq. (4.4), and
binormal b = cos β sinφe1 − cos β cosφe2 + sin βe3 (4.35)
radial r = cosφe1 + sinφe2 (4.36)








where ητ , ηb and ηr are the CTE along the fiber, between fibers within the same layer of
helical wires, and between fibers in neighboring layers, respectively. The local thermal strain
components are transformed into global components in the Cartesian coordinate system
(O; e1, e2, e3) via
[εth]
global = [Q]T [εth]
τbr [Q] (4.38)
where [Q] is the transformation matrix. The stress induced by [εth]
global can be obtained


































Therefore, the thermal expansion only leads to modifications to the axial force N3 and
momentM3, while it has no effect on bending and shearing. This is consistent with Eq. (4.34),
but the result here is more general as the anisotropy of CTE is considered. Also different
is the fact that in the anisotropic case, one has to use a thermal finite element analysis to
estimate the non-zero thermal coefficients, since no simple relation between ki and Cij is
available. Another observation from Eq. (4.39) is that k6 = 0 when the lay angle β = 0,
and also k6 ∼ β when β is small, i.e., k6 is a result of the presence of helices. In contrast,
k3 6= 0 for zero β. ke and kr are coefficients that do not depend on the cross section area of
the strand. We further note that when the CTE is not uniform over the cross section, we
do not in general have k1 = k2 = k4 = k5 = 0, i.e., there may be coupling between thermal
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Figure 4.2: The thermal coefficients k3 and k6
expansion and bending, as is reported in Ref. [46]. However, when the variation of CTE is
only along the radial direction, we still end up with k1 = k2 = k4 = k5 = 0 following the
same derivation as above.
In summary, we have created a generalized Timoshenko model for helical strands with

























































It is governed by 5 effective elastic moduli Gs, Ee, Eb, Gr and Cf , and 2 effective thermal
coefficients, k3 and k6. The values of these constants can be obtained with the procedures
mentioned above. Then, the general deformation of the helical strand can be solved with
1D beam equations. We investigate the thermoelastic wave propagation in a helical media
in the following section. It is a modification of our earlier results where the contribution of
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thermal expansion to the torsional moment is assumed zero.
4.4.2 Thermoelastic wave equations
The Timoshenko rod model can now be employed to study the mechanical wave propagation
in a helical strand [94]. The equations of vibration can be separated into two sets uncoupled
from each other: one set of two tension-torsion equations and one set of four bending-
shearing equations. The eigenvalue problems of the two sets of equations are solved, yielding
the dispersion relations and vibration modes. In another paper, we studied the thermoelastic
waves in a helical strand with the heat transfer following either a parabolic (i.e., Fourier) or
a hyperbolic (i.e., Maxwell-Cattaneo) type [58], and the strand is assumed to have tension-
torsion coupling, while the thermal expansion only affecting the axial force, not the axial
torque. In contradiction to this, in the thermomechanical constitutive law we derived in
the current study (Eq. (4.41)), one important consequence of the structural chirality is
that thermal expansion leads to a change of the axial torque as well. In this study, the
thermoelastic wave problem in a helical strand is solved with the rod model proposed above.
The heat conduction is assumed to follow Fourier’s law, which is sufficient for the majority
of engineering applications.
Since the thermal expansion does not affect the bending and shearing loads, and the the
tension-torsion problem is also uncoupled from the bending-shearing problem, the bending-

















3 − πR3krΘ (4.42b)
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The Fourier heat conduction law states
Q = −AKΘ′ (4.43)
where K is the thermal conductivity along the strand’s axis, Q is the heat flux in the whole
cross section, and A is the area of the cross section. The momentum balance equations are
reduced from Eq. (4.15) to
N ′3 = ρAü3 (4.44a)
M ′3 = ρJθ̈3 (4.44b)
where J is the torsional moment of inertia of the cross section. Since we effectively replace a
helical strand with a helically reinforced rod with cross section radius R via the constitutive





The equation of entropy rate is,
T0Ṡ = −Q′ (4.45)
where S is the entropy per unit length of the strand and T0 is a reference temperature
such that the instantaneous temperature T = Θ+T0 [96]. In analogy to the thermoelasticity
constitutive theory for linear 3D media [96], the free energy per unit length of a rod following
Eq. (4.32) can be written as
Ψ = Ψ0 − S0Θ +
1
2










by properly choosing the reference state entropy value. Substituting Eqs. (4.43) and (4.47)
into Eq. (4.45) and assuming |Θ|<< T0, we get
T0
A
{k}T{γ̇}+ ρcvΘ̇ = KΘ′′ (4.48)
which, in view of Eq. (4.41), is reduced to
T0(keu̇′3 + krRθ̇
′
3) + ρcvΘ̇ = KΘ
′′ (4.49)
Equations (4.42) and (4.44) can be combined, which then together with Eq. (4.49) form the

















3 − krΘ′ (4.50b)
ρcvΘ̇ = KΘ
′′ − T0(keu̇′3 + krRθ̇′3) (4.50c)
Note that the coupling between torsion and temperature is accounted for here, due to a
non-zero kr, which is neglected in Ref. [58].
4.5 Thermoelastic coupling and wave solutions
Assuming the following space-time-harmonic wave form solutions,
u3(x, t) = A
∗ exp[ik(x− ct)] (4.51a)
θ3(x, t) = B
∗ exp[ik(x− ct)] (4.51b)
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Θ(x, t) = C∗ exp[ik(x− ct)] (4.51c)
we arrive at the dispersion relation
∣∣∣∣∣∣∣∣∣∣















Note that the matrix is full, due to the thermal coupling with tension and torsion. The
solutions of the dispersion relation remain the same if a row or a column is multiplied by a














































Note that εe, εr and εc are non-dimensional, while Γ has the unit of celerity. εc is a measure
of chirality (εc = 0 if the lay angle is 0). εe and εr are the thermoelastic coupling factors.
For an isotropic straight rod under isothermal condition, the longitudinal wave celerity is√
E/ρ, and the torsional celerity is
√
G/ρ. If the thermoelastic coupling is considered, then,








while the torsional celerity remains the same [97]. The parameter ε represents the thermoe-
lastic coupling. In our case, there is thermal expansion in both the longitudinal and the
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torsional directions due to chirality, quantified by ηe and ηr respectively. Therefore, we have
two thermoelastic coupling factors, εe and εr. Γ is the product of the thermal diffusivity
K/cvρ and the wavenumber k, and thus, a small Γ may correspond to a large wavelength
(k  1) or low thermal conductivity. As is discussed later, Γ is an important parameter in
the transition of the solution from the adiabatic regime to the isothermal regime.
Multiplying Eq. (4.53) by c we obtain a fifth-order polynomial equation in c with 5 roots
that are in general complex. This polynomial is denoted F(c) henceforth. The coefficients
of the odd-order terms are real and the even-oder terms purely imaginary. For such an
equation, if c is a root, then -c is a root as well, where c is the conjugate of c, i.e., the roots
are in pairs ±<c + =c or a pure imaginary number. It will be seen later that the two pairs
of roots ±<c + =c correspond to the quasi-longitudinal wave and the quasi-torsional wave,
whereas the single pure imaginary root corresponds to the thermal field.
According to Eq. (4.51), <c represents the celerity of the wave, and −k · =c respresents
the damping factor. The solutions to F(c) = 0 can be computed numerically in general.
However, analytical solutions exist for special cases, which reveal important properties of
the waves. We will discuss the analytical solutions below. Before the discussion, it is helpful
to rewrite the original equation F(c) in the form
F(c) = (c+ iΓ) Q(c)− cP(c)
























4.5.1 Case I: No thermal expansion
If there is no thermal expansion, i.e., εe = εr = 0, the mechanical and thermal equations in
Eq. (4.50) are decoupled. We have F(c) = (c + iΓ)Q(c). The root −iΓ is associated with
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the thermal field. Since the real part is zero (c
(1)








which is proportional to the wavenumber squared and the thermal diffusivity K/(ρcv). For
mechanical waves the celerities for longitudinal and torsional waves are found as the roots





















Because (Ee−Gr)2+4EeGrεc > 0, no damping is present in the elastic waves (d(1)l = d
(1)
t = 0).
The celerities are consistent with quasi-torsional and quasi-longitudinal wave solutions of a
helix obtained in Refs. [94, 98]. Also note that Γ is not present in the solutions, suggesting
the waves are non-dispersive and independent of the thermal conductivity.

















4.5.2 Case II: Asymptotics using small thermoelastic coupling
condition
When εr 6= 0, εe 6= 0, but εe  1 and εr  1, there is a weak thermoelastic coupling. This
is in particular true for a small coefficient of thermal expansion, which is the case for many
engineering materials. The effect of the thermoelastic coupling on the wave solutions can
then be introduced as a perturbation term.
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Perturbation method
Consider a solution c(1) for the problem with εe = εr = 0. The new solution can be written
as c = c(1) + δc +O(ε2e,r). Here O(ε2e,r) means that δc is of the same order of magnitude as
εe, εr or
√
εeεr), with δc to be solved. A Taylor series expansion of F up to the first order in
the neighborhood of c(1) gives:



















are functions of εe and εr. As εe  1 and εr  1, it is sufficient to solve











































t respectively. This solution contains an imaginary coefficient through
(c + iΓ)−1, hence there is damping in the elastic waves. Since all other variables are real,
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the amount of damping is controlled by Γ. In particular, two situations are considered,
Γ  c (where c = c(1)l , or c
(1)
t ), and Γ  c. The physical meanings of these two conditions
can be elucidated with the Fourier number, defined as Fo = DTc/L
2
c , where D = K/cvρ
is the thermal diffusivity, Tc is a characteristic time scale, and Lc the characteristic length
scale [99]. For the wave-form solution Eq. (4.51), the time scale is Tc = 2π/ω = 2π/ck and












Therefore, the condition Γ  c is equivalent to Fo  1. It corresponds to the case where
elastic wave propagation dominates the thermal diffusion, i.e., it is an adiabatic process.
On the other hand, Γ  c is equivalent to Fo  1, representing the case where thermal
diffusion dominates the elastic wave propagation, i.e, it is an isothermal process. We define





which can used to estimate where the adiabatic-isothermal transition occurs as the wavenum-
ber varies. Similarly, we have the critical frequency





In practice, c in Eqs. (4.63), (4.64) and (4.65) is a characteristic celerity, and one can also
use
√
Ee/ρ (for longitudinal waves) and
√
Gr/ρ (for torsional waves), instead of Eq. (4.56),
as they are typically of the same order of magnitude.
1. Adiabatic regime: If Γ c, then in Eq. (4.61) the following Taylor series expansion
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t for the longitudinal and torsional waves
respectively. As εe and εr are both proportional to T0, the celerity is linearly dependent
on the temperature and the damping is proportional to the temperature. The celerity
is independent of Γ, hence the waves are non-dispersive. However, the damping of the
elastic waves is proportional to K and k2. For isotropic thermal expansion, εr = εe,
the elastic damping and celerity are simplified to
c
(2)

































To demonstrate the effect of the lay angle, we take a first order expansion of Eq. (4.66)





































































































t ≈ c(1)t , d(2)t ≈ 0 (4.68b)
In other words, in the case of weak chirality and thermoelastic coupling, the longitudi-
nal thermoelastic coupling has a more significant effect on the longitudinal waves than
on the torsional waves, and the effect of torsional thermoelastic coupling is negligible
on both waves. For isotropic thermal expansion, the dampings for the longitudinal
























Since εc is always positive, it is observed from Eq. (4.69) that the chirality reduces the
damping of the longitudinal wave and increases the damping of the torsional wave by
the same amount.
If we use the first-order approximation k ≈ ω/c(1)l for longitudinal waves and k ≈ ω/c
(1)
t




























2. Isothermal regime: If Γ  c, then in Eq. (4.61) the Taylor series expansion (c +










is used. If we neglect terms of quadratic or higher orders
in c/Γ, we see the wave celerities are the same as those found in case of no thermal
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t ≈ c(1)t . (4.70)























where c = c
(1)
l , or c
(1)
t , depending on whether the wave is longitudinal or torsional.
Because k/Γ = cvρ/K, the damping is independent of the wavenumber. Same as for
the adiabatic regime, the damping is proportional to the temperature T0. It is noticed
that Eq. (4.71) is essentially the same as its adiabatic counterpart in Eq. (4.66) if
























































It is observed that cv does not affect damping in the isothermal regime.
Thermal field
For the thermal field, the perturbation to c(1) = −iΓ is


























































































. The thermal damping Eq. (4.72) can be











and for isotropic thermal expansion,
d
(2)
th ≈ kΓ(1− εe) (4.73)
In the isothermal regime, d
(2)
th ≈ kΓ in the first-order approximation for both anisotropic and
isotropic thermal expansions.
4.5.3 Case III: Asymptotics without using small thermoelastic
coupling condition
When εe and εr are not small, the solutions cannot be obtained with the perturbation
method. However, we can still consider the solutions in the adiabatic or the isothermal












According to the discussions above, the wave propagation is an adiabatic process when
Fo  1. In that case, the solution c∗ can be written as an asymptotic expansion with
respect to Fo







Substituting Eq. (4.75) into the dispersion relation, and setting the leading two terms to
zero, we can get explicit solutions for c∗0 and c
∗
1. It is found that c
∗
0 is real and c
∗
1 is purely
imaginary. Therefore, the leading term for celerity is c∗0
√
Ee/ρ, and the leading term for
damping is −2πk · Fo · =(c∗1) ·
√









Ee(1 + εe) +Gr(1 + εcεr) +
[
E2e (1 + εe)
2 +G2r(1 + εcεr)
2
− 2EeGr (1 + εe − 2εc − 4
√











Ee(1 + εe) +Gr(1 + εcεr)−
[
E2e (1 + εe)
2 +G2r(1 + εcεr)
2
− 2EeGr (1 + εe − 2εc − 4
√









Ee +Gr − EeGr(1−εc)c2ρ − c2ρ
Ee(1 + εe) +Gr(1 + εcεr)− 2c2ρ





Upon taking the limit of εe, εr  1, Eq. (4.76) reduces to Eq. (4.66). Same as for weak ther-
moelastic coupling, the celerities are also independent of the wavenumber, and the dampings
are proportional to k2. However, it is no longer the case that the celerities are linear in T0
and the dampings are proportional to T0. It was the case for adiabatic waves with weak
thermoelastic coupling simply because we assumed εe, εr  1.
On the other hand, the waves are isothermal when Fo 1. An asymptotic expansion of
the solution with respect to 1/Fo is pursued:










Following the same procedure as above, we again find c∗0 real and c
∗
1 purely imaginary.
The leading term for celerity is c∗0
√
Ee/ρ, and the leading term for damping is −k=(c∗1) ·√






























































With the definition Γ = kK/(ρcv), the dampings are independent of k. The dampings are
also proportional to T0 in view of the definitions of εe and εr.
The asymptotic behaviors of the solutions in the adiabatic and the isothermal regimes are
summarized in Table 4.5. Note that while the waves in either the adiabatic or the isothermal
regimes are non-dispersive, the waves between these two limits are in general dispersive.
4.5.4 Numerical example
As a numerical example, we take the values of the moduli Ee, Gr, Cf , ke and kr of the
β = 17◦ steel strand from the finite element analysis above. The effective density, thermal
conductivity and specific heat are listed in Table 4.6.
According to these values we have εe = εr = 1.75 × 10−3 at T0 = 293 K, εe = εr =
2.83 × 10−3 at T0 = 473 K, and εc = 0.397. Therefore, we can use the condition of weak
thermoelastic coupling εe  1, but not weak chirality εc  1. The critical wavenumber for
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Table 4.5: Asymptotic behavior of the solutions
Adiabatic Isothermal
Condition ω  cvρ
K
c2, k  cvρ
K
c, Fo 1 ω  cvρ
K
c2, k  cvρ
K
c, Fo 1
Celerity (εe, εr  1) c(2)l and c
(2)





Independent of k, non-dispersive
Linear in T0 Independent of T0









Independent of k, non-dispersive
Dependent on T0 Independent of T0
Damping (εe, εr  1) d(2)l and d
(2)






Proportional to k2 Independent of k









Dependent on T0 Proportional to T0
Proportional to k2 Independent of k
Table 4.6: Values of additional properties of the steel strand to be used for celerity calculation
Property Actual Equation Effective














Specific heat 500 J/(kg ·K) cv = cv,actual 500 J/(kg ·K)
the adiabatic-isothermal transition kcr is estimated as 3.5 × 108 m−1 using c =
√
Ee/ρ. It
is well beyond the range of wavenumbers for practical purposes. In fact, it corresponds to
a wavelength 2π/k = 1.7 × 10−8 m, which is too low for the rod model to be valid (since
the radius R = 5.7 mm is much larger than the wavelength). In terms of frequency, the
transition occurs around f = kcrc/2π ' 250 GHz, which is much higher than frequencies in
practical applications. Therefore, the thermoelastic waves in the steel strand are essentially
adiabatic. However, it is possible to reach the isothermal regime with different materials
and geometry. According to Eq. (4.64) and the discussions thereof, the transition for the
longitudinal wave occurs around the critical wavenumber kcr =
√
Eeρcv/K, and the torsional
wave around kcr =
√
Grρcv/K. Hence, the critical wavenumber can be much lower than for
the steel strand if the material has lower elastic moduli, density and specific heat, and higher
thermal conductivity. In addition, the moduli are functions of the structure of the helical
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strand. With a large lay angle like that in a spring or a Slinky, the extensional modulus Ee
can be very small, leading to a much lower transition wavenumber for the longitudinal wave.
The numerical results of the celerities under different special cases are shown in Table 4.7.
It is observed that the torsional celerity is almost unchanged with the isothermal-adiabatic
transition, which is consistent with Eq. (4.68) though εc is not so small in this case. The
longitudinal celerity increases by ∼ 4 m/s, which is small, but experimentally measurable.
It is also comparable with the celerity difference estimated from Eq. (4.68): 3.98m/s.
Table 4.7: The mechanical celerities in different special cases
Case
Longitudinal Torsional
Equation Celerity (m/s) Equation Celerity (m/s)





No expansion, or isothermal Eq. (4.56a) 4679.52 Eq. (4.56b) 1244.30
Adiabatic Eq. (4.66)
4683.60 at 293 K
Eq. (4.66)
1244.31 at 293K
4686.10 at 473 K 1244.31 at 473 K
To obtain solutions in general cases (away from the adiabatic, or isothermal limits),
numerical methods are needed to solve Eq. (4.53). The numerical solutions of celerities
and dampings are shown as functions of the wavenumber in Fig. 4.3. As the asymptotic
analysis has shown, the celerities approach the adiabatic solutions for small wavenumbers,
and approach the isothermal solutions for large wavenumbers. This is because thermal
equilibrium can be established quickly for short waves but slowly for long waves [50,100]. It
is also seen from the figure that the damping scales as k2, for small k’s, and plateaus for large
k’s, consistent with the result of the asymptotic analysis. The dampings are extremely small
(as low as 10−11 ∼ 10−8 s−1 ) for this range of wavenumbers. Therefore, the thermoelastic
damping is negligible and mechanical damping is more important.
Next, the temperature effects on the thermoelastic waves are investigated. The main
consideration is that, with novel designs of overhead power transmission lines, operating
temperatures can reach 200 ∼ 250 ◦C [2]. The dampings in both the longitudinal waves
and the torsional waves increase by a factor of about 1.6 with the temperature increasing
from 293 K to 473 K for our steel strand (Fig. 4.4). But such an increase does not bring
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a fundamental difference in the damping behavior, as the absolute values of the dampings
remain negligible, as shown in Fig. 4.3. Overall, the numerical results show that for the steel
strand, the errors of neglecting the thermodynamics and the thermal expansion are very small
when compared with the alterations of the celerity brought about by pure tension-torsion
coupling. Thermoelastic damping is essentially almost absent for practical applications, and
mechanical damping is the dominant source of damping. These results are expected, as they
support the use of pure mechanical equations for wave propagations in helical strands for
most engineering applications. However, the thermo-mechanical coupling effect can be large
for high temperature applications, or materials with a high coefficient of thermal expansion,
as either case leads to large thermoelastic coupling constants.
It is worth comparing the results we obtained above for a helical strand with the solutions
for thermoelastic waves in an isotropic elastic medium [59]. Both solutions approach the
adiabatic limit for long waves and the isothermal limit for short waves. In both cases, the
longitudinal waves are dispersive and damped. However, there are fundamental differences
in our solutions due to the helical structure. In an isotropic medium, the transverse waves
do not interact with the temperature field, and only the longitudinal waves are coupled
with thermodynamics. As a result, the transverse waves are non-dispersive and undamped.
In contrast, in the helical medium, the torsional waves (which are a 1D form of transverse
waves) are also coupled with the temperature field, and thus are both dispersive and damped.
4.6 Conclusion
In this study, a helical strand without internal slip is modeled as a generalized Timoshenko
rod. In a most general Timoshenko rod model, the cross section force and moment compo-
nents are related to the local deformation by a full 6 × 6 stiffness matrix. For the helical
strand, we identify the zero entries in the stiffness matrix, following a similar procedure to
the one we used for Ref. [94], which is based on the assumption that the helical strand has
96


























































Figure 4.3: Numerical solutions for (a) longitudinal waves and (b) torsional waves at different
temperatures. The critical wavenumbers for adiabatic-isothermal transition computed with
Eq. (4.64) are indicated by the vertical dotted lines. Note the transitions for longitudinal
and the torsional waves do not occur at the same wavenumber.
the same structural symmetry as a helically reinforced continuum. The model is then ex-
tended by introducing thermal expansion terms into the constitutive relation. In the end, we
arrive at a thermo-mechanical constitutive relation with 5 effective moduli, Ee(extension),
Eb(bending), Cf (coupling), Gs(shearing) and Gr (torsion) and two thermal coefficients, k3
(extensional-thermal coupling) and k6 (torsional-thermal coupling). In the stiffness matrix,
bending-shearing is uncoupled from tension-torsion. The bending-shearing coupling and
tension-torsion coupling are both characterized by the coupling moduli Cf . Thermal expan-
sion only affects the axial force and the torsional moment, but not the bending moments
and transverse shear forces. In particular, the effect of thermal expansion on the torsional
moment is rooted in the presence of helices, and it vanishes when the lay angle reaches zero.
For a specific helical strand structure, the values of the effective moduli can be obtained
with finite element analysis, or partially, from analytical solutions.
The non-classical bending behavior of helical strands in which an out-of-plane bending
moment or transverse force is required to maintain a planar deflection, is predicted by the
Timoshenko model and also verified by finite element analysis on a 1+6 strand structure.
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Figure 4.4: The ratio between the dampings at T0 = 473 K and at T0 = 293 K:
(a) longitudinal waves and (b) torsional waves.
The non-classical bending response is due to the bending-shearing coupling in helical strands,
which is considered in the constitutive relation of the Timoshenko rod model. As a compar-
ison, the Euler-Bernoulli model wrongly predicts those out-of-plane load components to be
zero as the bending-shearing coupling is neglected.
Other than the bending-shearing coupling, the chirality in helical strands causes a cou-
pling between the torsional deformation and the temperature field, which is also explicitly
included in the constitutive relation of the Timoshenko rod model. The harmonic ther-
moelastic waves in helical strands are solved with this model. The dispersion relation is
governed by four non-dimensional parameters: two thermoelastic coupling constants, εe and
εr, one chirality parameter εc, and the Fourier number Fo. Both the quasi-longitudinal
and quasi-torsional waves are dispersed and damped. The dampings originate from the
extension-thermal and torsional-thermal couplings. The celerities of short waves approach
the isothermal limit, and long waves the adiabatic limit. More generally, the adiabatic-
isothermal transition is controlled by the Fourier number: the solutions are in the adiabatic
regime for Fo  1, and in the isothermal regime for Fo  1. The dampings of the waves
increase with the wavenumber and eventually plateaus as the wavenumber grows to infinity.
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Chapter 5
Wave solutions to a 1D telegraph
equation
5.1 Introduction
To pave the way for studying a hyperbolic heat conduction in a helical strand, we do a
thorough investigation of harmonic wave solutions to a single 1D telegraph equation in this
chapter.
Telegraph equations originally come from the study of voltage and current in electrical
transmission lines. The same form of equations is also obtained from structural vibrations
with damping [101], or heat conduction of Maxwell-Cattaneo type which is the stepping-stone
to hyperbolic thermoelasticity [55], viscothermoelasticity [102], and thermofluids [103]. The
wave solutions of the telegraph equation are dissipative as opposed to waves in conservative
media, in which the energy velocity equals the group velocity. In general, in dissipative solid,
fluid, or electromagnetic systems, the harmonic waves can exhibit anomalous dispersions,
with the group velocity being greater than the phase velocity and the energy velocity; it can
even achieve an infinite value [104,105]. Under certain conditions, the energy velocity equals
the phase velocity, instead of the group velocity [106].
It is commonly noted that, for the Maxwell-Cattaneo law, heat conduction occurs via
the propagation of damped thermal waves of finite speed c =
√
K/(ρcvτ), where K is the
material thermal conductivity, ρ is the density, cv is the specific heat, and τ is the relaxation
time. These heat waves are also called the “second sound” [107]. However, to be more
accurate, c is the speed of propagation of discontinuities [108]. For harmonic wave solutions,
the phase velocity is lower than c due to the presence of relaxation time.
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In general, there are two types of harmonic wave solutions for dissipative hyperbolic
equations, (i) spatially attenuated and temporally periodic (SATP) and (ii) temporally at-
tenuated and spatially periodic (TASP). The phase, group, and energy velocities for the two
types of solutions are different. In the literature, depending on the interest of the authors,
or the types of problems, one of the two forms of solutions is assumed. The “plane wave”, or
“monochromatic wave”, refers to the SATP wave [104, 109, 110], while the TASP forms are
used for viscoelastic waves in single walled carbon nanotubes [111, 112]. The phase, group,
and energy velocities of TASP waves in linear dissipative fluids are studied in Ref. [105].
Mainardi [113] demonstrated that depending on the coefficients, the energy velocity of TASP
waves can be equal to the group velocity, or to the phase velocity, or neither. The general
expressions of the energy velocities for TASP and SATP waves were also derived in [106].
Bland [97] derived the SATP solution and discussed the behavior of the solution in the limit
of small damping. Gerasik et al. [114] obtained relations between the energy transport char-
acteristics and the complex group velocities for both TASP and SATP waves. While the two
harmonic wave solutions give different wave velocities, they are not in contradiction with
each other. They also must reconcile with the solution of propagation of discontunities in a
certain way. In that sense, an in-depth comparative study of the different behaviors among
these solutions is needed. One other motivation of this study comes from the transition of
heat equations from a parabolic to a hyperbolic type as the Maxwell-Cattaneo instead of the
Fourier heat conduction law is adopted. The asymptotic behavior of the two harmonic wave
solutions in the vicinity of the transition (i.e., small relaxation time) is yet to be investigated.
The harmonic wave solutions can also be interpreted as converting the problem from
the time or space domain to the frequency or wavenumber domain, respectively. In the
spectral finite element (SFE) method for mechanical waves in solids [115–118], the SATP
form of solutions is used, which transforms the original problem to the frequency space. The
approach is different than conventional finite element (CFE) methods in that the element
stiffness matrix is then constructed in the frequency domain. Thus, the stiffness matrix is a
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function of frequency and termed “dynamic stiffness”. The frequency-domain formulation is
advantageous in that much fewer elements are required to achieve the same level of accuracy
for dynamic problems [116, 118]. The SFE has been used for studying wave motions and
impact responses in homogeneous structural members (rods [116, 118], beams [118, 119],
plates [116], and helices [120]), as well as in spatially random media [121]. Note that the
SFE is distinctly different from another methodology, called “spectral element method” in
the sense of Patera and employed in computational fluid mechanics [122, 123], which is out
of the scope of the current study.
In this study, we attempt to make a one-to-one comparison between the phase, energy,
and group velocities, as well as the attenuations for the two harmonic wave solutions of the
telegraph equation. The behavior of solutions with a varying wavenumber or frequency is
presented. Moreover, the asymptotic behaviors of solutions in the limit of small damping
and small relaxation time are investigated respectively. The applicability of both harmonic
wave solutions is discussed and their connection to discontinuity waves is established. In
the final section, the SFE is formulated for a 1D Maxwel-Cattaneo heat conduction. The
derivation can be viewed as an application of the SATP wave solutions.
5.2 Derivation of the governing equation
For reference, we sketch the derivation of the telegraph equation, starting from the Maxwell-
Cattaneo equation in 1D
τ q̇ + q = −Ku′. (5.1)
where q is the heat flux, and u is the temperature. An overdot in this paper denotes a
material time derivative and a prime denotes ∂/∂x; τ is the relaxation time, and K the
thermal conductivity. We also have the energy balance
ρcvu̇ = −q′. (5.2)
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Combining these equations, while carrying out spatial and temporal differentiations, leads
to
−τρcvü+ q′ = −Ku′′. (5.3)
or, in view of Eq. (5.2),




Note that the time differentiation in Eq. (5.1) has to be treated as the material time derivative
by the argument of invariance of solutions with respect to Galilean transformations [124].
The form Eq. (5.1) with such a material time derivative can directly be derived from the
free energy and the dissipation functions [125]. In the following, we assume the body to be




u̇ = c2u′′, (5.5)
where c =
√
K/(ρcvτ) is commonly called the speed of “second sound”. This equation can
also be viewed as a damped wave equation with a damping coefficient of 1/τ , which comes
from the vibration of a string with viscous air resistance [126]. We emphasize that these
are two different interpretations of the telegraph equation. The first is from the Maxwell-
Cattaneo law of heat conduction, which is a modification of the Fourier law by adding a
thermal relaxation. The second is based on adding a damping term to the corresponding non-
dissipative wave equation. With the first interpretation, the telegraph equation represents a
parabolic-hyperbolic transition. With the second interpretation, the telegraph equation is a
wave equation “contaminated” by damping..
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5.3 Harmonic wave solutions
5.3.1 Temporally attenuated and spatially periodic (TASP)
Assume the solution is of the form
u(x, t) = C∗ exp (ik(x− At)) , (5.6)
which upon substitution into Eq. (5.5) gives
−k2A2 − i1
τ
kA+ c2k2 = 0. (5.7)




4c2k2τ 2 − 1− i
2kτ
. (5.8)
Therefore, there is a wave solution only when
4c2k2τ 2 > 1. (5.9)






To write the solution in terms of ω, we use Vp = ω/k and get
Vp =
2cωτ√
1 + 4ω2τ 2
. (5.11)
The same wave solution can also be obtained by assuming the solution to be of a more
general form
u(x, t) = T (t) exp(ikx). (5.12)
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Ṫ (t) + c2k2T (t) = 0. (5.13)
The characteristic equation r2 + 1
τ







Thus, r has a nonzero imaginary part, i.e., we obtain a wave solution, when Eq. (5.9) is
satisfied. The general solution of T (t) is

















The wave speed is then the same as Eq. (5.10). From Eq. (5.15), the temporal attenuation




4c2k2τ 2 − 1
, (5.16)




1 + 4ω2τ 2
2ωτ
. (5.17)
5.3.2 Spatially attenuated and temporally periodic (SATP)
Assume the solution to be of the form
u(x, t) = X(x) exp(iωt). (5.18)
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X(x) = 0. (5.19)
The general solution is
X(x) = Aeλx +Be−λx, (5.20)






The λ solution can be written as [97]





















Here µ is the attenuation and Vp is the phase velocity, both of which, clearly, depend on
the frequency. By eliminating ω with ω = Vpk, we find the wave speed in terms of the
wavenumber k. The same can be done for µ. In the end, we have
µ =
k√




4c2k2τ 2 + 1
. (5.24b)









1 + 4c2k2τ 2
− 8c4 k
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5.3.3 Applicability of solutions
In the most general case, a harmonic wave solution can be written as
u(x, t) = exp(i(kx− ωt)), (5.27)
where k and ω can both be complex numbers. In the case of TASP waves, we assume k is
real and allow ω to be complex. The solution is then of the form
exp(−ξt) · exp(i(kx− ωt)), with k = k, ξ = −Im(ω) and ω = Re(ω). (5.28)
It models a wave with attenuation in t. In the case of SATP waves, we assume that ω is real
but k is in general complex. As a result, the solution is of the form
exp(−µx) · exp(i(kx− ωt)), with k = Re(k), µ = Im(k) and ω = ω. (5.29)
It models a wave with attenuation over x. The solutions are summarized in Table 5.1, where
the phase velocity of the TASP form is denoted by Vp1, and SATP by Vp2.
The velocities of the two types of harmonic waves are different. It might then appear
arbitrary whether one gets one solution or the other. However, for a particular problem, the
initial and boundary conditions determine which solution is applicable. We point out that
the TASP waves are for problems with space periodicity, whereas the SATP waves are for
problems with time periodicity. Consider the vibration of a string with the left and right ends
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fixed, i.e., u(0, t) = u(L, t) = 0. One can repeat copies of the string leftward and rightward
to infinity, and thus the problem inherently has spatial periodicity. The eigenfunctions of
this problem are then sin(nπx/L), (n = 1, 2, ...) [127]. The TASP waves are suited for such
problems as the form exp(−ξt) exp(i(kx − ωt)) is spatially periodic but is decaying with
time. In addition, two opposing TASP waves of the same wavenumber form a standing wave
of a decaying amplitude, since
exp(−ξt) exp(i(kx− ωt)) + exp(−ξt) exp(i(kx+ ωt)) = 2 cos(ωt) exp(−ξt) exp(ikx). (5.30)
On the other hand, the SATP waveform exp(−µx) exp(i(kx − ωt)) is periodic in time,
but the amplitude decays exponentially to 0 as the spatial coordinate x goes to infinity.
Therefore, it is suitable for problems that are periodic in time, but infinite (or semi-infinite) in
space. One example is the propagation of a time harmonic wave along an infinite waveguide,
i.e., the initial and boundary conditions are
u(x, 0) = 0, (5.31a)
u(0, t) = sin(ω0t), (5.31b)
u(∞, t) = 0. (5.31c)
It can be demonstrated that the steady state solution at a particular x would be







with µ and Vp2 functions of ω0 given in Table 5.1.
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Table 5.1: Harmonic wave solutions
TASP waves SATP waves
Solution form (k, ω ∈ R ) u(x, t) = exp(−ξt) exp(i(kx− ωt)) u(x, t) = exp(−µx) exp(i(kx− ωt))































5.4.1 Dependence on k and ω
It is readily seen that both solutions have phase velocities less than c, the speed of propagation
of discontinuity in the media. The phase velocities approach c as k or ω approaches infinity.




























































































On the other hand, both Vp1 and Vp2 approach 0 for sufficiently small k or ω. It is found
that Vp1(k) requires a condition k >
1
2cτ










































ω as ω → 0 and Vp2(ω) → c as ω → ∞ is consistent with the plane wave so-
lution for linearized hyperbolic heat conduction from Ref. [109]. For the TASP waves, the
attenuation ξ is independent of the wavenumber or the wave frequency. For the SATP waves,
the attenuation µ → 1/(2cτ), as k or ω → ∞. As another extreme, µ ∼ √ω/(
√
2τc) as
ω → 0, and µ ∼ k as k → 0. The asymptotic behavior of µ in terms of ω has been obtained
in Ref. [109]. The solutions can be nondimensionalized in the following way
Ṽp1 = Vp1/c, Ṽp2 = Vp2/c, µ̃ = 2cτµ, (5.35)
and
k̃ = kcτ, ω̃ = ωτ. (5.36)
The number of independent variables is henceforth reduced: Ṽp1(k) and Ṽp2(k) are functions
of only k̃, and Ṽp1(ω) and Ṽp2(ω) are functions of only ω̃. The solutions in their nondimen-


























Figure 5.1: The phase velocity Vpi and group velocity Vgi, (i = 1, 2) as functions of the
nondimensional (a) wavenumber kcτ and (b) frequency ωτ . The Vg1 in (a) has kcτ = 1/2 as
the asymptote, and the Vg1 in (b) has ωτ = 0 as the asymptote.


















Figure 5.2: The nondimensional attenuation 2cτµ as a function of the nondimensional




The behavior of solutions in the case of a small damping coefficient is sought. To that
end, we would like to reduce the coefficient of u̇ to zero, while maintaining the u′′ term, in
Eq. (5.5), i.e., reduce 1/τ to zero, while keeping the magnitude of c2 constant. When there
is no damping, the phase velocities of both waves recover the value c. Moreover, it is noted
by Bland [97] that when the damping is sufficiently small, such that 1/ω2τ 2  1, we have
















































Therefore, the difference between Vp1 and Vp2 as 1/τ → 0 (with a fixed k or ω) is of the order
of O(1/τ 4). The damping 1/τ can be nondimensionalized by either kc (in the case where
the wavenumber is fixed) or ω (in the case where the frequency is fixed). The asymptotic
behaviors of the wave solutions as 1/τ → 0 are compared in Fig. 5.3 and Fig. 5.4.
5.4.3 Small relaxation time
When τ = 0, Eq. (5.1) is reduced to Fourier’s law of heat conduction. Therefore, it is of
interest to study the behavior of solutions when the heat conduction transitions from the
Fourier type to the Maxwell-Cattaneo type , i.e., when τ is very small. Note that c implicitly




α/τ , but c is not present in the parabolic heat equation.






























Figure 5.3: Phase velocity Vpi and group velocity Vgi, (i = 1, 2) as functions of damping
coefficient 1/τ while c is maintained constant. The velocities are nondimensionalized by
c. (a) When the wavenumber k is fixed, 1/τ is nondimensionalized by kc. (b) When the
frequency ω is fixed, 1/τ is nondimensionalized by ω.


















Figure 5.4: The nondimensional attenuation 2cτµ as a function of the damping coefficient
1/τ while c is maintained constant. (a) When the wavenumber k is fixed, 1/τ is nondimen-
sionalized by kc. (b) When the frequency ω is fixed, 1/τ is nondimensionalized by ω.



























τ 2ω2 + 1 + τω
. (5.38d)
The condition Eq. (5.9) requires τ > 1/(4k2α) for Vp1(k) to be valid, but there is no restriction




























Similarly, we have for the spatial attenuations,
µ(k)
k











The phase velocities and attenuations of the two forms of harmonic waves are compared in
Fig. 5.5 and Fig. 5.6, respectively. For small τ , the TASP waves travel slower than the SATP
waves. The TASP waves always require the wavenumber to be greater than the critical value
kmin = 1/
√
4ατ , i.e., TASP waves of any finite wavenumbers will not exist as τ infinitely
approaches 0. While a TASP wave of a finite frequency still exists as τ approaches 0, the
phase velocity will be infinitely small. The SATP waves persist as τ is reduced to 0. When
τ = 0, we have attenuation µ =
√
ω/2α from Eq. (5.40) and phase velocity Vp2 =
√
2αω from
Eq. (5.39). It is verified that the this limiting SATP wave satisfies the parabolic equation
u̇ = αu′′, which, according to our discussion in Sect. 5.3.3, is suggesting that the solution
to the parabolic heat equation subjected to Eq. (5.31) is an SATP wave after a long enough
time. Since this is a steady-state solution, it is not in contradiction to the fact that signals
propagate with an infinite speed for parabolic heat conduction. In fact, for Eq. (5.5), the
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sinusoidal excitation applied at x = 0 propagates with a speed of
√
α/τ , which becomes
infinite when τ = 0. Once the excitation reaches a certain x, the particle there starts

























Figure 5.5: Phase velocity Vpi and group velocity Vgi, (i = 1, 2) as functions of the relaxation
time τ (a) When the wavenumber k is fixed, the velocities are nondimensionalized by kα and
τ by 1/k2α. Vp1 and Vg1 have τk
2α = 1/4 as the asymptote. (b) When the frequency ω is
fixed, the velocities are nondimensionalized by
√
ωα and τ by 1/ω.



















Figure 5.6: Attenuation µ for the SATP waves as a function of the relaxation time τ .
(a) When the wavenumber k is fixed, µ is nondimensionalized by k, and τ by 1/k2α. (b) When
the frequency ω is fixed, µ is nondimensionalized by
√
ω/α, and τ by 1/ω.
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5.5 Energy velocity
It is known that, in non-dissipative media, the energy transfer velocity is the same as the
group velocity. However, in dissipative media, the group velocity is in general complex. While
there are thorough discussions of interpreting the complex group velocities in a dissipative
medium from an energetic perspective [114], the connection between the group velocity and
the energy transfer velocity is not physically straightforward. In fact, it has been found,
that there are special cases where the energy transfer velocity equals the phase velocity for
waves in a dissipative medium [126], while the group velocity can far exceed the velocity in
the corresponding non-dissipative material and loses physical meanings [104,106,113].
For dissipative waves, the energy velocity can still be defined as the ratio between
the average energy flux 〈F 〉 and the average stored energy 〈E 〉 [106, 114]. For the
TASP waves, the averages are taken over a wave length and the rightward waves are
u = A exp(−ξt) sin(kx− ωt+ η). We therefore have the average kinetic energy
〈T 〉 = 1
4
A2(ξ2 + ω2) exp(−2ξt), (5.41)
and the energy flux
〈F 〉 = 1
2
c2A2ωk exp(−2ξt), (5.42)
according to Ref. [114]. The potential energy is




c2〈k2A2 exp(−2ξt) cos2(kx− ωt+ η)〉 = 1
4
c2A2k2 exp(−2ξt). (5.43)
As a result, the energy velocity is
Ve1 =
〈F 〉
〈T 〉+ 〈V 〉 =
2c2ωk
ω2 + ξ2 + c2k2
= Vp1, (5.44)
where the last equality is based on the fact that, upon eliminating k with k = ω/Vp1(ω), we
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get Vp1(ω) and, upon eliminating ω with ω = kVp1(k), we get Vp1(k).
For the SATP waves, the averages are taken over a time cycle and the rightward waves
are u = A exp(−µx) sin(kx − ωt + η). According to Ref. [114], the average kinetic energy
and the average energy flux are, respectively,




〈F 〉 = 1
2
A2c2ωk exp(−2µx). (5.46)
The potential energy is










c2A2(k2 + µ2) exp(−2µx), (5.47)
implying the energy velocity
Ve2 =
2c2ωk
c2k2 + c2µ2 + ω2
= Vp2. (5.48)
So far, we have demonstrated that the energy transfer velocity is the same as the phase
velocity for both harmonic waves. At the same time, the group velocities can be greater than
the wave speed in the corresponding non-dissipative media, c (Fig. 5.1). Therefore, this is an
anomalous dispersion. In particular, for the TASP waves, the group velocity goes to infinity
as the wavenumber approaches the minimum allowable value 1/(2cτ) or when the frequency
approaches 0. In addition, all the phase (energy) velocities and group velocities converge to
c for waves of increasingly short wavelengths or high frequencies.
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5.6 Propagation of a discontinuity as a superposition
of harmonic waves
5.6.1 Theoretical note
The propagation of discontinuity is another canonical problem in wave motion. With the
telegraph equation, Eq. (5.4) describing heat conduction, the discontinuity in temperature
and heat flux, or in their space or time derivatives of up to arbitrary orders, can be in-
vestigated. It has been demonstrated that such discontinuities of all orders propagate with
the speed c =
√
K/(ρcvτ) [108]. As a special case where the temperature u and heat flux
q are continuous, but their first-order derivatives having discontinuities, the speed of the
discontinuity wavefront, V , can be readily obtained from the basic balance law and the heat
conduction law in the following fashion. A discontinuity of a function f(x, t) at x = X (t),
when approaching the wavefront from the - and + sides, is denoted by





From the Maxwell-Cattaneo law Eq. (5.1), we find
τ [[q̇]] = −K [[u′]] . (5.50)
On the other hand, the continuity of u implies
[[u̇]] = −V [[u′]] . (5.51)
Similarly, the continuity of q implies
[[q̇]] = −V [[q′]] . (5.52)
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Separately, the energy balance at the wavefront Eq. (5.2) gives
ρcv [[u̇]] = − [[q′]] . (5.53)











5.6.2 Representing a propagating discontinuity with harmonic
wave series
The speed of discontinuity is inherently related to the harmonic wave solutions presented
above. Here, we use an example to demonstrate that the solution to the propagation of
a discontinuity can be obtained through a superposition of a series of harmonic waves of
either type. Consider the propagation of a jump u0 for the following initial and boundary
conditions.
u(x, 0) = u̇(x, 0) = 0, (5.54a)
u(0, 0+) = u0, (5.54b)
u(∞, t) = 0. (5.54c)
Before a subsequent discussion, Eq. (5.5) and Eq. (5.54) are nondimensionalized with, x̃ =
x/(cτ), t̃ = t/τ and ũ = u/u0. As a result,
¨̃u+ ˙̃u = ũ′′, (5.55)
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ũ(x̃, 0) = ˙̃u(x̃, 0) = 0, (5.56a)
ũ(0, 0+) = 1, (5.56b)
ũ(∞, t̃) = 0. (5.56c)
The problem has been solved in [107,108]. In the context of Maxwell-Cattaneo heat conduc-
tion, it physically corresponds to propagation of a sudden change in temperature at x = 0.
The explicit solution shows that the discontinuity imposed by the sudden temperature change
propagates with a nondimensional speed of 1 and the magnitude of the jump decays expo-
nentially as exp(−t̃/2) [107, 108]. In the dimensional space, the speed of propagation is c,
and the magnitude of jump decays as exp(−t/(2τ)).
We have found that both harmonic waves propagate with speed (phase or energy) less
than c. This is due to the presence of dissipation. In a non-dissipative medium, the speed
of propagation of the discontinuity is the same as the velocities of both harmonic waves. A
notable property of the phase velocities of both harmonic waves is that they approach c from
below, as the wavenumber or the frequency increases to infinity (Fig. 5.1). In this section,
we demonstrate by numerical examples that both of the harmonic wave solutions obtained
above inherently imply a speed of c for the propagation of discontinuity. The argument
is made by representing a jump in the solution as a superposition of an infinite series of
harmonic waves.
Spatially periodic case
Consider a square wave with a positive jump of 2 at x = 0, and a period of 2l (l < 2π) .















With an initial condition of ũ(x̃, 0) = f(x̃) for Eq. (5.5), the subsequent wave propagation
is sought. This initial condition can be satisfied by representing the actual wave solution as






















Ṽp1(k) is the expression given in Table 5.1 evaluated at c = 1 and τ = 1. The wave solutions
at several subsequent times are displayed in Fig. 5.7a. It is observed that the discontinuity in
ũ propagates with a speed of 1, and the amplitude decays. It is known that, due to the Gibbs
phenomenon of Fourier series, there is a non-vanishing fluctuation in the close neighborhood
of the jump [128].
We define the summation of the first N terms in Eq. (5.57) as fN(x̃). For a jump at x0,
the first peak to the right of the jump of f(x̃) is located at x̃ = x0 + l/(2N), and the first
peak to the left of the jump is at x̃ = x0 − l/(2N). It is known that [128]
lim
N→∞
fN(x0 + l/2N)− fN(x0 − l/2N)
2
− 1 ≈ 0.179. (5.60)
To numerically measure the amplitude of the jump of the square wave over time, the following
procedure is taken. The jump initially at x̃ = 0 is tracked. With the wave propagating, the
jump moves to x̃ = t̃, at subsequent time t̃. The actual amplitude is numerically evaluated
as
[[ũ]]N (t̃) :=




The numerically evaluated jump amplitudes are almost the same as the theoretical values,
as shown in Fig. 5.7b.
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Figure 5.7: The propagation of a spatially periodic square wave obtained by the superposition
of a series of TASP waves. (a) The waveforms at different time instants numerically computed
using Eq. (5.58) with l = 2. (b) The amplitude of a jump in the square wave v.s. time.
The numerical results are computed with the first 1,000 terms in the series. The blue
curve “theory” in (b) is based on the theoretical speed and decay of a discontinuity from
Ref. [107,108].
Temporally periodic case
The SATP wave cannot represent the solution to the spatially periodic problem above.
However, it is periodic in time. We consider the solution in a half-space, x ∈ [0,∞). The
boundary x = 0 is subjected to a square-wave excitation of a cycle of 2T ,













which means at t̃ = 0, a sudden jump is applied at x̃. The jump then propagates with a
certain speed to infinitely far away. For any x̃ ∈ [0,∞), after a sufficient time, the solution
















where µ(ωn) and Ṽp2(ωn) are the results given in Table 5.1 evaluated at c = 1 and τ = 1.
The solutions at several time instants are plotted in Fig. 5.8. The numerically evaluated
jump amplitudes are also almost the same as the theoretical value.
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Figure 5.8: The propagation of a temporally periodic square wave obtained by the superpo-
sition of a series of SATP waves. (a) The waveforms at different time instants numerically
computed using Eq. (5.63) with T = 2. (b) The amplitude of a jump in the square wave v.s.
time. The numerical results are computed with the first 1,000 terms in the series. The blue
curve “theory” in (b) is based on the theoretical speed and decay of a discontinuity from
Ref. [107,108].
5.7 Spectral finite element for 1D Maxwell-Cattaneo
heat conduction
5.7.1 Conventional finite element formulation
Before the discussion of spectral finite elements, it is worthwhile to establish the conventional
finite element (CFE) formulation for Maxwell-Cattaneo heat conduction. Without a body
heat source, the energy balance equation in 3d is written as
ρcvu̇ = −∇q. (5.64)






δu∇qdV = 0. (5.65)
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δu∇q̇dV = 0. (5.66)
The equation (5.65) summed with τ multiplying (5.66) gives
∫
Ω
δuρcv(u̇+ τ ü)dV +
∫
Ω




δuρcv(u̇+ τ ü)dV −
∫
Ω
δu (K∆u) dV = 0. (5.67b)
Using the divergence theorem, we obtain
∫
Ω
δuρcv(u̇+ τ ü)dV +
∫
Ω
K∇u · ∇(δu)dV =
∫
∂Ω
K(δu∇u) · ndA. (5.68)
This is the weak form of the Maxwell-Cattaneo heat conduction. Note that the right hand
side stems analogous to a “surface traction” in a mechanical problem. In 1D, the weak form









In general, there are three possible types of boundary conditions:
1. Temperature boundary condition. We can see from Eq. (5.69) that temperature at the
boundary does not contribute to the thermal load on the right hand side.
2. Temperature gradient boundary condition. It is a form of “surface load”.
3. Heat flux. With Maxwell-Cattaneo heat conduction law, it is easily converted to a
temperature gradient boundary condition.
The finite element governing equations can be derived based on the weak form of the
Maxwell-Cattaneo heat conduction by assuming particular shape functions. In general, we
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Note the right hand side is from the temperature gradient applied at the boundaries. For a










Assuming time harmonic solutions yields
u(x, t) = û(x, ω) exp(iωt), (5.72)
we obtain the following relationship between the heat input and temperature in the frequency





















where Q(x, t) = Q̂(x, ω) exp(iωt). [K′] is an the effective thermal conductivity matrix (where
the prime does not represent a derivative), and is called the “dynamic conductivity” with
the following components





















To facilitate the parametric study that follows, the “dynamic conductivity” is then non-
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dimensionalized by K/L, the frequency is replaced by a non-dimensional frequency ω̃ =
ωL/c, and the relaxation time replaced by a non-dimensional τ̃ = τc/L. Also, c =
√
K/ρcvτ
as we already know. In the end, we have the non-dimensional CFE conductivity matrix














5.7.2 Spectral finite element
The dynamic conductivity matrix for a spectral finite element is derived. Instead of starting
from the discretized finite element equation based on the weak form Eq. (5.69), the orig-
inal differential equation is used. We assume the temperature is time harmonic following
Eq. (5.72). Then according to Sect. 5.3.2, the general solution of û can be written without
loss of generality as,
û(x) = A exp(λx) +B exp(−λ(L− x)), (5.76)
where A and B are constants determined from the boundary conditions. For a two-noded
element, the end conditions are
û(0) = û1, û(L) = û2. (5.77)













e2λL − 1 , (5.78)
which, after being substituted into Eq. (5.76), gives
û(x) = ĝ1(x)û1 + ĝ2(x)û2. (5.79)
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ĝ1 and ĝ2 are frequency dependent shape functions of the spectral element. The thermal
loads at the ends of the element are
Q̂1 := Q̂(0) = −Kû′(0), (5.80a)
Q̂2 := Q̂(L) = Kû
′(L). (5.80b)












The components of the dynamic conductivity are







e2λL − 1 , (5.82a)




e2λL − 1 . (5.82b)
where λ = µ(ω) + iω/Vp2(ω). Similarly, the components can be non-dimensionalized by
K/L to become functions of only the non-dimensional frequency ω̃ and the non-dimensional
relaxation time τ̃ . The SFE and CFE dynamic conductivities are compared in Fig. 5.9
and Fig. 5.10. The imaginary parts of the dynamic conductivities are nonzero due to the
first-order time derivative term (or “damping” term ) in Eq. (5.5). As τ̃ increases, the SFE
conductivities show narrower and higher peaks (or deeper valleys). It is also noticed that the
CFE behavior is recovered for small frequencies (Figs. 5.11-5.12). In fact, it is easily proved
that the CFE conductivities are the asymptotic expansions of their SFE counterparts up to
the order of O(ω̃2).
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Figure 5.9: (a) Real and (b) imaginary parts of dynamic conductivity matrix component K̃ ′11.
τ̃ = τc/L is the nondimensionalized relaxation time.















































Figure 5.10: (a) Real and (b) imaginary parts of dynamic conductivity matrix component
K̃ ′12. τ̃ = τc/L is the nondimensionalized relaxation time.



















































Figure 5.11: Closeup of (a) real and (b) imaginary parts of dynamic conductivity matrix
component K̃ ′11 in the neighborhood of zero frequency. τ̃ = τc/L is the nondimensionalized
relaxation time.
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Figure 5.12: Closeup of (a) real and (b) imaginary parts of dynamic conductivity matrix
component K̃ ′12 in the neighborhood of zero frequency. τ̃ = τc/L is the nondimensionalized
relaxation time.
5.8 Conclusion
Two types of harmonic waves are obtained satisfying the telegraph equation in the form of
Eq. (5.5), (i) temporally attenuated spatially periodic (TASP), and (ii) spatially attenuated
temporally periodic (SATP). The velocities of the two harmonic waves are different, with the
difference diminishing in the limit of high frequency, or short wave length. Both harmonic
waves are dispersive and damped. In the limit of k → ∞ or ω → ∞, the phase velocity
and the attenuation of the harmonic waves approach those of shock waves or heat pulses.
Whereas for any finite frequency or wavenumber, the phase velocity is strictly less than the
speed of “second sound”, c. The attenuation for SATP waves is strictly less than the limit
value at infinite frequency or wavenumber. The attenuation for TASP waves, however, is a
constant proportional to the damping coefficient. As has been pointed out in the literature,
the energy velocity is the same as the phase velocity, but strictly less than the group velocity.
Two limiting cases are considered, small damping, and small relaxation time. The phase
velocities of SATP and TASP waves converge to c in the limit of small damping, but sig-
nificantly diverge in the limit of small relaxation time. Note that the two cases should not
be considered opposite of each other. In the case of small damping, the damping coefficient
1/τ is taken to be a small number, but the speed c is maintained constant. It corresponds
to a perturbation to the non-dissipative wave equation by adding a small first-order time
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derivative term. In the case of small relaxation time, the thermal diffusivity α is maintained
constant, but not c, when τ is reduced to near zero. It corresponds to a perturbation to
a parabolic heat equation by adding a small second-order time derivative term to make it
hyperbolic.
The two forms of harmonic wave solutions are applicable for different initial and boundary
conditions. The SATP waves are suited for problems with time periodicity (i.e., when the
system response has achieved a steady state), whereas the TASP waves are appropriate for
problems with space periodicity (e.g., the vibration of a string). Two same and oppositely
traveling TASP waves form a standing wave with decaying amplitudes.
The connection between the two forms of harmonic wave solutions and the propagation of
discontinuity is established explicitly. By representing a discontinuity as a superposition of
harmonic waveforms, it is demonstrated that the attenuations and velocities of the harmonic
wave solutions, naturally lead to a speed of c for the propagation of discontinuities.
The spectral finite element formulation for Maxwell-Cattaneo heat conduction is estab-
lished, with the solution taking the SATP form. The dynamic conductivity matrix is com-
plex. It recovers the form of a conventional finite element for frequencies tending to zero.
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Chapter 6




In this chapter, the thermoelastic waves in helical strands with Maxwell-Cattaneo heat con-
duction are solved. The dispersion relation is first derived in an analogous way to Chapter 4.
The only difference is that the Fourier law Eq. (4.43) is replaced by the Maxwell-Cattaneo
law,
Q+ τQ̇ = −AKΘ′ (6.1)
















3 − krΘ′ (6.2b)












Assuming temporally attenuated (TASP) harmonic solutions in the form of Eq. (4.51), we
arrive at the following dispersion relation,
∣∣∣∣∣∣∣∣∣∣
















This is a sixth-order algebraic equation in c, and thus no explicit forms of the solutions
exist in general. We therefore take a combined asymptotic-numerical approach to disclose
the properties of the solutions. To make the discussion more general, the equation is first



















Therefore, it is straightforward to see the physical meanings: m1 = (cl/ct)
2, and m2 =
(cl/ch)
2. Normally, the longitudinal celerity and the torsional celerity are of the same order
of magnitude. However, m2 can vary significantly depending on the thermal relaxation time
τ of the material. Values of 10−12 ∼ 10−10 s for homogeneous liquids and solids have been
reported [62]. However, for biological tissues such as processed meat, τ has been measured
to be 15− 17 s [67]. As τ (i.e., m2) approaches 0, the heat conduction reduces to a Fourier
type. The effect of m2 on the solutions will be discussed in the following. Accordingly, the
















K/ρcv being the thermal diffusivity. k̃ characterizes the rate of thermal diffu-
sion compared with the rate of propagation of longitudinal elastic perturbation. The way
of non-dimensionalizing k and c here is essentially equivalent to Eq. (4.74). The k̃ here
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can be considered the Fourier number (with 1/2π dropped for simplicity). With this non-
dimensionalization, in a fully uncoupled system, the longitudinal wave celerity is always
1, the torsional wave celerity is 1/
√
m1, and the thermal wave celerity 1/
√
m2. The non-

















Compared with Eq. (4.53), we have an additional non-dimensional parameterm2 that governs
the transition of heat conduction from a parabolic to a hyperbolic type.
In Sect. 4.4.2, it is derived that with Fourier-type heat conduction, the elastic waves
transition from an adiabatic regime to an isothermal regime, as the wavenumber increases,
and the transition depends on the Fourier number. In Sect. 5.4.1, it is demonstrated that
there is a critical wavenumber below which the TASP solution for a 1D Maxwell-Cattaneo
heat equation is diffusive and above which the solution is wave-like; and as the wavenumber
approaches infinity, the heat wave celerity approaches ch. In this chapter, the solutions to
Eq. (6.6) are discussed from two angles: i) how does the behavior of the elastic waves change
as the heat conduction changes from Fourier-type to Maxwell-Cattaneo-type? ii) how does
the behavior of the heat wave changes as the 1D Maxwell-Catteno heat equation is coupled
with the elastic field through Eq. (6.2)?
εe and εr are the thermoelastic coupling parameters. With the material properties of
steel and the strand geometry in Chapter 4, εe = εr = 0.00175 at T0 = 293 K, and 0.00283 at
T0 = 473 K. The chirality parameter εc is 0.397 for the steel strand in Chapter 4 with a lay
angle of 17◦. εc increases with the lay angle. However, εc must be less than 1 for Eq. (4.56b)
to be valid. m1 is the ratio between the extensional modulus Ee, and the torsional modulus
Gr. For a solid isotropic rod, Ee/Gr = E/G = 2(1 + ν) < 3. With a fiber-reinforced rod
or a helical strand, the ratio can be larger. For the strand in Chapter 4, m1 = 7.65 when
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lay angle β = 17◦, and m1 = 19.8 when β = 0. Therefore, one can design different strand
structures, to achieve different m1 values. However, we will assume m1 to be fixed in the
following parameter study as the goal of the current study is to focus on the interaction
between thermal and mechanical fields. m2 is proportional to the thermal relaxation time
τ , which varies drastically for different materials, from 10−14 s for metals, to tens of seconds
for many non-homogeneous materials. For the steel strand in Chapter 4, with τ = 10−14, we
have m2 = 0.016. For soft tissues, we can estimate m2 to be 10
4 − 106 [67,129]. Hence, it is
of importance to study the behavior of the solutions for such distinct values of m2.
6.2 Elastic waves
As k approaches 0, the adiabatic solution Eq. (4.76) is recovered, which is independent of the
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With Fourier heat conduction, the elastic waves approach the isothermal limit for large
wavenumbers, where the celerities are the same as the case of no thermoelastic coupling. In
terms of the non-dimensional parameters defined in this Chapter, the elastic wave celerities
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With Maxwell-Cattaneo heat condition, taking the limit k̃ →∞, the dispersion relation
Eq. (6.6) becomes,




+ (m1 +m2 +m1m2 +m1m2εe +m2εcεr)c̃
4 −m1m2c̃6 = 0
While this equation can be solved explicitly, the solutions are too lengthy to offer useful
insight about the physics. The solution apparently depends on m2. Physically, the tempera-
ture perturbation travels with a finite speed, and thus the isothermal state is not necessarily
achieved even at infinite wavenumber. One can see that when m2 is very small, temperature
perturbation travels very fast compared with the elastic waves, and therefore, the behavior of
the solution should resemble that for Fourier heat conduction. However, when temperature
perturbation travels slower than the elastic waves, the solution might exhibit qualitatively
different behavior. These two cases are discussed below in detail.
6.2.1 Fast heat transport
When m2  1, heat propagation is much faster than the elastic waves. The presence of m2
introduces small perturbation to the solutions for Fourier heat conduction. The asymptotic




The expression of the first-order perturbation term is too complicated to be displayed
here. However, it is observed that the perturbation is linear in εe, εr and
√
εeεr. In other
words, for a Maxwell-Cattaneo heat conduction with small thermal relaxation, the elastic
wave celerities are perturbed by a small amount that is proportional to the non-dimensional
thermal relaxation m2 and the themroelastic coupling parameters. To see the effect of
chirality, an asymptotic expansion of the first-order perturbation term in the limit of small
lay angle gives,
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Therefore, with small thermal relaxation, both the longitudinal and the torsional wave celer-
ities are reduced from the isothermal solutions, with the amount of reduction proportional
to the thermoelastic coupling and the thermal relaxation. In particular, the reduction of the
torsional celerity is a result of chirality, i.e., for a non-chiral rod, the torsional celerity is the
same as its isothermal counterpart. As a numerical example, the variation of the longitu-
dinal and torsional celerities with the non-dimensional wavenumber k̃ is shown in Fig. 6.1,
with relatively small m2 values. Indeed, the elastic wave celerities in the short-wave limit
decrease with increasing thermal relaxation. When m2 = 0, the isothermal solution is recov-
ered. The reduction of the torsional celerity is actually very small for this particular set of
parameters. Recall that for Fourier heat conduction, we found that the adiabatic-isothermal
transition can be estimated using Eq. (4.64), with c =
√
Ee/ρ for the longitudinal wave, and
c =
√
Gr/ρ for the torsional wave. Using the nondimensional notation in this Chapter, this
is equivalent to




6.2.2 Slow heat transport
When m2  1, heat propagation is much slower than the elastic waves. Therefore, physically,











Here, the perturbation term Fl,t is a function of εe, εr and εc, whose explicit expression while
obtained, is too long and complicated to offer useful insights. Again, an approximation of
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Figure 6.1: The celerities of (a) longitudinal and (b) torsional waves as the wavenumber k̃
varies, with small thermal relaxation m2. Parameters: εe = εr = 0.01, εc = 0.5, m1 = 3. The
vertical lines indicate the transition estimated by Eq. (6.12).
Fl,t in the limit of small lay angle is pursued, which gives
















Therefore, with large thermal relaxation, the elastic wave celerities are greater than their
adiabatic counterparts. In particular, the perturbation is proportional to the thermoelastic
coupling parameters, and the perturbation to the torsional celerity is again a result of chiral-
ity. The variation of the elastic wave celerities with the wavenumber for a particular set of
parameters is shown in Fig. 6.2, with the thermal relaxation m2 taking relatively large val-
ues. Indeed, the celerities at the limit of infinite wavenumber exceed the adiabatic solution,
and the amount of excess decreases with increasing thermal relaxation. In a hypothetical
situation where m2 approaches infinity, then heat propagation rate approaches zero, and
thus the solution reduces to the adiabatic solution. Note that we also have a transition as
the nondimensional wavenumber increases. This is related to the transition of the thermal
solutions from a pure diffusive type, to a wave type, in a similar way to the TASP solu-
136
tion for a 1D telegraph equation that we see in Fig. 5.1(a). With Maxwell-Cattaneo heat
conduction, the nondimensional wavenumber needs to reach a critical value for wave-like
thermal solution to exist. When k̃ is below the critical value, the thermal roots are two pure
imaginary numbers. Above the critical value, the thermal roots bifurcates into a pair of two
complex numbers, with equal-and-opposite real parts and identical imaginary parts. For a














For a helical strand with weak thermoelastic coupling, the exact bifurcation point will be
different than this, but only very slightly.
6.3 Thermal wave
In Chapter 5, the harmonic wave solutions to a single telegraph equation in 1D are discussed.
There are two types of harmonic waves, TASP (temporally attenuated and spatially peri-
odic) and SATP (spatially attenuated and temporally periodic). All the wave solutions are
summarized in Table 5.1. In Chapter 4 and in this chapter, we focus on the TASP waves,
i.e., assume the wavenumber is real and the damping occurs in time. In this section, we view
the solutions to Eq. (6.6) from another angle: how does the coupling with the elastic field
change the heat wave solution from the result we observed in Chapter 5?
In Eq. (6.6), if we assume no thermoelastic coupling, the isothermal elastic wave solutions
Eq. (6.8) are recovered. Indeed, the isothermal condition implies a decoupling of the thermal
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Figure 6.2: The celerities of (a) longitudinal, (b) torsional and (c) thermal waves as the non-
dimensional wavenumber k̃ varies, with relatively large thermal relaxation m2. Parameters:
εe = εr = 0.01, εc = 0.5, m1 = 3. Below the bifurcation point, the thermal solutions are two
pure imaginary numbers, and hence the real parts (celerities) are zeros.









One can quickly verify that this is the same as the TASP solution for a 1D telegraph equation








which is the classical result for the speed of “second sound” in Maxwell-Cattaneo-type heat
conduction. As we have seen in Fig. 5.1, for any finite wavenumber, the celerity is lower
than this limit.
In the limit of small thermoelastic coupling, we can do a perturbation analysis. For
simplicity of discussion, we again assume the thermoelastic coupling is isotropic, i.e., εe = εr.
The thermal solution is essentially written as,
c̃h = c̃
(decoupled)
h + Fh(εc, k̃,m1,m2) · εe +O(ε2e) (6.18)
F is a function of εc, k̃, m1 and m2, and is in general complex (i.e., both the celerity and
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εe (6.20)
Therefore, the speed of heat wave deviates from the classical speed of “second sound” due
to thermoelastic coupling. To demonstrate the effect of chirality, we further find the approx-












From here, we see that the leading term does not depend on chirality, i.e., even for a non-chiral
rod, the thermoelastic coupling still leads to a perturbation of the thermal wave celerity. This
is, however, expected because we assume here εe = εr and there is always a coupling between
the elastic extensional mode and the thermal mode, due to thermal expansion, regardless of
chirality. We also see that whether the heat wave celerity is increased or decreased depends
on the thermal relaxation time m2. If m2 < 1 (ignoring the higher-order terms in εc and εe),
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then the thermal wave celerity is increased, and in the meantime according to Sect. 6.2.2, the
elastic wave celerities are decreased. If m2 > 1, then the thermal wave celerity is decreased,
and in the meantime according to Sect. 6.2.2, the elastic wave celerities are increased. These
are verified with numerical examples in Fig. 6.3.























Figure 6.3: The celerities of the thermal waves when (a)m2 = 0.1 and (b)m2 = 10. Other
parameters: m1 = 3, εc = 0.5.
6.4 Conclusion
In this Chapter, the dispersion relation for a helical strand with Maxwell-Cattaneo heat
conduction is derived. The equation of wave celerity is a sixth-order algebraic equation.
Compared with Fourier heat conduction, the heat transport is controlled by not only diffu-
sion, but also thermal relaxation. There is an additional non-dimensional parameter m2 that
characterizes the heat propagation rate compared with the longitudinal elastic propagation
rate, whereas the nondimensional wavenumber (or Fourier number) characterizes the heat
diffusion rate compared with the longitudinal elastic propagation rate. The behavior of the
solutions to the dispersion relation is discussed from two perspectives: i) the effect of thermal
relaxation on the elastic wave celerities, and ii) the effect of thermoelastic coupling on the
thermal wave celerities.
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For small wavenumbers, the adiabatic solution for a Fourier helical strand is recovered,
regardless of thermal relaxation. However, for large wavenumbers, the solutions are different
depending on the thermal relaxation. With small thermal relaxation, the heat transport
is very fast, and the behavior of the elastic waves are very close to that of Fourier heat
conduction, with a decrease of the wave celerities as the thermal relaxation increases. With
relatively large thermal relaxation, the heat transport is slow, and the celerities of the elastic
waves are close to but slightly higher than the adiabatic solutions that we obtained for
Fourier heat conduction. The amount of excesss is inversely proportional to the thermal
relaxation. We also found that for both regimes, the change in the torsional wave celerities
is a result of chirality.
On the other hand, with thermoelastic coupling, the thermal wave celerity deviates from
the classical result of the speed of “second sound” for Maxwell-Cattaneo heat conduction.
With small thermal relaxation, the thermal wave celerity slightly increases with increasing
thermoelastic coupling, whereas with large thermal relaxation, the thermal wave celerity




In this dissertation, the mechanical and thermomechanical behavior of a group of structures:
helical strands and helical-fiber-reinforced rods, are studied. The research was originally mo-
tivated by the interest in the power transmission industry in modeling the thermomechanical
response of overhead power conductors under various dynamic loading conditions, including
impact loads, or wind-induced loads. Correctly predicting the response of conductors in such
scenarios is of critical importance to ensuring the integrity of transmission infrastructure,
and reducing the loss of energy. As the research progressed, we realized that similar struc-
tures also exist in many other forms, such as bones or arterial walls, where the structure is
better termed as helical-fiber-reinforced rods. With layered carbon nanotubes, the rolling
direction of the graphene sheets also causes chirality. Despite such distinct length scales
and applications, all of them are slender structures that exhibit chirality due to the helical
winding of the underlying fibers or wires. Therefore, there is hope for studying the thermo-
mechanical behavior of all these chiral slender structures under a largely unified framework.
From a different perspective, the research was also motivated by the solid experimental evi-
dence of hyperbolic heat conduction in many non-homogeneous materials and, in particular,
biological tissues. We therefore also extended the thermomechanical framework for helical
strands to the regime of Maxwell-Cattaneo heat conduction. As final concluding remarks,
the contributions of all of the chapters are summarized below and potential future work
directions discussed.
Chapter 2 presents our initial attempt to elucidate the static bending response of helical
strands, when internal friction and slip are taken into account. With full 3D finite element
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modeling, the effective bending stiffnesses of a 1+6 helical strand are obtained under different
interfacial contact and friction conditions. In the first part of the study, fully-bonded finite
element models are created in order to verify the theoretical upper bound of the bending
stiffness. It is found that the theoretical upper bound relies on an ideal condition where
all the wire-wire and wire-core interfaces are in perfect contact and zero slip condition. If
there is only wire-core contact as many researchers assumed, then the actual upper bound is
considerably lower than the theoretical upper bound. We further demonstrate the reduction
of the maximum bending stiffness is due to the rotation of the cross sections during bending.
In the second part of the study, the Papailiou’s analytical model for the bending stiffness of
helical strands under general slipping conditions is examined. The analytical model captures
important aspects of the bending responses, but corrections are needed. In particular, we
found that the initial bending stiffness is lower than the theoretical upper bound due to
imperfect contact, and the final bending stiffness higher than the theoretical lower bound
due to friction.
Chapter 3 presents an effective Timoshenko rod model for helical strands. The model is
an extension of the conventional Euler-Bernoulli framework by considering transverse shear
strains. The model was derived from Spencer’s constitutive law for helical-fiber-reinforced
continuum. The constitutive relation for the effective rod is described by a 6-by-6 stiffness
matrix. The equations of motion of the effective rod is derived, and the dispersion relation
solved. The eigenfrequencies and the mode shapes are obtained. The approach of modeling a
helical strand as an effective Timoshenko rod is validated with subsequent 3D finite element
analysis.
Chapter 4 proposes a unified thermomechanical Timoshenko rod model for helical strands.
The mechanical constitutive relation proposed in Chapter 3 is revisited and slightly gener-
alized to allow for different moduli for the extension and the bending modes, resulting in 5
independent elastic moduli in the stiffness matrix. A general procedure of estimating the
values of the effective moduli is presented and validated. The Timoshenko rod model is
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advantageous to the Euler-Bernoulli model in that the bending-shearing coupling due to
chirality is captured. It is also capable of explaining the non-planer bending phenomena and
the coupling between bending in two principal planes. In the second part, the mechanical
constitutive relation is extended to include thermal expansion, leading to a final thermome-
chanical constitutive relation for helical strands. In the formulation, the coupling between
thermal expansion and torsion is explicitly incorporated, which is another result of chirality.
The thermoelastic wave equations are then derived, assuming the conventional Fourier’s law
of heat conduction. The dispersion relation is governed by four nondimensional parameters:
two thermoelastic coupling parameters, one chirality parameter, and the Fourier number.
The adiabatic-isothermal transitions of the wave solutions are discussed in detail.
Before turning to the thermoelastic waves in a helical strand with hyperbolic heat con-
duction, the harmonic wave solutions to a single 1D telegraph equation are investigated
comprehensively in Chapter 5. The telegraph equation τ∂2u/∂t2 + ∂u/∂t = τc2∂2u/∂x2
arises in studies of waves in dissipative media with a damping coefficient 1/τ , or from a
Maxwell-Cattaneo type heat conduction with a relaxation time τ . Two harmonic wave so-
lutions are compared: (i) temporally attenuated and spatially periodic (TASP), and (ii)
spatially attenuated and temporally periodic (SATP). The phase velocities of both waves
are equal to the energy velocities, and less than the group velocities. The phase velocities
of the two waves are different, and less than c, but both naturally lead to a speed of c for
the propagation of discontinuities. The two harmonic wave solutions are suitable for differ-
ent initial-boundary value problems: TASP for those with space periodicity, and SATP for
those with time periodicity. The asymptotic behaviors of the harmonic wave solutions when
the telegraph equation transitions into a non-dissipative wave equation, or into a parabolic
diffusion equation are presented. Only the SATP waves survive when the equation turns
parabolic. The spectral finite element method is formulated for the 1D Maxwell-Cattaneo
heat conduction. The element thermal conductivity matrix is reduced to that for a conven-
tional (non-spectral) finite element when the frequency tends to zero.
144
In Chapter 6 the thermoelastic wave analysis of Chapter 4 is extended to Maxwell-
Cattaneo heat conduction, where heat transfer is not only controlled by thermal diffusiv-
ity, but also by thermal relaxation. The dispersion relation is derived; it contains a non-
dimensional thermal relaxation parameter, in addition to the non-dimensional parameters
for a Fourier helical strand. The behavior of the solutions is discussed from two angles. First,
the effect of introducing thermal relaxation into the heat conduction law on the celerities of
the elastic waves is elucidated. We find distinct behaviors in the regime of fast heat propa-
gation v.s. the regime of slow heat propagation. Second, compared with a single telegraph
heat equation, the coupling with the elastic fields leads to upward or downward shifting of
the thermal wave celerities, depending on the value of the thermal relaxation time.
In a sense, this dissertation study unifies the helical strand structures in many civil
and power engineering applications with chiral rods at smaller scales such as helical-fiber-
reinforced continua in biological tissues. With the unified thermomechanical constitutive
relation, the general behavior of helical strands can be studied. One possible direction of
future work is the random vibration of helical strands in a turbulent wind. With chirality,
the bending modes in the two principal planes are coupled, leading to potentially differ-
ent responses than in conventional beams. A chiral beam finite element still needs to be
formulated to facilitate numerical investigations of such structures.
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