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Abstract
Scattering of time-harmonic plane wave by two parallel semi-infinite
rows, but with staggered edges, is considered on square lattice. The condi-
tion imposed on the semi-infinite rows is a discrete analogue of Neumann
boundary condition. A physical interpretation assuming an out-of-plane
displacement for the particles arranged in the form of a square lattice and
interacting with nearest-neighbours, associates the scattering problem to
lattice wave scattering due to the presence of two staggered but paral-
lel crack tips. The discrete scattering problem is reduced to the study
of a pair of Wiener–Hopf equation on an annulus in complex plane, us-
ing Fourier transforms. Due to the offset between the crack edges, the
Wiener–Hopf kernel, a 2 × 2 matrix, is not amenable to factorization
in a desirable form and an asymptotic method is adapted. Further, an
approximation in the far field is carried out using the stationary phase
method. A graphical comparison between the far-field approximation
based on asymptotic Wiener–Hopf method and that obtained by a nu-
merical solution is provided. Also included is a graphical illustration of
the low frequency approximation, where it has been found that the nu-
merical solution of the scattering problem coincides with the well known
formidable solution in the continuum framework.
0 Introduction
The solution of two dimensional Helmholtz equation with Neumann boundary
condition placed on two parallel, staggered, semi-infinite edges is an intriguing
problem in scattering theory [4, 5]. A physical realization of this problem ap-
pears in the form of scattering of a time harmonic plane wave due to two hard,
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parallel plates placed in an acoustic medium [2]. The scattering problem can
be formulated as a pair of coupled Wiener–Hopf equations (due to the offset
between the plates), involving a 2 × 2 matrix kernel with exponentially grow-
ing elements [3]. The multiplicative factorisation of such kernels in an ordinary
manner [41, 12, 26, 35] does not allow a smooth application of Liouville’s the-
orem, so that the Wiener–Hopf technique becomes difficult to apply [25]. The
mathematically subtle aspects associated with such Wiener–Hopf kernels have
been investigated from several viewpoints, for instance, see [21] [28] [38] [42]
[39]. As an approximate factorization method, in contrast to that of [4, 5], an
asymptotic method has been also proposed for such a class of problems [37];
for instance, in the case of a small offset between the two staggered plates,
the method is anticipated to yield a good approximation. The scattering of an
anti-plane shear wave by a semi-infinite crack and that of an acoustic wave by
a semi-infinite plate with hard boundary condition, are mathematically equiva-
lent [8, 36] so such kernels also occur often in elastodynamics problems as well
[6]. Further, certain discrete analogues of the single crack diffraction problems
have been also analyzed recently [44, 46] using a square lattice model [51]. In
the same framework, the question of multiple scattering [32, 33, 34] of a time
harmonic plane wave by two staggered, semi-infinite cracks can be readily seen
as an analogue of the two parallel, staggered plates problem [4, 5]. An analysis
of such problem is the motivation for the present paper.
In this paper, the discrete scattering problem is formulated, assuming out-
of-plane displacement and the presence of two semi-infinite (mode III) cracks
on square lattice. The incident wave is assumed to be a time-harmonic bulk
lattice wave which interacts with the two cracks and gets scattered. Using the
Fourier transforms [27, 44], a pair of coupled (due to the offset between crack
tips) Wiener–Hopf equations [14] is obtained. The Wiener–Hopf matrix kernel
of the coupled equations posseses certain structure which is reminiscent of the
continuum framework [4, 5]. Incidentally, we have also found that the non-zero
offset case remains a difficult challenge in the square lattice framework as well.
However, certain kind of incremental progress has indeed been possible since the
Wiener–Hopf matrix kernel has been factorized approximately using an adap-
tation of an asymptotic method for the extended real line [37] to a unit circle
contour in the complex plane [31]. Though, the existence and uniqueness of the
solution has not been stated explicitly, it is anticipated that certain analogues
of the statements presented by [46] continue to hold when the imaginary part
of frequency is non-zero. The special case of zero offset is also, in itself, an
interesting problem; moreover, this case admits an exact solution and has been
elaborated elsewhere [50]; an exact solution in the case of the continuum coun-
terpart, i.e., when the scattering edges are not staggered, is well known [23, 24].
The details for the case of incidence from the waveguide formed between the
cracks are omitted in the present paper, though the asymptotic factorization
can be applied in the same way; only the right hand side of the Wiener–Hopf
equation changes in this case.
Besides, an illustration of the asymptotic Wiener–Hopf matrix factorization
in the paper, the far-field approximation of the displacement field has been
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also provided assuming a legitimate solution based on the Wiener–Hopf matrix
factorization. This is carried out by a standard application of the stationary
phase method [1, 17, 44]. It is found that thes asymptotic factorization based
far-field approximation compares with the numerical solution to some extent,
specially when the offset is small relative to the spacing between the cracks. It
has been found that due to an arduous task of numerical computation of certain
contour integrals, there are still some difficulties with the method of asymptotic
factorization of such kernels.
In the context of the well known solution of the two parallel, staggered
plates problem [4, 5] in the continuum model, using the numerical solution
of the discrete scattering problem, it has been found that, as the frequency
approaches zero, the solution coincides with that of the the continuum model,
but this is expected [43].
Outline: Section 1 includes the discussion of the square lattice with two semi-
infinite rows of broken bonds. In section 2, with definition and application of
discrete Fourier transforms, the problem is formulated as a matrix Wiener–Hopf
equation in the third section. The approximate solution of the Wiener–Hopf
problem along with a discussion of the asymptotic method and factorisation of
the kernel are provided thereafter in section 3. This is followed by the far-field
approximation and a discussion of the low frequency behavior in the section 4.
Conclusion is presented after this and one appendix appears as well at the end
of the paper.
0.1 Notation
Let Z denote the set of integers, let Z2 denote Z × Z, let Z+ denote the set of
all non-negative integers, and let Z− denote the set of all negative integers. Let
R denote the set of real numbers, and C denote the set of complex numbers.
The real part, Re z, of a complex number z ∈ C is denoted by z1 ∈ R, and its
imaginary part, Im z, is denoted by z2 ∈ R (so that z = z1 + iz2). |z| denotes
the modulus for z ∈ C. Let the letter H stands for the Heaviside function:
H(x) = 0, x ∈ Z− and H(x) = 1, x ∈ Z+. (1)
The discrete Fourier transform of a sequence {um}m∈Z is denoted by uF and
defined by
uF (z) = u+(z) + u−(z), u+(z) =
∑
m∈Z+
umz
−m, u−(z) =
∑
m∈Z−
umz
−m.
(2)
The symbol T denotes the unit circle (as a counter-clockwise contour) in the
complex plane. The symbol z is exclusively used throughout as a complex
variable for the discrete Fourier transform. The square root function,
√·, has
the usual branch cut in the complex plane running from −∞ to 0. The notation
for other relevant physical and mathematical entities is described in the main
text.
3
1 Square lattice model
Consider an infinite two-dimensional square lattice S of identical particles of
unit mass, which are allowed to move in the anti-plane direction. Let the dis-
placement of a particle in S, indexed by its lattice coordinates (x, y) ∈ Z2, be
denoted by ux,y ∈ C. Each particle in S is assumed to interact with its four
nearest neighbours in S by linearly elastic identical (massless) bonds with a
shear spring constant 1/b2. Assume that there are two semi-infinite cracks with
broken bonds distributed between y = 0, y = 1 and y = N, y = N + 1. Let Σk
denotes the set of all lattice sites that index those particles in S lacking at least
one nearest-neighbour bond (see Figure 1), that is,
Σk = {(x, y) ∈ Z2 : x ∈ Z+, y = 0 or 1}∪{(x, y) ∈ Z2 : x ∈ Z+, x ≥ −M, y = N or N+1}.
(3)
Suppose ui describes the incident lattice wave with frequency ω and a lattice
wave vector (kx, ky). Specifically, it is assumed that u
i is given by the expression
uix,y = Ae
ikxx+ikyy−iωt, (x, y) ∈ Z2, (4)
where A ∈ C. The explicit time dependence, e−iωt, is suppressed in most parts
of the text.
Figure 1: Schematic of a pair of staggered, parallel cracks on square lattice (with
M = −2, N = 3).
The total displacement ut of an arbitrary particle in the lattice S is a sum
of the incident wave displacement ui and the scattered wave displacement u
(which includes the reflected wave)[41, 44], that is,
utx,y = u
i
x,y + ux,y, (x, y) ∈ Z2. (5)
and satisfies the two dimensional discrete Helmholtz equation [11, 44],
utx+1,y + u
t
x−1,y + u
t
x,y+1 + u
t
x,y−1 + (ω
2 − 4)utx,y = 0, (x, y) ∈ Z2 \Σk. (6)
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By virtue of (6) in the intact lattice, taking ut = ui, the triplet ω(=
ωb), kx, ky must satisfy the square lattice dispersion relation [11, 51, 47], namely
ω2 = 4(sin2
1
2
kx + sin
2 1
2
ky), (kx, ky) ∈ [−pi, pi]2. (7)
In order to avoid some mathematical issues concerning Fourier transforms, a
vanishingly small dissipation is assumed (see [10, 41, 45]), that is,
ω = ω1 + iω2, 0 < ω2  1. (8)
Due to the dispersion relation (7) and the assumption (8), kx and ky are also
complex numbers. Let k be the lattice wave number of incident lattice wave ui,
and Θ ∈ (−pi, pi], the angle of incidence (see Figure 1) of ui be defined by the
relations [44]
kx = k cos Θ, ky = k sin Θ, k = k1 + ik2, k1 ≥ 0, 0 < k2  1.
(9)
Due to (5), (7) and (6), the scattered displacement field for an arbitrary
particle in S, away from the cracks, is also governed by the discrete Helmholtz
equation (6), i.e.,
ux+1,y + ux−1,y + ux,y+1 + ux,y−1 + (ω2 − 4)ux,y = 0. (10)
At the sites of broken bonds in the square lattice S, the equation that must be
satisfied by the scattered field u at y = N + 1 is written as (recall (1))
ux+M+1,N+1 + ux+M−1,N+1 + ux+M,N+2 + (ω2 − 3)ux+M,N+1 −H(−x− 1)v2x = −H(x)vi2x,
(11)
while at y = N, u must satisfy
ux+M+1,N+ux+M−1,N+ux+M,N−1+(ω2−3)ux+M,N+H(−x−1)v2x = H(x)vi2x, (12)
for all x ∈ Z, where H(·) is Heaviside function (1). Similarly, at y = 1, the
scattered displacement field satisfies
ux+1,1 + ux−1,1 + ux,2 + (ω2 − 3)ux,1 −H(−x− 1)v1x = −H(x)vi1x, (13)
while at y = 0, the scattered displacement field satisfies
ux+1,0 + ux−1,0 + ux,−1 + (ω2 − 3)ux,0 +H(−x− 1)v1x = H(x)v1x, (14)
for all x ∈ Z. In (11) and (13)
v1x = ux,1 − ux,0; vi1x = uix,1 − uix,0;
v2x = ux+M,N+1 − ux+M,N; vi2x = uix+M,N+1 − uix+M,N,
(15)
for all x ∈ Z, which can be approximately interpreted as scattered crack open-
ing displacement fields and corresponding incident crack opening displacement
fields.
5
Using (4), the incident crack opening displacement fields can be written as
vi1x = e
ikx cos Θ(eik sin Θ−1), vi2x = eikx cos Θeik(N sin Θ+M sin Θ)(eik sin Θ−1), x ∈ Z.
(16)
The equations (10) through (14) form the mathematical statement of the prob-
lem. The Wiener–Hopf formulation of the same is presented below.
2 Wiener–Hopf formulation
2.1 Discrete Fourier transform
Recall (9), that is, k2 > 0, so that the scattered field has a decaying nature [45].
Due to these assumptions, the discrete Fourier transform (2) of the field ux,y
with x ∈ Z, for any fixed y ∈ Z, can be defined as (the details concerning the
well-posedness are analogous to those presented in [44, 46])
uFy (z) =
∑
x∈Z
ux,y z
−x, z ∈ Au, (17)
where the annulus shaped region Au in the complex z-plane, is defined as
Au = {z ∈ C : R+ < |z| < R−}. (18)
In (18), due to the nature of the incident wave (4), we have,
R+ = e
−k2 cos Θ, R− = ek2 . (19)
The half discrete Fourier transforms (2) uy;+ and uy;− are analytic function of
z ∈ C such that |z| > R+ and |z| < R−, respectively.
The application of the Fourier transform (17) to the discrete Helmholtz
equation (10) gives transformed equation, which is written as
Q(z)uFy (z)− (uFy+1(z) + uFy−1(z)) = 0, z ∈ Au, (20)
for all y ∈ Z with y 6= 1, y 6= 0, y 6= N and y 6= N + 1. The complex function Q
in (20) is defined by
Q(z) = 4− z−1 − z − ω2, z ∈ C. (21)
All the functions in (20) are analytic in the annulus Au stated by (18).
The equation (20) is a second order difference equation [29] and its general
solution is given by
uFy (z) = P (z)λ
y(z) + S(z)λ−y(z), z ∈ A, (22)
where P and S are arbitrary analytic function of z ∈ A. The annulus A is
intersection of the two annular regions in the complex z-plane (see Figure 2 of
[44]), that is, using (18),
A = Au ∩ AL,
AL = {z ∈ C : RL < |z| < R−1L }, RL = max{|zh|, |zr|},
(23)
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where the pairs, (zh, z
−1
h ), and (zr, z
−1
r ), are zeros of the complex functions, Q−2
and Q + 2, respectively (recall (21)). Following the notation and definitions of
[51] and [44], the complex function λ in (22) is defined by
λ(z) =
r(z)− h(z)
r(z) + h(z)
, z ∈ C \ B, (24)
where h(z) =
√
Q(z)− 2, r(z) =
√
Q(z) + 2, (25)
and B denotes the union of the branch cuts for λ, such that |λ(z)| < 1, z ∈ C\B.
It should be noted that r and h, as well as λ are analytic in the annulus A for
ω2 > 0 [44]. A relevant schematic of the annulus and the branch cuts was
provided in the Figure 2 of [44].
Note that the scattered displacement field decays away from the crack (recall
(8) and (9)), that is,
uFy → 0 as y → ±∞, (26)
hence, using (22), the general solution to (20) is expressed as
uFy =

uFN+1λ
y−(N+1), if y ≥ N + 1, y ∈ Z+
A1λ
y +A2λ
−y, if 1 ≤ y ≤ N, y ∈ Z,
uF0 λ
−y, if y ∈ Z− ∪ {0},
(27)
where the functions uFN+1, u
F
0 , A1 and A2 are unknown functions analytic in the
annulus A.
Using (27), uF1 and u
F
N can be written in terms of A1 and A2, that is, u
F
1 =
A1λ + A2λ
−1;uFN = A1λ
N + A2λ
−N, where uF1 and u
F
N are unknown functions,
analytic in the annulus A. The unknowns A1 and A2 can be thus replaced by
uF1 and u
F
N after solving these two equations, that is,
A1 =
(uFN λ
−1 − uF1 λ−N)
λN−1 − λ−N+1 ; A2 =
(uF1 λ
N − uFN λ)
(λN−1 − λ−N+1) . (28)
Substitution of these expressions in the general solution (27), uFN−1 and u
F
2 can
be also written in terms of uFN and u
F
1 , that is,
uFN−1 = A1λ
N−1 +A2λ1−N =
uFN (λ
N−2 − λ2−N) + uF1 (λ− λ−1)
λN−1 − λ−N+1 , (29)
and
uF2 = A1λ
2 +A2λ
−2 =
uFN (λ− λ−1) + uF1 (λN−2 − λ−N+2)
λN−1 − λ−N+1 , (30)
respectively.
Using the manipulations and basic expressions stated above, the matrix
Wiener–Hopf equation associated with the presence of two semi-infinite rows of
broken bonds is derived in the subsequent portion of this section.
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2.2 Matrix Wiener–Hopf equation
The scattering problem for two staggered cracks on square lattice is formulated
as coupled Wiener–Hopf equations [41, 12]. Let
zP = e
ik cos Θ ∈ C; δD+(z) =
∑
x∈Z+
z−x, z ∈ C,with |z| > 1. (31)
By its definition, the function δD+(zz
−1
P ) is analytic in the region exterior to the
circle of radius |zP|, in the complex z-plane, such that it has a pole at z = zP
in the complex plane. Using the definition (31), the discrete Fourier transforms
of (16) are given by
vi1+ = A(e
ik sin Θ−1)δD+(zz−1P ); vi2+ = eik(M cos Θ+N sin Θ)(eik sin Θ−1)δD+(zz−1P ),
(32)
for all z ∈ C,with |z| > max{R+, RL}. Thus, vi1+ and vi2+ are analytic on the
annulus A and outside it.
Using the (x-shift) properties of the discrete Fourier transform [15], also
recall (21), the equations (11) through (14) (suppressing the argument z of
functions) lead to
uFN+1(Q− 1)− uFN+2 + z−Mv2− = z−Mvi2+, (33a)
uFN (Q− 1)− uFN−1 − z−Mv2− = −z−Mvi2+, (33b)
uF1 (Q− 1)− uF2 + v1− = vi1+, (33c)
uF0 (Q− 1)− uF−1 − v1− = −vi1+, (33d)
respectively, for all z ∈ A.
The expressions (29) and (30) is substituted in (33b) and (33c), to get
uFN (Q− 1)−
uFN (λ
N−2 − λ2−N) + uF1 (λ− λ−1)
λN−1 − λ−N+1 − z
−Mv2− = −z−Mvi2+, (34)
and
uF1 (Q− 1)−
uFN (λ− λ−1) + uF1 (λN−2 − λ−N+2)
λN−1 − λ−N+1 + v1− = v
i
1+, (35)
for all z ∈ A. The equations (34) and (35) can be solved for uFN and uF1 , in
terms of v2−, vi2+, v1− and v
i
1+. Substituting these expressions in the general
solution (27) and using the general solution in (33a) and (33d) along with the
definitions (15), the coupled Wiener–Hopf equations are found to be
v− +Kv+ + f i = 0, z ∈ A, (36)
where
v− =
[
v1−
v2−
]
; v+ =
[
v1+
v2+
]
; (37a)
K = L
[
1 z−MλN
zMλN 1
]
; L(z) =
h(z)
r(z)
, (37b)
f i = −1− e
ik sin Θ
1 + λ
[
2λ z−MλN(λ− 1)
zMλN(λ− 1) 2λ
]
δD+(zz
−1
P )
[
1
eik(N sin Θ+M cos Θ)
]
.(37c)
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Recall (25) that h =
√
Q− 2; r = √Q+ 2. In (37c), the matrix function K(z) is
the 2×2 Wiener–Hopf kernel which needs to be multiplicatively factorised with
appropriate behaviour of the factors in their respective regions of analyticity
for the application of the Wiener–Hopf technique [41]. The issue of a desirable
factorisation of K(z) and the formal solution of the Wiener–Hopf equation (36)
are discussed in the next section.
3 Approximate solution of the Wiener–Hopf equa-
tion
A fundamental step in Wiener–Hopf technique is the factorisation of the kernel
such that the factors have certain behaviour in their respective regions of ana-
lyticity in the complex plane [41]. In case of the kernel K, the ordinary methods
of factorisation of a matrix, result into factors with behaviour inappropriate for
the application of the Liouville’s theorem. At the moment, there is no construc-
tive method for this task, in order to tackle this issue, an asymptotic method
is adapted from a recently published work [37, 9]. For this purpose, the scheme
for an extended real line [37] needs to be mapped to a unit circle contour in the
complex plane [31]; some details have been omitted as they are direct analogues
of the former.
3.1 Asymptotic method of factorisation
Let T+ and T− be, respectively, the exterior and the interior of the unit circle
T in the complex plane. Let C(T) be the set of all continuous functions on T.
Let C+(T) and C−(T) stand for the subset of those functions in C(T) that admit
continuous extensions onto T ∪ T+ and T ∪ T−, which are analytic in T+ and
T−, respectively. The matrix Wiener–Hopf kernel K falls in the class G2 [37].
Let
GM(z) =
[
1 z−MλN(z)
zMλN(z) 1
]
, (38)
Then, (38) can be written in the form of GM = RMFR
−1
M with
RM(z) =
[
z−(
M
2 ) 0
0 z(
M
2 )
]
, (39)
so that when M = 0, RM(z)|M=0 = I, and
F(z) =
[
1 λN(z)
λN(z) 1
]
. (40)
It is stated without proof that RM is analytic, bounded and locally Ho¨lder-
continuous [16, 19] on T. The complex function λ has branch cuts in the complex
plane with zeros of h and r as the branch points (see (24)). But these branch
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points do not lie on the unit circle T, as can be seen in Figure 2 of [44]. Since,
the branch cuts are selected such that |λ(z)| < 1,∀z ∈ T,
detF(z) = 1− λ2N, is non-zero on T (41)
and
ind detF(z) = 0. (42)
Furthermore, the eigenvalues 1 ± λN and hence, the determinant is positive, so
that, F(z) is positive-definite. We have the canonical factorization [20, 37]
F(z) = F−(z)F+(z), (43)
as F(z) is invertible for all z ∈ T. Symbolically, the matrix function F(z) can
be written as
F(z) = P
[
G1(z) 0
0 G2(z)
]
P, (44)
where G1(z) = 1 + λ
N(z), G2(z) = 1− λN(z), P = 1√
2
[
1 1
1 −1
]
.(45)
Using the Cauchy projectors (see [44, 45, 18]),
Gj±(z) = exp(± 1
2pii
∮
T
log(Gj(α))
(z − α) dα), z ∈ C, j = 1, 2, (46)
where the integrals can be calculated numerically, however, the two functions
G1 and G2 can also simplified further and then factorised. The factorisation, for
the case when N is even, is detailed in the Appendix A. We obtain the canonical
factorisation of the matrix function F(z) (44) with the factors given by
F−(z) =
1√
2
[
G1−(z) G2−(z)
G1−(z) −G2−(z)
]
;
F+(z) =
1√
2
[
G1+(z) G1+(z)
G2+(z) −G2+(z)
]
.
(47)
Let the determinants of matrix functions F+(z) and F−(z) be denoted by ∆+(z)
and ∆−(z), respectively. They are expressed as
∆−(z) = −G1−(z)G2−(z); ∆+(z) = −G1+(z)G2+(z). (48)
The inverse matrices of the factors F− and F+, respectively, are
F−1− (z) =
1√
2
[
G−11−(z) G
−1
1−(z)
G−12−(z) −G−12−(z)
]
;
F−1+ (z) =
1√
2
[
G−11+(z) G
−1
2+(z)
G−11+(z) −G−12+(z)
]
.
(49)
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Above factorization for M = 0 is essentially the matrix counterpart of the analysis
presented in [50] where symmetry has been used to reduce the matrix Wiener–
Hopf problem to a scalar Wiener–Hopf.
Using (38) and (49), the complex matrix function G1,M defined by
G1,M(z) = F
−1
− (z)GM(z)F
−1
+ (z) (50)
can be re-written as
G1,M =

2 + λN(z)(zM + z−M)
2G1(z)
λN(z)(zM − z−M)
2G1−(z)G2+(z)
λN(z)(z−M − zM)
2G1+(z)G2−(z)
2− λN(z)(zM + z−M)
2G2(z)
 . (51)
At this point, with
z = e−iξ (52)
in (51), above is modified to
G1,M =

1 + λN(ξ) cos ξM
G1(ξ)
−iG1+(ξ)G2−(ξ)λ
N(ξ) sin ξM
G1(ξ)G2(ξ)
i
G1−(ξ)G2+(ξ)λN(ξ) sin ξM
G1(ξ)G2(ξ)
1− λN(ξ) cos ξM
G2(ξ)
 . (53)
The functions on the diagonal of the matrix (53) can be rewritten as
1 + λN(ξ) cos ξM
G1(ξ)
= 1− 2λ
N(ξ) sin2(ξM/2)
G1(ξ)
,
1− λN(ξ) cos ξM
G2(ξ)
= 1 + 2
λN(ξ) sin2(ξM/2)
G2(ξ)
.
(54)
Finally, (51) can be expressed such that
G1,M(ξ) = I+ N˜M(ξ), (55)
where
N˜M(ξ) = λ
N(ξ) sin(
1
2
ξM)
 −
2 sin( 12ξM)
G1(ξ)
−i2G1+(ξ)G2−(ξ) cos(
1
2ξM)
G1(ξ)G2(ξ)
i
2G1−(ξ)G2+(ξ) cos ( 12ξM)
G1(ξ)G2(ξ)
2 sin(12ξM)
G2(ξ)
 .
(56)
With
 ≡ (ξ) = λN(ξ) sin(ξM/2), (57)
due to the branch selection for λ(z). Reverting back to the z based formulation,
the first order approximation of the G1,M can be written as
G1,M(z) = I+NM(z) = (I+N1M−(z))(I+N1M+(z)), (58)
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where
NM(z) =
 −
λN(z)(2− zM − z−M)
2G1(z)
G1+(z)G2−(z)λN(z)(zM − z−M)
2G1(z)G2(z)
−G1−(z)G2+(z)λ
N(z)(zM − z−M)
2G1(z)G2(z)
λN(z)(2− zM − z−M)
2G2(z)
 .
(59)
In the additive expansion,
N1M+(z) +N1M−(z) = NM(z), (60)
the factors, N1M+(z) and N1M−(z), are given by N1M±(z) = ± 12pii
∮
T
NM(α)
z−α dα, z ∈
T, respectively. Since, all the singularities of the functions in NM(z) are either
inside or outside the unit circle T, the integrals can be performed numerically.
Hence, the first order approximate multiplicative factorisation of the matrix
function GM(z) is given by
GM(z) = F−(z)(I+N1M−(z))(I+N1M+(z))F+(z). (61)
3.2 Approximate solution of the scattering problem through
Wiener–Hopf technique
Once the matrix kernel is appropriately factorised, the Wiener–Hopf equations
(36) can be solved using the Wiener–Hopf technique. Using the factorisation
(61), the factorised kernel is written as
K(z) = L(z)GM(z) = K−(z)K+(z), z ∈ A (62)
where the first order factors are given by
K−(z) = L−(z)F−(z)(I+N1M−(z)), z ∈ C,with|z| < min{R−, R−1L }, (63)
and
K+(z) = L+(z)(I+N1M+(z))F+(z), z ∈ C,with|z| > max{R+, RL}, (64)
with L defined by (37b)3. The function L does not vanish on a unit circle in
T in the complex plane and also, the ind L = 0 on T, which are the sufficient
conditions for factorisation of the function on the unit circle [46], that is,
L±(z) = exp(± 1
2pii
∫
T
log L(α)
z − α dα), z ∈ C,with|z| ≶ R
±1
L . (65)
The factorisation of the function L(z) is carried out in [44] and the explicit
expressions for the factors are given by
L+(z) = L−(z−1) = CL
√
1− zhz−1
1− zrz−1 , z ∈ C, such that|z| > RL, (66)
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with
CL = (zr/zh) 14 ∈ C. (67)
Due to the factorisation (62), the coupled Wiener–Hopf equation (36) is modified
as
K−1− (z)v−(z) +K+(z)v+(z) +K
−1
− (z)f
i(z) = 0, z ∈ A. (68)
The kernel K(z) can be written as
K(z) = I+ (λ(z) + 1)−1
[ −2λ(z) −z−MλN(z)(λ(z)− 1)
−zMλN(z)(λ(z)− 1) −2λ(z)
]
(69)
The equation (68) can be rewritten as
K−1− (z)v−(z) +K+(z)v+(z) +K
−1
− (z)(K(z)− I)vi(z) = 0, z ∈ A, (70)
or by using (62),
K−1− (z)v−(z) +K+(z)v+(z) + (K+(z)−K−1− (z))vi(z) = 0, z ∈ A, (71)
where
vi(z) = −(1− eik sin Θ)δD+(zz−1P )
[
1
eik(N sin Θ+M cos Θ)
]
, (72)
for all z ∈ C with |z| > max{R+, RL}. The equation (71) can be rearranged
and rewritten as
K−1− (z)v−(z) +K+(z)v+(z) = C(z), z ∈ A, (73)
where
C(z) = (K−1− (z)−K+(z))vi(z), z ∈ A. (74)
Figure 2: Determinant of Kk−(z) as z → 0, with z = z(x) = x + 0.005i, x on
the horizontal axis. The black curve shows the determinant while the grey plot
shows the slope of the determinant. The parameters chosen for plotting purpose
are shown in the plot label.
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Figure 3: The behaviour of the elements of (A) C−(z), (B) C+(1/z) and (C,
D) K+(1/z) as z → 0, with z = z(x) = x+ 0.005i, x on the horizontal axis.
The function δD+(zz
−1
P ) has a simple pole at z = zP, which lies outside the
annulus of analyticity A but inside the unit circle in complex plane. The vector
function C can be additively factorised as
C(z) = C+(z) +C−(z); (75)
the factors are given by
C+(z) = (−K+(z) +K−1− (zP))vi(z);
C−(z) = (K−1− (z)−K−1− (zP))vi(z),
(76)
where C+ and C+ are analytic at z ∈ C with |z| > max{R+, RL}, |z| <
min{R−, R−1L }, respectively. Using the factorisation (76) in (73), we have
K−1− (z)v−(z)−C−(z) = −K+(z)v+(z) +C+(z) ≡ J(z). (77)
Since the two sides are analytic continuation of each other in their respective
planes of analyticity, the function J(z) is an entire function on the complex
plane.
Examining (135), (136), and (59), numerically, it can be found that the
behaviour of the functions in (77), is suitable for application of the Liouville’s
14
theorem. The numerically obtained plots of the function have been shown in
the Figure 2 and Figure 3.
By inspection, it can be seen that the functions on the left of equation
(77) tend to zero as z tends to zero whereas the right hand side is a constant
as z approaches infinity. Hence, the functions have appropriate behaviour for
application of the Louville’s theorem and that, J(z) = 0 and therefore,
v−(z) = K−(z)C−(z), z ∈ Cwith|z| < min{R−, R−1L }, (78)
and
v+(z) = K
−1
+ (z)C+(z), z ∈ Cwith|z| > max{R+, RL}. (79)
Then, from the relation vF (z) = v−(z) + v+(z), z ∈ A, by adding (78) and
(79), vF (z) has the following expression
vF (z) = (K−1+ (z)−K−(z))K−1− (zP)vi(z). (80)
The functions given by (78) and (79) form the solution of the Wiener–Hopf
equation (36) in the form of a discrete Fourier transform. The wave field in the
physical lattice can be obtained by inverting the Fourier transform, so that the
approximate solution of the scattering problem can be written in integral form.
For this purpose, the equations (33a) and (33d),
uFN+1(λ
−1 − 1) + z−Mv2− = z−Mvi2+, (81)
uF0 (λ
−1 − 1)− v1− = −vi1+, (82)
are written in the matrix form, that is,
uFN+1(λ
−1 − 1) + z−Ma>
[
v1−
v2−
]
= z−Mvi2+, (83a)
uF0 (λ
−1 − 1)− b>
[
v1−
v2−
]
= −vi1+, (83b)
where a> =
[
0 1
]
and b> =
[
1 0
]
. (83c)
Using the solution of the Wiener–Hopf equation, (78), the equations (83a) and
(83b) can be written in terms of the factor of kernel K, that is,
uFN+1 = −z−M
(1− eik sin Θ)δD+(zz−1P )
(λ−1 − 1) a
>K−(z)K−1− (zP)f , (84)
and uF0 =
(1− eik sin Θ)δD+(zz−1P )
(λ−1 − 1) b
>K−(z)K−1− (zP)f , (85)
where
f =
[
1
eik(N sin Θ+M cos Θ)
]
. (86)
In above equations following definitions have been used
vi1+ = (e
ik sin Θ − 1)δD+(zz−1P ),
vi2+ = e
ik(M cos Θ+N sin Θ)(eik sin Θ − 1)δD+(zz−1P ),
(87)
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and
vi = −(1− eik sin Θ)δD+(zz−1P )
[
1
eik(N sin Θ+M cos Θ)
]
. (88)
The expressions (84) and (85) along with (27) give
uFy = (−z−M
(1− eik sin Θ)δD+(zz−1P )
(λ−1 − 1) a
>K−(z)K−1− (zP)f)λ
y−(N+1), y ≥ N+1,
(89)
and
uFy = (
(1− eik sin Θ)δD+(zz−1P )
(λ−1 − 1) b
>K−(z)K−1− (zP)f)λ
−y, y ≤ 0. (90)
Expressions (91) and (92) can be further simplified as δD+(zz
−1
P ) =
z
z−zP in the
annulus. Hence,
uFy = (−z−M
(1− eik sin Θ)
(λ−1 − 1) a
>K−(z)K−1− (zP)f)
λy−(N+1)z
z − zP , y ≥ N + 1, (91)
and
uFy = (
(1− eik sin Θ)
(λ−1 − 1) b
>K−(z)K−1− (zP)f)
λ−yz
z − zP , y ≤ 0. (92)
The discrete Fourier transform can be inverted and the scattered displacement
field can be obtained. For y ≥ N + 1,
ux,y = − C0
2pii
∮
Cz
a>(K−(z)K−1− (z
−1
P )f)
λy−N(z)zx−M
(z − z−1P )(1− λ(z))
dz, (93)
while for y ≤ 0,
ux,y =
C0
2pii
∮
Cz
b>(K−(z)K−1− (z
−1
P )f)
λ−y+1(z)zx
(z − z−1P )(1− λ(z))
dz, (94)
where
C0 = 1− eik sin Θ (95)
and Cz is a circular contour lying inside the annulus of analyticity in the z-
complex plane. (93) and (94) provide the complete solution of the scattering
problem in the integral form.
4 Approximate description of the far-field be-
havior for the Two Crack Problem
This section closely follows the analysis presented in [44]. The approximation
of far-field can be obtained using the stationary phase method [1, 17]. Utilising
the mapping
z = e−iξ, zP = e−iξP , (96)
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we can write the expressions (93) and (94) as
ux,y = − C0
2pii
∫
Cξ
a>(K−(e−iξ)K−1− (ξP)f)
λy−N(e−iξ)e−iξ(x−M)
(e−iξ − e−iξP)(1− λ(e−iξ)) (−ie
−iξ) dξ,
(97)
ux,y =
C0
2pii
∫
Cξ
b>(K−(e−iξ)K−1− (ξP)f)
λ−y+1(e−iξ)e−iξx
(e−iξ − e−iξP)(1− λ(e−iξ)) (−ie
−iξ) dξ,
(98)
respectively, for y ≥ N+1 and y ≤ 0, where Cξ is a contour of finite length (with
ξ traversed from −pi to pi) lying inside the strip of analyticity in the ξ-complex
plane
S = {ξ ∈ C : ξ ∈ [−pi, pi],−k2 cos Θ < ξ2 < k2}. (99)
The mapping between (x, y) and (R, θ) with
x = R cos θ and y = R sin θ, (100)
θ ∈ (0, pi) for y ≥ N+1 and θ ∈ (pi, 2pi) for y ≤ 0 can be used for further analysis.
With (115) and (116), the relation
λ(e−iξ) = eiη(e
−iξ) ≡ eiη(ξ), (101)
and the polar coordinates, (97) and (98), respectively, can be written as
ux,y = −C0
2pi
∫
Cξ
K(e−iξ) e
−iηNeiRφ2(ξ)eiξM
(ei(ξ−ξP) − 1)(1− eiη) dξ, (y ≥ N + 1) (102)
ux,y = −C0
2pi
∫
Cξ
G(e−iξ) e
iηeiRφ1(ξ)
(1− ei(ξ−ξP))(1− eiη) dξ (y ≤ 0). (103)
where the phase functions φ2 and φ1 are given by
φ2(ξ) = η sin θ − ξ cos θ, φ1(ξ) = −η sin θ − ξ cos θ, ξ ∈ S. (104)
The functions in (104) possess saddle points [1, 17, 40, 22, 44] at ξ = ξs2
and ξ = ξs1, respectively on Cξ, given by
φ′1(ξs1) = −η′(ξs1) sin θ − cos θ = 0, φ′′1(ξs1) = −η′′(ξs1) sin θ 6= 0, (105)
φ′2(ξs2) = η
′(ξs2) sin θ − cos θ = 0, φ′′2(ξs2) = η′′(ξs2) sin θ 6= 0. (106)
Following [44], η(ξ) = cos−1($ − cos ξ), where $ = 2 − 12ω2, ξ ∈ Cξ. Using
these, the equations (105) and (106), become
sin ξs1√
1− ($ − cos ξ)2 = cot θ, θ ∈ (pi, 2pi), (107)
17
and
sin ξs2√
1− ($ − cos ξ)2 = − cot θ, θ ∈ (0, pi). (108)
For simplicity, let us consider only the case ω ∈ (0, 2) (the details in case ω ∈
(2, 2
√
2) follow alterations similar to those presented by [44] for a single crack).
Assuming θ ∈ (0, pi/2), from (108), it follows that ξs2 ∈ (−pi, 0), and ξs2 ∈
(0, pi), when θ ∈ (pi/2, pi). Hence, ξs2 =
{
−Ξ(θ) ifθ ∈ (0, pi/2),
+Ξ(θ) ifθ ∈ (pi/2, 0), where Ξ(θ) =
cos−1 12 ($ + τ(θ)), θ ∈ [0, 2pi], and τ(θ) = sec 2θ($ ±
√
$2 sin2 2θ + 4 cos2 2θ),
Now assuming θ ∈ (pi, 3pi/2), from (107), it follows that ξs1 ∈ (0, pi), and ξs1 ∈
(−pi, 0), when θ ∈ (3pi/2, 2pi). Hence, ξs1 =
{
+Ξ(θ) ifθ ∈ (pi, 3pi/2),
−Ξ(θ) ifθ ∈ (3pi/2, 2pi). As
ω ∈ (0, 2), it can be seen that the pair z±h lies close to the unit circle T in C,
that is, when ω is close to 0, zh is close to 1 and when ω is close to 2, zh is
close to -1. Hence, z±h can be written as e
±iξh with ξh ∈ (0, pi). By definition,
zP = e
−ik cos Θ. This makes
ξP = k cos Θ. (109)
Now using the mapping ξ = ξh cosα, the integrals (102) and (103) can be
transformed into
ux,y =
C0ξh
2pi
∫
Cα
K(e−iξh cosα) e
−iη(ξh cosα)NeiRφ2(ξh cosα)eiξhM cosα
(ei(ξh cosα−ξP) − 1)(1− eiη(ξh cosα)) sinαdα, (y ≥ N+1)
(110)
and
ux,y =
C0ξh
2pi
∫
Cα
G(e−iξh cosα) e
iη(ξh cosα)eiRφ1(ξh cosα)
(1− ei(ξh cosα−ξP))(1− eiη(ξh cosα)) sinαdα, (y ≤ 0)
(111)
where the endpoints of the contour Cα are given by ξh cosαi = −pi and ξh cosαf =
+pi, with αi = pi − iai and αf = 0 + iaf , where ai ≥ 0 and af ≥ 0 and it can
be seen that ai = af (calculated numerically). The contour Cα starts at αi and
ends at αf and can be deformed on steepest descent contour (passing from αs,
the saddle point) with or without the contribution of the the pole αP if αs ≶ αP.
After deforming the contour Cα to Cαs , it is found that modulo the contri-
bution of pole
ux,y ∼ ux,y|s, (112)
as ξhR→∞, where, for y ≥ N + 1,
ux,y|s ∼ −
√
i
R|φ′′2(αs)|
C0√
2pi
K(zs) e
−iη(ξs)NeiRφ2(ξs)eiξsM
(ei(ξs−ξP) − 1)(1− eiη(ξs)) , (113)
and for y ≤ 0,
ux,y|s ∼ −
√
i
R|φ′′1(αs)|
C0√
2pi
G(zs) e
iη(ξs)eiRφ1(ξs)
(1− ei(ξs−ξP))(1− eiη(ξs)) , (114)
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Figure 4: Modulus of the diffracted field |u| against the observation angle θ
(100) for angle of incidence Θ = 45◦, N = 4 and (A) M = 0, (B) M = 1, (C)
M = 2 and (D) N = 6 and M = 2. The numerical results are shown in black
while the semi-analytical results are shown in blue. The other parameters used
are ω = 0.35, Ngrid = 448, Npml = 270. The radius of the discrete circle is 70
according to the relation (100).
as ξhR→∞, where
K(e−iξ) = a>(K−(e−iξ)K−1− (ξP)f) (115)
and G(e−iξ) = b>(K−(e−iξ)K−1− (ξP)f). (116)
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Note that the contribution of the pole αP is not included in above expressions
which accounts for only the saddle point, so that the expressions (113) and (114)
give the approximate diffracted far-fields.
The far-field obtained using the numerical scheme, on a (2Ngrid + 1) ×
(2Ngrid + 1), is compared with that obtained using semi-analytic. The mag-
nitude of the far-field is plotted in Figure 4 for N = 4 and for M = 0, 1, 2. The
semi-analytical results are shown in blue while the numerical results are shown
in black. It can be seen that the deviation between the numerical solution
and the far-field approximation of the asymptotic Wiener–Hopf factorization
based solution is depending on the angle θ. This is mainly due to the presence
of asymptotic Wiener–Hopf factors which need certain numerical evaluation of
certain contour integral. The anomalous blue dots in all three parts of Figure 4
which appear away from a smooth curve is a result of the specific computation
of the contour integrals. It has been also observed that as the edges offset M
increases the agreement of the two results decreases but this is expected as it
violates the premise of asymptotic factorization.
4.1 Low frequency approximation
In the discrete model adopted here, there are two length scales, the wavelength
2pi/k1 (recall (9)) of the incoming wave and the square lattice spacing b (see
Figure 1). As the wavelength 2pi/k1 becomes large compared to b, the so called
continuum limit is obtained, which can also be perceived as a low frequency
approximation in the case of assumed square lattice model. The continuum
limit of the discrete Helmholtz equation is the continuous Helmholtz equation
[13, 43]. From the perspective of the continuum model, the solutions obtained
by [4, 5] can be seen to be approximated via a lattice formulation and the
solution of discrete scattering due to the two staggered cracks. The numerical
solution of the discrete Helmholtz equation for the two staggered cracks on the
(2Ngrid + 1) × (2Ngrid + 1) square grid is compared with the exact solution of
the continuum model [4, 5] in Figure 5. Specifically, the far-field obtained in the
two problems has been plotted against the observation angle θ. The far-field in
the case of the discrete problem is obtained as the displacement of the particles
on a (large) discrete circle on the square grid H. In Figure 5, the black and
grey curves show the far-fields in the known continuum solution [4, 5] and the
discrete problem, respectively. It can be seen that for small frequency, the two
curves almost coincide.
5 Conclusion
The scattering of a plane time-harmonic wave on a square lattice by two semi-
infinite, staggered cracks is considered. The problem is formulated as coupled
discrete Wiener-hopf equations. The Wiener–Hopf kernel involved is a 2×2 ma-
trix kernel. For multiplicative factorisation of the matrix kernel, an asymptotic
method is adapted for a circular contour. The Wiener–Hopf technique is used
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Figure 5: Modulus of the diffracted field |φ| against the observation angle θ for
angle of incidence Θ = 45◦, kr = 30, kh = pi/2, ka = 0.1, 2, 4 (from left to
right). The parameters are chosen as given in [5]. The thick black curve shows
the exact solution obtained by [4, 5] while the grey curve shows the numerical
low frequency approximation of the discrete two staggered crack problem. The
grey curves are obtained for ω = 0.35, N = 4, M = 0, 6, 11 (from left to right),
square grid size, Ngrid = 448, Npml = 270. The radius of the discrete circle on
the square lattice is taken to be 71 according to the relation (100).
to solve the coupled Wiener–Hopf equations after obtaining the multiplicative
factorisation of the matrix kernel using the asymptotic method. The approxi-
mate far-fields are obtained using the stationary phase method and compared
with the numerical results. The low frequency approximation of the discrete
problem is also shown graphically using the numerical scheme. Although the
relevant details are omitted, the numerical results for the special case of zero
offset, using the matrix formulation of this paper have been verified against the
exact solution recently presented by [50].
21
Acknowledgement
GM acknowledges MHRD (India) and IITK for providing financial assistance in
the form of Senior Research Fellowship. BLS acknowledges the partial support
of SERB MATRICS grant MTR/2017/000013.
References
[1] M. J. Ablowitz and A. S. Fokas. Complex variables: introduction and
applications. Second. Cambridge Texts in Applied Mathematics. Cam-
bridge University Press, Cambridge, 2003, pp. xii+647. doi: 10.1017/
CBO9780511791246. url: https://doi.org/10.1017/CBO9780511791246.
[2] I. D. Abrahams and G. R. Wickham. “Acoustic scattering by two parallel
slightly staggered rigid plates”. In: Wave Motion 12.3 (1990), pp. 281–
297. doi: 10.1016/0165-2125(90)90044-5. url: https://doi.org/10.
1016/0165-2125(90)90044-5.
[3] I. D. Abrahams and G. R. Wickham. “General Wiener-Hopf factorization
of matrix kernels with exponential phase factors”. In: SIAM J. Appl. Math.
50.3 (1990), pp. 819–838. doi: 10.1137/0150047. url: https://doi.
org/10.1137/0150047.
[4] I. D. Abrahams and G. R. Wickham. “On the scattering of sound by two
semi-infinite parallel staggered plates. I. Explicit matrix Wiener-Hopf fac-
torization”. In: Proc. Roy. Soc. London Ser. A 420.1858 (1988), pp. 131–
156.
[5] I. D. Abrahams and G. R. Wickham. “The scattering of sound by two semi-
infinite parallel staggered plates. II. Evaluation of the velocity potential
for an incident plane wave and an incident duct mode”. In: Proc. Roy.
Soc. London Ser. A 427.1872 (1990), pp. 139–171.
[6] I. D. Abrahams. “On the application of the Wiener-Hopf technique to
problems in dynamic elasticity”. In: Wave Motion 36.4 (2002). Dedicated
to Jan D. Achenbach on the occasion of his 65th birthday, pp. 311–333.
doi: 10.1016/S0165-2125(02)00027-6. url: https://doi.org/10.
1016/S0165-2125(02)00027-6.
[7] M. Abramowitz and I. A. Stegun, eds. Handbook of mathematical func-
tions with formulas, graphs, and mathematical tables. Reprint of the 1972
edition. Dover Publications, Inc., New York, 1992, pp. xiv+1046.
[8] J. D. Achenbach. Wave propagation in elastic solids. first. Vol. 16. North-
Holland Series in Applied Mathematics and Mechanics. North-Holland
Publishing Co., Amsterdam, 1976, front matter+425.
[9] A. Bo¨ttcher and B. Silbermann. Analysis of Toeplitz operators. Second.
Springer Monographs in Mathematics. Prepared jointly with Alexei Karlovich.
Springer-Verlag, Berlin, 2006, pp. xiv+665.
22
[10] C. J. Bouwkamp. “Diffraction theory”. In: Reports on Progress in Physics
17 (1954), pp. 35–100.
[11] L. Brillouin. Wave Propagation in Periodic Structures. Electric Filters
and Crystal Lattices. McGraw-Hill Book Company, Inc., New York, 1946,
pp. xii+247.
[12] I. C. Gohberg and M. G. Krein. “Systems of Integral Equations on a Half
Line with Kernels Depending on the Difference of Arguments”. In: Am.
Math. Soc.Transl. 14 (1960), pp. 217–287.
[13] L. Collatz. The numerical treatment of differential equations. 3d ed. Trans-
lated from a supplemented version of the 2d German edition by P. G.
Williams. Die Grundlehren der mathematischen Wissenschaften, Bd. 60.
Springer-Verlag, Berlin-Go¨ttingen-Heidelberg, 1960, xv+568 pp. (1 plate).
[14] V. Daniele. “On the solution of two coupled Wiener–Hopf equations”. In:
SIAM Journal on Applied Mathematics 44.4 (1984), pp. 667–680.
[15] S. Elaydi. An introduction to difference equations. Third. Undergraduate
Texts in Mathematics. Springer, New York, 2005, pp. xxii+539.
[16] L. C. Evans. Partial differential equations. Second. Vol. 19. Graduate Stud-
ies in Mathematics. American Mathematical Society, Providence, RI, 2010,
pp. xxii+749. url: https://doi.org/10.1090/gsm/019.
[17] L. B. Felsen and N. Marcuvitz. Radiation and scattering of waves. Prentice-
Hall Microwaves and Fields Series. Prentice-Hall, Inc., Englewood Cliffs,
N.J., 1973, pp. xxxii+888.
[18] F. D. Gakhov. Boundary value problems. Translated from the Russian,
Reprint of the 1966 translation. Dover Publications, Inc., New York, 1990,
pp. xxii+561.
[19] D. Gilbarg and N. S. Trudinger. Elliptic partial differential equations
of second order. Classics in Mathematics. Reprint of the 1998 edition.
Springer-Verlag, Berlin, 2001, pp. xiv+517.
[20] I. Gohberg and M. A. Kaashoek, eds. Constructive methods of Wiener-
Hopf factorization. Vol. 21. Operator Theory: Advances and Applications.
Birkha¨user Verlag, Basel, 1986, pp. xii+409. doi: 10.1007/978-3-0348-
7418-2. url: https://doi.org/10.1007/978-3-0348-7418-2.
[21] I. Gohberg, M. A. Kaashoek, and I. M. Spitkovsky. “An Overview of Ma-
trix Factorization Theory and Operator Applications”. In: Factorization
and Integrable Systems. Ed. by I. Gohberg, N. Manojlovic, and A. F. dos
Santos. Basel: Birkha¨user Basel, 2003, pp. 1–102.
[22] J. G. Harris. Linear elastic waves. Vol. 26. Cambridge University Press,
2001.
[23] A. E. Heins. “The radiation and transmission properties of a pair of semi-
infinite parallel plates. I”. In: 6 (1948), pp. 157–166.
[24] A. E. Heins. “The radiation and transmission properties of a pair of semi-
infinite parallel plates. II”. In: 6 (1948), pp. 215–220.
23
[25] A. E. Heins. “The scope and limitations of the method of Wiener and
Hopf”. In: IX (1956), pp. 447–466.
[26] D. S. Jones. “Factorization of a Wiener-Hopf matrix”. In: IMA J. Appl.
Math. 32.1-3 (1984), pp. 211–220. doi: 10.1093/imamat/32.1-3.211.
url: https://doi.org/10.1093/imamat/32.1-3.211.
[27] E. I. Jury. Theory and Application of the z-Transform Method. Wiley,
1964.
[28] A. V. Kisil. “An Iterative Wiener–Hopf method for triangular matrix func-
tions with exponential factors”. In: SIAM Journal on Applied Mathematics
78.1 (2018), pp. 45–62.
[29] H. Levy and F. Lessman. Finite difference equations. Reprint of the 1961
edition. Dover Publications, Inc., New York, 1992, pp. viii+278.
[30] J. C. Mason and D. C. Handscomb. Chebyshev polynomials. Chapman &
Hall/CRC, Boca Raton, FL, 2003, pp. xiv+341.
[31] G. Maurya. “On some problems involving multiple scattering due to edges”.
PhD thesis. Indian Institute of Technology Kanpur, 2018.
[32] E. Meister and K. Rottbrand. “Elastodynamical scattering by N parallel
half-planes in R3”. In: Math. Nachr. 177 (1996), pp. 189–232. doi: 10.
1002/mana.19961770112. url: http://dx.doi.org/10.1002/mana.
19961770112.
[33] E. Meister and K. Rottbrand. “Elastodynamical scattering by N parallel
half-planes in R3. II. Explicit solutions for N = 2 by explicit symbol
factorization”. In: Integral Equations Operator Theory 29.1 (1997), pp. 70–
109. doi: 10.1007/BF01191481. url: http://dx.doi.org/10.1007/
BF01191481.
[34] E. Meister, K. Rottbrand, and F.-O. Speck. “Wiener-Hopf equations for
waves scattered by a system of parallel Sommerfeld half-planes”. In: Math.
Methods Appl. Sci. 14.8 (1991), pp. 525–552. doi: 10.1002/mma.1670140802.
url: http://dx.doi.org/10.1002/mma.1670140802.
[35] E. Meister and F.-O. Speck. “Wiener–Hopf Factorization of Certain Non-
Rational Matrix Functions in Mathematical Physics”. In: The Gohberg
Anniversary Collection. Ed. by H. Dym et al. Vol. 41. Operator Theory:
Advances and Applications. Birkhauser Basel, 1989, pp. 385–394. doi:
10.1007/978-3-0348-9278-0-21. url: http://dx.doi.org/10.1007/
978-3-0348-9278-0-21.
[36] J. Miklowitz. The theory of elastic waves and waveguides. Vol. 22. North-
Holland Series in Applied Mathematics and Mechanics. North-Holland
Publishing Co., Amsterdam-New York, 1978, pp. xvi+618.
[37] G. Mishuris and S. Rogosin. “An asymptotic method of factorization of
a class of matrix functions”. In: Proc. R. Soc. A. Vol. 470. The Royal
Society. 2014, p. 20140109.
24
[38] G. Mishuris and S. Rogosin. “Factorization of a class of matrix-functions
with stable partial indices”. In: Mathematical Methods in the Applied Sci-
ences 39.13 (2016), pp. 3791–3807.
[39] G. Mishuris and S. Rogosin. “Regular approximate factorization of a class
of matrix-function with an unstable set of partial indices”. In: Proceedings
of the Royal Society A: Mathematical, Physical and Engineering Sciences
474.2209 (2018), p. 20170279.
[40] R. Mitra and S. Lee. Analytical techniques in the theory of guided waves.
Macmillan, 1971.
[41] B. Noble. Methods based on the Wiener-Hopf technique for the solution of
partial differential equations. International Series of Monographs on Pure
and Applied Mathematics. Vol. 7. Pergamon Press, New York-London-
Paris-Los Angeles, 1958, pp. x+246.
[42] S. Rogosin and G. Mishuris. “Constructive methods for factorization of
matrix-functions”. In: IMA Journal of Applied Mathematics 81.2 (2015),
pp. 365–391.
[43] B. L. Sharma. “Continuum limit of discrete Sommerfeld problems on
square lattice”. In: Sa¯dhana¯ 42.5 (2017), pp. 713–728.
[44] B. L. Sharma. “Diffraction of waves on square lattice by semi-infinite
crack”. In: SIAM J. Appl. Math. 75.3 (2015), pp. 1171–1192. doi: 10.
1137/140985093. url: https://doi.org/10.1137/140985093.
[45] B. L. Sharma. “Diffraction of waves on square lattice by semi-infinite rigid
constraint”. In: Wave Motion 59 (2015), pp. 52–68. doi: 10.1016/j.
wavemoti.2015.07.008. url: https://doi.org/10.1016/j.wavemoti.
2015.07.008.
[46] B. L. Sharma. “Near-tip field for diffraction on square lattice by crack”.
In: SIAM J. Appl. Math. 75.4 (2015), pp. 1915–1940. doi: 10.1137/
15M1010646. url: https://doi.org/10.1137/15M1010646.
[47] B. L. Sharma. “Near-tip field for diffraction on square lattice by rigid
constraint”. In: Z. Angew. Math. Phys. 66.5 (2015), pp. 2719–2740. doi:
10.1007/s00033- 015- 0508- z. url: https://doi.org/10.1007/
s00033-015-0508-z.
[48] B. L. Sharma. “On linear waveguides of square and triangular lattice
strips: an application of Chebyshev polynomials”. In: Sa¯dhana¯ 42.6 (2017),
pp. 901–927.
[49] B. L. Sharma. “Wave propagation in bifurcated waveguides of square lat-
tice strips”. In: SIAM J. Appl. Math. 76.4 (2016), pp. 1355–1381. doi:
10.1137/15M1051464. url: https://doi.org/10.1137/15M1051464.
[50] B. L. Sharma and G. Maurya. “Discrete scattering by a pair of parallel
defects”. In: Philosophical Transactions of the Royal Society A: Mathe-
matical, Physical and Engineering Sciences accepted (Aug. 2019), pp. 1–
21. doi: 10.1098/rsta.2019.0102. eprint: http://arxiv.org/abs/
1906.11404.
25
[51] L. I. Slepyan. Models and phenomena in fracture mechanics. Foundations
of Engineering Mechanics. Springer-Verlag, Berlin, 2002, pp. xviii+576.
doi: 10.1007/978-3-540-48010-5. url: https://doi.org/10.1007/
978-3-540-48010-5.
A Further simplification and factorization of G1
and G2
For illustration of the further manipulations it is assumed that N is even. Let
N = N/2. (117)
The function G1 can be written as
G1(z) = λ
N (z)(λN (z) + λ−N (z)). (118)
Writing λ(z) = eiη(z), the second factor, i.e., λN (z) + λ−N (z), can be written
as eiη(z)N + e−iη(z)N = 2 cos η(z)N . By the definition of Chebyshev polynomial
of the First Kind [30, 48], Tn(ϑ) = cosnη, when ϑ = cos η, this factor can be
modified as λN (z) + λ−N (z) = 2TN (ϑ(z)). By substituting this expression in
(118), the function G1 can modified to the form
G1(z) = 2λ
N (z)TN (ϑ(z)). (119)
Similarly, consider the function G2. This function can be written as
G2(z) = −λN (z)(λN (z)− λ−N (z)) = −2iλN sin (η(z)N ). (120)
Using the definition of Chebyshev polynomial of the Second Kind [30, 48],
Un(ϑ) = sin (n+ 1)η/sin η, when ϑ = cos η, the above expression (120) can
be written as
G2(z) = −2iλN (z) sin η(z)UN−1(ϑ(z)) = −2iλN (z)(λ(z)− λ
−1(z)
2i
)UN−1(ϑ(z)).
(121)
Using the definitions (24) and (25), and the identity, λ−1(z)− λ(z) = r(z)h(z),
the expression (121) can be rewritten as
G2(z) = λ
N (z)r(z)h(z)UN−1(ϑ(z)). (122)
The polynomials TN and UN−1 can be written in terms of their zeros [48, 7].
In (119) and (122), ϑ(z) = Q(z)2 . Thus, TN is written in a product form:
TN (ϑ(z)) = 2N−1
∏N
n=1[ϑ(z)− cos (2n−1)pi2N ], which can be modified to
TN (ϑ(z)) = 2N−1
∏N
n=1
[
Q(z)
2
− cos (2n− 1)pi
2N ] (123)
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Let φn−1 =
(2n−1)pi
2N , in (123), therefore, TN (ϑ(z)) = 2
−1∏N
n=1[(4 − z − z−1 −
ω2)− 2 cosφn−1]. Using trigonometry, the same expression can be modified and
rewritten as
TN (ϑ(z)) = 2−1
∏N
n=1
[Q(z)− 2 + 4 sin2 φn−1
2
]. (124)
Similarly, the function UN−1 is written in a product form [7]: UN−1(ϑ(z)) =
2N−1
∏N−1
n=1 [ϑ(z) − cos npiN ]. Let φn = npiN and using the similar manipulations
as in case of TN , we can write
UN−1(ϑ(z)) =
∏N−1
n=1
[(Q(z)− 2) + 4 sin2 φn
2
]. (125)
Let F(z) = Q(z) − 2 + 4 sin2 φ2 . The zeros of F(z) are zF (φ) and z−1F (φ),
where (|zF (φ)| < 1) (see [49])
zF (φ) =
1
2
(2 + 4 sin2
φ
2
− ω2 ±
√
(2 + 4 sin2
φ
2
− ω2)2 − 4). (126)
Thus, the function F(z) is written in terms of its zeroes as
F(z; zF ) = z−1F (1− zF z)(1− zF z−1), (127)
and therefore, the factors of F in the two regions of the complex z-plane are
obtained by writing
F±(z; zF ) = z−1/2F (1− zF z∓1). (128)
Then, using the definition (126), the product form of G1 and G2, i.e., (124) and
(125), respectively, can be modified to
TN (ϑ(z)) = 2−1
∏N
n=1
[F(z; zF (φn−1)]; UN−1(ϑ(z)) =
∏N−1
n=1
[F(z; zF (φn)].
(129)
Therefore, the functions G1 and G2 can be written in terms of the product form
of TN and UN−1, respectively, that is,
G1(z) = K(z)
∏N
n=1
[F(z; zF (φn−1)]; (130)
G2(z) = K(z)r(z)h(z)
∏N−1
n=1
[F(z; zF (φn)]. (131)
where K(z) = λN (z). (132)
The relation, λ(z) = eiη(z), gives K(z) = eiη(z)N , where η(z) = arccos Q(z)2 . If
f(z) = logK(z) = iNη(z) = iN arccos Q(z)2 , then, using the procedure in [41]
(pp. 21),
K±(z) = exp(
1
2pii
∮
T
f(α)
α− z dα), (133)
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which have been found numerically in this paper. The function J(z) = r(z)h(z)
can be factorised using (127) with φ = pi, 0 in (126); in fact,
J±(z) = (zrzh)−1/4
√
(1− zrz∓1)(1− zhz∓1). (134)
(recall the definitions used in (23)). Using (129), (133), the multiplicative factors
of the functions G1(z) and G2(z) are written as
G1±(z) = K±(z)
∏N
n=1
F±(z; zF (φn−1)), (135)
and G2±(z) = K±(z)J±(z)
∏N−1
n=1
F±(z; zF (φn)), (136)
respectively.
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