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Newton-Raphson Hordijk and Puterman [5] , Puterman and Brumelle
[11] , Whittle [14] .





$S:=\{0,1,2, \cdots, M\}$ : ,
$A(i),$ $i\in S$ ; $i$ ,
$A:= \bigcup_{i\in S}A(i)$ : ,
$K:=\{(i, a):i\in S, a\in A(i)\}$ : $-$ ,
$c(i, a),$ $(i, a)\in K$ : $i$ $a$ ,
$p(i, a, j),$ $(i, a)\in K,$ $j\in S$ : $i$ $a$ $j$ .
.
$H_{t}$ $:=K^{t}xS,$ $t=0,1,2,$ $\cdots$ : $t$ ,
$H_{\infty}$ $:=K^{\infty}$ : .
$H_{t},$ $t=0,1,2,$ $\cdots$
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$h_{t}=(x_{0}, a_{0}, x_{1}, \cdots, x_{t-1}, a_{t-1}, x_{t})$
$(x_{s}, a_{s})\in K,$ $s=0,1,2,$ $\cdots$ $A7I|s$ .
$h_{t}\in H_{t}$ $A$ $\delta_{t}$ $\delta=(\delta_{t};t=0,1, \cdot\cdot)$
,
$\delta_{t}(A(x_{t})|h_{t})=1$ for all $t=0,1,2,$ $\cdots$ and $h_{t}\in H_{t}$
. $\triangle$ . $\delta_{t}$ $t$ $x_{t}$ $h_{t}$
Markov , $\delta_{t}$ $x_{t}$
. $S$ $A$ $\delta_{0}$ ,
$\delta_{0}(A(i)|i)=1$ for all $i\in S$ ,
. $\delta_{0}$ , $S$ $A$
$f(i)\in A(i)$ for all $i\in S$
$\delta(B|i)=1_{B}(f(i))$
, ( ) , $\delta=f$ ,
$1_{A}(\cdot)$ $A$ . $F$ , $f$
$(f(0), f(1),$ $f(2),$ $\cdots,$ $f(M)) \in\prod_{i\in S}A(i)$
$F= \prod_{i\in S}A(i)$ .
$g_{\delta}(i)$ $:= \lim_{Tarrow}\sup_{\infty}\frac{1}{T+1}E_{\delta}[\sum_{t=0}^{T}c(X_{t}, A_{t})|\lambda_{0}^{-}=i],$ $i\in S$ (2.1)
$i\in S$ $\delta\in\Delta$ , $E_{\delta}[\cdot]$
$\delta\in\Delta$ $()$ , $X_{t},$ $A_{t},$ $t=0,1,2,$ $\cdots$ $t$
.
Accessibility Condition .
2.1 $i_{0}\in S$ , $f\in F$ , $i_{0}$
( , $i_{0}=0$ ). $\square$
21 ,
.
$\min_{\delta\in\Delta}g_{\delta}(i)=1ning_{f}f\in F=:g^{*}$ for all $i\in S.$ (2.2)








Step $0$ ( ): $\in F$ .
Step 1 ( ): $f_{n}\in F$ $g_{f_{\hslash}}$ $v_{f_{n}}(i),$ $i\in S$
.
$v_{f_{\hslash}}(i)$ $=$
$c(i, f_{n}(i))-g_{f_{\hslash}}+ \sum_{j\in S}p(i, f_{n}(i),j)v_{j_{\hslash}}(j),$
$i\in S$ (2.5)
$v_{f_{\hslash}}(0)$ $=$ $0$ (2.6)
Step 2( ):
$v_{f_{\hslash}}(i) \geq c(i, f(i))-g_{f_{\hslash}}+\sum_{j\in S}p(i, f(i),j)v_{f}\mathfrak{n}(j)$
(2.7)
$i\in S$ , 1
$f\in F$ $f_{n+1}arrow f,$ $narrow n+1$ Step 1 , ; $f_{n}$









$t_{f}(i),$ $i\in S$ : $i$ $0$ ( $i=0$ )
,




P. $\min_{f\in F}\frac{c_{f}(0)}{t_{f}(0)}$ (3.1)
$P$ $g$ $Q(g)$ .
$Q(g)$ : $\min_{f\in F}\{c_{f}(0)-gt_{f}(0)\}$ (3.2)
( SChaible and Ibaraki [12]).
3.1




(2) , $g^{+}$ $Q(g^{+})$ $f^{+}\in F$ ,
$0$ , ,
$c_{f^{+}}(0)-g^{+}t_{f+}(0)=0$
$f^{+}$ $P$ , $g^{+}$ .
$Q(g)$ .
$v_{f}(i;g)$ $;=$ $c_{f}(i)-gt_{f}(i),$ $f\in F,$ $i\in S$ (3.3)
$v^{*}(i;g)$ $:=$ $\min_{f\in F}v_{f}(i;g),$ $i\in S$ (3.4)
(3.3), (3.4) $F$ , $v^{*}(i;g),$ $i\in S$ $g$ ,
. , $g$ $\in F$
$v_{f_{g}}(0;g)=v^{*}(0;g)$




. (Bisection Method ), (Regula Falsi),
(Secant Method) $g^{*}$ $g$ ,
$Q(g^{*})$ .
$g^{*}$ $g$ , $Q(g^{*})$ ,
.
3.1 ( 1)
Step $0$ ( ): $f_{0}\in F$ .





$f\in F$ , $f_{n+1}arrow f,$ $narrow n+1$ Step 1 ,
; $f_{n}$
Step 2 $f_{n}$ ,
$g_{f}<g_{f_{n}}$ (3.6)
$f$ , 21 , (3.6)
$<$ $\leq$ .
3.2 ( 2)
Step $0$ ( ): $f_{0}\in F$ .
Step 1 : $f_{n}\in F$
$g_{f}n= \frac{c_{f_{n}}(0)}{t_{f_{n}}(0)}$
$v_{f_{n}}(i;g_{f_{\hslash}}),$ $i\in S$ .
Step 2;
$v_{f}(i;g_{f}n)\leq v_{f_{n}}(i;g_{f_{\hslash}})$
$i\in S$ , 1






2 Step 2 . $v^{*}(i;g),$ $i\in S$ $i\in S$
$a\in A(i)$ $c(i, a)-g$ Markov ,
$i$ $0$ ( $i=0$ )
, .
$v^{*}(i;g)= \min_{a\in A(i)}\{c(i,a)-g+\sum_{j\in S-\{0\}}p(i, a,j)v^{*}(j;g)\}$ , $i\in S$ (4.1)
(4.1) $g$ $T_{f}(g),$ $f\in F,$ $T^{*}(g)$
: $S$ $v(\cdot)$
$[T_{f}(g)v](i)$ $:=$
$c(i, f(i))-g+ \sum_{j\in S-\{0\}}p(i, f(i),j)v(j),$
$i\in S$,
$[T^{*}(g)v](i)$ $;=$ $\min_{f\in F}[T_{f}(g)v](i)$
$=$ $\min_{a\in A(j)}\{c(i, a)-g+\sum_{j\in S-\{0\}}p(i, a,j)v(j)\}$ , $i\in S$ .
21 , $g$ , $T_{f}(g),$ $f\in F,$ $T^{*}(g)$ $(M+1)-$ ,
(4.1) , ,
.
2 Step 2 $K(=1,2, \cdots, +\infty)$
$K$ Step .
Step 2 ( $K$ ):
Step 2.1 : $i\in S$
$u(i)arrow[T^{*}(g_{f}n)^{K-1}v_{f}n(\cdot;g_{f}n)](i)$
.
Step 2.2 : $i\in S$
$[T_{f}n(g_{f}n)u](i)=[T^{*}(g_{f_{\hslash}})u](i)$
; , $i\in S$
$[T_{f}(g_{f_{n}})u](i)=[T^{*}(g_{f}n)u](i)$
$f\in F$ , $f_{n+1}arrow f,$ $narrow n+1$ Step 1 .




1. $K=1$ Step 2 21 Step 2( )
, 2 2 .
2. $K=+\infty$ Step 2.1 (4.1)
$v^{*}(\cdot;g_{f}n)$ , $u$ (




. $-t_{f}n+1(0)$ $v^{*}(0;\cdot)$ $g_{f}$. ( )
,
$g_{f}n+1$ $=$ $\frac{c_{f_{n+1}}(0)}{t_{f_{n}+1}(0)}$ (4.2)
$=$ $g_{f_{\hslash}}- \frac{c_{f_{n}+1}(0)-g_{f}\mathfrak{n}t_{fn+1}(0)}{[-t_{j_{n+1}}(0)]}$ (4.3)
$=$ $g_{f_{n}}- \frac{v_{f_{n}+1}(0;g_{f}n)}{[-t_{f}n+1(0)]}$ (4.4)
, 2 (3.5) Newton- Raphson
.
$K$ (4.1)






$[p(i, f(i),j);i, j\in S]$
( $0$ ) 1 1
, (4.1) , Newton $-$ Raphson
. Newton-Raphson Step
2 ( ) Gauss $-$ Seidel .





$K$ $K-$ Step ,
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A :
$\beta(\in[0,1))$
$u_{\beta,\delta}(i)$ $:=E_{\delta}[ \sum_{t=0}^{\infty}\beta^{t}c(X_{t},A_{t})|X_{0}=i],$ $i\in S$ (A 1)




$i\in S$ (A 2)
, .
$u_{\beta}^{*}(i)= \min_{a\in A(i)}\{c(i, a)+\beta\sum_{j\in S}p(i, a,j)u_{\beta}^{*}(j)\}$ , $i\in S$ (A 3)





Step $0$ ( ): $\in F$ .
Step 1 ( ) : $f_{n}\in F$ $\beta-$ $u_{\beta,f_{n}}(i),$ $i\in S$
.
$u_{\beta,fn}(i)=c(i, f_{n}(i))+ \beta\sum_{j\in S}p(i, f_{n}(i),j)u_{\beta,fn}(j),$
$i\in S$ (A.4)
Step 2( ) :
$u_{\beta,f}n(i) \geq c(i, f(i))+\beta\sum_{j\in S}p(i, f(i),j)u_{\beta,f}n(j)$ (A5)
$i\in S$ , 1
$f\in F$ $f_{n+1}arrow f,$ $narrow n+1$ Step 1 , ; $f_{n}$ $\beta-$
. $\square$
Step 2 ( ) $i\in S$ , (A.5)
$f_{n+1}$ .
$S$ $u(\cdot)$
$[U_{\beta}^{*}(u)](i)$ $:=u(i)- \min_{a\in A(i)}\{c(i, a)+\beta\sum_{J\in S}p(i, a,j)u(j)\},$ $i\in S$. (A 6)
( $S$ $u(\cdot)$ $\mathcal{R}^{M+1}$ , $M+1$
$\mathcal{R}^{M+1}arrow \mathcal{R}^{M+1}$ ) $U_{\beta^{*}}(\cdot)$ (A.3)
$[U_{\beta}^{*}(u)](i)=0,$ $i\in S$. (A.7)
$(f_{n}; n=0,1,2, \cdots)$
, $\beta-$ $\mathcal{R}^{M+1}$ $(u_{n};n=0,1,2, \cdots)$
$U_{\beta}^{*}(u_{n})+(I-\beta P(f_{n+1}))(u_{n+1}-u_{n})=0,$ $n=0,1,2,$ $\cdots$ (A 8)
$u_{n+1}=u_{n}-(I-\beta P(f_{n+1}))^{-1}U_{\beta}^{*}(u_{n}),$ $n=0,1,2,$ $\cdots$ (A 9)
, $I$ $(M+1)x(M+1)$ , $f\in F$
$P(f)$ $:=[p(i, f(i),j);i,j\in S]$
. $(M+1)\cross(M+1)-$ $I-\beta P(f_{n+1})$ $U_{\beta^{*}}()$ $u_{n}$ Support
( $i\in S$ $f_{n+1}(i)\in A(i)$
92
$\min_{a\in A(i)}\{c(i, a)+\beta\sum_{j\in S}p(i, a,j)u_{n}(j)\}$ , (A 10)
min $u_{n}$ Jacobi
$\nabla U_{\beta}^{*}(u_{n})$ $:=[ \frac{\partial[U_{\beta}^{*}(u)](i)}{\partial u(j)}|_{u=u_{n}}$ ; $i,j\in S]$ ) (A.11)
, (A.7)
Newton- Raphson .
