Introduction
Tensor type data are becoming important recently in various application fields (for example see Miwakeichi et al. [MI] , Vasilescu and Terzopoulos [VT] and Muti and Bourennane [MB] ). The factorization of a tensor to a sum of rank 1 tensors means that the data is expressed by a sum of data with most simpler structure, and we may have better understanding of data. This is an essential attitude for data analysis and therefore the problem of tensor factorization is an essential one for applications. In this paper we consider the rank problem of 3-tensors with 2 slices. This was studied in the 1970's and 1980's by many authors. Ja' Ja' [JA1, JA2, JA3] gave on a general upper bound for the maximal rank for them by using Kronecker canonical forms of the pencil of two matrices, and it is known that it is also a lower bound by using a result by Brockett and Dobkin [BD1, BD2] . Ja' Ja' showed that the rank of a Kronecker's canonical form without regular pencils is equal to the sum of the ranks of direct summand. However, the rank of a Kronecker's canonical form is not equal to the sum of the ranks of direct summand in general (see Remark 4.8). This causes to be difficult to determine the rank of tensors. Our aim is to determine completely determine the rank of tensors of type m × n × 2, which yields we also obtain the typical rank. In this paper we explicitly determine the rank of 3-tensors with 2 small slices over the complex and real number field.
Kronecker canonical form
We consider the case of the complex number field and the real number field, F = R, C. Further we note that (A 1 , . . . , A r ) denotes a horizontally posed m × nr matrix and (A 1 ; . . . ; A r ) denotes a tensor whose k-slice is an m × n matrix A k .
The first theorem we want to show is Theorem 2.1 Let A and B be m×n matrices. Then there are an integer q, nonsingular matrices P and Q and diagonal square matrices D 1 and D 2 such that P (A −
First we prepare the outline of Kronecker canonical form.
Lemma 2.2 ( [G, (30) in §4, XII]) Let A and B be m × n rectangle matrices. Then there are non-singular matrices P and Q such that
are of a block diagonal form, where each (S j ; T j ) is one of the following
This decomposition is called Kronecker canonical form. Note that over the complex number field C, Type (C) does not appear and over the real number field R, in (B), if α is not real, then Type (C) appears. Now we prove Theorem 2.1 along with the method used by Ja' Ja' [JA1] .
Lemma 2.3 For the case of (A; B) = (αE k + J k ; E k ) there are a rank 1 matrix M, a non-singular matrix P and numbers s 1 , . . . , s k such that
Hence rank(A; B) = k + 1 for k ≥ 2 and rank(A; B) = 1 for k = 1.
Proof Since it is easy to see rank(A; B) = 1 for k = 1, let k ≥ 2. Recall that rank(X; E k ) ≥ rank(E k ) = k and that rank(X; E k ) = k if and only if X is diagonalizable. Then rank(A;
That is, by appropriate non-singular matrix P , P (A−M)P −1 = Diag(s 1 , . . . , s k ) becomes a diagonal matrix, and
which yields rank(A; B) ≤ k + 1.
Lemma 2.4 For the case of (A; B) = (E k ; J k ) there are a rank 1 matrix M, a non-singular matrix P and numbers t 1 , . . . , t k such that
Proof Since rank(A; B) = rank(B; A), the assertion follows from Lemma 2.3 by setting α = 0.
Lemma 2.5 For the case of a k × (k + 1) × 2 tensor (A; B) = ((0, E k ); (E k , 0)), there are a rank 1 matrix M, a non-singular matrices P, Q and numbers s 1 , . . . s k and such that
Hence rank(A; B) = k + 1.
Proof Take a rank 1 matrix M = O a k · · · a 1 1 . The (s + 1)-th column of (0, E k ) − M is the zero vector and then putting (0,
Hence for some appropriate a j , there are a non-singular matrix P and numbers
holds that
which completes the proof.
By applying Lemma 2.5 to (A T ; B T ), it is easy to see that the following lemma holds
, there are a rank 1 matrices M, non-singular matrices P, Q and numbers s 1 , . . . , s k and such that
Corollary 2.7 Assume that s, t ≥ 1,
there are a rank 2 tensor (M; N), nonsingular matrices P and Q and numbers s 1 , . . . , s k and such that
Proof Putting P , Q and M in Lemma 2.5 as P 1 , Q 1 and M 1 and P, Q, M in Lemma 2.6 as P 2 , Q 2 and M 2 , for P = Diag(
which complete the proof.
We remark that the ranks ((0, E k ); (E k , 0)) and (
will be determined later. See Proposition 2.18.
Lemma 2.8 For any complex number z and a monic polynomial
Lemma 2.9 For any complex number z and arbitrary polynomial f (λ) = λ k + c 1 λ k−1 + · · · + c n with real coefficients, there are complex numbers a 1 , . . . , a k such
Proof This is clear from the fact that det
Definition 2.10 For a complex number α = a + b √ −1, with a, b ∈ R, we set
For an m × n matrix A = (α ij ) with entries in C, we set R(A) = (R(α ij )), the 2m × 2n matrix with entries in R.
It is easy to see the following lemma.
Lemma 2.11 Let A, B be matrices with entries in C with appropriate sizes. Then
, and R(AB) = R(A)R(B). In particular, if Q is an invertible square matrix with entries in C, then R(Q) is invertible and R(Q)
Lemma 2.12 When k ≥ 1, for the case of (A; B) = (C k (c, s) + J k ⊗ E 2 ; E 2k ), there are a rank min(2, k) matrix N, a non-singular matrix P and numbers
Proof In the case when k = 1, Putting
) by some appropriate non-singular matrix P . Then we have
Moreover it is clear that rank(N) = min(k, 2). These completes the proof.
Proof of Theorem 2.1 It suffices to show the assertion for (A; B) which has no tensor of type (A). Recall that a tensor with two k × k square matrices as slices of type (B),(C),(D) is diagonalizable after adding at most ⌊k/2⌋ tensors of rank 1 by Lemmas 2.3,2.4 and 2.12. Moreover, ((O, E k ); (E k , O)) and its transpose are also diagonalizable after adding at most ⌊k/2⌋ tensors of rank 1 if k ≥ 2 by Lemmas 2.5 and 2.6. Supposing that the Kronecker canonical form of (A; B) has p tensors ((0, 1); (1, 0)), q tensors of ((0, 1) T ; (1, 0) T ), we may assume that p ≥ q, since otherwise we consider (A T ; B T ) instead of (A; B). By Lemma 2.5 and Corollary 2.7,
((0, 0); (1, 0)) after adding at most p + q tensors of rank 1. Note that P ′ T ′ Q ′ is diagonal for some non-singular matrices P ′ , Q ′ , and rank(T ′ ) ≤ p + q. Thus (A; B) is diagonalizable after adding (n−(2p+q))/2+(p+q) = (n+q)/2 tensors of rank 1 and the rank of the obtained diagonal tensor is less than or equal to (n−(2p+q))+(p+q) = n−p = m−q, since n − m = p − q. This completes the proof. Now we will give a unified proof of the theorem by Ja' Ja' [JA1] over the field of complex numbers and real numbers. 
Proof Let (A; B) be a m × n × 2 matrix whose elements are in the field F. First assume that m ≤ n. If n ≥ 2m then rank(A; B) = 2m. Then let n < 2m. By Theorem 2.1, there are an integer q and a tensor (T 1 ; T 2 ) of rank at most (n + q)/2 such that P (A − T 1 )Q and P (B − T 2 )Q are diagonal for appropriate non-singular matrices P and Q and rank(A − T 1 ; B − T 2 ) ≤ m − q. Thus the rank of (A; B) is less than or equal to m + ⌊(n − q)/2⌋. Next assume that m ≥ n. Recall that rank(A; B) = rank(A T ; B T ). Then we apply the above argument for (A T ; B T ).
Theorem 2.14 Let m ≤ n ≤ 2m and (A 1 ; . . . ; A m ) be a 2 × n × m tensor. Suppose that rank A 1 , . . . , A m = m. Let ℓ ≤ ⌊n/2⌋ be an integer so that rank(A
Proof Since rank A 1 , . . . , A m = m, it holds that rank(A 1 ; . . . ; A m ) ≥ m. Assuming that each A j for 1 ≤ j ≤ m is a linear combination of rank 1 matrices C 1 , . . . , C m+q , we derive that q must be larger than r equal to ℓ. Putting
since the m × (m + q) matrix (α ij ) has rank m, if necessary, exchanging suffixes, without loss of generality, we can assume the m × m matrix in the right hand side is non-singular. Let (β ij ) be its inverse matrix and take i 1 , i 2 , . . . , i m so that (β is,t ) 1≤s,t≤k become non-singular matrices for all 1 ≤ k ≤ m. Putting 
β is,j α j,m+k for s = 1, . . . , ℓ and k = 1, . . . , q, we have
and therefore X becomes a linear combination of ℓ + q matrices of rank 1. This means that q ≥ ℓ, which completes the proof.
Corollary 2.15 Let m ≤ n ≤ 2m and ℓ = ⌊n/2⌋. Let X 11 , X 22 and Y be nonsingular (n − ℓ) × (n − ℓ), (m + ℓ − n) × (m + ℓ − n) and ℓ × ℓ matrices respectively. We define m × n matrices A and B by
Then rank F (A; B) ≥ m + ℓ.
. . .
We take (A; B) as an array with m slices of 2 × n matrices A 1 , A 2 , . . . , A m :
for 1 ≤ i ≤ n − ℓ and
Since rank(A) = m, it holds rank A 1 , . . . , A m = m and also by assumption A 1 , . . . , A m satisfy the assumption of Theorem 2.14 and then rank F (A; B) ≥ m + ℓ.
Example 2.16 For the tensor
Recall that if 2m ≤ n then max.rank(F m×n×2 ) = 2m. Thus we explicitly obtain the maximal rank of m × n × 2 tensors. Theorem 2.17
Proposition 2.18 rank(((0, E s ); (E s , 0)) ⊕ ((0, E t ) T ; (E t , 0) T )) = s + t + 1 and rank((0, E k ); (E k , 0)) = k + 1.
Proof By Lemma 2.5, we have rank((0, E k ); (E k , 0)) ≤ k + 1. Taking (A; B) as an array with k slices of 2 × (k + 1) matrices A 1 , A 2 , . . . , A k and ℓ = 1, we can straightforward confirm that these satisfy the assumption of Theorem 2.14. We see similarly the remaining equation and omit the proof.
Decomposition and Rank
Let A and B be m × n rectangle matrices. If (A; B) is equivalent to one consisting of the direct sum of a k A × ℓ A × 2 tensors of type (A) an s
E + 1) × 2 tensor of type (E) for 1 ≤ i ≤ n E , and an (s
F × 2 tensor of type (F) for 1 ≤ i ≤ n F , and in addition if F = R, an 2s
C × 2 tensor of type (C) for 1 ≤ i ≤ n C . Then we have the following theorem by Lemmas 2.3-2.6 and Corollary 2.7.
Proof First we see in the case when F = C. We may consider the (m − k A ) × (n − ℓ A ) × 2 tensor (A 1 ; B 1 ) removing the factor of type (A) from (A; B), since rank(A; B) = rank(A 1 ; B 1 ). Let p = min(m−k A , n−ℓ A ) and q = |m−k A −(n−ℓ A )|. Consider the tensors of type (B),(D) and min(n E , n F ) direct sums of a tensor of type (E) and one of type (F). These tensors has rank their square size plus 1. Noting that |n E − n F | = q, it holds that
In the case when F = C, in addition the tensor (A; B) has a tensor of type (C). Then we have
4 Rank of n × n × 2 tensors
In this section we determine a Kronecker canonical form of C n×n×2 completely for n = 2, 3, 4. We denote by X 1 , X 2 a vector space generated by matrices X 1 , X 2 .
First of all, we recall basic lemmas.
Lemma 4.1 Let X = (X 1 ; X 2 ) ∈ F n×n×2 . Then rank(X) = 0 if and only if X = (O; O) and rank(X) = 1 if and only if rank(X 1 , X 2 ) = 1.
Lemma 4.3 Let X = (X 1 ; X 2 ) ∈ F n×n×2 with X 1 non-singular. Then rank(X) = n if and only if X −1 1 X 2 is diagonalizable.
has rank 2 and consists of singular matrices, 2 if X 1 , X 2 has a non-singular matrix and A Theorem 4.5 Let X = (X 1 ; X 2 ) ∈ F 2×3×2 . If X 1 , X 2 includes a non-singular matrix A 1 , then take A 2 so that X 1 , X 2 = A 1 , A 2 . It holds that
Proof If rank X 1 , X 2 = 1, then clearly rank(X) = max(rank(X 1 ), rank(X 2 )). Suppose that rank X 1 , X 2 = 2. If rank(X T 1 , X T 2 ) = 2 then there are S = E 2 0 , T = A 2 0 and a non-singular matrix Q such that S, T = X 1 Q, X 2 Q , and thus rank(X) = 2, 3 which is determined whether A 2 is diagonalizable or not.
If rank(X T 1 , X T 2 ) = 3 then there are S = (E 2 , 0), T = 0 t 122 t 132 t 212 t 222 t 232 a nonsingular matrix Q such that S, T = X 1 Q, X 2 Q and t 222 t 232 = 0, which yields rank(S; T ) = 3 as follows. Clearly rank(S; T ) ≥ 2. Supposing (S; T ) = u 1 ⊙ v 1 ⊙ w 1 + u 2 ⊙ v 2 ⊙ w 2 , we show the contrary. Noting u 1 , u 2 , v 1 , v 2 , w 1 , w 2 are all non-zero vectors, u 1 , u 2 are linearly dependent and then put u 2 = αu 1 . Then X = u 1 ⊙(v 1 ⊙w 1 + αv 2 ⊙w 2 ) but this contradicts against rank(E 2 ) = 2. Therefore rank(X) = rank(S; T ) = 3.
(1) Suppose that X 1 , X 2 includes a non-singular matrix A 1 . Taking A 2 so that
1 A 2 is diagonalizable and rank(X) = 4 otherwise.
(2) Suppose that rank(X 1 , X 2 ) ≤ 2. This case is reducible to the rank of 2 × 3 × 2 tensors.
(3) If X 1 , X 2 consists of singular matrices and rank(X 1 , X 2 ) = 3, then the Kronecker canonical form of X is 1 A 2 is diagonalizable. Next suppose that X 1 , X 2 consists of singular matrices and by Lemma 4.1 that rank(X 1 , X 2 ) ≥ 2. Note that rank(X) ≥ rank(X 1 , X 2 ). The case when rank(X 1 , X 2 ) = 2 is reducible to 2 × 3 × 2 tensors and otherwise the Kronecker canonical form of X is (K 1 ; K 2 ) := ((0, 1); (1, 0)) ⊕ ((0, 1) T ; (1, 0) T ) which has rank 4 by Proposition 2.18.
We already see the rank of (E 4 ; J) is 6, where In particular, its rank is equals to 5. Note that it is a Kronecker canonical form.
Lemma 4.9 Let X = (X 1 ; X 2 ) ∈ C 4×4×2 . If X 1 is non-singular, it holds that and then M −C has distinct eigenvalues. Therefore, rank(M) = 5 if M has 2 Jordan blocks and has not all same eigenvalues.
Theorem 4.10 Let X = (X 1 ; X 2 ) ∈ F 4×4×2 .
