Abstract. Question-answer matching can be viewed as a puzzle where missing pieces of information are provided by the answer. To solve this puzzle, one must understand the question to find out a correct answer. Semantic-based matching models rely mainly in semantic relatedness the input text words. We show that beyond the semantic similarities, matching models must focus on the most important words to find the correct answer. We use attention-based models to take into account the word saliency and propose an asymmetric architecture that focuses on the most important words of the question or the possible answers. We extended several state-of-the-art models with an attention-based layer. Experimental results, carried out on two QA datasets, show that our asymmetric architecture improves the performances of well-known neural matching algorithms.
Introduction
Short text matching in general and Question Answering (QA) in particular include several problems that can be grouped into two main classes. The first one consists in identifying whether two texts are semantically similar. Current solutions are based on syntactic and semantic relatedness of the inputs. We refer to this as the symmetric matching problem, it includes tasks such as sentence completion [14, 19] and question pairs identification [1, 2] . The second is whether an input text provides the information sought in another text. In this case, the nature of input texts is not the same and their association is determined not only by the semantic relationship but also by complementarity. We refer to this as the asymmetric matching problem and it mainly includes question-answer matching [11, 15] , where the question contains some of the requested information but not the information itself. Several matching models based on convolutional neural networks (CNN) [7, 9] and Long Short-Term Memory Models (LSTM) [13, 14] have recently been proposed. In these models, the input sentences are first mapped to a set of word vectors, then processed in a symmetric architecture through different layers. To take into account the asymmetric aspect of the question-answer matching task, we believe that existing QA models must go beyond the classical symmetric text matching architecture. An ideal model must focus more on the most important words in the question to better address it. Attention-based models [3, 18] can provide a way to fit this requirement. Based on the importance of words in the text, these models learn attention coefficients that allow subsequent processes to focus on the most important words of an input text. In this paper, we propose an attention-based architecture that allows to better handle the asymmetric aspect of the question-answer matching, such that the model gives more focus to the most important words of the question. Our main contributions are as follow:
1. We propose an asymmetric matching architecture to handle asymmetric matching problems. 2. We extend several state-of-the-art models using the proposed architecture. 3. We conduct a comparative experimental study of existing models against extended ones using our architecture.
Related Work
Deep neural architectures in recent text matching models are based on a siameselike architecture [5] , where both inputs undergo the same 1 type of processing. This architecture is adopted in several existing models. In [12] , Shen et al. propose a C-DSSM model using a convolutional network. The C-DSSM architecture uses a word hashing layer, as a common function to construct embedded representations of the inputs, then stacked layers map the representations to low dimensional vectors for the matching process. In [7] , the authors proposed two convolutional architectures: ARC-I and ARC-II. The first constructs a sentence representation using a sequence of convolution and pooling layers, then computes the matching score of the input sentences. ARC-II applies a series of convolution and pooling layers to a matching matrix of input word vectors. Experimental results show that ARC-II outperforms ARC-I. In [9] , Pang et al. proposed the MatchPyramid model. The architecture of MatchPyramid is also symmetric: first, inputs are represented using embedded vectors then a matching tensor is computed and fed to a sequence of convolution and pooling layers, in order to extract high level interaction signals. In [14] , Wan et al. propose the MV-LSTM model, a position-based model for question answering. The symmetry of MV-LSTM consists in a bidirectional LSTM (bi-LSTM) layer that constructs a position-aware representation for both input sentences. Interaction matrices are then computed and passed through a pooling and fully connected layers to compute the final matching score. Mitra et al. [8] proposed a duet architecture to match documents and queries. The duet architecture is composed of the local model that uses the interaction matrix of query and document words, and the distributed model that learns embeddings of the query and the document text before matching. The parameters of both models are optimized jointly during training and the final matching score is provided by the duet architecture. Both the local and the distributed models are based on a symmetric architecture, since both the inputs are dealt with in the same way.
All the mentioned models use symmetric architectures regardless the nature of the addressed task. In both symmetric [7, 8] and asymmetric [9, 14] tasks, only symmetric architectures were adopted. The asymmetric aspect of inputs processing is already discussed in [4] , where Bordes et al. devised an architecture to learn more than one relation at a time from a knowledge base. However, none of the previous work provide an asymmetric architecture for text matching.
Asymmetric Matching Architecture
Motivation Expressed in a natural language, the question describes a specific user's information need. It is like a puzzle whose missing pieces must be found and put together, in a logical way, to solve the problem. A pattern of each gap in this puzzle describes the corresponding missing part. It is all the same for the question-answer matching: a pattern must be filled by one or more answers, not all answers can be suitable, only those that conform to the pattern (the question) that describes the missing part are able to correctly fill it (give the sought information). The example in Fig. 1 Fig. 1 . In the answers A1 and A2, words in bold represent semantic and syntactic relatedness. Underlined words are: the key words (pattern clues) in Q and corresponding matches in A1 and A2. Solution 2 fills completely the missing part described in Q.
In this figure, to correctly answer the question Q, we have to focus on the words "How" and "immigrated to" describing the missing part. Q is about how the immigration process was done. We have two different answers A1 and A2 with corresponding solutions 1 and 2 respectively, as illustrated in Fig. 1 . Based on semantic and syntactic relatedness, both the answers contain several words corresponding to the question. However, one notice that solution 2 better solves the problem than solution 1 does. Literally, the answer A2 contains the corresponding information, solution 2 represents the missing piece of this puzzle. This example, highlights the asymmetry aspect of the question-answer matching task. Notice that syntactic and semantic based similarities are not sufficient to solve the problem completely. The question has some words that require a particular attention to retrieve the correct answer. Attention-based models, used in machine translation [3] , sentiment classification [10, 17] and paraphrase identification [18] , enable to identify the kernel information to be considered in a given sequence and focus on discriminating elements. In the previous example, words "How" and "immigrated to" of the question Q, require more focus. Formally, given a word sequence S, the attention-based model learns a coefficient vector α that determines how much attention should be given to each element of S according to the task to be performed. We propose an asymmetric model architecture using attention-based layers, in order to focus on most important words of the different inputs. Let us consider a question q, an answer a, a matching model M and the embedding function φ. Most of state-of-the-art neural-based models can be summarized in Fig. 2 . Where φ(q) and φ(a) are the embedded representations of q and a respectively. M can be viewed as a sequence of two main blocks of different layers: ϕ is a sequence of layers used to learn input representations simultaneously. The block ξ is another sequence of different processing layers, used to compute the final matching score s. We define the asymmetric model M' that extends the model M by adding layer ω that can be applied differently for asymmetric inputs, as highlighted in the Fig. 2 . We define a function ϕ ′ as in Eq. 1 to handle asymmetric inputs in the model M'. For a sequence S of l words with S ∈ {q, a}, we define a parameter e S ∈ {0, 1} to set up the asymmetric processing as follows: e S = 1 activates the shaded layer ω in Fig. 2 for the corresponding input. If e S = 0 for both the inputs then M' = M.
where ω is the extension attention-based layer as mentioned in Fig. 2 . We define ω using a gating function [15] , as represented in Eq. 2.
, where V is a model parameter. It is the attention coefficients vector of the input sentence S. w t is a word at position t of the sentence. The layer ω is used to allow an asymmetric processing of the inputs and focusing on their most important words thanks to the attention coefficients.
Experiments and Results

Experimental Protocol
Experiments were performed 2 using the MatchZoo [6] framework for neural text matching models. We used two datasets. First, WikiQA Corpus [16] composed of 3047 questions from Bing query logs and 1473 candidate answers from Wikipedia. Second, QuoraQP dataset composed of 404351 question pairs. We adopted a cross-validation with 80% to train, 10% to test and 10% to validate the different models. We used a public pre-trained 300-dimensional word vectors of GloVe 3 , which are trained in a Common crawl dataset. Existing and proposed models were trained using ranking hinge loss function during 400 epochs, on the WikiQA dataset and categorical cross entropy as loss function during 500 epochs, on the QuoraQP 4 dataset. We reported performances at the end of all training epochs. In both Symmetric and Asymmetric architectures, we opted by the recommended hyper-parameters configuration, either on the corresponding paper or in Matchzoo. For the C-DSSM model, we used embedded word vectors rather than the tri-letter hashing method [12] in order to compare the symmetric and asymmetric version. Table 1 shows the performance results, in WikiQA and QuoraQP datasets, of the different models with two architecture configurations: the symmetric configuration includes the Original architecture of the corresponding models and their respective architecture (Q+A) where the attention layer ω is applied at both inputs simultaneously. The asymmetric architecture refers to the extended model where layer ω is added to one input at a time: question input (Q) or answer input (A). Superscripts and show respectively the significance 5 of Table 1 . Comparison of the symmetric and asymmetric architectures using several text matching models, in WikiQA and QuoraQP datasets. The ".ω" refers to application of layer ω with the corresponding model, as described in Fig. 2 . Values in Bold indicates the best performances. Superscripts and refer to the significance of the results improvement and deterioration respectively. the improvements and the deteriorations of the models performances. In the WikiQA dataset, the results show that for all models and metrics, at least one of the asymmetric architectures, (Q) or (A), outperforms its symmetric counterparts, including Original and (Q+A). Indeed, the performances obtained with the asymmetric (Q)-MatchPyramid.ω are the best for this dataset. Besides, the (Q)-MV-LSTM.ω outperforms significantly the original model MV-LSTM. Note that these results strongly support our claim about the impact of the asymmetric architectures w.r.t. the question or the answer. Even if there are not significant improvements in several models, the asymmetric architecture enable the neural models, such as CDSSM, to reach results of the classical models such as BM25.
Results and Discussion
In the QuoraQP dataset, the symmetric task does not benefit of the asymmetric architecture given the symmetric nature of the question-question matching.
There are no significant improvements over the asymmetric architectures compared to the original. We retained from this analysis that the asymmetric aspect of the inputs has an important impact on the matching process. By consequence, matching models must adapt their architectures to the nature of the task. Note that we carried additional investigations and we figured out that the asymmetric architecture performs differently w.r.t. question type (what, who, ...). Results are omitted due to paper size limitation.
Conclusion
In this paper we proposed an asymmetric architecture for asymmetric matching tasks. We used an attention layer to extend several state-of-the-art models and construct the corresponding asymmetric architectures. Experiments in two different QA datasets showed promising results of the asymmetric architecture as compared to the symmetric one. We conclude that when the model performs an asymmetric matching task, our architecture enables to acknowledge the asymmetric aspect and provide better results. Since there were no significant differences with some experimented models between the original and extended versions, the up coming work will involve the use of additional datasets to confirm the importance of the asymmetric architecture. Our work opens a new perspective for future research and will focus our attention on how to make a neural model automatically adapt to the nature of the task being addressed.
