Multiple attribute decision making (MADM) methods are very useful in choosing the best alternative among the available finite but conflicting alternatives. TOPSIS is one of the MADM methods, which is simple in its methodology and logic. In TOPSIS, Euclidean distances of each alternative from the positive and negative ideal solutions are utilized to find the best alternative. In literature, apart from Euclidean distances, the city block distances have also been tried to find the separations measures. In general, the attribute data are distributed with unequal ranges and also possess moderate to high correlations. Hence, in the present paper, use of statistical distances is proposed in place of Euclidean distances. Procedures to find the best alternatives are developed using statistical and weighted statistical distances respectively. The proposed methods are illustrated with some industrial problems taken from literature. Results show that the proposed methods can be used as new alternatives in MADM for choosing the best solutions.
Introduction
Multiple attribute decision making (MADM) methods involve the selection of best alternative from the available limited but conflicting alternatives. This is often achieved by finding the order of preference for all the alternatives and choosing the rank one alternative as the best for practical purposes. Hwang and Yoon (1981) cite the first MADM application by Churchman et al. (1957) which uses the simple additive weighting method to solve a decision making problem. The ever increasing interest in MADM methods can be witnessed from the oldest reviews and books like MacCrimmon (1968) and Barret (1970) to the recent research publications and books like Ullah et al. (2015) , Jain and Raj (2015) , Ahn (2015) , Tzeng and Huang (2011) and Zardari et al.(2015) . Popular MADM methods include TOPSIS (Hwang & Yoon, 1981; Deng et al., 2000) , AHP (Saaty 1980 (Saaty , 2000 Belton & Gear 1983; Lootsma 1999) , ELECTRE (Roy 1989 (Roy , 1991 Roy & Vincke 1981) , VIKOR (Yu, 1973; Zeleny, 1982; Opricovic & Tzeng, 1998) , PROMITHEE (Brans et al., 1984 ) , with their different versions and modifications. MADM problems clubbed with vagueness in the attributes data or in the attribute weights are solved using fuzzy MADM methods (Bass & Kwakernaak, 1977; Chen & Hwang 1992; Figueira et al., 2004, etc.) . Among the available MADM techniques, TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) developed by Hwang and Yoon (1981) is undoubtedly simple to understand by its straight forward approach and logic. This method relies on finding the best alternative by considering the Euclidian distances S + and S -of each alternative from the positive and the negative ideal solutions, respectively. The best alternative should have minimum distance from the positive ideal solution and at the same time it must be far off from the negative ideal solution. Hence, the ratio
which is a measure of relative closeness from the positive ideal solution is used as a criterion to find the best alternative.
In literature, the Euclidean as well as City block distances have been employed in calculating the separation measures (Dasarathy, 1976; Yoon, 1980) . In the present work, use of statistical distances from the positive and the negative ideal solutions is proposed in TOPSIS methodology. The necessity of using statistical distance is briefed in the next section. The proposed methods employing the statistical and weighted statistical distances, named s-TOPSIS and ws-TOPSIS, respectively, are explained in Section 3. Illustration of the proposed methods with suitable examples is carried out in Section 4. Final conclusions on the proposed methodology are drawn in last Section.
Statistical distances
MADM methods use the data pertaining to limited alternatives which consist of multiple attributes. The data of each alternative with n attributes can be viewed as an n-dimensional point and the number of alternatives as different points in the n-dimensional space. In such a representation, it is well known that Euclidian distances are unsatisfactory while dealing with multiple alternatives. When the coordinates represent measurements that are subject to random fluctuations of different magnitudes, it is often desirable to weight coordinates subject to a great deal of variability less heavily than those that are not highly variable (Johnson and Wichern 2001) . Also, the Euclidian distances fail to consider the correlations between the attributes when they are correlated. Both the aspects of unequal ranges in attribute data and the possible correlation between them can be simultaneously handled by statistical distances. The need to consider the statistical distances is explained by considering a few alternatives with two correlated attributes X 1 and X 2 .
X1
O Q P X2 Fig. 1 . Correlated attributes with unequal variablilities Fig. 1 depicts the cluster of points in two dimensional space representing different alternatives with two attributes X1 and X2. The positive correlation between the two attributes and the unequal variability along the major and minor axes of the ellipse are evident from the Figure 1 . In order to highlight the significance of the statistical distance, three points in the data set, namely the centre of the data set 'O' and two points P and Q, one within the ellipse (P) and one outside the ellipse (Q) are considered. As apparent, the Euclidean distance of the point P from the centre 'O' is large compared to the distance from point Q to centre O. In contrast, the statistical distance between O and P is less compared to the distance between O and Q. This is because of the fact that statistical distance considers the unequal variability of the points along the minor and major axes of the ellipse and also the correlation between the two attributes. Hence, the statistical distances are widely in used in different applications like multivariate quality control charts and discriminate analysis. The square of the statistical distance (sd) from the centre point O to any point X is given by:
In the present work, TOPSIS with statistical distances (s-TOPSIS) and weighted statistical distances (ws-TOPSIS) are proposed to find the order of preference of the given alternatives. Normalization of the attribute data is an essential step in TOPSIS. In the proposed methods, the process of normalization of the data is not needed as a separate step. Despite this simplification the proposed methods may offer some difficulty in the form of multicollinearity. As evident from Eq. (1), the statistical distances are calculated using the inverse of the covariance of the decision matrix. Hence, there is a possibility that the inverse of covariance matrix may turn out to be near singular and hence an inaccurate solution. This difficulty may arise because of possible multicollinearity present in the attributes data. The multicollinearity is due to high correlations between the attributes considered in the analysis. Keat et al. (2009) suggest a simple remedy to the avoid multicollinearity. They state that a standard remedy for multicollinearity is to drop one of the variables that are closely associated with other variables. As a rule of thumb correlation coefficients (ρ) of 0.7 or more provide a basis for researchers to suspect the existence of multicollinearity.
Hence, the MADM problems based on the proposed methodology are classified into two categories.
Category 1: Problems without multicollinearity in the attribute data. In this category of problems, there is no need to drop any attribute from the analysis.
Category 2: Problems with multicollinearity in the attribute data. In this category some of the attributes have to be dropped to avoid multicollinearity.
The first category of the problems can be solved by considering all attributes of the original decision matrix. The second category of the problems needs careful elimination of some of the attributes from the analysis such that the multicollinearity is removed.
There are different approaches to detect and reduce the effect of multicollinearity. A measure of multicollinearity of the attributes data is the condition number of the correlation matrix. The condition number k is defined as The harmful effects of collinearity in the data become strong when the values of the condition number exceed 15, which means that the ratio of maximum and minimum eigen values exceeds 225. (Chatterjee et al., 2000) .
In the present work, it is suggested to find the effect of multicollinearity by the condition number using the eigen values of the correlation matrix obtained from decision matrix. If the condition number is high, it is suggested to drop some of the attributes based on the higher correlations between them. Based on the results of applying the proposed methods to many MADM problems, it is observed that results are good if the condition number is maintained at less than 10. If the condition number is greater than 10, dropping of the attributes is suggested such that the effects of multicollinearity are reduced.
Dropping some of the variables that cause multicollinearity can be observed in literature dealing with regression problems (e.g Chang & Mastrangelo, 2011) . In dealing with regression problems, the sign of the correlation coefficient do not play any role. In the case of multiple attribute decision making problems the sign of correlation coefficient plays a vital role in dropping the attributes. This is because of the fact that each attribute in MADM problems is associated with its own weight and also the attributes are either beneficial or non-beneficial. The attributes whose values are required to be maintained low are non-beneficial attributes (e.g., cost, pollution, wear etc.) and others for which higher values are required are beneficial attributes (e.g. material strength, profit, etc.). Hence, based on the magnitude of the correlations the attributes cannot be simply dropped. In the present work, the procedure to tackle the multicollinearity has been discussed initially and the proposed methods with statistical distances are discussed later.
Procedure to reduce the multicollinearity using attributes dropping
Step 1: Collect the information on all the alternatives with different attributes. If any of the attributes is qualitative, convert the qualitative values into suitable quantitative values. The attribute data is presented in the form of a matrix known as decision matrix.
Step 2: Obtain the weights to be given to each attribute. Any of the existing methods like entropy method or AHP can be used in this step.
Step 3: Find the correlation matrix of the decision matrix. Obtain the eigen values of the correlation matrix and calculate the condition number. If the condition number is less than 10, there is no need to drop any attribute from the analysis. Otherwise, proceed to Step 4.
Step 4: Find the valid and invalid correlations ( for |ρ| > 0.7) between all the attributes. The valid correlations between different combinations of attributes are given in Table 1 From the Table 1 , it is clear that the correlation to be valid, it has to be positive for similar attributes and it has to be negative for dissimilar attributes.
Step 5: Choose the attribute pair with highest correlation from the correlation matrix. Find the attribute with highest number of valid correlations and drop it from the decision matrix. In case of a tie between the attributes, the attribute with lowest weight has to be dropped. When the valid number of correlations is same for any two attributes and one attribute has more invalid correlations, the attribute with less number of invalid correlations has to be dropped.
Step 6: After dropping an attribute, find the condition number with the remaining attributes. If the condition number is less than 10, stop the process. Otherwise, repeat the Step 5.
Proposed TOPSIS methodology with statistical distances (s-TOPSIS)
After obtaining the final decision matrix whose condition number is less than 10, the following procedure has to be used to find the preference order for the alternatives.
Step 1: Using the final decision matrix with m alternatives and n attributes, represent the elements of the decision matrix A by ij a where ij a denotes the value of the j th attribute in the i th alternative.
Step 2: Multiply each attribute column by the respective weight. This step gives the weighted decision matrix X of size mn.
The element ij x of the weighted decision matrix X is given by:
where j W is the weight of the attribute j.
Step 3  and the negative ideal solution w  are expressed mathematically as:
where  J is associated with beneficial attribute (j = 1,2,…, n)  J is associated with non-beneficial attribute (j = ,2,…, n)
Step 4: Calculate the statistical distances for each alternative from the PIS and NIS.
In order to calculate the statistical distances, obtain the covariance matrix (S) for the weighted decision matrix (X). Find the inverse (S -1 ) for the covariance matrix. For any alternative i, the statistical distance from the PIS is calculated as:
The statistical distance from the NIS for alternative i is calculated as:
where X i is the weighted attribute values of the i th alternative. Now, the relative closeness of an alternative i, to the positive ideal solution is obtained by the ratio i P as:
TOPSIS with weighted statistical distances (ws-TOPSIS)
As suggested by Deng et al. (2000) to consider weighted Euclidean distances in modified-TOPSIS, the weighted statistical distances are introduced in the TOPSIS procedure and the method is named ws-TOPSIS. In this approach, the decision matrix A is directly used in the calculation of the covariance of decision matrix (instead of weighted decision matrix). The PIS and NIS are to be obtained from rootweighted decision matrix. The elements of root-weighted decision matrix Y are given by:
The PIS and NIS represented by b  and w  respectively are given by:
where J + is associated with beneficial attribute (j = 1,2,…, n) J -is associated with non-beneficial attribute (j = 1,2,…, n)
Representing the covariance of the decision matrix A by V and the inverse of the covariance matrix by V -1
, the weighted statistical distances from PIS (
can be calculated as follows:
where Yi is the root-weighted attributes of the i th alternative. The relative closeness of an alternative i to the ideal solution using weighted statistical distances is obtained as:
The order of preference is given by arranging the values of the relative closeness in descending order.
Illustrative example for Category 1
As mentioned in Section 3, there are certain decision making problems which do not need to drop any attribute from the analysis. Hence, in this section both the s-TOPSIS and ws-TOPSIS procedures are explained considering a manufacturing problem without dropping the attributes.
Example problem using s-TOPSIS
The step by step procedure of the proposed method is explained by considering the machinability evaluation of six different metal alloys problem from Konig and Erinski (1983) which is solved by Rao (2007) using Graph Theory and Matrix Approach (GTMA) and TOPSIS. Each alloy is evaluated for its machinability with three attributes, namely, the one-hour cutting speed VC, the specific cutting force CF and the cutting power input CI. Table 2 shows the objective data of the problem. W1: GK-AlSi10Mg (aluminum-silicon die-cast alloy) W2: GK-AlSi6Cu4 (aluminum-silicon die-cast alloy) W3: GK-AlMg5 (aluminum-magnesium die-cast alloy) W4: GK-MgAl9Zn (magnesium-aluminum die-cast alloy) W5: GG26 (gray cast iron with lamellar graphite) W6: C35 (low carbon steel)
The solution to the above MADM problem using s-TOPSIS is obtained as under:
Step 1: Obtain the decision matrix of size 6×3 from the objective data of Table 2 . Find the eigen values of the correlation matrix and obtain the condition number.
The correlations between attributes of the present problem are given below: The condition number from the above eigenvalues is 6.57. As the condition number is less than 10, the original decision matrix becomes the final decision matrix without dropping any attribute.
Step 2: The decision matrix is to be multiplied by the respective weights for each attribute. The weight for each attribute is taken as WVC = 0.7142, WCF = 0.1429 and WPI = 0.1429 from Rao (2007) for comparison purpose. After multiplying each attribute by the respective weight, the following weighted decision matrix given in Table 3 is obtained. Step 3: The positive ideal solution is obtained from the attributes data by choosing the largest values from the beneficial attributes and smallest values from the non-beneficial attributes. Out of the three attributes, CF and PI are non-beneficial and VC is the only beneficial variable.
Hence, for the present problem, the positive ideal solution is: Step 4:
In order to calculate the statistical distances from the PIS and NIS, the covariance matrix and inverse of the covariance matrix are to be calculated. The covariance of the weighted decision matrix, S for the attribute data of the Table 3 is given by: The inverse of the covariance of the weighted decision matrix, S -1 is given by: From the relative closeness values given in Table 4 , it can be observed that the order of preference obtained by the proposed s-TOPSIS method is:
Example problem using ws-TOPSIS
In this section, the same machinability evaluation problem solved in Section 4.1 is solved using weighted statistical distances.
The covariance V of the decision matrix of Table 2 is given by: The inverse of the covariance of the decision matrix, V -1 is given by: The root weighted decision matrix which can be obtained by multiplying each attribute column by the square root of the respective weight as given in Table 5 . The PIS and NIS obtained from the above The weighted statistical distance for the first alternative W1 from the PIS is calculated as under: Similarly, the relative closeness values for all the alternatives from the PIS are calculated and summarized in Table 6 . Table 6 , it can be observed that the order of preference obtained by the proposed ws-TOPSIS using weighted statistical distances is:
For comparison purposes, the solutions obtained by Rao (2007) using different MADM methods along with the solutions obtained using proposed methods for the same problem have been presented in Table 7 . 
D
From the above results, it can be observed that all the methods proposed the W4 as the best alternative in the above problem. However, when compared with other methods s-TOPSIS provided some deviations in the solution. It is worth noticing that for the present problem ws-TOPSIS provided identical solution as any of the other methods under consideration.
Illustrative examples for Category 2
In this section, some decision making problems involving the dropping of some of the attributes from the analysis are considered for illustration.
5.l Product design selection using s-TOPSIS and ws-TOPSIS
As a first example, a product design selection problem from Besharati et al. (2006) has been considered. The problem is to select a power electronic device based on three attributes, namely, junction temperature (JT), thermal cycles to failure (CF) and manufacturing cost (MC). Out of the three attributes CF is the only beneficial attribute. Rao (2007) solved the same problem using GTMA, AHP, TOPSIS and modified TOPSIS methods. In order to have comparison of the results with the proposed s-TOPSIS and ws-TOPSIS, the attribute weights are chosen as in Rao (2007) . The weights are WJI = 0.1047, WCF = 0.2582 and WMC = 0.6371. The design alternatives for the problem are given in Table  8 . The correlation matrix of the decision matrix of the Table 8 is The condition number calculated from the above eigen values is 18.8 which is larger than 10.
Since the condition number is high in the present problem, the final decision matrix has to be obtained by following the procedure of Section 3.1. The following steps are followed to avoid multicollinearity.
Step 1: The initial decision matrix is a 3×10 matrix with three attributes namely, JT, CF and MC.
Step 2: The weights of the above attributes are taken as: WJI = 0.1047, WCF = 0.2582 and WMC = 0.6371.
Step 3: The correlation matrix and the eigen values of the correlation matrix are obtained and the initial condition number is 18.8 which is high compared to 10.
Step 4: From the above correlation matrix, the number of valid and invalid correlations are obtained as given in Table 9 . The beneficial and non-beneficial attributes are indicated with positive and negative symbols for ease of recognition.
Table 9
The Table 9 , it can be observed that both the attributes JT and CF are having valid and invalid correlations equally.
Step 5: Choosing the pair of attributes with highest correlation, the attributes CF and JT are obtained with highest correlation of -0.9880. Hence, the number of valid correlations is compared between these two attributes. As there is a tie between the valid and invalid correlations, the attribute with lowest weight has to be dropped. Since the attribute JT has lowest weight in the present problem it is dropped from the analysis.
Step 6: With CF and MC attributes, the condition number is calculated. As the eigen values of the correlation matrix with these attributes are 1.9508 and 0.049224, the condition number obtained is 6.2953 which is less than 10. Hence, the final decision matrix is having only two attributes, namely CF and MC.
With two attributes CF and MC, the s-TOPSIS and ws-TOPSIS methods are applied. The weighted and root weighted decision matrices are obtained as in Tables 10 and 11 . Following the usual notation, the following PIS and NIS are obtained from Tables 9 and 10 respectively in order to apply s-TOPSIS and ws-TOPSIS methods. The order of preferences obtained from both s-TOPSIS and ws-TOPSIS are summarized along with the solutions from Rao (2007) in Table 14 . From the results of the Table 14 , it can be observed that both s-TOPSIS and ws-TOPSIS methods provided the design 2 as the best alternative. This result is in agreement with the results of GTMA, modified TOPSIS methods. Also, the first three alternatives suggested by GTMA, modified TOPSIS and ws-TOPSIS are same. But, the last choice given by GTMA is somewhat alarming since some of the popular methods (AHP and TOPSIS) suggested this alternative as the first preference. Modified TOPSIS and ws-TOPSIS suggest the alternative 8 as the last choice. Similarly, TOPSIS and s-TOPSIS suggest the alternative 1 as the last choice. It is evident from the results that the last choice cannot be alternative 5, as the MC value is minimum for this alternative and the weight given to MC is very high, and also some popular methods suggested this as the first alternative. The proposed methods s-TOPSIS and ws-TOPSIS have given the design alternative 5 the due position, and alternatives 1 and 8 are given the last preference. AHP, TOPSIS and modified TOPSIS also gave alternative 1 or 8 as the last preference.
Machine group selection in FMC using s-TOPSIS and ws-TOPSIS
As a second example, the machine group selection problem from Wang et al.(2000) is considered in this section. The problem is solved using both statistical and weighted statistical distances. Table 14 consists of the data of the four attributes for ten machine groups. The attributes purchase cost (TC), total floor space (FS), total number of machines (MN) are considered as non-beneficial attributes and the productivity (P) is the only beneficial attribute. The correlation matrix of the decision matrix of the Table 15 is given below: The condition number calculated using the above eigen values is 11.354 which is greater than 10. Hence, the procedure of Section 3.1 is followed to drop some of the variables.
Step 1: The initial decision matrix is a 4×10 matrix with four attributes namely, TC, FS, MN and P.
Step 2: The weights of the above attributes are taken as: WTC = 0.467, WFS = 0.16, WMN = 0.095 and W FS = 0.278 for comparison purpose from Rao (2007) .
Step 3: The correlation matrix and the eigenvalues of the correlation matrix are obtained and the condition number is 11.354 which is high compared to 10.
Step 4: From the correlation matrix of the initial decision matrix, the valid and invalid correlations are obtained for all attributes, and are given in the Table 16 below: Step 5: The attributes with highest correlation are FS and MN with ρ = 0.91963. From Table 15 , it can be observed that MN and FS are having equal number of valid correlations. Since the attribute MN has an additional invalid correlation, the attribute FS is dropped from the decision matrix.
Step 6: With the remaining attributes TC, MN and P in the decision matrix, the eigenvalues of the correlation matrix are calculated. The eigenvalues and the condition number are [ 2.4912 0.17681 0.33201] T and 3.7576 respectively. As the condition number is less than 10, the problem can be solved with three attributes in the decision matrix.
In order to apply s-TOPSIS and ws-TOPSIS, the weighted and root-weighted decision matrices are obtained and are given in Tables 17 and 18 . Table  19 and Table 20 . The order of preferences obtained from both s-TOPSIS and ws-TOPSIS are summarized along with the solutions from Rao (2007) in Table 21 . From the results of the Table 21 , it is evident that all methods proposed the alternative 4 as the first choice. The results of the modified TOPSIS and s-TOPSIS methods are very much similar with the first five preferences by both the methods being the same. TOPSIS with weighted statistical distances (ws-TOPSIS) gives alternative 9 the third position in preference, the second preferred being the alternative 8. No other method except ws-TOPSIS gives second preference to alternative 8. From the data of the Table 15 , it can be observed that alternative 8 cannot be an inferior solution, since the attribute TC with highest weight 0.467 is having the least value among all alternatives. From Table 20 , it can be observed that the relative closeness index is almost the same for alternatives 8 and 9, which shows that ws-TOPSIS has high preference for alternative 9 also. The fourth preference by AHP, TOPSIS and ws-TOPSIS methods are also matching with alternative 10. All the methods proposed either alternative 2 or 6 as the last preference.
Conclusions
In the present work, a new approach to multiple attribute decision making has been suggested by introducing the statistical distance in place of Euclidian distance for TOPSIS. Use of statistical distance is suggested to take care of the unequal variability in the attributes as well as the possible correlations between the attributes. In this approach, unlike other MADM methods, normalization of the attribute data is not required since it is inherent in statistical distance.
The new approach with statistical and weighted statistical is applied on different manufacturing/industrial problems and the solutions obtained are reported. The use of statistical distances entails the use of inverse of the covariance matrix obtained from the attribute data of the alternatives. When the attributes are highly correlated, it leads to multicollinearity by which the inverse of a matrix becomes near singular and the possibility of finding better solution becomes difficult. To overcome this problem, a methodology is suggested to eliminate the multicollinearity. With the results obtained for different MADM problems, it has been concluded to maintain the condition number less than 10 for better results. The solutions obtained would be good depending on how well the multicollinearity is eliminated with minimum loss of data in use. Any possible improvement in the suggested methodology to eliminate the effects of multicollinearity would surely improve the solutions. The main limitation with the proposed methodology is that better solutions can be obtained when the number of attributes is less than or equal to the number of alternatives. When the number of alternatives is very low compared to the number of attributes, the proposed method loses more data and hence cannot be relied on. In other cases, the proposed methods can be considered as better alternatives to solve MADM problems. The novel point in the proposed methodology is the consideration of correlations among the attributes. This provides a basis to extend the existing methods of deciding the weights of the attributes by considering the correlations among them. Also, it helps in reducing the complexity of the problems by eliminating highly correlated attributes.
