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This document represents the second interim progress report 
in the ongoing development of a prototype knowledge-based 
geographic information system in cooperation with NASA/GSFC 
personnel. The purpose of this overall project is to investigate 
and demonstrate the use of advanced methods in order to greatly 
improve the capabilities of GIS technology in handling very 
large, multi-source collections of spatial data in an efficient 
manner. The goal of this effort is to make these collections of 
data more accessible and usable for the earth scientist. 
A proof-of-concept system, called KBGIS, was built at the 
University of California at Santa Barbara partially with NASA 
funding to investigate the use of new methods to improve the 
flexibility and overall performance of very large, multi-source, 
spatial databases. The system currently under construction at 
PSU, called GeoKnowledge, is based upon the design concepts and 
overall capabilities demonstrated in KBGIS and represents a 
continuation of that effort - toward a fully functional 
knowledge-based system. 
The priority element of the current phase was the continuing 
refinement of techniques for efficient, non-exhaustive spatial 
search of a very-large, multi-source database. As detailed in 
the Mid-Year Progress Report, it was soon found that fundamental 
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changes to the original demonstration system were needed before 
these refinements could be implemented. The conceptual 
characteristics of the relationships between spatial objects were 
examined to insure logical consistency and optimal efficiency 
within a highly flexible search facility. 
A revised spatial knowledge representation and an elemental 
and consistent set of spatial relationships that operate on this 
representation are now fully functional within GeoKnowledge. A 
detailed conceptual description of the characteristics and use of 
the representational framework and associated spatial operators 
is attached. This description is currently being revised for 
publication in the technical literature. 
Continuing research under Supplement No. 1 of the current 
grant will address previously postponed work in investigating the 
use of specialized A I  tools and interactive graphics. More 
specifically, elements for continuing work during t h e  period July 
1, 1987 through June 31, 1988 include the following: 
A .  Investigation of specialized AI tools for use in 
spatial database applications 
B. Begin development of a graphics interface 
C. Continuing refinement of the heuristic spatial search 
f aci 1 i ty 
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It is expected that the majority of this work will utilize the 
specialized knowledge engineering software on the Symbolics 
processor, while maintaining use of the MicroVax/VMS system as a 
backend database machine. Investigation of specialized A I  tools 
will involve learning mechanisms and the development of 
consistency rules for the object database. 
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There is an urgent need to use geographic information 
systems (GIS) to manage extremely large databases containing data 
integrated from a number of imagery, cartographic and other 
sources for an increasing variety of applications. Current GIS 
technology has, however, revealed severe shortcomings in meeting 
these performance requirements. 
The cause of this problem is that the spatial data models 
used in these systems have always been either hardware-driven, 
such as imagery data, or direct interpretations of the paper map. 
In both cases, a number of special characteristics of geographic 
data have not been taken into account. These characteristics 
include: First, natural geographic boundaries tend to be very 
convoluted and irregular. They consequently do not lend 
themselves to compact representation, and storage of these data 
can quickly become very large. Second, the data in digital form 
tend to be incomplete, imprecise and error-prone due to the 
complexity of the data and the characteristics of the data 
gathering process. Third, spatial relationships tend to be 
inexact or application-specific. 
The present paper presents a new approach to building 
geographic data models that is based on the fundamental 
characteristics of the data represented. An overall theoretical 
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a framework for representing geographic data is proposed. An 
example of utilizing this framework in a GIS context by combining 
Artificial Intelligence techniques with recent developments in 
spatial data processing techniques is then given. 
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INTRODUCTION 
The primary bottleneck in the use of observational data in 
large-scale, real-world applications for many years was that data 
capture and database construction was a very slow and expensive 
process. As a direct result, operational databases tended to be 
limited in size, regardless of the intended scope of the 
completed database. With the advent of computerized spatial data 
handling systems, much attention was thus given to efficient data 
capture and input. Operational efficiency and flexibility were 
secondary considerations, at best. For both analytical and data 
management, representational schemes were developed on an ad-hoc 
basis using a heuristic approach, with little or no consideration 
of epistemological adequacy. 
Due to recent advancements in automated data capture and 
input techniques and the subsequent availability of data from 
Landsat and other automated data capture devices, this situation 
has changed dramatically. There is now a rapidly expanding 
volume and variety of spatial data available in digital form. 
These data represent a very major investment and an extremely 
valuable resource. This rapid increase in data availability has 
caused a major crisis in the handling of these data. 
Attempts to develop large-scale digital geographic 
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databases and information systems has led to databases that are 
inefficient and inflexible. Such problems are also difficult to 
predict and are usually not discovered until after a substantial 
investment of time and money has been made. To make this 
situation worse, there is a rapidly increasing need for extremely 
flexible and efficient spatial databases that can be used as an 
analytical resource among a wide variety of applications and 
incorporate widely varying types of data. Examples include the 
current efforts by NASA an others to incorporate LANDSAT and 
other remote sensed imagery and cartographic data within the same 
database [Danielson, 19861. Such efforts have served more to 
reveal the magnitude of the problem than to offer any immediate 
solutions. 
The problem just described has two primary aspects: First, 
current techniques for conceptually representing and storing 
spatial data have exhibited severe limitations in the total 
volume of data that can be efficiently stored and quickly 
manipulated. Second, they are consistently limited in the range 
of types of information that can be easily represented. 
The representation of geographic information is a central 
problem in the field of geography and in any field that studies 
phenomena on, over or under the surface of the earth. A 
representational scheme is required, and is in fact inextricably 
linked with the process of spatial analysis and the modelling of 
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geographic phenomena. A representational scheme is also an 
integral part of the storage and subsequent use of geographic 
data in automated database and information systems. The validity 
of results of any analysis or model of a process can be quickly 
undermined if it is based on an inadequate or erroneous view of 
the geographic phenomenon under study. 
The basic need is to be able to derive, with predictable 
results, a sufficiently precise and complete representation of 
the slice of reality involv'ed for the application at hand. In 
order to do this, it is essential to develop new models or 
representational schemes for geographic data that are based on 
fundamental theory concerning the nature of geographic space. 
This need was recognized long ago [Berry, 1973; Lowenthal, 19611. 
Recent developments in other fields have provided some tools and 
insights that can significantly aid in the development of such a 
theory. 
The objectives of the current paper are therefore twofold; 
1) to provide some insight into the long-term task of developing 
a fundamental theory and robust formalism for representing 
geographic space, and 2 )  help satisfy an immediate and practical 
need for efficient and flexible spatial data representation for 
all types of digital spatial database systems. 
The remainder of the paper will be organized as follows: 
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First, techniques for modeling spatial phenomena and handling 
large heterogeneous data sets developed within several fields 
will be examined. Drawing on and combining these concepts, a set 
of general principles for representing geographic phenomena will 
be suggested and the derivation of a specific model based on 
these principles will be discussed. 
Lacking the current existence of a structured body of 
spatial theory, the approach taken is empirical, and draws upon 
data modeling concepts initially developed within the fields of 
database management systems and computer vision to develop a 
suggested overall framework for representing geographic know- 
ledge. The specific model discussed here is being implemented 
within a prototype knowledge-based geographic information system. 
This initial implementation will hopefully serve both purposes, 
advancing current operational data structuring techniques for 
geographic information systems and serving as an empirical tool 
for the study and improvement of our understanding of geographic 
phenomena within a formalized framework. 
MODELS OF SPATIAL PHENOMENA 
The complete enumeration of all observations and all 
possible relationships among these observations for all but very 
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small data sets has proven impossible on a practical basis. The 
data must therefore be structured in a way that implies much more 
information than is explicitly stored. Consequently, any model 
of geographic space is of necessity imprecise and incomplete. If 
data stored utilizing such a model is to posses a known level of 
accuracy, the model must also incorporate a method of providing 
integrity and consistency checks. If the collection of data is 
also to be both large and efficient, there must also be a way of 
retrieving specific information without an exhaustive search. 
Being able to structure data in such a way requires higher-level 
knowledge concerning the nature of the phenomenon represented and 
how component elements interact. It also requires techniques for 
representing and using that knowledge in a consistent and unified 
manner. Two fields that can provide insight into this problem 
are Computer Vision and Database Management Systems. Both have 
developed overall schemes for representing information as well as 
methodologies for implementing these schemes. Computer Vision 
deals with the spatial realm and has drawn heavily from cognitive 
theory. Database Management Systems has not paid particular 
attention to spatial problems, but has always emphasized tech- 
niques for handling very large volumes of data. Before examining 
aspects of these fields, some comments on cartographic models as 
representations of geographic space are appropriate. 
a 
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CARTOGRAPHIC MODELS 
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The most universal and well-known representational scheme 
for geographic phenomena is the paper map. Every cartographic 
representation implies some view of the world, but these are not 
based on any formal theory of how to represent geographic space. 
The process of designing maps for the storage and retrieval of 
geographic information developed as a manual process that is more 
of an art than a science. The cartographer often takes liberties 
with reality in order to achieve a desired visual effect as well 
as to compensate for apparent irrational responses of the human 
eye-brain mechanism. Drawing a map, as well as retrieving 
information from one is thus an intuitive process and as such is 
not amenable to being cast into a structured universal framework 
or to being programmed into a computer. The necessary distinc- 
tion between cartographic and digital representations of geo- 
graphic space and a need for a unifying theoretical base for both 
has been recognized [Chrisman, 19773. 
We will now look to developments in other fields for insight 
on how to characterize and formulate an overall conceptual 
framework and fundamental theory for representing geographic 
space. 
8 
e 
e 
SPATIAL MODELS IN COMPUTER VISION 
e 
e 
e 
e 
e 
e 
0 
e 
Central to the field of Computer Vision is the development 
of efficient and robust models of space, and ultimately the 
representation and interpretation of spatial knowledge. This 
field has developed with two complementary problems; the 
practical problem of how to make computers *see* and the theore- 
tical problem of developing a better understanding of how humans 
perceive the world. These are associated with the fields of 
Robotics and Cognitive Psychology, respectively. 
The basic difficulty with robust models of space is that, as 
previously stated, there can never be a single model or view of 
the world that incorporates everything. Perceptions of the world 
vary among individuals and depend on the particular task at hand. 
An interior decorator's view of a chair would likely be different 
than that of a structural engineer. Similarly, a geomorpholo- 
gist's view of a mountain would be different from a climatolo- 
gist's o r  a botanist's, yet they would all recognize the same 
entity as a mountain. The views of individuals may also change 
over time. A mountain may look very different in summer than it 
does in winter, but would still be recognized as a mountain. 
Noting these varying views, Gibson [l966] recognized that 
the key problem in understanding how humans perceive and model 
the world is in identifying the invariant or essential properties 
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of the real world. This led to what Marr called the 'primal 
sketch' [1982] He based the first unified theory for represent- 
ing the seen world in an empirical context on this concept. He 
stated that such a representation should include some type of 
'tokens'. These tokens represent individual entities that can be 
derived reliably from the image and can be assigned specific 
values for attributes, such as size or orientation. He then drew 
together the following physical assumptions regarding the overall 
spatial arrangement of these tokens as a universal and integral 
set. Each of these had been individually known within geography 
and other fields as fundamental characteristics of geographic 
space : 
e 
1.) Existence of surfaces - the visible world can be 
regarded as composed of continuous, smooth surfaces 
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whose spatial structure may be elaborate, 
2 . )  Hierarchical organization - the spatial organization of 
entities is often generated by a number of different 
processes, each operating at a different scale, 
3 . )  Similarity - the items on a given surface responding 
to a process at a given scale tend to be more similar 
to one another in spatial organization, size and other 
attributes than to other items on that surface, 
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4 . )  Spatial continuity - spatial distributions generated on 
a surface by a single process tend to exhibit some sort 
of organized pattern, 
5.) Continuity of discontinuities - spatial cohesiveness of 
entities and of spatial patterns results in a tendency 
toward smooth boundaries between them. 
In general terms, his approach is to build up descriptive 
primitives, from the most detailed level up in almost a recursive 
manner, producing hierarchical groupings of entities and spatial 
patterns. This is an abstraction process where the tokens refer 
to increasingly abstract properties of the image at higher levels 
of the hierarchy. How to determine 'meaningful' groupings can 
almost never be determined directly from the scene (i.e., the 
observed data). Some higher-level knowledge concerning the 
nature of the given phenomena involved must be employed. The 
higher-level knowledge or conceptual view is also organized and 
used differently from the 'raw image' or seen view. 
DATA MODELS FOR DATABASE MANAGEMENT SYSTEMS 
In order to find a better approach for representing geogra- 
phic information, we can also derive insight by studying current 
techniques initially developed within the field of Database 
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Management Systems (DBMS) for modeling non-spatial data related 
to business applications (e.g., payroll and inventory). Although 
the first use of computers for such applications began at 
approximately the same time as the first use of computers for 
geographic data, DBMS technology now seems to have progressed to 
a much more advanced state. Many studies have been done on how 
to apply the principles of state-of-the-art relational databases 
in an operational geographic context [Shapiro & Haralick, 1980; 
Van Roesse1,1986]. 
Developments in this field were driven by a need for 
efficiency and flexibility in a practical, implementational 
context. A uniform framework was seen as the means of achieving 
this, The fundamental rationale in the initial development of 
the relational database concept was to provide a unified and 
consistent model for structuring the data with minimal 
redundancy. The most successful approach developed within DBMS 
to date is known as the Relational Database Model. 
This model is based on the 'relation'. Each relation is 
simply a table containing a set of individual data entities or 
observations that are related in some manner. Each row in a 
relation contains attributes pertaining to an individual element. 
Each column contains values for a specific attribute for all 
elements. The relational model is directly derived from the 
mathematical concept of relations as properties of ordered 
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sequences. For example, the expression x + y = z defines a 
three-place relation for the set of natural numbers. Much 
elegance and power of the relational model is derived from one 
characteristic: Relationships between entities or groups of 
entities are not explicitly stored, but act as smerators on the 
tables to produce derived relations. These are relations that 
provide users with their own views of the database. 
Since relations are sets, the basic set operators of union, 
intersection and negation a180 hold and are used as a basis of 
operations that define how these relational sets can be combined 
in what are known as the relational algebra and the relational 
calculus. The manner in which the relational operators can be 
used is limited and controlled by a group of built-in rules known 
as integrity constraints. These integrity constraints function 
to avoid irrational combinations and to minimize data redundancy, 
and are based on mathematical principles regarding the properties 
of relations. These are summarized here for later reference. In 
the following notation, x R y is to be interpreted as; x is in 
the relation R to y. 
ve - A relation is reflexive when, for any object x; 
x R x  
In other words, for any object x, the relation also holds for 
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itself. A mathematical example is x < =  x. This characteristic 
would hold for very few real-world examples. 
ve - A relation is transitive if for all objects x, y . .  
and z ;  
if x R y and y R 2, then x R z 
Examples of this relation include 'equal' and 'ancestor'. 
h m  - A relation R2 is called the inverse of relation R1 if; 
s 
a 
x Ri y R 2  x 
In other words, the application of R 2  to the result of R1 yields 
the original input value. Examples of inverse relational 
operators are employer/employee and parent/child. 
etric: - A relation is symmetric when, for any object x; 
x R y implies y R x 
d 
In other words, the relation works in both directions with 
respect to any given pair of objects. This also means that any 
reflexive relation is its own inverse. Examples include 'spouse' 
and 'sibling'. 
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Several inherent shortcomings were soon discovered in this 
overall model. The two foremost of these were that actual 
implementations proved too slow for databases of any size and 
that this model is well-suited only for data with a regular, 
homogeneous structure. Extensions to the basic relational model 
were subsequently investigated with the use of semantic data 
modeling techniques [Codd, 19791. 
A number of extensions suggested by Codd, consistent with 
Marr's approach, were based on abstraction mechanisms for 
combining atomic entities, properties and associations into 
meaningful, higher-order units. Codd, however, grouped these 
into two types; generalization and aggregation. Precedence also 
is introduced as a successor mechanism. These extensions 
together allow a hierarchical or heterarchical data organization 
that is better suited to act as; 
1.) a conceptual framework for representing a wide variety 
of data types, and 
2.) a mediator between stored representations and user 
views. 
To do this, the incorporation of the following additional repre- 
sentational forms into the data model were suggested; 
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1.) the inferential string-formulae provided by predicate 
logic for the representation of knowledge and applica- 
tion of inference techniques, and 
2 . )  a labeled, directed hypergraph for higher-order 
relations and to support non-exhaustive search [Codd, 
19793. 
These extensions using techniques developed in the Artificial 
Intelligence community resulted from the observation that the 
relational calculus used in relational database management 
systems is precisely equivalent to the predicate calculus used 
for logic programming [Gallaire & Minker, 19781. 
The use of this rule-based, graph-theoretic approach to 
represent inexact and view-dependant properties and relationships 
has proven to be much more suitable than fuzzy logic, as had been 
formerly proposed for such contexts [Zadeh, 19741. 
The extended relational database model was employed by Meier 
and Ilg [l986] in a geographic context to handle spatial rela- 
tionships. They proposed the graph grammar approach as a method 
of preserving consistency through arbitrary sequences of spatial 
operations. All consistent states are described by a structure 
graph and the transitions are given as sequences or rules. 
This was demonstrated to potentially be a powerful mechanism 
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for modeling spatial relationships as operators. Nevertheless, 
it was seen to be severely limited by a bewildering number and 
variation of potential spatial relationships and by a complex of 
often unpredictable side effects that can be produced by combin- 
ing these relationships in arbitrary sequences. 
The field of Database Management Systems, therefore, has 
provided a number of valuable concepts for a general model of 
geographic phenomena, although both geographic theory and direct 
use of the relational model in its current form are not adequate 
for this task. The problem of spatial relationships can only be 
handled by reducing the set of all spatial relationships into a 
small set of atomic or primitive spatial relationships with known 
characteristics. From this, formalized rules for combining 
operations and formulating higher-order relations can be derived 
systematically. 
As a starting point for development of an overall framework 
for representing geographic phenomena, a robust definition of a 
data model that has evolved within this field can be employed. 
This definition can be summarized as follows: 
A data model may be defined as a general description of 
specific sets of entities and the relationships between 
those sets of entities. An entity is a thing which exists 
and is distinguishable; i.e., we can tell one entity from 
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another. An entity set is a class of entities that posses- 
ses certain common characteristics [Ullman, 1982, pp 12-17]. 
Given this definition, a chair, a person and a mountain are each 
individual entities, whereas chairs, people, and mountains are 
each entity sets. Relationships include such things as 'left 
of', 'taller than' or 'parent of'. Both entities and relation- 
ships can have attributes, or properties. These associate a 
specific value from a domain of values for that attribute with 
eseh wrki-ky i+i ,w @:#$.:.iky 2&&: FHG &+.+#&: ,+ #,y{++#$&# ## h,$+& 
A comparable definition of a data model was given by Codd 
[1981], who stated that a data model consists of three compo- 
nents; a collection of object types, a collection of operators 
and a collection of general integrity rules. 
The formalized approach of DBMS technology will now be 
applied to the unified conceptual view of geographic space 
developed within computer vision in order to derive a more robust 
formalism f o r  representing geographic space. 
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The very general problem of representing geographic phenome- 
na can be broken down into several areas of investigation at 
several levels of abstraction. With the level of abstraction 
progressively increasing, these areas can be stated as; 
1.) spatial information systems 
2.) spatial knowledge structures and knowledge-based 
methodologies 
3 . )  spatial understanding and formalization. 
We need to begin at the highest level of abstraction, developing 
first a proposed conceptual framework of geographic space. The 
next step is to derive a knowledge structure from this framework 
that, in turn, can be implemented in an information system to 
empirically test the validity of the original model. 
In the following section, therefore, a general conceptual 
framework will be derived. This will then be used as a 'canoni- 
cal form' for building a suggested spatial knowledge structure 
that is aimed toward real-world application. Immediate progres- 
sion to this second step is viewed as a means of checking the 
model for robustness and completeness by translating the original 
model into a more detailed form. 
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The key to this overall process is to break down the 
phenomenon into its constituent parts and formally define each 
component and their interrelationships. Adopting the definition 
of a data model given in the previous section, it is assumed that 
a geographic data model can be considered to be composed of the 
f ol lowing ; 
entities 
properties 
relationships. 
Entities can be grouped into higher-order entities, and both 
entities and relationships have properties or attributes. 
To summarize from the discussion so far, key characteristics 
of geographic phenomenon that need to be taken into consideration 
in formulating a representational framework for geographic 
phenomena are; 
1.) the enumeration of entities, their properties and the 
relationships between entities tend to be imprecise, 
incomplete and view dependant, 
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2 . )  observed or recorded properties of entities can be 
numerous, and 
3 . )  the boundaries of geographic objects tend to be 
convoluted and irregular. 
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Properties of entities can include general properties such as 
size, shape, color and height. They may also include domain-spe- 
cific properties such as 'geologic strata in the case of moun- 
tains. With reference to a specific entity, each known property 
can be assigned a single value, a range of values, or a group of 
different values determined on differing measurement scales. 
From these characteristics, the method of representation for 
spatial entities should; 
1.) allow entities of any level of abstraction to be 
represented, 
2.) use generalization, aggregation and successor functions 
as relational operators between entities and groups of 
entities, resulting in a conceptually hierarchical 
structure of entities, 
3 . )  allow any number of attributes and more than one value 
2 1  
0 for any attribute for any entity, 
4 . )  allow for entities that may overlap 
5 . )  allow for measurements at varying degrees of precision. 
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The hierarchical structure of entities would be defined through 
the use of abstraction functions as relational operators between 
entities and groups of entities. These operators would vary to 
suit the nature of the specific entities involved (i.e., they 
would need to be knowledge-based and domain-specific). Ultimate- 
ly, this would constitute a taxonomy of geographic objects, such 
as the general example shown in Figure 1. 
These five functional capabilities accommodate the first two 
of the three characteristics given above. They would serve to 
represent any type of knowledge, spatial or otherwise. It is in 
dealing with the third characteristic, the distinguishing spatial 
nature of geographic data, when problems arise. Vectors of x y 
coordinates defining the location and extent of individual 
entities could be stored as a property of each known entity. 
This can also be recorded multiple times, representing differing 
views at different scales or levels of precision. 
Because each of these are not single values, their physical 
storage can represent a volume of data disproportionately larger 
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than data stored for other properties. It also does not seem 
reasonable to assume that specifying ~cales or levels of preci- 
sion are necessarily associated with specific application views. 
A botanist, geologist or any individual may choose a view at a 
highly generalized spatial scale or at a very detailed scale. 
A much more important factor to be considered is the manner 
in which people acquire and use knowledge of the perceived world. 
All v a t  i a l  questions can be classified into two basic categories 
that are logical duals of each other: 
1.) Given a specific object or objects, what are its 
associated properties (one of these properties may be 
its location or locations)? 
2 . )  What object or objects are present at a given location? 
These correspond to object-based and location- or scene-based 
views, respectively. It is also noted that both of these 
questions can be generalized into a single form using the 
elemental components of a data model listed at the beginning of 
this section: 
Given a specific entity or group of entities, what are the 
values of their associated properties? 
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In the first question above, the spatial object is the entity and 
in the second question, the location semantically becomes the 
entity. 
It is also possible to reverse the form of this generalized 
question to: 
Given a specific value for a specific property, what are the 
associated entities? . 
e.g., Find the set of all mountains that are green. 
This is assumed, however, to be a relatively unusual form of 
question. 
a 
These primary representation and usage characteristics of 
geographic information supports the use of a dual structure for 
modeling spatial phenomena and organizing spatial knowledge, one 
side being object-based and the other being location-based. This 
idea coincides with Marr's overall framework of vision and 
spatial perception [Marr, 19823. His approach to vision as being 
an information processing task also provides insight as to how 
the two sides of such a dual model would relate to each other. 
He asserts that processing of spatial information must begin with 
the raw scene; i.e., is initially location-based. Directly 
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observed phenomena (e.g., reflectance values and discontinuities 
between them) must first be abstracted into selected, key charac- 
teristics of the scene, generating what he terms the 'primal 
sketch'. This sketch is interpreted using pre-existing know- 
ledge, and objects are eventually associated with locations and 
groups of locations in the scene. Spatial objects are thus 
always derived as higher-order information. 
The location-based representation should retain the same 
basic capabilities; i.e., allow for varying degrees of abstrac- 
tion, use generalization and aggregation functions to define the 
values at varying levels, allow for any number of values for each 
location and allow for measurements at varying degrees of 
precision. Marr's characteristics for low-level spatial informa- 
tion given in section 2 . 1 ,  however, suggest perhaps a more 
regular structure than for the object-based representation. 
Given a dual structure, it is helpful to slightly refine the 
definition of the elemental components of a spatial model to the 
following: 
object-based representation 
objects 
properties 
relationships 
location-based representation 
locations 
properties 
relationships 
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In this scheme, locations can also have properties or attributes, 
such as elevation, temperature, etc. These represent 'primitive' 
properties, i-e., properties that are directly observable and are 
not necessarily characteristic of a particular object or objects. 
Relationships in a location-based context can take on a very 
special character - these are spatial relationships, such as 
'contains', or 'left-of'. 
These concepts will now be cast into a more detailed, 
operationally-oriented structure. 
REPRESENTATION OF SPATIAL ENTITIES 
There has been much work recently in the field of Artificial 
Intelligence concerning the representation of knowledge pertaini- 
ng to individual entities. These techniques have also been 
applied to spatial data [c.f., Tsotsos, 1984; Peuquet, 1984; 
Smith, Peuquet and Menon, 19871. Central to these representa- 
tional schemes is the expression of entity definitions in a 
formal language, such as first-order predicate calculus [Barr & 
Feigenbaum, 19811. This approach allows the use of operators 
(e.g., and, or,not) in an expression to express a set of con- 
straints that uniquely characterize that object. These are the 
properties that can be interpreted as the 'valid' or essential 
properties of that particular object and may include size range, 
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The set of all objects are implicitly arranged in inter- 
linked hierarchies, as shown diagrammatically in Figure 1. These 
hierarchies are defined by the relationships to other objects 
contained within the object definitions. Such object relation- 
ships, for example, include 'is-a' and 'component-of'. 
In the location-based representation, locations are discret- 
ized into non-overlapping areal cells. Although space is 
perceived to be continuous, this is a necessary mechanism for 
recording variations over space in any formalized manner. For 
the sake of explanation and convenience, we divide our perceived 
universe in grid fashion into squares of uniform size. We can 
then logically superimpose increasingly coarser grids in hierarc- 
hical fashion to represent the same total area at increasing 
levels of generalization. 
A convenient example of such a structure is the quadtree, as 
shown in Figure 2. This structure is based upon a recursive 
subdivision of a square area into four equal subunits. This 
results in a regular hierarchy of degree four and in cartographic 
terms produces a variable scale scheme based on powers of 2. 
This structure may not be the most appropriate for some types of 
information, but does provide 
structure that allows easy 
a universally applicable, uniform 
association of various types of 
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information for the same areal unit. The quadtree also has been 
well studied and offers significant implementation advantages, as 
discussed in Peuquet [1984]. 
All locational properties can be logically viewed as 
individual surfaces layered on top of each other. All informa- 
tion pertaining to a single location at any level in the hier- 
archy (i.e., a node in the quadtree), however, should still be 
referenced with a single, unique locational index. Such indexing 
schemes have been discussed for quadtrees in Peuquet, Abel and 
Smith and others [Peuquet, 1984; Abel & Smith, 19833. Each 
location contains information pertaining to each layer (i.e.,a 
single property for that location. For example; property 
value(s), as well as the name(s) of the specific method(s) used 
to abstract property values upward through the hierarchy. These 
methods are known as inheritance rules. This abstraction method 
may be specific to the particular property and may incorporate 
higher-level knowledge of the characteristics of that property. 
Information on how data for that layer are spatially distributed 
in the descendant, finer-resolution cells representing the same 
area would also be stored at individual locations throughout the 
hierarchy. 
At the lowest level of the hierarchy, representing the 
finest locational resolution are the primitive, observed values. 
This is not necessarily at the same level in the hierarchy for 
28 
a 
all properties, in conformance with real-world observation. 
RELATIONAL OPERATORS 
As previously stated, there are two different types of 
relational operators in a spatial context; a 
a 
e 
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abstraction relations, and 
spatial relations. 
Abstraction relations fall into two subtypes, one for combining 
geographic objects. We can call these taxonomic relations, and 
include ‘is-a‘ and ‘component-of’. These operate on and define 
the object hierarchy, and they tend to be highly domain-specific. 
The other subtype combines the values of properties. These 
operators have a major function within the locational hierarchy, 
where the values of ‘primitive’, observed properties are s to red  
as discretized surfaces. These include average, mode, maximum, 
minimum, and any of a multitude of domain-specific aggregation or 
generalization techniques. Such techniques are well-studied and 
well-known. They also function on properties pertaining to 
objects, such as size and shape. 
Spatial relations are unique to locational or spatial 
information. These relations are extremely important but not 
29 
0 
0 
a 
e 
0 
e 
well-understood in any formal sense. Existing literature in this 
direction is very sparse and has primarily been done within the 
field of Computer Vision [Freeman, 1973; Winston, 1975; Evans, 
1968; Haar, 1976; Claire, 19843. In work to date, varying lists 
of 'basic' spatial relations have been given. Freeman, for 
example, lists 'between', 'touching', left of', 'right of', 
'above' and 'below' among a total of thirteen. Algorithmic 
models for these relations have been very simple and limited to 
the domain of regular geometric figures. 
Since this seems to be a major missing element that is 
essential to the definition of any formalized representation of 
geographic knowledge, the remainder of this paper will focus on 
drawing together existing knowledge to try and provide some 
insights into this area in a geographic context, and examine 
potential gaps or flaws. A suggested framework for spatial 
relationships will be given that builds upon the overall spatial 
data model described thus far. Algorithmic approaches for 
specific relations will then be described. 
On the basis of work performed by the author within an 
empirical context [Peuquet, 1984; Smith, Peuquet and Menon, 
19871, it seems that all spatial relationships can be stated in 
terms of the following primitives; 
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boolean set operations 
distance 
direction 
For example, the higher-order spatial relation 'nearest neighbor' 
can be expressed as a series of relative distance relationships. 
Similarly, 'between' can be expressed as a specific and limited 
combination of possible direction relationships. 'Touching' or 
'adjacent' can be expressed as a special case of distance, where 
the distance between one object and a second object equals zero 
at one or more locations and is never less than zero. 'Left-of', 
'right of', 'above' and 'below' are specific instances of the 
same relational concept (i.e., direction) in that the same model 
holds for all. A model for 'left of' becomes a model for 'right 
of' after performing a 180 degree coordinate rotation on the 
data. 
This implies that developing an understanding of spatial 
relations in a formal, theoretical context is a much more tenable 
task than had been previously assumed, as only three spatial 
relationships, their characteristics and interactions need to be 
formally defined. All other spatial relations can then be 
defined in terms of these primitive relations and a set of 
combinatorial integrity rules. This is also particularly 
0 
encouraging in the derivation of a complete and robust framework. 
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For the following discussion of spatial relationships, the 
quadtree model will be used as a basis for the algorithmic 
approaches given. Binary data layers will also be assumed for 
ease of exposition. The following conventions will be used for 
the following discussion: 
1.) A black node denotes a quadrant at any level in the 
hierarchy that is homogeneous with respect to a 
particular data value. A white node denotes the 
absence of data (i.e., a null cell). A grey node 
denotes a cell that is not homogeneous with respect to 
a particular given data value. 
2 . )  A grey node will always have at least one node below it 
in the hierarchy that is black. Black and whits nodes 
will always be terminal nodes. 
All algorithms described in the following sections operate  by 
traversing the quadtree hierarchical structure. 
e 
0 
Boolean Set Operations 
Boolean set operators in the spatial domain are commonly 
known as map overlay operations. Conceptually, these are direct 
carry-overs from the non-spatial domain. All of the well-known 
e 
algebraic and syntactic properties therefore apply [Behnke et. 
al., 19861. The only distinguishing factor here is that the two 
sets represent sets of locations in space. If the two locational 
sets define two respective contiguous areas, then these opera- 
tions are literal interpretations of the classical boolean 
diagrams, as shown in Figure 3a. As spatial set operations they 
do not, however, need to be single, spatially contiguous features 
(cf. Figure 3b). 
Such operations on spatial data represented in tessellar 
form, usually a matrix of square cells, are fairly simple and 
straightforward. Algorithmic approaches for these boolean 
operations on quadtrees were presented by Schneier [1980]. These 
are special cases of the superimposition algorithms of Hunter and 
Steiglitz [1979] .  
a 
llsing the definitions for individual quadtree node 'colors' 
given, it is seen t h a t  these same algorithms are applicable to 
multi-valued input data layers. The resultant layer, however, 
remains binary because of the nature of the process involved. 
This means that for the resultant data layer, a black cell is 
interpreted merely as an 'on' cell and a white cell is interpre- 
~ 
ted as null or 'off'. l 
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Intersection - 
The quadtree set intersection algorithm of Schneier involves 
traversing two tree layers in parallel from the top down and 
selecting the appropriate action for one of only three conditions 
wherever the traversal reaches a black node: If a black node is 
encountered in both layers, then the corresponding node in the 
resultant tree layer is also black. If one layer is black and 
one is white, then the node in the resultant tree layer will be 
white. If one layer is black and the other is grey, then the 
corresponding node in the resultant tree layer is grey and the 
structure (i.e., the node colors) of the entire subtree below 
that node for that layer is also copied to the resultant tree 
layer. If the color encountered in both input layers are grey 
for a given node, then the descendant nodes are examined, 
recursively. 
Union - 
The quadtree union algorithm is very similar to the inter- 
section algorithm. Again, both input layers are traversed in 
parallel from the top down. If a black node is encountered in 
either of the input layers, the color at the same node for the 
resultant layer is black. If one layer is white and the other 
layer at the same node is grey, the color in the resultant layer 
is grey. The structure of the entire subtree below that node is 
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also copied to the resultant layer. Finally, if both layers 
encountered at a node are grey, then the entire process is 
repeated recursively for the descendant nodes. 
0 
Containment - 
0 
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Containment (i.e., subset) is normally viewed as a binary, 
predicate relation in that it has a true/false value for any two 
given areas. In again traversing the two layers in parallel, 
assuming the test is to see if A is contained in B y  the tree is 
descended breadth-first until a black node for A (i.e., a 
location completely covered by B) is reached. The color for B at 
the same node is then checked. If it is not also black, the 
value of the relation is 'false' and the operation ceases. If 
both are black, then the descent of the tree continues until the 
next black node for A is found and the test repeats. If no more 
black nodes for A are present, the operation ceases and the 
relation is 'true'. 
0 
Summary - 
0 
0 
It can be seen from the above that dealing with boolean 
spatial relationships is clearly defined and straightforward in a 
hierarchical implementation. The overall approach is also 
non-exhaustive by taking advantage of generalized information at 
higher levels in the hierarchy. Top-down traversal of the 
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e hierarchy also allows the entire process to be terminated at any 
selected higher level, yielding an approximate result at a chosen 
level of resolution. 
e 
Distance 
e 
Distance and direction relational operators are unique to 
spatial data. They are binary, as opposed to set, operators. The 
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result of these two relational operators is also a single value, 
and not another set of locations. Given their binary nature, 
both distance and direction can be expressed in human terms in 
reference to either the locational or the entity domain. For 
example: 
the distance between 4 1 d  30' N, 8 l d  30'W and 4 1 d  N, 79'W 
or 
the distance between New York City and Cleveland. 
However, since spatial relational operators operate only in the 
spatial domain by definition, entities must be translated into 
their locational descriptions. This brings up the question of 
scale. At some small scale, i.e., high in the locational 
hierarchy with low resolution representation, the locational 
description of an entity is represented as a single point 
location. At greater resolution, the entity may be perceived as 
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a linear or areal feature in space and is represented as a set of 
locations. Polygonal and linear features cause complications for 
both distance and direction, as will now be described in the case 
of distance. 
Distance between two point locations is clearly understood 
and is normally expressed in terms of one of three metrics, as 
follows. Let (xi,yi) and (x2,yz) be two points in Cartesian 
coordinate space. Then, 
a 
1.) E [(xi,yi),(xz,y2)] = (xi-x2)2 + (yi-y2)2 :euclidean 
2 . )  d4 [(xi,yi),(xz,yz)] = [xz-xil + lyz-yil :city block 
a 
3 . )  da [(xi,yi),(xz,yz)] = rnax(lxi-xzl,lyi-yzl) :chessboard 
a 
a 
a 
e 
Distance is thus mathematically defined from point to point and 
is symmetric (i.e., a D b implies b D a). The problem arises 
with polygonal and linear spatial features on how to determine 
these two points. Is the distance between two linear or polygon- 
al features defined as the minimum distance, the maximum distance 
or the distance between their centers of gravity or centroids? 
For all of these, the shape, sinuosity and relative positions of 
the two features can affect how distance can be determined 
algorithmically. 
For geographic features, we must assume that the features 
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can be areal, linear or point in nature, and have any arbitrary 
shape in any orientation in relation to each other. They can 
also be convex, concave and of arbitrary sinuosity. Polygons can 
be multiply connected (i.e., have holes). To outline a specific 
example of how distance can be determined for geographic features 
represented in quadtree form, an algorithmic approach for 
determining minimum distance between any two features will be 
briefly described. For a more detailed description, the reader 
is referred to Peuquet [1987b]. This approach takes advantage of 
the manner in which quadtrees hierarchically subdivide space. 
The basic steps are as follows: 
1.) Find the smallest common quadrant that completely 
encloses both features. 
2.) Recursively subdivide the quadrant until the features 
or portions of the two features, occur in separate 
quadrants. This will result in two or more pairs of 
adjacent quadrants at different levels of the hierarchy 
(cf., Figure 4 ) .  Quadrants containing parts of either 
feature that cannot be paired in this manner are 
discarded. 
3 . )  For each quadrant in each pair, use 'line of sight' 
relative to the adjacent quadrant to determine the 
approximate facing sides of the respective feature 
boundaries. 
4 . )  Calculate minimum distance between the two 'visible' 
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sides for each pair of quadrants and take the minimum 
distance among all pairs. 
Similar to the boolean operators, the distance algorithm given 
below can be used to generate approximate results by limiting the 
depth in the hierarchy used by the algorithm for both quadrant 
subdivision and calculation of visible boundaries. 
Direction 
By far the most complex spatial relational operator is 
direction (ie., relative position between two locational fea- 
tures). This relational operator is binary and, assuming a 
finite number of discretized directions, each specific direction 
is coupled with an inverse [Freeman, 19733. For example; 
a NORTH b implies b SOUTH a 
e 
Similar to direction, we can only specify an exact, quanti- 
tative value for this operator between two points. For the 
measurement of relative direction with respect to linear or areal 
features, we again have the problem of; between what two points 
on the two features, respectively, is the relation determined? 
The human response in this case is to simply be less precise. In 
other words, we use a generalized measurement such as north, 
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north-west, south, etc., instead of degrees of inclination from 
the horizontal. This is also all the precision we may wish to 
record for the direct relation between two points. Therefore, as 
we go up the locational hierarchy, there would be increasing 
tendency to use approximate directional measurements. 
The approximate directional relationship between two 
polygons (e.g., left, above, beside, east, north), because it is 
approximate, is often dependent on human interpretation. The 
problem is made even more complex in the case of arbitrarily-- 
shaped, non-point features because of the effects that relative 
size, distance, shape and orientation have on the perceived 
directional relationship. The rigidness of the interpretation can 
also be influenced by the application. A model that can handle 
all possible cases is consequently difficult to derive except in 
a very generalized form. 
A number of researchers have offered insights into the 
perceptual characteristics of this and other spatial relations, 
most notably Freeman [1973], Winston [1975], Evans [l968] and 
Haar [1976]. Their models of the directional relationship, 
limited primarily to points and squares, have recently been 
integrated and extended to arbitrarily-shaped features [Peuquet, 
19863. 
The primary perceptual characteristic of generalized 
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direction is that the area of acceptance for any given direction 
increases with distance. This implies that, in general, any 
procedural definition for this relational operator must incor- 
porate a triangular geometry, as shown in Figure 5 .  A simple 
method for determining approximate direction in the quadtree 
locational representation is outlined below. This method 
incorporates the triangular geometry for more precise determina- 
tions and calculates the result relative to the two centers of 
gravity for the two features: 
1.) Find the smallest quadrant that completely encloses 
feature A and also the smallest quadrant that complete- 
ly encloses feature B. 
2 . )  Adjust the relation so that it is in relation to the 
larger feature (and larger quadrant). 
3 . )  If only a very general approximation is desired, divide 
the area around the larger feature into 8 possible 
directions according to the top, bottom and sides of 
the larger quadrant (cf., Figure 6 )  and stop. 
4.) Otherwise, find all quadrants completely covered by 
feature B and the same for feature A .  (In other words, 
find the complete spatial definition of each feature) 
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5 . )  Calculate the center of gravity for each feature. 
6.) Calculate degrees of arc from the reference feature to 
the second feature relative to the two points. If 
exact measurement is desired, stop. 
7.) Otherwise, from the center of gravity of the reference 
feature, assume the surrounding area outside of the 
feature is divided equally into eight possible 
directions defined as ranges in degrees of arc (cf., 
Figure 7). 
This simple procedure as described may give erroneous results for 
intertwined features. For a more complete procedure that takes 
such situations into account, see Peuquet [1987a]. 
Unresolved Problems 
a 
The short discussion for each spatial relational operator 
above shows that the further development and understanding of 
such operators holds promise; 
1.) by virtue of the small number of primitive relational 
operators, and 
2 . )  because some understanding and adequate algorithmic 
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approaches for primitives already exists. 
It is quickly seen that there is a wide variation in how 
certain aspects of these primitives may be defined. Further 
verification that the three operators given in the present paper 
do in fact comprise the set of primitive spatial relational 
operators needs to be undertaken. 
Distance and direction are normally defined as binary 
operators. Models developed for these relationships, and 
subsequently algorithms derived from these models, by definition 
assume the presence of only two features. This is often not the 
situation on how a human may pose a spatial question. For 
example, a typical question may be; "Find the locations of all 
nuclear power plants within 50 miles and upwind of any urbanized 
area within the U.S." Here, what is implied is a set operator 
that compares the set of all nuclear power plants with the set of 
all urbanized areas. An area for further research is therefore 
how to extend our current binary models of primitive spatial 
relational operators so that they can be effectively applied to 
s e t s  of spatial features. 
While this would increase the level of correspondence 
between the definition of spatial relational operators to human 
perception, there is perhaps a more important aspect. The 
definition of a l l  spatial relational operators as set operators 
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would allow the uniform application of set theory. This would 
significantly increase the potential power of any spatial 
relational algebra or relational calculus in defining how these 
operators can be combined in a formalized, mathematical sense. 
There is obviously a very fuzzy line between objective and 
subjective definitions for idealized geometric relational 
definitions. This was quickly seen in the definition of direc- 
tion in a necessary generalized form. Some influence of subjec- 
tive or interpretive meaning is unavoidable by the very nature of 
the spatial model. 
This brings up an obvious issue that has not been explicitly 
stated so far in the present discussion: There are wide varia- 
tions in semantic meanings of spatial relations in natural 
language expressions. This is significantly beyond the scope of 
the current research. The first task is certainly to derive 
canonical geometric description functions for primitives and a 
mechanism for combining them in a strict, formalized manner. 
With this in hand, the problem of defining semantic deviations in 
context from these 'ideal' forms, including definition of 
approximations, could be more easily handled. Past research in 
this area has so far revealed more problems than answers [Hersko- 
vits, 19851. The eventual derivation of at least some general 
usage and integrity rules for combining spatial operators in 
varying contexts as well as flexible orderings would signifi- 
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cantly enhance the overall power of the spatial model. 
SUMMARY AND FUTURE DIRECTIONS 
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The elements and characteristics of a formalized conceptual 
framework has been discussed and an example of a structure for 
representing spatial knowledge has been described. From this it 
seems that the overall characteristics suggested (e.g. , hierar- 
chical structure, separation of locational and conceptual views 
and the ability to store knowledge at variable levels of com- 
pleteness and precision), draws great support on the basis of an 
agreement of findings among related disciplines. Given a 
significant amount of research in the recent past, powerful 
methods for appropriately representing both locational and object 
views conforming to these characteristics are shown to be 
available. 
This discussion, however, hints at many other issues. 
Several issues, unique to the geographic context, remain as major 
obstacles in using this as a functional knowledge representation 
for practical applications and prime areas for further theore- 
tical research. The first, mentioned in the present paper, is in 
refining the definitions and understanding of primitive spatial 
relationships and how they interact so that, at minimum, a 
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relational inference structure can be developed. This is needed 
before these primitives can be stated as formal definitions of 
higher-order relations and before integrity rules for combining 
operations can be defined. 
The other is to further examine the functional linkages 
between the locational and object entity representations. In the 
discussion of the representation of spatial entities, it was 
mentioned that a 'locational indicator' can be stored with the 
representation of any given object entity. This is the link 
between the locational and object views, and is therefore a 
critical component of the dual representation scheme suggested. 
But what form should this take? - Certainly not a complete 
locational definition in all but perhaps a very few cases, if 
ever. From a perceptual standpoint, this would be extremely rare 
for anyone to know the explicit coordinate definition for any 
spatial object. From an operational database standpoint, that 
would be redundant data already being stored in the locational 
representation. Point indices representing a centroid or center 
of gravity also do not make sense in either a logical or 
practical context. 
There is currently a significant amount of research being 
conducted on the handling of large, heterogeneous data sets in 
geography as well as other fields that deal with both spatial and 
non-spatial data. It has been shown that much of what has been 
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learned in the contexts of these other fields can be applied to 
solving the data handling problems within the geographic context, 
as well as to expand the theoretical foundation of Geography as a 
whole. It has also been shown that a unified framework for 
modeling geographic phenomena need not be as complex as had been 
previously anticipated. A suggested general direction has been 
given in this paper. 
a 
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A simple o b j e c t  tree 
Genera l  q u a d t r e e  s t r u c t u r e :  numbers show a h i e r a r -  
c h i c a l  l o c a t i o n a l  i n d e x i n g  scheme 
T r a d i t i o n a l  boolean  o p e r a t i o n s  
Union o f  a and b where a and b r e p r e s e n t  separate sets 
o f  f e a t u r e s .  R e s u l t a n t  f e a t u r e s  are shaded .  
To c a l c u l a t e  d i s t a n c e  between two f e a t u r e s ,  t h e  
q u a d r a n t  c o n t a i n i n g  t h e  two f e a t u r e s  i s  r e c u r s i v e l y  
subd iv ided  u n t i l  t h e y  each  o c c u r  i n  separate q u a d r a n t s .  
D i s t a n c e  h e r e  is  t h e n  c a l c u l a t e d  f o r  t h e  f a c i n g  s i d e s  
o f  t h e  p o r t i o n s  of polygons  between q u a d r a n t s  20 & 22 
and between q u a d r a n t s  22 & 2 1 .  Other  q u a d r a n t s  are 
i g n o r e d .  
The area of a c c e p t a n c e  i n  d e t e r m i n i n g  r e l a t i v e  d i r e c -  
t i o n  ( shaded)  i n c r e a s e s  w i t h  d i s t a n c e  p roduc ing  a 
t r i a n g u l a r  geometry.  
Approximate r e l a t i v e  p o s i t i o n  f o r  most cases c a n  be  
de te rmined  wi th  a 9 - c e l l  m a t r i x  c o n s t r u c t e d  a round t h e  
e 
7 
larger feature. 
A more precise determination of relative position can 
be caluclated by radiating sectors from the centroid of 
the larger feature as boundaries between descretized 
directions. 
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