Werner states are defined as bipartite qudit states that remain unchanged under application of arbitrary unitary operators acting on both subsystems simultaneously. Their preparation is a crucial ingredient in entanglement distillation protocols. This thesis deals with an iterative approach to prepare Werner states asymptotically, using random unitary operations. The asymptotic dynamics of random unitary operations are linked to algebraic properties of the involved unitary operators applying results about general quantum operations. Then a family of random unitary operations is constructed, which prepares Werner states asymptotically for an arbitrary finite dimensional bipartite qudit system. Finally, this construction is applied in qubit and qudrit systems, where the convergence rate is optimized numerically.
1 Introduction
Werner states are physical states of a bipartite quantum system that are invariant under application of arbitrary unitary operators acting on both subsystems simultaneously. Initially, Werner came up with this family of states in 1989 as an example of states admitting a hidden variable theory without being classically correlated [1] . Further on, because of their interesting properties, Werner states became frequently used examples in quantum information theory. Additionally, practical applications involving the preparation of Werner states are known, for instance in quantum state purification [2, 3, 4] . The problem that is being addressed in this thesis is how to prepare these states.
An obvious approach is obtained by the fact that all Werner states are of the form
where X is some bipartite state and µ is the Haar measure 1 on the locally compact Hausdorff group U(d) of unitary operators in dimension d. So if one picks a unitary U ∈ U(d) at random, let it act on the initial state X according to equation (1) and repeats this process over and over, eventually the resulting state will converge to a Werner state. This procedure can be thought of as computing the integral (1) using the Monte Carlo method. However, this approach is not very practical since one would have to prepare a large number of unitary operators to act on the system. This thesis deals with the approach of constructing a single quantum operation T that prepares Werner states asymptotically, i.e. such that T n X converges to a Werner state for any initial state X and n → ∞. If T can be implemented using just a few unitary operators then the effort reduces dramatically when compared to the first approach. Additionally, the usage of quantum operations allows for estimates about the quality of convergence. The construction of random unitary operations for the asymptotic preparation of Werner states will be presented as a practical application of the very general theory of quantum operations and their asymptotics.
This work is organized as follows. In the beginning, chapter 2 introduces all required basic concepts, including some theory about Werner states, a summary of results about quantum operations and their application in the special case of random unitary operations, as well as a brief discussion of elementary representation theory of finite groups. In chapter 3 we will apply the established foundations in order to construct random unitary operations that prepare Werner states in qubit systems. The next step is a generalization of the construction to arbitrary finite dimensional bipartite systems, which is essentially the subject of this thesis and will be addressed in chapter 4. Finally, in chapter 5, we will consider numerical examples in bipartite qubit and qudrit systems and discuss some convergence issues.
All numerical evaluations were done using Python 3.5.2, in particular the packages NumPy and SciPy. For all numerical computations a precision of 10 −8 was chosen arbitrarily. All plots were created using the L A T E X package PGFPLOTS. For group theoretic analysis the computer algebra system GAP 4.10.1 was used. This thesis was handed in on 13.08.2019 and has been edited afterwards.
Basic Concepts
In the following we build up the required concepts that we are going to utilize for the asymptotic preparation of Werner states. We start in section 2.1 with defining Werner states properly and collect some of their properties, in particular introducing the Haar measure for averaging over infinite groups in section 2.2. After that follows the introduction of quantum operations in section 2. 3 and some results about their asymptotic behaviour are presented. We will then apply those in chapter 2.3.2 in the special case of random unitary operations. At last, in section 2.4 the basic notions of representation theory for finite groups are being introduced, which will in the end allow for an elegant formulation and proof of a structure result on asymptotic eigenvectors.
Werner States
We consider a bipartite quantum system of two d dimensional Hilbert spaces H = HA ⊗ HB. This describes a system of two particles which can be in d distinct states individually. We denote the space of bounded operators on H as B(H) and the space of unitary operators in dimension d as U(d). In this setting we define Werner states as follows:
Since operators of the form U ⊗ U will be used quite frequently throughout this work, we introduce the shorthand notation U⊗ := U ⊗ U for U ∈ U(d). Note that (U † )⊗ = (U⊗) † =: U † ⊗ and (U⊗)(V⊗) = (U V )⊗. We write U⊗.U † ⊗ for the map B(H) → B(H), X → U⊗XU † ⊗ . Using this notation, Werner states are precisely those states that are invariant under U⊗.U † ⊗ for all U ∈ U(d). In section 2.2.1 we will see that equation (1) gives the general form of a Werner state. However, there is a more useful expression for Werner states. First define the flip operator F : H → H, |φ ⊗ |ψ → |ψ ⊗ |φ ,
which flips the particle states of A and B. Now define the symmetric and asymmetric projection operator as Psym := 1 2 (1 + F )
where 1 denotes the identity. The operator Psym projects onto the eigenspace ker(F − 1), whereas Pasym projects onto the eigenspace ker(F + 1). We find that any Werner state is a linear combination of these projections. Psym
Pasym.
We prove this result using a variation of the original proof given by Werner [1] . Fix some orthonormal basis |1 , ..., |d of HA or HB respectively. We define an orthonormal basis of H by
where i, j ∈ {1, ..., d} and i < j. This defines an eigenbasis of F , where |φi and |φij have eigenvalue 1 while |ψij has eigenvalue -1. It follows that Psym and Pasym are given by
In particular, we find
Now we prove Theorem 2.1.
Proof. To begin with, note that Psym and Pasym commute with any U⊗ for U ∈ U(d) as F does, which can easily be checked explicitly using some orthonormal basis. This shows that equation ( 
and the same argument applies to the diagonal matrix elements corresponding to |φi,j and |ψi,j if 2 = i < j, using a unitary operator that exchanges |i and |1 as well as |j and |2 simultaneously. If i = 2 < j then one can use the unitary implementation of the three cycle (21j), i.e. |2 → |1 → |j → |2 .
It remains to show φ1| ρ |φ1 = φ1,2| ρ |φ1,2 . Consider Uϕ = Rϕ ⊕ 1 d−2 where Rϕ is a two dimensional rotation on span(|1 , |2 ) given by its matrix representation Rϕ = cos ϕ − sin ϕ sin ϕ cos ϕ .
If we choose ϕ such that sin ϕ = 0 = cos ϕ then it follows
This finally shows ρ ∈ span(Psym, Pasym). Since ρ is a physical state we require Tr [ρ] = 1, therefore by equation (7) the desired form follows.
Note that we used a large number of unitary operators during the proof, depending in particular on the dimension d. Later we will see that surprisingly only three unitary operators suffice to obtain this result in arbitrary dimensions 2 .
Haar Measure and Twirling
Finite groups possess the notion of averaging over all group elements. If f : G → C n is a map on the finite group G then the average of f under G is implemented as
Observation 2.2. The following properties of aG(f ) hold:
• The map f → aG(f ) is linear.
• For all g ∈ G and any translation 3 τg : h → gh we have aG(f • τg) = aG(f ).
This concept can be generalized to arbitrary locally compact Hausdorff groups. This is done by constructing a measure on such a group that has certain invariance properties, and thus gives rise to an integral that has similar properties like aG. The following presentation is based on [5] . In order to be precise, we recall some basic definitions from topology and topological group theory:
Definition. (a) A topological space is called Hausdorff if all distinct points can be separated
by disjoint open sets. (b) A topological space is called locally compact if every point possesses a compact neighbourhood. (c) A group G together with some topology is called topological group if the inversion map g → g −1 is continuous. We denote with B the set of Borel sets on G, which is defined to be the σ-field generated by all open sets. We will only consider cases where G is a subgroup of U(n), so it is important to note that indeed U(n) is a locally compact Hausdorff group 4 , and therefore so is every subgroup. Theorem 2.3. Let G be a locally compact Hausdorff group. Then there exists a unique measure µ : B → R satisfying the properties:
• µ(G) = 1
• µ is quasiregular, i.e. inner regular for all measurable sets and outer regular for all open measurable sets.
The measure µ is called the Haar measure on G.
Now we set for any measurable map f : G → C n , in analogy to the finite case:
We find, that all properties stated in Observation 2.2 carry over.
Twirling and Werner States
Definition. Let H be an n dimensional Hilbert space, G be a subgroup of U(n). We define the twirling operation of G on B(H) as
where µ is the Haar measure on G. The images of tG are called twirling states of G.
We therefore obtain the following property of twirling operations.
Observation 2.4. Let tG be the twirling operation of G ⊆ U(n) on B(H), let U ∈ G. Then we have U tG(X)U † = tG(X) for all X ∈ B(H).
Proof. Let µ be the Haar measure of G, let τU be the right translation of U . We find for all X ∈ B(H):
We can now prove rigorously that equation (1) indeed defines Werner states in general.
Proposition 2.5. As in section 2.1, let H = HA ⊗ HB ≃ C d ⊗ C d and set for convenience of notation
Then Werner states are precisely the states tU (X) for X ∈ B(H).
Proof. If ρ ∈ B(H) is a Werner state then
Conversely, for all X ∈ B(H) and U⊗ ∈ U we find U⊗tU (X)U † ⊗ = tU (X) by Observation 2.4.
Quantum Operations
Let H be an finite dimensional Hilbert space over C with scalar product .|. , let B(H) be the Hilbert space of bounded operators on H with the Hilbert Schmidt scalar product A, B HS = Tr A † B . If not stated otherwise, throughout this section B(H) will be equipped with the norm that is induced by the Hilbert Schmidt scalar product. As H is isomorphic to the unitary space C n for n = dim(H), B(H) is isomorphic to the space C (n,n) of n × n matrices.
The notion of quantum operations is that of mapping states to states within B(H). As states are defined to be the matrices X ∈ B(H) with X ≥ 0 and Tr [X] = 1, such an operator should preserve positivity and be trace non-increasing.
Definition. A linear map T : B(H) → B(H)
is called quantum operation if it is trace non-increasing and completely positive, i.e. for all k ∈ N0 and X ∈ C (k,k) ⊗ B(H) it holds
If T is additionally trace preserving, it is called quantum channel.
The following proposition gives a useful characterization of these properties. A proof can be found in [6] . 
The Ai are called Kraus operators of T . 
What happens if we iterate such a map, apply it on an initial state and consider the limit? If the quantum operation is diagonalizable then the answer is obvious: All eigenvectors corresponding to eigenvalues with unit modulus determine the limit, all other eigenvectors vanish asymptotically. As it turns out, this remains true in the general case.
Asymptotic Dynamics of Quantum Operations
Let T be a quantum operation, let σ ⊆ C be the set of all its eigenvalues and σ1 := { λ ∈ σ | |λ| = 1 } ⊆ σ be the set of unit modulus eigenvalues. For any λ ∈ σ let d λ := dim ker(T − λ1) be the geometric multiplicity of λ. We denote with X λ,1 , ..., X λ,d λ ∈ ker(T − λ1) the d λ pairwise linearly independent eigenvectors and choose them to have unit norm. For i ∈ {1, ..., d λ } we associate with X λ,i its dual vector X λ,i ∈ B(H) defined by
That such dual basis vectors always exist follows from Riesz theorem. We now obtain the asymptotic behaviour of T explicitly as follows:
Then it holds T n (X0)−X∞(n) → 0 for n → ∞, where . denotes the Hilbert Schmidt norm. More specifically, if we set
then we obtain the following estimates: (a) If T is diagonalizable then we have
for all n ≥ m, where m is the greatest multiplicity of all eigenvalues in the minimal polynomial of T and C > 0 is some positive constant.
As an immediate consequence of the theorem we obtain the following corollary: Corollary 2.9. For a quantum operation T and X0 ∈ B(H) the following assertions are equivalent:
Definition. In the case that one of the equivalent conditions in Corollary 2.9 is met, we call the quantum operation asymptotically stationary. Eigenvectors corresponding to eigenvalues of unit modulus will be called asymptotic eigenvectors subsequently.
The proof of the theorem for general quantum operations uses a matrix representation of T in Jordan normal form, which always exists since its characteristic polynomial splits into linear factors over C. The main result T n (X0) − X∞(n) → 0 is proven in [7] . Since later discussions of convergence issues will involve the estimates (12) and (13) which are not given in the paper, we carry out parts of the proof explicitly.
Proof. First consider the case where T is diagonalizable. Then we can write
where P λ is the (not necessarily orthogonal) projection onto the eigenspace ker(T − λ1). It follows
for some constant C > 0. Now let T be an arbitrary quantum operation. We put T in Jordan normal form and write
in its corresponding basis and 1 ≤ l λ,i ≤ m λ with the multiplicity m λ of λ in the minimal
Using induction, one can easily show
for all n ∈ N, where we set n k := 0 if k < 0 or k > n. Since l − k ≤ l λ,i ≤ m λ this can be further estimated to
which holds for all n ≥ m λ . Let J λ,i ∈ C (l λ,i ,l λ,i ) for λ ∈ σ and i ∈ {1, ..., d λ } be a Jordan block and X ∈ C l λ,i be some vector. For all n ≥ m λ we obtain an estimate in the supremum norm . ∞ w.r.t. the Jordan basis of T as
Now we use the fact proven in [7] , that all Jordan blocks corresponding to eigenvalues of unit modulus have dimension 1, i.e. l λ,i = 1 for all λ ∈ σ1, i ∈ {1, ..., d λ }. If we denote with P λ,i the projection onto the subspace of the eigenspace ker(T − λ1) corresponding to J λ,i , it follows
for some constant C ′ > 0 and m = max λ m λ . Now note that in finite dimensional vector spaces all norms are equivalent, which completes the proof.
Note that if T even is unitarily diagonalizable, i.e. there exists an orthonormal eigenbasis of T , then we can calculate a bound for the constant C in equation (12) explicitly. In this case P λ is an orthogonal projection, therefore it has operator norm 1 and we find
with ν := |σ \ σ1|. For a non-orthogonal projection P λ we can estimate
using the Cauchy-Schwarz inequality, thus if the dual basis vectors are known then a bound for C can be calculated as well.
To determine the asymptotic dynamics it remains to calculate the dual eigenvectors, which can in general be a quite tedious problem since the eigenvectors of T are not orthogonal w.r.t. each other in general. Fortunately, if T possesses a positive state 0 < ρ ∈ B(H) with T (ρ) ≤ ρ one can find a dramatic simplification of the problem. The idea is to consider the inner product
instead of the Hilbert Schmidt scalar product. As it turns out, the eigenspaces of two distinct eigenvalues in σ1 are orthogonal w.r.t. this new scalar product, which gives rise to an explicit expression for the dual eigenvectors.[7]
Then the dual eigenvector of X λ,i is given by
Now that we have a nice tool for dual eigenvectors, it remains to determine the actual asymptotic eigenvectors. If ρ even is a fixed point of T then one can show the following handy characterization of such eigenvectors, which links the problem to the individual Kraus operators. [7] Theorem 2.11. Let A1, ..., A k ∈ B(H) be the Kraus operators of T , let 0 < ρ ∈ B(H) be a fixed point of T and let λ ∈ σ1. Then X ∈ ker(T − λ1) if and only if all of the following equations are satisfied for all i ∈ {1, ..., k}:
The equations (17) are known as attractor equations and provide a powerful algebraic tool for determining the eigenspaces that contribute to asymptotic dynamics of a quantum operation.
Random Unitary Operations
For preparing Werner states in a bipartite System we are particularly interested in quantum operations with Kraus operators that are multiples of unitary operators. Such operations are called random unitary operations.
Definition. Let p1, ..., p k ∈ (0, 1] with k i=1 pi = 1, let U1, ..., U k ∈ U(n). Then the quantum operation
is called random unitary operation.
We will refer to the Ui as the unitary Kraus operators of T , despite the fact that the Kraus operators of T are actually √ piUi. There is a straightforward way of implementing random unitary operations practically, which also justifies the name: One prepares every unitary operator Uj to act on the system with a probability pj. After a sufficient amount of random applications the resulting state will then be close to the iterative application of T .
Note that any random unitary operation T is a quantum channel, since
In particular 1 is a positive fixed point of T , and we can significantly simplify the results obtained in section 2.3.1. To begin with, for ρ = 1 the inner product ., . ρ coincides with the Hilbert Schmidt scalar product and therefore equation (16) implies X λ,i = X λ,i for all λ ∈ σ1, i.e. all distinct asymptotic eigenvectors are orthogonal to each other. Using this fact, Theorem 2.11 with Kraus operators Ai = √ piUi yields this corollary:
Corollary 2.12. Let T be a random unitary operation as in equation (18), let λ ∈ σ1. Then X ∈ ker(T − λ1) if and only if we have Uj XU † j = λX for all j ∈ {1, ..., k}. Equivalently we can write
Note that in particular asymptotic eigenvectors are independent of the choice of coefficients pi. Now we go a step further and investigate the eigenspace for the eigenvalue 1, since in the case of a stationary asymptotic behaviour (σ1 ⊆ {1}) this is the only eigenspace we care about. What can we say about the eigenvectors? Surprisingly, we find a connection to the group that is generated by the unitary Kraus operators. Define G := U1, ..., U k ⊆ U(n), which is an at most countable subgroup of the unitary group. Then we can show that the eigenvectors corresponding to the eigenvalue 1 are precisely the twirling states of G on B(H) (recall section 2.2.1).
Theorem 2.13. Let T be a random unitary operation of the form (18). Then the eigenspace for eigenvalue 1 is given by
where tG is the twirling operation of G on B(H), as defined in equation (8).
Conversely, if X ∈ B(H) then by Observation 2.4 we find for all j ∈ {1, ..., k}
In particular the group G determines the eigenspace ker(T − 1), and if two random unitary operations have the same group associated with them, then they share this eigenspace as well.
Representation Theory of Finite Groups
In abstract algebra, group theory provides a frame for a very general understanding of basic structure, that has proven itself to be very useful throughout mathematics. Due to its abstract nature, it is not obvious how to utilize its results in real world applications that usually take place in vector spaces. This is where representation theory comes in. In the following let G be a finite 5 group and V be a complex vector space. We denote with GL(V ) the automorphism group of V , i.e. the set of all bijective linear operators on V .
The dimension of V is called the degree of the representation. Occasionally the representation (V, ϕ) is referred to just by ϕ.
In particular we have ϕ(e) = 1 and ϕ(g −1 ) = ϕ(g) −1 by the homomorphism property (e denotes the neutral element of G).
For illustration purposes we consider the following examples of group representations: (a) The representation obtained by setting ϕ ≡ 1 is called the trivial representation.
Then the corresponding representation is called the regular representation of G (note that any linear map is determined by its action on the basis vectors). (c) Let G be generated by finitely many elements g1, ..., gn of a larger group H, let V be some complex vector space. Now choose automorphisms A1, ..., An ∈ GL(V ) and set ϕ(gi) := Ai for i ∈ {1, ..., n}. This defines a unique representation (V, ϕ), as the homomorphism property of ϕ requires
Definition. Two representations (V, ϕ) and (V ′ , ϕ ′ ) of G are said to be equivalent (or similar, isomorphic) if there exists a vector space isomorphism τ :
If V is finite dimensional then images of ϕ can be identified with regular matrices w.r.t. some fixed basis. In this case another way of saying that ϕ and ϕ ′ are equivalent is that there exists a matrix T ∈ GLn(C) such that T ϕ(g)T −1 = ϕ ′ (g) for all g ∈ G. In particular, two one dimensional representations are equivalent if and only if they are identical.
(c) ϕ is called reducible if there exists a decomposition of ϕ into a direct sum of two or more non-trivial subrepresentations. Otherwise it is called irreducible.
We consider some of the most important results from elementary representation theory. The proofs can be found in any book about representation theory, for instance [8] .
Theorem 2.14. Any representation of finite degree decomposes into a direct sum of irreducible representations.
(a) If ϕ1 and ϕ2 are not isomorphic then f ≡ 0.
In particular all irreducible representations of abelian groups are one dimensional. Now we have the tools ready to prove the following result, which will be a key observation for constructing random unitary operations with specific asymptotic eigenvectors.
Theorem 2.16. Let (V, ϕ) be a representation of G of degree n ∈ N that decomposes into a direct sum of one dimensional subrepresentations. Let B = (|b1 , ..., |bn ) be the basis of V formed by the normalized basis vectors that span the one dimensional subspaces corresponding to the irreducible subrepresentations. If the subrepresentations are pairwise inequivalent then
Proof. For any i ∈ {1, ..., n} we write the corresponding irreducible representation as
where φi : G → C \ {0} can be thought of as the 1 × 1 matrix representation of ϕ| span(|b i ) . Now fix i ∈ {1, ..., n} and expand X |bi in the basis B as X |bi = k λ k |b k . For all g ∈ G and j ∈ {1, ..., n} it holds
Suppose we have λj = 0 for some j ∈ {1, ..., n}. We claim that this implies φi ≡ φj , which then yields i = j since φi and φj are assumed to be inequivalent for i = j. We find for all g ∈ G
In particular all matrix elements corresponding to inequivalent one dimensional representations vanish. Note that if V ⊆ U(n) then ϕ(G) ⊆ U(n) is a finite subgroup and we have X = t ϕ(G) (X), which draws a connection towards the asymptotic eigenvectors of random unitary operations (recall Theorem 2.13).
Preparation of Werner States in Bipartite Qubit Systems
The following construction is based on calculations from Prof. Dr. Alber, which he provided through private communication. We consider a bipartite qubit system, represented by a four dimensional Hilbert space H = HA ⊗ HB with dim(HA) = dim(HB) = 2. We fix some orthonormal basis (|1 , |2 ) of HA (or HB resp.) and work in the basis of H that is given by the Bell states
The projection operators defined in equation (3) 
where σj is the j-th Pauli matrix. h (1) and h (2) generate the quaternion group Q8 = { ±1, ±iσj | j = 1, 2, 3 } which has order eight. We obtain a representation ϕ of Q8 on H by setting
What are the irreducible subrepresentations that ϕ decomposes into? The action of ϕ(h (1) ) and ϕ(h (2) ) on the Bell states is given by
Thus the four one dimensional subspaces spanned by the Bell states are invariant under ϕ(h (1) ) and ϕ(h (2) ), i.e. ϕ decomposes into four one dimensional subrepresentations. In particular these subrepresentations are pairwise inequivalent, as the action of Q8 on distinct Bell states differs in signs. We now consider the random unitary operatioñ
By Theorem 2.13 the eigenvectors ofT corresponding to eigenvalue 1 are the twirling states of Q8, which are by Theorem 2.16 diagonal in the Bell basis as Q8 is finite (note that A1 ⊗ A1, ..., A k ⊗ A k ≃ A1, ..., A k for all unitary operators A1, ..., A k ). Thus we have achieved diagonality of the asymptotic eigenvectors ofT , which is necessary for asymptotic preparation of Werner states, but not sufficient. It remains to identify the diagonal matrix elements corresponding to the Bell states |Φ± and |Ψ+ . We therefore introduce another unitary operator U which acts on H by permuting these states (up to some phase).
We modifyT to obtain a random unitary operation
where, of course, the factors p1, p2, p3 ∈ (0, 1) have to be adjusted to satisfy p1 +p2 +p3 = 1. Let X ∈ ker(T − 1). Then by the previous arguments above X is Bell diagonal. Further Theorem 2.11 implies that X is an eigenvector of U⊗.U † ⊗ as well, so in particular X is an eigenvector of U † ⊗ .U⊗ for eigenvalue 1. It follows
which shows that according to equation (19) X is a Werner state. As X ∈ ker(T −1) was chosen arbitrarily we finally conclude that ker(T − 1) = span(Psym, Pasym), i.e. if T is asymptotically stationary then T n X0 converges to a Werner state for all X0 ∈ B(H) and n → ∞.
Convergence Properties
We now define the group G := h1, h2, U ⊆ U(2), which turns out to be isomorphic to the group SL(2, 3) of 2 × 2 matrices with determinant 1 over the field Z/3Z, which has order 24. It immediately follows from Theorem 2.13 that for any choice of operators A1, ..., A k ∈ G with G = A1, ..., A k the corresponding random unitary operation (18) with Ui = Ai ⊗ Ai has the same asymptotic property, i.e. if it is asymptotically stationary then it prepares Werner states asymptotically. A close analysis using the computer algebra system GAP showed that for the case of two generators, there are 192 pairs of operators that generate G, whereas only 144 of them are asymptotically stationary. Astonishingly, these 144 pairs are exactly the ones out of the 192 pairs for which the associated random unitary operation is diagonalizable, which is a fact that is yet to be investigated.
One can compare these pairs in terms of convergence rates of the resulting random unitary operation. Recall that for a diagonalizable random unitary operation the iterative behaviour is determined by its eigenvalues. According to the estimate (12) the quantity
yields an appropriate value for comparing convergence rates. Of course, the value of λmax depends on the choice of the coefficients pj. In the case of two generators we have only one independent parameter 0 < p < 1, as the other coefficient is given by 1 − p. Thus we can variate p to minimize λmax.
A numerical evaluation reveals that in the case of two generators of SL(2, 3) the optimal value is λmax = 0.64324745 (1), which is obtained for instance 6 by the generators −iσ3 and iσ2U 2 . Note that U is an element of the normalizer 7 of Q8, i.e. for all g ∈ Q8 there exists some h ∈ Q8 such that gU = U h. It follows that any element of SL(2,3) can be written as gU k with g ∈ Q8 and k = 0, 1, 2. Figure  1 shows λmax as a function of p, we obtain a global minimum for p = 0.51705601 (1) .
In the case of three generators there are 1888 triples that generate all of SL(2,3), whereas 112 of them are not asymptotically stationary. The numerical evaluation gets more involved in this case, since λmax as a function of the parameters p1 and p2 is not differentiable everywhere, and the parameter variation underlies the constraint p1 + p2 < 1. Using a sequential least squares programming algorithm [9] it turns out that for different initial parameters the resulting minimized value λmax varies in orders of magnitude 10 −2 . Since it is not the aim of this thesis to determine the very best value possible, but to provide a sufficiently accurate estimate for later comparisons, we consider a fixed number of minimized values of λmax resulting from randomly chosen initial parameters. The approach that has been used for the results presented here goes as follows:
At first a large number Nran of pairs of parameters (p1, p2) are generated in a uniform way that is compatible with the constraint p1 + p2 < 1. Then the corresponding value λmax(p1, p2) is computed for each pair. The parameters resulting in the lowest value of λmax are used as initial values for the sequential least squares programming algorithm, which yields a minimized valuê λmax(p1,p2). This procedure is repeated Nopt times, the best value ofλmax(p1,p2) is the result.
Using this procedure, for Nran = 300 and Nopt = 50 the best possible value that was found for three generators isλmax = 0.17157291(1), resulting from iσ3U, −iσ3 and −iσ3U 2 with (p1,p2,p3) = (0.34314591, 0.31370849, 0.34314560). is indeed a global minimum, it goes beyond the scope of this work though to prove that and determine the minimal value of λmax.
Preparation of Werner States in Arbitrary Finite Dimensional Bipartite Systems
We now consider the general case of a d 2 dimensional bipartite system for d ≥ 2. Again we fix some orthonormal basis (|1 , ..., |d ) of HA (or HB, respectively) and consider the orthonormal basis |φi := |i |i ,
of H, w.r.t. which the projections (3) are diagonal and take the form
In order to motivate a generalization, we recap the construction steps made in chapter 3. One idea that comes up in order to generalize (1) is to consider cyclic groups, i.e. groups that are generated by a single element. As such they are in particular abelian, so that all irreducible subrepresentations are one dimensional by Schur's lemma. Unfortunately, since we are dealing with product operators of the form h ⊗ h, there is no straightforward way of ensuring that all one dimensional subrepresentations are pairwise inequivalent (for instance, if h is diagonal then there is no way of distinguishing |φi,j and |ψi,j in terms of h ⊗ h). However, we can still choose h ∈ U(d) in a way that as many subrepresentations are inequivalent as possible, and leave it to the other Kraus operators to compensate for this flaw.
As for generalizing (2), in the case d > 2 the situation becomes more complicated since U ⊗ U has to simultaneously fix the matrix elements corresponding to both all the |φi , |φi,j and all the |ψi,j . In this general setting it is quite difficult to come up with an explicit form of such an operator. But as it turns out, it is possible to use a permutation that acts transitively on all single particle states 8 and mix up the remaining orbits using a third Kraus operator.
Construction of a Random Unitary Operation
In the following we investigate the random unitary operation T defined by
where h, U, V ∈ U(d) are given as follows:
• For all k ∈ {1, ..., d} we set
i.e. h introduces a phase to every single particle state. The matrix representation of h w.r.t. (|1 , ..., |d ) is given by a diagonal matrix with entries e iπ2 1−d , e iπ2 2−d , ..., −1. As h is diagonal with all diagonal entries being roots of unity, it is clearly unitary and has finite order. In particular, h⊗ is diagonal w.r.t. the basis (5), therefore the representation ϕ h : h → GL(H), h → h⊗ decomposes into one dimensional subrepresentations that are given by these basis vectors. We claim that only d(d − 1)/2 of the possible d(d − 1) pairs of distinct subrepresentations are equivalent, namely the ones corresponding to the basis vectors |φi,j and |ψi,j for i < j. This follows from the fact that any real number has a unique binary expansion, so that if q = 2 −i + 2 −j then there is only one possible choice for i and j with i < j. We conclude, using the Theorems 2.16 and 2.13, that the only possible non-zero matrix elements of an eigenvector X ∈ ker(h⊗.h † ⊗ − 1) w.r.t. the basis (5) are the diagonal entries as well as φi,j| X |ψi,j and ψi,j | X |φi,j for i < j. Note that here we used the fact that h generates a finite group.
• As mentioned above, we set U |k := |(k mod 2) + 1 , for k ∈ {1, ..., d}. Physically speaking, U permutes all single particle states. By the same reasoning as in chapter 3, U⊗ fixes different matrix elements according to its orbits on the basis (5): If we have an eigenvector X ∈ ker(U⊗.U † ⊗ − 1) and some basis vectors |α 1/2 , |β 1/2 with U⊗ |α1 = |β1 and U⊗ |α2 = |β2 , then we find that
The orbits of U⊗ acting on the basis (5) are given by
Note that any orbit of |φi,j (and |ψi,j , respectively) has at least one representative of the form |φ 1,k (and |ψ 1,k resp.) for some k ∈ {1, ..., d}.
• We consider a general unitary operator A on span(|1 , |2 ), given by its matrix representation
where 0 ≤ ϕ < 2π, α, β ∈ C with |α| 2 + |β| 2 = 1. Note that any unitary 2 × 2 matrix can be expressed in this form, which can be shown using the fact that column and row vectors of a unitary matrix form an orthonormal basis. Now we set V := A ⊕ 1 d−2 . Investigating the action of V⊗ on the representatives |φ1 , |φ 1,k and |ψ 1,k of the orbits of U⊗, we find
where k > 2.
Asymptotic Preparation of Werner States
Using the definitions of h, U and V , as well as their properties that we have collected so far, we can now prove that, in the case of T being asymptotically stationary, T prepares Werner states asymptotically. The asymptotic stationarity of T is addressed inthe next section. Proof. Let X ∈ ker(T −1). Corollary 2.12 yields that X is a simultaneous eigenvector of h⊗.h † ⊗ , U⊗.U † ⊗ and V⊗.V † ⊗ . Therefore its only non-vanishing non-diagonal matrix elements w.r.t. the basis (5) are φi,j | X |ψi,j and ψi,j| X |φi,j for i < j, and matrix elements that belong to the same orbit of U⊗ (as in equation (23)) coincide. By equation (6) our goal is to show that X is diagonal and that all diagonal matrix elements corresponding to |φi , |φi,j , and respectively |ψi,j , coincide.
First we show that all non-diagonal matrix elements vanish. It holds
where we used α = 0 = β. Moreover, we have for all k > 1
By induction over k it follows φ 1,k | X |ψ 1,k = 0 for all k > 1. Analogously one shows ψ 1,k | X |φ 1,k = 0 for all k > 1. Now we consider the diagonal matrix elements. We find
Further we find for all k > 2
Analogously it follows ψ 1,k | X |ψ 1,k = ψ 1,k−1 | X |ψ 1,k−1 , so by induction over k we deduce φ 1,k | X |φ 1,k = φ1| X |φ1 and ψ 1,k | X |ψ 1,k = ψ1,2| X |ψ1,2 for all k > 1, which completes the proof.
Some remarks on the construction should be emphasized at this point.
• Strictly speaking, the construction of T is not a generalization of the random unitary operations considered in chapter 3. This is actually an advantage since we can now compare the resulting random unitary operations in terms of convergence properties.
• Obviously, the choices of h, U and V are not the most general ones allowing for the arguments used in the proof of Theorem 4.1. For the sake of simplicity, many arbitrary choices have been made during the construction. For instance, other choices for the diagonal entries of h are possible, U could be replaced by any unitary operator that acts transitively on all single particle states up to a phase, and in the construction of V the matrix A could have been defined on any other two dimensional subspace of H A/B . However, for the purpose of this thesis we will stick to the choices of h, U and V from above.
• In general, the group generated by h, U and V is of infinite order, so there is no easy way of determining all tuples of elements that generate the whole group, as in the case of SL (2, 3) . Nevertheless, there are lots of triples of elements for which it is obvious that they generate the same group, for instance we have
for all choices of κ1, ..., κ4 ∈ Z, and of course the roles of h, U and V are interchangeable. By Theorem 2.13 all of these triples have an associated random unitary operation that prepares Werner states asymptotically, if it is asymptotically stationary. Note that at this point we need the fact that Theorem 2.13 holds for infinite groups, which was the purpose of introducing the Haar measure in the first place.
Asymptotic Stationarity
We found a random unitary operation T depending on six parameters (four independent parameters for ϕ, α and β and two independent parameters p1, p2) that prepares Werner states asymptotically, if it is asymptotically stationary. How do we have to choose these parameters in order to make T asymptotically stationary? By Corollary 2.12 the set of eigenvalues with unit modulus σ1 is independent of the choice of the pj. Using the fact that we can investigate the asymptotic properties of a random unitary operation by looking at the individual Kraus operators once again, we obtain a useful result about the eigenvalues with unit modulus. Proof. Let 0 = X ∈ ker(T −λ1). Then by Corollary 2.12 we have UmXU † m = λX and therefore U † m XUm = λX. Since Um is unitary, it is diagonalizable (note that unitary operators are normal), so let (|b1 , ..., |bn ) be an eigenbasis of Um and µ1, ..., µn be the associated eigenvalues. For all i, j ∈ {1, ..., n} we find λ bi| X |bj = bi| U † m XUm |bj = µiµj bi| X |bj .
Since X = 0, there is at least one non-vanishing matrix element, which yields the claim.
Applying Corollary 4.2 and the fact that both h and V are diagonalizable, we find that any eigenvalue λ ∈ σ1 of T can be written as λ = λ1λ2λ3λ4 = µ1µ2µ3µ4 for eigenvalues λi of h and µi of V . The eigenvalues of h and V are given by
where θ ∈ [0, 2π) is defined by cos(θ) = R(α). We conclude that σ1 ⊆ {1}, and therefore asymptotic stationarity of T , is determined only by the choices of ϕ and R(α). Moreover, using a simple argument about the eigenvalues of h and U , we get the following result about T :
Observation 4.3. The random unitary operation T from section 4.1 is asymptotically stationary for almost all choices of A ∈ U(d), i.e. the set of real parameters that determine A, for which T is not guaranteed to be asymptotically stationary, has measure zero.
Proof. As we have that σ1 ⊆ {λ1λ2λ3λ4 | λi ∈ σ(h)}, we conclude that all asymptotic eigenvalues of T have to be rational roots of unity. Using the eigenvalues of V , we find
Thus, if kϕ+lθ π is not one of the finitely many rational numbers that correspond to the possible rational root eigenvalues of T for all k, l ∈ {−4, ..., 4}, then 1 is the only asymptotic eigenvalue, i.e. T is asymptotically stationary. Since these rational numbers form a set of measure zero within the reals and we are only concerned about finitely many values, this implies the statement.
In particular, asymptotic stationarity will not be an issue in numerical computations, as the parameters can always be modified slightly to ensure convergence. Nevertheless, in the proof we only used the fact that the eigenvalues of h⊗ . h † ⊗ are rational roots of unity, which ignores some information we actually have about the eigenvalues. We also do not have to consider kϕ+lθ π for all k, l ∈ {−4, ..., 4}, a combinatorical analysis reveales that actually considering k and l with |k| + |l| ∈ {2, 4} and |k| ≤ 2 suffices.
For any particular dimension d a stronger sufficient condition for asymptotic stationarity of the random unitary operation T depending on the parameters ϕ and θ can be derived, using the arguments outlined above. As an example, let us consider the case of qubits here (d = 2). In this case, the eigenvalues of the unitary operator U from above are 1 and -1, which already yields σ1 ⊆ {±1} and thus −1 = e iπ is the only possible eigenvalue that could potentially contribute to nonstationary asymptotic dynamics. Now, in qubit systems we have that V = A and it is straightforward to show that the eigenvalues of V⊗ . V † ⊗ are given by
Therefore, a sufficient condition for T being asymptotically stationary in qubit systems is given by π 2 / ∈ {ϕ, θ, ±2ϕ}.
Reduction to Two Generators
What is the minimal number of Kraus operators of a random unitary operation required to prepare Werner states asymptotically? Using only one Kraus operator does not work, as in this case the resulting quantum operation is itself unitary. Thus, starting with a pure initial state will result after each iteration step in a pure state as well, which cannot converge to a Werner state as these states are not pure. But it cannot work for all other states either, since, in the case of an asymptotically stationary quantum operation, T being unitary implies σ = σ1 ⊆ {1}, showing that T is in fact trivial.
Consider the case d = 2 for the particular choice
then we find using GAP that h, U, V = h, U V , which is a finite group of order 192 and has SL(2,3) as a normal subgroup. Thus the random unitary operation associated with the two generators h and U V prepares Werner states asymptotically as well. Astonishingly, this seems to be true in any dimension and without the restriction on A! In the case of the dimension d of both subsystems being an odd number we can prove this and obtain the following result: The proof is presented in appendix A. While the special case d = 2 for the specific choice for A as above follows from a beautiful group theory argument, and even the arbitrary dimensional case for three generators was fairly easy, the proof of Theorem 4.4 is considerably harder. This is due to the fact that even though most of the crucial arguments used in the three generator case stay valid, the calculations involve a complicated arbitrary dimensional system of linear equations. Numerical evidence suggests that the Theorem holds true in any dimension, though all attempts to prove this for the purpose of this thesis were not successful. Note that the construction of two generators works in dimension 2 as well, which is very easy to check and therefore not carried out here.
Further Ideas
At this point one might ask wether having a minimal number of Kraus operators to prepare is even of practical relevance, since it might as well be the case that preparing more Kraus operators is easier practically and yields better convergence rates. A detailed investigation of this problem goes beyond the scope of this thesis, here we simply assume that any unitary operator can be implemented practically, which at least in qubit systems is a reasonable assumption [6] . However, here are some further ideas supposing that the restriction of having a minimal number of Kraus operators is being dropped.
• Adding the identity operator 1 as unitary Kraus operator ensures asymptotic stationarity of the resulting random unitary operation. This is due to Corollary 4.2, using the fact that the only eigenvalue of the identity is 1.
• Given a random unitary operation T with unitary Kraus operators U1, ..., U k and factors p1, ..., p k , one can construct a random unitary operation that is guarantied to be diagonalizable unitarily. Simply set
for X ∈ B(H) and observe thatT is self-adjoint, whence it can be diagonalized in terms of a unitary operator. This makes the estimate 14 valid, thus this construction might turn out to be usefull whenever an explicit convergence rate bound is needed. Maybe there is even a clever practical way of preparing the operator U † i if the operator Ui is prepared already.
Application of the Construction in Qubit and Qudrit Systems
In the previous chapter we established a general construction of random unitary operations that prepare Werner states asymptotically. Now we aim to apply this result in qubit (d = 2) and qudrit (d = 3) systems and discuss convergence issues. In general we have six independent parameters (four for A and two for the coefficients p1, p2) to variate in order to minimize λmax. So for finding suitable random unitary operations with optimal convergence properties one has a variation problem at hand, which can be handled numerically.
As for the optimization of λmax, we make use of the fact described in section 4.2 that
for all κ1, ..., κ4 ∈ Z. In order to determine the best choice systematically, we can interpret κ1, ..., κ4 as the components of a multiindex κ ∈ Z 4 and categorize it by its 1-norm
Despite defining a partial order on the set of multiindices, for this particular problem |.| has the advantage of measuring the amount of matrix multiplications in order to obtain V κ 1 hV κ 2 and V κ 1 U V κ 2 from h and U . Of course, the roles of h, U and V here are interchangeable, and in the case of two generators one can consider multiindices in Z 2 analogously. For the purpose of this thesis all random unitary operations corresponding to multiindices κ up to |κ| ≤ 3 have been investigated using the procedure described in section 3.1, with Nran = 300 and Nopt = 50.
In order to ensure asymptotic stationarity during the numerical analysis, λmax is set to 1 if there are more that two eigenvalues with unit modulus (counted with multiplicity). As stated in section 4.3, this can only be the case for a few discrete choices of parameters (if at all), so the restriction should have no significant impact on the numerical variation.
Results of a Numerical Optimization
First we consider the case of two generators. The best value that was found is λmax,2g = 0.45171364(1), resulting from the generators (V † U † ) 3 h and U V , where all parameters are specified in table 1. This value is significantly better than the one obtained from generators of SL(2,3), which was λmax,2g,SL = 0.64324745(1). Since we are dealing with 5 parameters we cannot visualize λmax as a function of all its parameters. We can however fix all parameters but one, to get an idea of what the neighbourhood of the optimization minimum looks like. The result is depicted in figure 3a . As expected we get piecewise smooth functions with edges at the points where the eigenvalue with maximal absolute value switches. A variation of arg(α) or ϕ has no effect on λmax, so we are free to choose any value 9 .
In the case of three generators the best value that was found is λmax,3g = 0.08044643(1), resulting from the generators hV, U (V † ) 2 and V with the parameters in table 1. Once again the value is significantly better than the one obtained from SL(2,3), which was λmax,3g,SL = 0.17157291 (1) . Analogously to the two generator case, figure 3b shows λmax as a function of each individual parameter in the neighbourhood of the minimum. Once again λmax is independent of ϕ, though now the value of arg(α) has a significant impact. Now we consider bipartite qudrit systems. For two generators we have the best value λmax,2g = 0.67402461(1) associated with the generators h and U V , while for three generators we have λmax,3g = 0.55847203(1) associated with the generators h, U V and U . The parameters are given in table 1. Note that the values for λmax are considerably higher in three than in two dimensions. The figures 5a and 5b in appendix B show λmax as a one-dimensional function of each individual parameter, but there is actually nothing new there. The appendix also contains a table (table 2) with details about the best 10 random unitary operations of each category, which the numerical evaluations have revealed. 
Numerical Example
In the previous section we optimized the secound greatest modulus of the eigenvalues of a random unitay operation as a measure for the convergence rate of its iteration. However, according to section 2.3.1 this is technically only a valid method for diagonalizable random unitary operations. In principle diagonalizability of a linear map is easily checked by computing the geometric multiplicities of each individual eigenvalue 10 . Unfortunately, because of limitations due to finite machine precision it is in some cases not possible to tell whether a given linear map is diagonalizable in numerical applications. In the following we consider the random unitary operations from section 5.1 with optimized parameters and investigate their rate of convergence as a numerical example.
If the random unitary operation T prepares Werner states, then by Proposition 2.5 we have that T n → P for n → ∞, where
is the twirling operation that projects any state to its corresponding Werner state. Since in the case of random unitary operations dual eigenvectors coincide with eigenvectors, we can strengthen equation (12) to obtain an explicit estimate for the convergence of the iteration of T , assuming that T is diagonalizable: By equation (14) in the case of random untiary operations we have that P λ ≤ d λ for every eigenprojection P λ , where d λ is the geometric multiplicity of the eigenvalue λ ∈ σ. Thus, for all X ∈ B(H) and n ∈ N we find
Here we used the fact that σ1 = {1} by asymptotic stationarity of T , and d1 = 2 by Theorem 2.1. This shows the estimate T n − P B ≤ (d 4 − 2)λ n max in the operator norm . B w.r.t. the Hilbert Schmidt norm on B(H). This norm is, however, not easy to compute practically, which is why we consider the Hilbert Schmidt norm . HS instead and use the norm equivalence A B ≤ A HS ≤ √ n A B for all A ∈ C (n,n) . Together we obtain the estimate
which is valid for all n ∈ N and under the assumption that T is diagonalizable.
The subsequent figures 4a and 4b illustrate the convergence of the iterated random unitary operations from section 4.1 with the parameters from table 1 for qubits and qudrits. Plotted is the distance between the iterated quantum operation T n and the twirling operation P as a function of the number of iterations n, measured in the Hilbert Schmidt norm. Additionally, the continuous lines represent the bound (27) for comparison. In the case of qubits (figure 4a), the calculated points exceed the bound, which reveals that in fact the underlying random unitary operation is not diagonalizable. For qudrits on the other hand (figure 4b), the bound is valid with quite a big gap, demonstrating that the estimate looses its quality for higher dimensions (note that the right hand side of equation (27) is proportional to d 6 ). 
Summary
The preparation of Werner states in arbitrary finite dimensional bipartite quantum systems using iterations of random unitary operations has been investigated. Using theory about the asymptotic behaviour of quantum operations, it was shown that the asymptotic eigenvectors of a random unitary operation are determined by the group that is generated by the unitary operators involved in its definition. This group has a natural representation on the underlying Hilbert space. It was shown that if this representation happens to decompose into one dimensional subrepresentations, then each asymptotic eigenvector is diagonal w.r.t. the basis that is defined by the one dimensional subrepresentations.
These results were applied in bipartite qubit systems to obtain a set of random unitary operations that prepare Werner states, which have been compared in terms of convergence rates for the cases of two and three generators. The associated group is isomorphic to SL(2,3), which gives rise to 192 pairs and 1888 triples of elements that generate the whole group and hence yield a random unitary operation that prepares Werner states asymptotically. It was found that 48 of the pairs and 112 of the triples yield a random unitary operation that is not asymptotically stationary.
Then for general d 2 dimensional bipartite systems a random unitary operation for the asymptotic preparation of Werner states was constructed, which uses three Kraus operators and depends on six independent parameters that can always be chosen to ensure asymptotic stationarity. The construction gives rise to a whole family of random unitary operations that prepare Werner states in the case of asymptotic stationarity. By multiplying two of the Kraus operators one obtains another random unitary operation that seems to have the same properties, which only uses two Kraus operators. This was proven in the case of the dimension d being odd, the statement possibly generalizes to arbitrary dimensions.
Finally, as an application of the construction in bipartite qubit and qudrit systems, the freedom in six independent parameters was exploited in order to find a random unitary operation with an optimal convergence rate numerically. In the qubit case, the obtained convergence rate was compared to the one obtained from random unitary operations associated with the group SL(2,3). It was found that the special case of the arbitrary dimensional construction yields better values. The resulting random unitary operations have been applied to some example initial state numerically.
The following problems have not been addressed here and need further investigations:
1. In the case of two generators of SL(2,3), all resulting random unitary operations were found to be asymptotically stationary if and only if they are diagonalizable, which is hardly a coincidence. In general this is not true, maybe this is due to some special structure in the SL(2,3) case.
2. For more than three Kraus operators, the variation of parameters seems to allow for a global minimum of the convergence rate (compare figure 2) , which the sequential least squares algorithm that was used in this thesis was not able to attain. Maybe the usage of more refined numerical methods and a closer analysis of the multidimensional surface will result in even better convergence rates.
3. How does the usage of more than three Kraus operators affect the convergence rate? This question is related to the remarks that have been pointed out in section 4.5, in particular it is not known so far whether minimizing the number of Kraus operators is actually the most efficient way of asymptotically preparing certain states practically.
4. The random unitary operation with two Kraus operators, that was proven to prepare Werner states asymptotically in odd dimension d, possibly works in arbitrary dimension as well. Additionally, it may be possible to simplify the proof given in appendix A, which relies on a quite lengthy calculation.
5. The construction presented in section 4.1 involved many arbitrary choices, which are further described in the remarks at the end of the section. A detailed investigation might reveal lots of new independent parameters that can be taken into account in the optimization of the convergence rate. In the cases of qubit and qudrit systems it was found that one parameter has no effect on the convergence rate whatsoever. Maybe this is the case for some new parameters as well, and this can be proven generally.
6. As mentioned above, the three generator construction in arbitrary dimension gives rise to a family of random unitary operations for asymptotic preparation of Werner states, namely the ones that match the associated group generated by the unitary Kraus operators. In this work, a particular subset of those has been taken into account for numerical analysis, but this is more to be understood as a proof of concept than a complete discussion. Open questions are: How big is this family exactly? How does it depend on the four independent parameters of the construction? Has the associated group a finite subgroup which suffices for asymptotic preparation of Werner states? Can we say anything about the eigenvalues with modulus strictly smaller than one?
7. It is unclear whether in general the associated group of a random unitary operation affects the convergence rate. In the case of SL(2,3) it was found that 96 of 144 pairs of generators yield a random unitary operation with the optimal convergence rate, which is quite a big fraction. This might be a hint to some underlying connection that is yet to be understood.
A Appendix: Proof of Theorem 4.4 
Then we have ker(T − 1) = span(Psym, Pasym).
Proof. The action of (U V )⊗ on the basis (5) is given by
where k > 2 and the last three equations hold analogously for |ψi,j instead of |φi,j . Here the index k = d + 1 is identified with k = 1. Let X ∈ ker(T − 1). As in the proof of Theorem 4.1, Theorem 2.11 yields that X is a simultaneous eigenvector of h⊗.h † ⊗ and (U V )⊗.(U V ) † ⊗ . Since h⊗ has finite order, the Theorems 2.16 and 2.13 imply that the only non-vanishing matrix elements of X in the basis (5) are the diagonal ones as well as φi,j| X |ψi,j and ψi,j | X |φi,j for all i < j.
We focus on diagonality first. For convenience of notation define p := |α| 2 , q := |β| 2 and i, j := φi,j| X |ψi,j . Note that we have p + q = 1, therefore the equations 
We claim that the equations (1), (2) and ( ) imply k, l = 1, 2 for all k < l. To begin with, note that the equations (1) and (2) immediately imply 1, d = p 1, 2 + q 1, 3 and 2, d = q 1, 2 + p 1, 3 .
(d)
Then we find for any fixed k > 2 by ( )
whence substituting (2) 
Further we find by applying (1) and (2) 
This can of course be shown rigorously using induction. Note that at this step we have reduced the problem of identifying all matrix elements k, l to just identifying the matrix elements 1, l . Indeed, if 1, l = 1, 2 for all l > 2 then we have 2, d All other matrix elements are taken care of by equation ( ). It therefore suffices to show that all matrix elements 1, l coincide. In order to achieve that, we start with investigating the further consequences of equation (Σ1):
Now we apply equation (6) Solving for 1, k yields 1, k = 1, d − k + 2 for all 2 < k < d.
This strengthens equation (4), which then reads 3, k + 1 (4) = 1, d − k + 3 (7) = 1, k − 1 for all 3 < k < d.
Since we assumed d to be odd, by equation (7) we find 1, j − 1 = 1, j for j := d+3 2 (consider for instance d = 7, then we have 1, 3 = 1, 6 and 1, 4 = 1, 5 , so j = 5 = 7+3 2 .) This implies 2, j = 2, j + 1 since it holds 1, k + 2, k (1),(2) = 2, k + 1 + 3, k + 1 (8) = 2, k + 1 + 1, k − 1 .
We now show by induction that 1, j − k = 2, j holds for all 1 ≤ k < j − 3. For k = 1 we find p 3, j + 1 (2) = 2, j − q 2, j + 1 = (1 − q) 2, j , thus it follows 2, j = 3, j + 1 (8) = 1, j − 1 .
Let 2 ≤ k < j − 3 and assume 1, j − l = 2, j for all 1 < l ≤ k. We find, applying equation (2) 
Now we are basically done. As we have 2, j = 1, 3 (8) = 1, d − 1 (1) = p 2, d + q 3, d = 1,4 = 2,j it follows 2, j = 2, d and thus by equation (d) we conclude 1, d = 2, j = 1, 2 . We now have proven the claim that the equations (1), (2) and ( ) imply that all matrix elements k, l coincide. To conclude that X is diagonal, observe that equation (3) fixes this value to be 0, as p − q = 1.
It remains to show that the diagonal matrix elements corresponding to Psym as well as those corresponding to Pasym coincide. We are actually already done with the case of Pasym, as denoting ψ k,l | X |ψ k,l = k, l gives exactly the equations (1), (2) and ( ) once again. The same thing works for the other diagonal matrix elements φ k,l | X |φ k,l =: k, l , though we also have the matrix elements φ k | X |φ k =: k to take into account. In addition to the equations (1), (2) and ( ) we have 1 = p 2 2 + q 2 3 + 2pq 2, 3 , 
