Since the generative neural networks have made a breakthrough in the image generation problem, lots of researches on their applications have been studied such as image restoration, style transfer and image completion. However, there has been few research generating objects in uncontrolled real-world environments. In this paper, we propose a novel approach for vehicle image generation in real-world scenes. Using a subnetwork based on a precedent work of image completion, our model makes the shape of an object. Details of objects are trained by an additional colorization and refinement subnetwork, resulting in a better quality of generated objects. Unlike many other works, our method does not require any segmentation layout but still makes a plausible vehicle in the image. We evaluate our method by using images from Berkeley Deep Drive (BDD) and Cityscape datasets, which are widely used for object detection and image segmentation problems. The adequacy of the generated images by the proposed method has also been evaluated using a widely utilized object detection algorithm and the FID score. 
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Introduction
Imagination has been regarded as a human's exclusive ability for a long time. However, with the tremendous advance in deep neural networks, generative models have given a glimpse that machines can mimic some high level abilities of human beings such as imagination through generating plausible images. Quite a number of variants of autoencoders and generative adversarial networks have been introduced showing remarkable results even with natural images [3, 27, 17] .
In spite of the advance of object generation models [29, 2, 11, 1] , most of the generative models implicitly assume some rules when learning a domain. First, images used for training must be located in a consistent area and 1 * Jeesoo Kim and Jangho Kim equally contributed to this work. The image on the left is the source image with a box given by hand and the image on the right is the result of our method. Unlike image inpainting, our method generates a vehicle inside the box. In addition to generating a vehicle with a reasonable orientation, our method naturally portrays the forest and the road surface around the vehicle.
usually placed in similar poses. For example, all digits are placed in the center of images in MNIST dataset [21] which is a hand-written digit dataset and frequently used to present the functionality of generative models. Likewise, many researches exploited the Celeb data [25] by cropping the faces of celebrities and aligning the locations of fiducial points such as eyes, nose and mouth to the same points. In this setting, the network would only learn to create segments in the locations where they usually exist, which is relatively easier than generating images in an arbitrary location and pose with various backgrounds. Also, images of the datasets mentioned above have clear visibility without any obstacles while many sights in the real world contain occlusions.
To compose an image and arrange objects in a non-trivial location, some researches have used the semantic layout to transform it into an image of a real scene. One of the frequently used datasets in this task is the Cityscape [5] which includes road scene images with pixel-wise annotations. Many researches have made a remarkable progress and succeeded to generate a realistic synthetic image using a semantic layout [19, 4, 31] . Hong et al. [15] has proposed a method that can generate an object in an arbitrary location assigned by a user using a semantic layout. Considering that the object detection task has been widely used for the autonomous driving, generating vehicles in images can be used as a practical data augmentation method for object de-tectors which search for the bounding boxes of the objects. However, training a model and synthesizing an image using the semantic layout is an inefficient method since making a pixel-wise annotation requires a lot of time and human efforts. Demand for an inexpensive annotation in computer vision tasks is being raised steadily and one example of this is the weakly supervised object localization which tries to localize images only using image-level labels [36] .
Meanwhile, image completion is a task of filling a missing area in an image. Several researches have shown that even unseen areas can be recovered using a properly trained model. The problem of these models is that an area having not enough clues is difficult to be reconstructed. They usually fail to complete some complicated texture such as the face of human or a portion of animals. Training these models with a single object category, they are capable of making the outline of the object but lack details of it. Since the appearance of the objects in image inpainting problems are not consistent like the images of MNIST or Celeb, image inpainting methods highly rely on the reconstruction loss rather than the adversarial loss which makes the object sharper. For this reason, the existing inpainting methods are very hard to generate a sharp image with an object inside.
In this paper, we propose a method to generate vehicles in given locations, which understands typical appearances of vehicles but with various orientations and colors. With a box given at an appropriate location with an appropriate size, our model can generate learned objects inside. The generated cars suit the surrounding background and even complete occluding objects ahead. Note that all we need to generate an object is just a box annotation while many other works in image translation [19, 4, 31, 15] require a segmented target map to transform it into a realistic image. To make a new object over an existing road image, users have to manually compose the segmentation layout. Our proposed method simply needs a rectangular-shaped mask to generate a vehicle, regardless of the location it is placed. Therefore, we utilize a dataset which contains box annotations around the objects in the images. Berkeley Deep Drive (BDD) dataset [32] is widely used for the tasks of object detection and image segmentation. By training the car areas annotated in the BDD dataset, we can generate a vehicle which goes well with its surroundings in an arbitrary location. The contributions of this paper are as the followings:
• We propose a method trying to generate a vehicle object in an image that goes well with the background.
• Unlike other methods using pixel-wise annotated information, only box annotations are used as a given knowledge.
• Our method is capable of generating vehicles over an empty road image as well as substituting the existing vehicles.
Related works
Experiencing tremendous advances in classification [13, 16] , object detection [7, 24, 30, 20] and segmentation [26] , computer vision has began to make a progress in the field of generative models. Applications such as image restoration [9, 12, 33] and super-resolution [22, 6] have substantially benefited from the growth of generative models. In this part, we shortly review some of works related to our method.
In order to synthesize a lifelike image, many researches utilized label maps or contours as a guide to generate a real image. Isola et al. [19] proposed a method to transform any kind of blueprint into the desired output using GAN: for example, a sketch into a colored image, a gray-scale map into a satellite picture and a label map into a real city scape. Chen et al. [4] adopted a feature learning method by defining layer-wise losses. This enabled to transform a high resolution semantic layout into an actual image. Patch-based methods such as [31] enabled high quality image translation with an image size more than 512 × 512. Generating objects in locations decided by a user has been possible in the work of Hong et al. [15] using generative adversarial network. However, input layouts used in all of these methods are expensive to prepare in real world since it should be annotated pixel-wise. Despite the rich information they contain, making segmentation labels costs much more than just annotating bounding boxes.
Researches trying to generate more complicated context using clues in the image have been proposed recently. Image completion is a task of filling an appropriate image segment into a vacated region of a real world image. The model must learn to paint the image through the blank area. For example, in an image of a building, the corner of a window is removed and then the model must fill it up with glass and bricks aside. Coming to an image of a human face, one of the eyes or the nose is erased and the network recovers it in a natural form.
The Context Encoder (CE), an early work of image completion using a neural network [28] , has been proposed for this problem. Using a channel-wise fully-connected layer between an encoder and a decoder, CE roughly generates pixels in the image using the encoder features. The work of [18] has approached this problem using dilated convolutions and a specific type of discriminator. The dilated convolution acts just the same as the original convolution except that the filter is applied to the feature skipping a few pixels or more. This derives the expansion of the receptive field without loss of resolution. Although both approaches can recover the missing parts of an image, it is impossible to generate a whole object. Even if trained only with a particular object, the result still suffers from a poor performance. This is because the model bumbles among many choices of how the object will be generated. Since the completion model can predict the shape and surrounding context roughly, we use it as a primary module of our method.
Approach
In this paper, we assume that every object can be expressed using two traits, shape and texture. Our method consists of two consecutive networks learning each of these properties.
ShapeNet
As we assume that the segmentation layout is not given, we adopt an image completion model which understands the surrounding texture around the erased area. The architecture used in our ShapeNet (Snet) is the same as that of [18] . Generally, most generative models downsample the input into a vector and reconstruct it back to the scale of the original input. However, for the image completion task, the information from the features nearby is more important. Therefore, decreasing the resolution only to a half is adequate to fill the blank area. We adopted this philosophy and applied it to the Snet. Also, to extend the receptive field of the features in each layer, dilated convolution [34] is used in the middle of the network. In this way, the network can reflect the information not only from the pixels adjacent to the blank area but also from those far away. This highly encourages the network to decide how the object should be placed and how the occluding object should be completed. Strided convolutions are used for downsampling instead of pooling layers. At the end of the Snet, the network reconstructs the gray-scaled image of the original input so that the model concentrates on constructing the pose and shape of the generated object, not the color or details of the context. The detailed procedure of Snet can be summarized as follows:Î
Here, I represents the image of which an area corresponding to the mask M has been removed and S(·) denotes the Snet. Note that the mask M is not a segmentation layout but a rectangular binary map which corresponds to the bounding box of the object. The encoding step includes 3 steps of downsampling and 4 types of dilated convolution (rate = 1, 2, 4, 8). The decoding step upsamples the features into the original scale using bilinear interpolations and convolution layers. Pixels outside the generated region is preserved as we do not wish any change outside of the box. After the Snet generates an image, only the region inside the box is combined with the stored background pixels. By doing this, only the change occurred inside of the box is taken into consideration. The Snet is trained to minimize the L 1 distance between the synthesized gray-scale imagê I gray and the original gray scale image I gray as in (2) .
TextureNet
Complicated visual properties of real objects often disrupt the learning of generative models. When it comes to generating a car, details such as headlights, taillights or the windshield of a car may vary a lot. If the Snet makes a rough sketch, the TextureNet (Tnet) adds details by painting colors on the sketched gray scale image. We have adopted the architecture in [35] which was used for a colorization task. The Tnet can be summarized as follows:
Tnet is divided into two components: T color (·) which paints colors on the gray patch imageÎ p gray and paste it back to the masked image I', and T ref ine (·) which corrects the details of the colorized imageÎ color as in (3) and (4), respectively. After the T color classifies the color classes of all pixels, the colorized image ofÎ gray is pasted back to I, which producesÎ color .
We crop the patch image I p gray = Crop(I gray , M ) where the object is to be generated since the remaining region does not need any colorization nor manipulation. In the Tnet, T color in (3) learns the color distribution of cars in detail. As in [35] , T color predicts the values of each pixel in the CIELab color space. Since the gray scale image corresponds to the lightness, the model should predict the remaining a and b values. A pretrained VGG-19 network is used to extract features from the gray image. After that, a 1×1 convolution filter outputs a tensor with the depth of 313. Dividing the ab color space into 313 bins, the T color turns the colorization problem into a classification problem which is much more easier than directly generating images having various occlusions and a wide color variation. Each channel of the last convolutional feature corresponds to the score of each color bin and one of the colors is chosen in every pixels by the softmax operator. The cost is calculated by the cross-entropy function between the output and the Lab-encoded ground-truth values as in the first term of (5). The color is painted solely on the patch image, which can be awkward when the patch is pasted back to the original image. Therefore, we use an additional network module T ref ine that encourages the object to get along with the surroundings of the image. Using the same structure with the Snet, this module highly sharpen the blurry results of colorized images and adaptively optimize the colors of the neighboring objects such as occluding cars, road segments or parts of buildings. This module is trained adversarially using a global-local discriminator along with a small reconstruction L1-loss as shown by the second term in (5). 
Global-Local discriminator
A global-local context discriminator is used to train our model in the same way as in [18] . The overall discriminator D consists of one global discriminator D global and one local discriminator D local . The global discriminator takes the entire image I (real) orÎ (generated) as an input and the local discriminator takes the patch image I p orÎ p inside the annotated box from the respective image I orÎ. The size of the patch image is normalized to 64×64 by ROI-pooling. Each discriminator is followed by a fully connected layer. After that, both features are concatenated into a single vector and then processed by a single fully connected layer. A sigmoid output produces an outcome which is trained to correctly decide whether the given image is real or completed by the model. This encourages the model to depict sophisticated details of the object. The discriminator D and T ref ine are trained in an adversarial way as follows:
We may consider the colorized image inputÎ color from the T color as a noise. This allows our model to be trained adversarially.
Overall training
Unlike the training of image translation models [15] , our method only needs the region where objects lie on. As only one vehicle is given as a target, the model completes one vacated region at a time. Therefore, the actual amount of training data equals to the number of images times the average number of vehicles in one image.
To enhance the quality of the results, Snet and T color are pre-trained individually beforehand. We take the boxannotated patch away from the gray-scaled image I gray and feed it to the Snet as an input I with a mask M which helps the model find the area of interest. The Snet is trained to minimize L S , the L 1 distance loss between the output of Snet and the ground truth gray scale image I gray , as in (2) . The patch image from the real sample I p gray is given to the T color . T color is trained to minimize the cross-entropy loss mentioned in Section 3.2.
After the pre-training, all components are connected to form a single pipeline and jointly optimized. Instead of I p , T color receives the patch image of the generated gray-scaled imageÎ gray . A differentiable operation convertsÎ gray into the lightness channel of Lab color space before the forwarding of T color . The resulting colorized patch imageÎ color is pasted back to the groundtruth image I by an affine transformation. Then the T ref ine tries to reconstruct the full-scale image. To train the discriminator, the original image I and the generated imageÎ are given to D which discriminates them as real and fake, respectively. D is updated solely and then T ref ine is updated to deceive D so that it classifiesÎ as a real sample. The whole model can be trained simultaneously with all losses altogether. However, we have found that training each module respectively shows better results.
Experiments
Dataset
Among various objects, we have chosen to specifically concentrate on the car which has more clear visibility compared to other objects in the data. Its shape is physically monotonous but differs according to the perspective. Also, as most cars usually run observing the traffic law, it is quite predictable for a human to imagine a car on the road. There- Figure 3 : Results from our method and the baseline [18] . From top to bottom, 1) completed gray-scaled results of Snet, 2) results colorized by T color , 3) final results of Tnet after refinement, and 4, 5) results of the baselines. Compared to the results of the baselines, our model depicts the details better since the refine module of Tnet can produce elaborate outputs. To present how well our method performs by itself, no post-processing is applied to all results.
fore, the task of generating cars on the scene is reasonable but not a trivial task since it requires lots of contextual variables.
BDD100K is a dataset including videos filmed by running cars [32] . The BDD challenge dataset, which we use in this paper, contains 70,000 training images with an average of 9.7 cars per image and 10,000 validation samples. Images are captured from 100K driving videos covering various regions of USA. After resizing the the resolution to 320 × 180 for the stable training, boxes sized under 10 pixels either horizontally or vertically are excluded in the training since they are so small that it is hard to acknowledge them as cars, which makes it meaningless to generate them. Also, a large vacated area is known to be hard to fill by the image completion frameworks. Therefore, we exclude boxes bigger than 64 × 50 since both the baseline and our method show poor results on them. Some failure cases with a large box are shown in Fig. 7. 
Vehicle generation subject to the surroundings
We evaluated our trained model by generating vehicles on test images of BDD100K dataset. Since there is no other research generating an object in a given position only using the box annotation, we set the researches of [18] and [23] used in the image completion problem as the baseline models. As the image completion problem that the baseline model tries to solve is quite similar to our problem, the baseline holds the capacity to generate objects if trained properly. Instead of vacating a random region of the image as in [18] , we only deleted the region where a vehicle exists and regenerated a new vehicle. As the baseline models only witness particular appearances, this makes them possible to generate an object, though they fail to express the details of objects as explained in this paper.
Some results of [18] are shown in the fourth row of Fig. 3 . Cars generated at the center of the images mostly show their backside since most of the cars are running forward. For the boxes located between the road and the sidewalk, the cars are generated slightly askew as the camera usually shoots them in the diagonal direction. The overall appearances of all results resemble the real vehicles but the details such as taillights and wheels lack delicacy. Despite using the global-local discriminator described in Section 3.3, the baseline model generates blurry results. An ex- cessive abuse of adversarial loss easily corrupts the model and impedes the training, which is why we mitigated the problem by our method. Results from the work of [23] , the last row in Fig. 3 , are considerably poor compared to other methods. Using the perceptual loss introduced by Gatys et al. [10] , the model produces a reasonable background segments and makes an appropriate outline of a vehicle. However, the texture inside is quite noisy, which seems to draw cars inside a car, and hard to be perceived as a car. The third row of Fig. 3 shows some results of our method. In our method, the outline of vehicles are clearly visible and parts such as the taillights and wheels are described delicately. Also, the texture around the generated car suits the surrounding background. The paved roads are naturally connected at the bottom side. Furthermore, the model can recognize a building or a bush behind and can reflect it in the background.
Although not presented in this paper, we also have tried to use the refine network module (T ref ine ) directly after the Snet producing colorized images instead of black and white images. However, the adversarial loss easily corrupts the model making the images unrecognizable. In Fig.3 , the results of Snet (the first row) and Iizuka et al. 
Vehicle generation on an empty road
After training the model, we experimented the situation in which our model generates cars at given locations where no car existed in the original images, which is the eventual objective of this paper. While training, we feed our model with car images containing an empty box at the object location as shown in Fig. 2 . Therefore, if the model has properly learned how to complete a blank box, generating a car upon Table 1 : Object detection score (recall in %) when Tnet is additionally used (Ours) or not (Baseline). Single Shot multibox Detector(SSD) [24] is used to evaluate how well the objects are generated. Weights of SSD are pre-trained using PascalVOC dataset. We only report the recall score at the target region since vehicles outside are not under consideration.
Method
Confidence Figure 6 : Detection results of generated objects. Boxes in purple shows the detection result of SSD. The top row shows the generated sample that our method succeeded to deceive the detector to perceive it as a vehicle while the baseline failed and the second row shows the case where both methods deceived the detector in spite of the poor quality of the baseline. In spite of our far better quality, SSD occasionally detects the deformed results of the baseline as a car.
an empty road is possible since it shares the same procedure with substituting an object. Images of the road with no cars on it are chosen, which would have been never used in training since it has no annotation box on it. Fig. 4 shows the results how well our method generates objects on empty roads where we asked it to. Given a reasonable location, the model is capable of generating a car with a random context. Especially, our method shows a remarkable performance when it comes to generating a car parking alongside the road. Even if there is a car occluding the target vehicle, the model also completes the occluding one as well.
Vehicle generation on Cityscape dataset
To show that our method is not restricted to the dataset it is trained on, we apply our network trained by BDD to generate cars on images from the Cityscape dataset [5] . Since, both of the datasets contain road scene images in the view of the drivers, the perspective and overall aspects are quite similar except that BDD is taken in U.S.A and Cityscape in Germany. Fig. 5 shows the results of our model applied to the Cityscape dataset. Without the red arrow indicating the generated vehicle, it is difficult to recognize which one is the generated vehicle at one glance.
Effectiveness of using Texture net
Bringing the global-local discriminator to the end of Snet and changing the output dimension to RGB channels is equivalent to the work of [18] . Though we have shown the qualitative improvement in the figures above, we report an additional numerical comparison to prove the effectiveness of Tnet. We apply the Single Shot multibox Detector (SSD) [24] , a widely used object detection algorithm, to the images generated by our method and the baseline [18] . Vehicles from the original images are substituted by both methods. If objects are generated properly, the detector should be able to locate them in the image.
Our model and the baseline [18] have been trained using the training data in BDD100K and the evaluation has been carried out with the validation data. Since only the object to be generated is under consideration, vehicles detected outside the generated region are ignored. In other words, we only evaluate the recall of SSD, which is the ratio whether the detector finds the generated object or not. In the dataset, there are a total of 6,020 vehicles to recall that satisfy our size constraints. Since the detector is trained using PascalVOC dataset [8] , it is fair enough to compare the baseline and our method applied to BDD100K dataset. Table 1 shows the recall scores of SSD on BDD dataset. For the original BDD images, SSD detects vehicles in the box area at a rate of 78.59% using the confidence threshold of 0.3 and 87.42% using the confidence threshold of 0.12 as shown in Table 1 . In both class confidence score thresholds, our method highly precedes the baseline by about 10% points. Additionally, we analyze the detection result of which the threshold is 0.12. Samples, which our method successfully makes the detector perceive as vehicles while the baseline fails to, occupy 17.24% while the opposite case records 7.47%. Our method has substantially more number of vehicles with superiority. One example of this case is shown in the top row of Fig. 6 . Meanwhile, though both methods successfully deceive the detector in many cases, quite a lot of samples generated by the baseline suffer from a qualitatively poor performance. This case is presented in the bottom row of Fig. 6 . Figure 7 : Failure cases. On the first row lie some single channel outputs of Snet and on the second row lie the corresponding 3-channel outputs of Tnet. Once the result from Snet is distorted, the Tnet fails to complete the image. From the left to the right, we show failure cases of boxes having abnormal aspect ratio, unsuccessful front side expression due to the data imbalance, being disturbed by the illumination and excessively wide boxes. Table 2 : The FID scores of the methods used in this paper. Only the generated region is used for the evaluation since the rest of the area is not synthesized.
Method
FID score Iizuka et al. [18] 112.3 Liu et al. [23] 50.54 Ours 41.04
Measuring generation quality
Frechet inception distance (FID) score [14] is a measure frequently used to evaluate the generation quality of generative models. Using a pre-trained Inception-V3, FID compares the statistics of generated images to the real ones. Generally, a low FID score implies that the generated samples have similar activation distributions to those of the real samples. A blurry and noisy result usually increases the FID score. Also, uni-modal result, which is generally referred as mode collapse, is known to increase the FID score as well.
In Table 2 , we assess the quality of images generated by each method. Images from [18] roughly have the appearance of vehicles but record the worst FID score. This attributes to the abstractly depicted context of each vehicle. The work of Liu et al. shows an intermediate level of FID score. Though the silhouette of the generated sample resembles the vehicle, the texture inside is rather a noise which causes an increase in the FID score. Our method has the lowest FID score, which means that our method generates samples that have the most similar distribution to that of real samples.
Discussion
The object detection dataset includes annotations indicating the location where the car exists, not where the car may be. This enforces us to give the model a box at a reasonable position manually. Although the most important merit of our method is that we only use a box annotation to generate a vehicle, the necessity of giving a box candidate still remains. With a highly predictive scene understanding model that can suggest the location where the vehicle may be, we expect a fully-automated vehicle image augmentation would be possible. In the supplementary, we show a preliminary result showing a hint towards this end.
Also, wide boxes, which correspond to the cars near the camera, usually fail to be filled, which is the drawback of the image completion models. Some of the failure examples are given in Fig. 7 .
The total amount of training data is relatively small compared to any other works using generative models. We attribute the blurry effect and insufficient representation embedding to the lack of the training data. Furthermore, objects with different locations and colors suffer from a severe data imbalance. We expect that our method would go well with a large-sized and well balanced image dataset.
Conclusion
We tackled a problem to generate vehicles at designated locations over images of real scenes. To solve this problem, we used an architecture composed of two subnetworks which generate the shape and the texture of the vehicle respectively. The Snet roughly completes the shape of the car according to the surroundings while the Tnet decides the details of the generated vehicle resulting in a better generating performance. Consequently, our method can generate objects going well with the surroundings in arbitrary locations. This is highly expected to be a foundation research for image augmentation researches. Though we have proposed a preliminary method in the supplementary material proposing the region where the object is to be generated, the problem of giving a sophisticated location still remains. Adding a fully automated reasoning process that can designate the location on which an object would be plausible, our method can be used as a practical data augmentation system and we leave this for our future work. Replacing vehicles in the Cityscape dataset with the results of our method trained by the BDD 100K dataset. Generated cars are marked by red arrows. For a better quality, we additionally applied a post-processing with alpha blending around the boundary region of the box. Best viewed in color.
