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Zusammenfassung
Gegenstand dieser Arbeit ist die theoretische Untersuchung von kohärenter Kontrolle
und Manipulation von klassischem oder quantenmechanischem Licht mittels nichtlokaler
Effekte. Im klassischen Fall wird die Propagationsdynamik von Licht in paraxialer
Näherung betrachtet. In thermischen atomaren Gasen wird dabei der spezifische Einfluss
von nichtlokalen linearen Effekten analysiert und für Laserstrahlen mit beliebigem räum-
lichen Profil wird beugungs- und verlustfreie Propagation, gleichförmige Phasenmodu-
lation und Frequenzumwandlung mit Erhaltung der Bildinformation gezeigt. Weiterhin
wird untersucht, wie die Propagationsdynamik wechselwirkender thermischer Rydberg-
atome durch nichtlokale und nichtlineare Effekte beeinflusst wird. Es zeigt sich, dass
dabei für jede Wellenkomponente die nichtlokale nichtlineare Absorption mit der Mo-
dulationsinstabilität konkurriert. Ferner wird die PT-symmetrische Dynamik in kalten
Rydbergatomen ausgenutzt und es wird gezeigt, dass durch nichtlokale nichtlineare Ef-
fekte ein Phasenübergang von erhaltener zu gebrochener PT Symmetrie erreicht wer-
den kann. Auf der Quantenebene wird außerdem ein Test zum Nachweis quanten-
mechanischer Nichtlokalität einzelner Röntgenphotonen, die mit 57Fe Kernen in dünnen
Kavitäten wechselwirken, vorgeschlagen, indem eine Version der Bellschen Ungleichung
für einzelne Photonen verletzt wird. Die experimentelle Realisierung aller diskutierten
Phänomene ist mit bestehenden Mitteln möglich.
Abstract
The thesis is devoted to the theoretical studies of coherent control and manipulation
of classical or quantum light via nonlocal effects. At the classical level, controllable
light propagation dynamics in the paraxial regime is investigated. The specific type of
nonlocal linear effects induced in thermal atomic vapor is explored to achieve diffraction-
less and lossless propagation, uniform phase modulation, and frequency conversion with
diffractionless image duplication for laser beams with arbitrarily encoded spatial profiles.
Next, the study is extended to investigate propagation dynamics in the presence of non-
local nonlinear effects generated in thermal interacting Rydberg atoms, which mainly
reveals simultaneous competition between the nonlocal nonlinear absorption and the
modulational instability for each wave component. Moreover, parity-time (PT) sym-
metric dynamics in cold Rydberg atoms are exploited, and it is shown that a phase
transition from unbroken to broken PT symmetry can be induced by nonlocal nonlinear
effects. At the quantum level, it is further proposed to test the quantum nonlocality of
single x-ray photons in a system where very weak x-ray pulses interact with 57Fe nuclei
in a thin cavity, such that a Bell-like inequality in the single-photon version is violated.
All these proposals are feasible in current experimental settings.
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Where there is a wish, there is a way. Where there is a way, there is always light shining
to the future. In every aspect of life, light has been a silent but bright and colorful
companion guiding us to warmness and hope. From ancient uncivilized age to high
technology-armed modern times, light has been one of the most common and significant
ways to deliver information and communicate with each other for human beings. It is
thus not surprising that people have been trying for centuries to pursuit a fundamental
understanding of the physical nature of light. In the long history of study of light, there
were two outstanding views representing the great power of our perception of nature
in the poor background of empirical knowledge gained from light phenomena in the
seventeenth century. One of these is the corpuscular theory of light proposed by Issac
Newton [1] based on his unprecedented discovery of the three universal laws of motion
which form the backbone of classical mechanics. In this model, light was described to
be a series of corpuscular particles that have well-defined masses and positions in space
and obey the laws of motion that he discovered. However, in a second theory of light
developed by Christiaan Huygens [1], it was argued that light behaves as waves having
specific frequencies, amplitudes and phases, which are capable of explaining interference
and polarization of light. Instead of giving a comprehensive overview of these two theories
and their further developments in the following time which has already well-known to
everyone in the physical community, we emphasize here their physical consequences and
connections to modern physics, in which the new physical pictures of light are deeply
bonded to its two classical views developed at the seventeenth century.
Following the wave nature of light, it is eventually revealed by Maxwell’s equations [1]
that light is nothing but a peculiar type of electromagnetic wave phenomena in the late
nineteenth century. From Maxwell’s equations, there is no theoretical constraint for the
energy contained in the light which is defined by its evolving electric and magnetic fields.
In fact, any amount of energy is possible and can be infinitely small from the wave view
of light. On the other side, at the beginning of the twentieth century, Max Planck has
made the assumption that the energy of light has a minimal bound and is discretized,
in order to correctly interpret the spectrum of blackbody radiation. The light with this
minimal amount of energy is termed as a “quanta”, and any other possible energy of
light can only be multiples of this quanta. Here, a light quanta, which is called “photon”
in modern times, differs from the classical particle view of light in the sense that a
quanta of light is defined by its energy scale while a particle is defined by its mass and
position. Apparently, the two basic modern views of light, which is now called “wave-
particle duality”, essentially repels each other and cannot be combined into a unified
picture in the classical fashion. The relations between these two mutually exclusive
properties of light, which has been generalized as “complementarity” by Nils Bohr [2],
lies in the heart of quantum mechanics. Based on the particle-like nature of light,
Albert Einstein [2] conceived the idea of stimulated emission of light quanta in quantum
radiation processes which finally gives birth to the great invention of light amplification
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by stimulated emission of radiation, i.e., the laser, after a series of elegant theoretical and
experimental works. Amazingly, the laser light consisting of a bunch of highly correlated
light quanta in a quantum point of view behaves as a coherent electromagnetic wave and
is well described by Maxwell’s equations.
The wave-particle duality, which is closely related to the uncertainty principle [3], has
been one of the backbones of quantum mechanics. As somehow conflicting with the wave-
particle duality, there are two other equally important and fundamental concepts derived
from classical mechanics, i.e., “locality” and “reality”. In retrospect, inspired by the fa-
mous gedankenexperiment that a propagating light wave will not stand still even when
being observed in a moving frame of reference with the speed of light, Albert Einstein [4]
noticed a direct contradiction between Maxwell’s equations and the Galilean transforma-
tion which defines the space-time transform in different inertial reference frames based
on the reasoning that the physical laws should have the identical mathematical forms in
any inertial frames. This leads to his special relativity in which light is assumed to have
a unique property of maximal speed that is constant in any possible inertial frame. Sur-
prisingly, this bold assumption has been favored by all performed experiments at various
situations, and there is no evidence against this assumption until now. Extended from
the special relativity, it is certain that any interacting process should not be faster than
the speed of light, alternatively, an event cannot be simultaneously influenced by another
remote event, i.e., “no action at a distance”, it nowadays refers to the concept of locality.
A few examples exhibiting nonlocal effects include Aharonov-Bohm effect [5, 6], quan-
tum entanglement [7], measurement processes [7], etc.. Another belief conceived from
classical mechanics and pointed out by Einstein, Podolsky, and Rosen (EPR) is the con-
cept of reality in the famous paper [8] in 1935. It is argued that a physical reality should
be related to a physical quantity, and a correct and complete theory should be able
to predict deterministically the value of the physical quantity without performing any
kind of experiential measurements. In common sense, reality means that every physical
object’s properties must have precise pre-existing values, which can be certainly derived
from the correct theory and does not depend on being measured. The combination of
locality and reality refers to “local realism” which is obeyed by classical mechanics, but
conflicts with quantum theory.
Since the invention of laser, great effects have been devoted to the studies in the realm
of light-matter interaction, in particular, laser-atom interaction. The evident reason ap-
pears to be that the absence of phonon coupling such as rotations, thermal or lattice
vibrations in laser-atom interaction processes remarkably simplifies both the theoretical
considerations and experimental implementations but remains the essential physical dy-
namics. The presence of laser has flourished a variety of fields ranging from nonlinear to
quantum optics, with exciting discoveries of new phenomena including sum- and differ-
ence frequency generation [9–11], four-wave mixing [9–11], femtosecond optical frequency
comb [12], attosecond physics [13], electromagnetically induced transparency [7, 14],
Bose-Einstein condensates and matter waves [15, 16], quantum entanglement [17, 18],
and cavity optomechanics [19], to mention a few. In return, it has enhanced consider-
ably the ability to control light at either the classical or the quantum level at man’s will,
and has promoted great progresses in a variety of fields including not only physics, but
also chemistry, biology and information technologies. Especially, in our current informa-
tion age, it is hard to imagine what our lives would be without optical communication.
Ultrafast and large-capacity optical data transmission via laser pulses propagating in
optical fibers has been one of the indispensable components of the infrastructure for the
current world-wide networking. The even more ambitious dream is to promote ourselves
1. Introduction 3
to the quantum information world, where information processing is dramatically faster
and more reliable.
It is fair to say that entering into the next-generation all-optical quantum information
world does not only rely on fresh applications on control and manipulation of light
waves, but also prompt for a broader and deeper understanding of the properties of a
single photon at a fundamental level. In these directions, a particularly interesting and
important topic is the nonlocal effects on the propagation dynamics of either classical
or quantum light [8, 20–34]. The intent of this thesis responds closely to these two
aspects with new insights in the regime beyond locality. The first and main part of the
thesis is devoted to the studies of coherent control of classical laser light propagation
via nonlocal linear or nonlinear effects induced by laser-atom interactions. Here, the
nonlocal effects mean that the laser field propagating in the atomic ensemble at one
point can be simultaneously affected by itself at other points owing to the interaction
with atoms. The second part addresses the intrinsic nature of a single photon, where
the quantum nonlocality of a single x-ray photon is examined. The quantum nonlocality
here refers to the violation of local realism in entangled quantum parties, which will be
elaborated later.
We start with presenting the necessary theoretical background for the whole thesis
in Chapter 2. Since on the one hand, light propagation in the paraxial regime has
already been able to describe a great deal of striking optical phenomena, for example,
optical spatial solitons [10, 35], modulational instability [10, 36–39], etc.; On the other
hand, owing to the mathematical equivalence between the paraxial wave equation and
the Schrödinger equation, paraxial optics has served as a playground for testing physical
mechanisms developed in quantum mechanics such as transverse Anderson localization
of light [40–45], photonic Floquet topological insulator [46–50], superfluid motion of
light [51, 52], and parity-time reflection symmetry [53–64]. We therefore limit ourselves
to focus on the classical light propagation in the paraxial regime. The deduction of
the paraxial wave equation from Maxwell’s equations is firstly given in Sec. 2.1, under
the paraxial approximation which states that the laser field varies much slower in the
propagation direction than in the transverse plane. We then introduce the physical
meaning of nonlocal effects and its possible consequences for both classical and quantum
settings in Sec. 2.2. Sec. 2.3 shows the general procedures to calculate the band structure
for the optical Schrödinger equation when an optical periodic potential is introduced.
Before we further investigate the paraxial propagation dynamics in various systems
exhibiting nonlocal linear or nonlinear effects, in the following Chapter 3, we examine
the validity of the paraxial approximation by studying beam propagation in an optically
written waveguide structure. The waveguide structure, which is in terms of spatial-
varied reflective index and leads to diffractionless light propagation, is imprinted on a
five-level atomic medium driven by spatially dependent laser fields. We then first study
the probe beam propagation in a single optically written waveguide, and already find
that the paraxial approximation does not provide an accurate description of the probe
propagation, given that the beam size is not large enough compared to its wavelength.
Furthermore, beam propagation dynamics is carefully investigated beyond paraxial prop-
agation through an induced branched-waveguide structure which allows selective steering
of the probe beam into different branches.
After the careful check of validity of the paraxial approximation, we focus on the
coherent control and manipulation of classical light propagation by nonlocal linear ef-
fects in thermal atomic vapor in Chapter 4. It has been theoretically proposed and
experientially verified by Firstenberg et al. [20–24] that thermal motion and collisions in
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a three-level lambda atomic vapor under the electromagnetically induced transparency
configuration can give rise to a specific type of nonlocal linear effects in the regime of
Dicke narrowing. This nonlocal linear effects are found to be able to exactly eliminate
the paraxial diffraction of laser beams with arbitrary spatial profiles under the specific
condition of negative two-photon detuning. However, strong inevitable absorption in-
volved in this initially proposed mechanism owing to the required two-photon detuning
leads to severe attenuation of the input probe beam, rendering it useless for practical
application. In the first section of this chapter, we first propose an enhanced scheme in
which arbitrary images encoded onto a probe field can propagate without either diffrac-
tion or absorption. This is done by simply applying an additional two-way incoherent
pump field to couple another transition in a four-level double-lambda atomic system.
The absorption can be compensated by the atomic coherences generated by the incoher-
ent pump together with the coherent laser fields, meanwhile, the dispersion still behaves
to cancel the paraxial diffraction except for a different constant offset. Consequently,
the probe field can propagate in the prepared thermal medium with neither diffraction
nor absorption.
Next, in the second section of Chapter 4, we then find that the constant offset in the
linear dispersion can be utilized to apply an uniform pi phase modulation to the probe
beam while its other physical properties are fairly preserved. This uniform pi phase
modulation can be accomplished at a quite low atomic density and over a rather short
distance which is much less than one Rayleigh length, and is independent of the probe
field intensity. Again, it is suitable for the probe fields with arbitrary spatial profiles.
In the last section of Chapter 4, based on the knowledge gained from the previous
proposals to realize diffractionless and lossless light propagation and uniform phase mod-
ulation, we extend our study to diffractionless image reproduction and frequency con-
version based on four-wave mixing (FWM) in a thermal five-level triple-lambda atomic
vapor driven by laser fields. The generated FWM signal field has a different frequency
but the same spatial distribution as compared to the probe field. This method is capable
of transmitting and frequency-converting arbitrary two-dimensional images without ei-
ther diffraction or absorption, requiring only short propagation distance of less than one
Rayleigh length. These proposals are feasible to be implemented in current experimental
setups. And it also sheds light on all-optical processing in which diffraction lies in the
way as one of the major obstacles.
We then turn to the investigation of light propagation dynamics in the presence of
nonlocal nonlinear effects introduced by dipole-dipole interactions in Rydberg atoms.
The availability of strong long-range interactions in cold Rydberg atoms has shown the
powerful capabilities in illustrating local or nonlocal nonlinear effects [25, 26, 65–69],
Rydberg blockade [70–72], and has enabled promising applications in quantum informa-
tion processing [73, 74]. Theoretical models to describe the cold interacting Rydberg
atoms have also been developed, such as the mean-field theory [75–78], cluster expan-
sion [25, 79, 80], and the rate equation model [69, 81–84].
At the same time when exceptional advances have been made in ultracold Rydberg
atoms, there have been experiments conducted in the thermal Rydberg atoms [85–92],
showing evidences for coherent long-range dipole-dipole interactions. However, the the-
oretical models mentioned above seem to fail in describing the involved dynamics. With
the input from the theoretical modeling of the thermal atoms in Chapter 4, we develop
a novel approach in the first section of Chapter 5 to describe the thermal Rydberg
atoms interacting with external laser fields. Under the crucial approximation that the
time variation in the dipole-dipole interactions due to atomic motion can be neglected,
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an analytical form can be obtained for the nonlocal nonlinear atomic response of the
thermal Rydberg atoms. Based on this analytical result, we find the propagation dy-
namics in the near-resonant regime differs qualitatively from that in far-detuned regime.
In the near-resonant regime, the nonlinear absorption plays the dominant role in the
probe propagation and is weakened as the temperature increases. However, when the
laser fields are far-off resonant, the propagation dynamics is governed by both the nonlo-
cal nonlinear dispersion and absorption. Furthermore, the nonlocal nonlinear dispersion
remains almost unchanged while the nonlocal nonlinear absorption is firstly enhanced
and then weakened as the temperature grows. Consequently, modulational instabil-
ity (MI) is initially suppressed and then strengthened with increasing temperature. In
sharp contrast to a nonlinear medium which is purely dispersive, counterintuitively, we
find that in absorptive nonlinear medium each wave component will exhibit the MI ef-
fect, which, however, simultaneously competes with the nonlocal nonlinear absorption,
and eventually is suppressed.
In the second section of Chapter 5, stimulated by the mathematical equivalence
between the paraxial wave equation and the Schödinger equation, we explore in the
cold interacting Rydberg atoms the concept of parity-time (PT) reflection symmetry
developed in quantum mechanics which can lead to real eigenvalues despite of its non-
Hermitian nature. By employing two different physical mechanisms, i.e., active Raman
gain and electromagnetically induced transparency in two different atomic species in-
teracting with standing-wave laser fields, a linear optical periodic potential is formed
to respect PT symmetry. When the amplitude of the imaginary part of the linear op-
tical potential is small, it is found that the resulting band structure can be completely
real, referring to an unbroken PT symmetry. As this amplitude exceeds a certain value,
a phase transition occurs, and complex conjugate eigenvalue pairs appear in the band
structure, corresponding to a broken PT symmetry. The presence of nonlinear nonlocal
effects due to the Rydberg-Rydberg interaction can break not only the PT symmetry
of the system but also the symmetry of the band structure. The phase transition from
unbroken to broken PT symmetry is put forward further by studying the corresponding
propagation dynamics.
In the end, we study in Chapter 6 the quantum nonlocality of a single photon. In
particular, we focus on the nonlocal nature of a single photon in the x-ray regime. Quan-
tum nonlocality originates from the famous argument by Einstein, Podolsky, and Rosen
in 1935 that non-commutable quantities (e.g., position and momentum) can have simul-
taneous values in a quantum correlated system, under the assumption of local realism [8].
Almost thirty years later, Bell provided a theoretical proof [28] in 1964 that a direct con-
tradiction raises between quantum physics and the EPR assumptions of local realism in
an entangled bipartite system, and it has been respected by all reliable experiments done
so far. Until now, there is little doubt about the quantum nonlocality between entan-
gled bipartite systems [29–34], and further researches have also been stimulated to study
nonlocality beyond quantum theory [93–96] and to search certain fundamental physical
principles to re-construct the quantum theory [97–99]. However, unlike the nonlocality
of correlated bipartite system that have been widely accepted, the nonlocality of a single
party has lead to intensive debates [100–106]. In this chapter, we start with first pre-
senting a general historic overview of quantum nonlocality of a single photon. Based on
the recently developed theory [107] and followed experiments [108, 109] where the weak
x-ray pulses with energy centered at 14.4 keV interact with 57Fe nuclei embedded in a
thin cavity, we theoretically propose a scheme to test the nonlocality of a single photon
in the x-ray regime. The x-ray pulses emitted from a synchrotron radiation source are
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so weak that they can only excite one of the nuclei at a time and can thus be considered
as single resonant photons. We find that the x-ray pulses interacting with the cavity and
the embedded 57Fe nuclei can be treated as a Mach-Zehnder interferometer, in which one
mode of path is the empty cavity and the other one is the combination of the nuclei and
the cavity, leading to the entangled states between the two modes for the single x-ray
photons. Analogous to a Mach-Zehnder interferometer with phase shifters inserted in
the two arms, we then deduce the locality criterion for the x-ray photons in the system.
In the end, we find that this locality criterion can be violated at specific incident angles
and detunings of the x-ray pulses impinging on the cavity, indicating the nonlocality of
x-ray photons. We have also discussed the possible experimental procedures to test the
proposal in current experiments.
In the final Chapter 7, the thesis is ended by a brief summary, and an outlook on
possible further directions is also given based on the results presented in the thesis.
In a nutshell, we study nonlocal effects on both classical and quantum light. At the
classical level, it is found that diffrectionless and lossless light propagation, uniform
phase modulation, and frequency conversion with preserved image duplication for laser
beams with arbitrary spatial profiles can be achieved by utilizing nonlocal linear effects
induced in thermal atomic vapor. This may lead to promising applications for all-
optical processing. Furthermore, we study light propagation dynamics in the presence of
nonlocal nonlinear effects in interacting Rydberg atoms. Specifically, we propose a model
to describe thermal Rydberg atoms interacting with laser fields and find counterintuitive
behaviors for the probe propagation with respect to that in ultracold Rydberg atoms.
We then explore to investigate PT-symmetric dynamics in cold Rydberg atoms, and it
is shown that phase transition from unbroken to broken PT-symmetry can be induced
by nonlocal nonlinear effects. At the quantum level, we propose a scheme to test the
quantum nonlocality of a single x-ray photon in the system of very weak x-ray pulses
interacting with 57Fe nuclei embedding thin cavity. This may deepen our understanding
of the fundamental nature of a single photon.
Chapter 2
Theoretical Background
In this chapter, we briefly introduce the theoretical background to which the whole
thesis is rooted. Throughout the whole thesis, we concentrate on the coherent control
and manipulation of classical or quantum light via nonlocal effects. Classical light, as
an electromagnetic field, is governed by Maxwell’s equations. Since in the thesis we are
mostly dealing with light propagation in the paraxial regime, the paraxial wave equation
is firstly derived from Maxwell’s equations in Sec. 2.1.2. Owing to the mathematical
isomorphism between the paraxial wave and Schrödinger equation, a further general
comparison between them is presented in Sec. 2.1.3 to show the power of paraxial optics.
Next, we introduce the concept of nonlocality and its physical consequences for both
classical and quantum light in Sec. 2.2. Based on the close connection between paraxial
optics and the Schrödinger equation, procedures to calculate the band structure in an
optical periodic system with or without nonlocal effects are given in Sec. 2.3 by exploiting
the Bloch theorem.
2.1 Wave equation in the paraxial regime
2.1.1 Maxwell’s equations
The laws for electromagnetic phenomena are described by Maxwell’s equations in the
form1,




∇ ·B = 0 , (2.1c)
∇×H = J + ∂D
∂t
, (2.1d)
where D, ρ,E,B,H, and J stand for displacement current, total charge density, electric
field, magnetic field, magnetic field strength and current density respectively. Those
quantities are related by the material equations
D = ε0E + P , (2.2a)
B = µ0H + M , (2.2b)
J = σE , (2.2c)
with ε0, µ0 being the permittivity and permeability of free space, and P,M and σ be-
ing the macroscopic polarization and magnetization, and conductivity of the medium
1The International System of Units (SI) is used for all equations, physical quantities, functions, and
parameters throughout this thesis.
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respectively. We are interested in the medium that contains no free charges, so that
ρ = 0 , (2.3)
and that contains no free current, i.e.,
J = 0 , (2.4)
we also assume that the medium is nonmagnetic such that
M = 0 . (2.5)










where we have applied the relation ε0µ0 = 1/c2 with c being the speed of light in
vacuum. Eq. (2.6) is one of the most general forms of wave equation to characterize
its propagation in diverse media. Owing to the second-order curl and time derivative
involved in Eq. (2.6), an analytical solution is usually unachievable. An alternative
direction is to make use of numerical calculations by taking advantage of present high-
performance computing technology, which has already become to be difficult and time-
consuming for large-dimension systems. Fortunately, the wave equation can be further
simplified by a series of approximations in most cases of interest. Before doing this, we
first take the vector calculus in Eq. (2.6)
∇×∇×E = ∇(∇ ·E)−∇2E . (2.7)
In the linear optics of isotropic media with ρ = 0, the term containing ∇ · E vanishes
because of ∇ · D = 0 in Eq. (2.1a). In anisotropic media where D = ε0ε(r)E, ∇ · E
needs to be further identified. Furthermore, this term is generally nonzero in nonlinear
optics even for isotropic materials, as a result of the relation (2.2a). Fortunately, this
term can often be shown to be too small to be taken into account, especially in the case
that the slowly varying envelope approximation (SVEA) is valid [10], which is also the
regime considered in this thesis. We shall then assume that the contribution of ∇(∇·E)









2.1.2 Paraxial wave equation
Usually, it remains still quite challenging to solve Eq. (2.8) either analytically or numer-
ically, in order to obtain the complete knowledge of classical light propagation. Further-
more, it is not necessary to directly solve Eq. (2.8) in most cases, further simplifications
of Eq. (2.8) are possible and reasonable under certain approximations, among which one
of the most known examples is the paraxial approximation. Before diving into studying
the paraxial approximation and understanding its physical consequence, we shall first
suppose that the electric field E and the macroscopic polarization P are given by
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E = 12E(r, t)e
−i(ω0t−k0·r)êE + c.c. , (2.9a)
P = 12P (r, t)e
−i(ω0t−k0·r)êP + c.c. , (2.9b)
where E(r, t) and P (r, t) are slowly-varying amplitudes of the positive-frequency part of
the electric field and polarization, respectively, with êE and êP being the correspond-
ing unit polarization vectors, and ω0 and k0 are the carrier frequency and wavevec-
tor, respectively. “c.c.” is the abbreviation for “complex conjugate” which denotes the











e−i(ω0t−k0·r)êE + c.c. , (2.10a)
∇2E = 12
[












− 2iω0∂P (r, t)
∂t
− ω20P (r, t)
]
e−i(ω0t−k0·r)êP + c.c. . (2.10c)
Substituting Eq. (2.10) back into Eq. (2.8) and then considering the equation of motion
for the positive-frequency part leads to














− 2iω0∂P (r, t)
∂t
− ω20P (r, t)
]
êE · êP , (2.11)
where we have applied the relation ω20 = c2k20. The equation of motion for the negative-
frequency part can be found by simply taking the complex conjugate of Eq. (2.11). In
the slowly varying envelope approximation, the changes in the amplitude E(r, t) of the
electric field E is much slower than its frequency
∣∣∂E
∂t
∣∣ ∣∣iω0E∣∣ . (2.12)












E(r, t) = i k02ε0
P (r, t)êE · êP , (2.13)
where we have set k0 = k0êk0 . Normally, Eq. (2.13) is already enough to describe the
wave propagation in various situations. In the case that the medium is an ensemble of
atoms, the macroscopic polarization can be written as a summation over contributions






where dˆi is the dipole moment operator of atom i and V is the volume of the ensemble,
and “〈· · · 〉” denotes the expectation value. It can be further rewritten in terms of density
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matrix elements
P = n0Tr(dˆρ) , (2.15)






[H, ρ]− Lρ . (2.16)
Here H is the Hamiltonian of the system and Lρ stands for the incoherent contributions
including, for instance, spontaneous decay, dephasing and other dissipative processes.
Then by solving the coupled master and wave equations, the propagation dynamics can
be obtained. In general, the macroscopic polarization can be written in the form
P = n0dρabe−i(ω0t−k0·r) + c.c. , (2.17)
with d being the dipole moment and ρab representing the slowly varying amplitude of
the density matrix element related to P. a and b denote the upper and lower states for
the transition coupled by the electric field E, respectively. By comparing Eq. (2.9b) and
(2.17), we find that
P (r, t) = 2n0ρabd · êP . (2.18)












E(r, t) = ik0
ε0
n0ρabd · êE . (2.19)
In quantum optics, we concern more about the Rabi frequency of the electric field which
is defined here by
Ω(r, t) = E(r, t)d · êE2~ , (2.20)
Note that there is also another definition widely used in literatures which is Ω′(r, t) =
2Ω(r, t), here we stick to the definition given in Eq. (2.20) throughout the thesis. Then
















From the Weisskopf-Wigner theory of spontaneous emission for a two-level atom in free




where λ = 2pi/k0 and Γab is the corresponding spontaneous decay rate. With the help












Ω(r, t) = i3n0λ
2Γab
8pi ρab . (2.23)
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When the involved electric field is a continuous wave, i.e., E(r, t) = E(r), the time









8pi ρab . (2.24)
In Eq. (2.24), we have assumed that the electric field is propagating in the z direction
êk0 = êz. More generally, it can be in any other direction êk0 = sinθcosϕêx+sinθsinϕêy+
cosθêz with θ and ϕ being the polar and azimuthal angles respectively. When the electric
field varies only gradually along the propagating direction, z, the so called paraxial














8pi ρab , (2.26)
Eq. (2.26) is the wave equation describing wave dynamics in atomic media in the paraxial
regime. In Eq. (2.26), the second-order derivative in the transverse direction gives rise to
diffraction, which would lead to spatial spreading, energy attenuation, and distortion of
the electric field. Hence, in general, diffraction is detrimental to the involved dynamics.
Depending on specific properties of the macroscopic polarization of the medium, P, a
variety of intriguing phenomena can already be found in the paraxial regime, including
diffractionless propagation, self-focusing and -defocusing, spatial solitons and modula-
tional instability [9, 10], to mention a few. Furthermore, owing to the mathematical
equivalence between the paraxial wave equation and the Schrödinger equation, paraxial
optics has also been employed as a testbed for studying fundamental aspects of quantum
theory and newly developed concepts in condensed matter physics [42–50, 110–120].
2.1.3 Paraxial optics and the Schrödinger equation
By employing the relation between the polarization and the electric field
P (r, t) = ε0χ(r)E(r, t) , (2.27)












Ω(r) = ik02 χ(r)Ω(r) . (2.29)







Ω(r)− k02 χ(r)Ω(r) . (2.30)
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One can then find that Eq. (2.30) is exactly identical to the mathematical form of
the Schrödinger equation describing the time evolution of a massive particle in two
dimensions by replacing z → t, while the optical effective mass and potential are defined
to be
mopt = ~k0 , (2.31a)
Vopt(r) = −~k02 χ(r) . (2.31b)
Eq. (2.30) is thus called the optical Schröndinger equation. Rising from this fabulous re-
semblance, it is then not surprising that physical concepts developed in quantum physics
such as Bloch oscillation, Bragg scattering, have been migrated to and studied in parax-
ial optics, and have already been experimentally verified in optical systems [121–126].
Moreover, exciting achievements have also been demonstrated recently in realizing trans-
verse Anderson localization of light [40–45], photonic Floquet topological insulator [46–
50], and superfluid motion of light [51, 52], which might be difficult to be observed in
condensed matter physics because of lattice defects or thermal fluctuations.
In particular, new developments have been put forward towards the fundamental as-
pects of quantum theory. In any introductory course of quantum mechanics, one would
learn the fundamental axioms characterizing the theory. One of those axioms is that the
Hamiltonian should be Hermitian to fulfill the requirements of unitary time-evolution
and real eigenvalues for physical quantities. Recently, a new class of non-Hermitian
Hamiltonians exhibiting parity-time (PT) reflection symmetry has been explored to
show real eigenvalues [53–64]. The marriage of PT-symmetric quantum mechanics and
paraxial optics has given birth to various excellent applications, such as implementation
of a coherent perfect absorber [115, 127–129], asymmetric power oscillation violating
left-right symmetry [112, 113, 130–132], unidirectional invisibility in reflection at the
exceptional point [114, 133–136], nonreciprocal light transmission in the presence of
nonlinearity [120, 137–139], optical complex crystals [110, 111, 140–144], single-mode
laser [116, 117] and loss-induced suppression and revival of lasing [118, 119]. The inves-
tigation of PT-symmetric dynamics has also been emerging in atomic systems [145, 146],
which we will discuss further in the presence of nonlinear nonlocal effects in Sec. 5.2.
This mathematical isomorphism has not only lead to remarkable refreshments of
paraxial optics fused with new ingredients from quantum mechanics, but also allowed
the possibility to mimic quantum phenomena which were theoretically introduced but
hard to be examined in condensed matter physics, thus deepening our understanding of
nature.
2.2 Introduction to classical and quantum nonlocality
2.2.1 Classical nonlocal linear effects in paraxial optics
In the context of paraxial optics, nonlocal linear effects are presented when the polar-
ization P (r⊥, z) depends on the electric field not only at r⊥ but also at other different
positions, i.e.,
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ΩF (k⊥, z) = i
k0
2 χF (k⊥)ΩF (k⊥, z) . (2.34)
Here, ΩF (k⊥, z) and χF (k⊥) are the spatial Fourier transformations of Ω(r⊥, z) and
χ(r⊥) from r⊥ to k⊥ respectively. Here the spatial Fourier transformation is defined by
gF (k⊥, z) =
∫ ∞
−∞
g(r⊥, z)e−ik⊥·r⊥dr⊥ , (2.35)
and we have applied the convolution theorem in deriving Eq. (2.34)
F [g(r⊥) ∗ h(r⊥),k⊥] = gF (k⊥)hF (k⊥) , (2.36)
where “∗” stands for the convolution of g(r⊥) and h(r⊥). With the help of this nonlocal
linear effects, paraxial light propagation can be coherently controlled and manipulated in
various ways. For instance, it has been found that thermal motion and collisions in hot
atomic systems can introduce nonlocal linear effects, leading to a direct manipulation
of the paraxial diffraction in the momentum space, for instance, the exact elimination
of paraxial diffraction. An outstanding feature of the elimination of diffraction by non-
local linear effects is that it operates in momentum space and thus does not depend on
the spatial profile of the laser beams. By taking advantage of this extraordinary fea-
ture, further applications can be realized, for instance, uniform phase modulation and
diffractionless image reproduction between different frequencies, which will be exploited
in Chap. 4.
2.2.2 Classical nonlocal nonlinear effects and modulational instability
Apart from nonlocal linear effects, a probably more intriguing and fruitful topic is linked
to the nonlocal nonlinear effects, which appear naturally in a wide range of different
systems ranging from plasmonics [147, 148], molecular reorientation of nematic liquid
crystals [149, 150], to transport processes such as atom diffusion [151], heat conduc-
tion in materials with a thermal nonlinearity [152] or phonon heat transfer [153] in spin
caloritronics, drift of electric charges [154]. In particular, many-body interacting sys-
tems including Bose-Einstein condensates [155–158] and Rydberg atoms [25] may also
introduce nonlocal nonlinear effects under certain conditions. Along these lines, a vari-
ety of exciting phenomena has been intensively studied, including wave collapse (catas-
trophic self-focusing) [38, 159] and arrest [160], incoherent spatial solitons [35, 161, 162],
beam stabilization [160, 163, 164], enhancement or suppression of modulational insta-
bility (MI) [36–39].
Of course it is an impossible mission to consider all the topics in a single thesis. In-
stead, we constrain ourselves to the MI effect, which is one of the most ubiquitous types
of instabilities in nature and serves as a fundamental mechanism associated with wave
propagation in nonlinear media. In short, MI stems from an interplay between diffrac-
tion/dispersion and local or nonlocal nonlinearity, giving rise to an exponential growth
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for small amplitude and phase perturbations with specific frequencies or wavevectors.
Consequently, MI may lead to a rapid amplification of sidebands, which breaks up the
otherwise uniform wave front and generates fine localized structures (e.g., filamenta-
tion [11, 36, 37]). Furthermore, MI in the optical system also sheds light in Rogue
waves [165, 166], which is especially concerned in oceanography. Aiming at investigating
MI in more detail in nonlocal nonlinear media, we first give the explicit form of the wave
equation involving nonlocal nonlinearity. In the scope of light propagation, the paraxial
















Here K(r⊥) stands for the nonlocal response function in the transverse direction and
Cnl is the nonlinear coefficient which can be either real or complex. In Eq. (2.37), we
have omitted the linear effect which is not important here. And we have to mention here
that other types of nonlocal nonlinear effects are in principle possible, e.g., the nonlocal
response can also depend on the propagation distance z. In the regime where Cnl is real
and K(r⊥) is a real and integrable function, we can apply a linear stability analysis for
MI. By doing this, we make the ansatz that Eq. (2.37) permits plane wave solution for
a two-dimensional case in the form [36]
Ω(x, z) = √ρ0eik0x−iw0z , (2.38)
with ρ0 > 0 and k0, w0 being real numbers. Then substituting this solution back into
Eq. (2.37) leads to the relation between w0, k0 and ρ0
w0 =
k20
2 − ρ0CnlIK , (2.39)





Now suppose that there is a small perturbation added in the plane wave solution
Ω(x, z) = [√ρ0 + u(ξ, τ) + iv(ξ, τ)]eik0x−iw0z , (2.41)
with
ξ = x− k0z and τ = z , (2.42)
where u and v are real functions and u, v  √ρ0. Inserting the expression (2.41) into















K(x− x′)u(ξ′ , τ)dx′ . (2.43)
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Since ∫ ∞
−∞
K(x− x′)u(ξ′ , τ)dx′ =
∫ ∞
−∞
K(ξ − ξ′)u(ξ′ , τ)dξ′ , (2.44)















K(ξ − ξ′)u(ξ′ , τ)dξ′ . (2.45b)
Introducing the spatial Fourier transform defined by Eq. (2.35), the linearized system

























4 − ρ0CnlKF (k)
]
, (2.47b)
where KF (k) is defined by Eq. (2.35). We then find λ2(k) = −λ1(k). Thus the solution
for the perturbation can be written as
uF (k, τ) = c1eλ1τ + c2eλ2τ . (2.48)
In the following, we will analytically calculate Eq. (2.46) to get the exact solution for
the perturbation. Assuming firstly that the initial perturbation takes the form
u(ξ, τ = 0) = apcos(kpξ) , (2.49a)
v(ξ, τ = 0) = apsin(kpξ) , (2.49b)
where ap and kp are the amplitude and wavenumber of the perturbation respectively,
and kp 6= 0. Performing spatial Fourier transform on Eq. (2.49) results in




δ(k − kp) + δ(k + kp)
]
, (2.50a)




δ(k − kp)− δ(k + kp)
]
. (2.50b)
Here, δ(k) is the Dirac delta function. With the initial conditions (2.50) in momentum
space, the equations for the coefficients c1 and c2 can be derived from Eq. (2.46) and
(2.48)




δ(k − kp) + δ(k + kp)
]
, (2.51a)
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c1 − c2 = q(k)ap2
[
δ(k − kp)− δ(k + kp)
]
, (2.51b)








k2 − 4ρ0CnlKF (k)
] , (2.52)
when k2 − 4ρ0CnlKF (k) 6= 0. Otherwise we have λ1(k) = −λ2(k) = 0 which is related












[1− q(k)]δ(k − kp) + [1 + q(k)]δ(k + kp)
}
. (2.53b)
Finally, the solution for the perturbation can be obtained












[1− q(kp)]e−λ1(kp)τeikpξ + [1 + q(−kp)]e−λ1(−kp)τe−ikpξ
}
. (2.54)
In the linear case where Cnl = 0, the eigenvalues are all imaginary, i.e., λ1(k) = −λ2(k) =
ik2/2, then the perturbation will never be amplified and always oscillates along the
propagation direction with spatial frequency k2/2. When a local nonlinearity is present,
i.e., Cnl 6= 0 andKF (k) = 1, there will be in principle an exponential growth (i.e., MI) for
some specific k when Cnl > 0 which corresponds to a focusing nonlinearity. The other
trivial case gives the normal oscillation when Cnl < 0, which relates to a defocusing
nonlinearity. Nevertheless, the situation can be completely different when a nonlocal
nonlinearity is introduced. Depending on the spatial structure of the nonlocal response
function K(ξ), it generally involves MI independent of the value of Cnl. Moreover, the
nonlocal nonlinearity can lead to either enhancement or suppression of MI appeared
in the local nonlinear case. For the special example of a symmetric nonlocal response
function K( xi), its Fourier transform should be also symmetric KF (k) = KF (−k). We
thus have λ1(k) = λ1(−k) and q(k) = q(−k). Then Eq. (2.54) can be further simplified
u(ξ, τ) =ap2 [cos(kpξ) + iq(kp)sin(kpξ)] e
λ1(kp)τ
+ ap2 [cos(kpξ)− iq(kp)sin(kpξ)] e
−λ1(kp)τ . (2.55)
Note that u(ξ, τ) seems to be a complex function at first sight, however, it is actually
real, thus fulfilling our initial assumption. Similarly, v(ξ, τ) can also be attained
v(ξ, τ) = iap2q(kp)
[cos(kpξ) + iq(kp)sin(kpξ)] eλ1(kp)τ
− iap2q(kp) [cos(kpξ)− iq(kp)sin(kpξ)] e
−λ1(kp)τ . (2.56)
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Note that v(ξ, τ) is also a real function. It should be emphasized here that the analytical
solutions Eqs. (2.54), (2.55) and (2.56) are reasonable only when the ansatz Eq. (2.38)
is valid. In other words, this linear analysis remains only meaningful in the mere case
where Cnl is real and K(ξ) is a real and integrable function. More generally, it can
be simply extended to be valid in the region where the product CnlK(ξ) is real and
integrable.
Beyond this limit, i.e., in the more intricate case where CnlK(ξ) is complex, however,
the linear stability analysis would fail and the corresponding analytical solutions for
the perturbation are rather impossible. The physical essence beneath the breakdown
of the ansatz Eq. (2.38) and the associated linear analysis attributes to the nonlinear
absorption entered in this case, which might give rise to a simultaneous competition
against MI. As a result, there exists no plane wave solution, and the perturbation may
have unexpected behaviors differing from the MI effect. In order to show this, we have
developed a new model in Sec. 5.1 which is capable of describing the MI effect in the
presence of nonlinear absorption. Here we present an overview of this model to show its
differences and possible advantages against the linear stability analysis. We first rewrite







ψ(ξ, ζ) = iC ′nlψ(ξ, ζ)
∫ ∞
−∞
K(ξ − ξ′)|ψ(ξ′ , ζ)|2dξ′ , (2.57)
Here, we have rescaled the coordinates using ξ = r⊥/St, ζ = z/Sz, Sz = kpS2t , Ω(ξ, ζ) =
Ωp0ψ(ξ, ζ) and C
′
nl = CnlSzS2t Ω2p0 with St and Sz being the scales in the transverse
and propagation directions, respectively. Without loss of generality, we consider two-
dimensional propagation in the following.
Now considering that a one-dimensional plane wave with an additional cosine per-
turbation ψ(ξx, ζ = 0) = 1 + 0cos(kxξx) (0 is real and 0  1) is propagating in the
absorptive nonlocal nonlinear media, we shall assume that the output function ψ(ξx, ζ)
can be decomposed into a Fourier series consisting of multiples of the kx component, by
















aj−p+q(ζ)ap(ζ)a∗q(ζ)KF [(p− q)kx] , (2.59)





In general, analytical solutions of this set of equations are rather impossible. Practically,
the set of equations can be reasonably truncated to a maximum value, i.e., j ≤ jmax,
depending on the propagation distance ζL. For a short distance where |a0(ζ)|  |a1(ζ)|,
jmax can be safely limited to jmax = 1, leading to the following much simplified equations
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of motion for a0(ζ), a1(ζ) and a−1(ζ)
da0(ζ)
dζ
























+KF (−kx)|a0(ζ)|2a−1(ζ) +KF (−kx)a20(ζ)a∗1(ζ)
]
. (2.61c)
For a symmetric kernel function K(ξx) = K(−ξx), it would result in KF (kx) = KF (−kx)
and the subsequent symmetric nature of the equation of motion for the positive and
negative components. And also by noting the fact that the input cosine perturbation
indicates that a1(0) = a−1(0), we then find that a1(ζ) = a−1(ζ). The analytical solutions







































where c0 = C
′
nlKF (0) and c1 = C
′
nlKF (kx), and the coefficients s1 and s2 are constrained
by the initial conditions in Eq. (2.61b)













Detailed procedures to obtain the solutions Eq. (2.62a) can be further found in Sec. 5.1.
Owing to the evolved confluent hypergeometric function and generalized Laguerre poly-
nomial, it is hard to reveal the underlying physics inside a1(ζ) in an analytical manner.
In order to show the competition between MI and nonlocal nonlinear absorption more














4|c1|2 + (2Im[c0]− ik2x + 2iRe[c1])2 . (2.65)
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Thus the analytical solution for a1(ζ) can be much simplified








From Eq. (2.66) it is clear to see that λ(k) is associated to MI which occurs in the
absorptive nonlocal nonlinear media. In sharp contrast to the pure dispersive case where
Im[CnlKF (k)] = 0, counterintuitively, MI generally occurs for each k wave component
when the nonlinear absorption is present, as indicated in Eq. (2.65). Thanks to the
nonlinear absorption introduced by Im[c0], it is evident to see the competition between
MI and nonlinear absorption. In general, MI can be fully suppressed by the nonlinear
absorption and a1(ζ) does not experience any real exponential growth throughout its
propagation in the medium. Note that in nonlocal nonlinear media where only dispersive





k2x[k2x − 4CnlKF (kx)] , (2.67)
which is of the same form as Eq. (2.47a) obtained in the linear stability analysis if we set
ρ0 = 1. Furthermore, in the local dispersive regime where KF (kx) = 1 and Cnl = C∗nl,
Eq. (2.67) coincides with the results obtained in Ref. [36, 37]. This will be further
exploited in Sec. 5.1.
2.2.3 Quantum nonlocality
After a little taste of classical nonlocal effects in the previous sections, we now move
our attention to a more subtle and counterintuitive concept, which is quantum nonlo-
cality. Quantum theory states that there is no way to precisely determine the value for
non-commutable physical quantities simultaneously, which is known as the Heisenberg
uncertainty principle. However, according to the arguments in the famous paper [8] by
Einstein, Podolsky, and Rosen (EPR) in 1935, non-commutable quantities (e.g., position
and momentum) can have simultaneous values in a quantum correlated system, under
the plausible assumptions “no action at a distance” and “the reality of a physical quantity
is the possibility of predicting it with certainty, without disturbing the system” (together
called “local realism”), leading to paradoxical conclusions in comparison with quantum
theory. Thus they claimed that the quantum-mechanical description of physical reality
is not complete under the seemingly reasonable assumption of “local realism” that they
defined. In the same year, Bohr replied in a paper [27] with the same title that the crite-
rion of physical reality formulated by EPR contains an essential ambiguity in quantum
physics when the experimental arrangement is specified, attempting to resolve the chal-
lenging raised by EPR. However, his philosophical statement was not fully convincing
to the physical community [29].
In order to interpret the quantum-mechanical predictions for a system of EPR type,
a vast class of hidden-variable theories was suggested. In a hidden-variable theory, the
probabilistic nature of quantum mechanics is typically abandoned to meet determinism
derived from reality. An exceptional example would be the nonlocal pilot-wave theory
developed by De Broglie and Bohm [168, 169], where it postulates an additional guiding
equation determining an actual configuration on which the Schrödinger equation evolves.
It was hoped that the hidden-variable theory could restore the completeness and deter-
minism to the quantum theory. Until recently, Colbeck and Renner [170] have proven
that “no extension of quantum theory can give more information about the outcomes of
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Figure 2.1: A schematic demonstration of experimental test of CHSH inequality. The photon pairs
emitted from the source S are sent to two remote observers Alice and Bob. Alice and Bob measure the
polarization of the two photons along the directions a and b perpendicular to the z axis respectively,
each has two possible outcomes + and −. The Bell-like inequality can be violated when the photon
pairs are prepared in entangled states.
future measurements than quantum theory itself ” under the assumption that measure-
ments can be chosen freely. That is to say, any extension of quantum mechanical theory,
whether using hidden variables or otherwise cannot provide a more accurate prediction
of outcomes, provided that observers can freely choose the measurement settings. They
thus concluded that quantum theory is really complete under the assumption that mea-
surement settings can be chosen freely. Moreover, it has been shown by Pusey, Barrett,
and Rudolph [171] that “any model in which a quantum state represents mere informa-
tion about an underlying physical state of the system that is objective and independent
of the observer, and in which systems that are prepared independently have independent
physical states, must make predictions that contradict those of quantum theory”. Inspired
by the insights gained from Ref. [171], Colbeck and Renner [172] again pointed out that
the wave function of a system is in one-to-one correspondence with its elements of reality
based only on the assumption that measurement settings can be chosen freely.
In 1964, Bell [28] proved a direct contradiction between quantum physics and the EPR
assumptions, i.e., local realism, thus ruling out a certain class of local hidden-variable
theories. In more detail, he demonstrated that in a correlated system certain combina-
tions of expectation values of correlations have upper bounds under local realism, which
is smaller than that predicted by quantum mechanics. It is now called Bell inequality
and has stimulated several variants [173, 174] which are easier to be tested experimen-
tally, for instance, the Clauser, Horne, Shimony, and Holt (CHSH) inequality [173]. For
the sake of a deeper understanding of Bell’s inequality, here we provide a simplified il-
lustration of inequalities of Bell’s type. As shown in Fig. 2.1, suppose we have a random
source emitting pairs of particles, e.g., photons. The pair of photons νa and νb are sent
to two linear polarizers called Alice and Bob, who measure the polarization of the two
photons along ~a and ~b perpendicular to the z axis respectively. Each measurement has
two possible outcomes, “+” or “−”, and one can measure the single or joint probabilities
at various orientations ~a and ~b. We then define a conditional joint probability [175]
P (x, y|~a,~b) =
∫
dλρ(λ)Pλ(x, y|~a,~b) . (2.68)
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Here, x and y (∈ {+,−}) represent the outcomes for Alice and Bob respectively. The
density function ρ(λ) describes a certain distribution of possible states of the source.
Each state is determined by λ which denotes a single hidden variable, a set, or even a
set of functions. Then we have ∫
ρ(λ)dλ = 1 , (2.69)
and Pλ(x, y|~a,~b) stands for the conditional joint probability when both Alice has the
outcome x and Bob has the outcome y at measurement settings ~a and ~b, and when the
source is in state λ. The outcome x for Alice can in principle rely on not only her own
experiment setting ~a but also on Bob’s setting ~b and outcome y, and vice versa. The
correlation function at specific measurement settings can be written as
C(~a,~b) =P (+,+|~a,~b)− P (+,−|~a,~b)− P (−,+|~a,~b) + P (−,−|~a,~b) . (2.70)
Bell’s locality assumption leads to
Pλ(x, y|~a,~b) = PAλ (x|~a)PBλ (y|~b) , (2.71)
where PAλ (x|~a) is the single probability for Alice having the outcome x at ~a when the
source is in state λ, and PBλ (y|~b) is the single probability for Bob having the outcome y at
~b when the source is in state λ. Evident from Eq. (2.71), Bell’s locality assumption implies
that the single probability PAλ (x|~a) for Alice to have the outcome x is solely determined
by the setting ~a she chooses and the state of the source λ, but does not depend on either
the outcome y or the setting ~b at Bob’s side, and vice versa. Experimentally, the single













where NA(x|~a) [NB(y|~b)] is the number of counts when the measurement gives outcome
x [y] for Alice [Bob] at experiment setting ~a [~b]. With the help of Eq. (2.71), we can find
that C(~a,~b) defined in Eq. (2.70) can be changed to
C(~a,~b) =
∫
dλρ(λ)[PAλ (+|~a)− PAλ (−|~a)][PBλ (+|~b)− PBλ (−|~b)]
=
∫
dλρ(λ)PAλ (~a)PBλ (~b) , (2.73)
with
PAλ (~a) =PAλ (+|~a)− PAλ (−|~a) , (2.74a)
PBλ (~b) =PBλ (+|~b)− PBλ (−|~b) , (2.74b)
PAλ (~a) and PBλ (~b) are understood as the average outcomes for Alice and Bob, respectively,
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thus satisfying
|PAλ (~a)| ≤ 1 , (2.75a)
|PBλ (~b)| ≤ 1 . (2.75b)
























= 2± [C(~a′ ,~b′) + C(~a′ ,~b)] , (2.76)
where we have applied the relations given in Eq. (2.75). Finally, the inequality reads
C(~a,~b)− C(~a,~b′)± [C(~a′ ,~b′) + C(~a′ ,~b)] ≤ 2 , (2.77)
which is the CHSH-type inequality. Throughout the deduction of Eq. (2.77) shown
above, only Bell’s locality assumption Eq. (2.71) is involved. Thus a violation of inequal-
ity (2.77) would indicate problems related to Bell’s locality assumption. One might argue
that Eq. (2.75) should be also considered as a precondition to derive the final CHSH
inequality, thus it should be also considered as an additional assumption. However,
Eq. (2.75) is very unlikely to be invalid unless the single probabilities given in Eq. (2.71)
can be negative. Experimentally, the conditional joint probability is given by





N(+,+|~a,~b) +N(+,−|~a,~b) +N(−,+|~a,~b) +N(−,−|~a,~b) , (2.78)
where N(x, y|~a,~b) (here x, y ∈ {+,−}) is the number of coincidences when the measure-
ment gives outcomes x for Alice at direction ~a and y for Bob at direction~b simultaneously.
Note that Eq. (2.78) is directly defined by the experiment outcomes and therefore has
nothing to do with any assumption. With the aim of Eq. (2.78), the quantity
S(~a,~b,~a′ ,~b′) = C(~a,~b)− C(~a,~b′) + C(~a′ ,~b) + C(~a′ ,~b′) , (2.79)
can be checked experimentally, and the relation
S(~a,~b,~a′ ,~b′) ≤ 2 , (2.80)
must be satisfied if the assumption of local realism holds. Amazingly, quantum mechan-






0 when the pairs of photons are prepared in entangled states, thus violating
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the CHSH inequality (2.80). And it is not only limited to photons but also any other
particles prepared in an entangled state, for instance, electrons, and ions. It is aston-
ishing that a philosophical questioning on the fundamental interpretation of quantum
mechanics could be judged by a simple mathematical number. Nevertheless, numerous
and notable experiments were performed by different groups in the last fifty years. In
all those reliable experiments, results are consistent with quantum theory but contradict
local realism, revealing the intrinsically nonlocal nature of quantum theory. The first
pioneering experiment was done in 1972 by Freedman and Clauser who employed photon
pairs emitted in an atomic cascade [177]. Much more reliable experimental demonstra-
tions were performed by Aspect et al. in the early 1980s, who have for the first time
measured directly the CHSH inequality with high-efficiency source and time-varying an-
alyzers [30–32]. Even the results favored quantum theory, criticism has been raised that
auxiliary assumptions have to be involved. Specifically, the detected pairs in those exper-
iments may not represent a fair sample of all events due to the low efficiency of detectors,
and local channels could in principle exist since the two observers are not positioned far
away from each other enough to exclude all subliminal communication. Those are at
that time two main problems in which one is termed as the detection loophole related to
the fair-sampling assumption (alternatively no-enhancement hypothesis [178]) and the
other is called the locality loophole relevant to the possible local communication. A
few years later, the loophole of local communication has been closed by Weihs et al. in
1998, in which the necessary spacelike separation of the observations is achieved not only
by sufficient physical distance between the measurement stations but also by ultrafast
and random setting of the analyzers and completely independent data registration[33].
Recently, Giustina et al. have succeeded to show Bell violation without fair-sampling
assumption by experimentally testing the Eberhard form of Bell’s inequality which is
invulnerable to the fair-sampling assumption [34]. It should be noted that every loop-
hole has only been closed individually, no test has been done to simultaneously close
all loopholes. Based on the glorious achievements done in the last fifty years, we would
be optimistic to expect a final experiment which will close all the loopholes in the near
future.
We have just learned that any local realistic theory leads to bounded values for certain
combinations of correlations according to Bell’s inequalities, it is then natural to ask the
question whether there is also a boundary that quantum correlations cannot exceed?
The answer is positive, it has been proven by Cirel’son [179] that quantum theory does
not allow the quantity S in the CHSH inequality to be larger than a maximum value, i.e.,
S ≤ 2√2. Quantum bounds for inequalities of various types could also be in principle
derived. It becomes even more subtle as the correlation behavior is investigated beyond
quantum nonlocality. There are mainly two branches in this direction, in which each has
lead to remarkable progresses. The first one is to consider the case when abandoning the
assumption of locality but preserving the element of reality; Leggett [93] has provided a
set of inequalities by assuming the nonlocal realism. The results of recent experimental
tests have shown to be consistent with quantum mechanics rather than the Leggett’s
inequalities [94]. The other one is to study the case when only respecting the special
relativity but completely eliminating the assumption of local realism. This refers to the
non-signalling principle, which says that Alice’s local statistics should not be influenced
by Bob’s choice of measurement, and reciprocally [96, 175, 180]. One of the outstanding
examples retaining the non-signalling principle is the Popescu-Rohrlich (PR) box [95, 96],
which was deliberately designed to show that the correlation can reach S = 4.
On the road of pursuing an ultimate understanding of quantum theory, people have
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also asked deeply if it is possible to construct the quantum theory from certain funda-
mental physical principles, just like the special relativity which can be naturally deduced
from two simple but straightforward axioms that all the inertial frames of reference are
equivalent and there is a finite maximum speed for propagation of signals, i.e., the speed
of light. There have been thrilling progresses in this direction. For instance, quan-
tum nonlocality has been proposed as one of the axioms of quantum mechanics [95]. A
further generalization of the non-signalling principle gives rise to the concept of informa-
tion causality, which states “the information gain that Bob can reach about a previously
unknown to him data set of Alice, by using all his local resources and m classical bits
communicated by Alice, is at most m bits” [97]. For m = 0, it is reduced to the non-
signalling principle. In the last decades, there have been pioneering attempts to pick out
reasonable candidates of essential physical requirements [98, 99] to uniquely deduce and
formulate quantum theory.
2.3 Optical Schrödinger equation in periodic system
2.3.1 Bloch theorem







ψ(ξ, ζ)− V (ξ, ζ)ψ(ξ, ζ) , (2.81)
where we have made the rescaling r⊥ = S⊥ξ, z = Szζ with Sz = 2k0S2⊥, and also the
replacement Ω(ξ, ζ) = Ω0ψ(ξ, ζ) with Ω0 being the amplitude. Note here ξ = (ξx, ξy)
represents the scaled coordinates in the transverse plane. The effective potential is thus
changed to




⊥χ(ξ, ζ) , (2.82)
and the optical Hamiltonian is given by
H = − ∂
2
∂ξ2
− V (ξ, ζ) . (2.83)
We now assume that V (ξ, ζ) does not depend on ζ
V (ξ, ζ) = V (ξ) . (2.84)
Thus we can find that the solution of the optical Schrödinger equation can be written as
ψ(ξ, ζ) = φ(ξ)e−iβζ . (2.85)
Here β is the eigenvalue of the optical Hamiltonian satisfying
Hφ(ξ) = βφ(ξ) , (2.86)
when the optical potential is periodic in ξ, i.e.,
V (ξ) = V (ξ +R) , (2.87)
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where R = (Rx, Ry) is the period of the potential in the transverse plane. It is stated
by the Bloch theorem that the eigenfunctions of the optical Schrödinger equation must
be of the special form
φ(ξ) = uk(ξ)eik·ξ , (2.88)
where uk(ξ) = uk(ξ+R) is a periodically modulated function having the periodicity of
the potential, and k = (kx, ky) is the Bloch wave vector. Literally, the Bloch theorem
states [181]
“The eigenfunctions of the wave function for a periodic potential are
the product of a plane wave exp(ik ·ξ) times a function uk(ξ) with the
periodicity identical to the potential.”
In order to understand the Bloch theorem more clearly, we provide a brief proof here.
We start by defining a space translation operator TˆR
TˆRφ(ξ) = φ(ξ +R) . (2.89)








− V (ξ)]φ(ξ +R)
= HTˆRφ(ξ) . (2.90)
Since TˆR is linear, TˆR and H share the same eigenbasis
TˆRφ(ξ) = λTφ(ξ) . (2.91)






so the translated wave function reads















which leads to the fact that eiq·R must be a constant, i.e.,
q ·R = 2npi + const. , (2.95)
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then we have
q = G+ k, with G ·R = 2npi , (2.96)











= uk(ξ)eik·ξ , (2.97)







It is easy to find that uk(ξ+R) = uk(ξ). We then have proven the Bloch theorem. Note














= eik·Rφ(ξ) . (2.99)
2.3.2 Band structure in periodic system
The eigenvalues of the optical Hamiltonian can be obtained by calculating the eigenvalue












V (ξ)e−iG·ξdξ , (2.101)






With the help of the Fourier expansion (2.100) of the periodic potential V (ξ) and the
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which leads to the central equation[
(k +G)2 − β]CG(k)−∑
G′
VG′CG−G′ (k) = 0 . (2.104)
Eq. (2.104) forms a set of algebraic equations determining the eigenvalues of the system.
By solving this set of equations we can get the eigenvalue β for each k, which is called
the band structure. At the same time, the eigenfunction could be also obtained when










i(G′′+k)·ξ (with G′′ = G+G′)
= φk(ξ) . (2.105)
It is found from Eq. (2.105) that the band structure should also be periodic with the
periodicity G0 defined by G0 ·R = 2pi. We could then limit our interests for the band
structure in one period, for example, k ∈ [−G0/2,G0/2].
In principle, there could be an infinite number for the set of equations to determine
β and CG(k). It is of course formidable to solve this infinite number of equations. For-
tunately, in principle, a truncation of higher components is often possible and sufficient
to simplify the mathematical calculations. For instance, for a periodic potential in the
one-dimensional case
V (ξx) = Vacos2(G0ξx) + iVbsin(2G0ξx) , (2.106)
with G0Rx = 2pi and Rx being the periodicity of the potential, Va and Vb are the
amplitudes of the real and imaginary parts of the potential respectively (usually Vb = 0).
Then the algebraic equations can be safely truncated to
M ·C = 0 , (2.107)
with C = {C2(k), C1(k), C0(k), C−1(k), C−2(k)}T and M defined by
M =

(k + 2G0)2 − β − V0 −V1 −V2 0 0
−V−1 (k +G0)2 − β − V0 −V1 −V2 0
−V−2 −V−1 k2 − β − V0 −V1 −V2
0 −V−2 −V−1 (k −G0)2 − β − V0 −V1
0 0 −V−2 −V−1 (k − 2G0)2 − β − V0
,
(2.108)






V (ξx)e−inG0ξxdξx . (2.109)
The band structure and eigenfunctions can be obtained by simply solving Eq. (2.107)
for each k ∈ [−G0/2, G0/2]. Normally, the eigenvalues should be real for a Hermitian
Hamiltonian which here means Vb = 0. However, for Vb 6= 0, V (ξx), which is called parity-
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Figure 2.2: Illustration of the band structure for a parity-time symmetric periodic potential. Complex
conjugate eigenvalue pairs can appear in the band structure if the ratio Vb/Va exceeds a certain limit.
Here we have chosen G0 = 1.
time symmetric since V (ξx) = V ∗(−ξx), could result in either complex or real eigenvalues
depending on the ratio between Vb and Va, corresponding to a broken or conserved parity-
time symmetry [53, 55, 59]. For specific values of Va and Vb, we have calculated the band
structure using Eq. (2.107) as an example shown in Fig. 2.2. It can be seen that complex
conjugate eigenvalue pairs enter in the band structure for Va = 1 and Vb = 0.55. The
properties of the band structure for a parity-time symmetric periodic potential will be
further discussed in Sec. 5.2, and we will study light propagation dynamics in detail in
the presence of an effective optical potential consisting of both parity-time symmetric
and nonlocal nonlinear parts simultaneously.
2.3.3 Band structure in periodic system with nonlocal nonlinear effects
We have shown the procedures how to calculate the band structure of a linear periodic
potential in Sec. 2.3.2, however, it only serves an ideal example which manifests the
essential physical nature of a periodic system. Practically, there are plenty of situations
where different mechanisms could affect the linear periodic potential, for instance, the
electronic structure in solids where electron-electron interactions would lead to an effec-
tive nonlinear potential. Consequently, the calculation of the band structure becomes
demanding and inefficient. In this section we consider a specific case where the non-
local nonlinear effects come into play. Then the band structure depends not only on
the periodic potential but also the nonlocal nonlinear effects governed by the eigenfunc-








ψ(ξ, ζ)− V (ξ)ψ(ξ, ζ)− Cnlψ(ξ, ζ)
∫ ∞
−∞
K(ξ − ξ′)|ψ(ξ′ , ζ)|2dξ′ .
(2.110)
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Thus the eigenvalue equation reads
βφ(ξ) = − ∂
2
∂ξ2
φ(ξ)− V (ξ)φ(ξ)− Cnlφ(ξ)
∫ ∞
−∞
K(ξ − ξ′)|φ(ξ′)|2dξ′ . (2.111)
Note that the solutions ψ(ξ, ζ) = φ(ξ)e−iβζ satisfy Eq. (2.110) only for real β. For
complex β, ψ(ξ, ζ) = φ(ξ)e−iβζ , instead, provides an adiabatic approximation to the
actual evolution [182, 183].
For a periodic potential V (ξ) = V (ξ + R), we can then apply the Bloch theorem
to calculate the band structrue. With the ansatz Eq. (2.102), we can first rewrite the
nonlocal nonlinear integral in Eq. (2.111) as∫ ∞
−∞























































′−G′′ )·ξ , (2.112)
where KF (G) is the Fourier transformation of the kernel function K(ξ). Replacing the
nonlocal integral in Eq. (2.111) with Eq. (2.112) gives
∑
G













In order to avoid confusion, here we need to point out that the repeated G and G′
which denotes the summations in the three terms in Eq. (2.113) is independent from
each other. Finally, the central equation can be derived from Eq. (2.113)










′ −G′′) = 0 , (2.114)
whereG′′′ = G−G′+G′′ . By truncatingG to a certain limitGmax and then calculating
the central equation (2.114), the band structure and the eigenfunctions can be obtained
for a periodic potential mixed by a nonlocal nonlinear counterpart. Note that by setting
KF (G
′ −G′′) = 1, we arrive at the local nonlinear regime.
Calculation of the band structure turns out to be far more challenging for Eq. (2.114)
than for Eq. (2.104), owing to the presence of the nonlocal nonlinear effects. In order
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to obtain the band structure, a self-consistent field (SCF) theory [184, 185] is usually
employed to solve Eq. (2.114) iteratively. In general, the SCF theory states that the
derived wavefunction φ(ξ) of Eq. (2.114) must satisfy the central equation (2.114) which
includes the nonlocal nonlinear effects generated by the wavefunction φ(ξ) itself. Mathe-
matically, it means that for an input wavefunction ψin(ξ) which determines the nonlocal
nonlinear effects, the solution of Eq. (2.114), ψout(ξ), should be identical to the input
wavefunction, i.e., ψin(ξ) = ψout(ξ). In particular, it involves the following steps:
1. Choose an initial guess wavefunction, ψ(0)in (ξ) = {CG}, and a preselected small
number , e.g.,  = 10−8. Set the eigenfunction ψ(n)in (ξ) = ψ
(0)
in (ξ).
2. Calculate the nonlocal nonlinear potential determined by ψ(n)in (ξ).
3. Solve the central equation (2.114) to get the eigenvalue βn and the solution ψ(n)out(ξ) =
{C ′G}.





in (ξ)‖ ≥ , update the input wavefunction, e.g., ψ(n+1)in (ξ) = (1 − α)ψ(n)in (ξ) +
αψ
(n)
out(ξ) for a suitable choice of α ∈ [0, 1], and go to Step 2.
5. If ‖ψ(n)out(ξ)− ψ(n)in (ξ)‖ ≤ , stop the iteration. βn and ψ(n)out(ξ) are then considered
as the self-consistent eigenvalue and eigenfunction of Eq. (2.114) respectively.
It seems to be clear that the band structure could be determined in the presence of
the nonlocal nonlinear effects by essentially proceeding this iterative calculation for each
k ∈ [−G0/2,G0/2]. However, mathematical difficulties have been hidden behind these
general procedures. Specifically, there is no guarantee that this self-consistent itera-
tion will converge. In other words, it is normally divergent. For the sake of helping
convergence, massive mathematical algorithms have been developed to achieve or even
improve the convergence of the self-consistent calculation. Among these algorithms are
Anderson mixing [186], Broyden’s quasi-Newton-Raphson method [187–190], modified
Broyden method [191–195], Banach fix-point theorem [196], to mention a few. Since we
concentrate on the physical properties of the system, we would skip here the detailed
discussion of these exact algorithms. Further rigorous description of these algorithms
can be easily found in the given references or other textbooks in related topics.
Chapter 3
Validity of the paraxial approximation
In this chapter, we will first examine the validity of the paraxial approximation by study-
ing beam propagation in an optically written waveguide structure, before we dive into
a deeper level to investigate the paraxial propagation dynamics in various systems ex-
hibiting nonlocal linear or nonlinear effects in the following chapters. The waveguide
structure, which leads to diffractionless light propagation, is imprinted in a five-level
atomic medium driven by an incoherent pump and two spatially dependent control and
plane-wave laser fields as introduced in Sec. 3.1. We then first study beam propagation
in a single optically written waveguide in Sec. 3.2.1, and find that the paraxial approx-
imation does not provide an accurate description of the probe propagation, given that
the beam size is not large enough comparing to its wavelength. Furthermore, we em-
ploy coherent control fields consisting of two parallel and one tilted Gaussian beams to
produce a branched waveguide structure in Sec. 3.2.2. Beam propagation dynamics is
carefully investigated beyond paraxial approximation in this branched waveguide struc-
ture, which allows selective steering of the probe beam into different branches. In the
end, we summarizes all the results in Sec. 3.3.
3.1 Theoretical model
3.1.1 Equations of motion
The five-level atomic system we consider is shown in Fig. 3.1. This model has been
proposed previously in a different context for generating high index of refraction contrast
with low absorption [197]. The two transitions |2〉 ↔ |4〉 and |3〉 ↔ |5〉 are driven by
two far-detuned coherent laser fields with Rabi frequencies Ωs and Ωc respectively, and a
weak probe is coupled to both transitions |1〉 ↔ |4〉 and |4〉 ↔ |5〉 with Rabi frequencies
Ωp1 and Ωp2 respectively. An incoherent pump field is applied to transition |1〉 → |4〉 to
provide a population inversion.
The electric fields of the three beams are defined as
ξj(r, t) =
1
2Ej(r, t) ej e
−iωjt+ikj ·r + c.c. , (3.1)
where Ej(r, t), ej , ωj and kj are the slowly varying envelopes, the unit polarization vec-
tors, angular frequencies, and wave vectors of the corresponding electric fields respec-
tively. The index j ∈ {p, s, c} labels the three fields. Under the dipole and rotating-wave
approximations, the Hamiltonian of the system in the interaction picture can be written
as
HI/~ =− (∆p1 −∆s)|2〉〈2| − (∆p1 + ∆p2 −∆c)|3〉〈3| −∆p1|4〉〈4| − (∆p1 + ∆p2)|5〉〈5|
− (Ωp1|4〉〈1|+ Ωp2|5〉〈4|+ Ωs|4〉〈2|+ Ωc|5〉〈3|+ H.c.) , (3.2)
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Figure 3.1: The considered scheme of a five-level system. The probe field couples to transitions
|1〉 ↔ |4〉 and |4〉 ↔ |5〉 and the two coherent control laser fields Ωs,Ωc are far-detuned from
respective transition frequencies in order to split states |4〉 and |5〉 into desired dressed states. An
incoherent pump control field is applied to |1〉 ↔ |4〉 to achieve a population inversion. The control
fields modify the probe field coupling to achieve high refractive index contrast with low absorption.
where ∆p1 = ωp−ω41, ∆p2 = ωp−ω54, ∆s = ωs−ω42, and ∆c = ωc−ω53 are the detunings
of the laser fields, and the Rabi frequencies of the fields are defined as Ωp1 = Epep·d41/2~,
Ωp2 = Epep · d54/2~, Ωs = Eses · d42/2~, and Ωc = Ecec · d53/2~, just as we have done
in Sec. 2.1. Here, dij are the dipole moments of the respective transitions, and we have
simplified the notation Ej(r, t) to Ej (j ∈ {p, s, c}). The master equation of motion
follows as
ρ˙ = − i
~
[HI , ρ]− Lρ , (3.3)
and Lρ represents the incoherent contributions given by
Lρ = Lγ41ρ+ Lγ42ρ+ Lγ53ρ+ Lγ54ρ+ Ldρ+ Lpρ , (3.4a)
Lγjkρ =
Γjk




γdjk |j〉〈k| , (3.4c)
Lpρ = p2 (|1〉〈1| ρ+ ρ |1〉〈1| − 2|4〉〈1| ρ |1〉〈4|) , (3.4d)
where Lγjkρ describes spontaneous emission from |j〉 to |k〉 with rate Γjk. And Ldρ
models additional pure dephasing for ρjk with rate γdjk such that the total damping rate
of this coherence is γjk = γdjk + (Γj + Γk)/2, with Γj =
∑
k Γjk the total decay rate out
of state |j〉. The last contribution Lpρ describes the incoherent pumping from |1〉 to |4〉
with rate p.
The equations of motion for the density matrix elements can easily be derived to give
ρ˙11 = −pρ11 − i (Ωp1ρ14 − Ωp1ρ41) + Γ41ρ44 , (3.5a)
ρ˙22 = −iΩs(ρ24 − ρ42) + Γ42ρ44 , (3.5b)
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ρ˙44 = pρ11 − (Γ41 + Γ42) ρ44 − i (−Ωp1ρ14 − Ωsρ24 + Ωp1ρ41 + Ωsρ42
+Ωp2ρ45 − Ωp2ρ54) + Γ54ρ55 , (3.5c)
ρ˙55 = −i (−Ωcρ35 − Ωp2ρ45 + Ωcρ53 + Ωp2ρ54)− (Γ53 + Γ54) ρ55 , (3.5d)
ρ˙42 = i(∆s + iγ42)ρ42 + iΩs(ρ22 − ρ44) + iΩp1ρ12 + iΩp2ρ52 , (3.5e)
ρ˙54 = −γ54ρ54 − i (−Ωcρ34 − Ωp2ρ44 + Ωp1ρ51 + Ωsρ52 −∆p2ρ54 + Ωp2ρ55) , (3.5f)
ρ˙41 = − (p/2 + γ41) ρ41 − i (−Ωp1ρ11 − Ωsρ21 −∆p1ρ41 + Ωp1ρ44 − Ωp2ρ51) , (3.5g)
ρ˙34 = −γ43ρ34 − i (Ωp1ρ31 + Ωsρ32 + (∆c −∆p2)ρ34 + Ωp2ρ35 − Ωcρ54) , (3.5h)
ρ˙52 = −γ52ρ52 − i {−Ωcρ32 − Ωp2ρ42 − (∆s + ∆p2)ρ52 + Ωsρ54} , (3.5i)
ρ˙21 = − (p/2 + γ21) ρ21 − i {(−∆p1 + ∆s)ρ21 + Ωp1ρ24 − Ωsρ41} , (3.5j)
ρ˙32 = −γ32ρ32 − i {(∆c −∆s −∆p2)ρ32 + Ωsρ34 − Ωcρ52} . (3.5k)
The remaining equations follow from the constraints ∑i ρii = 1 and ρij = ρ∗ji.
3.1.2 Steady-state solution for the linear susceptibility
We assume the probe field to be weak enough to be treated as a perturbation to the
system in linear order. With the help of perturbation theory, the related zeroth and












γ242Γ42 + Γ42∆2s + 2γ42Ω2s
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The explicit expressions for A,B in Eqs. (3.6) are as follows:
A =∆32
[








s(Ω2s − Ω2c −∆43∆32)
∆32(Ω2c − Ω2s −∆52∆32)
]
, (3.7a)
B =Ω2c(∆32 + ∆54)(∆43∆32 − Ω2s + Ω2c)





with ∆32 = ∆p2 + ∆s −∆c + iγ32,∆43 = ∆p2 −∆c + iγ43,∆52 = ∆p2 + ∆s + iγ52 and
∆54 = ∆p2 + iγ54.
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To elucidate the role of the different coupling fields, we first reduce the level structure
to a three-level ladder system, by switching off the two far-detuned laser fields Ωc and






∆p1 + i(γ41 + p2)
+ Γ54(ρ55 − ρ44)∆p2 + iγ54
)
, (3.8)
where n0 is the atomic density and λp is the wave length of the probe field. The terms
in the right hand side of Eq. (3.8) describe the two individual contributions coming from
the two two-level subsystems in the three-level ladder structure. Since we are interested
in the beam propagation dynamics within or beyond paraxial approximation, thus the
inevitable absorption due to spontaneous decay and dephasing should be minimized as
possible. To achieve the desired refractive index modulation without absorption, three
conditions should be satisfied in Eq. (3.8) according to Ref. [197]. First, the population
inversions on the two transitions should be matched. Second, the decoherence rates
should be comparable. Third, the two-photon resonance should be fulfilled for the two
transitions. These conditions can be expressed as Γ41(ρ44 − ρ11) = Γ54(ρ55 − ρ44),
γ54 = γ41 + p/2 and ∆p1 + ∆p2 = 0. A maximum refractive index modulation can then
be realized if γ41 = ±∆p1 − p/2. In this ideal case, the refractive index is increased by
a factor of 2, with absorption canceled at the same time. However, it is hard to find a
real atomic system in which these conditions are satisfied simultaneously. To relax the
stringent conditions, it has been suggested in Ref. [197] to introduce the two far-detuned
laser fields coupling |4〉 and |5〉 to auxiliary states to induce Stark shifts. The Stark shifts
of |4〉 and |5〉 together with modifications to the decoherence rates of the Stark sublevels
can be controlled by tuning the intensities and detunings of the two laser fields. This
way, the two transitions for the probe can be modified to one’s advantage. This leads to
the five-level scheme shown in Fig. 3.1, in which the two upper states are coupled by two
external far-detuned laser fields Ωs and Ωc. By appropriately choosing the parameters
of these laser fields, one can achieve strong refractive index modulation with minimized
absorption or even gain, even in realistic level schemes.
3.1.3 Realization of spatial waveguide-like structures













We now assume that the control field has a spatial Gaussian profile, i.e.
Ωs = Ωs0 e
− x2
2w2s , (3.10)
where ws is the width of the intensity profile. This spatial dependence of the control
field creates a modulation of the medium susceptibility in space, which can be managed
to induce a waveguide-like structure. In order to achieve maximum refractive index
modulation, the peak Rabi frequency of the laser field Ωs should meet the condition
Ωs0 =
√
2γ41∆s. Assuming these conditions, the real and imaginary parts of the linear
susceptibility, which correspond to the dispersion and absorption of the atomic medium,
respectively, are shown in Fig. 3.2(a). Clearly, the real part of the susceptibility resembles
a waveguide structure, whereas absorption is low.
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Figure 3.2: Real (blue solid line) and imaginary (red dashed line) parts of the linear susceptibility
obtained from Eq. (3.9) as a function of the position in the presence of a Gaussian control field
Ωs. Panel (a) shows results for a constant incoherent pump rate, whereas (b) shows results for
spatially dependent pump as explained in the main text. The inset in (b) depicts the detailed
structure of the linear susceptibility in the central area which is similar to that in (a). Note that the
profile of the real part in the central region forms a waveguide structure. Parameters are chosen as:
n0 = 1.4× 1027 m−3, λp = 813.2 nm, γd54 = 0.8 GHz, γd41 = γd42 = 0.3 GHz, γd43 = 0.2 GHz, γd52 =
γd21 = γd32 = 0, Γ41 = Γ42 = 45 Hz, Γ54 = 15 Hz, ∆p1 = −γ41, ∆p2 = 19.7 GHz, ∆s = 10.0 GHz,
∆c = 18.0 GHz, Ωs0 =
√
2γ41∆s, Ωc = 5.2 GHz, ws = 1.0 µm, and p = 45.9943 Hz.
The parameters in Fig. 3.2 are chosen to fulfill ∆p1,∆s, γ54, γ41  Γ54,Γ41, p. In this










−γ41 + iγ41 + Ω2s∆s+γ41
. (3.11)
In the central area of Ωs defined by Eq. (3.10), the part Ω2s/(∆s+γ41)−γ41 ' γ41 in the
dominator of Eq. (3.11), and the refractive index is maximized as desired together with
gain. At the same time, the transition |5〉 ↔ |4〉 will give maximum refractive index
accompanied with absorption. Those two transitions together result in a maximum
refractive index for the probe with almost canceled absorption in the central area of
Ωs as shown in Fig. 3.2(a). In contrast, in the two wings of Ωs, the refractive index
is minimized for transition |4〉 ↔ |1〉 with gain since now Ω2s/(∆s + γ41) − γ41 ' −γ41.
Meanwhile, a minimal refractive index followed with absorption is obtained for transition
|5〉 ↔ |4〉. In total, a minimal refractive index with little absorption is obtained for the
probe.
In order to check the validity of the perturbation approximation in the far-detuned
regime, we also calculated the atomic susceptibility to all orders of Ep by numerically
solving Eq. (3.5) in steady state. For a weak probe field Ωp1 ∼ Γ41, it is indeed indistin-
guishable from the linear susceptibility shown in Fig. 3.2(a).
3.1.4 Incoherent pumping
In this section, we discuss the possibility to control the optically written waveguide
structure by means of an incoherent pump field. As shown in Fig. 3.2(a), the absorption
becomes weaker in the two wings than in the central area. In practical implementations,
this may lead to stray fields outside the waveguide region caused by the part of the
probe field leaking from the central part of the waveguide-like structure into the weakly
absorbing wings. This stray fields could possibly affect or even contaminate the beam
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propagation dynamics, and thus rendering the analytical distinguishment of propagation
dynamics with or without paraxial propagation to be more challenging. In order to




p if ( ΩsΩs0 )
2 > e−4 ,
0 if ( ΩsΩs0 )
2 < e−4 .
(3.12)
The resulting linear susceptibility is shown in Fig. 3.2(b), for otherwise same parameters
as in (a). It can be seen that the central region featuring the waveguide-like structure
remains the same as in Fig. 3.2(a) as expected. In contrast, in both side wings, where
(Ωs/Ωs0)2 < e−4, the incoherent pump vanishes, such that the atoms remain in the
ground state |1〉 according to Eq. (3.6a). Thus, the medium acts as an absorber outside
the waveguide region, and stray-fields are thus reduced. In the following, the spatially-
dependent incoherent pump is used in the numerical simulations.
3.2 Propagation dynamics within and beyond the paraxial
approximation
The propagation dynamics of the probe field is governed by Maxwell’s equations. With-
out applying the paraxial approximation, the wave equation for the probe field propa-
gating along z direction can be derived as Eq. (2.24) and also as in Ref. [198]. Here we











where kp = ωp/c with c the speed of light in vacuum and ∇2⊥ = ∂2/∂x2 + ∂2/∂y2. In
Eq. (3.13), i∇2⊥/2kp accounts for the paraxial diffraction, while (i/2kp)∂2/∂z2 introduces
effects beyond the paraxial approximation. The paraxial propagation equation can be
obtained as Eq. (2.26) by dropping (i/2kp)∂2/∂z2.
In order to obtain the propagation dynamics beyond paraxial approximation in the
induced waveguide structure, we make use of the finite-difference time domain (FDTD)
technique [199] provided by the software package MEEP [200] to numerically solve
Maxwell’s equations in the presence of atomic effects. In the case of paraixal propa-
gation dynamics, we drop the term (i/2kp)∂2Ep/∂z2 in Eq. (3.13), and then solve the
resulting equation using the Strang split operator method [201]. In both numerical
simulations, all fields are chosen as continuous waves.
3.2.1 Beam propagation in a single optically induced waveguide
As a first step, we study two-dimensional (2D) light propagation of a Gaussian probe
field along z in a single written waveguide. The probe field has a width of wp = 1.0 µm
at z = 0. The medium is prepared by a Gaussian control laser field Ωs with width ws =
1 µm at z = 0 and specific beam profile given in Eq. (3.10). Note that we do not take into
account the spreading of the field Ωs since we are focused on the propagation dynamics
of the probe field. Fig. 3.3 shows the numerical results for the probe propagation for
a distance of z0 = 20µm (about 2.59 Rayleigh lengths zR = 2piw2p/λp ' 7.73µm).
The left panel compares three different cases. (a) shows the probe propagating in free
space. Clearly, the diffraction-induced spreading of the probe beam can be seen. In
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Figure 3.3: Probe propagation within or beyond the paraxial approximation in a single optically writ-
ten waveguide-like structure. (a) shows the free-space propagation which is taken as a simple example
to give the first expression of light propagation, (b) and (c) correspond to the probe propagation be-
yond or within the paraxial approximation in the five-level atomic medium respectively. Owing to the
induced waveguide structure, the probe is mainly confined in the waveguide, except for some stray
fields. As already shown in (b) and (c), difference appears between the results with and without
paraxial approximation. In more detail, (d) shows the output intensity profile of the probe field after
a propagating distance z0 = 20 µm. The input reference is given by the dashed black line. The
dot-dashed green line shows the output in free space, the dotted red line denotes the output in the
medium with paraxial approximation, and the solid blue line relates to the results beyond paraxial
approximation. (e) Transversal width of the probe field as a function of propagation distance z eval-
uated within (dashed red) and beyond (solid blue) paraxial approximation. From (d) and (e), it is
clear that the propagation dynamics cannot be accurately described by the paraixal approximation in
this case, suggesting the invalidity of the paraxial approximation. Other parameters are as in Fig. 3.2.
(b), results are shown for the FDTD simulation beyond the paraxial approximation in
the atomic medium. It can be seen that the diffraction is suppressed by the waveguide
structure introduced by the control beam. Finally, results within paraxial approximation
from the Strang technique are shown in (c). While obtaining again a waveguide-like
propagation without diffraction, the results differ considerably from those obtained in
(b). In particular, the paraxial approximation leads to higher maximum intensity, and
also a slower “breathing”-like width modulation throughout the propagation as compared
to (b), which are further shown in (d) and (e). In more words, (d) compares the input
and outputs of corresponding transverse intensity profiles for the three different cases. It
can be seen that in free space, the maximum intensity is considerably attenuated together
with a substantial increase in the width to wp(z0) ' 2.85µm. When propagating in the
waveguide structure beyond the paraxial approximation, the width is slightly narrowed
to wp(z0) ' 0.75µm, together with a moderate reduction of the maximum intensity.
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Figure 3.4: Sketch of the branched waveguide structure. (a) shows the spatial profile of Ωs for
k = 1. Panels (b) and (c) show the corresponding position-dependent real and imaginary part of the
linear susceptibility in the medium. The labels i ∈ {1, 2, 3} in (a) indicate the three output ports
corresponding to the i-th control beam Ωsi. The size of the medium is chosen as 60 µm × 200 µm.
The other parameters are as in Fig. 3.2.
However, when considering the paraxial approximation, the width is underestimated,
and the maximum intensity is overestimated.
An intuitive way to understand the observed diffractionless light propagation is to
model the probe as a bunch of rays propagating in a medium rendered by the applied
control field into a waveguide structure. As the probe is propagating in the medium,
total reflection at the medium boundaries occurs, as the refractive index is larger in the
central area than in the two wings as shown by the solid blue line in Fig. 3.2(a). Thus,
the main part of the probe intensity is confined in the central area. To substantiate
this interpretation, we calculated the width of the probe as a function of propagation
distance z, and show the result in Fig. 3.3(e). It can be seen that the width of the probe
oscillates periodically throughout the propagation. These oscillations in the width arise
from the total refraction. Those rays in the probe which do not meet the condition of
total internal reflection leave the central area and are absorbed in the wings. This leads
to the reduction in both the energy density and the width of the probe decreases against
the propagation distance. Note that Fig. 3.3(e) again shows the difference in the spatial
structure of the probe beam with and without the paraxial approximation.
We thus conclude, that even when confined to a single waveguide-like structure and
propagating only few Rayleigh lengths, the paraxial approximation does not provide an
accurate description of the probe field propagation.
3.2.2 Beam propagation in a branched waveguide structure
We now turn to a more complicated example where the probe field propagates in a
branched waveguide structure formed by a field Ωs consisting of three Gaussian laser
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Figure 3.5: (a,b,c) Transmitted powers T1, T2, and T3 at the three output ports indicated in
Fig. 3.4(a) after the propagation through the branched waveguide medium. (d) shows the visi-
bility V = (T1 − T2)/(T1 + T2) for the switching of light between the two output ports 1 and 2.
All results are plotted against the relative width of the tilted control beam k. The blue solid (red
dashed) line shows results for tilting angle tan θ = 0.18 (tan θ = 0.26). The probe beam initially has
a Gaussian shape with wp = 1.0 µm. Other parameters are as in Fig. 3.2.
beams with different geometries defined as








− [(x−xt) cos θ+z sin θ]2
2k2w2s . (3.14d)
The spatial profile of the field Ωs is plotted in Fig. 3.4(a). It consists of two parallel
beams, intersected by a tilted one. Furthermore, the width ws, the displacement x0
of the parallel beams, as well as the displacement xt of the tilted beam are chosen as
1.0 µm, 3.0 µm, and 18.0 µm, respectively. k is a factor by which the width of the
tilted control beam differs from that of the parallel beams. The maximum propagation
distance is chosen to be z0 = 200 µm, and the tilting angle for Ωs3 is tan θ = 2xt/z0.
Using Eqs. (3.6), (3.9) and (3.14), we can obtain the linear susceptibility for the probe,
which has real and imaginary parts as shown in Fig. 3.4(b) and (c), respectively. It
can be seen that the branched waveguide-like structures are generated in the optical
response corresponding to the three beams of Ωs. Note that in regions where two of the
fields Ωs1, Ωs2 and Ωs3 overlap, the total magnitude of Ωs is considerably larger than
Ωs0 of a single field, which means that the conditions for the desired maximum reflective
index modulation are not satisfied. This deviation leads to lower spatial dispersion with
weak gain as shown in the corresponding regions in Figs. 3.4(b) and (c). As a result,
refraction will take place when the probe field enters these regions.
We then consider a Gaussian probe field launching into the waveguide formed by Ωs1
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Figure 3.6: Spatial field configuration in the plane transverse to the propagation direction at the
output of the medium at z0 = 200 µm. The red solid line shows results without tilted control beam,
whereas the blue dashed line shows results including a tilted control with relative width k = 4. The
vertical green dashed lines indicate the positions of the three output ports. The tilting angle is chosen
as tan θ = 0.18. Other parameters are as in Fig. 3.5.
as depicting in Fig. 3.4(a). As a first step, we have calculated the light propagation
without the tilted control field (Ωs3 = 0), such that the probe light remains in the upper
of the two parallel waveguide structures. We denote this transmitted power after the
propagation distance z0 as P0. We will normalize part of the results of the following
analysis to this reference value P0, and it is important to remember that P0 is smaller
than the incident power due to attenuation in the waveguide.
We then switch on the tilted control beam, and calculate the field power at the three
output ports after the propagation, which we denote as Pi. From these quantities, we
calculate the relative transmitted powers Ti = Pi/P0. Here, i = 1 corresponds to the
upper parallel waveguide, i = 2 to the lower parallel waveguide, and i = 3 to the tilted
waveguide, as shown in Fig. 3.4(a).
Results are shown in Fig. 3.5(a-c) for two different tilting angles tan θ ∈ {0.18, 0.26},
as a function of the tilted beam width k. Additionally, in (d), the visibility V = (T1 −
T2)/(T1 +T2) is shown, which can be seen as a figure of merit for the switching between
the two parallel output ports. While for k → 0, all light is emitted at output port 1 as
expected, with increasing k, the light is re-routed towards port 2, with a visibility below
−0.6. This indicates that switching of the output port by means of the tilted control field
is possible. The corresponding output probe field structure after propagating through
the branched waveguide structure without tilted field (k = 0) and with k = 4 is shown
in Fig. 3.6. It clearly shows that the probe pulse in output 2 exceeds that in port 1.
Fig. 3.6 also shows that the output power can be larger than P0. This is also shown
in Figs. 3.5(a-c). The origin of this increase is owing to the slight gain in the overlap
regions of the three beams. It should be noted, however, that the overall sum of the
total transmitted probe intensity in all three output ports is lower than the input power.
Values larger than P0 only indicate that the transmitted power is larger than the power
transmitted through a single optically written waveguide, since part of the absorption is
compensated by the gain in the overlap region.
In the following, we provide a simple explanation for the observed light switching to
different output ports. If the tilted beam is switched off, the probe field propagates
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Figure 3.7: Visibility V = (T1 − T2)/(T1 + T2) as a function of the tilting angle of the control field
for three different relative widths of the tilted beam. The upper red solid line shows k = 2, the middle
blue dashed line k = 3, and the lower green dotted line k = 4. Other parameters are as in Fig. 3.5.
Figure 3.8: The effect of the incoherent pump on the output of the probe. The angle and width of
the probe are chosen as tan θ = 0.18 and k = 4 respectively. Other parameters are as in Fig. 3.5.
without diffraction to output port 1 as discussed in the previous section. When the
tilted beam Ωs3 is turned on, and if suitable parameters are chosen for the tilting angle,
the tilted beam width, and the atomic density N , the probe field can be refracted into
the tilted beam Ωs3. To understand this, on should note that the region in which two
of the three control beams overlap has a real part of the susceptibility varying with the
propagation direction z. Due to this variation, as well as due to the missing guiding in
perpendicular direction in the overlap region, parts of the probe field can be redirected
into the tilted beam. Starting from a tilted beam of vanishing thickness, initially the
proportion of redirected light grows with increasing thickness. After the first intersection
area, in turn light can be redirected out of the tilted beam into the lower parallel control
beam at the second intersection area.
Note that the transmitted power T1 at output port 1 oscillates with the thickness
of the tilted control beam determined by k. This is likely an interference effect. As
discussed above, the refractive index varies along the propagation direction z in the
waveguide formed by Ωs1 in the intersection area. When the probe field enters this area,
42 3. Validity of the paraxial approximation
some part of it is refracted back and forth repeatedly along the z direction. Depending
on k, the interference of the different channels possible for the light changes between
(partly) constructive or destructive, thus resulting in the oscillations in T1.
Qualitatively, one would expect that the probe field can be more easily redirected from
Ωs1 into the tilted beam Ωs3 and subsequently into the lower parallel guide Ωs2 if the
tilting angle θ is smaller, and if the atomic density N is larger. We have verified this
by plotting the transmitted power Ti and visibility V versus the width of Ωs3 also for
a larger tilting angle tan θ = 0.26 in Fig. 3.5. It can be seen that the probe transferred
into the two output ports 2 and 3 is generally smaller at tan θ = 0.26 as compared to
that at tan θ = 0.18. We then further calculated the visibility V as a function of the
tilting angle tan θ for several different widths of the tilted control. Results are shown in
Fig. 3.7. It can be seen that V increases as the tilting angle θ increases for all chosen
widths of the tilted beam.
It should be noted that since the tilting angle in our case is relatively large (tan θ ∈
{0.18, 0.26}), the paraxial approximation cannot be applied. This is clearly indicated by
the non-vanishing transmitted power T3 which arises due to effects beyond the paraxial
approximation described by the term (ic/2ωp)∂2Ep/∂z2 in Eq. (3.13).
As discussed in Sec. 3.1.4, since we have chosen a relatively weak incoherent pump, the
probe will be absorbed as it propagates in the atomic medium. However, the output of
the probe can be improved by applying stronger incoherent pumping. Fig. 3.8 shows the
transmitted power Ti(i = 1, 2, 3) and visibility V as a function of the incoherent pump
rate p. It can be seen that the transmitted powers Ti can be sensitively controlled via the
gain introduced by p over a wide range of output powers. Note that due to the slightly
longer propagation distance to output port 2 compared to the path to 1, the transmitted
power T2 grows faster than T1 as the incoherent pump increases. For the same reason, T3
grows even more rapidly. It is important to note that while the transmitted powers can be
controlled, the visibility for the switching remains approximately the same over the whole
range of p. This suggests that the visibility is mainly determined by the geometry of the
optically written structure, consistent with the waveguide interpretation. In contrast to
the absorption and gain properties, this geometry is largely independent of the pumping
p, with the exception of slight changes in the beam profiles with p.
3.3 Conclusion
In this chapter, we have investigated light propagation within and beyond paraxial ap-
proximation in an optically written waveguide structure induced in a five-level atomic
system. The waveguide structure is prepared in a medium tailored with spatially depen-
dent Gaussian control fields and an incoherent pump field. Our initial calculations have
shown that already in a single optically written waveguide, accurate results for the beam
propagation cannot be obtained within the paraxial approximation when the width of
the probe field is too small. The correct propagation dynamics has been attained by
numerically calculating the full Maxwell’s equations with FDTD method. Moreover, we
have demonstrated that a controllable branched-waveguide structure can be optically
formed inside the medium by applying a spatially dependent control field consisting of
two parallel and one tilted Gaussian beams. Based on the full calculation of Maxwell’s
equations, it has been found that the tilted beam can be used to selectively steer a probe
beam between two different output ports. In the overlapping regions of the Gaussian
control beams a rapidly varying refractive index is created that guides the probe beam
to propagate in a particular output branch.
Chapter 4
Control of light propagation via nonlocal
linear effects
In the previous chapters, we have introduced the concept of nonlocal linear effects and
also verified the validity of paraxial approximation. As briefly mentioned in Sec. 2.2,
a specific type of nonlocal linear effects can be induced by exploiting thermal atomic
motion and collisions of atoms. This nonlocal linear effects are found to have a k⊥-
square dependence in momentum space which could thus be used to exactly eliminate
the paraxial diffraction of laser beams with arbitrary spatial profiles. However, strong
inevitable absorption in this initially proposed mechanism leads to severe attenuation
of the input laser beams, rendering it useless for practical application. In this chapter,
we are mainly focused on how to employ this specific nonlocal linear effects to realize
light propagation with neither diffraction nor absorption, uniform pi phase modulation,
image reproduction and frequency conversion. We firstly propose an enhanced scheme
to realize diffractionless and lossless light propagation for laser beams with arbitrary
profiles, which is given in Sec. 4.1. Based on this enhanced scheme, we find in Sec. 4.2
that it can be further utilized to apply a uniform pi phase modulation to the laser beam
without changing any other physical properties. Then an extended scheme combined
with four-wave mixing process is offered in Sec. 4.3 to demonstrate image reproduction
and frequency conversion without diffraction or absorption. Finally, this chapter is closed
with a short conclusion in Sec. 4.4.
4.1 Diffractionless and lossless light propagation in thermal
atomic vapor
4.1.1 Motivation
All-optical data processing, which can be much more compact and efficient than present-
day electronics due to the ultra-high bandwidth and the absence of optical-to-electrical
conversion, offers a very promising technique for the next-generation information net-
works. However, there are some inherent difficulties to be solved before its practical
application. One of these obstacles is optical diffraction, which will lead to energy
spreading and distortion of an image imprinted on a light beam propagating in free
space. Physically, diffraction stems from the unique phase shift acquired from the prop-
agation for each wave component contained in the laser beam. In order to suppress
or even remove the diffraction, different methods have been suggested. First, there are
particular characteristic spatial modes which satisfy the paraxial wave equation, and
therefore can propagate in free space without changes in their transverse profile [202].
These are Airy [203, 204], Bessel [205–207], Mathieu [208, 209] and parabolic (Weber)
beams [209–211]. An alternative method is to induce a spatially-varying index of re-
fraction experienced by the propagating light, effectively forming an optically written
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Figure 4.1: The basic three-level lambda atomic system (a) interacting with two co-propagating
probe and control fields with the geometric configuration sketched in (c), which has been realized
to eliminate optical diffraction by Firstenberg et al., while it is followed by inevitable single-photon
absorption due to imperfect EIT. (b) is our proposed four-level double-lambda system in which an
additional two-way incoherent plane-wave pump is applied with geometry depicted in (d). In this
enhanced scheme, one may not only remove the diffraction but also compensate the single-photon
absorption thanks to atomic coherences induced by the incoherent pump and coherent control field
together.
waveguide [212–222]. However, those schemes operating in position space typically only
allow to propagate specific spatial modes through a particular waveguide, and cannot
be applied to multimode fields.
A more powerful approach to eliminate paraxial diffraction of a laser beam encoded
with arbitrary image has been recently proposed by Firstenberg et al. with successful
experimental demonstration in a thermal atomic medium [20–24]. The method takes
advantage of the thermal atomic motion and collisions which introduces a specific type
of nonlocal linear effects. It is found that this nonlocal linear effects can be employed
to exactly cancel paraxial diffraction for laser beams with arbitrary spatial profiles. In
more detail, in their three-level lambda system as shown in Fig. 4.1(a) and (c), two co-
propagating probe and control fields are applied to form an electromagnetically induced
transparency (EIT) configuration. The probe field has an arbitrary spatial profile while
the control is set to be a plane-wave field. In terms of atomic response, the atomic motion
and collisions introduce a specific type of linear susceptibility which is nonlocal linear in
position space and k⊥-square dependent in momentum space. This nonlocal suscepti-
bility can be manipulated in such a way, that the phase shift for each wave component
giving rise to diffraction is exactly canceled. Since the phase shift of each momentum
component is eliminated individually, arbitrary images within a certain bandwidth can
be propagated without diffraction. However, this method can only eliminate the diffrac-
tion of a laser beam imprinted with arbitrary image in a certain condition of negative
two-photon detuning between the involved fields, it necessarily involves strong single-
photon absorption due to imperfect EIT, and therefore is impractical.
Here we propose an enhanced scheme in which arbitrary images encoded onto a probe
field can propagate with canceled diffraction, while the strong absorption is exactly
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removed or can even be turned to negative, which means the probe field can be amplified.
As shown in Fig. 4.1(b), we simply apply an additional two-way incoherent pump field
to couple another transition. It will pump out the populations in the ground state, and
then redistribute the populations among the four states. Via the coherent control field,
atomic coherences will be induced between state |2〉 and |3〉, which leads to constant gain
for the probe field. Depending on the intensity of the incoherent pump, the constant
single-photon absorption can be completely compensated or even surpassed by the gain
from the atomic coherences. Meanwhile, the linear dispersion are still quadratic in k⊥
except for a different constant offset. Consequently, the probe field can propagate in the
prepared thermal medium with neither diffraction nor absorption. The output power of
the probe field can be controlled by simply tuning the intensity of the incoherent pump.
4.1.2 Theoretical description of thermal atoms
Our proposed scheme to not only eliminate the paraxial diffraction but also compensate
the single-photon absorption employs a four-level system in double-lambda configuration
as shown in Fig. 4.1(b). The probe field with Rabi frequency Ωp(r, t) and wavevector
kp couples the transition |1〉 ↔ |3〉 with detuning ∆p = ωp − ω31, while the transition
|2〉 ↔ |3〉 is driven by a control field with Rabi frequency Ωc(r, t) and wavevector kc,
the detuning for the control field is defined as ∆c = ωc − ω32. In addition, a two-way
incoherent pump field p(r) [197, 223–225] is applied to the transition |1〉 ↔ |4〉. Due
to the effect of the incoherent pump, the populations initially staying in the ground
state |1〉 will be pumped out and then be redistributed among the other three states.
Together with the control field, atomic coherences between the two states |2〉 and |3〉 will
be generated, already in the absence of the probe field. The atomic coherences ρ(0)23 leads
to gain for the probe field. As a result, the overall absorption for the probe field can
be controlled to zero or even negative, by simply tuning the intensity of the incoherent
pump field as we show below. The level structure can, for example, be realized in the
hyperfine structure of the D1 line of 87Rb. In our numerical analysis, we choose the
magnetic sublevels 5 2S1/2, F = 1,mF = 0 and F = 2,mF = 2 as the two lower states
|1〉 and |2〉, while 5 2P1/2, F = 2,mF = 1 and F = 1,mF = 1 are set to be the two upper
states |3〉 and |4〉, respectively.
Following the theoretical description of the three-level lambda system including ther-
mal atomic motion and collisions developed in [21], we define a generalized density-matrix




ρj(t) δ(r− rj(t)) δ(v− vj(t)) . (4.1)
Here, ρj(t) is the density matrix for the j-th atom. ρ(r,v, t) is understood as the
probability density to find an atom with internal density matrix ρ(t) at position r and


















ρj(t) δ(r− rj(t)) ∂δ(v− vj(t))
∂t
. (4.2)
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The time evolution of the first term in the right hand side (RHS) of Eq. (4.2) is described











[H, ρj ]− Lρj} δ(r− rj(t)) δ(v− vj(t))
= − i
~
[H, ρ(r,v, t)]− Lρ(r,v, t)] . (4.3)














= −v · ∂ρ(r,v, t)
∂r . (4.4)
When the atomic system is relaxed to the thermal equilibrium state, the last term
describing atomic collision in the RHS of Eq. (4.2) can be rewritten as [21]
∑
j




ρ(r,v, t)− Rˆ(r, t)F (v)] . (4.5)
Here γc denotes the collision rates between atoms. R(r, t) in the RHS stands for the
density of atoms in internal state ρ(t) per unit volume at position r
R(r, t) =
∫
ρ(r,v, t)dv , (4.6)
and F (v) = Exp[−v2/v2th]/
√
pivth is the Boltzmann distribution for the atoms, vth =√
2kbT/m refers to the most probable thermal velocity.





[H, ρ(r,v, t)]− Lρ(r,v, t)
− v · ∂ρ(r,v, t)
∂r − γc
[
ρ(r,v, t)−R(r, t)F (v)] , (4.7)
where H is the Hamiltonian of the system, Lρ represents the relaxation terms including
spontaneous decay, dephasing and the incoherent pump, etc.. In the right hand side of
Eq. (4.7), the first two terms describe the internal quantum-mechanical evolution, while
the other terms characterize the external classical motion including thermal motion and
collisions [22]. The relevant equations of motion for the coherences follow as
( ∂
∂t
+ v · ∂







= iΩp(r, t)(ρ11 − ρ33) + iΩc(r, t)ρ21 + γcR31(r, t)F (v) , (4.8a)
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( ∂
∂t
+ v · ∂
∂r − i∆ + i∆k · v +
p(r)
2 + γ21 + γc
)
ρ21
= iΩ∗c(r, t)ρ31 − iΩp(r, t)ρ23 + γcR21(r, t)F (v) , (4.8b)
where we have abbreviated ρij(r,v, t) as ρij for convinience, and introduced the two-
photon detuning ∆ = ∆p −∆c and the wavevector difference ∆k = kp − kc. We denote
the spontaneous emission rate on transition |i〉 → |k〉 as Γik, and the total decay rate of
state |i〉 as Γi = ∑k Γik. The decoherence between the two ground states |1〉 and |2〉 is
given by γ21.
For simplicity, we approximate the control field Ωc(r, t) and the pump field p(r) as
plane-wave fields, which means Ωc(r, t) = Ωc and p(r) = p. Then, the steady-state





















F (vm)ρ(0)ij δ(r− rm(t)) δ(v− vm(t))drmdvm
= n0ρ(0)ij F (v) . (4.9)
Here, n0 = N/V is the atomic density and ρ(0)ij is the zero-order density matrix element of
an atom at rest. Under those approximations, the equations of motion for the first-order
coherences can be derived from Eq. (4.8)
( ∂
∂t
+ v · ∂









= iΩp(r, t)(ρ(0)11 − ρ(0)33 )n0F (v) + iΩc(r, t)ρ(1)21 + γcR(1)31 (r, t)F (v) , (4.10a)( ∂
∂t
+ v · ∂
∂r − i∆ + i∆k · v +
p







31 − iΩp(r, t)ρ(0)23 n0F (v) + γcR(1)21 (r, t)F (v) . (4.10b)
In order to get an analytical expression for R(1)31 (k, ω), which determine the thermal















31 (r, t)− in0Ωp(r, t)ρ(0)23 , (4.11)
where we have defined the current density of the density-matrix distribution function
Jij(r, t) =
∫
vρ(1)ij (r,v, t)dv , (4.12)
in Eq. (4.10b), when the Dicke limit is satisfied, i.e., γ = γc+p/2+γ21− i∆ is dominant,
48 4. Control of light propagation via nonlocal linear effects
we can approximately rewrite ρ(r,v, t) to first order in γ
ρ
(1)
21 (r,v, t) = ρ
(1,0)











21 (r,v, t) . (4.13)
By integrating Eq.(4.13), we can then find that
0 =
∫





vρ(1,1)21 (r,v, t)dv , (4.14b)
we expand ρ(1)21 (r,v, t) as in Eq. (4.13) and multiply Eq. (4.10b) by v, then integrate
over velocity. Using the relations in Eq. (4.14) and taking the leading term in γ, the
following equation for J21(r, t) is given as






21 (r, t) + i
Ω∗c1
γ
J31(r, t) , (4.15)








21 (r, t) , (4.16)
substituting J21(r, t) in Eq. (4.11) by Eq. (4.15) we have
[ ∂
∂t














J31(r, t) , (4.17)
the last term containing J31(r, t) in Eq. (4.17) usually can be neglected when |Ωc|  |γ|.
Furthermore, even when this condition is not satisfied, this term can be still neglected
when both the spatial variations ∂/∂r and ∆k remains in the transverse directions,
perpendicular to kp, since J31(r, t) is parallel to kp [22]. Then Eq. (4.17) is simplified to
[ ∂
∂t









31 (r, t)− in0Ωp(r, t)ρ(0)23 . (4.18)
Here we consider the common case of slowly-varying envelope approximation(SVEA),
where the temporal and spatial variations in the envelope of probe and signal field are
much smaller than the decoherence rate and the wave number. Correspondingly, it
results in the SVEA for the spatial-temporal evolution of density-matrix distribution
function R(1)31 (r, t), which means∣∣∣∣ ∂∂t + v · ∂∂r
∣∣∣∣ ∣∣∣∣p2 + Γ32 − i∆p + ikp · v
∣∣∣∣ , (4.19a)
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In Eq. (4.10a), we can then neglect the temporal and spatial variations, and only take
the dominant part of ρ(1)21 (r,v, t) = R
(1)
21 (r, t)F (v), then integrate over velocities, the
expression for R(1)31 (r, z,v, t) is found
R
(1)
31 (r, t) = iK31
[
n0(ρ(0)11 − ρ(0)33 )Ωp(r, t) + Ωc1R(1)21 (r, t)
]
, (4.20)








1− iγcG31 . (4.21b)
When ∆p  p/2 + Γ3 + γc, i.e., near the one-photon resonance where most experiments
were done, the imaginary parts of K31 are much smaller than its rear part. In the
following, we treat K31 as real number. In the paraxial approximation, the changes in
the envelopes along z direction are much smaller than that in the transverse plane, so we
may replace r → (r⊥, z) and ∂/∂r → ∂/∂r⊥ in Eq. (4.18), and then Fourier transform
them from (r⊥, t) to (k⊥, ω). We can then immediately find the final expression for
R
(1)
31 (k⊥, z, ω)
R
(1)




11 − ρ(0)33 +
Γc(ρ(0)11 − ρ(0)33 ) + iΩcρ(0)23




where we have set the power broadening Γc = K31Ω2c and Γ1 = p/2 + γ21 + Γc. For a
continuous wave, we can set ω = 0 in Eq. (4.22). In the case for a small wavevector
difference between Ωp and Ωc, ∆k could be neglected, i.e., ∆k = 0. Finally we find the
expression for R(1)31 (k⊥, z, ω)
R
(1)




11 − ρ(0)33 +
Γc(ρ(0)11 − ρ(0)33 ) + iΩcρ(0)23
i(ω + ∆)− Γ1 −Dk2⊥
)
, (4.23)
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11 − ρ(0)33 +




where we have α = 3λ3pΓ31K31n0/(8pi2). It can be observed that from Eq. (4.23) that
the atomic response in fact leads to a specific type of nonlocal linear effects by Fourier
transforming it back in to position space
R
(1)









wehre Ωp(r⊥, z) is the slowly varying envelope of the probe field and χF (r⊥) is the
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4.1.3 Laser beam propagation with arbitrary spatial profiles
Since we want to study the propagation dynamics of the probe beam, we need first to
get the propagation equation which governs the dynamics of the probe field. As we have
discussed in Sec 2.2, the propagation equation in paraxial approximation for the probe



























Ωp(k⊥, z) = i
kp
2 χ(k⊥)Ωp(k⊥, z) , (4.28)
where Ωp(k⊥, z) is the Fourier transform Ωp(r⊥, z) in the plane (x, y) transverse to the
propagation direction z. The second term ∼ k2⊥ on the left hand side is responsible for
the paraxial diffraction of the probe beam throughout its propagation. It is immediately
clear that diffraction can be exactly eliminated, if the linear dispersion Re[χ(k⊥)] is
quadratic in k2⊥ and the linear absorption Im[χ(k⊥)] remains as a constant [21, 22].
4.1.3.1 Without incoherent pump
We have calculated the linear susceptibility χ(k⊥) depending on k2⊥ due to atomic mo-
tion. In this section, we will show that it leads to elimination of paraxial diffraction
under specified circumstances. First, we consider the case when there is no incoherent
pump field, which means that ρ(0)11 = 1, ρ
(0)
33 = 0, ρ
(0)
23 = 0. Then the linear susceptibility







where we have Γ0 = γ21 + Γc and D0 = v2th/(γc + γ21 − i∆). We then find that it
is exactly the same as discussed in Ref. [21, 22]. In the region where k⊥  k0 with
k0 =
√
Γ0γc/v2th, Eq. (4.29) can be written in order of k2⊥




where χ(0) and χ(1) are coefficients only determined by the choice of ∆. At negative
two-photon detuning ∆ = −Γ0, we then find that Im[χ(1)] = 0 and Re[χ(1)] = αΓc/2Γ0.
Compared to the propagation equation Eq. (4.28), it can be clearly seen that the paraxial
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Since this elimination of diffraction is operated in momentum space and thereby does
not depend on the spatial profile of the probe field, it means that arbitrary images
imprinted on the probe can propagate without diffraction. However, the probe field will
experience inevitable single-photon absorption, due to the negative two-photon detuning
deviating from the EIT resonance which is necessary for the elimination of diffraction.
The constant absorption coefficient can be derived
β = kp2 Im[χ
(0)] = kp2 α(1−
Γc
2Γ0
) ' kp4 α , (4.32)
the probe field will be exponentially decreased ∼ e−βz along the propagation direction.
For the 87Rb D1 line with atomic density n0 ∼ 4× 1011cm−3 which is the lowest atomic
density required for the elimination of diffraction, we have β ' 1.37cm−1, indicating
that the probe will be severely attenuated after a rather short propagation distance. It
lays as a main obstacle for practical application.
4.1.3.2 With incoherent pump
Actually, the severe absorption due to the negative two-photon detuning can be com-
pletely compensated by the gain from atomic coherences, which is induced by the inco-
herent pump together with the control field. At first glance of Eq. (4.8), both ρ31 and ρ21
suffer an additional decoherence effect due to the applied incoherent pump, which may
lead to even stronger absorption for the probe field. While it is not the case, since the
populations of the ground state |1〉 is pumped out and then redistributed among total
four states by the incoherent pump together with the control field. Then, the coherent
control field generates atomic coherences ρ(0)23 between metastable state |2〉 and excited
state |3〉, which gives gain to the probe. We then calculate the steady-state populations
and coherences in the zeroth order of Ωp. For a resonant control field where ∆c = 0, the

















pΓ23Γ42 + 4[2p(Γ31 + Γ42) + Γ31Γ4]Ω2c
. (4.33c)
These are further plotted in Fig. 4.2. It is clear that the populations ρ(0)11 in the ground
state decreases as the incoherent pump increases, at the same time, the populations ρ(0)33
in the exited state and atomic coherences ρ(0)23 increase. It means that on the one hand the
single-photon absorption depending on the population difference ρ(0)11 −ρ(0)33 is decreased,
on the other hand it can be further compensated by the induced atomic coherences ρ(0)23 .
To clearly show that not only the paraxial diffraction can be exactly removed but also
the strong absorption can also be completely compensated when applying the incoherent
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Figure 4.2: The populations ρ(0)11 , ρ
(0)
33 and coherence Im[ρ
(0)
23 ] as a function of the amplitude of the
incoherent pump. Parameters are: Γ = 2pi × 5.75 MHz,Γ31 = Γ/4,Γ32 = Γ/6,Γ41 = Γ/12,Γ42 =
Γ/2, γ21 = 0.001Γ31,Ωc = 1.4Γ31.
pump, we rewrite Eq. (4.24) in order of k2⊥
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Γc(ρ(0)11 − ρ(0)33 ) + iΩcρ(0)23









2 + γ21)(Γc +
p
2 + γ21) , (4.35c)
and we have set γc1 = p/2 + γc + γ21. In the region k⊥  k1, the linear susceptibility







then the imaginary part of χ(1)p which may lead to diffusion for the probe field can be









11 − ρ(0)33 ) + iΩcρ(0)23 ](Γ21 −∆2 + 2γc1Γ1)
(γ2c1 + ∆2)(Γ21 + ∆2)2k21
. (4.37)
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Figure 4.3: The motion-induced linear susceptibility χ(k⊥) in momentum space with or without
the incoherent pump field. In the central region k⊥/k1  1, the linear absorption Im[χ(k⊥)] (a)
remains as a constant in the case of no incoherent pump, indicating strong absorption for the probe
field. When the incoherent pump is applied, the constant absorption is reduced to zero due to
gain from atomic coherences ρ(0)23 . At the same time, the dispersion Re[χ(k⊥)] (b) is still quadratic
in k⊥ in this region for both cases except for different constant offsets. Then the probe field will
experience diffractionless and lossless propagation in the prepared thermal medium. Parameters
are: n0 = 1.5 × 1012 cm−3, λp = 795 nm, T = 300 K, vth = 240 m/s,∆k = 22.8 m−1, γc =
2000 ∆k · vth, p = 0.65Γ31. Other parameters are as in Fig. 4.2.
More interestingly, the constant absorption is give by




11 − ρ(0)33 − Γ1




now it is determined by the competition between one-photon absorption ∝ ρ(0)11 − ρ(0)33
due to negative two-photon detuning and the gain induced by the atomic coherence ρ(0)23 .
By appropriately choosing parameters, the constant absorption can be reduced to zero
or even negative, which means the probe field can be amplified. We then plot the linear
susceptibility χ(k⊥) in momentum space as shown in Fig. 4.3 by the solid blue line. In
the central area k⊥  k1, the linear absorption Im[χ(k⊥)] is exactly reduced to zero,
while the dispersion Re[χ(k⊥)] is still quadratic in k⊥ except for a constant offset. As a
comparison, we also plot the linear susceptibility without incoherent pump as shown in
Fig. 4.3 by the dashed red line. If all the components of the probe in momentum space
are located in the central region k⊥/k0  1, then the paraxial diffraction of the probe
field can be precisely eliminated by the linear dispersion. Since the absorption is also
removed, the probe field will propagate without diffraction and attenuation throughout
the thermal medium.
4.1.3.3 Image propagation
In principle, our enhanced scheme can be generally realized in any thermal atomic sys-
tem in which a double-lambda level structure could be found. However, since we have
not considered the collective interaction [226] between atoms in our scheme, it means
that the atomic gas should be dilute. In order to have a low atomic density, we then
find that the spontaneous decay rate Γ42 should be much larger than Γ41 to minimize
the populations staying in the upper state |4〉 which does not interact with the probe
field. Moreover, the coupling between atoms and the probe field should be as strong
as possible to further reduce the atomic density, it means that a large dipole moment
54 4. Control of light propagation via nonlocal linear effects




















Ouput in free space
Ouput in thermal medium
Figure 4.4: A Gaussian probe field with transverse profile Ωp(x, y) = Ωp0Exp[−(x2 + y2)/(2w2p)]
propagates in free space and in the thermal medium, for a propagation distance z = 2zR. Here
we only show the slice at y = 0. The probe remains almost unchanged through propagating in the
thermal medium with canceled paraxial diffraction and slightly amplified peak intensity. Parameters
are: wp = 100 µm, others are the same as in Fig. 4.3.
~µ31 is required. Fortunately, the hyperfine structure of 87Rb D1 line could meet the
requirements: magnetic sublevels 5 2S1/2, F = 1,mF = 0 and F = 2,mF = 2 are chosen
to be the two lower states |1〉 and |2〉, and 5 2P1/2, F = 2,mF = 1 and F = 1,mF = 1
are chosen to be the two upper states |3〉 and |4〉 respectively. A strong right-handed
circularly polarized laser field can be applied to couple the transition |2〉 ↔ |3〉 to act as
the control field, with a weak left-handed circularly polarized field coupling the transition
|1〉 ↔ |3〉 to be the probe field. It can be easily implemented in current experimental
settings. The parameters of those transitions, as shown in Fig. 4.2, are used throughout
the analytical and numerical calculations of the present work.
We then numerically solved Eq. (4.28) together with Eq. (4.24), and then Fourier
transformed into real space to simulate the probe propagation in the thermal medium.
Fig. 4.4 shows a Gaussian probe beam with initial profile Ωp(x, y) = Ωp0Exp[−(x2 +
y2)/(2w2p)] (wp = 100µm) propagates both in free space and in the thermal medium
using the proposed setup after two Rayleigh lengths (zR = 2piw2p/λp = 7.90cm). Here we
only take the slice y = 0 to clearly show the differences of propagation dynamics between
the two cases. The transmitted peak intensity of the probe is decreased by a factor of
1/[1 + (z/zR)2] = 1/5 with a broadened width wp(z = 2zR) =
√
1 + (z/zR)2 =
√
5wp
in free space due to paraxial diffraction. While propagating in the prepared thermal
medium, the Gaussian spatial profile of the probe is preserved, the output of the probe
is almost unchanged with width wp(z = 2zR) = 1.074wp and a slightly amplified peak
intensity by a factor of 1.063. Thanks to the nonlocal linear effects introduced by
the atomic motion and the incoherent pump, the paraxial diffraction of the probe is
eliminated with no absorption. Since some of wave components of the Gaussian probe
in momentum space are outside from the central area k⊥/k0  1, they acquire extra
phases while propagating in the medium due to high-order diffraction ∼ O(k4⊥), leading
to the insignificantly broadened width wp(z = 2zR) = 1.074wp. In order to demonstrate
that arbitrary image encoded on the probe field can propagate without diffraction and
loss in our scheme, we further simulated a two-dimensional image imprinted on the probe
4.1. Diffractionless and lossless light propagation in thermal atomic vapor 55
Figure 4.5: A smiley face encoded on the probe field propagates in free-space and in the medium.
Obviously the image is severely distorted in free-space while is faily preserved in the medium. The
image size is 20× 20 with a scale of 100 µm. Other parameters are the same as in Fig. 4.3.
field propagating two Rayleigh lengths in the thermal medium. The results are shown
in Fig. 4.5. Note that the image is represented by an array of values “0” and “1” in the
transverse plane, thus including wave components with large transverse wave vectors.
We can immediately find that the image is totally distorted while propagating in free
space. However, as propagating in the prepared thermal medium, the image is fairly
preserved. Moreover, the intensity of the image remains almost the same, except for
weak amplifications in the edges due to both the residual diffraction of wave components
with large wavevectors and also the higher-order diffraction of the wave components in
momentum space.
4.1.3.4 Effect of the incoherent pump field
From Eq. (4.37) and (4.38), one can find that the incoherent pump does not only affect
the power but also the width of the output probe. We also numerically calculated the
transmitted power and width of a Gaussian probe versus the amplitude of the incoherent
pump, after propagating two Rayleigh lengths in the prepared thermal medium. The
results are shown in Fig. 4.6. It can be seen from Fig. 4.6(a) that the transmitted power
of the probe is very sensitive to the amplitude of the incoherent pump. For a weak
incoherent pump, the probe is severely attenuated since the single-photon absorption
due to imperfect EIT is still much stronger than the coherent scattering from atomic
coherences; for strong incoherent pump, the coherent scattering becomes dominant,
leading to significant amplification of the probe as shown in Fig. 4.6(a). However, the
transmitted width of the probe only weakly depends on the amplitude of the incoherent
pump as shown in Fig. 4.6(b). The small increases in the slightly broadened width is
due to the breakdown of the condition for elimination of diffraction shown in Eq. (4.37).
we then find that the output power of the probe can be controlled without changing
the output width very much, by simply tuning the intensity of the incoherent pump. It
also suggests that the possible inhomogeneities in the incoherent pump field, which may
arise due to absorption in the medium, will not significantly affect the outgoing spatial
profile and the diffractionless propagation.
4.1.4 Discussions
In our numerical calculations, we have assumed parameters of the D1 line of 87Rb,
which has been widely used in current experiments. But in principle, our scheme can be
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Figure 4.6: The relative output power (a) and width (b) of a Gaussian probe versus the amplitude
of the two-way incoherent pump p after propagating two Rayleigh lengths in the thermal medium.
Other parameters are the same as in Fig. 4.3.
realized in any thermal atomic system in which a double-Λ level structure can be found.
However, since we have not considered direct interactions between the atoms [227, 228]
in our scheme, the atomic gas should be dilute enough to neglect them. In order to allow
our scheme to work at lower atomic densities, we found that it is favorable if a large ratio
Γ42/Γ41 between spontaneous decay rates minimizes the population in the upper state
|4〉 which does not interact with the probe field. Moreover, the coupling between the
atoms and the probe field should be as strong as possible to further reduce the required
atomic density, such that a large dipole moment ~µ31 is favorable.
As discussed above, we initially employed the two-way incoherent pump field to re-
distribute the populations and induce atomic coherences already at zeroth order in the
probe field, which would lead to reduction of one-photon absorption. Surprisingly, we
found that the pump field has several more positive effects beyond our initial purpose.
First, the incoherent pump further alleviates the demand for strong collision rates to
achieve the Dicke limit. Second, since k1 defined in Eq. (4.35c) which sets the transverse
wave number scale in Eq. (4.34) grows rapidly as the incoherent pump increases, the
series expansion in the transverse momentum becomes more accurate with the pump
field, resulting in both a further improvement of diffraction elimination and a reduction
of the higher-order diffraction for the probe field. Third, the pump field introduces one
more degree of freedom to control probe propagation.
For a short summary of this section, we have proposed an enhanced scheme in which a
probe field encoded with arbitrary images propagates without diffraction and absorption
in a double-lambda thermal atomic system. In the scheme, we applied an additional two-
way incoherent pump to redistribute the populations and then to generate an additional
zero-order atomic coherences together with the coherent control field. The single-photon
absorption due to imperfect EIT condition can be compensated by the gain from the gen-
erated atomic coherences, while the paraxial diffraction is eliminated by the k⊥-square
dependent dispersion at the same time, resulting in diffractionless and lossless propaga-
tion for the probe field. This k⊥-square dependent dispersion stems from the nonlocal
linear effects induced by thermal atomic motion and collisions. Since the elimination of
diffraction operates in momentum space, it is thus suitable for the probe carrying with
arbitrary spatial profiles. We also discussed the possible experimental implementation
in atomic 87Rb with the hyperfine structure of D1 line.
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4.2 Uniform phase modulation with vanishing diffraction or
absorption
4.2.1 Motivation
Light propagation through matter is governed by the refractive index. Consequently,
manipulation and control of the refractive index has been a topic of substantial interest
over the last decades. A particular promising candidate is atomic gases, which offer great
flexibility in designing the optical response, and thus in controlling the propagation of
light. The linear refractive index can be enhanced in a straightforward way by tuning the
light carrier frequency close to an atomic resonance. But in this case, the enhancement
is accompanied with strong absorption, prohibiting most applications. A number of
methods have been proposed to overcome this limitation to change the refractive index
without absorption [197, 229–239]. Currently, experiments are limited to refractive index
variations of order ∆n ' 10−4 [231, 237], but there are theoretical suggestions to improve
the enhancement (see, e.g., Ref. [239] and references therein).
In general, the spatial evolution of the light fields in the medium will give rise to
energy attenuation and spatial distortion due to paraxial diffraction. As a consequence,
additional unwanted nonuniform phase shifts will be induced by the diffraction over
the transverse plane perpendicular to the propagation direction. These effects become
particularly important if long propagation distances are required, and if the manipulation
of the refractive index depends on the intensities of the involved laser fields.
This raises the question, whether it is possible to realize uniform phase modulation
for laser beams with arbitrary spatial profiles. One approach to achieve this goal is
Figure 4.7: Schematic illustration for phase modulation acquired by a laser field throughout propa-
gation in different media. The arrows indicate the phase distribution of the laser field. (a) In free
space, diffraction leads to spatial spreading and a small nonuniform phase distribution in the trans-
verse plane. (b) In a regular dispersive medium, spatial spreading and nonuniform phase distortion
due to diffraction occur. (c) In the setup discussed here, a strong spatially uniform phase shift is
achieved, together with cancellation of paraxial diffraction.
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to reduce the diffraction. As we have already learned from Sec. 4.1, a novel scheme to
explore the effect of atomic motion and collisions to eliminate paraxial diffraction of laser
beams with arbitrary spatial shapes was theoretically proposed [20–22, 240], and also
experimentally verified [23, 24] by Firstenberg et al.. It is not restricted to particular
spatial profiles, since it operates on the light in the transverse momentum space thanks
to the nonlocal nature of the atomic response, directly canceling the effect of diffraction
for each of the transverse momentum components individually. Interestingly, in this
method, the thermal motion of atoms does not act as a perturbation, but are rather
exploited to reduce the paraxial diffraction.
Motivated by this, here, we address the question whether the homogeneity of the
phase modulation can be improved by effects of thermal atomic motion and collisions.
To this end, based on the results obtained in Sec. 4.1, we propose a setup which allows
to achieve strong controllable uniform phase shifts over short propagation distances.
We predict refractive index changes of order ∆n ' 10−4 with vanishing absorption
at atomic density ∼ 1.5 × 1012cm−3. The phase modulation is based on the linear
susceptibility of the atomic vapor and therefore does not depend on the intensity of the
laser beam. Furthermore, this uniform phase modulation can be easily controlled by
tuning the intensities of the applied laser and incoherent pump fields. These advantages
are illustrated in Fig. 4.7.
4.2.2 Phase modulation for laser beams with arbitrary spatial profiles
4.2.2.1 nonlocal linear susceptibility of the thermal medium
The atomic medium configuration is shown in Fig. 4.1(b). As having already derived in
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Before we start to study the uniform phase modulation induced by the nonlocal linear
effects, we would like to first briefly review the physical mechanism of elimination of
diffraction and absorption as discussed in detail in Sec. 4.1. In order to show this, we
then repeat the expansion of Eq. (4.39) in k⊥ and obtain
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Γc(ρ(0)11 − ρ(0)33 ) + iΩcρ(0)23









2 + γ21)(Γc +
p
2 + γ21) . (4.41c)
In the regime k⊥  k1, the constant term c0 leads to uniform absorption and disper-
sion, while the k2⊥-dependent term proportional to c1 results in atomic-motion induced
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absorption and elimination of diffraction. As already discussed in Sec. 4.1, a suitable






can be chosen to remove the k2⊥-dependent absorption which gives rise to diffusion, i.e.







11 − ρ(0)33 ) + iΩcρ(0)23 ](Γ21 −∆2 + 2γc1Γ1)
(γ2c1 + ∆2)(Γ21 + ∆2)2k21
. (4.43)
Combined with Eqs. (4.28) and (4.39), we finally obtain the propagation equation
∂
∂z
Ωp(k⊥, z) = i
kp
2 c0Ωp(k⊥, z) . (4.44)
This equation is readily solved as
Ωp(r⊥, z) = Ωp(r⊥, z = 0) e
i
2kpc0z . (4.45)
Eq. (4.45) shows that the probe field will propagate through the thermal medium pre-
serving its spatial profile, i.e., without diffraction. By changing the incoherent pump and
the control field, the constant absorption proportional to Im[c0] can be tuned to zero or
even negative values. As a result, at zero absorption, the probe field only experiences
an uniform phase shift proportional to Re[c0] during the propagation while all other
physical properties remain the same.
4.2.2.2 Uniform phase modulation without diffraction or absorption
From Eq. (4.45) we find that uniform phase shifts can be achieved without affecting
any other properties of the probe field, such as the spatial profile or the power, for




∆n = Re[c0] , (4.46b)
which does not depend on the shape or the intensity of the probe field, and thus is univer-
sal. The derivation of Eq. (4.45) relied on several approximations. In order to investigate
the validity of these approximations, we next simulate the propagation dynamics of the
probe field in the prepared thermal medium by numerically solving Eq. (4.28) together
with Eq. (4.39). The result is subsequently Fourier transformed back to real space. For a
proof-of-principle demonstration, the incident probe field is assumed to have a Gaussian
spatial profile
Ωp(x, y, z = 0) = Ωp0e−(x
2+y2)/(2w2p) , (4.47)
the initial width of the Gaussian probe is set to wp = 100µm, which is within the paraxial
regime. We assume the same parameters of the D1 line of 87Rb for the thermal atoms
as used in Sec. 4.1. We further choose a propagation distance of one Rayleigh length
zR = 2piw2p/λp which for the present parameters evaluates to about 7.90cm. Results
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Figure 4.8: (a) Power and spatial width of the Gaussian probe beam as function of the propagation
distance. Note the small plot range of only few percent relative change, suggesting that the probe field
power and width remain approximately unchanged. (b) The accumulated phase shift as a function
of propagation distance. pi-phase flips can be achieved already in a small fraction of the Rayleigh
length zR. Parameters are: n0 = 1.5× 1012 cm−3, λp = 795 nm, T = 300 K, vth = 240 m/s,∆k =
22.8 m−1, γc = 2000 ∆k · vth,Γ = 2pi × 5.75 MHz,Γ31 = Γ/4,Γ32 = Γ/6,Γ41 = Γ/12,Γ42 =
Γ/2, γ21 = 0.001Γ31,Ωc = 1.4Γ31, p = 0.65Γ31.
are depicted in Fig. 4.8. As can be seen from panel (a), the Gaussian shape of the
probe is maintained throughout the propagation in the thermal vapor, except for a
small broadening by up to 3.5% due to the residual higher-order diffraction ∼ O(k4⊥).
The probe is also weakly amplified as the propagation distance increases, since we have
chosen a relatively strong incoherent pump field such that the gain from the atomic
coherences exceeds the reduced single-photon absorption. Note that more precise tuning
of the parameters results in a further reduction of the broadening and amplification.
After having established that the shape and intensity remain essentially unchanged, we
turn to the phase, which is shown in Fig. 4.8(b). While propagating through the thermal
atoms, a phase shift starting from 0 up to almost -6pi is imprinted onto the probe beam
within the single Rayleigh length. Already after zf ' 0.168zR ' 1.33cm, which is a small
fraction of the Rayleigh length, a pi-phase flip can be achieved. This phase modulation
can readily be understood, since the non-zero two-photon detuning results in a deviation
from the EIT resonance, such that a nonzero linear dispersion is obtained for the probe
field. This nonzero linear dispersion leads to a change in the refractive index of order
∆n ' −0.6× 10−4 for the chosen parameters. It is important to note that the pi-phase
flip is accomplished due to the specific type of the nonlocal linear effects, and is therefore
independent of the spatial shape and power of the incident probe field.
4.2.2.3 Effect of the intensity of the control field
The phase modulation can be controlled not only by the propagation distance, but also
by other parameters such as the intensities of the control and pump fields, as illustrated
by Eqs. (4.46), (4.41a) and (4.33). In this section, we study the effect of the intensity
of the control field. Results are shown in Fig. (4.9) for a Gaussian probe field, which
propagates in the thermal medium for a distance equal to one Rayleigh length. In the
absence of the control field (Ωc = 0), since the atoms have been optically pumped out
from the ground state |1〉 to |2〉 by the incoherent pump, there is no interaction between
the atoms and the probe field any more. Then the probe propagation proceeds as in
free space. As shown in Fig. 4.9(a), the probe field acquires a small phase shift due to
the diffraction term, while the power remains the same and the width is broadened to
w(z = zR) =
√
2wp as depicted in Fig. 4.9(b) by the red dashed line. Increasing Ωc,
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Figure 4.9: (a) Phase shift of the transmitted Gaussian probe field against the intensity of the control
after propagating one Rayleigh length in the thermal atomic gas. (b) The power and width of the
outgoing probe field as a function of the control. Other parameters are as in Fig. 4.8.
Figure 4.10: (a) Phase shift of the output Gaussian probe field as a function of the incoherent pump
rate after propagating one Rayleigh length in the thermal atomic gas. (b) The power and width of
the outgoing probe field as function of the incoherent pump rate. Other parameters are as in Fig. 4.8.
the phase shift can be gradually tuned, due to the Ωc-dependent constant dispersion
Re[c0] (i.e., the changes in refractive index, ∆n). At Ωc exceeding about 1.5 Γ31, the
phase shift becomes approximately independent of Ωc since Re[c0] has saturated to its
minimum [but maximum absolute value, see Fig. 4.9(a)]. By dynamically changing the
control field, the phase shift can also be switched between two values. For example, a
controllable phase shift of pi could be realized by toggling Ωc between 0.47Γ31 and 0.7Γ31.
The relative phase shift imprinted onto the probe beam between these two intensities
is pi. Due to the switching, output probe field intensity slightly changes (relative power
increases from 1.76 to 1.86), and the probe beam width is broadened by less than 8%.
4.2.2.4 Effect of the incoherent pump field
Next to the control field power, the phase shift can also be tuned via the amplitude of the
incoherent pump field, which we studied here. Results are shown in Fig. 4.10 for a Gaus-
sian probe field propagating in the thermal medium for a distance equal to one Rayleigh
length. We find that the absolute value of the acquired phase shift is approximately
inversely proportional to the incoherent pump rate p as shown in Fig. 4.10(a). Thus, a
particular phase change can also be achieved by choosing a suitable pump strength. At
lower pump rates, the width of the outgoing probe field decreases with increasing p, and
reaches a minimum roughly at p = 0.65Γ31 at which the condition for diffraction cancel-
lation is satisfied. For other values of p, the paraxial diffraction is either over- or under-
compensated, resulting in a broadened width for the output probe. Since the popula-
tions and coherences sensitively depend on the incoherent pump power as indicated in
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Figure 4.11: (a) Phase shift (in unit of pi) of the output Gaussian probe field plotted against the
intensities of the control and incoherent pump fields after propagating one Rayleigh length in the
thermal atomic gas. Particular phase modulations can be achieved in various ways by tuning the
control and incoherent pump simultaneously. (b) and (c) show the corresponding relative power
(ln[Pout/Pin]) and width (wout/wp) of the outgoing probe field. Other parameters are the same as in
Fig. 4.8.
Eq. (4.33), the output power of the probe field strongly depends on the incoherent pump
rate, as shown in Fig. 4.10(b).
4.2.2.5 Combining control field and incoherent pump field
More generally, the phase shift can be tuned by simultaneously changing the control
field and incoherent pump field intensities. This way, results can further be improved
compared to the control of only one of the two variables. An example is shown in
Fig. 4.11 for a Gaussian probe field propagating one Rayleigh length in the thermal
medium. Again it can be seen that particular phase modulations can be easily realized.
For example, if a pi-modulation via switching between phase shifts of −6pi and −5pi is
chosen, then the width of the outgoing probe beam remains almost the same for the two
values, with residual broadening less than 7%. Note that the output power of the probe
field is much more sensitive to the incoherent pump rate than to the control field, since
the redistribution of population and generation of coherences which lead to reduction of
the single-photon absorption crucially depend on the intensity of the incoherent pump.
4.2.3 Spatial uniformity of the phase modulation
Throughout the calculations up to now, the phase value is extracted at the point of peak
intensity of the probe field (i.e., at x = y = 0). Ideally, the phase imprinted onto the
probe field should be uniformly distributed in the plane transverse to the propagation
direction, since there is only an overall constant dispersion term affecting the propagation
dynamics. However, the dispersion introduced by the residual diffraction in the region
beyond k⊥  k1 and higher-order diffraction ∼ O(k4⊥) can lead to small variations in the
phase distribution over the transverse plane. This can be further improved by increasing
k1 defined in Eq. 4.41(d). As an example, we calculated the phase distribution over the
transverse plane after a propagation distance zf = 0.168zR in free space, in a cold
EIT medium, and in our thermal gas. Results are shown in Fig. 4.12(a)-(c). After this
propagation distance zf , the probe beam has accumulated a nearly uniform phase shift of
pi in the thermal medium, with the phase differences in the transverse plane smaller than
0.2% as shown in Fig. 4.12(f). In the cold EIT medium, we chose a rather small probe
detuning as given in Fig. 4.12 in order to reduce the absorption due to the deviation
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Figure 4.12: Spatial phase variation of the probe field in the transverse plane in units of pi after a
propagation distance zf = 0.168zR. Results are shown for free space (a), a cold EIT medium (b),
and the thermal vapor considered here (c). The parameters chosen for the cold EIT medium are the
same as in Fig.(4.8) except for T = 0K, γc = 0, γ21 = 0, p = 0,∆p = −0.001Γ31. In the thermal
vapor, the probe acquires an almost uniform phase pi, as compared to a small nonuniform phase
gained in the cold EIT medium or in free space. (d)-(f) show the phase difference, which is defined
as (φ[x = y = 0] − φ[x = y = wp])/(φ[x = y = 0] + φ[x = y = wp]), as a function of propagation
distance for the three cases. The starting points for z in (d)-(f) are z = 0.001zR, since at z = 0 the
phase difference for all cases should be 0. Other parameters are the same as in Fig. 4.8.
from the two-photon resonance, the acquired phase modulation is up to −0.13pi, and
accompanied with a phase difference larger than 25% as shown in Fig. 4.12(e).
4.2.4 Discussions
As discussed in Sec. 4.1.4, the introduced two-way incoherent pump field has proved that
it has more positive effects far beyond our initial purpose to compensate the one-photon
absorption. We would stress further here that since k1 defined in Eq. (4.41d) which sets
the transverse wave number scale in Eq. (4.40) grows rapidly as the incoherent pump
increases, the series expansion in the transverse momentum becomes more accurate for an
increasing pump field, resulting in a reduction of the differences in the phase distribution
of the probe field across the transverse plane.
In summary, we have studied the possibility of achieving large uniform phase shifts
by exploiting the atomic motion and collisions in a thermal atomic medium which gives
rise to a specific type of nonlocal linear effects. At the time when uniform phase shift
for the probe field is realized, the spatial distribution and the beam intensity of the
probe remain approximately unchanged. The phase shift is obtained via a refractive
index manipulation of order ∆n = −0.6 × 10−4 at a rather low atomic density. Our
scheme is applicable for probe fields with arbitrary spatial profiles within a certain
transverse momentum bandwidth, and is independent of the probe field intensity. The
phase shift can be controlled via the intensity of the control and incoherent pump fields.
Furthermore, our proposal is feasible in current experimental settings as discussed in
Sec. 4.1. In principle, our scheme can be extended to the low-photon level, as long as
the noise induced by the gain mechanism remains low enough [241, 242].
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4.3 Diffractionless image reproduction and frequency
conversion
4.3.1 Motivation
A promising route towards the implementation of all-optical information processing or
future quantum technologies is to combine different technologies into a hybrid system.
This way, the different core functionalities can be realized using different methods, ex-
ploiting their individual advantages. But the various technologies typically operate at
different characteristic frequencies, such that efficient frequency conversion is usually
required. Such frequency conversion can be accomplished using nonlinear four-wave
mixing (FWM) processes [9], which have already been widely studied and applied in
various settings. Example are conventional up- and down-frequency conversion to gen-
erate vacuum-ultraviolet (VUV) or extreme-ultraviolet (XUV) [243–247] or far infrared
(IR) [248–251] light.
But since FWM is a nonlinear process, it sensitively depends on the intensities of the
applied fields, and thereby on the propagation dynamics [252] and on the transverse
intensity profile of the applied fields. It is well-known, however, that light beams prop-
agating in free space rapidly spread, together with a distortion of the transverse beam
profile due to diffraction. The origin for diffraction is that each momentum component
of the propagating beam acquires a different phase shift throughout the propagation.
Diffraction is a fundamental limitation in particular for the creation, detection or propa-
gation of small images, due to the large momentum bandwidth. The effect of diffraction
thus is not only to destroy the information carried in the transverse beam profile, but
also to distort any nonlinear processes such as FWM, due to the modification of the spa-
tial intensity profiles. This raises the question, whether diffraction can be manipulated
in a way such that nonlinear processes can be effective.
As discussed in Sec. 4.1 and 4.2, the thermal motion and collisions of atoms is found by
Firstenberg et al. [20–24] to be capable of generating a specific type of nonlocal linear
response, which can result in exact elimination of paraxial diffraction of laser beams
carrying with arbitrary spatial profiles. In Sec. 4.1 and 4.2, we have put forward this
approach further in which the necessarily involved absorption is alleviated by employing
a two-way incoherent pump field. Stimulated by this, we then ask ourselves that if it is
possible to accomplish difffractionless and lossless image reproduction between different
frequencies when nonlinear processes are involved. The question is perfectly answered
in this section.
With the knowledge gained in the previous sections, we here propose a method to
transfer and frequency-convert an arbitrary image encoded in the spatial profile of a
probe field onto a signal field using four-wave mixing in a thermal atomic vapor ex-
hibiting nonlocal linear effects. We demonstrate how diffraction can be removed in this
conversion process, by exploiting the atomic motion to cancel the paraxial diffraction of
both the probe and signal fields simultaneously. Furthermore, we show that an additional
incoherent two-way pump field can be employed to improve the performance in various
ways. It redistributes populations in zeroth order of the probe field, which together with
the applied control fields leads to the formation of additional coherences. This on the
one hand allows us to cancel linear absorption with nonlinear gain such that the laser
beam intensities are maintained throughout the propagation. On the other hand, the
pump field broadens the transverse momentum bandwidth in which more wave compo-
nents can be propagated without diffraction, such that smaller spatial structures become
accessible. Third, the pump leads to modified propagation dynamics of the probe and
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Figure 4.13: Schematic setup proposed to realize diffractionless image reproduction via four-wave
mixing in a thermal atom vapor. (a) In the considered five-level model, the lower three states in
Λ-configuration form the basic EIT setup for the probe propagation. The fourth state together with
an additional control beam lead to a four-level double-Λ system, which enables four-wave mixing to
generate an additional signal field. Finally, a two-way incoherent pump field is applied to the fifth
auxiliary state. In effect, the single-photon absorption for both the probe and signal fields are reduced,
and the four-wave mixing process is enhanced. (b) Co-linear propagation of the four coherent fields
in the thermal atomic medium to satisfy the phase matching condition. Due to atomic motion, the
paraxial diffraction of arbitrary profiles of both probe and signal fields can be eliminated over a certain
bandwidth of the transverse beam profile. Eventually, the incident image encoded onto the probe is
copied to the FWM signal field, which also propagates without diffraction.
signal fields which improves the FWM process, such that residual broadening and ab-
sorption of those two fields before the FWM equilibrium is reached are minimized. We
analyze our setup first for Gaussian probe beams, and finally show that arbitrary images
can be propagated and frequency-converted without diffraction. All results are based on
87Rb at room temperature.
4.3.2 The four-wave mixing process in thermal atoms
We consider a five-level atomic system as shown in Fig. 4.13(a), which is designed as
follows. The three levels |1〉, |2〉 and |3〉 form a Λ-shaped EIT setup. Transition |1〉 ↔ |3〉
is driven by a weak probe field with Rabi frequency Ωp(r, t) = ~µ31 · ~epEp(r, t)/2~, while
a resonant control field with Rabi frequency Ωc1(r, t) = ~µ32 · ~ec1Ec1(r, t)/2~ is applied
to transition |2〉 ↔ |3〉. This Λ-type setup is enlarged to a double-Λ-system by applying
a second resonant control field with Rabi frequency Ωc2(r, t) = ~µ42 · ~ec2Ec2(r, t)/2~ to
transition |2〉 ↔ |4〉. The fourth transition |1〉 ↔ |4〉 is not driven by an external
field, but due to four-wave mixing, a signal field Ωs(r, t) = ~µ41 · ~esEs(r, t)/2~ can be
generated from this transition throughout the propagation of the light fields through
the medium. Finally, we apply a two-way incoherent pump field [197, 223–225] to the
transition |1〉 ↔ |5〉, which together with spontaneous decay from |5〉 into the other
states effectively forms a one-way pumping from |1〉 into the other atomic states. Here,
~µij is the dipole moment between states |i〉 and |j〉 (i, j ∈ {1, 2, 3, 4}). En and ~en are
the slowly varying envelopes and unit polarization vectors of the electric fields with
n ∈ {p, s, c1, c2}. The incoherent pump field induces a redistribution of the populations
in zeroth order of the probe field, which together with the control fields leads to the
formation of additional atomic coherences. These coherences turns out to favorably
affect the propagation dynamics in a non-trivial way.
As discussed in more detail later, the required level scheme can be realized, for in-
stance, in 87Rb, with magnetic sublevels 52S1/2, F = 1,mF = −1 and F = 2,mF = −2
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as the two lower states |1〉 and |2〉, and 52P1/2, F = 2,mF = −1 and F = 1,mF = −1
as the two upper states |3〉 and |5〉, respectively. State |4〉 can be chosen as 5 2P3/2, F =
2,mF = −2. We use the parameters of this implementation as summarized in the caption
of Fig. 4.14 for the numerical calculations presented below.
The equation of motion of the system has already been given by Eq. (4.7), for conve-





[H, ρ(r,v, t)]− Lρ(r,v, t)− v · ∂ρ(r,v, t)
∂r
− γc{ρ(r,v, t)−R(r, t)F (v)} , (4.48)
where H is the Hamiltonian of the system, and Lρ represents the incoherent internal
dynamics including spontaneous decay, dephasing and the incoherent pumping field.
Next to these quantum mechanical contributions, the external classic motion leads to
additional terms with γc as the collision rate between atoms. Specifically, the third
term addresses the thermal motion, and the last term is related to the phase-changing
collisions between atoms.
To determine the medium susceptibilities, from Eq. (4.48), we can derive the corre-
sponding density matrix equations of motion for the FWM process in the undepleted-
pump limit to give(
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+ v · ∂
∂r − i∆ + i∆k · v +
p(r)
2 + γ21 + γc
)
ρ21
= iΩ∗c1(r, t)ρ31 + iΩ∗c2(r, t)ρ41 − iΩp(r, t)ρ23 − iΩs(r, t)ρ24 + γcR21(r, t)F (v) . (4.49c)
Note we have simplified the notation of ρij(r,v, t) to ρij . Further,
∆ = ∆p −∆c1 , and (4.50)
∆k = kp − kc1 , (4.51)
are the two-photon detuning and the wavevector difference between Ωp and Ωc1. The
phase-matching conditions are
∆s = ∆p −∆c1 + ∆c2 , (4.52)
ks = kp − kc1 + kc2 . (4.53)
Here, ∆i and ki are the detuning from the corresponding transition and wave vector
of the field with Rabi frequency Ωi(r, t) (i ∈ {p, s, c1, c2}), p(r) is the incoherent pump
rate, Γi =
∑
k Γik the total spontaneous emission rate from state |i〉 with Γik the partial
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one from |i〉 to |k〉, and γ21 denotes the ground state dephasing.
For simplicity, we focus on the case in which the two control fields and the incoherent
pump can be treated as plane waves, such that Ωc1(r) = Ωc1, Ωc2(r) = Ωc2, and p(r) = p.
Moreover, we expand the system to leading order of the weak probe and FWM signal
fields. In zeroth order, the steady-state density-matrix distribution function is obtained
as in Eq. (4.9)
ρ
(0)
ij (r,v, t→∞) = n0ρ(0)ij F (v) , (4.54)
where n0 is the atomic density, and ρ(0)ij is the zero-order density-matrix element of
an atom at rest. Note that ρ(0)ij can be easily calculated from the steady-state master
equations by setting Ωp(s) = 0.
The first-order equations of motion follow from Eq. (4.49) as(
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41 − iΩp(r, t)ρ(0)23 n0F (v)− iΩs(r, t)ρ(0)24 n0F (v) + γcR(1)21 (r, t)F (v) .
(4.55c)
From Eqs. (4.55), the general solution for R(1)ij (k, ω) can be obtained by Fourier trans-
forming from (r, t) coordinates to (k, ω) space, and solving the resulting algebraic equa-
tions for ρ(1)ij (k, ω). The result for ρ
(1)
ij (k, ω) is integrated over velocity to give a set
of equations for R(1)ij (k, ω). Solving the resulting equations leads to an expression for
R
(1)
ij (k, ω). While R
(1)
ij (k, ω) can be obtained from these straightforward procedures, its
final expressions are too complicated to gain deeper physical understanding of the FWM
process.
Therefore, we apply a different procedure. To this end, we first integrate Eq. (4.55c)
over velocity and obtain(
∂
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31 (r, t) + iΩ∗c2R
(1)
41 (r, t)− in0Ωp(r, t)ρ(0)23 − in0Ωs(r, t)ρ(0)24 , (4.56)
where we have defined the current density of the density-matrix distribution function
Jij(r, t) =
∫
vρ(1)ij (r,v, t)dv . (4.57)
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For dominating
γ = γc +
p
2 + γ21 − i∆ , (4.58)
which is in the Dicke limit [21], we can expand ρ(r,v, t) to first order in γ as
ρ
(1)
21 (r,v, t) = ρ
(1,0)




















vρ(1,1)21 (r,v, t)dv . (4.60b)
Next, we multiply Eq. (4.55c) by v, and integrate over velocity. Expanding to the leading
term in γ and inserting the relations in Eq. (4.60), we obtain the following equation for
J21(r, t)
























21 (r, t) . (4.62)
Inserting Eq. (4.61) into Eq. (4.56), we find[
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In Eq. (4.63), the last terms containing J31(r, t),J41(r, t) can be neglected if |Ωc1|, |Ωc2| 
|γ|, which is typically satisfied in relevant setups. Furthermore, even when this condition
is not valid, these terms can still be neglected if both the spatial variations ∂/∂r and













31 (r, t) + iΩ∗c2R
(1)
41 (r, t)− in0Ωp(r, t)ρ(0)23 − in0Ωs(r, t)ρ(0)24 . (4.64)
In the slowly-varying envelope approximation (SVEA), the temporal and spatial vari-
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ations of the envelope of probe and signal fields are assumed to be much smaller than
the decoherence rate and the wave number. For the spatial-temporal evolution of the
density-matrix distribution function R(1)31 (r, t), R
(1)
41 (r, t), SVEA leads to the conditions∣∣∣∣ ∂∂t + v · ∂∂r
∣∣∣∣ ∣∣∣∣p2 + Γ42 − i∆s + iks · v
∣∣∣∣ , (4.65a)∣∣∣∣ ∂∂t + v · ∂∂r
∣∣∣∣ ∣∣∣∣p2 + Γ32 − i∆p + ikp · v
∣∣∣∣ . (4.65b)
Neglecting the temporal and spatial variations and only taking the dominant part of
ρ
(1)
21 (r,v, t) = R
(1)
21 (r, t)F (v) in Eqs. (4.55a) and (4.55b), we obtain expressions for
R
(1)
31 (r,v, t) and R
(1)
41 (r,v, t) by integrating over velocity
R
(1)
41 (r, t) = iK41
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31 (r, t) = iK31
[
n0(ρ(0)11 − ρ(0)33 )Ωp(r, t)− n0ρ(0)34 Ωs(r, t) +Ωc1R(1)21 (r, t)
]
, (4.66b)
where K41 and K31 are defined as
K31 =
iG31
1− iγcG31 , (4.67a)
K41 =
iG41









∆p − kp · v + i(p2 + Γ42 + γc)
d3v , (4.67d)
and K31 and K41 are related to the single-photon spectra for both fields and can be
treated as real numbers at near resonance [21]. Near the one-photon resonance ∆p 
p/2+Γ3+γc and ∆s  p/2+Γ4+γc, the imaginary parts ofK31 andK41 are much smaller
than their respective real parts, and we neglect the imaginary parts in the following.
Following the paraxial approximation, we separate the transverse and longitudinal
coordinates, r → (r⊥, z), and neglect changes along the propagation direction, ∂/∂r →
∂/∂r⊥. Next, we Fourier transform Eqs. (4.64) and (4.66) from (r⊥, t) to (k⊥, ω), and
obtain the final expressions for R(1)31 (k⊥, z, ω) and R
(1)
41 (k⊥, z, ω) as follows
R
(1)




11 − ρ(0)33 +
Γc1(ρ(0)11 − ρ(0)33 ) + iΩc1ρ(0)23 − Γbρ(0)43
i(ω + ∆)− Γ1 −D(k⊥ + ∆k)2
]
+ iK31n0Ωs(k⊥, z, ω)
[
− ρ(0)34 +
Γb(ρ(0)11 − ρ(0)44 ) + iΩc1ρ(0)24 − Γc1ρ(0)34










11 − ρ(0)44 +
Γc2(ρ(0)11 − ρ(0)44 ) + iΩc2ρ(0)24 − Γaρ(0)34
i(ω + ∆)− Γ1 −D(k⊥ + ∆k)2
]
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+ iK41n0Ωp(k⊥, z, ω)
[
− ρ(0)43 +
Γa(ρ(0)11 − ρ(0)33 ) + iΩc2ρ(0)23 − Γc2ρ(0)43




where Γ1 = p/2 + γ21 + Γc1 + Γc2, with power broadening contributions of the two
control fields Γc1 = K31Ω2c1, Γc2 = K41Ω2c2, Γa = K31Ω∗c1Ωc2 and Γb = K41Ωc1Ω∗c2. For
continuous wave fields, we can set ω = 0 in Eqs. (4.68). In the case of a small wavevector
difference between Ωp and Ωc1, ∆k can be neglected, i.e., ∆k = 0.
Finally, we note that the propagation equations for the two probe and signal fields in























41(r⊥, z) , (4.69b)
where λp [λs] is the wavelength of the probe [signal] field, and n0 is the atomic density.













41 (k⊥, z, ω = 0)eik⊥·r⊥dr⊥ . (4.70b)
By comparing Eqs. (4.68) with Eqs. (4.70), we can then find again that nonlocal linear
effects appear owing to the thermal motion and collisions of atoms. In the following, we
will show that this specific nonlocal effects can lead to high-fidelity image reproduction
between different frequencies because of its well-known capability to eliminate diffraction.
4.3.3 Image reproduction and frequency conversion
In order to derive analytical expressions, we assume the undepleted pump approximation
for the strong control fields, such that they only acquire phase shifts as a result of self-
and cross- phase modulation during the FWM process. Consequently, the propagation
dynamics for the probe and signal fields is mainly determined by their coupled paraxial
wave equations. We then Fourier transform the propagation equations in Eq. (4.69) into








Ωp(k⊥, z) = i
kp








Ωs(k⊥, z) = i
ks
2 [χs(k⊥)Ωs(k⊥, z) + χps(k⊥)Ωp(k⊥, z)] . (4.71b)
Here, kp [ks] is the wave number of the probe [signal] field. The terms ik2⊥/2kp(s) charac-
terize the paraxial diffraction of the probe (signal) field, and lead to spatial broadening
and energy spreading throughout the field propagation, thereby severely distorting the
spatial profiles of the incident fields. The linear response of the atomic medium to
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Figure 4.14: Motion-induced linear susceptibilities for the probe (a) and signal (b) fields in mo-
mentum space. The figures show the linear dispersion without incoherent pump field (black dotted
line) and with incoherent pump field (solid blue curve). It can be seen that the dispersion is es-
sentially unaffected in the presence of the pump and remains approximately quadratic in the central
region k⊥  k1. In contrast, the linear absorption with (dashed green curve) and without (dot-
dashed red curve) are strongly reduced by the pump. Parameters are λp = 795 nm, λs = 780 nm,
ΓD1 = 2pi × 5.75 MHz, ΓD2 = 2pi × 6.07 MHz, Γ31 = ΓD1/4,Γ32 = ΓD1/6, Γ41 = ΓD2/4,
Γ42 = ΓD2/6, Γ51 = ΓD1/12, Γ52 = ΓD2/2, γ21 = 0.001Γ31, T = 300 K, vth = 240 m/s,
∆k = 22.8 m−1, Ωc1 = 1.55Γ32, Ωc2 = 1.43Γ42, ∆c1 = 0, ∆c2 = 0, and ∆p = ∆. With incoherent
pump field, n0 = 1.32 × 1018 m−3, γc = 1600∆k · vth, and p = 0.7Γ31. Without incoherent pump
field, n0 = 6.2 × 1017 m−3, γc = 30000∆k · vth, and p = 0. In both cases, parameters are chosen
such that the diffraction for both probe and signal fields can be eliminated, and that the transverse
momentum scales with and without pump are comparable, k0 ≈ k1.
the probe and signal fields are given by χp(k⊥) and χs(k⊥) respectively, while χps(k⊥)
[χsp(k⊥)] characterizes the nonlinear forward [backward] FWM process from Ωp [Ωs] to
Ωs [Ωp].
We can see from Eqs. (4.71) that each wave vector component of the probe field is
proportionally transfered onto the signal field and vice versa. Therefore, eventually
images carried by the transverse degrees of freedom of the probe field can be copied to
the signal field via the interplay of the FWM processes. In this transfer, the relative
intensities of the output probe and signal fields depend on their coupling strengths to
the atomic medium. As shown in the following, the combination of the linear and
nonlinear responses of the thermal vapor can be manipulated in such a way that it
exactly eliminates the diffraction of both fields due to atomic motion when the FWM
process reaches the equilibrium. As a result, the initial spatial profile of the probe field
is then reproduced and thereby frequency converted essentially without diffraction to
the signal field during the FWM process.
4.3.3.1 Linear and nonlinear susceptibilities
The expressions for the linear susceptibilities χp, χs and nonlinear susceptibilities χps, χsp
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In this section, we show how the atomic motion can be exploited to eliminate the
paraxial diffraction of both probe and signal fields. We start with the case without the
incoherent pump field, i.e., p = 0. Then, ρ(0)11 = 1 is the only non-vanishing zeroth-order





























where Γ0 = γ21 +Γc1 +Γc2 and D0 = v2th/(γc+γ21− i∆). Setting Ωc2 = 0 such that state
|4〉 is not accessed, the system reduces to a three-level Λ-type setup, and we recover the
result for χp(k⊥) of Ref. [21, 22]. In the region k⊥  k0, Eqs. (4.73) can be approximated



























































Γ0/Dr0 with Dr0 = v2th/γc, where we have neglected γ21 since it is much
smaller than γc. We have also set ∆ = −Γ0 in order to remove the dependence of
the imaginary parts of the linear and nonlinear susceptibilities on k2⊥. Note that the
real parts proportional to k2⊥ remain positive in the central region k⊥  k0. Results
for the linear and nonlinear susceptibilities in Eq. (4.73) as a function of k⊥ are shown
in Figs. 4.14 and 4.15. Note that in order to facilitate a comparison of the shapes of
the response curves, in these figures, we have chosen parameters in such a way that
k0 ≈ k1, i.e., the scales of the transverse wave vectors with and without the incoherent
pump are approximately the same. k1 is defined later as Eq. (4.76) and is reduced to
k0 in the absence of the incoherent pump. In the central area k⊥  k1, the linear
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Figure 4.15: Motion-induced nonlinear susceptibilities related to the forward (a) and backward (b)
FWM processes. The figures show the nonlinear dispersion without incoherent pump field (black
dotted line) and with incoherent pump field (solid blue curve). As for the linear susceptibilities, the
dispersion is essentially unaffected by the pump and remains approximately quadratic in the central
region k⊥  k1. In contrast, the nonlinear absorption with (dashed green curve) and without (dot-
dashed red curve) is strongly modified by the incoherent pump. Parameters can be chosen such that
the nonlinear and the linear absorption cancel each other for a suitable choice of the pump field.
Parameters are as in Fig. 4.14.
and nonlinear dispersions are quadratic in k⊥ with a constant offset (black dotted line).
Recalling the propagation equations in paraxial approximation for the probe and signal
fields Eqs. (4.71), we immediately find that the combination of linear and nonlinear
susceptibilities has a suitable functional dependence to cancel the effect of diffraction
throughout the propagation, provided that the two fields have the same spatial structure.
Indeed, as shown later, the FWM process duplicates the spatial shape of the probe onto
the signal field. Since the elimination of diffraction operates over a certain momentum
range, it does not depend on the spatial profile of both fields within a certain bandwidth
range. Within this bandwidth, diffraction of arbitrary spatial structure can be removed
by the atomic motion.
This elimination of the diffraction, however, is accompanied by strong single-photon
absorption as shown in Fig. 4.14 by the dot-dashed red curve. This significant attenu-
ation of the output intensities of both fields is inevitable without the incoherent pump
field, since a negative two-photon detuning ∆ = −Γ0 deviating from the EIT resonance
condition is required for the cancellation of diffraction. This forms a major obstacles for
practical applications of the present scheme.
We next consider the effect of the incoherent pump field, which redistributes the
populations in the five-level system. Subsequently, the control fields create additional
coherences already in the absence of the probe and signal fields. The aim of this control
is to cancel the single-photon absorption, without perturbing the diffraction cancellation.
The zero-order populations and coherences ρ(0)ij for motionless atoms can be obtained
by solving the steady-state master equation. The analytic exact expressions for ρ(0)ij are
too complicated to be shown here. Instead, we show the relevant ρ(0)ij as a function of
the incoherent pump field strength in Fig. 4.16. As the amplitude of the incoherent
pump increases, the population of the initial ground state |1〉 decreases, while that of
the other states increases. Due to the two coherent control fields, atomic coherences are
established in the lower double-Λ system. For resonant control fields ∆c1 = ∆c2 = 0 as
considered in the following, ρ(0)23 and ρ
(0)
24 are purely imaginary while ρ
(0)
34 is real. In the
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region k⊥  k1, we can expand Eqs. (4.72) to first order in k2⊥ to give


















where Dr1 = v2th/γc1 and γc1 = γc + p/2 + γ21, and we have neglected γ21. We find that
k1 grows rapidly with increasing incoherent pump rate p, which enables operation of
the diffractionless image propagation over a larger transverse wave number bandwidth
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In order to remove the dependence on k2⊥ for the imaginary parts of the linear and
nonlinear susceptibilities and at the same time keep the real parts positive in the central
area k⊥  k1 as desired, we have calculated the condition for the two-photon detuning
∆ = −αΓ1 . (4.79)
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Figure 4.16: (a) Zeroth-order populations ρ(0)ii (i = 1, 2, 3, 4) and (b) coherences ρ
(0)
ij (i 6= j) for a
motionless atom as a function the amplitude of the two-way incoherent pump field. At zero pump
amplitude, the atoms are in the ground state |1〉. As the amplitude of the incoherent pump increases,
atoms are gradually redistributed among the other four states, and atomic coherences arise between
|2〉, |3〉 and |4〉 due to interactions with the two coherent control fields Ωc1 and Ωc2. Parameters are
as in Fig. 4.14.
In Figs. 4.14 and 4.15, we also show the imaginary and real parts of the linear and
nonlinear susceptibilities against the transverse wave vector k⊥ in the presence of the
incoherent pump field. It can be seen that the single-photon absorption has been con-
siderably reduced due to the incoherent pump (dashed green curve), together with an
increase of the nonlinear gain. Still, both the linear and the nonlinear absorption remain
approximately constant in the central area k⊥  k1. At the same time, the linear and
nonlinear dispersions (solid blue curve) are proportional to k2⊥ except for constant offsets,
and remain essentially unchanged compared to the case without incoherent pumping. We
thus conclude that the parameters can be chosen such that the paraxial diffraction of the
both probe and the signal fields can be approximately eliminated after the FWM process
has reached its equilibrium, but with significant reduction of absorption compared to
the case without pump.
It should be noted that it is not possible to fully compensate the single-photon ab-
sorption for both signal and probe fields using only the linear gain from the atomic
coherences, since ρ(0)43 [ρ
(0)
34 ] in χp(k⊥) [χs(k⊥)] will partially cancel out the gain effect
of ρ(0)23 [ρ
(0)
24 ] as shown in Eqs. (4.77a) and (4.77b). However, Fig. 4.14 shows that to-
gether with the nonlinear gain from the FWM process, the loss can be eliminated or
even over-compensated.
We have discussed the essential mechanism for the elimination of the paraxial diffrac-
tion of arbitrary spatial profiles of both probe and signal fields during the FWM process.
Eqs. (4.71) and (4.77) show that each wave vector component of the probe field is pro-
portionally transfered onto the signal field and vice versa. Therefore, eventually the
incident image carried by the probe field is copied to the signal via the interplay of the
FWM processes. In this process, the relative intensities of the output probe and signal
fields depends on their coupling strengths to the atomic medium.
To study the propagation dynamics, we numerically solve Eqs. (4.71) together with
(4.72), which means we have included all the higher-order contributions in the numerical
calculations. In the first step, we start with a Gaussian probe field
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Figure 4.17: (a) Transverse intensity profiles of a two-dimensional Gaussian probe beam after prop-
agation over one Rayleigh length for the one-dimensional slice y = 0. The different curves compare
the profile of the probe beam in free space with those of the probe and FWM signal beams in the
thermal medium. The intensities of all beams are scaled such that the peak intensity of the input
probe field also shown in the figure is normalized. It can be seen that the power of the input beam
is distributed between the probe and FWM signal beam, and that in the thermal medium, diffraction
is significantly reduced compared to the free space case. (b) and (c) show the normalized power
and width of the probe and FWM signal as a function of the propagation distance. Note that the
starting point for z in (c) is z = 0.03zR, as at small propagation distance, the signal field is very
weak as shown in (b), such that the width cannot easily be extracted. Parameters are the same as in
Fig. 4.14.
the initial width of the probe beam is wp0 = 100µm. Results are shown in Fig. 4.17
for the y = 0 subspace. In (a), after a propagation over one Rayleigh length zR =
2piw2p0/λp = 7.905cm, in free space the transmitted probe beam is broadened to wp(z =
zR) =
√
2wp0 due to paraxial diffraction. Accordingly, the intensity is decreased by factor
of 1/2. In the thermal vapor using the setup proposed here, the width of the outgoing
probe field remains almost constant wp(z = zR) ≈ 1.0395wp0, while the intensity is
reduced to Ωp(z = zR) ≈ 0.537Ωp0. The output of the generated FWM signal field has
a Gaussian spatial structure with width ws(z = zR) ≈ 1.0397wp0 and relative intensity
Ωs(z = zR) ≈ 0.502Ωp0 similar to the output probe field. In Fig. 4.17(b) and (c), the
relative widths and powers of both fields are shown as a function of the propagation
distance z. In the first stage of the propagation, the forward FWM process is dominant
and transfers energy from the probe to the signal field. At about zB ≈ 0.15zR, the
forward and backward FWM processes are balanced. At this point, the normalized
width of both signal and probe fields has changed by less than one percent from the
width of the initial probe field. In this initial propagation part, linear single-photon
absorption dominates, and the total power contained in both signal and probe fields
together is attenuated. Beyond z > zB, the nonlinear gain over-compensates the linear
loss, such that the probe and signal intensity grows slightly. This growth in power is
accompanied by a small growth in the widths of signal and probe fields, which is related
to higher-order diffraction ∼ O(k4⊥) in the linear and nonlinear dispersions. These are
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Figure 4.18: The normalized output powers (a) and widths (b) of a Gaussian probe and the generated
FWM signal field as a function of the amplitude of the two-way incoherent pump p, after a propagation
distance of one Rayleigh length in the prepared thermal medium. It can be seen that the output probe
and FWM signal fields widths and powers approach each other. Furthermore, the intensities of both
fields are very sensitive to the incoherent pump, meanwhile, the related widths weakly depend on
the incoherent pump. Throughout the whole propagation, the widths of the two beams remains
essentially unchanged, as can be seen from the small scale on the y axis of (b). Parameters are the
same as in Fig. 4.14.
relevant, as the spatial frequency spectrum of the incident pulse contains contributions
at wave vectors outside the central region k⊥  k1.
4.3.3.2 Effect of the incoherent pump on the propagation dynamics
To further analyze the effect of the incoherent pump on the propagation dynamics, we
calculated the output power and width of both probe and signal fields as a function of the
pump intensity. Results are shown in Fig. 4.18 for a Gaussian probe field. We find that
while the output power of the two fields can be controlled via the pump field over a large
range, the output width only weakly depends on the pump amplitude. This suggests that
possible inhomogeneities in the incoherent pump field, which could, for example, arise
due to absorption in the medium, will not significantly affect the outgoing spatial beam
profiles and the diffractionless propagation in the medium. We further find that the
balanced distribution of the outgoing power between signal and probe field is preserved
over a broad range of pump strengths as well.
While the initial purpose of the incoherent pump field was to induce atomic coherences
via the control fields in zeroth order of the probe and signal field, we find that it has
further less obvious positive effects on the system dynamics. First, the single-photon
absorption without pump can be compensated or even turned into gain by the combina-
tion of reduced linear absorption and nonlinear gain from the atomic coherences. This
suggests that the FWM process, which sensitively depends on the relative intensities of
all applied fields, equilibrates in a rather short propagation distance. Consequently, not
only the efficiency of the FWM process is significantly improved, but also the broadening
of both probe and signal fields due to residual diffraction before the FWM equilibrium
is reached is considerably decreased. Second, the incoherent pump further alleviates the
demand for strong collision rates to achieve the Dicke limit ∆kvth  γc1 = γc + p2 , as
γc1 is enhanced by the pump rate p. Third, since k1 defined in Eq. (4.76) which sets
the transverse wave number scales in Eq. (4.75) and Figs. 4.14 and 4.15 grows rapidly
as the incoherent pump increases, probe and signal fields with a larger transverse band-
width, and in turn smaller spatial size can be propagated through the medium without
diffraction in the thermal medium.
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Figure 4.19: Diffractionless propagation and frequency conversion of arbitrary images. The original
two-dimensional images encoded onto the transverse profile of the probe beam are shown in column
(a). In free space, the image is severely distorted after propagation over one Rayleigh length, as
shown in column (b). In our suitably tailored thermal medium, the probe beam profile is preserved,
see column (c). Additionally, the same profile is converted onto the signal field via the FWM process
as given in column (d). the image size is given by 20× 20 with a scale of 100µm. Other parameters
are as in Fig. 4.14.
4.3.3.3 Diffractionless image conversion of arbitrary profiles
In order to demonstrate that our setup can operate on arbitrary images encoded onto the
probe field, we finally propagated two-dimensional images shown in Fig. 4.19 through
the thermal atom vapor. The incident images are represented by an array of values “0”
and “1” in the transverse plane, which leads to the somewhat rough edges visible in
Fig. 4.19(a). We first test our scheme by propagating a smiley face as depicted in the
upper panel of Fig. 4.19. In free space, as expected we find that the smiley face is totally
distorted after propagating one Rayleigh length, see column (b). But in the thermal
vapor, the image encoded onto the probe beam is well preserved due to the cancellation
of the diffraction as shown in column (c). In comparison to the initial image, the sharp
edges have been smoothed out, as they contain high-frequency transverse wave vector
components outside the central susceptibility area k⊥  k1. At the same time, the
image is transfered to the signal field via the FWM process, see column (d). We then
propagates an even more complicated Chinese character in both frees pace and our
prepared thermal medium as shown in the lower panel of Fig. 4.19, the results again
demonstrates clearly the difffractionless light propagation and image conversion in the
tailored thermal medium.
4.3.4 Discussions
In this section, we have proposed a scheme to realize diffractionless image reproduction
and frequency conversion based on four-wave mixing in a thermal atomic vapor. Phase
matching is achieved despite the thermal motion, which is exploited to achieve diffrac-
tionless image reproduction. In order to compensate the usually inevitable absorption,
we applied an additional two-way incoherent pump field. It on the one hand modi-
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fies the linear and nonlinear absorption such that overall, the probe and signal fields
propagate without attenuation. Besides those positive effects that the incoherent pump
brings into the system as discussed in Sec. 4.1, it further leads to a rapid equilibration
of the FWM process, which sensitively depends on the intensities of all applied fields.
Thereby, an image frequency conversion with negligible diffraction in the initial tran-
sient dynamics is achieved. We have shown that our method is capable of transmitting
and frequency-converting complex two-dimensional images without diffraction, requiring
only short propagation distances of less than one Rayleigh length.
Throughout this section, we used parameters of the hyperfine structure of 87Rb for the
results, which is an atomic species routinely used in laboratories and therefore well suited
for proof-of-principle experiments. But our setup can also be generalized to different
systems, e.g., to achieve conversion to other frequencies. The main considerations which
led us to 87Rb are as follows. A major restriction on the parameters arises from the
fact that the Doppler effect effectively reduces the coupling between the thermal vapor
and the laser fields. Therefore, usually a relatively high atomic density (> 1012 cm−3) is
required to achieve sufficient medium response to cancel the diffraction, which can lead to
unwanted effects such as additional nonlinear processes or collective interactions [227]. In
order to reduce the required atomic density, the population in the upper state |5〉 should
be minimized, which acts only as an auxiliary state in order to effectively convert the
incoherent two-way pump field into a one-way pumping. For this, the spontaneous decay
rate Γ52 should ideally be much larger than Γ51. Additionally, the couplings between
atoms and the probe and signal fields should be as strong as possible to further reduce
the atomic density, such that large dipole moment for ~µ31 and ~µ41 are desirable. Lastly,
the simultaneous elimination of diffraction for both fields in the same thermal vapor
demands for matched coupling strengths, which further limits the choice of suitable ~µ31
and ~µ41.
In the previous calculations, we have chosen the propagation distances up to a Rayleigh
length which is related to a specific probe beam waist. The reason that we do so is to
clearly show and compare the differences in propagation dynamics of the probe and
signal beams between in free space and in our prepared thermal atomic medium. Of
course, it is not limited to the chosen parameters and the propagation dynamics of
the two fields at longer propagation distances can also be calculated. Indeed, we have
done some numerical calculations where different propagation distances are taken. And
the results for different propagation distances look quite similar. The differences are
that the outgoing probe and signal fields are amplified further due to the gain from the
incoherent pump and are companied with a little larger widths because of the higher-
order diffraction, as we increases the propagation distances.
One might be interested in the relations between the widths of the two outgoing fields
and the width of the incoming probe. It implicitly depends on how well Eq. (4.72)
can be approximated to Eqs. (4.74) and (4.77). If the width of the incident probe
is too small such that there are some wave components whose transverse wave vectors
are outside the region k⊥  k1. Then we can find that the imaginary parts of the
susceptibilities cannot be treated as constants as shown in Figs. 4.14 and 4.15, which
means that diffusion processes will take place and leads to broadening and distortion of
the probe and signal fields. In the other hand, the real parts of the susceptibilities cannot
be well approximated in the form as given in Eq. (4.75), it results in residual diffractions
and stronger higher-order diffractions to the two fields. For larger size of the incident
probe field which corresponds to smaller scale of its wave vectors, those effects such as
diffusion, residual diffraction and higher-order diffraction can be sufficiently suppressed.
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A related work by Katzir et al. [253], who independently of us developed another
method to eliminate paraxial diffraction using a FWM process. Interestingly, while the
level schemes at first sight look rather similar, the involved physical processes are entirely
different. The setup by Katzir et al. and ours share the main principle of operating in the
transverse wave vector space k⊥, such that diffraction of arbitrary images encoded onto
the probe beam can be manipulated. But in contrast to the present work, Katzir et al. do
not rely on the dependence of k⊥ induced by the thermal motion of atoms, but instead
exploit a new mechanism based on the phase-matching condition of a suitably tailored
FWM process. In their scheme, a probe field with arbitrary transverse profile and a
plane-wave control field interact with a three-level Λ system in EIT configuration. The
control field further acts as a pump field to form an active Raman gain ( ARG) [254, 255]
process, which leads to generation of a conjugate FWM signal field. Since for each wave
component the produced conjugate signal field has an opposite phase dependence on the
transverse wavevector as compared to the probe field, the diffraction for both fields can
be tuned such that they cancel each other. As a result, the spatial profile of the probe
field is well preserved, and copied to the signal field as in our proposal, while avoiding
absorption via the nonlinear gain.
The two related yet different setups clearly highlight how versatile and intriguing the
light propagation through atomic vapors becomes in particular if setups beyond the
standard three-level EIT setup are considered, and pave the way for further studies
operating in the transverse momentum space applicable to arbitrary images.
4.4 Conclusions
In this chapter, we have studied to coherently control light propagation in thermal atomic
vapor exhibiting nonlocal linear effects. It has already been found that the specific type
of nonlocal linear effects induced by atomic motion and collisions has a k⊥-square depen-
dent susceptibility in momentum space. By suitably choosing the related parameters, the
k⊥-square dependent susceptibility could lead to an exact elimination of paraxial diffrac-
tion of laser beams encoded with arbitrary spatial profiles. The original illustration of
the elimination of diffraction evolves inevitable strong absorption owing to necessary
two-photon detuning in a there-level thermal atomic system, thus rendering it imprac-
tical. Here, we first proposed an enhanced scheme in a four-level system cooperating
with an additional incoherent pump, in which light encoded with arbitrary images could
propagates without either diffraction or absorption. Based on this enhanced scheme,
we find that the tailored medium can give rise to an uniform and considerable phase
modulation for the probe light, and a pi phase shift is easily accomplished within few
Rayleigh lengths. Furthermore, we extended this specific type of nonlocal linear effects
to realize diffractionless and lossless image reproduction between different frequencies.
And theoretical calculations have already shown that this image reproduction can be
successfully implemented for arbitrary images.
Apart from atomic motion and collisions, other mechanisms leading to nonlocal linear
effects remains to be open. The knowledge gained from this chapter further reveals the
ability of nonlocal linear effects to control light propagation in momentum space, thus
being versatile to arbitrary spatial profiles. Beyond, the paraxial propagation equation
can be manipulated to realize a direct transition from pure diffractive to diffusive, which
could be employed to mimic heat transferring processes or imaginary time propagation
of the Schrödinger equation, based on the close connection to the heat or Schrödinger
equations as we have mentioned in Sec. 2.3.
Chapter 5
Propagation dynamics in the presence of
nonlocal nonlinear effects
After the study of coherent control of light propagation via nonlocal linear effects, we
move our interests in this chapter to investigate light propagation dynamics in the pres-
ence of nonlocal nonlinear effects induced in interacting Rydberg atoms. In Sec. 5.1,
we study light propagation dynamics in thermal Rydberg atoms. In particular, we de-
velop a novel model in Sec. 5.1.2 to describe the thermal Rydberg atoms interacting
with laser fields with the input from the last chapter. Based on the analytical form for
the nonlocal nonlinear atomic response obtained under certain crucial approximations,
we proceed to study the propagation dynamics in Sec. 5.1.3 in both the near-resonant
and far-detuned regimes, and find mainly that simultaneous competition appears be-
tween the nonlocoal nonlinear absorption and modulational instability (MI) for each
wave component, leadint to suppression of MI eventually. Moreover, in Sec. 5.2, we
investigate PT-symmetric dynamics in cold interacting Rydberg atoms. Specifically, we
propose in Sec. 5.2.2 a promising approach to generate an optical PT-symmetric periodic
potential by employing electromagnetically induced transparency and active Raman gain
in two different atomic species. In Sec. 5.2.3, the band structure is calculated both in the
linear case and in the presence of nonlocal nonlinear effects, indicating phase transition
from unbroken to broken PT-symmetry phase which is further analyzed in Sec.5.2.4.
The resulting propagation dynamics in either unbroken or broken PT-symmetry phase
is given in Sec. 5.2.5. In the end, a short conclusion is given in Sec. 5.3.
5.1 Nonlocal nonlinear effects in thermal interacting Rydberg
atoms
5.1.1 Introduction to Rydberg atoms
Rydberg atoms, a peculiar type of atoms excited to high-lying energy states with large
principal quantum number [256] were discovered more than a century ago, possessing
incredibly “exaggerated” dipole moments and therefore long-range dipole-dipole inter-
actions (DDI), and they have attracted intensive interests due to its potential appli-
cations in diverse fields. After the seminar works put forward in the beginning of
2000s [73, 257, 258], the last decade has witnessed remarkable progresses in the multidis-
ciplinary studies of ultracold Rydberg atoms. Considering the uncountable accomplish-
ments and yet fast-evolving developments, one would never be able to provide a com-
prehensive overview of all topics related to Rydberg atoms. Instead, we can only try our
best to outline the very topics in recent years. In this direction, a series of beautiful ex-
periments and theoretical explorations have shown the powerful capabilities of ultracold
Rydberg atoms in illustrating local or nonlocal nonlinear effects [25, 26, 65–69], Rydberg
blockade [70–72], effective strong mutual interactions between photons [26, 259, 260],
81
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Wigner crystallization of single photons [261], fractional quantum Hall state of Ryd-
berg polaritons [262] benefiting from the unique properties of the dipole-dipole interac-
tions, to mention a few. Moreover, the availability of strong long-range interaction in
Rydberg atoms has also enabled promising applications in quantum information pro-
cessing [73, 74] including long-range quantum gate [257, 263–266], quantum simulator
for many-body physics [267], adiabatic quantum computation [268], and many-particle
entanglement [65, 263, 269–271].
It is fair to say that all those successes are deeply rooted in how precise we can model
the cold Rydberg atoms involving collective interactions. In parallel with the great deal
of achievements mentioned above, much efforts has been devoted to the theoretical mod-
els that can successfully describe the interacting ultracold Rydberg atoms under certain
circumstances. Due to interactions, it is typically required to solve the N-body problem
in which the computational complexity scales exponentially in N, and it is even impos-
sible to implement the numerical simulations for a large N, hence simplified approaches
to approximately describe the interacting Rydberg atoms are necessary. Among these
the most simple one is the mean-field theory [75–78] which decomposes the interatomic
two-body correlations into product of individual density matrix elements based on the
Hartree-Fock approximation [185]. While appearing to be appealingly straightforward
and simplified, however, the resulting nonlinear equations of motion for single atoms
would give rise to an unphysical distance-independent energy shift for any finite Ry-
dberg excitation [79]. To take into account the two-body correlations, a model called
cluster expansion [25, 79, 80] has been developed, in which the higher-order correla-
tions (e.g., the three-body correlations) are truncated to different products of low-order
density matrix elements, under the assumption that the three-body correlation is very
weak in comparison with the lower two-body correlation. Obviously, this model breaks
down in the case of higher atomic densities, at which three-body correlations become
significant. Furthermore, a rate equation model [69, 81–84] has been proposed. It relies
on the approximation that all single-atom coherences can be adiabatically eliminated in
the master equation and the interatomic interactions are merely translated to energy
shifts of the Rydberg state of individual atoms. Though this model reveals its validity in
the regime of large atomic densities, it fails as soon as the damping of the coherences is
comparable to the Rydberg excitation dynamics and cannot provide further knowledge
of the interatomic correlations. In all those models, thermal motion effects is reasonably
neglected due to the typically short time scale (∼ µs), low temperature (∼ µK) and due
to the dominant role of the coherent many-body dynamics in dilute ultracold Rydberg
atoms.
At the same time when exceptional advances have been made in ultracold Rydberg
atoms, there have been experiments conducted in the thermal Rydberg atoms [85–92],
where evidences for long-range coherent DDI have been shown. In these pioneering
experiments, there are typically two off-resonant probe and control fields interacting
with the thermal atoms, such that the two-photon transition to the Rydberg states is
excited near its resonance. Under this configuration, the theoretical description can
be tremendously simplified [25] since the time evolution of the intermediate state can
be safely adiabatically eliminated, and the individual atoms can be modeled as two-
level systems. However, already in this much simplified picture the theoretical models
mentioned above seem to be failed to describe the involved dynamics. In a theoretical
point of view, many unconsidered physical mechanisms could attribute to the breakdown
of present models, for example, Doppler effect, atomic collision effects, etc., in which
maybe one of the most challenges is how to relax the complexity introduced by the
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Figure 5.1: The three-level scheme for a single atom (a) interacting with counter-propagating probe
and control fields (b). The two single-photon transitions |1〉 ↔ |2〉 and |2〉 ↔ |3〉 are driven by
the two far-detuned probe and control fields with Rabi frequencies Ωc and Ωp respectively, while the
two-photon transition from |1〉 to the high-lying Rydberg state |3〉 is near resonant.
time-varying DDI caused by atomic motion in the thermal regime.
It seems the right time to search a proper and robust model describing the thermal
interacting Rydberg atoms. In a first step, based on the crucial approximation that the
variations in the time-varying DDI can be neglected, here we develop a model to char-
acterize the steady-state dynamics under far-off single-photon transition configuration,
where practical approximations have been employed to derive an analytical expression
for the nonlocal nonlinear response of the thermal Rydberg atoms. For a check of con-
sistency, we find that our model recovers the results obtained in a recent paper [25] for
ultracold Rydberg atoms as the temperature approaches zero, and also indicates further
counterintuitive behaviors with respect to that in ultracold Rydberg atoms.
5.1.2 Theoretical model for thermal Rydberg atoms
We consider a ladder-type three-level atomic system as shown in Fig. 5.1. The ground
state |1〉 is coupled to the intermediate state |2〉 by a weak probe field Ωp with frequency
ωp and wavevector kp, which is further driven by a strong control field Ωc with frequency
ωc and wavevector kc to a high-lying Rydberg state |3〉. The frequencies of the two fields
are chosen such that the two-photon transition from |1〉 to |3〉 is driven at near-resonance,
thus forming an electromagnetically induced transparency (EIT) configuration. In con-
trast, the single-photon transitions |1〉 ↔ |2〉 and |2〉 ↔ |3〉 are chosen to be either near
or far-off resonant. The single-photon detunings are defined as ∆p = ωp − ω21 for the
probe and ∆c = ωc−ω32 for the control field. To model the thermal interacting Rydberg
atoms and obtain the subsequent atomic response to the probe field, we first define a
collective transition operator in terms of atomic transition operators distributed in space




σˆjαβ(t) δ(r− rj(t)) δ(v− vj(t)) , (5.1)
in analogy to a similar density distribution function developed in [21, 240]. Here, σˆjαβ(t)
is the atomic transition operator for the j-th atom defined as σˆjαβ(t) = |αj(t)〉〈βj(t)|,
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]− Lσˆjαβ(t) , (5.2)
where i is the imaginary unit i =
√−1, H is the Hamiltonian of the system, and Lσˆjαβ(t)
denotes the incoherent processes including spontaneous decay and dephasing. We start







































= −v · ∂σˆαβ(r,v, t)
∂r . (5.4)
Assuming that the atomic system is relaxed to the thermal equilibrium state, the last








σˆαβ(r,v, t)− Rˆαβ(r, t)F (v)
]
. (5.5)
Here, F (v) = Exp[−v2/v2p]/(
√
pivp)3 is the Boltzmann distribution function, with vp =√
2kBT/m being the most probable thermal velocity, and γc is the collision rate. The
latter is chosen to be proportional to the thermal velocity γc ∝ vp and therefore γc ∝
√
T .
We further defined the collective transition operator Rˆαβ(r, t) as
Rˆαβ(r, t) =
∫
σˆαβ(r,v, t)dv . (5.6)





[H, σˆαβ(r,v, t)]− Lσˆαβ(r,v, t)




σˆαβ(r,v, t)− Rˆαβ(r, t)F (v)
]
. (5.7)
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In the right hand side (RHS) of Eq. (5.7), the first term describes the internal quantum-
mechanical evolution, while the next two terms characterize external classical effects
such as thermal motion and atomic collisions, respectively [21]. In the following, we
simplify the notations σˆjαβ(t), σˆαβ(r,v, t) as σˆ
j
αβ, σˆαβ for convenience. For the geometry
depicted in Fig. 5.1, the Hamiltonian of the j-th atom then can be written as
Hj = −Ωp(rj , t)σˆj21 − Ωc(rj , t)σˆj32 +H.c.




where ∆ = ∆p − ∆c is the two-photon detuning, and ∆k = kp − kc is the wavevector
difference between the two laser fields. In Eq. (5.8), the last term in the RHS represents
the dipole-dipole interaction between the Rydberg atoms, in particular, a van-der-Waals
type potential [84] is chosen to describe the interaction effects,
Vjl(t) =
C6∣∣rj(t)− rl(t)∣∣6 . (5.9)






In order to obtain the atomic response of the thermal Rydberg gas to the incident probe











[− Ωp(rj , t)σˆj23 + Ωc(rj , t)σˆj12 + ∆13(vj)σˆj13]− i∑
l 6=j
Vjl(t)σˆj13σˆl33 , (5.11b)
Similarly, for the collective transition operators, we find
( ∂
∂t







σˆ12 + iΩp(r, t)(σˆ11 − σˆ22) + iΩc(r, t)σˆ13
+ γcRˆ12(r, t)F (v) , (5.12a)( ∂
∂t











Vjl(t)σˆj13σˆl33δ(r− rj)δ(v− vj) . (5.12b)
Here we have defined ∆12(u) = ∆p − kp · u+ iγ12 and ∆13(u) = ∆−∆k · u+ iγ13 with
u ∈ {vj ,v}. In general, Eqs. (5.12) are very challenging to solve due to the dipole-dipole
interaction terms, even in the “frozen gas” limit Vjl(t) = Vjl(t = 0). For a first step, here
we limit ourselves to the far-detuned regime where ∆p,∆c  kpvp,Ωp, γ12, γ13, γc as well
as the weak probe limit Ωc  Ωp, where it was shown that an analytical solution in the
steady state is possible at T = 0 [25]. In this far-detuned regime, we could approximate
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〈σˆj11〉δ(r− rj)δ(v− vj) = n0F (v) , (5.13a)
〈σˆ22〉 = 0 , (5.13b)
〈σˆ23〉 = 0 , (5.13c)













f(rj ,vj)F (vj)d3rjd3vj . (5.14)
Next we assume the involved laser fields are continuous-waves, i.e., Ωp(r, t) = Ωp(r) and
Ωc(r, t) = Ωc(r), and that the beam diameter of Ωc(r) is much larger than that of Ωp(r)
such that Ωc(r) ' Ωc and Ωc can be chosen as real. With these considerations, Eq. (5.11)












































Vjl(t)σˆj13σˆl33δ(r− rj)δ(v− vj) . (5.15d)

















' −2γ13σˆj33 . (5.17)
For a Rydberg atom, the lifetime of the high-lying Rydberg state |3〉 is much longer
than that of the intermediate state |2〉, which means γ13  γ12,Ωc. Thus, σˆj33 decays
much slower than the other terms and can be treated as stationary on the level of its
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+ i∆13(vj)σˆj13σˆl33 − iVjl(t)σˆj13σˆl33 , (5.18)
where we have neglected the higher order terms ∑m 6=j,l Vjm(t)σˆj13σˆm33σˆl33 which are of
order O(Ω5p). In general, due to the presence of the time-dependent dipole-dipole inter-
action Vjl(t) in thermal Rydberg atoms, it turns out to be difficult to solve Eq. (5.18),
even for a steady-state solution. In order to be able to continue with the analytical
derivation, we assume
Vjl(t) = Vjl(0) , (5.19)
such that the dipole-dipole interaction between different atoms is considered to be time-
independent. We have to address here that there is no formal justification for this
approximation, which might limit the validity of our model in the general case. However,
for a dense atomic ensemble in thermal equilibrium, in a mean-field approximation one
can expect that the interaction of one atom with its surrounding atoms on average
remains constant, i.e., ∑l Vjl(t)/N = Vjl(0).
Making use of the key model assumption Eq. (5.19), a steady-state solution for σˆj13σˆl33





Ω2c −∆12(vj)∆13(vj) + Vjl(0)∆12(vj)
. (5.20)























In the derivation of Eq. (5.22), we have also neglected the higher-order contributions



















88 5. Propagation dynamics in the presence of nonlocal nonlinear effects






σˆ13 + iΩcσˆ12 + γcRˆ13(r, t)F (v)
+ i n20 Ω3c AF (v)Ωp(r)
∫
V (r− r′)∣∣Ωp(r′)∣∣2d3r′
Ω2c −∆12(v)∆13(v) + V (r− r′)∆12(v)
, (5.24)












σˆ12 + iΩp(r)n0F (v) + iΩcσˆ13 + γcRˆ12(r, t)F (v) . (5.26)
The involved dynamics of the probe field is now completely determined by Eqs.(5.24),
(5.26) and the propagation equation. Moreover, in the paraxial regime, where the slowly-
varying envelope approximation (SVEA) in the spatial dimension is valid, we have∣∣∣∣v · ∂∂r
∣∣∣∣ ∣∣∆12(v) + iγc∣∣, ∣∣∆13(v) + iγc∣∣ . (5.27)
With this approximation, Eqs. (5.24) and (5.26) yield
[∆12(v) + iγc]σˆ12 + Ωp(r)n0F (v) + Ωcσˆ13 − iγcRˆ12(r)F (v) = 0 , (5.28a)[
∆13(v) + iγc
]
σˆ13 + Ωcσˆ12 − iγcRˆ13(r, t)F (v) + n20Ω3cAF (v)B(r,v)Ωp(r) = 0 , (5.28b)




Ω2c −∆12(v)∆13(v) + V (r− r′)∆12(v)
. (5.29)
Integrating Eq. (5.28) over v, we find
kp · Jˆ12(r) =(∆p + iγ12)Rˆ12(r) + n0Ωp(r) + ΩcRˆ13(r) , (5.30a)
∆k · Jˆ13(r) =iγ13Rˆ13(r) + ΩcRˆ12(r) + n20Ω3cAΩp(r)f1(r) , (5.30b)







F (v)B(r,v)d3v . (5.32)
In Eq. (5.28b), when the residual Doppler effect ∆kvp becomes dominant, we can expand
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σˆ13(r,v) to first order in ∆kvp, which yields












13 (r,v) d3v . (5.34)
Expanding σˆ13(r,v) as in Eq. (5.33), multiplying by v in Eq. (5.28b), integrating over
v, and keeping the leading order in ∆kvp, we find
∆k2v2pRˆ13(r)− i(γ12 + γc)∆k · Jˆ13(r) = Ωc∆k · Jˆ12(r) + n20Ω3cAΩp(r)f2(r) . (5.35)
Here, f2(r) is given by
f2(r) =
∫
F (v)B(r,v)∆k · v d3v . (5.36)
In experimental settings, a common choice of the laser field geometry is near-collinear




kp Ωc(∆p + iγ12) + iΩc(γ13 + γc)




kp n0ΩcΩp(r) + n
2
0Ω3cAΩp(r)[f2(r) + i(γc + γ13)f1(r)]
∆k2v2p − ∆kkp Ω2c + γ13(γ13 + γc)
. (5.37)














∆p − kp · v + i(γ12 + γc) . (5.39)
Finally, the solution for Rˆ12(r) can be derived from Eq. (5.37) and (5.38). The coherence
ρ21(r) which determines the atomic response reads
















K(r− r′)∣∣Ωp(r′)∣∣2dr′ , (5.40)







Ω2c + γ13(γ13 + γc)
] iγcG− 1
G








∫ (1− i ∆k·vγ13+γc )F (v)V (r)d3v
Ω2c −∆12(v)∆13(v) + V (r)∆12(v)
. (5.41c)
Here G and A are related to the Doppler-averaging single- and two- photon spectra re-
spectively, andK(r) corresponds to the dipole-dipole interaction modified by the thermal








(Ω2c − iγ13∆12)|Ω2c − iγ13∆12|2
∫
V (r− r′)|Ωp(r′)|2
Ω2c − iγ13∆12 + ∆12V (r− r′)
d3r′ , (5.42)
we note that the result in this particular limit perfectly agrees with the findings obtained
in ultracold Rydberg gases [25], as we expected. Note here ∆12 = ∆p + iγ12.
5.1.3 Propagation dynamics in thermal interacting Rydberg atoms
The propagation dynamics of the probe beam is governed by the Maxwell’s equations,







Ωp(ξ, ζ) = i
3λ2pΓ21Sz
8pi ρ21(ξ, ζ) . (5.43)
Here, we have rescaled the coordinates using ξ = r⊥/St, ζ = z/Sz and Sz = kpS2t , with St
and Sz being the scales in the transverse and propagation directions, respectively. Since
we consider a continuous-wave probe field, the evolution of the probe in the ζ direction is
much slower than that of K(ξ, ζ). Therefore, in the nonlocal integral Eq. (5.40), we can
apply the local approximation in ζ-direction as Ωp(ξ
′
, ζ
′) ' Ωp(ξ′ , ζ) [25]. Substituting












Ks(ξ − ξ′)|ψ(ξ′ , ζ)|2dξ′
]
ψ(ξ, ζ) , (5.44)
where we have set Ωp(ξ, ζ) = Ωp0ψ(ξ, ζ). The scaled kernel function Ks(ξ) is given in
the following
Ks(ξ) =
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Figure 5.2: Scaled absorption against the atomic density at different temperatures. Related param-
eters are: λp = 0.795 µm, λc = 0.48 µm,Γ21 = 2pi × 5.75 MHz, γ12 = Γ21/2, γ13 = 0.001γ21, γc =
0.01|∆k|vp,∆p = ∆c = 0,Ωp0 = 2pi × 0.5 GHz,Ωc = 2pi × 10 GHz, C6 = 140 GHz µm6, St =
40 µm, zL = 1 cm.










5.1.3.1 Local nonlinear propagation dynamics
At first glance, our analytical solutions seems to be only applicable in the regime of large
single-photon detuning where the adiabatic elimination is valid. However, in principle,
we could still obtain a steady-state solution, even in the regime where the single-photon
transitions are near-resonant. Thus the analytical analysis still holds in this regime,
where the nonlinear absorption plays a major role in the propagation dynamics. We
could thus neglect the nonlocal effects in Eq. (5.40), i.e., Ωp(r′) = Ωp(r) [25].
In the absence of dipole-dipole interactions, i.e., C6 = 0, the atomic medium becomes
nearly transparent for the probe field because of the EIT configuration. However, in
the presence of the interaction, the nonlinear absorption is introduced. The thermal
atomic motion induces a Doppler averaging over all atoms with different velocities, which
we expect to effectively weaken the nonlinear absorption (see also Sec. 5.1.3.2). To
analyze the nonlinear absorption, we numerically solve Eqs. (5.40) and (5.43) to obtain
the propagation dynamics for a Gaussian-shaped probe field Ωp(ξ) = Ωp0e−ξ
2/2, from
which the scaled absorption against the atomic density n0 can be derived. Here, the
scaled absorption is defined as the actual absorption divided by the two-level absorption
obtained for Ωc = 0. Results at different temperatures are shown in Fig. 5.2. The
propagation distance is chosen as zL = 1.0 cm, close to one Rayleigh length zR = 1.26 cm.
In Fig. 5.2, the scaled absorption increases nonlinearly as a function of n0, which is in
qualitative agreement with previous calculations [67, 69] and experiments [272] obtained
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Figure 5.3: (a) The nonlinear coefficient Cnl and (b) the ratio between its real and imaginary parts
Im[Cnl]/Re[Cnl] against the temperature T . The inset shows the values of the ratio at lower tem-
perature, the small values indicate that Im[Cnl] can be neglected when T → 0. Parameters are:
n0 = 1.0 × 1020 m−3,∆p = 2pi × 1.2 GHz,∆c = −∆p, and St = 5Rc with Rc being the blockade
radius Rc = (|C6∆p|/Ω2c)1/6 ' 0.8 µm. Other parameters are the same as in Fig. 5.2.
Figure 5.4: The real (a) and imaginary (b) parts of the nonlocal response function Ks(ξ) and the
real (c) and imaginary (d) parts of CnlKs(ξ) at different temperatures. CnlKs(0) as a function
of T is plotted in (e) and (f). Note that Im[CnlKs(0)] first grows and then decreases as T rises.
Parameters are the same as in Fig. 5.3.
in ultracold Rydberg gases. Furthermore, as expected, the nonlinear absorption at any
specific atomic density is decreased due to the Doppler averaging as the temperature
rises.
5.1.3.2 Nonlocal nonlinear propagation dynamics
Next, we consider the far-detuned regime where the single-photon detunings dominate,
i.e., ∆p  kpvp, γ12, Ωp. In this regime, the local approximation is only valid in the
propagation direction [25], i.e., Ωp(r′) = Ωp(r′⊥) in Eq. (5.40). Furthermore, note that
in Eq. (5.45) it is evident that Ks(ξ) is symmetric in the transverse plane (ξx, ξy),
so in the following we will focus on the x direction which is denoted by ξ = ξx for
simplicity. The propagation dynamics is mainly characterized by the nonlocal coefficient
Cnl and the scaled nonlocal response Ks(ξ). In low-temperature Rydberg atoms, we find
|Im[Cnl]|  |Re[Cnl]| such that Cnl can be approximated as a real number, see Fig. 5.3.
Then, the real and imaginary parts Re[Ks(ξ)] and Im[Ks(ξ)] are directly related to
the nonlocal nonlinear dispersion and absorption, respectively. At low temperatures,
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the nonlocal nonlinear absorption determined by Im[Ks(ξ)] is small as compared to
the nonlocal nonlinear dispersion determined by Re[Ks(ξ)], see Fig. 5.4(a) and (b).
Consequently, the modulational instability (MI) [36, 37] caused by the nonlocal nonlinear
dispersion is expected to crucially influence the probe propagation dynamics, as discussed
in Ref. [25].
As T increases, we find that Cnl and Ks(ξ) change in a characteristic way, influ-
encing the propagation dynamics. As shown in Fig. 5.3, Im[Cnl] first grows and then
decreases, while Re[Cnl] decreases monotonically in magnitude. After carefully checking
Eq. (5.46b), we find that this can be mainly attributed to the collision rate γc which is
a function of T .
Corresponding results for Ks(ξ) are shown in Fig. 5.4(a) and (b) for three different
temperatures T ∈ {0.01K, 1K, 100K}. The real part Re[Ks(ξ)] remains essentially
unchanged against the temperature. However, the imaginary part Im[Ks(ξ)] increases
strongly with the temperature, while maintaining approximately its shape as a function
of ξ. This can be understood in a velocity-dependent dressed-state picture. In the far-off
resonant regime where ∆p > 0, part of the atoms have velocities which Doppler-shift
their transition frequency to be close to the single-photon resonance. This fraction in-
creases with the mean velocity and thus the temperature, thus leading to a narrowed and
amplified spectrum for the probe as summing over the contributions of all atoms [273].
As a result, the amplitude of Ks(ξ) for the nonlocal nonlinear interaction increases with
T . In contrast, close to the one-photon resonance ∆p ' 0, an increasing Doppler shift
progressively moves the atom transition frequencies out of resonance with increasing
temperature, thus resulting in a broadened and attenuated spectrum for the probe field
when summing over the contributions from all atoms with different velocities. Therefore,
in this case, an increasing temperature T reduces the linear and nonlinear absorption
for the probe field, as already discussed in Sec. 5.1.3.1. Finally, we now turn to an-
alyze the combined nonlocal contribution CnlKs(ξ), as shown in Figs. 5.4(c) and (d).
We find that as T increases, Re[CnlKs(ξ)] remains essentially unchanged. However,
Im[CnlKs(ξ)] first increases with growing temperature, assumes a maximum, and sub-
sequently decreases again in magnitude. To further illustrate this behavior, we show
the central value CnlKs(0) against T in Fig. 5.4(e) and (f). Again, the maximum of the
imaginary part of the nonlocal contribution at intermediate temperatures is clearly visi-
ble. By comparing the dependence of Cnl and Ks(ξ) on the temperature, it is found that
this behavior is mainly due to Cnl and therefore related to the temperature-dependent
collision rate γc ∝
√
T .
In order to see how the propagation dynamics varies with the temperature, we nu-
merically calculated the probe propagation at different temperatures. The input probe
is chosen as a Gaussian ψ(ξx, ξy) = e−(ξ
2
x+ξ2y)/2w2peiφ(ξx,ξy), where the random phase func-
tion φ(ξx, ξy) introduces the spatial noises which would induce the MI effect. Results are
shown in Fig. 5.5. Owing to the MI, spatially localized spikes emerge in the output pro-
file of the probe field. As the temperature rises, the output intensity first decreases and
subsequently grows again, which is consistent with Fig. (5.4). Note that at first sight,
this figure might give the impression that the width of the probe output profile increases
with the nonlinear absorption. However, this is an artefact of the different scalings in
the plots. Instead, while the absorption changes the beam profile, the width does not
increase. Because of the nonlocal nonlinear absorption introduced by Im[CnlK(ξ)], a lin-
ear analytical analysis would not be applicable for the MI effect. In order to understand
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Figure 5.5: The output intensity profiles of the probe in the thermal Rydberg atoms at different
temperatures T = 0.01K (a), T = 1K (b), and T = 100K (c), while the corresponding slices
at ξy = 0 are shown in (d). The highly localized spikes is due to the MI effect. Parameters are:
St = 20Rc, k0 = 2pi/St, wp = 2, ζL = 1/16 which is equal to zL ' 127.3 µm, others are the same
as in Fig. 5.3.
the MI effect more clearly, we define a weighted spatial Fourier spectrum
f(k) =
∣∣∣∣∣ F [ψ(ξx, ξy = 0, ζ), ξx, k]F [ψ(ξx, ξy = 0, ζ = 0), ξx, k]
∣∣∣∣∣ , (5.47)
with F [ψ, ξx, k] denoting the spatial Fourier transform of ψ from ξx to k. We calculated
f(k) for three different temperatures and for specific wave components k. Results are
shown in Fig. 5.6. It can be seen from the momentum space spectrum in (a) that
there are some k components which are enhanced, while others are not. Note that
enhancements only become visible in this measure if they are strong enough to overcome
the nonlinear absorption. We have to mention at this point that it may not be proper
to claim that only these components which satisfies f(k) > 1 exhibit the MI effect,
according to the acquired knowledge from a model which we will develop later and
which we use to describe the MI in absorptive media. Note that f(k) is asymmetric due
to the introduced random noise φ. Setting φ = 0, a symmetric spectrum f(k), which
is not shown here, has been obtained. We further performed calculations of f(k) as a
function of T for three specific components k ∈ {−0.36k0, 0.24 k0, 6.59k0}, the results in
Fig. 5.6(b) show that they first decreases, and then increases again, providing a direct
signature of the effect of the temperature-dependent nonlocal nonlinear absorption in
thermal interacting Rydberg atoms.
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Figure 5.6: In order to show the MI, a corresponding weighted Fourier spectrum f(k) of the output
probe at ξy = 0 is given in (a), while the spectrum as a function of temperature T is plotted in (b)
for three specific wave components k = −0.36k0, 0.24k0, 6.59k0. Parameters are: St = 20Rc, k0 =
2pi/St, wp = 2, ζL = 1/16 which is equal to zL ' 127.3 µm, others are the same as in Fig. 5.3.
Owing to the simultaneous presence of the MI effect and the nonlocal nonlinear absorp-
tion, there will be competition between these two mechanisms, thus one would expect
that the weighted spatial wave components of f(k) may not simply give an exponen-
tial dependence on the propagation distance. In order to show this, we then propagate
a two-dimensional plane wave with an additional cosine perturbation ψ(ξ, ζ = 0) =
1 + 0cos(kxξ) with 0 being real and 0  1. We can assume that the output function














aj−p+q(ζ)ap(ζ)a∗q(ζ)KF [(p− q)kx] , (5.49)
where we have applied the relation similar to Eq. (2.112)∫ ∞
−∞













ap(ζ)a∗q(ζ)KF ((p− q)kx)ei(p−q)kxξx , (5.50)






In general, it is rather impossible to obtain analytical solutions of this set of equations.
Fortunately, the set of equations can be reasonably truncated to a maximum value,
i.e., j ≤ jmax, depending on the propagation distance ζL. For a short distance where
|a0(ζ)|  |a1(ζ)|, jmax can be safely limited to jmax = 1, leading to the following
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simplified equations of motion for a0(ζ), a1(ζ) and a−1(ζ)
da0(ζ)
dζ






2 a1(ζ) + iCnl
[
KF (0)|a0(ζ)|2a1(ζ)








2 a−1(ζ) + iCnl
[
KF (0)|a0(ζ)|2a−1(ζ)
+KF (−kx)|a0(ζ)|2a−1(ζ) +KF (−kx)a20(ζ)a∗1(ζ)
]
. (5.52c)
From Eq. (5.52a) the analytical solution for a0(ζ) can be found by first rewriting a0(ζ) =
f(ζ)eig(ζ), which decomposes Eq. (5.52a) into two parts
df(ζ)
dζ
= −Re[c0]f3(ζ) , (5.53a)
dg(ζ)
dζ
= Im[c0]f2(ζ) , (5.53b)







= (1 + 2Im[c0]ζ)
ic0
2Im[c0] . (5.54)
We can find from Eq. (5.54) that a0(ζ) decreases against the propagation distance due






2Im[c0] = eic0ζ , (5.55)
which indicates that a0(ζ) will experience no absorption except for a linear phase modula-
tion against the propagation distance. For a symmetric kernel functionK(ξx) = K(−ξx),
it would result in KF (kx) = KF (−kx) and the subsequent symmetric nature of the equa-
tions of motion for the positive and negative components. And also by noting the fact
that the input cosine perturbation indicates that a1(0) = a−1(0), we then find that




[− k2x2 + (c0 + c1)|a0(ζ)|2]a1(ζ) + ic1a20(ζ)a∗1(ζ) , (5.56)
and we have set CnlKF (kx) = c1. Substituting the solution of a0(ζ) in Eq. (5.54) into
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ik2xζ−iRe[c1]Im[c0] ln(1+2Im[c0]ζ) . (5.58)











































and the coefficients s1 and s2 are constrained by the initial conditions





= ic1 . (5.61b)































The analytical results are then compared to the numerical calculations as given in
Fig. 5.7(a). We can immediately find that the results from the developed model Eq. (5.48)
have a perfect agreement with the numerical calculations of Eq. (5.44) for kx = 6.59k0.
Further comparisons for other spatial frequencies have also shown that the model gives
precisely the same results as obtained from the numerical calculations. Moreover, we
can find a regular oscillating behavior which stems from the competition between MI
and the nonlocal nonlinear absorption. But note that the competition between these
two effects does not necessarily lead to oscillation for every component. Owing to the
involved confluent hypergeometric function and generalized Laguerre polynomial, it is
hard to reveal the underlying physics inside a1(ζ) in an analytical manner. In order to
show the competition between MI and nonlocal nonlinear absorption more directly, we
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Figure 5.7: Comparison of numerical and analytical results. In (a), we show the wave component of
the weighted spectrum f(k) against propagation distance for an incident probe which is a plane wave
added by a cosine perturbation as given in the main text, while the associated first derivative related
to the growth rate is given in (b). The MI exponential growth rate Re[λ(kx)] given in Eq. (5.64)
is calculated in (c) for different kx, the positive Re[λ(kx)] suggests that MI exists for any wave
component kx. In (d), for a more complicated input probe profile as previously used in Fig. 5.5, the
regular behavior of the evolution of specific components intends to be random due to the interaction






4|c1|2 + (2Im[c0]− ik2x + 2iRe[c1])2 , (5.64)
thus the analytical solution for a1(ζ) can be much simplified
a1(ζ) =0(1 + 2Im[c0]ζ)
i(c0+c1)
2Im[c0]
· e−(Im[c0]+iRe[c1])ζ[s1e−λ(kx)ζ + s2eλ(kx)ζ]. (5.65)
From Eq. (5.65) it is clear to observe that λ(k) is associated to the MI appeared in the
absorptive nonlocal nonlinear media. In sharp contrast to the pure dispersive case where
Im[CnlKF (k)] = 0, counterintuitively, MI generally occurs for each k wave component
when the nonlinear absorption is presented, as indicated in Eq. (5.64). Thanks to the
nonlinear absorption introduced by Im[c0], it is evident to see the competition between
MI and the nonlinear absorption.
One might argue that the growth for the perturbation can only be present around
ζ ∼ 0 where Eq. (5.65) is valid. However, this is not the case, the rate of change for
|a1(ζ)| calculated in Fig. 5.7(b) shows that it can be larger than 0 beyond ζ ∼ 0 and
is in general above −Im[c0] and below Re[λ(kx)], indicating the enhancement of the
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perturbation can survive for quite a large propagation distance. The values outside
Im[c0] ≤ d|a1(ζ)|/dζ ≤ Re[λ(kx)] are due to the coefficients determined by Eq. (5.61).
For an even more complicated input probe profile including many wave components,
this regular oscillation may not been seen, since from Eq. (5.44) we can find that all
wave components are interacting with each other. The resulting dependence on propa-
gation distance for a specific component is then much more intricate and unpredictable.
Fig. 5.7(d) shows two of the wave components against the propagation distance in the
same input probe profile previously used in Fig. 5.5. It is obvious to see that the be-
haviors of the component kx = 6.59k0 is strongly amplified in a somewhat random
manner against the propagation distance and differs from that in the simple case shown
in Fig. 5.7(a). We attribute the origin of this “randomness” behavior to the interac-
tions with all other wave components contained in the incident Gaussian probe. This
randomness seems to be decreased for the wave component with a smaller kx. This is
possibly due to the fact that components with a small kx have a larger initial amplitude
in the Gaussian probe, and they are further associated with a stronger MI growth rate
as shown in Fig. 5.7(c), thus the effect of other components becomes less important.
5.1.4 Discussions
In our model describing the thermal interacting Rydberg atoms, we have made a crucial
approximation that the time variation in V (t) is neglected. The crucial approximation
might limit the potential applications of the present model. However, in an atomic
ensemble in thermal equilibrium which is just the case considered here, by noting the
fact that atoms are homogeneously distributed in position space, we would expect that
the average DDI effect could remain unvaried∑l Vjl(t)/N = Vjl(0) for a time scale much
larger than Rc/vp. Of course, this statement needs further a strict theoretical proof, and
it should be a next step to improve the validity of our model.
In conclusion, we developed a model to describe the thermal Rydberg atoms inter-
acting with two probe and control laser fields. Under a crucial approximation that the
variations in the time-varying DDI is neglected, we found that an analytical expression
for the atomic response can be derived, which gives the same results as previously ob-
tained in ultracold Rydberg atoms [25] as we set the temperature T = 0 in our model. In
the near-resonant case where the single-photon detuning is small, we find that the non-
linear absorption dominating the probe propagation is weakened when the temperature
grows. In contrast, in the off-resonant regime preserving resonant two-photon transition,
the nonlocal nonlinear response which is defined as the nonlinear coefficient multiplied
by the nonlocal kernel function has shown a completely different behavior. The real
part of the nonlinear coefficient is decreasing and the imaginary part is initially growing
and then decreasing when the temperature rises. This can be mainly attributed to the
collision rates which we assumed to be dependent on the temperature, i.e., γc ∝
√
T .
Meanwhile, the real part of the nonlocal kernel function remains almost unchanged and
the imaginary part gets enhanced. This is explained in a velocity-dependent dressed-
state picture. Altogether, the nonlocal nonlinear dispersion remains almost unchanged
while the nonlocal nonlinear absorption gets first decreased and then enhanced as the
temperature increases. Consequently, the modulational instability is first suppressed and
then recovered as the temperature grows, which is confirmed later by both a numerical
Fourier analysis of the output probe field and an analytical model to describe the MI in
nonlinear media with absorption. Furthermore, it is found that each wave component is
associated with a positive MI growth rate in absorptive nonlocal nonlinear media, which
competes with the nonlocal nonlinear absorption, and is eventually suppressed.
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5.2 Parity-time symmetric dynamics in cold interacting
Rydberg atoms
5.2.1 Introduction to Parity-time symmetry
It is well known that in canonical quantum mechanics the Hamiltonian Hˆ must be Her-
mitian, which guarantees real expectation values of physical quantities and probability
conservation (i.e., unitary time evolution). However, as stated by Bender [59], the fact
that Hˆ should be Hermitian is rather a mathematical axiom. When it is replaced by
a less restrictive but physically more transparent condition which is called space-time
reflection (PT) symmetry, the resulting energy spectrum can be still real when Hˆ is PT
symmetric, by definition, i.e., Hˆ = Pˆ Tˆ HˆPˆ Tˆ [53–59, 63, 64]. Here the parity reflection
and time-reversal operators are defined respectively by their action on the position and
momentum operators xˆ and pˆ [59] as
Pˆ xˆPˆ = −xˆ , Pˆ pˆPˆ = −pˆ , (5.66a)
Tˆ xˆTˆ = xˆ , Tˆ pˆTˆ = −pˆ , Tˆ iTˆ = −i . (5.66b)
Here i is the imaginary unit defined as i =
√−1. Note that Eq. (5.66) only applies for
the systems whose classical position x and momentum p are real. In the following, we
shall restrict our discussions to these systems. From Eq. (5.66), we can find that Pˆ is
a linear operator while Tˆ is antilinear, and Pˆ commutes with Tˆ , i.e., [Pˆ , Tˆ ] = 0. A PT
symmetric Hˆ would also mean [Hˆ, Pˆ Tˆ ] = 0. Owing to the antilinear nature of Pˆ Tˆ , Hˆ
and Pˆ Tˆ may not share the same eigenfunction basis even though they commute with
each other. Subsequently, a PT symmetric Hˆ is not sufficient to ensure a real energy
eigenvalue. Real energy eigenvalues exist only if every eigenfunction of the parity-time
(PT) symmetric Hˆ is also an eigenfunction of Pˆ Tˆ simultaneously. This can be illustrated
by a short deduction by first supposing that Hˆ and Pˆ Tˆ share a common eigenfunction,
which means
Pˆ Tˆ |φ〉 = λ|φ〉 , (5.67a)
Hˆ|φ〉 = E|φ〉 . (5.67b)
Here |φ〉 is the shared eigenfunction for both Hˆ and Pˆ Tˆ , and λ, E are the corresponding
eigenvalues, respectively. Note that (Pˆ Tˆ )2 = 1, which leads to λ∗λ = 1. Thus the
eigenvalue λ is nothing but a pure phase
λ = eiθ . (5.68)
Without loss of generality, we now make a transformation on the eigenfunction by ab-
sorbing the phase factor given in Eq. (5.68)
|ψ〉 = |φ〉eiθ , (5.69)
then the eigenequation (5.67) is modified to
Pˆ Tˆ |ψ〉 = |ψ〉 , (5.70a)
Hˆ|ψ〉 = E|ψ〉 . (5.70b)
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From Eq. (5.70), it is easy to know that
Pˆ Tˆ Hˆ|ψ〉 = Pˆ TˆE|ψ〉 = E∗|ψ〉 , (5.71a)
HˆPˆ Tˆ |ψ〉 = Hˆ|ψ〉 = E|ψ〉 , (5.71b)
since [Hˆ, Pˆ Tˆ ] = 0, we finally find from Eq. (5.71) that E∗ = E, i.e., the eigenvalue of Hˆ is
real. A PT symmetric H sharing a common eigenfunction basis is regarded as having an
unbroken PT symmetry, leading to a complete real spectrum. Conversely, it is called that
the PT symmetry of Hˆ is broken whenever it does not share the same eigenfunction basis
with Pˆ Tˆ , and consequently complex eigenvalues enter in the spectrum [59]. Furthermore
HˆPˆ Tˆ |ψ′〉 = Pˆ Tˆ Hˆ|ψ′〉 = Pˆ TˆE|ψ′〉 = E∗Pˆ Tˆ |ψ′〉 , (5.72)
where |ψ′〉 is only the eigenfunction of Hˆ. It is clear in Eq. (5.72) that if |ψ′〉 is an
eigenfunction of the PT symmetric Hˆ associated with complex eigenvalue E then Pˆ Tˆ |ψ′〉
is also an eigenfunction of Hˆ with complex conjugate eigenvalue E∗. In other words,
complex eigenvalues appear always in complex conjugate pairs in the energy spectrum.
Since the kinetic part of Hˆ commutes with Pˆ Tˆ , a PT symmetric Hamiltonian requires
necessarily that the potential V (x) presented in Hˆ should be symmetric under the suc-
cessive actions of Pˆ and Tˆ , i.e., Pˆ Tˆ V (x) = V ∗(−x) = V (x). In general, for a linear
potential V (x) which does not depend on the wave function, it is found that the spec-
trum is completely real if the ratio between the imaginary and real parts of the potential
given in the Hamiltonian is below a certain threshold, while complex conjugate paired
eigenvalues appear in the spectrum if the ratio exceeds this threshold. At the transition,
the system can exhibit exceptional points [132, 167, 274–278], at which two or even more
eigenstates coalesce. The word “coalesce” here means that both the eigenvalues and the
eigenstates become identical. PT-symmetry has also been extended to diverse fields
of theoretical physics, e.g., geometric phase in time-dependent PT-symmetric quantum
mechanics [279, 280], quantum field theory [56, 59, 281–287], non-Hermitian Anderson
models [288], open quantum systems [289, 290]. Although there are still ongoing de-
bates on the impact of PT symmetry in those fields, the integration of PT-symmetry
related notions to paraxial optics has triggered fascinating applications in optical sys-
tems such as coherent perfect absorber [115, 127–129], asymmetric power oscillation
violating left-right symmetry [112, 113, 130–132], unidirectional invisibility in reflection
at the exceptional point [114, 133–136], nonreciprocal light transmission such as optical
isolator in the presence of nonlinearity [120, 137–139], Bloch oscillation, Bragg scat-
tering, double or negative reflection and nonreciprocal diffraction in optical complex
crystals [110, 111, 140–144], single-mode laser [116, 117] and loss-induced suppression
and revival of lasing [118, 119]. PT-symmetric dynamics have also been recently investi-
gated in atomic systems [145, 146]. It should be addressed here that the PT symmetric
Hamiltonian could lead to possible contradiction [291] colliding with another physical
assumption called non-signalling principle [96, 175, 180] in quantum entangled systems.
From the discussions above, one might be aware of the fact that PT symmetry is
neither a necessary nor a sufficient condition for the Hamiltonian to have a real energy
spectrum. Actually, there are non-Hermitian Hamiltonians which do not respect PT
symmetry but can still have a real spectrum [292, 293]. It has stimulated further the-
oretical exploration on general characterization of non-Hermitian Hamiltonian with a
real spectrum, Mostafazadeh has proven in a series of papers [60–62, 294, 295] that the
necessary condition for the reality of the spectrum of a non-Hermitian Hamiltonian Hˆ
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Figure 5.8: The schematic demonstration proposed to generate PT-symmetric periodical potential
together with nonlocal nonlinear effects. In (a), atoms A have a four-level invert-Y-type level structure
interacting with three laser fields, the probe Ωp, the control Ωc and the partial standing-wave field
Ωa(r). The probe and control fields form an EIT configuration in which the single-photon transitions
are far-detuned for both fields. An auxiliary Ωa(r) is then introduced to generate periodic modulation
in the transverse plane. As a result, atoms A mainly give rise to a linear periodic dispersion and
nonlocal nonlinear effects for the probe field. Moreover, atoms B involve a four-level N-type level
structure driven by the same Ωp, a partial stranding-wave Raman field ΩR(r) and an additional
coherent field Ωb. The left three-level lambda system introduces an ARG process which leads to gain
for the probe field, and it is further modified by Ωb. In a word, atoms B are responsible for the linear
periodic absorption for the probe field. Thus, the combination of atoms A and B results in a linear
PT-symmetric periodic potential and nonlocal nonlinear effects for the probe field.
is that Hˆ must satisfy
Hˆ† = ηˆHˆηˆ−1 , (5.73)
here ηˆ is a Hermitian invertible linear operator. Hˆ that fulfills Eq. (5.73) is termed as
“pseudo Hermitian”, and has a subsequent antilinear symmetry which is responsible for
the presence of either real eigenvalues or complex conjugate pairs [62].
5.2.2 Optical periodic potential respecting parity-time symmetry
The considered system employed to produce parity-time symmetric potential is shown in
Fig. 5.8. It consists of two different atomic species A and B which both populate on the
ground state. In atomic species A, there is a four-level invert-Y-type level structure which
includes a lower lambda electromagnetically induced transparency (EIT) configuration
and a fourth high-lying Rydberg state which introduces the nonlocal nonlinear effects
into the system via dipole-dipole interactions. It interacts with three external laser
fields including a probe Ωp, a control field Ωc, and a partial standing wave Ωa(r) =
Ωa0[1+acos(ka·r)] (a  1). The standing wave is formed in the transverse plane normal
to the propagation direction. There is a large single-photon detuning for both probe
and control fields in order to reduce the nonlocal nonlinear absorption introduced by the
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dipole-dipole interactions, while the two-photon transition for the probe and control is
chosen to be near resonant. In the far detuned regime, the linear and nonlinear dispersion
would be the dominant role of atomic species A on the probe field. Furthermore, the
near-resonant partial standing wave Ωa(r) is then applied to trigger linear dispersion
modulation. Atomic species B contains a four-level N -type level structure as shown in
Fig. 5.8(b), interacting with also three laser fields which are the partial standing-wave
Raman field ΩR(r) = ΩR0[1 + bsin(kb · r)] (b  1), the probe Ωp and an additional
coherent field Ωb. The left three-level lambda configuration forms an active-Raman
gain (ARG) process which leads to gain for the probe field. The field Ωb would further
split the metastable state |2〉 into two sublevels and create two consequent ARG channels
for the probe. Thus the main effect of atomic species B on the probe Ωp would be gain,
which is then periodically modulated by the standing Raman field ΩR(r). Altogether,
the atomic response is periodically modulated in both absorption and dispersion. Thus
a parity-time symmetric potential can be possibly formed in the atomic systems when
appropriate parameters are chosen. Actually, we have chosen 87Rb and 85Rb as atom
species A and B, respectively, which are widely employed to implement experimental
realizations.
As having generalized the idea how to create the parity-time symmetric potential
above, we now proceed to calculate the atomic susceptibility for both atoms A and B
from the master equation. For the i-th atom A, the interacting Hamiltonian is given by
Ha,i =− Ωpσa,i31 − Ωcσa,i43 − Ωa(r)σa,i32 +H.c.









here σij is the atomic operator, ∆pa,∆c and ∆a are the single-photon detuning from
the corresponding transitions for the three fields respectively. Furthermore, the last
term in Ha,i describes the dipole-dipole interactions in the high-lying Rydberg states,




|ri − rj |6 , (5.75)
which is the van der Waals interaction [84]. Then the total Hamiltonian for atoms A









=i[−Ωpσa,i33 + Ωpσa,i11 + Ωa(r)σa,i12 + ∆A13σa,i13 + Ωcσa,i14 ] , (5.77a)
dσa,i12
dt
=i[−Ωpσa,i32 + Ωa(r)σa,i13 + ∆A12σa,i13 ] , (5.77b)
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dσa,i14
dt







44 ] , (5.77c)
where we have set ∆A13 = ∆pa + iγA13,∆A12 = ∆pa−∆a + iγA12 and ∆A14 = ∆pa + ∆c + iγA14,
and γAij denotes the dephasing rate between the transition |i〉 ↔ |j〉 for atom A. The
steady-state solution of Eq. (5.77) can be obtained by first adiabatically eliminating
the time evolution for σa,i13 since the probe field is chosen to be far-detuned from the
associated transition. Detailed procedures to calculate the atomic responses are quite
similar to that done in Sec. 5.1, here we would rather give the final expression of the















[Ω2a(r)−∆A12∆A13][∆14 − V (r− r′)] + ∆A12Ω2c
,
(5.78c)
with M = ∆A14(Ω2a(r) − ∆A12∆A13) + ∆A12Ω2c . Here ρA,L31 stands for the linear response
for atoms A, and ρA,NL31 represents the nonlocal nonlinear effects induced by the dipole-
dipole interactions. Note that ρA31 is reduced to the results obtained in [25] by setting
Ωa(r) = 0.
With a similar procedure, the equations of motion for the related density matrix
elements of atoms B can be derived
ρ˙B12 =i[ΩR(r)ρB32 − ΩpρB13 − ΩbρB14] + i∆B12ρB12 , (5.79a)
ρ˙B13 =i[ΩR(r)ρB33 − ΩR(r)ρB11 − ΩpρB12] + i∆B13ρB13 , (5.79b)
ρ˙B32 =i[ΩR(r)ρB12 + ΩpρB22 − ΩpρB33 − ΩbρB34] + i∆B32ρB32 , (5.79c)
ρ˙B14 =i[ΩR(r)ρB34 − ΩbρB12] + i∆B14ρB14 , (5.79d)
ρ˙B34 =i[ΩR(r)ρB14 + ΩpρB24 − ΩbρB32] + i∆B34ρB34 , (5.79e)






Ω2b − Ω2R(r) + ∆B14∆B34
]
ΩR(r)Ωp(r)
∆B12∆B32∆B14∆B34 −Q1Ω2b −Q2Ω2R(r) + [Ω2R(r)− Ω2b ]2
, (5.80)
where ρB13 = ΩR(r)/∆B13,∆B13 = −∆R + iγB13,∆B12 = ∆pb − ∆R + iγB12,∆B32 = ∆pb +
iγB32,∆B14 = ∆pb −∆R −∆b + iγB14,∆B34 = ∆pb −∆b + iγB34, Q1 = ∆B12∆B14 + ∆B32∆B34 and
Q2 = ∆B12∆B32+∆B14∆B34. As before, here ∆R,∆pa and ∆b are the associated single-photon
detuning for the Raman, probe and additional coherent fields in atoms B respectively,
and γBij is the dephasing rate for the corresponding transition.
Finally, we find that the atomic effects from both atoms A and B on the probe field
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can be written as
ρ(r) =ρL(r) + ρNL(r) , (5.81a)
ρL(r) =ρA,L31 (r) + ρB32(r) , (5.81b)
ρNL(r) =ρA,NL31 (r) . (5.81c)
Before we proceed to investigate physical properties of the system in a deeper level, we
first make a transformation of the paraxial propagation equation (2.26) which describes







+ VL(ξ)ψ(ξ, ζ)− Cnl
∫ ∞
−∞
Ks(ξ − ξ′)|ψ(ξ′ , ζ)|2dξ′ , (5.82)
where we have rescaled the coordinates ξ = r⊥/St, ζ = z/Sz and Sz = 2kpS2t , with St
and Sz being the scales in the transverse and propagation directions, respectively, and
we have also set Ωp(ξ, ζ) = Ωp0ψ(ξ, ζ). As discussed in Sec. 5.1, Eq. (5.82) correctly
describes the propagation dynamics for the probe field in the far-detuned regime, i.e.,
∆pa,∆c  Γ31. Furthermore, we consider the two partial standing waves residing in the










1 + Sign[Q][(StξRc )
2 + ζ2]3 + iδ
dζ , (5.83b)
Q =








and Rc = |Q| 16 is the blockade radius for the interacting Rydberg atoms, Sign[Q] stands
for the sign function. In the nonlocal integral of Eq. (5.82), we have also applied the local
approximation for the probe field in the propagation direction which is valid at the far-
detuning regime, specifically, ψ(ξ′ , ζ ′) ' ψ(ξ′ , ζ) as in Ref. [25]. Furthermore, for a  1,
the position-dependent part of Ωa(r) is several orders of magnitude smaller than the
other terms in the nonlocal nonlinear response Ks(ξ) and thus has been neglected. And
considering the symmetric nature of Ks(ξ) and the subsequent symmetry of Eq. (5.82),
we then focus on the one-dimensional dynamics, i.e., ξ → ξ. In the far-detuned regime
we have δ  1, which indicates an insignificant nonlocal nonlinear absorption.
It is evident that the paraxial propagation equation (5.82) is mathematically equiv-





+ VL(ξ) + VNL(ξ, ζ) , (5.84a)




[ρA,L31 (ξ) + ρB32(ξ)] , (5.84b)
VNL(ξ, ζ) =− Cnl
∫ ∞
−∞
Ks(ξ − ξ′)|ψ(ξ′ , ζ)|2dξ′ . (5.84c)
We first consider that the amplitude of the probe field is so weak such that VNL(ξ) ' 0,
thus the optical Hamiltonian for the system reads
H = − ∂
2
∂ξ2
+ VL(ξ) . (5.85)
As we discussed in the previous section, a PT symmetric H necessarily requires the
relation for the potential
VL(ξ) = V ∗L (−ξ) . (5.86)
In order to create a PT symmetric potential which satisfy Eq. (5.86), we first expand





31 cos(kaξ) + ρ
A,L2





32 sin(kbξ) + ρ
B,2
32 sin2(kbξ) + · · · , (5.87b)
where a and b have been absorbed into the related coefficients. Ideally, a PT symmetric
potential can be formed when
Im[ρA,L031 + ρ
B,0
32 ] = 0 , (5.88a)
Im[ρA,Ln31 ] = 0 for n ≥ 1 , (5.88b)
Re[ρB,n32 ] = 0 for odd n and n ≥ 1 , (5.88c)
Im[ρB,n32 ] = 0 for even n and n ≥ 1 . (5.88d)
Then, ρL(r) is modified to
ρL(ξ) =Re[ρA,L031 + ρ
B,0
32 ] + Re[ρ
A,L1
31 ]cos(kaξ) + Re[ρ
A,L2
31 ]cos2(kaξ) + · · ·
iIm[ρB,132 ]sin(kbξ) + Re[ρ
B,2
32 ]sin2(kbξ) + iIm[ρ
B,3
32 ]sin3(kbξ) + · · · . (5.89)
We can easily find that ρL(ξ) = ρ∗L(−ξ) in the equation above. Practically, it is of course
difficult to satisfy all the conditions given in Eqs. (5.88). Alternatively, we concern
about the first two contributions of the expansions which play the main role in VL(ξ),
the high-order effects are much smaller and thus can be neglected. It then results in a
much simplified version of Eqs. (5.88)
Im[ρA,L031 + ρ
B,0
32 ] = 0 , (5.90a)
Re[ρA,L131 ], Im[ρ
B,1
32 ] Im[ρA,L131 ], Re[ρB,132 ] . (5.90b)
In order to minimize the higher-order contributions, further constraints should be also
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Figure 5.9: The real (a) and imaginary (b) parts of the parity-time symmetric optical potential VL(ξ)
formed in the atomic systems consisting of passive atoms A and active atoms B. Relevant parameters
are: γA13 = Γ31/2, γA12 = 0, γA14 = 0.01Γ31,Ωc = 5.0Γ31,∆c = −80Γ31,Ωa0 = 15.0Γ31,∆a =
0,∆pa = −∆c + ∆1,∆1 = −4.0Γ31, γB13 = γB23 = γB14 = Γ31/2, γB12 = 0, γB34 = Γ31,ΩR =
4.7Γ31,Ωb = 0.5Γ31,∆b = 0,∆pb = ∆pa + ∆D,∆R = ∆pb + ∆2,∆2 = −0.52Γ31,∆D =
3.0357 GHz,Γ31 = 2pi × 6.0 MHz, λp = 7.94767 × 10−7 m,C6 = 140.0 GHz · µm6, n0 =
5.0 × 1019 m−3, nA = ηAn0, nB = ηBn0, ηA = 0.966896, ηB = 0.033104, St = 10.0 µm, ka =




31 ] |ρA,L231 |, |ρB,232 | . (5.91)
After satisfying these two conditions (5.90) and (5.91), we then finally plot the real and
imaginary parts of VL(ξ) in Fig. 5.9 for two different cases where b are different. Indeed,
VL(ξ) in Fig. 5.9 is PT symmetric for both cases. Note that the real parts in (a) are
not exactly identical to each other owing to the higher-order effects. And again, the
higher-order effects are insignificant here and have little to do with the PT-symmetric
dynamics.
5.2.3 Band structure of the optical system
According to the Bloch theorem, the eigenfunctions of the wave function for a periodic





has the periodicity equal to the potential. And the eigenvalues of the system, which is
known as the band structure, should be also periodical in the reciprocal space. Here G0
is the reciprocal wavevector defined as G0 = Max(ka, kb). Then the eigenvalue equation







Ks(ξ − ξ′)|ψk(ξ′)|2dξ′ , (5.93)
where β is the eigenvalue of the system, which is also called the propagation constant in
the context of optics. Note that for real β, ψ(ξ, ζ) = ψk(ξ)e−iβζ is the exact solution for
the nonlocal nonlinear Schrödinger equation (5.82). However, for complex β, ψ(ξ, ζ) =
ψk(ξ)e−iβζ represents only an adiabatic approximation to Eq. (5.82) [182, 183]. Applying
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Figure 5.10: The eigenvalues in the first Brillion zone for the linear PT symmetric periodic potential
in Fig. 5.9. Here we only show the first two bands. For small b = 0.06, the band structure is
purely real, corresponding to an unbroken PT-symmetric phase. However, when b increases to 0.15,
complex values arise from the band edge, relating to a broken PT-symmetric phase. Parameters are
the same as in Fig. 5.9.
Figure 5.11: The eigenvalues in the first two bands in the first Brillion zone for the optical potential
in the presence of the nonlocal nonlinear effects. In (a), the real parts of the eigenvalues exhibit
repulsion between the first two bands, while the associated imaginary values emerge in the edge
of the first band and in the center of the second band as in (b). Parameter are b = 0.06 and
Ωp0 = 0.1Γ31, others are the same as in Fig. 5.9.
the Bloch theorem to Eq. (5.93), it results in the central equation as derived in Sec. 2.3.3






Cn−p+q(k)Cp(k)C∗q (k)KF [(p− q)G0] ,
(5.94)
where Vm is the m-th Fourier coefficient of the linear potential VL(ξ), and KF (nG0) is





In order to obtain the eigenvalues and eigenfunctions, we have to calculate Eq. (5.94)
for each k in the first Brillion zone. In general, it turns out to be very challenging
to solve Eq. (5.94) when the nonlocal nonlinear effects are present. For a first taste
of the properties of the band structure, we now solve Eq. (5.94) in the linear regime
where Cnl → 0. The practical calculation is done by first truncating the infinite set
of Eq. (5.94) to a certain reasonable limit, beyond which it can be neglected. Here we
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Figure 5.12: The eigenvalues of the Bloch wave number k = 0.5G0 against b for the linear potential.
Here we only show the first two bands. Phase transition occurs at b ' 0.11. Below this threshold,
the system remains in an unbroken PT-symmetric phase, otherwise it is related to a broken phase.
Parameters are the same as in Fig. 5.9.
choose nmax = 2 and the results are shown in Fig. 5.10 for the first two bands. Note that
the results is further checked and compared to the ones obtained at a larger nmax = 3,
and they indeed give the same results. It can be seen that the band structure is purely
real when a relatively small imaginary part of VL(ξ) is chosen, i.e., b = 0.06. This
refers to an unbroken PT-symmetry phase, and the resulting propagation dynamics of
the system would be constant except for a linearly growing phase. However, for a larger
b = 0.15, paired complex values appear firstly in the edge of the band structure, which
means that the PT-symmetry of the system is broken at the edge states. The appearance
of complex eigenvalues is associated to a phase transition of the system. For even larger
b, the band structure will be completely complex.
In contrast to the linear case, the calculation of the band structure turns out to be
much more complicated since the central equation (5.94) involves the eigenfunction itself
when the nonlocal nonlinear effects are presented. Usually, a self-consistent field theory
is employed to solve Eq. (5.94) iteratively to obtain the eigenvalues and eigenfunctions.
Specifically, the self-consistent calculation guarantees that the calculated eigenfunction
ψk(ξ) would satisfy the central equation Eq. (5.94) including the nonlocal nonlinear
effects generated by ψk(ξ) itself. We then apply the second Broyden method [194, 195]
to perform the self-consistent calculation, the obtained band structure for b = 0.06 is
shown in Fig. 5.11 for the first two bands. Compared to the band structure attained
in the linear potential as shown in Fig. 5.10, it is evident that complex values emerge
in both bands owing to the nonlocal nonlinear effects. In more detail, the real parts
of the two bands seems to be repulsed from each other, meanwhile, the corresponding
imaginary parts turn to be asymmetric. Consequently, it can be seen that the complex
values are not paired any more as compared to the ones in linear potential.
5.2.4 Phase transition from unbroken to broken PT-symmetry
From the results obtained in the previous section, it is evident that phase transition
occurs when either increasing the imaginary part of VL(ξ) or the nonlocal nonlinear
effects to a critical value. In order to shown this in more detail, we then calculate the
eigenvalues for a specific Bloch wave number k = 0.5G0 at the first two bands against b
in the regime of Cnl ' 0. The reason why we chose k = 0.5G0 in the edge is due to the
observation that it is the first wave number whose associated eigenvalue evolves from
real to complex as already indicated in both Fig. 5.10 and 5.11. The results are shown
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Figure 5.13: The eigenvalues of the Bloch wave number k = 0.5G0 for the optical potential with
the nonlocal nonlinear effects against Ωp0. Phase transition can be also induced by the nonlocal
nonlinear effects, and the critical value for the transition is of Ωp0 ' 0.042Γ31. Here we have chosen
b = 0.06, and other parameters are the same as in Fig. 5.9.
in Fig. 5.12, in which complex eigenvalues start to appear approximately at b ' 0.11.
At this critical point, the real part of the linear potential is equal to its imaginary
part in magnitude. It also refers to an exceptional point [132, 167, 274–278]. When the
nonlocal nonlinear effects are presented, we further calculate the eigenvalues for the same
Bloch wave number k = 0.5G0 in the first two bands against the initial amplitude of its
eigenfunction, which is given in Fig. 5.13. It can bee found that complex eigenvalues start
to arise approximately around Ωp0 ' 0.042Γ31, which is the critical value of Ωp0 for the
phase transition. Below this point, the PT symmetry is preserved, otherwise it gives a
broken PT symmetry. Furthermore, the phase transition behaves differently between the
linear and nonlocal nonlinear cases. In the linear case, the complex eigenvalues appear
always in pair after the transition, i.e., b > 0.11. However, in the nonlocal nonlinear
case, only the first band has complex eigenvalues when Ωp0 > 0.042Γ31, meanwhile,
the second band still remains in a preserved PT-symmetric phase. Note that there is a
small deviation from zero for the imaginary parts of the eigenvalues below b ' 0.11 in
Fig. 5.12(b) and below Ωp0 ' 0.042Γ31 in Fig. 5.13(b), this is due to higher-order effects
of the applied standing-wave fields Ωa(r) and ΩR(r). For the same reason, the real parts
of the eigenvalues in the two bands shown in Fig. 5.12(a) also differ from each other for
a small value when b > 0.11.
5.2.5 Broken or unbroken PT-symmetric propagation dynamics
As we have already obtained the band structure in the previous section, now we move
to investigate the propagation dynamics in the linear PT-symmetric periodic potential.
For doing this, we numerically solve Eq. (5.82) by first excluding the nonlocal nonlinear
effects (Cnl → 0), however, all the higher-order effects in the linear potential are included.
Our numerical results are given in Fig. 5.14. Fig. 5.14(a) depicts the eigenfunction in
the first band with Bloch wave number k = 0.5G0 propagating in the linear potential
when b = 0.15. Owing to the associated complex eigenvalue, the PT-symmetry of the
system is broken, and the eigenfunction is decaying with exponential rate determined
by the imaginary part of the eigenvalue. For smaller b = 0.06, the eigenfunction in the
same band with the same Bloch wave number propagates in a stationary state in the
linear potential owing to the unbroken PT-symmetric phase of the system.
Next, we numerically calculate Eq. (5.82) in the presence of nonlocal nonlinear effects,
the results are depicted in Fig. 5.15. As we can see, since the eigenvalue for Bloch wave
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Figure 5.14: Propagation dynamics in the linear PT-symmetric periodic potential. (a) shows the
probe propagation with a broken PT-symmetry phase when b = 0.15, and the output is given in
(c). Probe propagation with a preserved PT-symmetry phase is illustrated in (b) for b = 0.06, and
(d) gives the output of the probe field. The input profile of the probe is an eigenfunction in the first
band with the Bloch wave number k = 0.5G0 for both (a) and (b). Note that the eigenfunctions are
in principle different from each other for different b. Other parameters are the same as in Fig. 5.9.
number k = 0.5G0 in the first band is now turned to be complex, the PT symmetry
is broken in this case, and the associated eigenfunction cannot propagate constantly.
Furthermore, it does not experience a simply exponentially growing or decaying behav-
ior as in the linear case, instead, it propagates in an oscillating manner as shown in
Fig. 5.15(a). This oscillation is attributed to the competition between the linear and
nonlocal nonlinear effects. For comparison, we also calculated the propagation dynam-
ics for the eigenfunction with the same Bloch wave number but in the second band, as
shown in Fig. 5.15(b), in which it is evident to see the constant propagation because of
the unbroken PT symmetry of the system. To understand better the oscillating behavior
illustrated in Fig. 5.15(a), we employ the Fourier transform to analyze the propagation
dynamics further. The coefficients of different wave components against the propagation
distance are shown in Fig. 5.16. It is obvious to see that |C0| and |C−1| which have the
largest amplitudes and thus contribute mostly to the propagation dynamics are mainly
governed by the linear effects. Meanwhile, the other two weaker components |C−1| and
|C−2| are mainly affected by the nonlocal nonlinear effects. Moreover, |C−1| exhibit an
oscillating behavior in an almost linearly-growing background as shown in Fig. 5.16(c).
The underlying physical mechanisim can be understood by first deriving the equations











Cn−p+q(ζ)Cp(ζ)C∗q (ζ)KF [(p− q)G0] , (5.96)
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Figure 5.15: Propagation dynamics in the optical potential in the presence of nonlocal nonlinear
effects. (a) shows the probe propagation with a broken PT-symmetry phase when the input is chosen
to be the eigenfunction for Bloch wave number k = 0.5G0 in the first band, and the output of the
probe is given in (c). Probe propagation with an unbroken PT-symmetry phase is plotted in (b) when
the input is chosen to be the eigenfunction for the same Bloch wave number in the second band, and
(d) gives the output. Here we choose b = 0.06 and Ωp0 = 0.1Γ31, and other parameters are the
same as in Fig. 5.9.
Figure 5.16: Fourier analysis of the propagation dynamics presented in Fig. 5.15(a). Here the red
solid lines in (a)-(d) stand for the evolution of coefficient Cn against propagation distance, respectively,
and the blue dotted lines represent Cn in the case when setting Cnl = 0 artificially in the numerical
simulations, and the green dashed lines are Cn when manually setting VL(ξ) = 0. Parameters are
the same as in Fig. 5.15. Note that here we didn’t plot C2 since its value is much smaller than the
other four coefficients and can be neglected.
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where we have assumed ψ(ξ, ζ) = ∑nCn(ζ)ei(nG0+k)ξ. As we can find from Fig. 5.9, the
zeroth Fourier component of V (ξ), i.e., V0 is much larger than the other components
Vm (m 6= 0). Furthermore, C0(ζ = 0) and C−1(ζ = 0) are mostly important in the
input eigenfunction as shown in Fig. 5.16. Thus, the linear term V0C0(ζ) dominates the
evolution of C0(ζ) which is described by Eq. (5.96), the nonlocal nonlinear effects are
much weaker and can be neglected for the small value Ωp0 that we choose. For the same
reason, C−1(ζ) is mainly governed by the linear term V0C−1(ζ), however, the nonlocal
nonlinearity starts to play a role. Finally, since C1(ζ = 0) and C−2(ζ = 0) are very
small, the linear terms become much less important, consequently, C1(ζ) and C−2(ζ) are
mainly determined by the nonlocal nonlinear effects.
5.2.6 Discussions
In this section, we have investigated in the cold interacting Rydberg atoms the light
propagation dynamics involving PT symmetry, stimulated by the mathematical equiva-
lence between the paraxial wave equation and the Schrödinger equation. By employing
the ARG and EIT processes in two different atomic species, a linear periodical suscepti-
bility respecting PT symmetry can be formed in the atomic system. This susceptibility
acts approximately as the linear optical potential for the probe field. In the linear regime
where the nonlocal nonlinear effects can be neglected, depending on the ratio between
the real and imaginary parts of this linear potential, the associated band structure can
be either completely real or partially complex, corresponding to an either unbroken or
broken PT-symmetric phase of the system. The resulting propagation dynamics for the
probe field which is chosen to be an specific eigenfunction appears to be stationary when
the PT-symmetric phase of the system is unbroken, otherwise it grows or decays expo-
nentially. This phase transition can be simply tuned by changing the amplitudes of the
applied standing-wave fields. When the nonlocal nonlinear effects come into play and
become important, it is found that the real and symmetric band structure in the linear
case is turned to be partially complex and asymmetric, which means that the unbroken
PT-symmetry of the system is destroyed. Consequently, the stationary propagation for
the specific eigenfunction is changed to be oscillating due to the combination of the linear
and nonlocal nonlinear effects.
As we can find from Sec. 5.2.2, the PT-symmetric periodic potential is not perfect
since it is only the first-order approximation in the applied standing-wave fields. In
principle, higher-order effects can play a role in the band structure and in the associated
propagation dynamics. Fortunately, the involved parameters allow us to minimize the
higher-order effects. Indeed, our numerical calculations have already included all higher-
order effects, and the results indicate that the higher-order effects can be safely neglected
for the parameters chosen in the main text.
Furthermore, we have implicitly assumed that the Rabi frequencies for the probe field
in atoms A and B are the same. In general, they can be different from each other.
Consequently, it will introduce an extra ratio coefficient between the two terms in the
linear optical potential given Eq. (5.84b). Nevertheless, the main results still hold in the
general case.
Our proposal is promising to be implemented in current experimental settings. In
fact, we have chosen the parameters of 87Rb and 85Rb for atoms A and atoms B respec-
tively. The choice of 87Rb and 85Rb is because that they are most widely used in most
laboratories to study laser-atom interaction-related phenomena, of course, it can be fur-
ther generalized to other atomic species to produce the desired PT-symmetric periodic
potential and nonlocal nonlinearity.
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5.3 Conclusions
In this chapter, we have studied light propagation dynamics in the presence of nonlocal
nonlinear effects, which is induced by dipole-dipole interactions in Rydberg atoms. We
first developed a model to describe the thermal Rydberg atoms interacting with laser
fields in an EIT configuration. Under the crucial approximation that the time variation
in the dipole-dipole interactions due to atomic motions can be neglected, we have found
an analytical expression for the atomic response. In the near-resonant regime, it is shown
that the nonlinear absorption for the probe field dominates the propagation dynamics
and is weakened as the temperature increases. However, when the laser fields are cho-
sen to be far-off resonant, the nonlocal nonlinear dispersion remains almost unchanged,
meanwhile, the nonlocal nonlinear absorption is firstly enhanced and then weakened as
the temperature grows, leading to an initially suppressed and then strengthened mod-
ulational instability. Counterintuitively, we find that each wave component will exhibit
the MI effect in absorptive nonlinear media, which however simultaneously competes
with the nonlocal nonlinear absorption, and eventually is suppressed.
In the followed section, we have investigate the PT-symmetric propagation dynamics
in cold interacting Rydberg atoms. It is found that a linear periodical susceptibility
respecting PT symmetry which acts as an optical potential for the probe field can be
generated by invoking the ARG and EIT processes in two different atomic species. In
the linear case where the nonlocal nonlinear effects can be neglected, the band structure
can be completely real when the imaginary part of the linear potential is below a certain
threshold, corresponding to an unbroken PT symmetry of the system. After exceeding
this threshold, complex eigenvalues appear in the band structure, relating to a broken
PT symmetry of the system. The resulting propagation dynamics is stationary for a
specific eigenfunction which is in an unbroken PT-symmetric phase, otherwise it becomes
exponentially growing or decaying. The phase transition from unbroken to broken PT
symmetry can be simply tuned by changing the amplitude of the applied standing-wave
fields. Moreover, when the nonlocal nonlinear effects become important, it is found
that the unbroken PT-symmetry of the system can be destroyed. In other words, the
completely real band structure is turned to be partially complex in the presence of strong
nonlocal nonlinear effects, consequently, an otherwise constant propagation is modified
to be oscillating owing to the competition between the linear and nonlocal nonlinear
effects.
Chapter 6
Quantum nonlocality of a single photon in
the x-ray regime
This chapter is devoted to the study of quantum nonlocality. In particular, we concern
about the nonlocal nature of a single photon in the x-ray regime. We start by first
presenting a general historic overview of quantum nonlocality of a single particle in
Sec. 6.1. Based on the recent developed theory and followed experiments where the
weak x-ray pulses with central frequency 14.4 keV interact with a transition of 57Fe nuclei
embedded in a thin cavity, we theoretically propose a scheme to test the nonlocality of a
single photon in the x-ray regime. The x-ray pulses emitted from synchrotron radiation
sources are so weak that they can be considered as single-photon sources [296]. We
find that the x-ray pulses interacting with the cavity and the embedded 57Fe nuclei
can be treated as two modes of paths, leading to the entangled states between the two
modes for the single x-ray photons as shown in Sec. 6.2. Analogous to a Mach-Zehnder
interferometer with phase shifters inserted in the two arms [297], we then deduce a
locality criterion for the x-ray photons in Sec. 6.3. Finally, in Sec. 6.4, we show that this
locality criterion can be violated at specific incident angles and detunings of the x-ray
pulses impinging on the cavity, and possible experimental procedures are discussed.
6.1 Introduction to quantum nonlocality of a single photon
As we have discussed in Sec. 2.2, the original manifestation given by Bell to show the
divergence between local realism and quantum physics involves two or more correlated
parties in the system. It has then been asked whether the nonlocality could be applied
to a single particle, for example, a single photon. Unlike the nonlocality of correlated
bipartite systems that have been widely accepted, there has been an intense debate on
the nonlocality of a single photon. In 1991, Tan, Walls, and Collett (TWC) proposed at
the first time an experiment to demonstrate the nonlocal properties of a single-photon
field [100]. In their scheme, a single photon incident on a symmetric beam splitter
was later detected in either of two homodyne detectors, each contains an additional
local oscillator. It was found that the intensity correlation coefficient obtained from
a quantum description of the system is greater than the bound value limited by local
realism in the case that a weak local oscillator is assumed, thus violating the Bell-like
inequality. However, Santos argued in a following comment that the scheme involved
implicitly supplementary assumption related to the “no-enhancement hypothesis” and
thus can only rule out a specific class of local models [101]. He also gave a local hidden-
variable model which could reproduce the quantum prediction derived from Ref. [100],
while it was criticized in Ref. [298] that the probability conservation is not preserved
in this local model. Two years later, Hardy proposed a modified version of TWC’s
original scheme, in which the nonlocality of a single photon can be accomplished without
using inequalities, thus avoiding the supplementary assumptions required in TWC’s
115
116 6. Quantum nonlocality of a single photon in the x-ray regime
scheme and ruling out the whole class of local hidden variable theories [102]. Disputes
have also been aroused whether it is really nonlocality of a single photon since the
proposals discussed above involves local oscillators and thus can be possibly modeled
by a bipartite correlated system [103–105]. Furthermore, in the case that when there
is indeed only one photon involved, van Enk clarified that the nonlocal nature of a
single photon does not rise from the entanglement between the photon and the vacuum,
but should be attributed to the entanglement between spatially separated modes of the
photon [106]. An essentially distinct proposal to test the nonlocality of a single photon is
to utilize the Mach-Zehnder interferometer [297, 299, 300] which does not involve extra
local oscillators, while it may be vulnerable to the loophole of local communication since
the measurements are in general not conducted in two spacelike separated locations.
Until now, various proposals [301–305] to test the nonlocality of a single photon have
been introduced in optical cavity and semiconductor systems, and a few experiments have
been implemented on this subject in the optical regime [304, 306]. Besides, nonlocality
of a single particle, e.g., neutrons, has already been verified experimentally [307].
6.2 Modeling weak x-ray pulses interacting with the thin cavity
In recent years, there have been increasingly striking progresses in the field of nuclear
x-ray quantum optics. Classic quantum optical phenomena have been experimentally
demonstrated in the x-ray regime, such as collective Lamb shift in single-photon super-
radiance [296], electromagnetically induced transparency [308]. In the mentioned cases,
weak x-ray pulses interacting with resonant nuclei embedded in a planar x-ray cavity
have been utilized. For those cavities, a full quantum-optical model which exactly de-
scribes the interaction between weak x-ray pulses and the nuclei has been developed [107].
Based on this model, spontaneously generated coherences can be experimentally exam-
ined and verified at the first time [108]. Those coherences were theoretically described
four decades ago [309–311]. In the model, the weak x-ray pulse has been considered as
only exciting one of the nuclei at a time and can thus be understood as a single resonant
photon, later it was realized that the planar cavity can be interpreted as a combination
of beam splitters [109]. It then naturally arises the question if we can test the nonlocality
of a single photon in the x-ray regime using this setup.
Here we propose such an experiment to test the nonlocality of a single photon in
the x-ray regime, which is experimentally accessible in current technology. The x-ray
interacting with both the thin cavity and the embedded 57Fe nuclei turns out to form an
equivalent setup to the two paths in a Mach-Zehnder interferometer. Hence, a locality
can be derived for the x-ray photons in the system similar as in Ref. [297]. Eventually, we
find that this locality criterion can be violated at specific incident angles and detunings
of the x-ray pulses impinging on the thin cavity, indicating the nonlocal nature of x-ray
photons.
A schematic of the proposed experiment to examine the nonlocality of a single x-ray
photon is shown in Fig. 6.1. The incoming x-ray pulses are emitted from a synchrotron
radiation source with central frequency 14.4 keV at very low intensities. When impinging
on the thin planar cavity with 57Fe embedded in the central area, it will excite a cavity
mode and also the first Mössbauer transition of the iron nuclei. The interaction between
the weak incident x-ray pulses and the 57Fe nuclei embedding thin cavity can be described
using the quantum optical model, as developed in Ref. [107]. We then directly take from
Ref. [107] the reflectance for the cavity and rewrite it as follows
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Figure 6.1: (a) The schematic diagram for the weak x-ray pulses interacting with the 57Fe-embedded
cavity. The thin planar cavity is made of several layers of Pt(Pd), C, 57Fe with thickness within a
few nanometers. The two different types of interaction for the x-ray pulses are represented by the
red and blue dashed arrows respectively. They can be considered as two different paths; one is the
path interacting with only the cavity, while the other one is the path with both the nuclei and the
cavity. It is analogous to a Mach-Zehnder interferometer inserted by two phase shifters φa and φb in
the two arms as shown in (b).
|R(∆ϕ,∆)|2 = |RAeiφA −RBeiφB |2 , (6.1a)
RA =
√






, φB = Arg[−+ i] , (6.1c)
where σ0 = 1/(1+ κ
2
∆2C
), q = κγSR/(Γ∆C)+iγ/Γ,Γ = γ+γSR,  = (∆−∆LS)/(Γ/2),∆LS =
−2|g|2N∆C/3(κ2 + ∆2C), γSR = 4|g|2Nκ/3(κ2 + ∆2C),∆C = δC∆ϕ. Here ∆ϕ is the
difference to the angle at which the guided mode is excited resonantly in the cavity, ∆ is
the detuning from the first Mössbauer transition, γ is the spontaneous decay rate of the
excited state of this transition, and γSR,∆LS represent the superradiance and Lamb shift
effects. g,N, κ denote the coupling constant between the x-ray pulse and the iron nuclei,
the number of iron nuclei and the loss rate of the cavity, respectively. The reflectance
for the x-ray pulses consists of two parts, one is contributed by the interaction only with
the cavity, as given by RAeiφA , the other one is due to the interaction with both the
thin cavity and the embedded iron nuclei, as denoted by RBeiφB . As an analogy to
single photons incident on a Mach-Zehnder interferometer with phase shifters inserted
in the two arms [297], the reflectance |R|2can be considered as the probability of photons
detected at one of the two output ports, depending on the relative phase shift between the




= cos[φA(∆ϕ)− φB(∆ϕ,∆)] . (6.2)
Later on we will construct a Bell’s like inequality based on this scaled reflectivity.
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6.2.1 The weak x-ray source
The x-ray pulses emitted from synchrotron light sources are weak in a sense that they
contain less than one resonant photon in each pulse. In the Fock state representation,
the state of the x-ray pulse can be written as
|Ψ〉 ∝ |0〉+ ε|1〉+ ε2|2〉+ . . . , (6.3)
where we have ε  1. It is reasonable for us to neglect the higher occupations in the
Fock state, then the x-ray pulse can be well treated as a single photon source. In the
following, we consider the single-photon case, i. e.,
|Ψ〉 ' |0〉+ ε|1〉 . (6.4)
6.2.2 The mode-entangled state of the x-ray photon
As has been briefly discussed above, the contributions to the reflectivity consist of two
parts. One channel is due to the interaction between the x-ray photon and the thin
cavity only, the other one is due to the interaction between the x-ray photon and both
the cavity and the embedded iron nuclei. These two contributions can be considered as
two effective paths where the x-ray photon could pass through. However, we have no
information to distinguish which path the x-ray photon chooses to travel through. In
other words, the x-ray photon could be either in the “cavity without nuclei (Path A)”
or in the “cavity with nuclei (Path B)” path. This would lead to an entangled state of
the x-ray photon between the two different modes of paths
|Ψ〉E = cA|1〉A|0〉B + cB|0〉A|1〉B , (6.5)
where E denotes “Entanglement”, and ci (i = A,B) are the coefficients satisfying the
normalization relation |cA|2 + |cB|2 = 1.
6.3 Derivation of the locality criterion in a Mach-Zehnder
interferometer
From the discussions above, we can know that the weak x-ray pulses interacting with the
thin cavity embedded with 57Fe nuclei is closely connected to a single photon traveling
in a Mach-Zehnder interferometer. With this analogy in mind, we will derive the locality
criterion for the single x-ray photons here. First, let us have a look at the Mach-Zehnder
interferometer as shown in Fig. 6.2. Two single-photon sources with different modes a1
and b1 arrive at the first lossless beam splitter (BS1) of the interferometer. The output








where a2, b2 are the intermediate modes after BS1, and ti, ri denote the amplitude re-
flection and transmission coefficients of mode i (= a, b). We define the transformation



















Figure 6.2: A schematic diagram for a Mach-Zehnder interferometer with inserted phase shifters
φa and φb in the two arms. φa0 and φb0 account for the constant phase changes that the photon
experiences in the two arms respectively. a1, b1 are the two modes of the input states, and a2, b2 are
the two intermediate states, while a3, b3 represents the two output states. The two beam splitters
are denoted by BS1 and BS2, and are assumed to be lossless and symmetric here.





We are considering the case of a lossless beam splitter, which means the conservation
of probability should be satisfied, then the matrix M should be unitary. It results in











where t∗i (r∗i ) is the complex conjugate of ti(ri). For a unitary matrix, the determinant
of M should be one, leading to tatb − rarb = eiϕ, which is only an overall factor and we
can choose ϕ = 0 [312]. In this case, we find that
t∗a = tb , (6.9a)
ra = −r∗b . (6.9b)
These quantities can be rewritten as |ta|eiϕta , |ra|eiϕra , |tb|eiϕtb and |ra|eiϕra . Substitut-
ing these new forms into Eq. (6.9), it yields
|ta| = |tb| , (6.10a)
|ra| = |rb| , (6.10b)
ϕra − ϕta + ϕrb − ϕtb = pi . (6.10c)
120 6. Quantum nonlocality of a single photon in the x-ray regime
Furthermore, the commutation relation [i2, i†2] = 1 (i = a, b) and [a2, b
†
2] = 0 should be
fulfilled for a lossless beam splitter [313]. This yields
tat
∗
a + rbr∗b = 1 , (6.11a)
tbt
∗
b + rar∗a = 1 , (6.11b)
tar
∗
a + t∗brb = 0 . (6.11c)
As the photon travels in the two arms, there might be constant phase changes φa0, φb0
due to propagation effects. Furthermore, the two intermediate modes a2, b2 are modified
by two phase shifters φa, φb independently, and then act as the input to the second BS2.










here we have assumed two perfect mirrors and identical properties for the two beam split-
ters. When there is only one single photon in mode a incident onto the interferometer,














If we record N single photon measurements at a3, b3, then the photon number detected
at the two ports are given as
Na(φa, φb) = N
∣∣t2aei(φa0+φa) + rarbei(φb0+φb)∣∣2 , (6.15a)
Nb(φa, φb) = N
∣∣taraei(φa0+φa) + tbraei(φb0+φb)∣∣2 . (6.15b)
In case the two phase shifters are set to zero, i.e., φa = φb = 0, then we have
Na0 = N
∣∣t2aeiφa0 + rarbeiφb0 ∣∣2 , (6.16a)
Nb0 = N
∣∣taraeiφa0 + tbraeiφb0∣∣2 . (6.16b)
Suppose now we only apply a phase shift φa in the first arm of the interferometer and set
φb = 0, then there will be NA = |Na(φa0 +φa, φb0 = 0)−Na0| photons that change their
paths, and N −NA photons that do not change their paths. Similarly, NB = |Na(φa0 =
0, φb0 +φb)−Na0| photons change their paths and N −NB photons do not change their
paths, if only φb is applied. When both phase shifters are applied simultaneously, the
number of photons that change their paths is NAB = |Na(φa0 +φa, φb0 +φb)−Na0| and
photons that do not change their paths are N −NAB.
Assume now that those photons that do not change their paths, both when only φa is
applied, and when only φb is applied, will still not change their paths when both φa and
φb are applied. As discussed in Ref.[297], this assumption means that any cooperative
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effects between φa and φb are not allowed. It may be considered as a single-photon
version of the locality assumption. Let us introduce the sets SN , SA, SB and SAB as the
total N photons, N −NA photons that do not change their path when only φa is used,
N −NB photons that do not change their path when only φb is applied, and N −NAB
photons that do not change their path when both φa and φb is applied, respectively. The
locality assumption indicates that the set SA ∩SB should be a subset of SAB. Since the
number of photons belonging to SA∩SB is equal to or greater than N −NA−NB. Then
the locality assumption leads to the inequality
N −NAB ≥ N −NA −NB , (6.17)
which is equivalent to
NAB ≤ NA +NB , (6.18)
Substituting NA, NB and NAB into Eq. (6.18), we have∣∣n0 − nAB∣∣ ≤ ∣∣n0 − nA∣∣+ ∣∣n0 − nB∣∣ , (6.19)
where ni (i ∈ {0, A,B,AB}) is defined as
n0 =
∣∣t2aeiφa0 + rarbeiφb0 ∣∣2 , nA = ∣∣t2aeiφa1 + rarbeiφb0∣∣2 ,
nB =
∣∣t2aeiφa0 + rarbeiφb1 ∣∣2 , nAB = ∣∣t2aeiφa1 + rarbeiφb1∣∣2 . (6.20)
In the upper expressions we have set φa1 = φa0 +φa and φb1 = φb0 +φb. For a symmetric
beam splitter, we can apply the Degiorgio’s relation [312, 314, 315]
ta = tb = t , (6.21a)
ra = rb = r , (6.21b)
ϕr = ϕt +
pi
2 , (6.21c)
then the quantities ni defined in Eq. (6.20) can be simplified to
n0 =
∣∣RAeiφa0 −RBeiφb0∣∣2 , nA = ∣∣RAeiφa1 −RBeiφb0∣∣2 ,
nB =
∣∣RAeiφa0 −RBeiφb1∣∣2 , nAB = ∣∣RAeiφa1 −RBeiφb1∣∣2 ,
RA =
∣∣t2a∣∣ , RB = ∣∣rarb∣∣ . (6.22)
Note that if the two beam splitters are symmetric, then we have ta = tb = 1/
√
2 and
ra = rb = i/
√
2, which leads to RA = RB = 1/2. The inequality Eq. (6.19) then reads∣∣cos(φa0 − φb0)− cos(φa1 − φb1)∣∣
≤ ∣∣cos(φa0 − φb0)− cos(φa1 − φb0)∣∣+ ∣∣cos(φa0 − φb0)− cos(φa0 − φb1)∣∣ . (6.23)
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For the specific case where φa0 = 0, φb0 = 0, this inequality can be reduced to





which is exactly the same result as in Ref. [297].
6.4 Quantum nonlocality of a single x-ray photon
6.4.1 Theoretical demonstration
For the x-ray case in the superradiant limit we have Γ ' γSR [107, 108], the reflectance
given in Eq. (6.1) can be simplified to
|R|2 = |RAeiφA −RBeiφB |2 , (6.25a)
RA =
√




, φB = Arg[−+ i] . (6.25c)
Taking the scaled reflectivity defined in Eq. (6.2), we then find the locality criterion for
a single photon in the x-ray regime as following∣∣Rs(φA0, φB0)−Rs(φA1, φB1)∣∣
≤ ∣∣Rs(φA0, φB0)−Rs(φA1, φB0)∣∣+ ∣∣Rs(φA0, φB0)−Rs(φA0, φB1)∣∣ . (6.26)
In order to illustrate the nonlocality of a single x-ray photon, we need to show whether




− ∣∣Rs(φA0, φB0)−Rs(φA1, φB0)∣∣− ∣∣Rs(φA0, φB0)−Rs(φA0, φB1)∣∣ . (6.27)
A value f(∆ϕ,∆) > 0 indicates the violation of the locality at a specific incident angle
∆ϕ and detuning ∆. This quantity is shown for a broad range of parameters in Fig. 6.3.
It is clearly visible that f(∆ϕ,∆) > 0 is satisfied in some regions where proper values for
the incident angle ∆φ and detuning ∆ are chosen, suggesting that locality is violated.
6.4.2 Experimental implementations
We have theoretically discussed the violation of locality for the x-ray photons. In the
context of experimentally testing nonlocality of the x-ray photons, we need to measure all
the four quantities evolved in Eq. (6.27). Specifically, Rs(φA0, φB0) is the initial state of
the system, Rs(φA1, φB0) and Rs(φA0, φB1) correspond to the two different cases where
only the phase in Path A is shifted by ∆φA = φA1 − φA0, or ∆φB = φB1 − φB0 only
in Path B, respectively, and Rs(φA1, φB1) denotes the case that the phase shifts ∆φA
and ∆φB are applied in both paths. All these four quantities need to be determined
independently from experimental measurements. Unfortunately, only the total reflection
|R|2 is directly measurable in current experimental facilities. Nevertheless, it is still
possible to determine Rs(φA, φB) via a series of measurements of |R|2 at different incident
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Figure 6.3: The violation-indicating quantity f(∆ϕ,∆) as a function of ∆ϕ and ∆. Here we only plot
the region where f > 0, indicating violation of locality defined in Eq. (6.26). The initial condition
is chosen as ∆ϕ0 = −
√
3κ,∆0 = −Γ(∆ϕ0)/2 + ∆LS(∆ϕ0), such that φA0 = pi/3, φB0 = pi/4.
Parameters are: κ = 45, δC = −1, |g|2N = 2015, γ = 1.
angles ∆ϕ and detunings ∆. For example, in order to determine Rs(φA0, φB0), we could
perform the three following measurements
1. Measure the total reflection at {∆ϕ0,∆0}, which gives
∣∣R(∆ϕ0,∆0)∣∣2.
2. Measure the total reflection at {∆ϕ0,∆ → ∞}, which yields
∣∣R(∆ϕ0,∆ → ∞)∣∣2.
From Eq.(6.1) we know that RB(∆ϕ0,∆ → ∞) = 0, so we have |RA(∆ϕ0)|2 =∣∣R(∆ϕ0,∆→∞)∣∣2 at this step.
3. From Eq.(6.1), we solve (∆ϕ0,∆0) = (∆ϕ = 0,∆
′








we then measure the total reflectance at {∆ϕ = 0,∆′0} which gives
∣∣R(∆ϕ =
0,∆′0)
∣∣2. Since RA(∆ϕ = 0) = 0, we have |RB(∆ϕ = 0,∆′0)|2 = ∣∣R(∆ϕ = 0,∆′0)∣∣2.
Furthermore, from Eq.(6.1) and (6.28) we find RB(∆ϕ = 0,∆
′
0) = RB(∆ϕ0,∆0).
Then we find that |RB(∆ϕ0,∆0)|2 =
∣∣R(∆ϕ = 0,∆′0)∣∣2.
After these independent measurements, we have obtained the values for
∣∣R(∆ϕ0,∆0)∣∣2,
|RA(∆ϕ0)|2 and |RB(∆ϕ0,∆0)|2. These values are then substituted into the expression
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for Rs(φA0, φB0) as given in Eq.(6.2). Finally, Rs(φA0, φB0) is determined
Rs(φA0, φB0) =






Following the same procedure, the values for the other three quantities Rs(φA1, φB0),
Rs(φA0, φB1) and Rs(φA1, φB1) can be also obtained. Consequently, the locality criterion
can be tested experimentally.
6.5 Conclusions
We proposed a scheme to test the nonlocality of a single photon in the x-ray regime,
based on the weak x-ray pulses emitted from synchrotron radiation sources interacting
with 57Fe nuclei which are embedded in a thin cavity. The x-ray pulse is so weak
that it can be consdered as single photon sources around the first Mössbauer transition
frequency in 57Fe nuclei. In a full optical quantum model [107], the reflectance of the
cavity for the x-ray photon can be derived, and it consists of two contributions from two
different paths. One path is due to the x-ray photons interacting with the cavity only,
while the other one results from the x-ray photons interacting with both the cavity and
embedded nuclei. Analogous to a Mach-Zehnder interferometer with two phase shifters
inserted into the two arms respectively, we then derived the locality criterion for the
x-ray photon. Finally, we found the locality criterion can be violated at specific incident
angles and detunings of the x-ray photon. Our scheme is feasible in current experiments,
and a possible measurement scheme are also discussed.
For a proof-of-principle demonstration of nonlocality of a single photon that can be
experimentally examined in the x-ray regime, we are left with one of the loopholes, which
is local communication. In our scheme, the two effective paths for the single photon are
intrinsically inseparable, this would imply that local communication between the two
paths could in principle be possible. Apart from this loophole, one might argue that the
absorption for the x-ray photon due to, for example, nuclei transition and cavity loss,
would affect the actual experimental test. Fortunately, the effect due to absorption can
be eliminated by performing the post-selection procedure, however, this may lead us to
the second loophole of fair-sampling assumption [34].
On the other hand, our scheme would allow us to explore quantum nonlocality in a
completely new energy regime for the first time, which is orders of magnitude obove
currently existing setups. While we expect that the predictions of quantum theory hold
in this domain, it is, as always, the experimental tests which decide if our understanding




The thesis is devoted to the study of coherent control and manipulation of classical or
quantum light via nonlocal effects. It on the one hand sheds new light to the investigation
of controlling classical light propagation in the presence of nonlolcal linear or nonlinear
effects which may lead to promising applications in diverse fields, and on the other hand
explores new aspects on the fundamental understanding of the physical properties of a
single photon.
In the first and main part of the thesis, we focused on the coherent control and ma-
nipulation of classical light propagation via nonlocal linear or nonlinear effects in the
paraxial regime. In Chapter 3, we first examined the validity of the paraxial approxima-
tion by studying beam propagation in an optically written waveguide structure induced
in a five-level atomic system interacting with spatially dependent Gaussian control fields
and an incoherent pump field. It has been shown that already in a single optically writ-
ten waveguide, accurate results for the beam propagation cannot be obtained within the
paraxial approximation when the width of the probe field is too small as compared to its
wavelength. The correct propagation dynamics has been attained by numerically calcu-
lating the full Maxwell equations with FDTD method. Moreover, we have demonstrated
that selective optical steering can be achieved in a controllable branched-waveguide struc-
ture which is formed inside the medium by applying a spatially dependent control field
consisting of two parallel and one tilted Gaussian beams. The visibility of this selective
steering can be easily controlled by the tilting angle of the tilted beam.
The recent theoretical and experimental developments in three-level lambda atomic
systems under the EIT configuration have shown that the thermal motion and collisions
can give rise to nonlocal linear effects in the Dicke narrowing regime. This specific type
of nonlocal linear effects is in terms of linear susceptibility in which the linear dispersion
is quadratic in k⊥ in momentum space and thus can be employed to exactly eliminate
the paraxial diffraction of laser fields having arbitrary spatial profiles at certain cir-
cumstances. However, strong inevitable absorption involved in this physical mechanism
owing to the required two-photon detuning leads to severe attenuation of the input laser
beams, rendering it useless for practical application. Based on this physical mechanism,
we then extended in Chapter 4 to study diffractionless and lossless light propagation,
uniform phase modulation, and diffractionless image reproduction and frequency con-
version. First, we applied an additional two-way incoherent pump to couple another
transtion in a four-level double-lambda thermal atomic system interacting with both
coherent probe and control fields. The effect of this incoherent field is to redistribute
the populations among the four states. Subsequently, the coherent control field induces
atomic coherences which leads to constant gain for the probe field. Depending on the
intensity of the incoherent pump, the single-photon absorption can be completely com-
pensated or even surpassed by the gain from the atomic coherences. Meanwhile, the
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linear dispersion is still quadratic in k⊥ except for a different constant offset. As a re-
sult, the paraxial diffraction is exactly eliminated in the momentum space, and the probe
field encoded with arbitrary images can propagate in the prepared thermal medium with
neither diffraction nor absorption.
Next, we then found the constant offset in the linear dispersion can be utilized to apply
an uniform pi phase modulation to the probe beam while its other physical properties
are exactly preserved. This uniform pi phase modulation, which can be easily tuned
by parameters such as the amplitude of the control field or the incoherent pump, has
been accomplished at a low atomic density and in a rather short distance less than one
Rayleigh length, and does not depend on the probe field intensity.
Furthermore, we proposed a novel scheme to realize diffractionless image reproduc-
tion and frequency conversion based on four-wave mixing (FWM) in a thermal five-level
triple-lambda atomic vapor interacting with a probe laser beam encoded with arbitrary
spatial profile, two coherent plane-wave control fields and an additional two-way inco-
herent pump. The generated FWM signal field has a different frequency but the same
spatial distribution with respect to the probe field. At the time when the paraxial diffrac-
tion of both the probe and signal beams is eliminated by the nonlocal linear effects, the
two-photon absorption is compensated by the gain from atomic coherences generated
by the incoherent pump together with the two coherent laser fields. Furthermore, the
conversion processes are tunable via changing the amplitude of the incoherent pump or
the control fields.
In Chapter 5, we turned into studying light propagation dynamics in the presence of
nonlocal nonlinear effects in interacting Rydberg atoms. We first developed a model to
describe the thermal Rydberg atoms interacting with two coherent probe and control
laser fields under the EIT configuration. Under the crucial approximation that the time
variation in the dipole-dipole interactions due to atomic motion can be neglected, we
have found an analytical form for the nonlocal nonlinear atomic response of the thermal
Rydberg atoms. Based on this analytical form, we first studied the probe propagation in
the regime where the single-photon transitions are near resonant, and it was found that
the nonlinear absorption for the probe field is weakened as the temperature increases.
Different from the dynamics in the near-resonant regime, it was shown that in the far-
off regime the nonlocal nonlinear dispersion remains almost unchanged, meanwhile the
nonlocal nonlinear absorption is firstly enhanced and then weakened as the temperature
grows. Consequently, modulational instability (MI) is initially suppressed and then
strengthened with increasing temperature. We then proposed a model to describe the
MI effect in nonlocal nonlinear media with absorption. As compared to the purely
dispersive media, counterintuitively, we have found that in absorptive nonlocal nonlinear
media each wave component will exhibit the MI effect, which however simultaneously
competes with the nonlocal nonlinear absorption, and eventually is suppressed.
Stimulated by the mathematical equivalence between the paraixal wave equation and
the quantum Schrödinger equation, we proceeded to study the PT-symmetric propaga-
tion dynamics in cold interacting Rydberg atoms. By considering the ARG and EIT
processes in two different atomic species, we were able to create a linear optical periodic
potential respecting PT symmetry. It has been shown that this potential results in an ei-
ther completely real or partially complex band structure, depending on the ratio between
the real and imaginary parts of this potential. Below this threshold, the band structure
is real, referring to an unbroken PT-symmetric phase. Otherwise complex conjugate
eigenvalue pairs appear in band structure, corresponding to a broken PT symmetry of
the system. This phase transition from unbroken to broken PT-symmetric phase can be
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further induced by the presence of nonlinear nonlocal effects due to the Rydberg-Rydberg
interactions. We then proceeded to investigate the related propagation dynamics. In
the linear regime, it is stationary for the probe propagation in a PT-symmetric phase,
otherwise, the probe experiences exponentially growing or decaying. However, in the
nonlinear regime, oscillating behaviors appear in the probe propagation due to the com-
bination of linear and nonlocal nonlinear effects.
In the second part of the thesis, quantum nonlocality of a single photon has been
investigated in the x-ray regime in Chapter 6. Based on the recent developed theory
and followed experiments where the weak x-ray pulses with central frequency at 14.4
keV interact with 57Fe nuclei embedded in a thin cavity, we theoretically proposed a
scheme to test the nonlocality of a single x-ray photon. The x-ray pulses emitted from
the synchrotron radiation sources are so weak that they can only excite one of the nuclei
at a time and can thus be considered as single-photon sources. We find that the x-ray
pulses interacting with the cavity and the 57Fe nuclei can be treated as a Mach-Zehnder
interferometer, in which one mode of path is the empty cavity and the other one is the
combination of the nuclei and the thin cavity, leading to an entangled state between the
two modes for the single x-ray photons. Analogous to a Mach-Zehnder interferometer
with phase shifters inserted in the two arms, we then deduce the locality criterion in
terms of Bell-like inequality for the x-ray photons in the system. In the end, we find
that this locality criterion can be violated at specific incident angles and detunings of
the x-ray pulses impinging on the cavity, indicating the nonlocality of x-ray photons.
We have also discussed the possible procedures to experimentally test the proposal.
Finally, we should emphasize that all the theoretical proposals demonstrated above
are promising to be examined in current experimental settings.
Outlook
The results illustrated in this thesis certainly presents only a small and partial step
toward the study on the coherent control of classical or quantum light via nonlocal
effects, nevertheless, it may trigger further possible fresh ideas in these directions.
First, in the study of nonlocal linear effects in thermal atomic vapor, we mainly con-
cern about the light propagation in the continuous-wave limit where the time evolution
is ignored. In the theoretical calculations done in Chapter 4, we have already obtained
the atomic susceptibility in the frequency and momentum space, which in return leads to
a time and position-dependent atomic response by simply applying the Fourier transfor-
mation. Thus, an direct extension to study time evolution of the laser pulse propagation
is obviously possible in our thermal atomic system. Considering the specific form of the
nonlocal response for the thermal atoms obtained in Chapter 4, it is reasonable to argue
that one can obtain a stationary pulse propagation, since the group velocity dispersion
of the probe pulse can be in principle canceled by the atomic response.
Secondly, in the model developed to describe thermal interacting Rydberg atoms, we
have to make the crucial approximation that the time variation in the dipole-dipole inter-
actions due to atomic motion can be neglected, in order to obtain the analytical form of
the atomic response. Owing to this crucial approximation, other physical consequences,
such as time evolution, may not be covered from the proposed model. Improvements of
the present model can be explored by further alleviating this approximation, for example,
with input from statistical thermodynamics. One then may be able to understand better
or interpret the time-dependent coherent phenomena found in these pioneer experiments
which were conducted in thermal interacting Rydberg atoms.
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Furthermore, with the input of physical concepts such as geometric phase or topolog-
ical properties of the band structure [316, 317] developed in quantum theory, especially
in solid state physics, it is possible to investigate the geometric phase or topological
properties of the band structure in PT-symmetric systems. It would be reasonable to
study the effect of phase transition on the topological properties of the energy bands. In
particular, in the presence of nonlocal nonlinear effects, it would be hopeful to expect
that interesting results can be possible found.
Lastly, in the quantum level, it is promising to explore the nonlocal realism of a
single photon, apart from the quantum nonlocality. In fact, in the proposed scheme to
test the quantum nonlocality of a single x-ray photon, the two intrinsically inseparable
paths for the single photon may lead to one of the loopholes that local communication
between the two paths could in principle be possible. However, this loophole is irrelevant
in the study of nonlocal realism of entangled systems, which is directly linked to the
concept of reality. Following the theoretical model to test nonlocal realism developed by
Leggett [93], one may construct an inequality criterion to test the nonlocal realism of a
single photon based on its quantum behaviors in the Mach-Zehnder interferometer, and
may be further checked experimentally in the system of planar thin cavity interacting
with x-ray photons emitted from synchrotron radiation sources.
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