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RESUMO
A videovigilaˆncia compo˜e-se de um conjunto de caˆmeras e demais recursos
tecnolo´gicos para servir como uma ferramenta que visa a seguranc¸a pu´blica
ou privada em locais estrate´gicos da movimentac¸a˜o de pessoas e/ou veı´culos.
Os interesses por estes sistemas, em expansa˜o pelo mundo, esta˜o ligados a sua
potencialidade em coibir atos antissociais, apoiar na melhoria da mobilidade
urbana ou ainda detectar ou prevenir eventos que demandem ac¸a˜o imediata
para evitar colapsos, ou mesmo salvar vidas. A automac¸a˜o na monitorac¸a˜o
e´ uma necessidade irreversı´vel pois, sendo centralizada, depende de um ope-
rador humano para fiscalizar muitas caˆmeras atrave´s de um trabalho tedioso,
cansativo e sujeito a erros e omisso˜es no acompanhamento de movimentac¸a˜o
suspeita. A Detecc¸a˜o de Movimento Anormal (DMA) e´ uma ana´lise de vı´deo
u´til para fins de videovigilaˆncia e, em especial, aquela realizada sobre o rastre-
amento de objetos em trajetos globais na˜o usuais. Em func¸a˜o das barreiras no
tratamento computacional de grandes volumes de dados, mesmo nas moder-
nas arquiteturas de sistemas embarcados, propostas encontradas nas aborda-
gens baseadas em rastreamento sa˜o geralmente limitadas em flexibilidade no
que diz respeito a cena´rios, metas, durac¸a˜o do vı´deo e realidade e assim, nem
sempre via´veis nas aplicac¸o˜es em tempo real. Visando extrair o melhor de um
modelo estatı´stico para esse propo´sito, como o modelo de misturas gaussia-
nas (GMM - Gaussian Mixture Modeling), o presente trabalho apresenta uma
nova abordagem para DMA ancorada sobre um classificador bina´rio o´timo e
construı´da a partir de treˆs processos iterativos durante um treinamento super-
visionado: a gerac¸a˜o de amostras sobre agrupamentos uniformes formando
uma grade de regio˜es, a aprendizagem por regia˜o dos paraˆmetros de uma
func¸a˜o de distribuic¸a˜o de probabilidade (pdf ) multivariada e por fim, o uso
de curvas caracterı´sticas de operac¸a˜o do receptor (ROC - Receiver Operating
Characteristics) para encontrar o melhor classificador. Como base para ava-
liar a abordagem foram utilizados dados resultantes de anotac¸o˜es de vı´deo
do mundo real, elaborados a partir de ferramentas pro´prias ou de domı´nio
pu´blico. Os resultados avaliados demonstraram que cada cena´rio possui uma
a´rea de agrupamento que otimiza o desempenho da DMA mesmo com uma
significativa reduc¸a˜o de amostras. Neste aspecto, ale´m da tese contribuir com
uma metodologia que garante a melhor performance dentro da abordagem de
DMA proposta, ela revela que uma ana´lise baseada em regia˜o reduz o custo
computacional sem afetar significativamente a qualidade das infereˆncias.
Palavras-chave: Detecc¸a˜o de Movimento Anormal, Ana´lise de Vı´deo, Vide-
ovigilaˆncia Automatizada, Ana´lise de Movimento, Reconhecimento de Padro˜es

ABSTRACT
Video surveillance is composed of a set of cameras and other technological
resources to serve as a tool to public or private safety in strategic locations
of moving people and/or vehicles. The interest by these systems, expanding
worldwide, are linked to their potentiality in curbing antisocial acts, to assist
in improving urban mobility or also detect or prevent events that require im-
mediate action to prevent collapses, or even save lives. The automation in mo-
nitoring these systems is an irreversible necessity, because being centralized,
depends on a human operator to monitor many cameras through a tedious, ti-
resome and prone to errors and omissions job in the monitoring of suspicious
motions. The Abnormal Motion Detection (AMD) is a useful video analy-
sis for video surveillance purposes, and in particular, that performed on the
objects tracking in unusual global paths. Due to the barriers in computatio-
nal treating of large amounts of data, even in modern architectures embedded
systems, proposals found in tracking based approaches are generally limited
in flexibility regarding scenarios, goals, length of video and reality and thus,
not always feasible in real-time applications. Aiming to extract the best from
a statistical model for this purpose, as a Gaussian Mixture Model (GMM -
Gaussian Mixture Modeling), this work presents a new approach to AMD
docked on a best binary classifier and built from three iterative processes over
a supervised training: The samples generation over uniform clusters forming
a grid of regions, learning the parameters per region of a probability distri-
bution function (pdf ) multivariated and finally, the use of curves the receiver
operating characteristics (ROC - Receiver Operating Characteristics) to find
the best classifier. As a basis to evaluate the approach, data derived from real
world video annotations were used, elaborated from own or public domain
tools. The evaluated results demonstrated that each scenario has a clustering
area that optimizes the AMD performance even with a substantial samples
reduction. In this regard, besides the thesis contribute on a methodology that
ensures the best AMD approach performance, it reveals that a region-based
analysis reduces computational cost without significantly affecting the infe-
rences quality.
Keywords: Abnormal Motion Detection, Video Analysis, Automated Sur-
veillance, Motion Analisys, Pattern Recognition.
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1.1 A VISA˜O COMPUTACIONAL E A VIDEOVIGILAˆNCIA
A visa˜o computacional e´ uma a´rea da engenharia com foco na pesquisa
e desenvolvimento de me´todos e te´cnicas para que os sistemas computacio-
nais consigam interpretar imagens em diversos contextos. Diante dos resulta-
dos desses estudos, as informac¸o˜es relevantes adquiridas como dados de en-
trada para inu´meras aplicac¸o˜es na automac¸a˜o de sistemas, deixou de ser tarefa
somente de sensores eletroˆnicos baseados em fenoˆmenos fı´sicos ou quı´micos
como mecaˆnicos, fotoele´tricos, te´rmicos, sonoros, eletromagne´ticos, entre
outros. As imagens captadas por caˆmeras passam a substituir com vantagens
em diversas aplicac¸o˜es, muitos desses tipos de sensores uma vez que elas tem
muitas particularidades com a visa˜o humana. As informac¸o˜es capturadas por
essa via carregam um grau maior de detalhes que, se bem modelados, ajudam
os sistemas computacionais a tomarem deciso˜es sobre o que esta˜o “vendo”,
similarmente a reac¸a˜o dos seres humanos quando esta˜o diante de observac¸o˜es
dos eventos ou fenoˆmenos de interesse. Isso vale tanto para imagens esta´ticas
quanto para uma sequeˆncia delas, quando assim formam uma sequeˆncia de
imagens do mesmo cena´rio denominados de frames de vı´deo.
Baseado nessa ideia, um amplo espectro de aplicac¸o˜es foi sendo so-
mado a um rol de possibilidades que ficou melhor adaptado ou adequado ao
campo de estudo da visa˜o computacional. Como consequeˆncia, esta a´rea se
desdobrou em va´rios ramos de pesquisa distribuı´dos entre duas categorias
bem definidas de aplicac¸o˜es: aquelas ligadas com o processamento e ana´lise
de imagens e as outras associadas com o processamento e ana´lise de vı´deo. A
Figura 1 ilustra as principais ramificac¸o˜es da visa˜o computacional como uma
tentativa de definir sua taxonomia. Os extremos de todos esses ramos geram
uma infinidade de to´picos de estudos especı´ficos das va´rias aplicac¸o˜es que
crescem a cada ano, e que por isso na˜o sa˜o detalhados nessa classificac¸a˜o.
Uma diferenciac¸a˜o importante nessa taxonomia e´ a separac¸a˜o entre as
classes vı´deo e imagem. Em sı´ntese, o vı´deo e´ um conjunto de imagens se-
quenciadas em uma determinada escala de tempo que proporciona ao obser-
vador, a sensac¸a˜o e o registro de movimento dos objetos mo´veis pertencentes
a um mesmo cena´rio. Toda aplicac¸a˜o que necessita obrigatoriamente usar um
ou mais frames anteriores como refereˆncia de entrada para produzir um re-
sultado de saı´da, esta´ categorizada como uma aplicac¸a˜o de vı´deo. Na divisa˜o
dos ramos e´ importante destacar que o termo ana´lise esta´ relacionado com um
conjunto de ferramentas mais sofisticado que permite modelar problemas em
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um nı´vel maior de abstrac¸a˜o. Em geral, os resultados de uma ana´lise esta˜o
relacionados com tomadas de decisa˜o ou infereˆncias sobre um conjunto de
informac¸o˜es que participou da modelagem. O termo processamento refere-
se a alguma transformac¸a˜o matema´tica sobre os dados de entrada que enta˜o
resultam em outros, agora carregados com novas informac¸o˜es de interesse.
Esses novos dados podem ser os dados de entrada para um novo processa-
mento ou ana´lise como os que esta˜o previstos nessa taxonomia.
Desse modo, os to´picos de pesquisa nas aplicac¸o˜es de videovigilaˆncia,
podem estar situados nas pontas das muitas ramificac¸o˜es da categoria vı´deo.
Os ramos associados com o trabalho desenvolvido aqui esta˜o circulados com
uma elipse na Figura 1. Vale destacar que a expressa˜o vigilaˆncia esta´ li-
gada fortemente com o significado do verbo monitorar e dessa maneira, a
diversidade de aplicac¸o˜es vai ale´m daquelas com o propo´sito de seguranc¸a.
Pode-se incluir aı´, fins como detecc¸a˜o, identificac¸a˜o, reconhecimento, su-
porte a automac¸a˜o residencial ou industrial, entre outros. Usando os diver-
sos mecanismos da visa˜o computacional e os modelos propostos ao longo
desses u´ltimos anos, especialmente aqueles embarcados com te´cnicas de in-
teligeˆncia artificial, a ana´lise de vı´deo tem explorado to´picos de pesquisa
avanc¸ados como, videovigilaˆncia inteligente, os sistemas interativos de re-
alidade virtual, as interfaces avanc¸adas de percepc¸a˜o humano-computador, a
visa˜o bio-inspirada e antecipada, a visa˜o robo´tica, a indexac¸a˜o e recuperac¸a˜o
de vı´deo baseado em contexto ou conteu´do, a ana´lise de performances espor-
tivas, a ana´lise meteorolo´gica, os sistemas de suporte ao motorista, os estudos
clı´nicos, a monitorac¸a˜o e controle de tra´fego, os sistemas de inteligeˆncia am-
biente, o suporte a sistemas legados de automac¸a˜o e seguranc¸a, entre outros.
Nessa perspectiva, a automac¸a˜o da monitorac¸a˜o de caˆmeras instaladas
em locais estrate´gicos da movimentac¸a˜o de pessoas e/ou veı´culos tem estimu-
lado o desenvolvimento de aplicac¸o˜es voltadas a` seguranc¸a pessoal ou mesmo
patrimonial. Encontrar os melhores me´todos e abordagens para tornar efeti-
vamente u´til essas aplicac¸o˜es e´ me´rito dos ramos de investigac¸a˜o em video-
vigilaˆncia os quais tem recebido uma intensa contribuic¸a˜o nos u´ltimos anos
(LI et al., 2012a) (ABRAMS et al., 2012). O reconhecimento da atividade
do ser humano, o principal ator ou o objeto nesse contexto, e´ naturalmente
uma das metas mais evidentes. Nesse sentido, a ana´lise da movimentac¸a˜o de
objetos dentro de um cena´rio ou do movimento do pro´prio objeto e´ a tarefa de
maior nı´vel a ser resolvida nesse escopo. Observa-se que para implementar
uma aplicac¸a˜o como essas, e´ necessa´rio uma cadeia de etapas que envolvem
tambe´m outros ramos de pesquisa definidos na taxonomia da Figura 1. Por
exemplo, para detectar o movimento anormal de um objeto baseando-se em
um modelo que acompanha o caminho no tempo e espac¸o do alvo, e´ ne-
cessa´rio como etapa anterior, modelar um sistema que consiga rastrear o ob-
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Figura 1: Os principais ramos de pesquisa em visa˜o computacional.
Fonte: Elaborado pelo autor.
jeto em questa˜o de modo confia´vel . Essa tarefa anterior vai exigir a aplicac¸a˜o
de modelos pro´prios de domı´nio de outro ramo da pesquisa em ana´lise de
vı´deo. Por sua vez, o rastreamento de objetos tambe´m vai consumir outros
modelos que envolvem domı´nios da pesquisa como o da segmentac¸a˜o de mo-
vimento, situados no ramo de pesquisa de processamento de vı´deo.
Ainda, e na˜o menos importante, especialmente no ramo de ana´lise de
vı´deo, o espectro de to´picos de pesquisa se multiplica caso deseja´ssemos seg-
mentar aqueles trabalhos que consideram se a captac¸a˜o de frames e´ feita por
caˆmera u´nica ou mu´ltiplas, fixas ou mo´veis, calibradas ou na˜o, entre outras
situac¸o˜es. Para manter um foco dentro dessa infinidade de possibilidades, o
presente trabalho se apoiou naquelas situac¸o˜es onde ha´ o maior interesse neste
ramo de pesquisa. Sendo assim, dirigiu-se a atenc¸a˜o para a videovigilaˆncia
de sistemas legados com caˆmera u´nica, fixa e sem calibrac¸a˜o.
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Propor uma soluc¸a˜o para a ana´lise do movimento de objetos, exige
uma se´rie de domı´nios de conhecimentos em torno das diversas e comple-
xas etapas de um sistema como esse. Dentre os diversos domı´nios, se des-
tacam as teorias, me´todos e modelos de reconhecimento de padro˜es, pro-
cessamento digital de imagens e da inteligeˆncia artificial. A ana´lise inicia
a partir da captac¸a˜o ou extrac¸a˜o dos sinais de vı´deo das caˆmeras e/ou sen-
sores de diversos tipos direcionados para os cena´rios de interesse, e conti-
nua ate´ a na˜o trivial interpretac¸a˜o sobre a normalidade ou na˜o do compor-
tamento dos objetos em movimento identificados. Para tanto, e´ necessa´rio
reproduzir nas ma´quinas, as noc¸o˜es de aprendizado e decisa˜o baseadas em
uma especializac¸a˜o sobre a massa de dados capturada durante a observac¸a˜o
de um cena´rio alvo.
Muitas alternativas de ferramentas e modelos esta˜o bem consolidados
dentro da a´rea da visa˜o computacional para resolver os problemas ou mesmo
propor soluc¸o˜es na ana´lise de movimento. No entanto, a abordagem, me´todo
ou estrate´gia faz toda a diferenc¸a na qualidade dos resultados e na justificativa
de sua utilidade e viabilidade.
1.1.1 A Capacidade Computacional na Automac¸a˜o de Sistemas de Visa˜o
A miniaturizac¸a˜o alcanc¸ada pela larga escala de integrac¸a˜o de semi-
condutores, possibilitou que sistemas embarcados ficassem junto a comple-
xas e convenientes aplicac¸o˜es voltadas para o ser humano, principalmente
aquelas onde os resultados dependem das reac¸o˜es em tempo real do que esta˜o
recebendo como dados de entrada. Va´rias arquiteturas de microcontroladores
permitem construir dispositivos completos com hardware dedicado, interfa-
ces de entrada e saı´da, processadores e memo´rias de grande capacidade e
sistemas operacionais incluindo aplicativos completos.
No entanto, as tecnologias e inovac¸o˜es na extrac¸a˜o ou sensoriamento
de dados com o propo´sito de automatizar os modernos processos, na˜o evoluiu
assim ta˜o rapidamente quanto aos recursos computacionais. A qualidade ou a
confiabilidade desses dados, definidos como informac¸a˜o de entrada, sa˜o que-
sitos ta˜o importantes quanto aos me´todos e modelos para seu processamento
nos sistemas computacionais. Em sı´ntese, essa etapa pre´via contribui inega-
velmente para o sucesso e utilidade das aplicac¸o˜es de maneira que a forma
de como se coleta dados do ambiente passou a ter uma atenc¸a˜o maior da pes-
quisa nesses u´ltimos 30 anos e ao que tudo indica, com mais eˆnfase ainda
para os pro´ximos anos.
Nos u´ltimos 50 anos do se´culo passado a cieˆncia dedicou muitos esforc¸os
para ampliar capacidades de processamento, armazenagem e transmissa˜o de
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dados. De fato as conquistas desses estudos esta˜o materializadas em produtos
e servic¸os que esta˜o disponı´veis em ma´quinas poderosas que hoje cabem na
palma de nossa ma˜o. Ao longo do tempo a lei de Moore1 veio sendo confir-
mada e o processamento de grandes volumes de dados com uso extensivo de
grandes quantidades de memo´ria ja´ na˜o e´ mais um privile´gio de super compu-
tadores ou de poucas aplicac¸o˜es nos dias atuais. Segundo Anderson (2009),
essa lei deve estar chegando ao fim pois os custos de desenvolvimento e con-
sumo de energia esta˜o cada vez mais altos. Como consequeˆncia os esforc¸os
dos pesquisadores atuais esta˜o mais direcionados na busca de soluc¸o˜es para
otimizar o uso dos recursos de hardware do que propriamente aumentar sua
capacidade.
As va´rias etapas de um completo sistema de visa˜o exigem considera´veis
recursos computacionais como memo´ria e poder de processamento para abrir
e gerenciar os va´rios processos em tempo real decorrentes na˜o so´ das etapas
preliminares da aquisic¸a˜o e transformac¸a˜o dos dados (pre-processamento das
imagens) como tambe´m das etapas intermedia´rias e finais de ana´lise dos fra-
mes de vı´deo. Apesar das alternativas como a divisa˜o desses processos em
sistemas modernos de computac¸a˜o em nuvem ou na virtualizac¸a˜o de compu-
tadores, e´ importante destacar que no caso de aplicac¸o˜es voltadas a videovi-
gilaˆncia, teremos dezenas ou ate´ milhares de caˆmeras que estara˜o gerando um
nu´mero cada vez maior de frames Por Segundo (FPS) para serem processa-
das. Isso se torna mais crı´tico ainda se a ana´lise dos frames de vı´deo depende
de longos perı´odos de observac¸a˜o para produzir suas infereˆncias. Especi-
almente nas abordagens baseadas em rastreamento para fins de automac¸a˜o
da videovigilaˆncia, o grande volume de dados e a complexidade dos algorit-
mos, sa˜o considerados relevantes barreiras para o tratamento computacional,
mesmo nas mais modernas arquiteturas de sistemas embarcados. Como con-
sequeˆncia, muitas abordagens encontradas no presente estudo sa˜o geralmente
limitadas em flexibilidade no que diz respeito a cena´rios, metas, durac¸a˜o do
vı´deo e realidade. Sendo assim, e´ deseja´vel priorizar propostas dentro da a´rea
de visa˜o computacional que minimizem os custos computacionais e comple-
xidades dos seus algoritmos para torna´-las enta˜o, via´veis nas aplicac¸o˜es em
tempo real (NAZARE et al., 2014) (BANG et al., 2012) (JAVED; SHAH,
2008).
A maneira usual de contornar os problemas de sobrecarga computacio-
nal nesses casos, e´ a adoc¸a˜o de modelos onde a ana´lise e´ feita por agrupamen-
1Em 1965 o presidente da Intel, Gordon E. Moore, fez uma previsa˜o sobre o futuro de qual-
quer dispositivo digital (chip) que e´ baseado em transistores como componentes principais. Mo-
ore estabeleceu que pelo mesmo custo de desenvolvimento, um chip teria um nu´mero de transis-
tores dobrado a cada 18 meses. Esta refereˆncia acabou sendo uma meta importante para indu´stria
de semicondutores que acelerou muitas pesquisas e processos tecnolo´gicos inovadores e assim
proporcionou chips cada vez mais complexos e com custos acessı´veis.
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tos de pixels em cada frame de vı´deo, dividindo assim, uma tarefa complexa
baseada em cada pixel da imagem por outras mais leves atuando em uma
quantidade menor de regio˜es de interesse ou ROI (Region of Interest). Neste
contexto, dependendo da estrate´gia utilizada para resolver essas tarefas me-
nores, e´ necessa´rio definir um tamanho ideal desses agrupamentos de modo
que o resultado final se mantenha aceita´vel dentro da proposta da ana´lise. En-
contrar o tamanho ideal de agrupamento passa a ser uma avaliac¸a˜o particular
de cada proposta e tambe´m uma das discusso˜es desta tese.
1.1.2 Ana´lise de Vı´deo em Videovigilaˆncia
Em uma aplicac¸a˜o usual, um sistema de videovigilaˆncia tem o ob-
jetivo de monitorar centralizadamente um conjunto de caˆmeras de vı´deo de
diversos tipos, usando uma infraestrutura de rede, comunicac¸a˜o e tecnologias
pro´prias. Essa monitorac¸a˜o abrange uma extensa a´rea de interesse para que
nela se proporcione algum nı´vel de seguranc¸a, seja pelo registro ou seja pela
observac¸a˜o em tempo real das imagens captadas dos objetos alvo. A reduc¸a˜o
dos custos de hardware especı´ficos para tratamento de vı´deo (LI; YIN, 2009)
tambe´m teˆm permitido a proliferac¸a˜o de sistemas de videovigilaˆncia em am-
bientes comerciais, industriais e residenciais. Sistemas como esses podem
conter centenas de caˆmeras estrategicamente espalhadas como em aeropor-
tos, a´reas urbanas, pre´dios comerciais, esta´dios entre outros. Uma soluc¸a˜o
de infraestrutura completa de centralizac¸a˜o dedicada a videovigilaˆncia para
estac¸o˜es de metroˆ e´ abordada por Li et al. (2013). Embora toda a rede pla-
nejada e implementada contemple a gereˆncia, controle e armazenamento de
dados e alarmes, ela e´ totalmente dependente da operac¸a˜o humana no que se
refere a ana´lise de eventos de vı´deo. No entanto os autores demonstram na
pra´tica um modelo de rede dedicada a videovigilaˆncia que ja´ esta´ preparada
para embarcar a inteligeˆncia da automac¸a˜o atrave´s de algoritmos de ana´lise
de vı´deo como tantos referenciados ou discutidos no presente trabalho.
No local de convergeˆncia concentram-se as informac¸o˜es de vı´deo e ou-
tras mı´dias associadas das a´reas ou zonas vigiadas. Assim, o gerenciamento
e armazenamento das informac¸o˜es ocorrem atrave´s do uso de computado-
res, equipamentos especı´ficos como o DVR (Digital Video Recorder), telas
de monitoramento e equipe de vigilaˆncia proporcional ao que se propo˜e mo-
nitorar. Mesmo com um conjunto de pessoas proporcional para a tarefa de
gereˆncia, existem dificuldades para o ser humano tratar e reconhecer todos os
eventos importantes.
O volume de informac¸o˜es, mesmo sendo resultado do uso das melho-
res te´cnicas de compressa˜o de vı´deo, atinge grandezas que sa˜o difı´ceis de
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tratar e transmitir, especialmente na condic¸a˜o de tempo real. Considerando
que essas informac¸o˜es convergem para uma central de monitorac¸a˜o, ainda e´
necessa´rio levar em conta que as infraestruturas necessa´rias de comunicac¸a˜o
e conectividade possuam larguras de banda2 suficientes para viabilizar este
tipo de servic¸o (YE et al., 2013).
Uma soluc¸a˜o para aliviar os gargalos de transmissa˜o, armazenamento
e tratamento de informac¸a˜o dos sistemas de videovigilaˆncia e´ o uso da ana´lise
de vı´deo automatizada como chave para que o sistema determine quando
comec¸ar e quando terminar o uso dos recursos da infraestrutura para tratar
eventos efetivamente relevantes. Destaca-se nesse ponto que, como elemento
fundamental, o operador humano tambe´m faz parte desse sistema e ele possui
severas limitac¸o˜es na atividade de monitorac¸a˜o (MORRIS; TRIVEDI, 2008).
Grande parte da fiscalizac¸a˜o visual ainda depende de um operador humano
na filtragem do grande volume de informac¸o˜es de vı´deo. E´ um trabalho te-
dioso, cansativo e sujeito a erros e omisso˜es no acompanhamento de eventos
relevantes que em geral, ocorrem de forma rara e aleato´ria.
Os sistemas com pouca ou nenhuma inteligeˆncia so´ sa˜o u´teis como
ajuda valiosa no resgate de informac¸o˜es acerca dos atos antissociais ja´ con-
sumados uma vez que na˜o possuem a capacidade de gerar alarmes em tempo
real. Esse e´ um fator limitante da eficieˆncia dos sistemas de videovigilaˆncia
convencional. Os dados de vı´deo atualmente sa˜o utilizados apenas como uma
ferramenta de retrospectiva forense, perdendo assim o seu principal benefı´cio
desejado como um sistema ativo em tempo real. Segundo Xu et al. (2010) e
Nazare et al. (2014) os sistemas convencionais analo´gicos conhecidos como
circuitos fechado de Televisa˜o (CCTV - Closed-Circuit Television) conecta-
dos a` DVRs e monitores sa˜o a base dos sistemas de primeira gerac¸a˜o de vi-
deovigilaˆncia. Na sequeˆncia, a segunda gerac¸a˜o de sistemas sa˜o aqueles que
incorporaram caˆmeras digitais e sistemas computacionais que permitem dar
suporte aos operadores ou mesmo automatizar muitas tarefas atrave´s de al-
goritmos de detecc¸a˜o, rastreamento e classificac¸a˜o visando o reconhecimento
de comportamento ou anormalidades. A terceira gerac¸a˜o usa caˆmeras dis-
tribuı´das e heterogeˆneas ale´m de sensores de diversos tipos para abranger
grandes a´reas de vigilaˆncia ampliando o uso no suporte a seguranc¸a pu´blica e
reforc¸o na protec¸a˜o contra ataques terroristas. Na atualidade estamos vivendo
a quarta gerac¸a˜o de sistemas de videovigilaˆncia onde sistemas sa˜o propostos
para fornecer alertas de eventos em tempo real e padro˜es estatı´sticos de longo
prazo e em sistemas vı´deo vigilaˆncia distribuı´da em larga escala. Exemplo
2A largura de banda em redes e meios de comunicac¸a˜o esta´ diretamente ligada com o desem-
penho na transmissa˜o e encaminhamento das informac¸o˜es dos sinais relacionados com os frames
de vı´deo capturados pelas caˆmeras. Ela pode ser definida como o intervalo de frequeˆncias contido
no sinal ou que um canal de comunicac¸a˜o permite passar ou ainda definida como a quantidade
de bits por segundo que um canal ou uma rede e´ capaz de transmitir.
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disso e´ o pioneiro sistema S3 (Smart Surveillance System) da IBM Corpora-
tion (HAMPAPUR et al., 2007) que foi construı´do sob infraestrutura de rede
IP (Internet Protocol) usando infraestruturas variadas de redes, sistemas dis-
tribuı´dos, base de dados e caˆmeras IP. O sistema ale´m de monitorar automa-
ticamente a cena atrave´s de aplicativos instalados como plugins, desempenha
o gerenciamento de dados, recupera vı´deos indexados baseados em diversos
reconhecimentos de eventos e reporta alarmes em tempo real via web.
Neste contexto, a tecnologia de detecc¸a˜o e monitorac¸a˜o de compor-
tamento de objetos mo´veis nos diversos ambientes requer conhecimentos ci-
entı´ficos e tecnolo´gicos em diversas a´reas em visa˜o computacional, reconhe-
cimento de padro˜es e de comportamento, ana´lise de redes de sensores sem
fio, tratamento eficiente de fluxo de vı´deo, entre outros. Algumas dessas teo-
rias teˆm sido consolidadas e transferidas em produtos comerciais como, sis-
temas oferecidos pela Panasonic, Bosch, Siemens, Vidient e Vistascape (LI;
YIN, 2009). Esses sistemas possuem muitas func¸o˜es u´teis como detecc¸a˜o
de mudanc¸a de direc¸a˜o, contador de alvos em movimento passando por uma
regia˜o, detecc¸a˜o de um intruso em uma a´rea proibida, objetos esquecidos en-
tre outras (TITTA et al., 2011) (JAVED; SHAH, 2008). Eles prometem a
garantia de identificar dentro de determinados contextos, mudanc¸as das ativi-
dades do ser humano que e´ o principal ator observado nas zonas monitoradas.
O estudo feito por Ra¨ty (2010) mostra que a automatizac¸a˜o de siste-
mas que envolvem a interpretac¸a˜o das cenas de vı´deo na˜o so´ tem um forte
apelo social como tambe´m uma aplicabilidade muita ampla em va´rios se-
tores da sociedade como engenharia e medicina. Os entraves tecnolo´gicos
destas aplicac¸o˜es esta˜o aos poucos deixando de ser importantes pois estes
recursos esta˜o cada vez mais acessı´veis. A criac¸a˜o de bases de dados para fu-
turas indexac¸o˜es automa´ticas de vı´deo em todos os nı´veis de processamento
das imagens tambe´m ja´ e´ outro recurso comum. Os recursos tecnolo´gicos
na˜o esta˜o somente ligados ao aumento da capacidade computacional e da
resoluc¸a˜o e qualidade das caˆmeras atuais. Inclui-se aı´ o processamento em
multi-nu´cleos de GPU (Graphics Processing Unit) (ZHANG et al., 2012) que
motiva o uso de imagens 3D (treˆs dimenso˜es), aos protocolos de controle,
redes IP (Internet Protocol) e Caˆmeras IP incluindo o uso em sistemas embar-
cados (APPIAH et al., 2009) (YANG et al., 2009).
Os trabalhos de Ma e Wan (2009) e Xu et al. (2010) destacam como a
associac¸a˜o de dados originados em outros sensores que na˜o somente caˆmeras,
pode ampliar a confiabilidade no rastreamento de objetos em diversos cena´rios.
Para este fim pode-se utilizar a fusa˜o de outras diversas fontes de dados como
a´udio, identificac¸a˜o por etiquetas ativas ou passivas de RFID (Radio Fre-
quency IDentification), por sinal de ra´dio ou geo-coordenadas (GPS - Glo-
bal Positioning System), sate´lites ale´m do uso de mu´ltiplas caˆmeras incluindo
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redes de sensores (CHEN et al., 2008). Essa diversidade de opc¸o˜es na busca
de contribuic¸o˜es para resolver os mais diversos problemas em videovigilaˆncia
tem apresentado importantes progressos, indicando que ha´ um campo vasto
de pesquisa nesta a´rea.
O vı´deo-monitoramento automatizado atrave´s de mu´ltiplas caˆmeras
por exemplo, e´ especialmente importante ao grande nu´mero de a´reas sensı´veis
a` seguranc¸a tais como bancos, lojas, residencias, estacionamentos, etc, seja
em tempo real ou atrave´s das sequeˆncias de vı´deo armazenados em arqui-
vos eletroˆnicos ou gravados em mı´dias apropriadas. Em ambientes que ja´
possuem algum sistema de seguranc¸a baseado na monitorac¸a˜o de circuitos
internos ou externos de caˆmeras, os fluxos de vı´deo desses arquivos sa˜o usa-
dos somente apo´s um evento de interesse ter ocorrido e de forma simples,
como uma ferramenta de identificac¸a˜o de detalhes dos eventos de interesse.
Essas aplicac¸o˜es trazem uma boa carga de motivos para utiliza-las
como inspirac¸a˜o e base na construc¸a˜o do presente trabalho. Na vida real,
implementac¸o˜es como essas podem evitar ou coibir atos criminosos, terroris-
tas, prejuı´zos financeiros ou a pro´pria vida humana ou ainda simplesmente
identificar movimentos na˜o usuais nas cenas de vı´deo que precisam receber
uma atenc¸a˜o maior de um equipe de seguranc¸a (REVATHI; KUMAR, 2012).
Direcionando a videovigilaˆncia automatizada para o controle de tra´fego por
exemplo, nas a´reas urbanas ou em rodovias, e´ possı´vel ajudar na melhora da
mobilidade ou ainda detectar ou antecipar eventos relevantes que necessitem
de ac¸a˜o imediata para evitar colapsos, congestionamentos ou mesmo salvar
vidas.
1.1.3 A Ana´lise de Movimento
Um tı´pico exemplo de automac¸a˜o na ana´lise de vı´deo e´ a implementac¸a˜o
da detecc¸a˜o de movimento na sua concepc¸a˜o mais simples ou seja, definem-
se sub regio˜es da cena onde se deseja que a gravac¸a˜o dos frames de vı´deo
so´ seja disparada se o nı´vel me´dio de intensidade dos pixels de qualquer das
sub regio˜es ou soma delas atinge determinado valor. Esse valor e´ manual-
mente configurado como um limiar de sensibilidade. Essa e´ uma ferramenta
u´til e facilmente configura´vel que pode ser embarcada nas pro´prias caˆmeras,
softwares especı´ficos ou nos DVRs. A Figura 2 mostra dois exemplos comuns
desse tipo de configurac¸a˜o usando uma ma´scara disposta sobre a cena atrave´s
de softwares desenvolvidos exclusivamente para sistemas de videovigilaˆncia.
A Figura 2(a) mostra uma tela do aplicativo da Webcam Surveyor3 onde as
sub regio˜es de interesse de monitorac¸a˜o sa˜o selecionadas manualmente, ja´ na
3Disponı´vel em: http://www.webcamsurveyor.com. Acesso em jul. 2014.
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Figura 2(b) e´ mostrada uma tela de um aplicativo de uso livre para ambientes
Linux chamado ZoneMinder4 onde a forma da a´rea de interesse e´ livremente
escolhida, incluindo limiares de detecc¸a˜o diferenciados.
Figura 2: Exemplos da disposic¸a˜o de ma´scaras na detecc¸a˜o de movimento em
aplicac¸o˜es reais.
(a) Ma´scara formada por sub-regio˜es de
uma grade uniforme de a´reas.
(b) Usando marcac¸o˜es livres de a´reas na
cena.
Fonte: Extraı´dos dos sites da Webcamsurveyor e Zoneminder.
Embora esse recurso seja u´til e minimize fortemente os gargalos com-
putacionais apontados na subsec¸a˜o anterior, ele atua somente de forma pro-
gramada para alertar regio˜es de acesso proibido ou reduzir alarmes falsos ou
gravac¸o˜es de frames por consequeˆncia de movimentac¸a˜o sem interesse no
cena´rio, como por exemplo as folhas de uma a´rvore devido ao vento. Depen-
dendo do cena´rio, nem sempre e´ possı´vel encontrar um limiar de sensibilidade
ideal para evitar alarmes ou gravac¸o˜es desnecessa´rias. Na realidade este tipo
de detector foi concebido para ser acionado somente pela mudanc¸a de regia˜o
de algum objeto dentro da a´rea de interesse ou pela presenc¸a de algum objeto
que entra na a´rea programada para a detecc¸a˜o. Nesse caso estamos tratando
na verdade, de um detector de presenc¸a mais elaborado que usa conjuntos
de pixels dos frames de vı´deo como os sensores do detector. Se disponı´vel
e bem programado para gerar alarmes sonoros ou visuais em uma tela de
monitorac¸a˜o, este tipo de detector pode ajudar a chamar a atenc¸a˜o do opera-
dor para os eventos pre´ configurados como proibidos somente a partir daquele
momento do alarme. Como exemplo de detectores de movimento mais elabo-
rados e´ o resultado do trabalho de Fang et al. (2009). Os autores abordam uma
4Disponı´vel em:http://www.zoneminder.com. Acesso em jul. 2014.
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proposta que e´ focalizada na criac¸a˜o de uma rica interface gra´fica para ajustes
mais detalhados e adequados para o monitoramento do me´todo proposto. Ja´
o trabalho de Ezzahout e Thami (2013) se concentra na ana´lise do compor-
tamento de pessoas em longos perı´odos de durac¸a˜o em regio˜es previamente
estabelecidas no aplicativo especificamente elaborado para este fim.
O detector discutido acima e´ u´til para alguns casos, mas a maioria de
cena´rios de videovigilaˆncia requer muito mais do que a simples detecc¸a˜o de
movimentac¸a˜o de objetos em a´reas proibidas pois os cena´rios reais normal-
mente sa˜o mais complexos, variados, pu´blicos e com muita movimentac¸a˜o
de va´rios tipos de objetos como pessoas, veı´culos, animais, vegetac¸a˜o e ate´
fenoˆmenos clima´ticos (chuva, neblina, etc.). O nı´vel de interpretac¸a˜o do mo-
vimento precisa ser mais elaborado para ser efetivamente u´til como ferra-
menta de apoio a` um operador que precisa monitorar muitas caˆmeras (BANG
et al., 2012).
O passo seguinte na detecc¸a˜o de movimento e´ o desafio de classifica´-lo
como um movimento anormal, ou seja, atı´pico do que tem ocorrido normal-
mente na observac¸a˜o de muitas horas de monitorac¸a˜o. Isso exige rastrear e
armazenar todo o caminho trac¸ado para cada tipo de objeto durante sua pas-
sagem na a´rea de interesse da cena. Essa tarefa reu´ne uma enorme quantidade
de informac¸a˜o de entrada que precisa necessariamente ser processada com al-
gum modelo estatı´stico adequado para classificar anormalidades nos padro˜es
de dados a medida que eles esta˜o sendo recebidos.
Enta˜o, uma automac¸a˜o ideal deveria realizar a tarefa de Detecc¸a˜o de
Movimento Anormal (DMA) gerando tambe´m alertas sonoros e/ou visuais
para o operador, dando a ele um efetivo suporte, tanto no acompanhamento
online quanto em offline mediante marcac¸o˜es indexadas em vı´deo.
Identificar comportamentos suspeitos ou detectar movimentos anor-
mais tambe´m tem uma importaˆncia nos sistemas de videovigilaˆncia no sen-
tido em que os processos de transmissa˜o e/ou armazenamento das imagens
somente devem iniciar quando eventos na˜o desejados sa˜o detectados durante
o processo de ana´lise de vı´deo. Do contra´rio, todo o volume de informac¸o˜es
de vı´deo considerados normais acabam utilizando uma energia desnecessa´ria
e ate´ impedindo a atenc¸a˜o a eventos realmente relevantes no propo´sito da
monitorac¸a˜o.
Os desafios para automatizar esses processos usando um nı´vel maior
de interpretac¸a˜o do movimento continuam sendo alvo de pesquisa e o presente
trabalho pretende contribuir nessa direc¸a˜o. Em linhas gerais, espera-se que
uma implementac¸a˜o com esse propo´sito seja confia´vel na detecc¸a˜o de anor-
malidades mantendo um baixo ı´ndice de falso-positivos ale´m de apresentar
um reduzido consumo computacional. Em implementac¸o˜es reais e´ oportuno
embarcar essa automac¸a˜o junto ao pro´prio hardware de caˆmeras mas na˜o es-
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quecendo de considerar seus recursos computacionais limitados. Esses requi-
sitos foram os principais pontos de partida usados neste trabalho.
A Figura 3 mostra um mapa conceitual que segmenta os trabalhos de
va´rios autores em abordagens bem definidas na pesquisa em ana´lise de mo-
vimento anormal. O presente trabalho se posiciona nos ramos que esta˜o des-
tacados com sombreamento e em outra cor. Ale´m de apresentar um me´todo
novo na detecc¸a˜o de anormalidades em vı´deo, comparando com os resultados
com alguns dos principais trabalhos nesta linha, este trabalho tambe´m propo˜e
uma soluc¸a˜o nova que usa tamanho de grade uniforme e mo´vel.
Figura 3: Mapa conceitual na segmentac¸a˜o de trabalhos voltados a` DMA.
Fonte: Elaborado pelo autor.
As ana´lises baseadas em regia˜o, em geral, usam heurı´sticas ou soluc¸o˜es
mais elaboradas para definir o tamanho ideal da regia˜o o qual melhor se
adapta ao respectivo estudo de caso (ERMIS et al., 2008; KIRYATI et al.,
2008; SHI et al., 2010; HANAPIAH et al., 2010; LI et al., 2012a; FEIZI et al.,
2012; HAQUE; MURSHED, 2012; CONG et al., 2013). No entanto, va´rios
desses autores usam uma abordagem baseada em movimento para inferir so-
bre o movimento anormal em uma quantidade pequena de frames. Esse seg-
mento de trabalhos e´ atraente porque na˜o exige qualquer pre´-processamento
de vı´deo ou framework de processos que se inicia desde a captac¸a˜o de vı´deo.
As propostas baseadas em movimento, ficam portanto mais comuns e u´teis
nos to´picos de pesquisa como ana´lise de andar do objeto, de gestos, de ex-
presso˜es do rosto, do movimento denso de objetos (multida˜o, tra´fego, etc),
entre outros.
Embora muitas estrate´gias baseadas em movimento sejam tambe´m
u´teis na DMA, ha´ limitac¸o˜es de sua aplicabilidade visto que com poucos
frames de vı´deo nem sempre e´ possı´vel detectar situac¸o˜es anormais como
aquelas onde se deseja avaliar trajetos completos dos objetos. Isso leva a uma
condic¸a˜o de cena´rio controlado, diferente da realidade colocada pela vide-
ovigilaˆncia real. Um sistema efetivamente automatizado deveria considerar
vı´deos com longo tempo de durac¸a˜o de modo que durante a fase de treina-
mento sejam acumulados um nu´mero elevado de dados para inferir sobre o
comportamento usual e individual dos diversos tipos de objetos participantes
do cena´rio observado. Nesse aspecto, os modelos baseados em rastreamento
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sa˜o mais adequados.
1.2 IDENTIFICAC¸A˜O E DESCRIC¸A˜O DO PROBLEMA
A presente tese e´ desenvolvida com foco no problema da qualidade
da avaliac¸a˜o e tomada de decisa˜o sobre anormalidades do movimento de
mu´ltiplos objetos rastreados especialmente por longos perı´odos de observac¸a˜o,
tı´picos da videovigilaˆncia real.
A ana´lise de movimento e´ o nı´vel mais alto de abstrac¸a˜o de um sistema
e ela depende diretamente da precisa˜o e quantidade dos dados gerados em
va´rios processos anteriores, que por sua vez ja´ consomem relativo esforc¸o
computacional. Para concluir sobre anomalias dos movimentos de objetos,
ou seja, dos seus trajetos, e´ necessa´rio preferencialmente um rastreamento
confia´vel e uma eficiente te´cnica na extrac¸a˜o de descritores que represente,
com algum grau de fidelidade, todos os objetos alvos.
Os modelos estatı´sticos continuam ocupando espac¸os na pesquisa como
ferramentas na soluc¸a˜o de problemas que emergem como desafios nas va´rias
etapas de ana´lise de vı´deo, desde o pre´-processamento dos frames. No en-
tanto, a grande quantidade de dados necessa´ria para ser processada e a com-
plexidade dos algoritmos, se apresentam como uma barreira ou ate´ mesmo
um impedimento na implementac¸a˜o desses modelos em aplicac¸o˜es do mundo
real.
Uma estrate´gia usual para a detecc¸a˜o de movimentos anormais e´ o
uso de classificadores bina´rios onde um limiar de decisa˜o e´ a refereˆncia para
definir se um valor calculado faz parte ou na˜o de uma classe. Em modelos es-
tatı´sticos como o GMM, esse valor limiar pode ser definido empiricamente ou
analiticamente atrave´s do ca´lculo de uma probabilidade por te´cnicas para este
fim. O problema enta˜o e´ definir qual o valor de limiar que melhor representa
a discriminac¸a˜o e consequentemente a melhor qualidade da decisa˜o. Nesse
sentido, observou-se que as caracterı´sticas conceituais do uso de curvas ROC
sa˜o apropriadas para ajudar nessa tarefa e desse modo elas foram utilizadas
como ferramenta fundamental na metodologia desenvolvida neste trabalho.
Em adic¸a˜o, na direc¸a˜o de aliviar a grande quantidade de dados gerados
no modelo estatı´stico adotado e consequente custo computacional, a metodo-
logia utilizada foi elaborada sob a luz de uma abordagem de ana´lise baseada
em regia˜o. Trabalhos de outros autores tem utilizado a ana´lise de movimento
em regio˜es maiores que um pixel, subdividindo a ROI, em agrupamentos uni-
formes de pixels. Nessas abordagens predomina o uso de heurı´sticas ou em
alguns casos, soluc¸o˜es mais complexas para definir o tamanho ideal da regia˜o
que melhor se adapta aos seus casos de estudo. Portanto, o tamanho ideal
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deste agrupamento e´ um outro ponto na˜o devidamente ou claramente explo-
rado nas abordagens de ana´lise de movimento baseadas em regia˜o. Neste
contexto, o presente trabalho tambe´m incorporou no me´todo, a capacidade de
encontrar o tamanho ideal de agrupamento de pixels para cada cena´rio vı´deo
monitorado e assim, contribuindo como um referencial plausı´vel para aqueles
trabalhos na mesma linha que necessitam de algum crite´rio para tal tarefa.
1.3 OBJETIVO GERAL
Esta tese apresenta uma abordagem nova para detectar movimentos
anormais em cenas reais de videovigilaˆncia levando em considerac¸a˜o o pro-
blema da carga computacional exigida no reconhecimento de padro˜es na ana´lise
de movimento, especificamente quando se adotam modelos estatı´sticos na sua
concepc¸a˜o. A partir de cena´rios vı´deo monitorados por longos perı´odos com
caˆmera fixa, os resultados alcanc¸ados pretendem ser u´teis na modelagem ou
implementac¸a˜o de sistemas de videovigilaˆncia autoˆnomos ou automatizados
dotados com a func¸a˜o de detectar em tempo real, anormalidades de trajetos.
Nesse propo´sito, o presente trabalho implementa e discute modelos
e metodologias construı´dos a partir de uma abordagem baseada em rastrea-
mento dos objetos mo´veis que atravessam o campo de visa˜o (Field Of Vision
- FOV) de um sistema de monitorac¸a˜o de imagens. Sendo assim, detectar
anormalidades de trajeto´rias globais de objetos mo´veis e´ o centro da atenc¸a˜o
na ana´lise de vı´deo implementada aqui, independente do contexto onde eles
participam.
1.4 ESTRUTURA DO TRABALHO
A partir da contextualizac¸a˜o explorada neste capı´tulo a qual revela po-
tenciais eixos de pesquisa nessa a´rea, elaborou-se esse documento. Aqui sera´
relatada uma sı´ntese sobre os principais resultados alcanc¸ados nas abordagens
conexas pesquisadas ate´ o momento, bem como todos os caminhos explora-
dos para atingir o objetivo geral da tese, dividindo o conteu´do da seguinte
forma:
No capı´tulo 2 discute-se sobre as motivac¸o˜es e os principais eixos da
pesquisa neste tema uma vez que e´ crescente e dinaˆmico o nu´mero dos traba-
lhos dentro do campo da a´rea de visa˜o computacional que apresentam alter-
nativas de soluc¸a˜o na ana´lise de movimento anormal em vı´deo voltadas para
aplicac¸a˜o no mundo real. Este capı´tulo tambe´m apresenta um levantamento
de trabalhos relacionados sobre este tema, destacando as abordagens usuais
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desde o modelamento ate´ as te´cnicas bem consolidados na ana´lise de compor-
tamento de objetos mo´veis baseados em seus diversos descritores. Em geral a
discussa˜o coloca o ser humano como centro das atenc¸o˜es visto que na maior
parte das aplicac¸o˜es ele e´ o ator mais significativo nos ambientes de vı´deo
monitorac¸a˜o, ale´m de identificar alguns desafios que continuam abertos nes-
tas aplicac¸o˜es. Tanto neste quanto para os pro´ximos capı´tulos, as ana´lises do
ferramental envolvido em um tema ta˜o complexo como esse estara˜o limitados
as suas fundamentac¸o˜es sem o propo´sito de explorar o enorme arcabouc¸o de
matema´tica e estatı´stica associados.
A tese e´ explorada no capı´tulo 3. Nele sera˜o abordados os pontos cen-
trais desta pesquisa onde se destacam a estrate´gia do uso de grades de regio˜es
visando reduzir o custo computacional atrave´s da reduc¸a˜o da massa de dados
envolvidas na ana´lise de vı´deo e o uso das curvas ROC para encontrar limi-
ares o´timos de decisa˜o em classificadores bina´rios construı´dos com dados de
modelos estatı´sticos como o GMM. Descreve-se tambe´m algumas propostas
para avanc¸ar na direc¸a˜o de tornar via´vel e confia´vel o uso da abordagem em
sistemas em tempo real grac¸as a reduc¸a˜o da dimensionalidade dos dados. A
implementac¸a˜o e detalhamento da modelagem da cena, do movimento e da
aprendizagem sa˜o apresentados sob a luz do estado da arte na detecc¸a˜o de mo-
vimentos anormais. As premissas e restric¸o˜es bem como os pontos positivos e
negativos da proposta sa˜o discutidos para consolidar a tese com contribuic¸o˜es
relevantes no tema.
Os principais resultados sa˜o demonstrados no capı´tulo 4 sob a o´tica da
base de dados de datasets selecionados e adaptados para o propo´sito da tese.
As simulac¸o˜es mais representativas sa˜o apresentadas e discutidas.
O capı´tulo 5 avanc¸a um pouco mais sobre as potencialidades da abor-
dagem visando contribuir para os desafios da generalizac¸a˜o buscados em re-
conhecimento de padro˜es aplicados ao mundo real. Da mesma forma se dis-
cute como e´ possı´vel a aplicac¸a˜o da abordagem na ana´lise de movimento entre
caˆmeras (mosaico de monitorac¸a˜o).
Finalmente no capı´tulo 6, sa˜o descritas as considerac¸o˜es finais sobre
os resultados alcanc¸ados e as contribuic¸o˜es identificadas do presente trabalho,
apresentando ainda uma se´rie de sugesto˜es para futuros trabalhos ancoradas
com as novidades encontradas aqui.
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2 DETECC¸A˜O DE MOVIMENTO ANORMAL EM
VIDEOVIGILAˆNCIA
Os autores Patrick e Bourbakis (2009) destacaram o crescimento subs-
tancial da atenc¸a˜o dada pelos pesquisadores sobre a automatizac¸a˜o dos sis-
temas de videovigilaˆncia nos 10 anos que antecederam a publicac¸a˜o deles.
Desde enta˜o as experimentac¸o˜es e propostas tem utilizado me´todos de rastre-
amento de objetos dentro do campo de visa˜o de uma u´nica caˆmera. Essa linha
de pesquisa tambe´m tem servido como base para outros ramos de abordagens
que envolvem a ana´lise das relac¸o˜es de movimentos de objetos em mu´ltiplas
caˆmeras, incluindo aı´ as mo´veis.
As contribuic¸o˜es iniciais para ana´lise de vı´deo dirigiram me´todos es-
pecı´ficos voltados para a vigilaˆncia de tra´fego em ambientes ao ar livre (ex-
ternos ou outdoor) considerando muitas das varia´veis que exigem tratamento
especial em func¸a˜o de fatores clima´ticos tais como vento, precipitac¸o˜es e
iluminac¸a˜o natural ou artificial nas suas va´rias formas de manifestac¸a˜o e
mudanc¸as. Por outro lado, o interesse na automatizac¸a˜o da vigilaˆncia em am-
bientes internos (ou indoor) tambe´m tem crescido diante da prevaleˆncia dos
sistemas de vigilaˆncia existentes (sistemas legados) em edificac¸o˜es pu´blicas
e privadas e da pro´pria explosa˜o do mercado de equipamentos para essa a´rea.
As tecnologias de caˆmeras CCD (Charge-Coupled Device) e CMOS (Com-
plementary Metal-Oxide Semiconductor), caˆmeras te´rmicas e dispositivos de
visa˜o noturna sa˜o os treˆs dispositivos mais utilizados no mercado de videovi-
gilaˆncia (REVATHI; KUMAR, 2012).
Artigos publicados em muitas confereˆncias, workshops e simpo´sios
internacionais do Institute of Electrical and Electronics Engineers (IEEE)
exploram as atividades de pesquisa em diversos to´picos de visa˜o computaci-
onal. Dentre os va´rios, pode-se citar alguns que trazem muitas contribuic¸o˜es
em ana´lise de movimento e videovigilaˆncia como: Conference on Advan-
ced Signal and Video Based surveillance (AVSS); European Conference on
Computer Vision (ECCV); International Conference on Pattern Recognition
(ICPR);Computer Vision and Pattern Recognition (CVPR); Winter Confe-
rence on Applications of Computer Vision (WACV) e International Confe-
rence on Computer Vision (ICCV).
Outros eventos internacionais na˜o patrocinados ou organizados pelo
IEEE, tem se destacado devido a qualidade dos trabalhos, dos comiteˆs orga-
nizadores e do elenco de revisores como o International Conference on Pat-
tern Recognition Applications and Methods (ICPRAM), International Confe-
rence on Computer Vision Theory and Applications (VISAPP) e Conference
on Graphics, Patterns and Images (SIBGRAPI).
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Os laborato´rios e grupos de pesquisa, grande parte deles fortemente
apoiados pela iniciativa privada, esta˜o investindo em inu´meras aplicac¸o˜es
que va˜o ale´m do escopo usual dos campos de estudo das engenharias e da
computac¸a˜o. Eles esta˜o criando inovadores centros cientı´ficos e especialida-
des responsa´veis por uma nova gerac¸a˜o de pesquisadores.
A pesquisa sobre a identificac¸a˜o ou detecc¸a˜o de comportamento de
movimento tem levado autores a exercitarem a criatividade na busca de abor-
dagens e algoritmos mais robustos, leves, confia´veis e insensı´veis a`s varia´veis
externas. Esses quesitos influenciam demasiadamente na determinac¸a˜o de
restric¸o˜es da implementac¸a˜o, tanto do pro´prio algoritmo quanto nas pro´prias
aplicac¸o˜es. As varia´veis externas esta˜o associadas na captura e pre´-processamento
de vı´deo e sa˜o oriundas das distorc¸o˜es da captura dos pixels das caˆmeras, na
falta de calibrac¸a˜o desses sensores, nas influeˆncias da variac¸a˜o da iluminac¸a˜o,
na presenc¸a de obsta´culos e oclusa˜o, na interpretac¸a˜o do fundo esta´tico da
cena (background), na falta ou excesso de resoluc¸a˜o, na segmentac¸a˜o do mo-
vimento, entre outras.
Os assuntos apresentados neste capı´tulo sa˜o uma sı´ntese dos tipos de
ferramentas e abordagens mais citadas no estado da arte na detecc¸a˜o de anor-
malidades de movimento em videovigilaˆncia e os problemas mais comuns
que continuam sendo alvos de pesquisa.
2.1 AS TE´CNICAS DE RECONHECIMENTO DE PADRO˜ES
COMO BASE NA DETECC¸A˜O DE ANORMALIDADES
A monitorac¸a˜o automatizada dos ambientes esta´ intimamente ligada
com o reconhecimento de padro˜es de comportamento. Esses comportamentos
normalmente sa˜o aleato´rios e previsı´veis enquanto esta˜o ocorrendo e portanto
possuem uma natureza estatı´stica. Em raza˜o disso, e´ deseja´vel um modelo
que reproduza os estados prova´veis do rastreamento dos objetos mo´veis no
campo visual.
As incurso˜es de modelagem e prototipac¸a˜o da abordagem proposta
neste trabalho se apoiou na meta de encontrar arranjos o´timos de amostras
apoiados no uso de treinamento baseado em reconhecimento, ou seja, aqueles
que usam a taxa de erro aparente Bishop (2006) como me´trica para avaliar
o desempenho de um classificador. De qualquer modo, mesmo na˜o sendo
a meta do presente trabalho, procurou-se por um classificador que tambe´m
pudesse levar o modelo de aprendizagem para um certo grau de generalizac¸a˜o
na detecc¸a˜o de anormalidades, de modo que seja possı´vel sua utilizac¸a˜o em
um espectro maior de aplicac¸o˜es.
As abordagens mais populares de ana´lise de movimento esta˜o apon-
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tando para modelos de probabilidade espac¸o-temporal (REVATHI; KUMAR,
2012). A incerteza inerente das observac¸o˜es em cenas de vı´deo e´ um pro-
blema caracterı´stico da videovigilaˆncia automatizada, o qual reforc¸a o uso de
raciocı´nio probabilı´stico na modelagem dos eventos. Para tanto, os formalis-
mos de modelagem de ma´quina mais comuns adotam Redes Bayesianas (BN
- Bayesian Networks) (ver subsec¸a˜o 2.2.1), Redes Bayesianas Dinaˆmicas
(DBN - Dynamic Bayesian Networks), Filtros de Kalman (CZYZEWSKI;
DALKA, 2008) (KF - Kalman Filters), Modelos Ocultos de Markov (HMM
- Hidden Markov Models) incluindo suas variac¸o˜es e Modelos de Mistu-
ras Gaussianas (GMM - Gausian Mixture Models). Para o reconhecimento
de padro˜es e treinamento desses modelos, predominam me´todos estatı´sticos
de aprendizagem como o de Maximizac¸a˜o de Expectativas (EM - Expecta-
tion Maximization), Ma´quinas de nu´cleo (SVM - Support Vector Machine)
(CRISTIANINI; SHAWE-TAYLOR, 2000) e Redes Neurais(NN - Neural
Networks) (ZENG; CHEN, 2011).
Alguns exemplos de uso desses formalismos sera˜o explorados ao longo
das pro´ximas sec¸o˜es deste capı´tulo juntamente com as abordagens mais re-
centes neste campo de pesquisa. A atenc¸a˜o maior vai para os modelos pro-
babilı´sticos GMM e o me´todo estatı´stico de aprendizagem EM. Eles sa˜o
os mais apontados na revisa˜o bibliogra´fica para o objetivo deste trabalho e
portanto foram os alvos de uso para as implementac¸o˜es dessa proposta (FI-
GUEIREDO; JAIN, 2002; MORRIS; TRIVEDI, 2008; LAVEE et al., 2009;
ZHANG et al., 2009).
No escopo de reconhecimento de padro˜es, algumas formas de apren-
dizagem podem ser adotadas a partir dos dados observados nas cenas de
vı´deos como a aprendizagem indutiva usando a´rvores de decisa˜o (RUS-
SEL; NORVIG, 2009). Essas te´cnicas usam uma realimentac¸a˜o (ou feed-
back) na apresentac¸a˜o dos dados de entrada (ou textbfexemplos) de modo
que para cada passo na busca de uma decisa˜o, alguma heurı´stica associada
a seus atributos induza a` um caminho mais seguro na soluc¸a˜o do problema
dentro das inu´meras hipo´teses possı´veis. Outro tipo de aprendizagem, cha-
mada de aprendizagem supervisionada, usa as respostas corretas para cada
exemplo como feedback. Se esta aprendizagem tem a func¸a˜o de mostrar va-
lores discretos de decisa˜o na sua saı´da, pode-se chamar isso de classificac¸a˜o.
A aprendizagem supervisionada portanto, pressupo˜e um treinamento super-
visionado do conjunto de dados e e´ um recurso utilizado na construc¸a˜o de
modelos para os sistemas de videovigilaˆncia pois resulta em respostas ra´pidas
na classificac¸a˜o de eventos ou de reconhecimento de objetos apo´s uma fase
de treinamento pre´vio. No entanto esse recurso engessa a “inteligeˆncia” do
sistema e consequente liberdade de aplicac¸o˜es visto que precisam ser alimen-
tados por exemplos fornecidos por algo ou algue´m que dete´m algum nı´vel de
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conhecimento do problema.
Por outro lado, ha´ o treinamento na˜o supervisionado o qual na˜o re-
quer exemplos para convergir a aprendizagem. Esses sa˜o modelos de maior
complexidade e contribuem para aquelas aplicac¸o˜es que buscam sistemas
de fato autoˆnomos e adaptativos no reconhecimento de padro˜es anoˆmalos.
Entende-se por adaptativo aqueles sistemas que mudam sua “conscieˆncia” na
medida em que as observac¸o˜es produzem amostras que podem mudar com
o tempo. Essas aplicac¸o˜es sa˜o possı´veis de implementac¸a˜o atrave´s de mo-
delamento e te´cnicas apropriadas quando os dados sa˜o aleato´rios, crescentes,
muta´veis e controla´veis.
2.2 MODELAGEM DA ANA´LISE DE VI´DEO
Analisar eventos em cenas de vı´deo no espac¸o e tempo e´ um processo
inerentemente da cognic¸a˜o humana e portanto complexo. Construir este pro-
cesso em sistemas computacionais requer uma modelagem que se inicia no
tratamento do conteu´do de baixo nı´vel dos dados correspondentes a`s sequen-
cias de imagens e termina em um nı´vel mais alto de abstrac¸a˜o, onde pretende-
se estabelecer o entendimento sobre a semaˆntica dos movimentos. A modela-
gem do sistema que ira´ desempenhar essa tarefa e´ fundamental uma vez que
ha´ caminhos possı´veis para alcanc¸ar as diferentes metas na ana´lise.
Segundo Lavee et al. (2009) ha´ duas saı´das importantes nessas mo-
delagens. Uma indicando se o evento esta´ simplesmente ocorrendo ou na˜o e
outra que apresenta uma resposta mais completa sobre o significado do evento
observado. A Figura 4 resume esta modelagem destacando que ela precisa ser
suportada por algum me´todo de reconhecimento de padro˜es. O evento pode
ser entendido como um aspecto saliente encontrado na abstrac¸a˜o de baixo
nı´vel das sequeˆncias de imagens e que esta˜o ocupando um espac¸o de tempo
relevante na observac¸a˜o. Portanto, cada formalismo dos modelos de estado do
evento captura um aspecto importante ou proprieta´rio dos eventos de vı´deo.
Movimento, atividade, ac¸a˜o e evento sa˜o termos distintos de trata-
mento na a´rea de videovigilaˆncia. Em relac¸a˜o a este trabalho, a meta foi
focalizar atenc¸a˜o ao deslocamento no espac¸o-tempo de objetos mo´veis no
ambiente, criando um modelo que aprende as trajeto´rias recorrentes. Por-
tanto, foi determinado que a atividade ou ac¸a˜o particular de cada objeto na˜o
e´ relevante para a ana´lise. Desse modo, caracterı´sticas do objeto como sua
silhueta ou apareˆncia na˜o foram me´rito de coleta e tratamento nos dados.
Formalismos de alguns me´todos, modelos, ferramentas estatı´sticas e
abstrac¸o˜es ilustrados na Figura 4 esta˜o bem estudados e matematicamente
bem formulados e por isso frequentemente aparecem como modelos adotados
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Figura 4: Um modelo de ana´lise de vı´deo
Fonte: Lavee et al. (2009).
para resolver problemas em rastreamento ou identificac¸a˜o de comportamento.
Na revisa˜o bibliogra´fica sobre o tema, fica evidente que na˜o ha´ um me´todo
ou abordagem gene´rica que consiga abranger uma gama de aplicac¸o˜es.
Na pesquisa de Lavee et al. (2009) o processo para extrac¸a˜o de carac-
terı´sticas deve passar por uma etapa de abstrac¸a˜o baseada na ana´lise de pixels
(cor, textura, etc), objetos (primitivas de tamanho, forma, trajeto´ria, etc) ou
lo´gica (estados possı´veis) das sequeˆncias de imagens para enta˜o serem utili-
zadas por uma modelagem do evento. Esse modelo determinara´ como saı´da,
se um evento de interesse esta´ ou na˜o ocorrendo ou ainda descrevendo mais
detalhes sobre este evento, caso a aplicac¸a˜o exija.
A ana´lise de comportamento e´ um tema bastante amplo dentro da visa˜o
computacional. Ela se desdobra em va´rias linhas de pesquisa e e´ dependente
da aplicac¸a˜o final a qual deseja-se automatizar ou semi-automatizar. O inte-
resse maior nessas linhas de pesquisa sa˜o aquelas direcionadas para ana´lise
em alto nı´vel. Ale´m da ana´lise do movimento do rastreamento de mu´ltiplos
objetos mo´veis, me´rito de estudo da videovigilaˆncia e deste trabalho, outras
aplicac¸o˜es podem exigir diferentes formas de modelagem com uso particular
de um conjunto de ferramentas e me´todos especı´ficos. Sa˜o exemplos disso,
como ja´ citado no capı´tulo anterior a ana´lise do movimento da forma de ca-
minhar (Gait Recognition), dos gestos (Gesture Recognition), de multida˜o
(Crowd Analysis), do corpo humano (Human Activity), dos objetos (Motion
Analisys) entre outros.
Para se exemplificar uma dessas linhas de pesquisa, pode-se ilustrar
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o trabalho de Morris e Trivedi (2008) mostrado na Figura 5. Sa˜o exemplos
de trajeto´rias indicando comportamentos anormais dos movimentos de um
automo´vel cruzando uma pista na contra-ma˜o (a) ou realizando um loop de
360o (b) ou ainda de uma pessoa caminhando em um percurso atı´pico, junto
as paredes de uma sala vı´deo monitorada com caˆmera usando lente especial
para visa˜o panoraˆmica (eye mirror) (MORRIS; TRIVEDI, 2008). Nesses ca-
sos, os objetos alvos sa˜o pessoas ou veı´culos restritos somente na trajeto´ria
analisada (Motion Analisys).
Figura 5: Exemplos de comportamentos indicando trajeto´rias anormais.
Fonte: Morris e Trivedi (2008).
Um outro exemplo ilustrado na pesquisa de Robertson e Reid (2006)
vai ale´m da ana´lise do comportamento da trajeto´ria. Eles exploram um me´todo
gene´rico para reconhecimento de atividade humana (Human Activity) em
vı´deo descrevendo que o comportamento humano pode ser modelado como
uma sequencia estoca´stica de ac¸o˜es. As ac¸o˜es podem ser descritas como ca-
racterı´sticas de um vetor que representa a trajeto´ria (velocidade e posic¸a˜o) e
um conjunto de descritores locais do movimento em baixo nı´vel, extraı´dos de
uma janela local do alvo, ou seja do humano em movimento. Usando uma
te´cnica bayesiana para associar as caracterı´sticas de ac¸o˜es no espac¸o e tempo
com o respectivo alvo, o autor utiliza modelos ocultos de Markov(ou Hidden
Markov Models - HMM) (YU; MOON, 2009) para estimar o comportamento
atrave´s da associac¸a˜o com um outro modelo baseado em conhecimento sobre
jogadas de teˆnis.
A Figura 6 ilustra a estrate´gia proposta a qual oferece como saı´da do
sistema, interpretac¸o˜es de alto nı´vel sobre as cenas observadas. Neste exem-
plo alguns padro˜es de amostras foram oferecidos no treinamento do HMM.
Para cada frame, um ca´lculo de probabilidade com o padra˜o e´ realizado para
confrontar com os frames das cenas observadas. Na tabela da Figura 6 o erro
da interpretac¸a˜o foi destacado com o texto escrito em ita´lico. As jogadas es-
timadas pelo sistema que na˜o esta˜o grifados em ita´lico representam sucesso
na sua interpretac¸a˜o.
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Figura 6: Exemplo de interpretac¸a˜o de atividade humana no ambiente.
Fonte: Robertson e Reid (2006).
Ainda nessa linha de trabalhos encontramos o artigo de Poppe (2010)
que usa as chamadas matrizes de auto-similaridades. Elas sa˜o usadas para
identificar similaridades de ac¸o˜es na ana´lise de comportamento humano, mas
agora sobre seu pro´prio movimento. As matrizes sa˜o uma representac¸a˜o
gra´fica de sequeˆncias similares em uma se´rie de dados, os quais resultam
em diferentes medidas como distancia espacial, correlac¸a˜o e a comparac¸a˜o
de histogramas locais dos objetos em movimento. Esta te´cnica visa bus-
car um determinado padra˜o em uma se´rie de dados que e´ o registro de um
determinado comportamento. Portanto comportamentos similares produzem
matrizes similares fracamente dependentes do ponto de vista da caˆmera. A
Figura 7 ilustra um exemplo desta te´cnica para a simulac¸a˜o de uma pessoa re-
alizando uma tacada de golf. A movimentac¸a˜o em pontos de vista diferentes
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(a e c) geram padro˜es muito semelhantes da matriz de similaridade calculada
sobre os pontos de refereˆncia A, B e C (b e d) (POPPE, 2010).
Figura 7: Exemplo de interpretac¸a˜o de atividade humana sobre seu pro´prio
movimento.
Fonte: Poppe (2010).
Nesta ideia, e´ possı´vel construir padro˜es de comportamento no rastre-
amento de um humano em um determinado ambiente que possui pontos de
refereˆncia bem definidos. O trac¸o de deslocamento similar implica em com-
portamentos similares. Um dos desafios neste caso e´ o tratamento da grande
dimensa˜o de dados da imagem extraı´da e consequente custo computacional
nas etapas do processamento dos frames de vı´deo que compreendem a cap-
tura, levantamento e ana´lise dos descritores da silhueta dos humanos (objetos)
observados. Uma te´cnica comum de reduc¸a˜o destas dimenso˜es de dados, e´ a
PCA (Principal Component Analisys) que deve ser utilizada com crite´rios
caso existam ruı´dos na aplicac¸a˜o (ZHANG et al., 2009) (YU; MOON, 2009).
Outras opc¸o˜es foram melhor relatadas por Poppe (2010) como LLE (Local
Linear Embedding), LPP (Localy Preserving Projections) e LSTDE (Local
Spatio Temporal Discriminant Embedding).
Examinando o trabalho de Ko (2008), que acontece depois de quase
5 anos apo´s a avaliac¸a˜o da revisa˜o de trabalhos relacionados na a´rea, feita
por Hu et al. (2004), parece existir um consenso sobre como um sistema de
videovigilaˆncia automatizado deve ser modelado, especificamente se ele e´
baseado no rastreamento dos objetos no cena´rio. O framework gene´rico mos-
trado na Figura 8 ilustra os principais processos envolvidos nesses sistemas.
As mudanc¸as nos u´ltimos anos esta˜o associadas aos recursos tecnolo´gicos
mais acessı´veis que permitem expanso˜es desses sistemas em uma arquitetura
de rede incluindo a criac¸a˜o de bases de dados em todos os nı´veis de proces-
samento das imagens, como aqueles comentados sobre a quarta gerac¸a˜o dos
sistemas de videovigilaˆncia, na sec¸a˜o 1.1.2. Independente desses avanc¸os,
ainda ha´ um conjunto de processos envolvidos no processamento de vı´deo
que continua o mesmo.
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Figura 8: Um framework gene´rico de um sistema de videovigilaˆncia automa-
tizado.
Fonte: Ko (2008).
Detalhando um pouco mais sobre o framework da Figura 8, todo o
processamento e ana´lise de vı´deo recebe frames oriundos de uma ou mais
caˆmeras e a partir daı´, me´todos sa˜o utilizados para detectar (segmentar) mo-
vimento e os respectivos objetos presentes na cena. O sucesso das func¸o˜es dos
pro´ximos esta´gios e´ extremamente dependente dessa etapa. Portanto, a mode-
lagem precisa incluir as melhores estrate´gias, me´todos ou te´cnicas possı´veis
para reconhecer e extrair com fidelidade o fundo esta´tico da cena permitindo
assim a segmentac¸a˜o dos objetos e respectivos movimentos. A propo´sito,
esse ainda e´ um tema que tem se apresentado como um desafio, gerando tra-
balhos onde a diferenciac¸a˜o temporal, subtrac¸a˜o do fundo de cena (detecc¸a˜o
de foreground) e fluxo o´tico sa˜o te´cnicas mais frequentes (KO, 2008). Essas
abordagens sa˜o direcionadas para localizar regio˜es de pixels que representam
objetos mo´veis dentro da cena.
O me´todo de diferenciac¸a˜o temporal e´ um me´todo simples que realiza
a diferenc¸a entre dois ou treˆs frames consecutivos para encontrar as regio˜es
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mo´veis. Essa ideia tem limitac¸o˜es de uso pois na˜o capta todos os pixels rele-
vantes. Ja´ o me´todo de subtrac¸a˜o do fundo de cena e´ mais popular especial-
mente para aquelas aplicac¸o˜es que possuem fundos de cena pouco complexos,
ou seja, mais esta´ticos e com limitada diversidade de texturas, objetos e con-
trastes. Este fundo de cena e´ tomado como refereˆncia e e´ subtraı´do do frame
atual. Adotando-se um limiar de refereˆncia para essa subtrac¸a˜o, o resultado
sera´ uma matriz bina´ria que destaca a localizac¸a˜o dos pixels relacionados com
os objetos mo´veis de primeiro plano (foreground) para cada frame. No en-
tanto, em quase todos os ambientes reais monitorados por caˆmeras, o fundo
de cena vai sofrendo modificac¸o˜es ao longo do tempo e como consequeˆncia,
um outro desafio para resolver neste tipo de abordagem. Te´cnicas estatı´sticas
tem sido utilizadas para contornar esses problemas, decidindo em func¸a˜o de
probabilidades, se cada pixel da imagem faz parte ou na˜o do foreground.
O me´todo de fluxo o´tico descreve os deslocamentos ocorridos entre
dois frames consecutivos. O campo de velocidade gerado e´ frequentemente
descrito no domı´nio discreto atrave´s de um mapeamento vetorial conhecido
como vetores de deslocamento. Esses vetores determinam com boa precisa˜o a
segmentac¸a˜o do objeto e do movimento (GONZALEZ; WOODS, 2008). No
entanto sa˜o me´todos sensı´veis a ruı´dos, oclusa˜o e computacionalmente mais
complexos.
Com destaque nessa tarefa de extrac¸a˜o do background, o trabalho de
Barnich e Van Droogenbroeck (2011) desponta em citac¸o˜es de artigos rela-
cionados em func¸a˜o do superior desempenho alcanc¸ado pelo ViBe - Visual
Background Extractor. Trata-se de um algoritmo que atua sobre cada pixel e
sua vizinha usando atualizac¸o˜es com mecanismos heurı´sticos e me´todos na˜o
parame´tricos como ca´lculo de distaˆncias euclidianas. Os valores dos pixels
sa˜o constantemente atualizados somente nas regio˜es onde ha´ movimento a
ser segmentado e a inicializac¸a˜o do algoritmo, ao contra´rio da grande maioria
das propostas anteriores, utiliza somente o primeiro frame como base.
Continuando na ana´lise do fluxo de processos da Figura 8, a etapa de
classificac¸a˜o de objetos cumpre um papel importante para garantir a robustez
tanto do rastreamento quanto da ana´lise do comportamento (ELHOSEINY et
al., 2013). Em geral, a classificac¸a˜o e´ realizada por alguma metodologia de
aprendizagem como por exemplo Redes Neurais NN - (Neural Networks) e
SVM - Support Vector Machine. Elas se baseiam na forma dos objetos a partir
de um vetor de caracterı´sticas (descritores) como pontos, silhuetas ou conjun-
tos de pixels conectados (blob). A classificac¸a˜o tambe´m pode se basear em
me´todos mais elaborados como por exemplo a partir da representac¸a˜o do mo-
vimento caracterı´stico e perio´dico de uma pessoa ou a partir do histograma
local do objeto.
Para a etapa de rastreamento de mu´ltiplos objetos, a classificac¸a˜o pre´via
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pode ser dispensa´vel uma vez que ha´ dois fundamentos ba´sicos para o ras-
treamento: A segmentac¸a˜o dos objetos a partir do foreground e a correta
identificac¸a˜o de cada um deles ao longo do fluxo de frames. Portanto, para
identificar a correspondeˆncia entre n objetos e os correspondentes n trac¸os
de deslocamento, existem n! atribuic¸o˜es possı´veis. A tarefa torna-se mais
complexa se ocluso˜es parciais ou totais ocorrem ou ainda se os objetos saem
do FOV ou migram para FOVs de outras caˆmeras. Em geral, utilizam-se
os dados gerados pelo pro´prio rastreamento ou por um ou mais processos
nesse encadeamento visando tornar a associac¸a˜o entre os objetos e os respec-
tivos rastros mais confia´vel (robusto). Esse problema tambe´m chamado de
associac¸a˜o de dados (MA; WAN, 2009), merece ferramentas estatı´sticas para
ser controla´vel, evitando torna´-lo uma tarefa NP-Difı´cil (RUSSEL; NORVIG,
2009) por conta da fusa˜o de dados originada nas va´rias etapas do framework,
ou mesmo externos a` ele.
Na u´ltima etapa do framework de Ko (2008) reside um dos desafios
mais estudados no domı´nio da visa˜o computacional e da inteligeˆncia artificial
que e´ o entendimento e aprendizagem de comportamento semaˆntico a par-
tir de atividades observadas em uma vı´deo monitorac¸a˜o. Segundo o autor e
Hu et al. (2004), confirmadas pela revisa˜o das demais refereˆncias relaciona-
das avaliadas neste trabalho, muitas propostas tem sido apresentadas sobre os
nı´veis mais baixos do processamento de imagem desde a detecc¸a˜o de obje-
tos ate´ o rastreamento, no entanto poucas tem explorado com confiabilidade
a classificac¸a˜o e entendimento de atividades dos objetos, especialmente os
humanos.
De fato, detectar comportamentos suspeitos ou intenc¸o˜es hostis de
pessoas exige um modelamento apropriado e carregado de regras devido a
aleatoriedade e complexidade da natureza do movimento ou intenc¸o˜es hu-
manas. A abordagem realizada neste trabalho se distancia do propo´sito de
identificar movimentos neste nı´vel de abstrac¸a˜o pois nem a semaˆntica e nem
o contexto esta˜o sendo levados em considerac¸a˜o no modelamento. Mesmo
preocupando-se somente com as anomalias de deslocamentos locais (pro´xima
localizac¸a˜o) ou globais (pro´ximas n localizac¸o˜es) ainda e´ possı´vel inferir so-
bre anormalidades de comportamento pois ma´s intenc¸o˜es ou atitudes suspei-
tas podem estar relacionadas com “movimentac¸a˜o na˜o usual” dos objetos mo-
nitorados. Obviamente que realizando uma fusa˜o de dados a partir de senso-
res adicionais no ambiente ou ainda a partir do reconhecimento de padro˜es
como gestos, expresso˜es faciais ou outras disposic¸o˜es emocionais, terı´amos
uma infereˆncia sobre o movimento mais precisa, pore´m isso na˜o e´ o foco do
presente trabalho.
Neste sentido, apesar dos autores apresentarem va´rias outras te´cnicas
para modelar a u´ltima etapa do seu framework geral e que tambe´m se en-
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contram exemplificadas no modelo de Lavee et al. (2009) da Figura 4, como
FSM - Finite State Machine e Grammatical Techniques, as abordagens mais
populares ainda sa˜o de modelos estatı´sticos. Aspectos conceituais gerais da
maioria dessas te´cnicas na˜o-probabilı´sticas, podem ser consultadas em Russel
e Norvig (2009).
2.2.1 Modelos de Probabilidade Espac¸o-Temporal
A representac¸a˜o probabilı´stica dos relacionamentos entre varia´veis e´
um atributo da teoria da probabilidade que permite captar incertezas do co-
nhecimento de modo natural. Enta˜o, sistematicamente podemos representar
esses relacionamentos elegendo as varia´veis que melhor representam o es-
tado do mundo, ou seja, da aplicac¸a˜o. Pode-se enta˜o por exemplo construir
grafos acı´clicos orientados que representam a evoluc¸a˜o dos estados (no´s pai)
para outros estados (no´s filho) por vı´nculos (probabilidades condicionais) que
melhor representam um conhecimento nessas transic¸o˜es de estados. Este e´ o
caso da formac¸a˜o de redes Bayesianas que podem ajudar a inferir resulta-
dos a partir de suas entradas, mas somente para um cena´rio onde as varia´veis
na˜o mudam com o tempo. Quando o tempo e´ outra varia´vel a ser conside-
rada novas hipo´teses precisam ser consideradas de modo que o estado atual
seja representado somente pelos vı´nculos de estados imediatamente anterio-
res para reduzir o nu´mero de pais do no´ atual e consequente complexidade
da ana´lise. Enta˜o, se so´ tomarmos o estado anterior como base, estaremos
realizando uma ana´lise de primeira ordem e se considerarmos outros estados
antecessores consequentemente a ordem da ana´lise aumenta. Como o foco
deste trabalho trata da ana´lise de movimento, o tempo e´ uma varia´vel funda-
mental para a caracterizac¸a˜o do seu entendimento. Nesses casos, os modelos
de probabilidade espac¸o-temporal conseguem descrever a evoluc¸a˜o dos esta-
dos ao mesmo tempo que descrevem o processo de sua observac¸a˜o. Portanto,
sa˜o os modelos mais usuais como ferramentas para serem usados na˜o so´ para
ana´lise de movimento como para o rastreamento de objetos mo´veis.
2.2.1.1 Os Modelos Ocultos de Markov - HMM
Os modelos HMM e suas variac¸o˜es esta˜o entre os mais populares
(LAVEE et al., 2009; YU, 2010) nas modelagens de eventos de videovi-
gilaˆncia, especialmente pelas suas propriedades de combinar a modelagem
da evoluc¸a˜o temporal com a modelagem probabilı´stica dos eventos ou esta-
dos. O HMM cla´ssico tem uma estrutura gra´fica particular que descreve um
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modelo onde as observac¸o˜es atuais sa˜o dependentes apenas sobre o estado
atual. A situac¸a˜o atual e´ apenas dependente sobre o estado no intervalo de
tempo anterior. Uma vez que a estrutura HMM e´ fixa e repetitiva, podemos
definir a probabilidade de longa sequeˆncia de estados, especificando um con-
junto de paraˆmetros em um nu´mero tal que depende dos estados possı´veis e
os sı´mbolos de observac¸a˜o.
O modelo oculto de Markov e´ estatı´stico e parame´trico. Um sistema
modelado e´ assumido como um processo de Markov com paraˆmetros desco-
nhecidos, e o desafio e´ determinar esses paraˆmetros desconhecidos (ocultos)
a partir dos paraˆmetros observa´veis. Extraindo-se os paraˆmetros deste pro-
cesso consegue-se enta˜o utiliza´-los para realizar novas ana´lises em um pro-
cesso contı´nuo e temporal. Este modelo portanto e´ extremamente u´til para
aplicac¸o˜es de reconhecimento de padro˜es, como a fala, escrita, gestos, ati-
vidade humana e inclusive o reconhecimento de padro˜es de movimento de
objetos.
Em um modelo regular de Markov, o estado e´ diretamente visı´vel ao
observador, e portanto os u´nicos paraˆmetros usados sa˜o as probabilidades de
transic¸a˜o de estado. Cada estado possui uma distribuic¸a˜o de probabilidade
sobre os possı´veis resultados. A Figura 9 ilustra um exemplo de modelo
oculto de Markov de primeira ordem. Cada elemento no cı´rculo representa
uma varia´vel aleato´ria que pode tambe´m possuir va´rias outras formando uma
megavaria´vel (YU, 2010). A varia´vel aleato´ria At ∈ {a1,a2,a3 . . .} e´ o estado
oculto no instante de tempo t. A varia´vel aleato´ria Bt ∈ {b1,b2,b3 . . .} repre-
senta as varia´veis observa´veis no instante de tempo t. As setas distribuı´das
no diagrama indicam as dependeˆncias condicionais entre as varia´veis ocultas
e observa´veis. A partir do diagrama pode-se concluir que o valor da varia´vel
oculta At depende exclusivamente do valor da varia´vel oculta At−1 no instante
de tempo t− 1 (dependeˆncia de primeira ordem). Esta e´ a hipo´tese de Mar-
kov que afirma que o estado atual depende apenas de um histo´rico finito de
estados anteriores. Nesta mesma hipo´tese, o valor da varia´vel observada Bt
depende exclusivamente do valor da varia´vel oculta At , ambas no instante de
tempo t. Na Figura 9 os valores xi j da evoluc¸a˜o temporal de um modelo de
Markov representam as probabilidades de transic¸o˜es de estado entre os esta-
dos ocultos ai. Da mesma forma os valores yi j representam as probabilidades
de saı´das para os estados observa´veis bi.
Um uso comum de HMMs em eventos de vı´deo e´ baseado em um
modelo definido por sı´mbolos de observac¸a˜o relacionados com o esquema
escolhido para abstrac¸a˜o. Os estados do HMM sa˜o em geral abstratos, e seu
nu´mero e´ escolhido empiricamente. Os paraˆmetros do modelo HMM podem
ser aprendidos a partir de dados de treinamento ou especificado manualmente
usando o domı´nio de conhecimento do evento. Para identificar eventos dife-
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Figura 9: Exemplo de um modelo HMM.
Fonte: Elaborado pelo autor.
rentes, o mesmo procedimento modelo e´ treinado para cada caso em especial.
Exemplos teste sa˜o enta˜o avaliados para determinar qual a probabilidade de
cada evento ter sido gerado a partir de cada um dos modelos HMM. O evento
modelo que produzir a maior taxa de probabilidade, e´ enta˜o usado para rotular
o teste exemplo.
O modelo HMM tem sido estendido em va´rias maneiras para adap-
tar os desafios da modelagem de eventos de vı´deo. Sa˜o topologias dos no´s da
rede que sa˜o rearranjadas em maneiras diferentes para se conseguir resultados
mais significativos e dependentes da sua aplicac¸a˜o. Alguns exemplos foram
descritos por Lavee et al. (2009). Outros trabalhos como o de Xiang e Gong
(2005) adotam modelos estendidos de HMM como o chamado de MOHMM
- Multi-Observation Hidden Markov Model. Nesse caso os autores tem o
objetivo de identificar perfis de comportamento e anomalias sem que seja ne-
cessa´rio rotular a sua base de dados de vı´deo de treinamento, ac¸a˜o comum em
muitas abordagens como realizado em (BERCLAZ et al., 2008). Para tanto o
nu´mero de estados ocultos para cada varia´vel do modelo HMM e´ associado
a quantidade de perfis aprendidos pelos agrupamentos de amostras observa-
das. O modelo vai aprender um MOHMM para cada perfil e enta˜o, objetos
com movimentos fora desses perfis, va˜o gerar um valor de probabilidade pe-
queno. Em func¸a˜o disso esses movimentos ira˜o ser detectados e rotulados
como anormais.
Outra variac¸a˜o de HMM e´ abordada por Yu (2010), o qual descreve
com detalhes o uso de HSMM - Hidden Semi-Markov Models, destacando
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o gradual uso dessa extensa˜o de HMM como um modelo apropriado nas
aplicac¸o˜es de reconhecimento de atividade humana na vida dia´ria em peque-
nos ambientes. Como uma atividade principal, atividades usuais como gastar
tempo em frente a uma geladeira ou a movimentac¸a˜o de humanos entre locais
designados, foram modelados como uma varia´vel para cada estado do HSMM
que representando assim uma atividade atoˆmica onde sua durac¸a˜o representa
o tempo de ac¸a˜o atoˆmica modelado.
A modelagem com HMM e suas variac¸o˜es sa˜o apropriadas para diver-
sas aplicac¸o˜es, mas exigem modelos para cada comportamento usual que pre-
cisam ser modelados adequadamente e devidamente treinados. A dinaˆmica
dos cena´rios observados na vida real coloca grandes desafios para o uso desse
tipo de modelagem, especialmente se desejamos aplica´-las em problemas que
na˜o possuam qualquer treinamento pre´vio.
2.2.1.2 Modelos de Misturas Gaussianas - GMM
Em reconhecimento de padro˜es estatı´sticos inerente da ana´lise de mo-
vimento, agrupamentos finitos de misturas de dados amostrados permitem
uma abordagem de aprendizado na˜o supervisionado, como definido na sec¸a˜o
2.1. Essas misturas representam observac¸o˜es que foram produzidas durante o
rastreamento frame a frame de um objeto mo´vel e que portanto sa˜o aleato´rias.
Os objetos mo´veis, quando em uma abordagem baseada em rastrea-
mento explı´cito, produzem uma quantidade significativa e constante de dados
na˜o supervisionados que categorizam sua trajeto´ria atrave´s de seus atributos
discretos ou contı´nuos. No caso de existirem va´rios atributos que represen-
tam os objetos mo´veis ou trac¸os de deslocamento, a escolha natural da func¸a˜o
que melhor representa as distribuic¸o˜es de probabilidade entre os atributos e´
a distribuic¸a˜o gaussiana multivariada. Basta um atributo desses ser contı´nuo.
No caso de aplicac¸o˜es em videovigilaˆncia o atributo contı´nuo tempo ja´ ga-
rante o uso desse tipo de distribuic¸a˜o. Essas distribuic¸o˜es sa˜o chamadas de
misturas de distribuic¸o˜es gaussianas e em geral sa˜o finitas e multivariadas.
Me´todos como o GMM sa˜o capazes de representar complexas func¸o˜es de
densidade de probabilidade (pdf - probability density function) como essas.
Os componentes de um vetor sa˜o varia´veis que devem representar bem
o modelo de qualquer etapa em um framework como o apresentado na Fi-
gura 8. O nu´mero de varia´veis vai determinar a dimensa˜o dos planos de
distribuic¸a˜o de pdf e naturalmente o custo computacional para isso. Se o ve-
tor de caracterı´sticas estiver bem modelado, as amostras capturadas durante a
fase de treinamento frame a frame va˜o gerando de forma na˜o supervisionada,
formac¸a˜o dispersa de pontos inter-relacionados que podem ser discriminados
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atrave´s de agrupamentos com o auxı´lio do algoritmo de aprendizagem EM
que sera´ visto na pro´xima sec¸a˜o. Os autores Panda e Meher (2013) desenvol-
veram uma proposta de aplicabilidade de um GMM para auxiliar na tarefa de
detecc¸a˜o de foreground em sistemas de caˆmeras estaciona´rias. Eles usaram
uma taxa de aprendizagem de um peso Gaussiano para ajustar os paraˆmetros
do modelo com base na extrac¸a˜o de fundo de cena atrave´s da explorac¸a˜o da
correlac¸a˜o de vizinhanc¸a de um pixel.
Tanto o HMM quanto o GMM, sa˜o modelos definidos como parame-
trizados. Eles precisam de um treinamento do conjunto de amostras espa-
lhadas normalmente em hiperplanos do espac¸o n-dimensional por conta da
n-dimensionalidade dos vetores que caracterizam as varia´veis de interesse
(objetos ou trac¸os de deslocamento em nosso caso). Para tanto o algoritmo
EM e´ o mais comum nessa tarefa. Dependendo da aplicac¸a˜o que se quer
modelar nem sempre existe um modelo ou me´todo perfeito para se adotar.
As desvantagens que podem surgir acabam exigindo algumas condic¸o˜es de
contorno para levar estes modelos a responderem com os melhores resultados
possı´veis. O HMM por exemplo necessita a criac¸a˜o de modelos de estados e
transic¸o˜es antes de realizar seu treinamento e ainda precisa ter esse processo
repetido se novas amostras necessitarem entrar no treinamento. O GMM na˜o
tem esse problema mas dados esparsos podem dificultar a discriminac¸a˜o de
agrupamentos e por consequeˆncia sua convergeˆncia. Variac¸o˜es, adequac¸o˜es
e combinac¸o˜es dessas ferramentas com outros me´todos heurı´sticos ou es-
tatı´sticos sa˜o exploradas pelos autores multiplicando abordagens para as mes-
mas aplicac¸o˜es.
Propostas como a de Xiang e Gong (2005) usam o GMM tanto para
segmentar os objetos quanto para representar comportamentos baseados em
evento. Nessa modelagem o autor utilizou um vetor de 7 dimenso˜es: a
posic¸a˜o 2D do blob, a dimensa˜o blob (w,h) e mais treˆs varia´veis associadas a
modelagem da segmentac¸a˜o de movimento onde foi usado a te´cnica de PCH
- Pixel Change History. Na mesma linha a proposta de (BASHARAT et al.,
2008) usa um vetor de 5 dimenso˜es para caracterizar cada objeto mo´vel da
cena com a posic¸a˜o do centroide1 do seu blob no frame, a dimensa˜o do blob
(w,h) e o valor de tempo t associado ao seu deslocamento.
2.2.2 Modelos de Aprendizagem e Treinamento
Uma outra classe de aprendizagem para tratar volumes de dados que
dados sa˜o aleato´rios e crescentes e´ chamada aprendizagem estatı´stica. Esse
1Centroide e´ definido aqui como o centro geome´trico da forma retangular com altura e largura
que circunscreve um objeto sob ana´lise.
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tipo de aprendizagem pode fazer uso do treinamento de paraˆmetros de func¸o˜es
de distribuic¸a˜o de probabilidade pdf que melhor representam o comporta-
mento estatı´stico desses dados. Por exemplo estes paraˆmetros podem ser
a me´dia e variaˆncia dos dados de func¸o˜es gaussianas, comuns para essas
aplicac¸o˜es. Nesse caso trata-se de uma aprendizagem parame´trica que e´
u´til para qualquer espac¸o n-dimensional. A aprendizagem estatı´stica tambe´m
pode pode usar heurı´sticas para determinar a separac¸a˜o ideal de agrupamen-
tos que representam padro˜es. Esta aprendizagem e´ chamada de aprendizagem
na˜o-parame´trica e inclui um extenso grupo de modelos. Os mais presentes
dentro do propo´sito deste trabalho sa˜o as redes neurais (ZENG; CHEN, 2011;
TEHRANI et al., 2009), os modelos de vizinhanc¸a como o K-nearest, os mo-
delos de nu´cleo como o K-means (HU et al., 2006) e as ma´quinas de nu´cleo
como o SVM (SUDO et al., 2008). Ainda entre esses modelos, o SVM tem
um visı´vel destaque dentro de linhas de pesquisa que buscam robustez espe-
cialmente na etapa de rastreamento de objetos nas cenas de vı´deo (PONTIL;
VERRI, 1998; CRISTIANINI; SHAWE-TAYLOR, 2000).
Uma vez que a estrutura do modelo e´ especificado para uma dada
aplicac¸a˜o, os paraˆmetros devem ser aprendidos a partir de dados apresen-
tados na fase de treinamento e assim o modelo esta´ pronto para a fase de teste
de desempenho (ou monitorac¸a˜o). Este e´ um procedimento usual de testar os
modelos sobre base de dados de refereˆncia que esta˜o disponı´veis atrave´s de
sequeˆncias de vı´deo para treinamento, e em outras sequeˆncias, geralmente em
menor nu´mero para teste. As sequeˆncias de vı´deo para o treinamento esta˜o
com conteu´dos que na˜o apresentam anomalias de movimentos dos objetos
em cena para permitir que os modelos criados produzam os dados relativos
a comportamentos normais das cenas. As sequeˆncias de testes possuem de
forma aleato´ria a presenc¸a de movimentos na˜o usuais que devem ser detecta-
dos pelos modelos. O desempenho do modelo enta˜o e´ medido em func¸a˜o da
relac¸a˜o entre a quantidade de falsos positivos encontrados contra o nu´mero
total de anomalias reais contidas nas cenas.
Um ponto importante dentro dos esquemas de aprendizagem e´ como
modelar este processo. Segundo Morris e Trivedi (2008) o modelamento de
trajeto´rias tem sido realizado de duas maneiras conforme os esquemas ilus-
trados na Figura 10. Em (a) o Ponto de Interesse - POI (a) circula entre a´reas
da cena carregando informac¸a˜o que deve ser amostrada ao longo do tempo
usando na forma mais simples a posic¸a˜o de seu centroide, ou a me´dia de
posic¸o˜es com sua variaˆncia formando um envelope do caminho atravessado
por regio˜es que podem ser modeladas como estados internos de observac¸a˜o
da presenc¸a do objeto. Neste esquema tanto Modelos GMM ou HMM forne-
cem eficientes formas de aprendizagem dos caminhos (MAGGIO; CAVAL-
LARO, 2009). Ja´ a Figura 10 (b) mostra que os caminhos observados foram
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representados como uma a´rvore de estados ja´ computando os seus valores
de probabilidade. Este esquema tambe´m e´ ideal para ser usado com redes
Bayesianas ou HMMs. A criac¸a˜o dos estados bem definidos das observac¸o˜es
(C1 · · ·C5) pode ser feita manualmente ou automaticamente, rotulando-se es-
tas regio˜es na a´rea da cena com estrate´gia de aprendizados de agrupamento de
misturas gaussianas. Propostas que trabalham com contexto fazem uso dessa
estrate´gia (MAGGIO; CAVALLARO, 2009; LI et al., 2012b).
Figura 10: Exemplos de modelagem de trajetos.
Fonte: Morris e Trivedi (2008).
A detecc¸a˜o de anormalidade de um movimento, que implica em um
comportamento anormal de um objeto mo´vel da cena, e´ consumado desde que
o caminho tomado por tal objeto na˜o se acomode bem aos caminhos tı´picos
ja´ aprendidos (MORRIS; TRIVEDI, 2008). Em uma expressa˜o pode-se dizer
que se a maior probabilidade do caminho de um objeto i, por exemplo λ i dado
uma trajeto´ria F for menor que um limiar Lλ i implica inferir que objeto esta´
seguindo um padra˜o anormal. Ou seja, se p(λ i|F)<Lλ i o movimento e´ consi-
derado anormal. O valor do limiar Lλ i pode ser ajustado para cada caminho e
individualizado para cada objeto segundo o que se aprendeu no modelo ado-
tado no treinamento dos caminhos ativos. Esta tem sido a ideia geral utilizada
como saı´da dos sistemas que va˜o responder sobre comportamentos atı´picos
dos objetos.
2.2.2.1 Aprendizagem Estatı´stica com Algoritmo EM
A escolha do treinamento em func¸a˜o da modelagem escolhida e´ fun-
damental para a confiabilidade do sistema. Dentre os va´rios tipos de algorit-
mos de treinamento na˜o supervisionado, o Expectation-Maximization (EM)
e´ o mais citado para treinar os modelos estatı´sticos na ana´lise de movimento
(FIGUEIREDO; JAIN, 2002; XIANG; GONG, 2005; SUDO et al., 2008).
As amostras geradas nas misturas gaussianas na˜o possuem rotulac¸a˜o
de categoria pois na˜o sa˜o avaliadas por qualquer supervisionamento. Cada
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amostra esta´ associada a categorias diferentes das varia´veis que formaram o
nu´mero de agrupamentos, chamados de componentes. Cada componente da
mistura possui os paraˆmetros gaussianos µi (me´dia), Σ (co-variaˆncia) e w
(peso = sua probabilidade na mistura) . A func¸a˜o do me´todo padra˜o do EM e´
ajustar interativamente as finitas misturas gaussianas para convergir na proba-
bilidade ma´xima estimada dos paraˆmetros misturados de cada componente.
Existindo a convergeˆncia na fase de treinamento dos dados, cada amostra co-
letada na fase de testes vai ser associada a um dos componentes da mistura.
Esses componentes sera˜o a representac¸a˜o das varia´veis determinadas na fase
de modelagem do sistema.
Na versa˜o padra˜o do EM na˜o se conhece os componentes e nem os
seus paraˆmetros. Para inicializac¸a˜o e´ necessa´rio enta˜o fornecer o nu´mero de
componentes e arbitrar os seus valores de µ , Σ, e w. Logo apo´s calcula-se
qual a probabilidade de cada ponto de dados (amostra) pertencer a cada com-
ponente. Na posse das melhores probabilidades calculadas, reajusta-se todos
os dados aos seus componentes onde cada componente e´ ajustado ao conjunto
completo dos dados. Cada dado enta˜o e´ ponderado pela probabilidade de per-
tencer a cada componente. Na realidade esta´ se deduzindo distribuic¸o˜es de
probabilidades sobre cada componente que representa as varia´veis ocultas do
sistema modelado.
Apo´s este processo inicial, executa-se a etapa E - Expectation que usa
a regra de Bayes para calcular a probabilidade de que cada dado tenha sido
gerado por cada componente. Ou seja pi j =P(C= i|x j) (RUSSEL; NORVIG,
2009). Esta etapa representa a expectativa de que o dado x j foi gerado pelo
componente Ci. Para isso relaciona-se as varia´veis ocultas indicadoras com
um valor 1 se isso e´ verdade ou 0 caso contra´rio. Por u´ltimo executa-se a
etapa M - Maximization onde, de posse dos valores de pi j, pi = Σ j pi j, x j
recalculam-se os valores de µi, Σi e wi. Ou seja, esta etapa encontra os novos
valores que maximizam a probabilidade dos dados, em func¸a˜o dos valores
esperados das varia´veis ocultas representadas pelos seu componentes. As
etapas E e M devem se repetir ate´ a convergeˆncia dos paraˆmetros de todos os
componentes. A quantidade de iterac¸o˜es vai depender de uma se´rie de fatores
como a inicializac¸a˜o e a distribuic¸a˜o de dados.
Nesse me´todo padra˜o encontram-se se´rias desvantagens. Ele exige
uma inicializac¸a˜o, preferivelmente supervisionada. Tambe´m, como ele e´ um
me´todo guloso e local e a func¸a˜o de misturas gaussianas e´ multimodal (que
possui va´rios mı´nimos locais), a inicializac¸a˜o pode levar convergeˆncias para
mı´nimos locais ou pior ainda na˜o convergir caso um componente se restringir
a um u´nico ponto de dados. Neste caso a variaˆncia e´ zero e a probabilidade
tende a infinito. Outro problema e´ a necessidade de se conhecer o nu´mero
de componentes, que acaba engessando para uso em aplicac¸o˜es que reque-
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rem treinamento totalmente na˜o supervisionado. Por conta da recursividade
o custo computacional cresce com o nu´mero de amostras e componentes.
Mesmo assim, na busca de opc¸o˜es de algoritmos para compor a abor-
dagem proposta aqui, encontra-se alguns autores que apresentam propostas
para tornar o EM insensı´vel as desvantagens apontadas ate´ porque, ale´m do
algoritmo ser adequado para aplicac¸o˜es que envolvem a formac¸a˜o de agrupa-
mentos com a utilizac¸a˜o de misturas de gaussianos, ele tambe´m se acomoda
bem para aprendizagem de redes bayesianas e HMM.
E´ o caso do artigo de Figueiredo e Jain (2002). Trata-se de um o´timo
referencial para entender melhor os problemas do EM e como contornar suas
desvantagens quando ele e´ utilizado na sua forma padra˜o. Os autores apre-
sentam um algoritmo que e´ capaz de selecionar o nu´mero de componentes
(de agrupamentos) de forma automa´tica (na˜o supervisionada) e sem a ne-
cessidade de cuidados na inicializac¸a˜o de dos modelos de misturas finitas a
partir de dados multivariados. O contorno destas desvantagens permite am-
pliar o uso deste me´todo de aprendizagem naquelas aplicac¸o˜es que exigem
independeˆncia de treinamento ou rotulac¸a˜o pre´via dos dados para permitir
verdadeiramente seu uso em modo on- line, adaptativo e na˜o supervisionado,
caso buscado nesta proposta.
2.2.2.2 Aprendizagem Estatı´stica com SVM
Ma´quinas de Vetor Suporte, ou Support Vector Machines (SVMs), sa˜o
tambe´m u´teis para o aprendizado computacional. Sa˜o baseadas na teoria de
aprendizado estatı´stico tendo como ideia principal o mapeamento do espac¸o
de estados dos dados de entrada para um outro espac¸o onde se determine
um hiperplano que os separe linearmente. SVMs mostram um desempenho
relevante nas aplicac¸o˜es de reconhecimento de imagens e reconhecimento
de padro˜es de comportamento (ELHOSEINY et al., 2013). Diferente de re-
des neurais, SVMs na˜o processam busca por mu´ltiplos mı´nimos locais mais
sim por um ma´ximo global. Por ser um me´todo classificador muito bem
suportado por matema´tica e estatı´stica ele possui uma boa capacidade de
generalizac¸a˜o uma vez que ele consegue classificar dados que na˜o pertenc¸am,
ao conjunto utilizado em seu treinamento. Isso tambe´m leva este tipo de
me´todo ser robusto para objetos com grandes dimenso˜es de dados (CRISTI-
ANINI; SHAWE-TAYLOR, 2000).
Em sı´ntese, suponhamos inicialmente que nossos dados de treinamento
sejam linearmente separa´veis, ou seja, que ha´ um hiperplano y na direc¸a˜o w
tal que todos os dados de treinamento classificados como positivos yi = +1
fiquem de um lado do hiperplano e os dados classificados como negativos
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yi = −1 fiquem do outro lado do mesmo hiperplano. Ma´quinas de vetor de
suporte procuram maximizar a margem do hiperplano separador usando como










onde C e´ um fator de penalizac¸a˜o para todo xi dentro da faixa γ na
direc¸a˜o w. Tais pontos definem o hiperplano separador e sua remoc¸a˜o ou
deslocamento pode afetar a soluc¸a˜o do problema pois pode mudar o valor
da margem. A Figura 11 ilustra o problema para duas classes linearmente
separa´veis (duas dimenso˜es), com os vetores suporte associados (pontos cir-
culados acima e abaixo de w):
Figura 11: Plano separador dos vetores de suporte.
Fonte: Gong et al. (2011).
Tanto redes neurais quanto as SVM teˆm o mesmo objetivo que e´ o de
achar relac¸o˜es entre os dados que minimizam o erro da classificac¸a˜o (LI et
al., 2009). Redes neurais tentam minimizar o risco empı´rico, isto e´, reduzir
a probabilidade de erro na classificac¸a˜o dentro dos dados de treinamento.
Por sua vez, as SVMs foram criadas para minimizar o erro estrutural, de tal
forma que a probabilidade de erro de classificac¸a˜o dos dados, que na˜o sa˜o
de treinamento, seja minimizada, com isso, elas aproximam melhor a func¸a˜o
de classificac¸a˜o ideal. Enquanto em redes neurais, o treinamento e´ feito de
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uma forma iterativa, onde cada passo tenta obter continuamente melhores
resultados no ajuste da func¸a˜o de classificac¸a˜o, na maioria dos casos, torna-se
difı´cil determinar quando finalizar o processo iterativo, ou especificar quando
se chega a uma boa aproximac¸a˜o (LI et al., 2009; ZENG; CHEN, 2011).
As SVMs tratam os dados de forma simultaˆnea e global, proporcio-
nando uma soluc¸a˜o o´tima quando o treinamento finaliza. Ainda comparati-
vamente, nos treinamentos de redes neurais ha´ uma auto-modificac¸a˜o, alte-
rando os pesos nas arestas conectadas. Durante esse processo de atualizac¸a˜o,
a soluc¸a˜o o´tima pode na˜o chegar ao ponto o´timo global, pois o me´todo pode
parar num ponto crı´tico local. O principal motivo e´ que os dados de treina-
mento sa˜o alimentados na rede um apo´s o outro e um subconjunto dos dados,
podendo gerar uma grande influeˆncia nos pesos das arestas, desprezando a
contribuic¸a˜o dos demais subconjuntos. Por outro lado, as ma´quinas de ve-
tor suporte possuem, necessariamente, um o´timo global para um processo de
classificac¸a˜o.
No reconhecimento de atividade humana, os dados do plano devem
representar os diversos pontos de interesse analisados nas sequencias de ima-
gens. Va´rios hiperplanos va˜o separar geograficamente determinados trac¸os
de deslocamento dos humanos no ambiente que sera˜o representados por um
vetor xi neste espac¸o. Comportamentos com elevado grau de similaridade
ficara˜o separados pelos hiperplanos identificando comportamentos normais.
Um ponto xi demasiadamente fora deste espac¸o implica em uma situac¸a˜o
anormal e pode enta˜o ser alertada. Uma melhor fundamentac¸a˜o e formulac¸a˜o
do SVM bem como outros me´todos de aprendizado baseados em nu´cleo po-
dem ser encontrados em Cristianini e Shawe-Taylor (2000).
2.3 ABORDAGENS NA DETECC¸A˜O DE MOVIMENTO
ANORMAL
Como ilustrado na Figura 3 da sec¸a˜o 1.1, ha´ dois ramos de abordagens
para DMA. Aqueles baseados nos dados gerados pelo movimento de todos os
objetos sobre o fundo esta´tico da cena e aqueles que se baseiam nos dados ge-
rados pelo rastreamento de cada objeto mo´vel. Para essas duas abordagens, a
quantidade de combinac¸o˜es entre te´cnicas, modelos, estrate´gias e ferramentas
disponı´veis se multiplica especialmente por conta da contribuic¸a˜o dada pelos
resultados na pesquisa de processamento de imagens, desde o tratamento ate´
a sua segmentac¸a˜o. Essa evoluc¸a˜o fica evidente na a´rea de videovigilaˆncia
pois tais abordagens tem procurado atender diversos tipos de cena´rios com
fundo de cena complexo indoor ou outdoor, maior nu´mero de objetos e tipos,
maior nu´mero de caˆmeras fixas ou mo´veis, menor consumo de memo´ria ou
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tempo de processamento, comportamentos complexos, entre outros desafios.
Na pesquisa de va´rios trabalhos dentro dessas abordagens, se desta-
cam duas formas de ana´lise dos dados coletados: as baseadas nos dados re-
lacionados a regio˜es pre´-definidas dentro da ROI (TZIAKOS et al., 2010) e
as baseadas nos dados relacionados as mudanc¸as da informac¸a˜o dos pixels no
frame (LIU et al., 2010; FEIZI et al., 2012).
As abordagens baseadas tanto em rastreamento quanto em movimento
possuem um espectro de trabalhos que propo˜e detectar movimento anormal
levando em considerac¸a˜o a ana´lise de uma porc¸a˜o menor de dados localizados
em sub-regio˜es resultantes de uma grade fixa normalmente formada por uma
divisa˜o uniforme e fixa da ROI. Outro tipo de grade e´ aquela onde as sub
regio˜es podem variar em forma e tamanho de acordo com a distribuic¸a˜o de
dados na ROI. Essa u´ltima e´ definida aqui como grade adaptativa. Como
forma exclusiva de ana´lise do presente trabalho, foi realizado a ana´lise sobre
um novo tipo de grade a qual se ajusta a densidade de dados dentro do ROI,
aqui definida como grade mo´vel.
Esta sec¸a˜o destaca alguns trabalhos que representam bem essas duas
vertentes de estudo, em especial aqueles onde a ana´lise de movimento anor-
mal e´ baseada no rastreamento explı´cito dos objetos mo´veis, me´rito desta
tese. Embora sejam abordagens distintas, elas revelam estrate´gias comuns
quando o assunto e´ reduc¸a˜o de custo computacional e aplicabilidade no mundo
real.
2.3.1 Ana´lise Baseada em Movimento
Os trabalhos baseados na extrac¸a˜o do fundo esta´tico da cena usam
te´cnicas relacionadas com as alterac¸o˜es do background de cada frame ao
longo da sequeˆncia de vı´deo. Processar como um todo as mudanc¸as de
informac¸o˜es na evoluc¸a˜o de frames, sem a necessidade de tratar um pipe-line
pre´vio de processos como o framework sugerido da Figura 8, simplifica o pro-
cesso da ana´lise da cena pois na˜o ha´ etapas intermedia´rias que necessitem ser
tratadas, exceto pela extrac¸a˜o do background em alguns casos. No entanto
a complexidade dos me´todos aumenta. Exemplos de trabalhos nesta classe
tem como base o fluxo o´tico (HUANG et al., 2009), a distribuic¸a˜o de ener-
gia no espac¸o e tempo (ZAHARESCU; WILDES, 2010), PHD(Probability
Hypothesis Density)(MAGGIO; CAVALLARO, 2009), PCA (YU; MOON,
2009; TZIAKOS et al., 2010), GMM treinado com EM em sub-regio˜es (MAHA-
DEVAN et al., 2010) e mapas de direc¸a˜o (GRYN et al., 2005).
Uma abordagem interessante dessa classe foi a proposta por Zaha-
rescu e Wildes (2010) onde a avaliac¸a˜o da distribuic¸a˜o de energia no espac¸o
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e tempo sa˜o utilizadas para modelar comportamento. Segundo os resultados
obtidos pelos autores, esta representac¸a˜o pode capturar uma grande variedade
de padro˜es visuais que ocorrem naturalmente no espac¸o e tempo. Um modelo
de distribuic¸a˜o de energia orientada espac¸o-temporal e´ gerado para mode-
lar o comportamento e comparado com os novos movimentos observados.
O me´todo ainda atua mesmo quando somente um subconjunto do modelo e´
apresentado para a nova observac¸a˜o. A abordagem considerada singular nessa
classe merece uma atenc¸a˜o em func¸a˜o de que ela somente concentra esforc¸os
computacionais somente nas regio˜es onde esta˜o ocorrendo mudanc¸as impor-
tantes de energia e desse modo, permitem o uso em cenas reais e tempo real.
Um outro exemplo desse tipo de ana´lise e´ o modelo proposto por Guo
et al. (2013) ilustrada na Figura 12. Para cada ce´lula da grade eles usam um
algoritmo que usa o deslocamento me´dio de intensidade de pixels (mean shift
algoritm) e armazenam ali, via GMM todas as probabilidades encontradas.
Apo´s definic¸a˜o do limite mı´nimo de todas as probabilidades dessas ce´lulas,
qualquer ce´lula em qualquer frame que apresentar uma probabilidade menor
do que o limite estabelecido e´ enta˜o marcada como anormal.
Figura 12: Exemplo de ana´lise baseada em regia˜o de um modelo com abor-
dagem baseada em movimento.
Fonte: Modelo proposto por Guo et al. (2013).
Sudo et al. (2008) tambe´m apresentaram uma proposta que somente
atua computacionalmente sobre o que ele chama de subespac¸os, regio˜es onde
esta˜o ocorrendo movimentos dos objetos. Eles realizaram uma modificac¸a˜o
nos algoritmos SVM e PCA para torna´-los com treinamento on-line na˜o su-
pervisionados incrementalmente. Segundo os autores a distaˆncia entre veto-
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res capturados por PCA projetados dentro dos subespac¸os sa˜o aproximados
com a distaˆncia no espac¸o original e por isso, depois de aprender por uma
sequeˆncia longa de frames, o sistema consegue inferir sobre anormalidades
atrave´s do classificador SVM de classe u´nica.
Essas propostas sa˜o adequadas a`quelas aplicac¸o˜es ja´ citadas anteri-
ormente como ana´lise do movimento da forma de caminhar, dos gestos, de
multida˜o, do corpo humano, etc. Nesses casos os movimentos sa˜o mais
complexos e exigem mais processamento localizado nas regio˜es de interesse.
Aplicac¸o˜es onde o contexto precisa ser levado em considerac¸a˜o, tambe´m se
enquadram bem nessa linha de estudo.
Outro trabalho que ofereceu contribuic¸o˜es na linha de abordagem ba-
seada em movimento aplicada a va´rios tipos de vı´deos foi o de Saligrama e
Chen (2012). Eles trabalharam com regras de decisa˜o o´timas locais em sub
regio˜es do frame para inferir sobre as dependeˆncias estatı´sticas espaciais e
temporais globais dos movimentos.
A revisa˜o bibliogra´fica se limitou em identificar somente algumas pro-
postas e artigos que se encaixam na ana´lise baseada em movimento sem se
aprofundar nos me´todos ou te´cnicas utilizados uma vez que esses trabalhos
na˜o foram os alvos para se discutir no presente trabalho.
2.3.2 Ana´lise Baseada em Rastreamento
As abordagens baseadas em rastreamento necessitam das coordenadas
2D e das informac¸o˜es que discriminam cada objeto em cada frame ao longo
do seu deslocamento nas sequeˆncias de vı´deo. Esses dados sera˜o computa-
dos por algum modelo estatı´stico que identifique padro˜es associados aos seus
comportamentos. Em geral o rastreamento cria modelos durante uma fase de
treinamento e apo´s isso, na fase de observac¸a˜o, os desvios significativos en-
contrados sa˜o rotulados como anormais. O rastreamento e´ a u´nica fonte de
informac¸a˜o nessas abordagens e a confiabilidade dessa fonte para os mais di-
versos cena´rios continua sendo alvo de pesquisa em func¸a˜o de alguns desafios
ainda em aberto nessa tarefa (CANNONS, 2008).
Diante disso, a qualidade ou a confiabilidade das infereˆncias na ana´lise
de movimento fica dependente na˜o somente do modelo adotado para este
fim como tambe´m da robustez da fase de rastreamento que fornecera´ os da-
dos para ana´lise. Isso leva as abordagens baseadas em rastreamento procu-
rar estrate´gias que requerem menor custo computacional, a fim de tornar as
aplicac¸o˜es que envolvam cena´rios do mundo real via´veis em diferentes con-
textos (SODEMANN et al., 2012). Os autores que se arriscam a desenhar
propostas desde a captura dos frames de vı´deo ate´ infereˆncia sobre o compor-
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tamento dos objetos mo´veis, precisam determinar restric¸o˜es de modo a tornar
via´vel a grande carga de trabalho envolvida nas estrate´gias de cada parte do
processo (XIANG; GONG, 2005; BERCLAZ et al., 2008; BASHARAT et
al., 2008).
Zhang et al. (2013) apresentam uma elaborada proposta que deter-
mina anormalidades baseada na ana´lise de trajeto´rias confrontadas com as
predic¸o˜es realizadas em cada frame. A abordagem comec¸a detectando regio˜es
anormais baseadas na textura, tamanho e movimento dos objetos, as quais
foram previamente treinadas com os vı´deos sem anomalias. Apo´s isso, os
caminhos entre regio˜es construı´dos a partir das regio˜es anormais detectadas,
chamados de pathlets, sa˜o usados para detectar as trajeto´rias anormais ale´m
de prever a localizac¸a˜o dos objetos usando SVM. A Figura 13 ilustra a ideia
onde nos dois primeiros frames e´ detectada localizac¸a˜o com anomalias e e´
possı´vel prever a localizac¸a˜o da anomalia no terceiro frame adjascente.
Figura 13: Exemplo de ana´lise baseada em regia˜o e de um modelo com abor-
dagem baseada em rastreamento.
Fonte: Modelo proposto por (ZHANG et al., 2013).
Outras abordagens tratam sobre cenas do mundo real mas em geral,
tambe´m limitadas em flexibilidades de cena´rios e alvos. Exemplo disso e´ o
uso de te´cnicas como a lo´gica fuzzy como fez Hanapiah et al. (2010) onde
heurı´sticas2 sa˜o utilizadas para reduzir a complexidade da ana´lise dos dados.
2Apesar da possibilidade de conduzir a erros, e´ comum encontrar o uso de heurı´stica em al-
guma parte nos processos de ana´lise de vı´deo. Ela aparece sob a forma de condic¸o˜es de contorno
ou de adoc¸a˜o empı´rica de limiares de decisa˜o, baseada na experieˆncia de observac¸o˜es similares,
hipo´teses ou intuic¸o˜es.
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Nesse sentido, modelos estatı´sticos ganham um espac¸o importante para au-
xiliar na soluc¸a˜o dos va´rios problemas que aparecem ao longo do processo.
Reduzir a complexidade implica em reduzir o custo computacional ou com-
plexidade dos algoritmos, determinantes na busca de performance e viabili-
dade das aplicac¸o˜es em tempo real.
2.3.2.1 Os Desafios do Rastreamento Robusto
Na pra´tica o trabalho de rastreamento de objetos mo´veis frequente-
mente encontra mais outros problemas especialmente quando e´ necessa´rio
manter a identificac¸a˜o dos objetos sob longas durac¸o˜es de vı´deo. Existem
va´rias razo˜es para isso nos mais variados contextos, principalmente nos cena´rios
outdoor. Por exemplo, para os modelos de um rastreamento robusto visando
rastrear pessoas e´ necessa´rio manter sua identificac¸a˜o com as respectivas co-
ordenadas no frame de vı´deo controlando os seguintes obsta´culos:
• Os fundos de cena real sa˜o complexos, variados e muta´veis;
• A variac¸a˜o de iluminac¸a˜o da cena ou movimentos indeseja´veis ou fora
do escopo de ana´lise causados principalmente por condic¸o˜es clima´ticas;
• O rastreamento de mu´ltiplos alvos que inclusive podem estar trocando
de dimenso˜es e aˆngulos de observac¸a˜o ao longo da trajeto´ria;
• Identificar objetos na˜o rı´gidos como uma pessoa e sua interac¸a˜o no am-
biente devido a ambiguidade causada por articulac¸a˜o do corpo, roupas
soltas, e oclusa˜o entre as partes do corpo, entre corpos ou entre corpos
e um objeto fixo do fundo esta´tico da cena;
• Objetos que permanecem esta´ticos por uma sequeˆncia longa de frames,
por exemplo, maior que 100 frames, podem acabar sendo interpretados
como parte do fundo de cena.
Para outros tipo de objetos, ale´m dos citados acima outros problemas
podem emergir. No rastreamento de veı´culos de diversos tipos por exem-
plo, a variac¸a˜o das velocidades no deslocamento em relac¸a˜o aos outros, pode
dificultar a manutenc¸a˜o da correspondeˆncia do seu trac¸o de deslocamento.
Observa-se que para conseguir uma robustez no rastreamento visando supe-
rar esses va´rios desafios cada te´cnica, me´todo, modelo ou abordagem deve ser
especı´fica para cada situac¸a˜o desde os primeiros nı´veis de abstrac¸a˜o dos sinais
de vı´deo para o sistema, passando pela sua segmentac¸a˜o ate´ a sua ana´lise em
alto nı´vel. O nu´mero de combinac¸o˜es dessas escolhas torna dinaˆmico esse
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tipo de pesquisa permitindo que se possa conectar as melhores abordagens
como boas opc¸o˜es para propor novas abordagens na expectativa de alcanc¸ar
melhores resultados e maior amplitude de aplicac¸o˜es e portanto com liber-
dade de uso em diferentes contextos.
Para avaliar sobre o comportamento de um objeto rastreado, em geral
adota-se um modelo de rastreamento que contorne um ou mais dos obsta´culos
citados anteriormente de acordo com o contexto da aplicac¸a˜o. A pro´xima
etapa e´ aprender sobre o comportamento do trajeto de cada tipo objeto mo´vel
reconhecido no ambiente. Neste ponto, ainda dependendo da aplicac¸a˜o em
foco, outros desafios surgem para serem considerados e controlados:
• Identificar que um mesmo trac¸o de deslocamento pode ser normal ou
anormal de acordo com o contexto de diferentes ambientes;
• Aprender sem supervisa˜o sobre o comportamento do movimento em
longos perı´odos de observac¸a˜o dos cena´rios;
• Ao longo do tempo, movimentos anteriormente rotulados como anor-
mais, podem assumir identificac¸a˜o contra´ria;
• As implementac¸o˜es das te´cnicas adotadas nas etapas anteriores soma-
das ao processo de ana´lise de comportamento va˜o exigir uma grande
capacidade de computac¸a˜o limitando muitas vezes sua aplicac¸a˜o em
tempo-real.
No estado da arte sobre rastreamento, Cannons (2008) fez uma compi-
lac¸a˜o ampla de ferramentas, abordagens, te´cnicas e modelos para demons-
trar como diversos autores tem tratado um ou mais dos obsta´culos citados no
inı´cio desta sec¸a˜o. Ele e outros autores (XU et al., 2010; KO, 2008; HU et
al., 2004) dividem estes modelos em treˆs principais categorias: Rastreamento
usando caracterı´sticas discretas, rastreamento com contornos e rastreamento
baseado em regia˜o, que sera˜o explorados em sı´ntese nos subitens a seguir.
i. Rastreamento Baseado em Caracterı´sticas
No rastreamento usando caracterı´sticas discretas o objeto mo´vel e´ ras-
treado a partir de um simples ponto ou em verso˜es mais complexas
as caracterı´sticas rastreadas podem ser linhas, grupos de bordas ou ate´
mesmo modelos 3D. Quando se usa um ponto como refereˆncia, sua
posic¸a˜o e velocidade sa˜o as varia´veis para corresponder cada alvo ao
seu trac¸o de deslocamento frame a frame. As propostas de Narayana e
Haverkamp (2007), Basharat et al. (2008) e Zeng e Chen (2011) esta˜o
nessa linha de rastreadores.
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Em geral, apo´s a extrac¸a˜o do background e a posterior segmentac¸a˜o
dos objetos mo´veis, determina-se o centro me´dio de seus pixels ou cen-
troide o qual sera´ o ponto a ser rastreado na sequeˆncia de frames. O
processo e´ determinı´stico e bastante carregado de heurı´sticas. Caso se-
jam usadas linhas ou bordas do objeto e´ necessa´rio usar ferramentas de
predic¸a˜o como filtros de Kalman para predizer e corrigir os paraˆmetros
dessas linhas nos frames subsequentes.
Os desafios aumentam quando se deseja rastrear o melhor alinhamento
de um modelo 3D do objeto com as medidas retiradas da imagem ras-
treada. Uma das abordagens tambe´m utilizadas nessa categoria de ras-
treador e´ o uso do me´todo detector de cantos e bordas de Harris (HAR-
RIS; STEPHENS, 1988). Em resumo, esse me´todo detecta cantos em
uma pequena a´rea onde existe o encontro de bordas de um objeto que
possuem diferentes direc¸o˜es na imagem captada como um plano 2D
projetado na caˆmera. Esses pontos mante´m relac¸o˜es em va´rios aˆngulos
de observac¸o˜es e portanto caracterizam uma reta, plano ou planos im-
portantes do objeto. Estes pontos passam a ser o foco no rastreamento.
Uma boa questa˜o a ser resolvida nestes me´todos e´ decidir quais sera˜o
os melhores pontos para escolher em um objeto que pode apresentar
va´rias possibilidades de escolha. Apo´s usar um detector de cantos
como o me´todo de Harris pode-se utilizar um me´todo como o KLT
(Kanade- Lucas-Tomasi Feature Tracker) (SHI; TOMASI, 1994; SUN;
GUO, 2008) ou o me´todo com SIFT (Scale Invariante Feature Trans-
form) (YANG et al., 2009; HU et al., 2008). O me´todo SIFT e´ um des-
critor que se destaca nesta tarefa porque ele e´ minimamente sensı´vel as
mudanc¸as de escala, iluminac¸a˜o e apareˆncia do objeto, caracterı´sticas
essas costumeiramente presentes durante um rastreamento (HU et al.,
2008; MOREELS; PERONA, 2005). Este descritor e´ baseado na mag-
nitude do gradiente e na orientac¸a˜o de todos os pixels em uma regia˜o
em volta de um ponto chave ou Key point. Eles sa˜o colocados em
uma janela gaussiana e acumulados em um histograma resumido em
sub-regio˜es. A magnitude de cada orientac¸a˜o corresponde a soma dos
vetores de mesma direc¸a˜o da regia˜o. A distancia entre os histogramas
definida como descritor SIFT e´ usada como medida de correlac¸a˜o. O
ca´lculo de distancia euclidiana pode ser usado para calcular a distancia
entre os histogramas. Se a distancia for inferior a determinado limite
e´ porque este e´ um ponto importante do objeto e deve ser utilizado
como descritor. O SIFT potencializa a caracterizac¸a˜o dos objetos, em
especial os tridimensionais que em geral sa˜o os alvos de rastreamento
em videovigilaˆncia. Uma de suas desvantagens e´ a complexidade com-
putacional (O(·)) quando implementado conceitualmente, consumindo
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O(n2 ∼ n3) na etapa de treinamento e O(n) no teste. No entanto autores
como Yang et al. (2009) ja´ apresentaram soluc¸o˜es usando representac¸a˜o
de co´digos esparsos dos descritores SIFT e reduziram a complexidade
para O(n) no treinamento e para uma constante na fase de teste.
O SIFT tem marcado presenc¸a em um nu´mero crescente de trabalhos
relacionados com robustez na identificac¸a˜o de padro˜es especialmente
pela sua insensibilidade aos va´rios obsta´culos citados anteriormente. A
identificac¸a˜o de um vetor esta´vel com dimensa˜o reduzida relacionado
com diversos tipos de objetos 3D motiva o uso associado com classifi-
cadores robustos como o SVM.
Outras soluc¸o˜es como de Javed e Shah (2008) pode ser considerado
como um rastreador dessa categoria. Os autores desenvolveram uma
estrate´gia de criar um vetor de caracterı´sticas chamado de Movimento
Recorrente da Imagem (RMI) para calcular movimentos repetidos den-
tro da regia˜o do blob. Segundo eles, diferentes tipos de movimento
dentro da a´rea de seus blobs possuem diferentes tipos de RMI e enta˜o
podem ser classificados em diferentes categorias. A te´cnica proposta
por eles tambe´m e´ oportuna para detectar objetos esquecidos ou carre-
gados.
ii. Rastreamento Baseado em Contorno
O rastreamento de contornos oferece um caminho alternativo de imple-
mentac¸a˜o de rastreadores em func¸a˜o de levar em conta a parametrizac¸a˜o
discreta de curvas abertas (snake-based) ou fechadas (level set contour)
que envolvem os limites da forma do objeto rastreado. Esta categoria
de rastreamento na˜o e´ facilmente implementa´vel pois exige uma mo-
delagem baseada em um equacionamento que dependente das formas a
serem rastreadas. Ale´m disso pressupo˜e-se que as mudanc¸as de forma
entre um frame e outro na˜o devem ser significativas para na˜o se perder
a identidade com a formulac¸a˜o correspondente. Isso implica que a cap-
tura dos frames deve ser ra´pido o bastante para preservar essa relac¸a˜o
(em geral maior que 25 frames por segundo).
As primeiras propostas deste tipo de rastreamento envolveu os con-
ceitos de energia que conseguem representar bem contrastes, cores e
bordas. Outras propostas incluı´ram descritores regionais como cor,
textura, histogramas, em func¸a˜o das limitac¸o˜es do uso de informac¸o˜es
apenas ao longo do contorno em si. Novamente o papel de estimadores
com o filtro de Kalman e PCA se revelam como usuais nessa categoria.
Um exemplo desta abordagem pode ser vista em ZHANG et al. (2009).
Os autores criam uma base de dados da silhueta dos objetos a partir de
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um modelo de mistura de gaussianas adaptativo. A dimensionalidade
dos dados e´ reduzida usando PCA e um algoritmo chamado de Mar-
ginal Fisher Analysis (MFA). O rastreamento segue enta˜o combinando
as te´cnicas de PCA e MFA, e diferentes objetos de treˆs grupos, pe-
destres, automo´veis e outros, sa˜o reconhecidos e rastreados com muita
robustez.
iii. As abordagens Baseadas em Regia˜o
Por fim, o rastreamento baseado em regia˜o que e´ uma colec¸a˜o de rastre-
adores que usam te´cnicas estatı´sticas para inferir as pro´ximas posic¸o˜es
dos objetos no frame seguinte totalmente baseadas na informac¸a˜o con-
tida na regia˜o de pixels do objeto destacado do fundo esta´tico da cena.
Essa informac¸a˜o pode ser cor, textura, gradiente, energia espac¸o-tempo-
ral, resposta de filtros ou combinac¸a˜o dessas. Os autores (CZYZEWSKI;
DALKA, 2008) abordam uma proposta que considera a cor para discri-
minar o fundo esta´tico da cena com os objetos mo´veis onde cada pi-
xel da imagem e´ descrito por misturas de gaussianas dos componentes
RGB de cor. O rastreamento segue usando filtros de Kalman com ve-
tores de 6 e 8 dimenso˜es que caracterizam cada objeto mo´vel na cena
associado a uma matriz que relaciona cada trac¸o de deslocamento com
um blob.
Apesar da divisa˜o de categorias ter um nu´mero pequeno, o nu´mero
de combinac¸o˜es de te´cnicas e abordagens com diversas ferramentas e´
significativo. Em todos os tipos existem aplicac¸o˜es que mais se alinham
com a te´cnica usada na sua concepc¸a˜o. Por exemplo, um rastreador
que usa linhas do objeto como caracterı´sticas a serem rastreadas em
um pro´ximo frame, na˜o e´ apropriado para reconhecer objetos curvos ou
circulares. Estas particularidades sa˜o adequadas para muitas aplicac¸o˜es
no entanto sa˜o sensı´veis ao contexto.
As treˆs categorias descritas anteriormente refletem a maior parte de
trabalhos propostos para atacar especialmente o problema de associac¸a˜o de
dados no rastreamento. Observa-se que todas usam em comum um mo-
delo de apareˆncia do objeto para inferir corretamente sua nova posic¸a˜o em
um pro´ximo frame. Por isso pode-se enquadrar essas categorias em uma
sub-classe de abordagens baseadas em modelos de apareˆncia, em contraste
com outra sub-classe baseada em em Mapas de Probabilidade de Ocupac¸a˜o
(POM). Nessa linha encontra-se o trabalho de (BERCLAZ et al., 2008) que
identifica e divide o plano de cha˜o no FOV de mu´ltiplas caˆmeras em sub-
regio˜es que definem um mapa de ocupac¸a˜o de mu´ltiplos objetos. Nesse caso,
modelos de apareˆncia dos objetos tambe´m sa˜o usados para calcular as proba-
bilidades nas a´reas do mapa e assim controlar completamente os problemas
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de oclusa˜o.
Independente do uso de qualquer estrate´gia para detectar movimento
anormal em uma abordagem baseada em rastreamento, os dados que ira˜o
compor o conjunto de refereˆncia para ana´lise sera˜o originados pela pro´pria ca-
tegoria do rastreador escolhido. Assim, o modelo de movimento fornecera´ os
dados relativos a localizac¸a˜o no espac¸o (regia˜o ou pixel) dos objetos rastrea-
dos e o modelo de apareˆncia fornecera´ os dados relativos a caracterizac¸a˜o cor-
respondente. Essa caracterizac¸a˜o pode ser definida como uma u´nica varia´vel
que representa o tipo de objeto (neste caso apoiado com um processo adici-
onal de classificac¸a˜o), descritores simples como largura e altura do blob ou
descritores mais completos como os key points de um SIFT ou histogramas
locais, entre outros.
Obviamente que a quantidade de informac¸a˜o utilizada para caracte-
rizar cada objeto vai impactar no trato computacional. Cabe enta˜o adotar
modelos de movimento e de apareˆncia que melhor se aderem ao propo´sito da
ana´lise de movimento de mu´ltiplos objetos com mu´ltiplas apareˆncias.
2.3.3 O Conjunto de Vı´deos de Refereˆncia - O Dataset
O modelo ideal de um sistema concebido para fazer a ana´lise de ce-
nas de vı´deo seria aquele que consegue detectar anormalidades dos objetos
presentes nas cenas sem qualquer treinamento ou conhecimento anterior do
comportamento tanto no contexto quanto na movimentac¸a˜o usual. A pesquisa
nesta a´rea ainda esta´ longe de alcanc¸ar resultados com este grau de autonomia
ou cognic¸a˜o devido a complexidade de dados e suas relac¸o˜es no envolvimento
desde a captura de vı´deo ate´ a ana´lise.
Para contornar os desafios de um cena´rio ideal, a avaliac¸a˜o do desem-
penho dos algoritmos ou sistemas e´ focada na busca de melhores resultados
sobre me´tricas especı´ficas de um conjunto de vı´deos de refereˆncia chamados
de datasets. Muitos desses vı´deos sa˜o disponibilizados de forma pu´blica e
explorados por grupos de pesquisa espalhados pelo mundo. A versa˜o mais
ba´sica de um dataset e´ aquela que possui somente sequeˆncias de imagens em
formatos usuais de extensa˜o de arquivos .jpeg ou .tiff ou vı´deo em formatos
como .avi, .mpg ou .mp4. Os datasets em verso˜es mais completas, acom-
panham ale´m das sequeˆncias de imagens ou vı´deo, anotac¸o˜es associadas em
cada frame de vı´deo atrave´s de dados ou metadados em va´rios formatos de
arquivos. O enriquecimento de informac¸o˜es sobre um vı´deo, ale´m de garan-
tir uma refereˆncia para a avaliac¸a˜o de algoritmos nas abordagens sobre sua
ana´lise, permite avaliar de forma isolada va´rios processos de um framework
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como aqueles vistos na sec¸a˜o 2.2. Enta˜o, se existe o detalhamento adequado
nas anotac¸o˜es de vı´deo, e´ possı´vel avaliar o desempenho de algoritmos es-
pecı´ficos somente na fase final da ana´lise, sem que seja necessa´rio propor um
modelo que trate todas as suas etapas iniciais ou intermedia´rias. Por conta
disso, o uso da anotac¸a˜o de vı´deo foi fundamental para o desenvolvimento
deste trabalho, que estabeleceu como meta, atuar somente na ana´lise de anor-
malidade de rastros ja´ idealmente identificados.
Os datasets sa˜o sequencias de vı´deo capturadas em perı´odos determi-
nados a partir de caˆmeras instaladas em ambientes indoor ou outdoor. Estas
cenas podem ser captadas sem adulterac¸a˜o do movimento natural dos obje-
tos (cenas do mundo real) ou podem ser resultado de uma produc¸a˜o envol-
vendo atores e outros objetos em movimentos ou ac¸o˜es planejadas para fins
de ana´lises especı´ficas. Outra opc¸a˜o ainda e´ o uso de simulac¸a˜o de cenas to-
talmente criadas de forma virtual atrave´s de softwares especı´ficos para este
fim. No caso de produc¸a˜o especı´fica, os vı´deos sa˜o segmentados em dois
conjuntos de vı´deos: O vı´deo de treinamento e o vı´deo de teste.
O vı´deo de teste possui uma ou mais sequencias de frames daqueles
comportamentos anormais que se deseja detectar ou analisar. Em geral os
vı´deos de teste sa˜o em menor nu´mero do que os vı´deos de treinamento. As
sequeˆncias de testes possuem de forma aleato´ria, a presenc¸a de movimentos
na˜o usuais que devem ser detectados pelos modelos.
As sequeˆncias de vı´deo para o treinamento possuem conteu´dos que
na˜o apresentam anomalias de movimentos dos objetos, visando permitir que
os modelos criados reconhec¸am informac¸o˜es relativas aos comportamentos
normais das cenas. Dependendo da abordagem do treinamento, o conjunto
de frames para esta etapa do processo pode conter cenas com movimentos
anormais e normais, ou seja, uma sequeˆncia de frames sem “cortes”.
A medida de desempenho de um modelo para DMA baseado em ras-
treamento geralmente e´ realizada usando a quantidade de acertos nas in-
fereˆncias em relac¸a˜o a todos os eventos anotados no vı´deo de teste. Ou seja,
tomando-se como positivo o acerto de um evento anormal, a medida e´ melhor
se o algoritmo avaliado infere corretamente tanto a detecc¸a˜o de um evento
anormal (verdadeiro positivo) como tambe´m a detecc¸a˜o de um evento normal
(verdadeiro negativo) enquanto eles acorrem. Uma variac¸a˜o dessa medida
pode ser aquela em que se avalia o qua˜o ra´pido ocorre a detecc¸a˜o do evento
anormal, assim que ele comec¸a a acontecer e ate´ o momento em que ele ter-
mina. Nesse caso a medida de desempenho passa a ser a relac¸a˜o entre a quan-
tidade de frames detectados como anormais em relac¸a˜o ao total de frames de
cada evento anotados como tal. No caso de modelos de DMA baseada em
regia˜o, outras medidas ainda podem ser adotadas como por exemplo a pre-
cisa˜o da forma em pixels do objeto que segue uma trajeto´ria anormal frame a
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frame.
Os datasets constituı´dos por sequeˆncias u´nicas de vı´deo sem a distinc¸a˜o
entre teste e treinamento, sa˜o usados nos modelos de treinamento na˜o super-
visionado e por isso passam a ter importaˆncia nesses casos. Esses cena´rios
sa˜o os mais interessantes para alcanc¸ar objetivos em aplicac¸o˜es visando o
mundo real. Uma proposta nessa direc¸a˜o e´ encontrada no artigo de (XIANG;
GONG, 2008) onde um conjunto de dados chamado de bootstrapping com al-
guns segmentos de vı´deo aleatoriamente escolhidos em um nu´mero menor do
que o total de amostras e´ usado para inicializar o modelo de uma DBN (Di-
namic Bayesian Network). Os autores tambe´m adotaram um outro modelo
chamado de Teste da Taxa de Probabilidade (LRT - Likelihood Ratio Test)
para detectar comportamentos anormais de forma incremental e adaptativa
a partir do treinamento inicial com o bootstrapping. Segundo os resultados
desses autores, a modelagem proposta permitiu aprendizado totalmente na˜o
supervisionado incluindo trocas de contexto.
A demanda atual de datasets visa atender um nu´mero predominante
de trabalhos para modelos supervisionados. Observa-se que este caminho e´
o mais conveniente para extrair e conhecer os melhores resultados de muitas
abordagens em ana´lise de movimento. Sera´ uma tendeˆncia natural o cresci-
mento de propostas voltadas para os modelos na˜o supervisionados pois eles
representam melhor o mundo real no qual se aprende pela experieˆncia. A
inteligeˆncia artificial nesses casos cumpre um papel fundamental como parte
da modelagem. Algumas das confereˆncias e workshops citados na introduc¸a˜o
deste capı´tulo lanc¸am ou adotam datasets como base e desafio para autores
candidatos na submissa˜o de artigos. A partir dos resultados iniciais outros
trabalhos sa˜o desenvolvidos, motivados pelo aprimoramento de soluc¸o˜es. E´
o caso dos datasets produzidos pelo Statistical Visual Computing Labora-
tory (SVCL) da UCSD - University of California, San Diego. Na forma
mais comum, os datasets sa˜o concebidos e disponibilizados como referen-
cias para o desenvolvimento de trabalhos relacionados em diversos congres-
sos ou workshops. Exemplos deles sa˜o as va´rias verso˜es do PETS (Perfor-
mance Evaluation of Tracking and Surveillance), o CAVIAR (Context Aware
Vision using Image-based Active Recognition), o VIRAT, dedicado para pes-
quisas em Continuous Visual Event Recognition, o qual incorpora uma se´rie
de vı´deos de longa durac¸a˜o de cenas realı´sticas, diferenciados com maiores
resoluc¸o˜es e captados de va´rias caˆmeras fixas ou ae´reas de va´rios tipos de
eventos (OH et al., 2011), o BEHAVE (computer-assisted prescreening of
video streams for unusual activities), entre outros.
Outros datasets sa˜o virtualmente construı´dos por aplicativos de softwa-
res visando atender fins especı´ficos tais como modelos matema´ticos na ana´lise
de multida˜o (ou ana´lise de movimento denso de objetos, crowd analysis).
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Diante da raridade da captura de cenas reais para esse tipo de ana´lise, a
virtualizac¸a˜o e´ um recurso providencial pois e´ possı´vel simular inu´meros
cena´rios, dispensando a criac¸a˜o de uma produc¸a˜o encenada por atores, vo-
lunta´rios ou figurantes. Ferramentas de autoria desses tipos de cena´rio podem
incluir o uso de agentes inteligentes fazendo com que cada objeto virtual se
comporte de modo programado diante de diversas situac¸o˜es. Exemplos do
uso desses datasets sa˜o citados no trabalho de Jacques Junior et al. (2010).
Embora se construam ambientes artificiais totalmente controlados, tambe´m e´
possı´vel simular situac¸o˜es pro´prias de cena´rios reais como variac¸o˜es de lu-
minosidade, fatores clima´ticos, aleatoriedade de movimentos, programac¸a˜o
pro´pria de cada objeto como um agente inteligente, entre outras.
2.3.4 Anotac¸a˜o de Vı´deo
Em uma avaliac¸a˜o geral, observa-se que existe um esforc¸o para se criar
refereˆncias universais de datasets para conduzir a pesquisa nos diferentes ra-
mos da visa˜o computacional. No entanto, diante da infinidade de propo´sitos,
ainda na˜o ha´ padro˜es de fato que regem a construc¸a˜o de conjuntos de dados de
refereˆncia. Nesse sentido, os datasets mais presentes nos trabalhos relaciona-
dos com o tema desta tese, sa˜o aqueles que conte´m anotac¸o˜es de vı´deo u´teis
de modo que possam ser usadas como me´tricas para avaliac¸a˜o dos algoritmos
ou modelos propostos.
Anotar um vı´deo significa agregar a` ele informac¸o˜es relevantes e com-
putacionalmente trata´veis no sentido de permitir ou dar suporte na construc¸a˜o
de algoritmos para ana´lise correspondente. Exemplos de anotac¸o˜es podem
ser:
• de metadados do vı´deo: sa˜o dados de refereˆncia que descrevem dados
gerais da sequeˆncia de vı´deo como tipo ou contexto do vı´deo, quanti-
dade de objetos ou rastros normais ou anormais, geolocalizac¸a˜o, tipo
de objetos, dados de calibrac¸a˜o, entre outros;
• de dados do vı´deo: identificac¸a˜o do inicio e final de frames que conte´m
anormalidades;
• de dados do frame: identificac¸a˜o de objetos que descrevem um com-
portamento anormal;
• de dados do objeto: identificac¸a˜o do tipo de objeto, forma, altura ou
largura (bounding box), textura, histograma local, entre outros;
• de dados da ac¸a˜o do objeto: identificac¸a˜o do estado ou comporta-
mento do objeto como saltando, deitando, correndo, movimentando
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membros, expresso˜es da face, entre outros;
• de dados de localizac¸a˜o do objeto ou partes deste: identificac¸a˜o das
coordenadas no plano ou das treˆs dimenso˜es, calibradas ou na˜o, aˆngulos
de movimento, coordenadas de membros, entre outros.
Os dados ou os metadados anotados devem traduzir ou reproduzir com
fidelidade os comportamentos dos alvos captados pelas caˆmeras pois eles
sera˜o as refereˆncias para o treinamento e testes dos modelos de ana´lise de
vı´deo. As anotac¸o˜es na˜o possuem um padra˜o de organizac¸a˜o ou de quanti-
dade de dados pois isso vai depender do objetivo da modelagem e das ferra-
mentas computacionais adotadas para implementac¸a˜o de cada proposta.
As anotac¸o˜es de vı´deo em geral sa˜o representadas por arquivos no
formato de texto (ex.: .txt) ou de linguagens de marcac¸a˜o (ex.: .xml), mas
podem tambe´m estar disponı´veis em outros formatos como o de planilhas
eletroˆnicas (ex.: .xls, .odt) ou de ferramentas como o MATLAB - MATrix
LABoratory. Assim, o conteu´do desses arquivos e´ um conjunto organizado
e pre´-definido de dados relativos ao vı´deo e/ou de cada frame, os quais sa˜o
registrados por alguma ferramenta de autoria ou edic¸a˜o de vı´deo.
Como na˜o existe uma ferramenta automa´tica para anotac¸a˜o de vı´deo,
quanto mais dados pretende-se anotar, mais tempo e preciosismo e´ necessa´rio
dispensar para esta tarefa. O trabalho se torna imensamente maior se o nu´mero
de objetos de interesse e a quantidade de frames e´ maior. Essa e´ uma das
razo˜es pela qual e´ mais raro encontrar trabalhos voltados para ana´lise de vı´deo
baseada em rastreamento de objetos e/ou vı´deos de longa durac¸a˜o.
Grande parte dos datasets dispo˜e de anotac¸o˜es de vı´deo limitadas pe-
los objetivos especı´ficos dos grupos de pesquisa, os quais desenvolvem fer-
ramental pro´prio para esta tarefa. Vivenciando esse problema, surgiram al-
gumas iniciativas de autores que criaram e disponibilizaram tais ferramentas
como o ViPER (The Video Performance Evaluation Resource) (University of
Maryland, 2005) o LabelMe de Yuen et al. (2009) e a proposta de Kavasidis
et al. (2014). Dentre essas e outras ferramentas pesquisadas, foi encontrado
a VATIC - Video Annotation Tool from Irvine, California desenvolvida por
Vondrick et al. (2013). O trabalho desses autores foi ale´m da concepc¸a˜o de
uma ferramenta que tornasse a tarefa mais automatizada. Eles criaram um
ambiente colaborativo baseado na computac¸a˜o em nuvem com uma lingua-
gem e procedimentos pro´prios que permitem a adesa˜o de quaisquer candi-
datos interessados em realizar a tarefa de anotac¸a˜o. Como contrapartida, o
trabalho e´ remunerado de acordo com tipo de vı´deo, tempo dedicado e outros
quesitos. A qualidade da anotac¸a˜o e´ garantida por um treinamento pre´vio da
ferramenta e a devida aprovac¸a˜o de quem contrata o servic¸o. O VATIC ainda
tem a possibilidade de execuc¸a˜o em modo offline permitindo assim, que a
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anotac¸a˜o possa ser realizada desconectada da nuvem. A Figura 14 ilustra a
tela do VATIC editando um frame de vı´deo ja´ anotado. Diante das carac-
terı´sticas encontradas na ferramenta, ela e´ adequada para datasets usados em
trabalhos que na˜o dependem da forma dos objetos. A quantidade elevada de
objetos mo´veis tambe´m na˜o e´ uma restric¸a˜o, embora a anotac¸a˜o seja mais
lenta e meticulosa.
Figura 14: Amostra de um frame com anotac¸a˜o de vı´deo.
Fonte: Anotac¸a˜o de um frame de vı´deo realizada pelo autor no dataset da
UCSD (MAHADEVAN et al., 2010) usando a ferramenta de anotac¸a˜o de
vı´deo VATIC (VONDRICK et al., 2013).
A disposic¸a˜o das informac¸o˜es na amostra da Figura 14 sa˜o pro´prias
do VATIC. Na a´rea do frame pode-se observar seis pessoas que esta˜o se des-
locando em sentidos diferentes. O nu´mero mais a` esquerda “1” no canto
superior esquerdo do bounding box identifica o tipo de objeto seguido logo a
direita por outro nu´mero sequencial de objetos de mesmo tipo. Logo abaixo
ha´ um outro algarismo (“N”) que rotula que tipo de movimento o objeto em
questa˜o esta´ descrevendo. Neste exemplo, o frame faz parte de um vı´deo de
treinamento e os seis objetos descrevem uma trajeto´ria normal conforme o
significado do algarismo pre´-configurado como “N”.
Outro dado contido nesta anotac¸a˜o e´ a condic¸a˜o de oclusa˜o do objeto
tipo “1” de sequencial “8” que esta´ representado pela linha tracejada em seu
bounding box. A sı´ntese das informac¸o˜es desse objeto sequencial “8”, no
frame de nu´mero “140”, ocupa a linha de nu´mero “1541” de um arquivo texto,
a qual pode ser vista destacada na Figura 15. Os demais dados representam
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coordenadas 2D, largura e altura do bounding box e condic¸o˜es do objeto no
frame (visı´vel, ocluso e tipo de anotac¸a˜o).
Figura 15: Amostra de uma sequeˆncia de vetores de anotac¸a˜o de vı´deo.
Fonte: Arquivo gerado pela execuc¸a˜o de comando do aplicativo VATIC.
Os resultados gerados por uma ferramenta como a VATIC pode ser
u´til na˜o so´ para a etapa final na ana´lise de vı´deo como tambe´m para as eta-
pas intermedia´rias que envolvem o rastreamento e classificac¸a˜o de objetos e
segmentac¸a˜o de movimento. Com as anotac¸o˜es e´ possı´vel isolar uma parte
de um framework e avaliar especificamente modelos propostos neste ponto,
assim como foi feito no presente trabalho.
2.4 DETERMINAC¸A˜O DO TAMANHO IDEAL DE REGIA˜O NOS MO-
DELOS BASEADOS EM REGIA˜O
Trabalhos anteriores de outros autores, usaram a subdivisa˜o do ROI
na cena, a fim de tornar o processamento mais eficiente ou controla´vel, bem
como me´todos para reduzir a dimensionalidade e custo computacional (ELHO-
SEINY et al., 2013). A chamada maldic¸a˜o da dimensionalidade avaliada por
Bishop (2006), e´ um tema recorrente, que requer uma abordagem mais sofis-
ticada em dados n-dimensionais quando n e´ maior do que 3.
A reduc¸a˜o de dimensionalidade pode ser realizada tanto pela selec¸a˜o
de um subconjunto do espac¸o de caracterı´sticas de um modelo de apareˆncias
quanto por te´cnicas supervisionadas ou na˜o de transformac¸a˜o dessas carac-
terı´sticas. Os autores Tziakos et al. (2010) utilizaram uma grade de regio˜es
em um detector de movimento anormal local para testar os efeitos da reduc¸a˜o
de dimensionalidade. Mesmo tendo te´cnicas como PCA e SVM para imple-
mentar a reduc¸a˜o do espac¸o dimensional, trabalhos como os de Zhang et al.
(2013) e Saligrama e Chen (2012), usam dividir a ROI ou o frame em regio˜es
menores e ali aplicam suas estrate´gias. Esses autores concordam que e´ ne-
cessa´rio o uso de te´cnicas baseadas em regia˜o, caso contra´rio e´ impratica´vel
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aplicar muitas estrate´gias e modelos no mundo real.
Adotou-se no presente trabalho um me´todo de modelagem de cena se-
melhante da estrutura implementada por Li et al. (2012a). No entanto, eles
determinaram empiricamente o tamanho da regia˜o da grade. Como no tra-
balho de Feizi et al. (2012), o nu´mero de pixels no tamanho do conjunto e´
tambe´m convenientemente por eles determinado. Por outro lado, Kwon et al.
(2013) usou o conceito de entropia para ajustar o tamanho da regia˜o, a qual
deram o nome de ce´lula, a fim de ajustar nelas, as melhores matrizes de dados
que detectam movimentos anormais.
A abordagem do presente trabalho corrobora com o mesmo entendi-
mento de Kwon et al. (2013), quando os autores afirmam que os pequenos
deslocamentos de centroides do objeto em torno de uma vizinhanc¸a de pixels
tem influeˆncia desprezı´vel sobre a avaliac¸a˜o de movimento. Assim, ignorar
a porc¸a˜o de dados que representam esses pequenos movimentos entre pixels
vizinhos, na˜o afeta significativamente a conclusa˜o geral sobre a anormalidade
de movimento.
Outras propostas continuam na estrate´gia da divisa˜o do frame ou da
ROI em sub-regio˜es mas nem sempre justificam claramente a definic¸a˜o do
tamanho do agrupamento de pixels, grade ou de blocos (LIU et al., 2010;
FEIZI et al., 2012; ELHOSEINY et al., 2013). Alguns autores justificam o
tamanho dessas sub-regio˜es baseados em heurı´sticas apropriadas para cada
cena´rio. Isso ocorre em (BERCLAZ et al., 2008) que discretiza em 30x45
locac¸o˜es possı´veis o plano do solo onde pessoas sa˜o rastreadas pois conside-
ram que uma a´rea de 20cm2 e´ o espac¸o mı´nimo ocupado por elas. Ja´ Li et al.
(2012a) e Zhang et al. (2013) adotam empiricamente a divisa˜o de um frame
em uma grade fixa e uniforme de 16x16 regio˜es. Os autores Saligrama e Chen
(2012) escolhem o tamanho de cada bloco baseado em uma dependeˆncia da
quantidade de objetos, na˜o detalhada, de modo que na˜o interfiram um so-
bre os outros. Os tamanhos de blocos sa˜o definidos convenientemente para
cada dataset avaliado inclusive de forma na˜o quadra´tica como 30x20pixels e
120x240pixels.
As razo˜es particulares que levam os autores a definirem o tamanho
da regia˜o a ser utilizado em cada trabalho, sugerem que na˜o necessariamente
elas possuem um tamanho ideal. Isso significa que e´ possı´vel encontrar dentro
de cada modelo adotado, tamanhos de regia˜o diferentes que poderiam confe-
rir um melhor desempenho do que aqueles apresentados. Essa interrogac¸a˜o
encontrada em diversas refereˆncias bibliogra´ficas, levou o presente trabalho a
propor em sua metodologia, uma forma de encontrar e revelar com seguranc¸a,
o tamanho ideal da regia˜o para extrair o melhor desempenho do modelo im-
plementado.
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2.5 INDEPENDEˆNCIA DE CONTEXTO
O contexto oferece uma direc¸a˜o alternativa na soluc¸a˜o daqueles pro-
blemas da visa˜o computacional pois podem usar o cruzamento de informac¸o˜es
de maior nı´vel de abstrac¸a˜o do ambiente para dentro dos modelos. Em vide-
ovigilaˆncia por exemplo, o contexto ganha muita importaˆncia quando o obje-
tivo e´ a detecc¸a˜o de comportamento anormal. Em geral, o uso de te´cnicas
de minerac¸a˜o de dados sa˜o propostas para descobrir e adicionar regras usu-
ais no espac¸o e tempo relacionadas com os movimentos normais de objetos
na cena. Desvios dessas regras sa˜o encarados como anomalias. Jiang et al.
(2011) sugere propostas como essa.
O uso do contexto exige uma segmentac¸a˜o, em geral manual, da a´rea
da cena e por isso se pode concentrar os esforc¸os computacionais nessas
regio˜es que ira˜o inferir sobre o comportamento individual ou em grupos de
objetos mo´veis. Li et al. (2012b) propo˜e por exemplo um framework que
automaticamente aprende semaˆnticas de comportamentos de contextos espa-
ciais, de contextos temporais e da correlac¸a˜o de contextos para depois detec-
tar anormalidades nas cenas. O me´todo usa agrupamentos gaussianos para
segmentar semanticamente regio˜es da cena baseado em um vetor de carac-
terı´sticas de 10 dimenso˜es de cada objeto mo´vel presente na cena.
Na mesma linha de soluc¸o˜es que aprendem o contexto das cenas para
oferecer maior robustez na identificac¸a˜o de comportamentos anormais em
cena´rios com mu´ltiplos objetos, e´ o trabalho de Maggio e Cavallaro (2009)
onde ao longo da evoluc¸a˜o das cenas, a distribuic¸a˜o espacial de pontos de ori-
gem dos alvos e de eventos desordenados sa˜o incrementalmente aprendidos.
Eles usam um filtro como o PHD (Probability Hypothesis Density) que identi-
fica o centro de maior probabilidade de um agrupamento de pontos feito com
GMM e segundo resultados dos autores, cada objeto ganha uma melhora no
desempenho de seu rastreamento em func¸a˜o do contexto aprendido da cena
(CZYZEWSKI; DALKA, 2008).
Na abordagem que esta´ sendo proposta, tambe´m deseja-se avaliar a
anomalia do movimento de mu´ltiplos objetos mo´veis a partir de modelos pro-
babilı´sticos de espac¸o e tempo. A anomalia de cada movimento vai estar
intimamente ligada ao tipo de objeto que e´ representado com descritores que
os distinguem dos demais. Ou seja, apo´s a longa observac¸a˜o e consequente
treinamento do sistema sobre cada tipo de objeto que entra e se movimenta na
cena, espera-se aprender sobre o que e´ normal de sua participac¸a˜o. Qualquer
desvio do movimento usual resulta em divergeˆncias da probabilidade prevista
e anormalidades sa˜o identificadas. Estando a dependeˆncia do modelo ligada
especialmente a`s caracterı´sticas do objeto, o restante do cena´rio e dos ou-
tros diversos tipos de objetos mo´veis sa˜o varia´veis que na˜o va˜o influenciar
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de modo significativo sobre a identificac¸a˜o de anormalidades de movimento
sobre os outros. Como exemplo, uma pessoa pilotando uma motocicleta que
se desloca em uma trajeto´ria e velocidade usual de pedestres, so´ deve ser
identificada como um objeto com movimento anormal se ela estiver sobre
uma calc¸ada. O sistema na˜o sabe que naquela a´rea de pixels do frame existe
uma calc¸ada, mas ele deve aprender que naquela a´rea na˜o e´ usual observar
a trajeto´ria de um objeto que possui descritores bem diferentes do que os de
pedestres.
Segundo Morris e Trivedi (2008) o contexto, ou seja, uma quantidade
maior de informac¸a˜o do domı´nio de conhecimento, e´ necessa´rio quando se
deseja analisar comportamentos complexos. Esse tipo de ana´lise na˜o e´ o
propo´sito do presente trabalho. Nesse relacionamento, pressupo˜e-se que se o
objetivo e´ identificar normalidades ou na˜o do movimento de objetos, somente
e´ necessa´rio obter e conhecer as informac¸o˜es usuais sobre seu movimento.
Desse modo podemos entender que estamos tratando de uma abordagem que
tende a possuir um certo grau de liberdade de uso em diferentes contextos.
Esse e´ um dos motivos que se buscou testar o modelo proposto aqui com
va´rios datasets de refereˆncia e em cenas do mundo real, comparando assim
seu desempenho com abordagens da mesma linha.
Embora o estado da arte neste tema agregue um nu´mero bem maior de
trabalhos relacionados, procurou-se manter o foco associado principalmente
para aquela linha voltada a abordagens baseadas em rastreamento as quais sa˜o
particularmente mais adequadas para a ana´lise de vı´deo em longos tempos de
durac¸a˜o. No entanto, como ja´ mencionado, o rastreamento e´ uma tarefa ainda
carregada de desafios devido a necessidade de resolver ocluso˜es e associac¸o˜es
de forma correta na ana´lise com mu´ltiplos objetos. Isso tem levado os autores
a dirigirem mais esforc¸os para abordagens baseadas em movimento mesmo
diante das cargas computacionais envolvidas em suas soluc¸o˜es. O presente
trabalho busca resgatar o estı´mulo a` pesquisa estrate´gias baseadas em ras-
treamento uma vez que a DMA proposta, que comec¸a exatamente quando a
missa˜o do rastreador termina, mostra um custo computacional ta˜o reduzido na
ana´lise do movimento que e´ possı´vel destinar grande parte dele para atender
os processos antecessores. Nessa direc¸a˜o, o pro´ximo capı´tulo explora como
foram panejadas e modeladas todas as etapas da presente abordagem.
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3 IMPLEMENTAC¸A˜O DA ABORDAGEM
A implementac¸a˜o de um framework que obedec¸a a uma abordagem
baseada em rastreamento como aquele modelo gene´rico mostrado na Figura
8 da sec¸a˜o 2.2, necessitaria um trabalho intenso e dedicado a cada etapa. O
desempenho da tarefa da detecc¸a˜o de anormalidades no final deste processo
fica portanto, totalmente dependente do desempenho de cada etapa ao longo
da cadeia.
Foi objetivo do capı´tulo anterior destacar que ainda existem va´rios
desafios abertos que distanciam do ideal, os resultados da saı´da de cada etapa
do framework. No entanto isso tem sido o motor da pesquisa nessa a´rea.
Um ponto importante da abordagem baseada em rastreamento e´ a ro-
bustez desejada na saı´da do rastreador de objetos. Ou seja, dados que repro-
duzam com fidelidade tanto o movimento quanto a identificac¸a˜o do pro´prio
objeto durante todo o deslocamento dele na cena. E´ a partir da saı´da do
rastreador que efetivamente se inicia a ana´lise do comportamento de cada
movimento. Enta˜o, os dados esperados neste ponto sa˜o aqueles que carac-
terizam os objetos e respectivos movimentos, como os seus descritores e as
informac¸o˜es dos trajetos correspondentes. A DMA faz parte de uma dentre
outros tipos de ana´lises que podem ser realizadas a partir dessas informac¸o˜es.
Cabe enta˜o definir quais informac¸o˜es sa˜o essenciais para serem utilizadas na
modelagem desta etapa.
O foco deste trabalho foi direcionado somente na u´ltima etapa do fra-
mework, considerando que essa recebe como informac¸o˜es de entrada, os da-
dos de um rastreador mais pro´ximo possı´vel do robusto ou do ideal. Dessa
forma o desenvolvimento do presente trabalho se apoia sobre uma base de
dados construı´da a partir de ferramentas de anotac¸a˜o de vı´deo que, ale´m de
simular dados da saı´da de um rastreador, oferecem dados ideais para ana´lise
de movimento, isentos de incertezas ou impreciso˜es propagadas ao longo de
todas as etapas previstas para um framework elaborado para este fim. Enta˜o,
cada registro anotado em vı´deo da transic¸a˜o de qualquer objeto mo´vel na ROI,
produz um vetor de anotac¸a˜o com varia´veis que caracterizam o objeto e seu
respectivo movimento. Essa simulac¸a˜o compreende a substituic¸a˜o de todas as
etapas anteriores previstas de um framework completo como aquele proposto
por Ko (2008), discutido no capı´tulo 2.
Visando modelar e avaliar os resultados da implementac¸a˜o da abor-
dagem proposta no presente trabalho, foram utilizados como refereˆncia para
a simulac¸a˜o da saı´da de um rastreador robusto, vetores de anotac¸a˜o de dois
grupos de vı´deo: o primeiro utilizou vı´deos anotados de um dataset nos quais
foram realizados filtragem de trajetos e anotac¸o˜es complementares com ferra-
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menta implementada pelo pro´prio autor e o segundo utilizou vı´deos de outro
dataset nos quais foram realizadas anotac¸o˜es fieis e completas atrave´s da fer-
ramenta VATIC, tambe´m feitas pelo pro´prio autor.
A Figura 16 mostra as etapas que compo˜e a modelagem na DMA im-
plementada neste trabalho as quais sera˜o descritas com mais detalhes ao longo
deste capı´tulo.
Figura 16: Modelagem da etapa de DMA.
Fonte: Elaborado pelo pro´prio autor.
Tomando como base o estado da arte discutido no capı´tulo anterior, a
modelagem adotada para detectar trajetos anormais foi idealizada sob o fun-
damento de que, usando um modelo estatı´stico para este objetivo, e´ possı´vel
determinar um u´nico valor de refereˆncia de probabilidade, ou limiar, que con-
siga separar corretamente o maior nu´mero de trajetos anormais dos normais.
O limiar que otimiza a correta infereˆncia nas duas classes possı´veis (normais
e anormais) vai depender completamente da modelagem e ferramentas ado-
tadas. Mesmo com limiar particularmente definido como adequado em uma
determinada abordagem, a quantidade de erros nas infereˆncias ainda pode ser
significativa.
Outro aspecto que influenciou a adoc¸a˜o da modelagem implemen-
tada neste trabalho, foi a busca de um equilı´brio entre o melhor desempe-
nho nas infereˆncias e a menor quantidade de informac¸a˜o a ser tratada nessa
automac¸a˜o. Neste aspecto vale destacar que, mesmo considerando somente
a u´ltima etapa em uma ana´lise de vı´deo, o tratamento e o treinamento dos
dados gerados por uma sequeˆncia contı´nua de frames, requer a maior parte
dos recursos e esforc¸os computacionais em uma abordagem baseada em ras-
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treamento. Minimizar estes custos significa viabilizar muitas abordagens a
operar em aplicac¸o˜es do mundo real.
Sendo assim, o presente trabalho analisou os efeitos na movimentac¸a˜o
de objetos entre regio˜es maiores do que um u´nico pixel da resoluc¸a˜o do vı´deo
visando comprovar o que foi mencionado no capı´tulo anterior, onde afirma-
se que pequenos movimentos entre pixels vizinhos na˜o alteram significativa-
mente a conclusa˜o sobre a anormalidade do movimento. Diante disso, o des-
carte da porc¸a˜o de dados que representa essa pequena movimentac¸a˜o, acelera
o processo de treinamento e mante´m praticamente inalterado o desempenho
do modelo de reconhecimento de padro˜es adotado.
Com essa intenc¸a˜o, o detector de movimentos anormais mostrado na
Figura 16 foi implementado sob o suporte de treˆs modelos que atuam sobre os
dados das anotac¸o˜es de vı´deo: O modelo de cena, o modelo de movimento e
o modelo de aprendizagem. Em linhas gerais, eles sa˜o brevemente explicados
a seguir e sera˜o detalhados nas pro´ximas sec¸o˜es.
No modelo de cena, agrupa-se em cada regia˜o pre´-definida na ROI,
informac¸o˜es associadas a cada objeto que tem seu centroide pertencente a ela
durante a observac¸a˜o em cada frame de vı´deo. Essa regia˜o foi definida como
uma a´rea quadrada ou agrupamento com lado medindo pu pixels, unifor-
memente arranjadas dentro de uma grade de regio˜es sobre a ROI, de acordo
com as estrate´gias definidas aqui como grade fixa e grade mo´vel que sera˜o
melhor detalhadas na sec¸a˜o 3.2 deste capı´tulo. Com isso, constro´i-se uma
grade uniforme de regio˜es que pode possuir uma resoluc¸a˜o igual ou inferior
a resoluc¸a˜o do frame de vı´deo. Portanto, a quantidade de regio˜es na cena fica
condicionada ao tamanho da ROI e ao valor de pu, o qual fica aqui definido
como fator de grade.
Nos dois tipos de grade, as regio˜es sa˜o numeradas sequencialmente da
esquerda para direita e de cima para baixo, transformando a ROI do frame
em um vetor unidimensional de regio˜es o qual foi definido como vetor de
regio˜es. Neste aspecto, as 2 dimenso˜es que representam a posic¸a˜o do cen-
troide de um objeto sa˜o reduzidas para um escalar que representa uma posic¸a˜o
no vetor de regio˜es. Portanto, para o caso de uma modelagem de cena com
grade fixa, um fator de grade unita´rio (pu = 1) representa o total original de
posic¸o˜es de pixel do frame.
O modelo de movimento foi conduzido pelo foco da reduc¸a˜o de custo
computacional. Desse modo, a construc¸a˜o deste modelo se guiou sobre a
meta da manipulac¸a˜o do menor nu´mero de dados possı´vel. Para tanto, o
modelo usa um vetor de dados, aqui denominado como vetor de transic¸a˜o,
que usa os dados do vetor de anotac¸a˜o para formar um vetor com somente 3
varia´veis (ou dimenso˜es). Sa˜o elas: o nu´mero da regia˜o (posic¸a˜o no vetor da
grade de regio˜es), o tipo de objeto e seu timestamp no frame.
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Os vetores de transic¸a˜o produzidos sa˜o usados na fase de treinamento
do modelo de aprendizagem e depois, em um segundo momento, na fase de
testes onde cada transic¸a˜o de objeto em sua trajeto´ria e´ avaliada quanto a sua
normalidade, apoiada pelos limiares de decisa˜o aprendidos pelo modelo de
aprendizagem. Os objetos que conte´m anormalidades em suas trajeto´rias sa˜o
destacados dos demais durante a reproduc¸a˜o dos frames de teste a partir do
momento em que eles desenvolvem um movimento anormal.
Por fim, o modelo de aprendizagem usou uma estrate´gia de treina-
mento supervisonada adotando GMM de cada regia˜o de grade parametrizada
atrave´s do algoritmo EM. Para tanto foram utilizados, para cada sequeˆncia de
vı´deo, conjuntos de vetores de transic¸a˜o relacionados aos dados das anotac¸o˜es
de frames que conte´m somente trajetos normais. Sa˜o vetores resultantes do
rastreamento do centroide de mu´ltiplos objetos mo´veis. As rodadas de treina-
mento ocorrem em modo off-line e com classificac¸a˜o bina´ria via ROC, para
extrair de forma mais simplificada e eficiente, as refereˆncias dos limiares de
probabilidade para serem usadas nas infereˆncias sobre as anomalias do mo-
vimento em cada cena´rio. O modelo permite que seja disparada uma nova
rodada de treinamento para encontrar um novo limiar caso existam mudanc¸as
significativas na ROI do cena´rio.
Ale´m de assumir o uso de anotac¸a˜o de vı´deo em substituic¸a˜o a cadeia
de processos que antecede a ana´lise de movimento, outras premissas foram
determinadas para alinhar os resultados deste trabalho com seus objetivos. Na
sec¸a˜o seguinte, elas sa˜o apresentadas.
3.1 PREMISSAS PARA CONSTRUC¸A˜O DO MODELO
Conforme observado na sec¸a˜o anterior, a DMA e´ a u´ltima etapa de um
framework desenhado para uma abordagem baseada em rastreamento e por-
tanto pode ser um processo com tratamento isolado dos demais. Conforme
mencionado, para alimentar e avaliar esse processo, assumiu-se o uso de da-
tasets com cenas reais outdoor de mu´ltiplos objetos mo´veis. As anotac¸o˜es
das sequeˆncias de vı´deo escolhidas receberam manualmente a robustez de
um rastreamento selecionando para isso, os melhores trajetos que envolvem
predominantemente pessoas e veı´culos.
As anotac¸o˜es de vı´deo, como dados ba´sicos de entrada sa˜o amostras no
formato de vetores de anotac¸a˜o 7-dimensional que representam informac¸o˜es
do trajeto de cada objeto mo´vel. Cada amostra conte´m: as coordenadas 2D na
resoluc¸a˜o de pixels da cena, a largura e altura de bounding box, o timestamp
da transic¸a˜o, o tipo de objeto e o tipo de movimento em curso.
O me´todo proposto foi implementado em MATLAB R©usando um com-
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putador com processador Pentium Intel R©CoreTMi5 CPU M450 @2.40GHzx4
com 6GB de memo´ria RAM e sistema operacional UBUNTU 12.04 (pre-
cise) 64-bit. A medida do custo computacional, ale´m de depender dos recur-
sos computacionais utilizados, e´ sensı´vel a estrutura dos algoritmos adotados
na implementac¸a˜o do modelo, especialmente na fase de treinamento. Cada
amostra vai exigir um lapso de tempo no escalonamento de processos reali-
zados por um processador. Portanto, ja´ que existe uma relac¸a˜o de proporcio-
nalidade entre o custo computacional com o nu´mero de amostras envolvidas
nos processos, e´ factı´vel utilizar o total de amostras como me´trica para avaliar
resultados ou desempenho de algoritmos dentro de uma abordagem.
As subsec¸o˜es seguintes destacam outras considerac¸o˜es que guiaram
toda a abordagem e as respectivas implementac¸o˜es.
3.1.1 Modelos de Refereˆncia
Os modelos de cena e de movimento utilizados aqui tomaram como
ponto de partida os modelos propostos por Basharat et al. (2008) aplicando
no entanto, uma estrate´gia particular de ana´lise baseada em regia˜o maior que
um u´nico pixel do frame.
Esses autores desenvolveram um me´todo para identificar anomalias
tanto em movimentos locais quanto globais 1 usando um conjunto de ve-
tores de transic¸a˜o armazenados em cada posic¸a˜o de pixel para modelar um
GMM. Cada vetor e´ uma varia´vel aleato´ria 5-dimensional que representa
a pro´xima transic¸a˜o de cada objeto que passa por aquela posic¸a˜o. Assim,
em cada pixel sa˜o armazenados inu´meros vetores de transic¸a˜o que represen-
tam as pro´ximas transic¸o˜es de va´rios objetos que passam no mesmo pixel.
Como contribuic¸o˜es adicionais, segundo os autores, as informac¸o˜es contidas
nas varia´veis aleato´rias, apo´s o treinamento com o algoritmo EM, permiti-
ram criar func¸o˜es de distribuic¸a˜o de probabilidade pdf que ajudaram a me-
lhorar o desempenho da detecc¸a˜o de objetos atrave´s de uma realimentac¸a˜o
de informac¸a˜o para a primeira etapa do framework proposto por eles. Essa
informac¸a˜o consiste de valores me´dios calculados para cada pixel do tamanho
mı´nimo de objeto e da taxa de aprendizagem, que sa˜o paraˆmetros fundamen-
tais para a tarefa de extrac¸a˜o do fundo esta´tico da cena.
O trabalho de Basharat et al. (2008) se dedicou propor uma soluc¸a˜o
completa para uma abordagem baseada em rastreamento, no entanto observa-
se o grande esforc¸o computacional necessa´rio para realizar o treinamento de
1Segundo os autores, os movimentos locais sa˜o aqueles analisados na transic¸a˜o imediata-
mente posterior a` posic¸a˜o atual do objeto mo´vel, sendo as transic¸o˜es seguintes associadas ao
movimento global.
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muitas amostras para produzir uma pdf representativa para cada pixel. Isso
fica evidente quando os autores propo˜e multiplicar as mesmas amostras em
toda a regia˜o do bounding box de cada objeto e para cada transic¸a˜o. O re-
curso torna mais densa a quantidade de amostras por pixel para viabilizar o
treinamento do GMM sem que se necessite adicionar mais trajetos nessa fase,
todavia multiplica demasiadamente as mesmas informac¸o˜es.
O trabalho aqui proposto vai no caminho inverso do recurso utili-
zado de multiplicac¸a˜o de amostras. Ao inve´s de reproduzi-las na vizinhanc¸a,
amplia-se a regia˜o ale´m de um pixel para capturar amostras vizinhas e so-
mente a partir daı´, realiza-se a criac¸a˜o de pdf s. Os efeitos dessa estrate´gia
sera˜o discutidos no pro´ximo capı´tulo.
3.1.2 Datasets de Refereˆncia
Foram utilizados dois datasets bastante distintos em relac¸a˜o as anota-
c¸o˜es de vı´deo: O Ped2 da UCSD e treˆs sequeˆncias contendo de 1 ∼ 4 horas
de vı´deo do projeto LOST 2 (Longterm Observation of Scenes with Tracks
Dataset) disponibilizados pelos autores Abrams et al. (2012).
O Ped2 da UCSD compo˜e-se de 16 sequeˆncias de vı´deo que totali-
zam 2550 frames sem a presenc¸a de movimentos anormais, destinadas para
o treinamento do modelo e outras 12 sequeˆncias, diferentes da primeira, to-
talizando 2010 frames, mas com va´rias situac¸o˜es de movimentos anormais,
destinadas para a fase de testes. Os movimentos anormais esta˜o associados
a presenc¸a de objetos na˜o usuais como bicicletas, automo´veis, ou de trajetos
anormais como parada, velocidades diferentes ou cruzamento por a´reas na˜o
usuais. Embora seja um dataset de um vı´deo de muito curta durac¸a˜o, em
torno de 2,5 minutos no total, e elaborado para fins de pesquisa em ana´lise de
multida˜o (crowd analysis), e portanto apropriado para abordagens baseadas
em movimento, o Ped2 representou o equivalente a quantidade de anotac¸o˜es
iniciais compara´veis as dos vı´deos do LOST. Esse foi um dos fortes moti-
vos que levaram a adoc¸a˜o da VATIC como ferramenta para gerar anotac¸o˜es
que simulam com fidelidade a saı´da de um rastreador robusto, para diversos
cena´rios e contextos. So´ as automaticidades como as proporcionadas pelo
VATIC, permitem anotar com relativa facilidade vı´deos com muita densidade
de objetos mo´veis, e inclusive multida˜o.
O projeto LOST compreende a disponibilizac¸a˜o de va´rios datasets de
vı´deos automaticamente anotados construı´dos a partir do streaming de web-
cams outdoor, capturados e organizadas por nu´meros (de 1 a 25) na mesma
meia hora todos os dias, em va´rios locais do mundo. A coleta de dados
2Disponı´vel em http://lost.cse.wustl.edu, acesso em 04/08/2014.
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comec¸ou em junho de 2010 e continua ate´ fevereiro de 2015. Os datasets
conte´m metadados da geolocalizac¸a˜o, detecc¸a˜o de objetos e os respectivos
resultados de rastreamento de diversos objetos mo´veis ao longo de diferentes
resoluc¸o˜es de vı´deo. Esse dataset, dentre outros avaliados como dos autores
Oh et al (OH et al., 2011), veio de encontro aos objetivos deste trabalho, prin-
cipalmente porque fornece anotac¸o˜es em vı´deo do rastreamento de diversos
tipos de objetos em contextos diferentes.
Os algoritmos desenvolvidos pelos autores que constroem automati-
camente as anotac¸o˜es de vı´deo, na˜o possuem compromisso com a fidelidade
em func¸a˜o dos objetivos do projeto e de todas as dificuldades impostas para
se conseguir uma soluc¸a˜o de rastreamento robusta e comum para a diversi-
dade de cena´rios outdoor envolvidos. No entanto, essa na˜o idealidade entra
como um ponto positivo no propo´sito de testar o detector de anormalidades
construı´do aqui, pois complementa sua avaliac¸a˜o de desempenho mesmo na
condic¸a˜o de uso de anotac¸o˜es inexatas. Informac¸o˜es geradas por meio de
datasets como esses tornam-se u´teis na medida em que podem simular os re-
sultados daquela parte de rastreadores na˜o robustos e ainda alvos de pesquisa
nessa a´rea. Sendo assim, os datasets do LOST trouxeram outras variabilida-
des importantes para consolidar a efetividade do uso do modelo proposto aqui
para aquelas abordagens apoiadas em cena´rios do mundo real.
As sequeˆncias e respectivas anotac¸o˜es de vı´deo do LOST sa˜o u´nicas,
ou seja, sem a diferenciac¸a˜o de conjuntos destinados para as fases de trei-
namento ou testes. Isso coloca um outro atrativo para adoc¸a˜o desse dataset
pois, assim como no Ped2, todas as movimentac¸o˜es dos objetos acontecem
naturalmente sem o uso de encenac¸a˜o. Enta˜o, para efetivar o uso do LOST,
as sequeˆncias de vı´deo escolhidas sa˜o manipuladas atrave´s da filtragem e
anotac¸o˜es complementares do rastreamento de modo a manter somente os
trajetos mais coerentes e longos. Vale destacar que em todas as sequeˆncias de
vı´deo encontradas nas bases de dados das 25 cameras do LOST, somente
algumas sa˜o adequadas para avaliar modelos de detecc¸a˜o de anormalida-
des visto que situac¸o˜es anormais nesses vı´deos sa˜o raras. Assim, durante
a investigac¸a˜o, optou-se pela adoc¸a˜o dos vı´deos numerados como 1, 14 e
17 onde sa˜o encontradas algumas situac¸o˜es tais como o surgimento de obje-
tos na˜o usuais (bicicletas, motos ou animais pequenos) ou ainda movimentos
com mudanc¸as de velocidade e direc¸a˜o (pessoas correndo, carros parando,
erros de rastreamento como na inversa˜o repentina da associac¸a˜o de objetos
com o trajeto, entre outros).
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3.1.3 A Anotac¸a˜o de Vı´deo
Como mencionado anteriormente e detalhado na subsec¸a˜o 2.3.4 do
capı´tulo 2, o dataset Ped2 da UCSD foi anotado com a VATIC de forma com-
pleta para produzir um conjunto de amostras de vetores de anotac¸o˜es equi-
valentes de um rastreamento ideal. Por outro lado, o dataset LOST que ja´
disponibiliza anotac¸o˜es de vı´deo na˜o robustas, precisou ser submetido a uma
selec¸a˜o das anotac¸o˜es visando eliminar vetores incoerentes ou espu´rios decor-
rentes das imperfeic¸o˜es do algoritmo de rastreamento realizado por Abrams et
al. (2012). A na˜o robustez mencionada, considera que a base de informac¸a˜o
das anotac¸o˜es conte´m amostras que refletem os tradicionais problemas en-
frentados pelos algoritmos de rastreamento como ocluso˜es parciais e totais,
objetos segmentados com mais de um bounding box, ma´ associac¸a˜o do tra-
jeto com o objeto, inversa˜o de associac¸a˜o de trajetos durante cruzamento de
objetos, surgimento de falsos bounding boxes devido a falha na segmentac¸a˜o
do movimento que surge em variac¸o˜es de iluminac¸a˜o de cenas entre outros.
Para os dois datasets adotados, informac¸o˜es de duas varia´veis do vetor
de anotac¸a˜o necessitaram uma refereˆncia comum de classificac¸a˜o: O tipo de
objeto (definido como v) e o tipo do seu movimento global. Essas classes fo-
ram identificadas por nu´meros de acordo com as Tabelas 1 e 2. Nu´meros omi-
tidos na sequeˆncia da Tabela 1 ficaram reservados para a classificac¸a˜o de ou-
tros tipos de objetos na˜o observados nos vı´deos adotados para a ana´lise. Essas
identificac¸o˜es passam a fazer parte de um vetor de anotac¸o˜es 7-dimensional
definido para ser utilizado como refereˆncia de entrada no modelo de ana´lise de
movimento. Assim, as demais informac¸o˜es que compo˜e o vetor de anotac¸o˜es
sa˜o: as coordenadas do centroide do objeto dentro da resoluc¸a˜o do frame, a
largura e altura do bounding box dos objetos e o timestamp dos frames na
sequeˆncia. Dessa forma, qualquer vı´deo anotado, que disponibilize as 7 di-
menso˜es destacadas aqui, pode ser utilizado como base para avaliar o detector
de movimentos anormais proposto neste trabalho.
Embora na˜o seja atribuic¸a˜o da DMA identificar qual tipo de anormali-
dade esta´ em curso, decidiu-se ampliar a segmentac¸a˜o em classes que repre-
sentam conjuntos diferentes de movimentac¸a˜o. Assim, esses datasets tambe´m
tornam-se apropriados para futuros trabalhos como aqueles destinados para
ana´lises mais especı´ficas como a identificac¸a˜o de comportamento anormal.
Portanto, qualquer tipo de movimento classificados como 1, 2 ou 3 implica
que o modelo discutido aqui deve inferir com uma detecc¸a˜o de anormali-
dade mas sem destacar que tipo ela e´, embora isso seja possı´vel em futuras
implementac¸o˜es uma vez que as anotac¸o˜es em vı´deo ja´ estara˜o disponı´veis.
As classificac¸o˜es gene´ricas previstas para os tipos de movimento anormal de
objetos da Tabela 2 esta˜o relacionadas com as seguintes situac¸o˜es:
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Tabela 1: Classes de tipos de objetos observados.
tipo de objeto (v) descric¸a˜o
1 1 pessoa
2 1 pessoa + objeto
4 grupo de 2 pessoas
5 grupo de 3 pessoas ou +





13 VAN/caminho˜es de pequeno porte
14 oˆnibus
16 caminho˜es de grande porte
Fonte: Elaborado pelo pro´prio autor.
Tabela 2: Classes de tipos de movimento de objetos observados.
tipo de movimento de objeto descric¸a˜o
0 (ou N) Normal - trajeto usual
1 Anormal - trajeto na˜o usual
2 Anormal - em local na˜o usual
3 Anormal - objeto na˜o usual
Fonte: Elaborado pelo pro´prio autor.
• Objeto realiza um trajeto na˜o usual: quando objetos tomam direc¸o˜es
ou sentidos significativamente diferentes dos usuais em qualquer mo-
mento durante seu trajeto. Esta˜o inclusos aı´ movimentos circulares,
zigue-zague, movimentos locais e globais atı´picos;
• Objeto se encontra em um trajeto em local na˜o usual: pedestres an-
dando na rua ou automo´veis ou motos andando em calc¸adas ou na con-
trama˜o;
• Movimento de um objeto na˜o usual: objetos diferentes dos usuais
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como animais, motos, bicicletas, movimentos em velocidades diferen-
tes como pessoas correndo, automo´veis parando entre outros.
Especificamente, para realizar a anotac¸a˜o complementar dos vı´deos
do LOST, foi necessa´rio elaborar uma ferramenta pro´pria para filtrar traje-
tos ou objetos mal formados e ainda acrescentar as dimenso˜es ausentes na
anotac¸a˜o original. A Figura 17 mostra o fluxograma da ferramenta que foi
usado como base para a criac¸a˜o do programa desenvolvido na linguagem de
script do MATLAB.
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Fonte: Elaborado pelo pro´prio autor.
Embora seja automatizada a varredura das anotac¸o˜es existentes para
inserc¸a˜o de novas ou eliminac¸a˜o de outras, o processo de ajuste das anotac¸o˜es
de cada trajeto e´ feito manualmente. Segmentos do vı´deo que conte´m todos
os frames relacionados com o mesmo trajeto sa˜o reproduzidos para melhor
conduzir as novas anotac¸o˜es. Apesar da ferramenta ser lenta devido ao pro-
cesso cı´clico na reproduc¸a˜o de cada movimento, ela revelou-se muito u´til para
o ajuste das anotac¸o˜es de qualquer sequencia de vı´deos do LOST permitindo
a segmentac¸a˜o de vı´deos de treinamento e teste.
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3.1.3.1 Ana´lise Local e Global do Movimento
Gryn et al. (2005) e Basharat et al. (2008) definiram que movimentos
locais esta˜o ligados aos padro˜es definidos de vetores locais onde, comparado
com um modelo, se conclui sobre seu comportamento. Ja´ o movimento global
esta´ ligado aos padro˜es definidos de distribuic¸a˜o espac¸o-temporal dos vetores
locais. Ou seja, o movimento global e´ visı´vel em um plano 2D o qual pode
ser representado por uma infinidade de caminhos entre pontos ou regio˜es bem
definidos em um modelo de cena, como uma func¸a˜o do tempo.
Na abordagem apresentada aqui, apo´s o treinamento, o detector de mo-
vimentos anormais deve ter a capacidade de inferir sobre movimentos atı´picos
locais ou globais no momento em que eles esta˜o ocorrendo. Os movimentos
atı´picos locais sa˜o aqueles onde mudanc¸as para a pro´xima localizac¸a˜o na˜o
sa˜o reconhecidas como normais em velocidade ou posic¸a˜o daquele tipo de
objeto. Os movimentos atı´picos globais ja´ levam em considerac¸a˜o a ana´lise
de um segmento completo de deslocamento onde se observam distorc¸o˜es sig-
nificativas das previso˜es aprendidas para cada tipo de objeto. Essa e´ uma
contribuic¸a˜o importante que tambe´m foi explorada pelo trabalho de Basha-
rat et al. (2008) pois uma avaliac¸a˜o local do movimento pode ser conside-
rada normal a cada pro´xima observac¸a˜o mas pode se mostrar atı´pica em uma
sequeˆncia mais longa de observac¸o˜es do mesmo objeto.
3.1.4 Movimentos Anormais
Em esseˆncia, movimentos anormais sa˜o eventos aleato´rios e raros e
desse modo, as sequeˆncias de vı´deo captadas de cenas reais para se trans-
formarem em datasets, precisam ser de alguma forma editadas para separar
trechos especı´ficos onde esses eventos ocorrem. No caso do dataset Ped2, os
vı´deos de testes seguiram esse crite´rio.
Ja´ nos vı´deos do dataset LOST, como as capturas das imagens e as
anotac¸o˜es correspondentes ocorrem sempre na mesma meia hora de cada dia,
mesmo pre´-selecionando e editando os vı´deos, e´ difı´cil encontrar situac¸o˜es
de anormalidades suficientes para construir as sequeˆncias de teste. No en-
tanto algumas inconsisteˆncias contidas nas anotac¸o˜es, resultantes da simplici-
dade do algoritmo de rastreamento implementado pelos seus autores, podem
ser utilizadas como simulac¸a˜o de anormalidades do movimento de objetos.
Exemplos destas anomalias sa˜o aquelas que produzem mudanc¸as repentinas
no rastreamento, as quais ocorrem a partir do erro de associac¸a˜o entre obje-
tos que entram em oclusa˜o durante o movimento. Neste caso, um trajeto que
comec¸a associado a um automo´vel, pode terminar associado com uma pessoa
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a partir da regia˜o que ocorre a oclusa˜o entre eles. Este tipo de anormalidade
observada nas anotac¸o˜es originais atrave´s da ferramenta representada pela Fi-
gura 17, e´ rotulada com uma classe de movimento anormal do tipo “1”, de
acordo com a Tabela 2.
A visualizac¸a˜o da rotulac¸a˜o da movimentac¸a˜o dos objetos seguiu um
padra˜o similar a`quele feito pela ferramenta VATIC. A Figura 18 mostra esse
detalhe usando uma amostra de um frame reproduzido durante a fase de teste
do vı´deo 1 do LOST. Na figura, 3 objetos esta˜o rotulados com nu´meros so-
bre os bounding box correspondentes, de acordo com a Tabela 2 (acima e a`
esquerda) e a tabela 1 (acima e a` direita). O nu´mero impresso em branco re-
presenta o nu´mero do trajeto na base de dados das anotac¸o˜es. Quando ha´ uma
DMA, o bounding box e´ preenchido com a coˆr vermelha e do contra´rio, em
verde. Nesta amostra, observa-se que devido ao contexto, ha´ outros possı´veis
objetos se movendo mas os mesmos na˜o esta˜o sendo rastreados. Isso se deve
ao apagamento de trajetos que foram convenientemente realizados pela fer-
ramenta proprieta´ria de ajustes de anotac¸o˜es elaborada especialmente para o
LOST.
Figura 18: Amostra da rotulac¸a˜o de treˆs objetos de um frame do vı´deo 1 do
LOST.
Fonte: Resultado do detector elaborado pelo pro´prio autor.
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3.1.5 Modelo de Apareˆncia
Como pode-se observar, a anotac¸a˜o feita usando a Tabela 1 ja´ carac-
teriza completamente um objeto por uma representac¸a˜o direta atrave´s de um
nu´mero. Isso e´ u´til no sentido que evita a tarefa de construir um classifica-
dor robusto equivalente e ainda simplifica a quantidade de informac¸a˜o para
ser tratada nas pro´ximas etapas. Tarefa essa que tambe´m ainda e´ alvo de
pesquisa.
Vale lembrar que as anotac¸o˜es realizadas nos datasets Ped2 e LOST
carregam as informac¸o˜es de largura (w) e altura (h) dos bounding box de
cada objeto. Essas informac¸o˜es de alguma forma podem caracterizar, mesmo
que de forma pobre, um tipo de objeto no cena´rio, e evitar assim o uso de um
classificador. Isso foi feito por exemplo no trabalho de Basharat et al. (2008).
Considerando um cena´rio que predomina veı´culos e pessoas, essas varia´veis
podem ajudar a diferenciar uns dos outros pois a largura e altura desses obje-
tos sa˜o bem discriminantes. Obviamente que as tarefas dos esta´gios anteriores
responsa´veis pela segmentac¸a˜o de objetos, precisam de robustez para manter
uma relac¸a˜o real dessas dimenso˜es com os respectivos objetos. Ale´m disso
muitas influeˆncias podem provocar distorc¸o˜es severas em w e h como som-
bras dos pro´prios objetos, falta de contraste com o fundo esta´tico da cena,
variac¸o˜es de iluminac¸a˜o, aˆngulo de captura da imagem, abertura de membros
no caso de pessoas, entre outras.
De qualquer forma, o modelo tratado neste trabalho permite avanc¸ar
para avaliar seu desempenho usando no lugar uma u´nica varia´vel que repre-
senta o tipo de objeto, ao inve´s do par w e h ja´ disponı´veis nas anotac¸o˜es.
Outros passos podem ser dados usando modelos de apareˆncia mais comple-
xos usando descritores de cor, textura, forma ou key points de um SIFT.
3.1.6 Quantidade de Trajetos
O nu´mero de trajetos utilizados para a fase de treinamento e´ essencial.
Dependendo do cena´rio monitorado, poucos trajetos devem produzir amos-
tras dispersas na ROI e assim dificultando a convergeˆncia ou ate´ mesmo o
uso de GMM. Por outro lado um nu´mero excessivo de amostras eleva o custo
computacional e o tempo de convergeˆncia sem contribuir de forma relevante
na formac¸a˜o das pdf. O nu´mero mı´nimo de trajetos fica enta˜o dependente das
concentrac¸o˜es de movimentac¸a˜o no cena´rio. Assim, cada vı´deo selecionado
para o treinamento teve um nu´mero convenientemente escolhido de modo que
o nu´mero de amostras fosse equilibradamente distribuı´do na ROI.
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3.1.7 Homografia
A homografia ou transformac¸a˜o de perspectiva atrave´s de um algo-
ritmo de calibrac¸a˜o da caˆmera ofereceria uma contribuic¸a˜o importante so-
mente se a ana´lise de trajetos necessitasse levar em considerac¸a˜o as posic¸o˜es
precisas dos objetos sobre um plano real (ground-truth) da cena projetado
sobre o plano 2D de captac¸a˜o da caˆmera. Para o propo´sito deste trabalho, e´
necessa´rio conhecer somente em que regia˜o do plano 2D o centroide de um
objeto esta´, sem que seja necessa´rio conhecer sua real coordenada no cena´rio
monitorado.
Vale lembrar que em sistemas legados de videovigilaˆncia as imagens
sa˜o captadas por uma diversidade de tipos de caˆmeras e cena´rios que tornam
impratica´veis a realizac¸a˜o da homografia e por conta da irrelevante contribui-
c¸a˜o, dispensa´vel.
3.1.8 Calibrac¸a˜o de Caˆmeras
Naturalmente que um sistema legado de videovigilaˆncia e´ formado
por caˆmeras sem padro˜es de mı´nima ou ma´xima resoluc¸a˜o ou outros re-
quisitos que influenciam na sua qualidade como os paraˆmetros intrı´nsecos
e extrı´nsecos. No entanto espera-se que os pixels captados de cada frame
tenham uma representac¸a˜o plausı´vel ou com pouca distorc¸a˜o de um objeto
enquanto este atravessa o campo de visa˜o da caˆmera. Estas distorc¸o˜es podem
ser determinantes no projeto dos classificadores pois dependendo da distaˆncia
em que se encontra um objeto alvo da caˆmera, os descritores podem ficar
completamente diferentes. Mas esse e´ um problema que na˜o afeta o modelo
proposto.
Existe um certa “folga” para contemporizar na˜o so´ essas distorc¸o˜es
mas tambe´m outras causadas pelas variac¸o˜es de luminosidade, as imperfeic¸o˜es
de escala devido as imperfeic¸o˜es das lentes. A premissa aqui enta˜o admite que
as caˆmeras utilizadas possuem boas lentes e ajustes adequados de foco, zoom
e contraste, bem como uma boa fixac¸a˜o e local de instalac¸a˜o que evita ruı´dos
de vibrac¸a˜o mecaˆnica.
A resoluc¸a˜o e´ um aspecto somente ligado ao tamanho mı´nimo do ob-
jeto uma vez que qualquer que seja o tamanho do objeto detectado ele sempre
sera´ a cada frame representado pelo w e h de seu bounding box.
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3.1.9 Treinamento Offline do Modelo GMM
Para o treinamento das amostras foi adotada a func¸a˜o emgm.m3 que
implementa um algoritmo EM baseado na proposta de Bishop (2006). Essa
implementac¸a˜o se comportou com melhor precisa˜o e velocidade na busca dos
paraˆmetros das pdf quando comparado com outra proposta por Figueiredo
e Jain (2002). Ambas propo˜e alternativas para tornar via´vel o uso do EM,
contornando suas desvantagens quando ele e´ utilizado na sua forma padra˜o.
Os autores apresentam algoritmos que sa˜o capazes de selecionar o nu´mero de
componentes (de agrupamentos) de forma automa´tica (na˜o supervisionada)
e sem a necessidade de cuidados na inicializac¸a˜o dos modelos de misturas
finitas de dados multivariados. O contorno destas desvantagens conduz o uso
desses algoritmos para as aplicac¸o˜es de videovigilaˆncia, as quais na˜o exi-
gem dependeˆncia de treinamento ou rotulac¸a˜o pre´via das amostras. Estas
condic¸o˜es sa˜o fundamentais para permitir uso em modo on-line, ou seja, que
permite manter atualizado os paraˆmetros da pdf atrave´s de um retreino dispa-
rado pela presenc¸a de novas amostras.
E´ importante destacar que no aˆmbito do treinamento do modelo de
aprendizagem elaborado neste trabalho, ele ocorre de forma supervisionada e
sua metodologia sera´ detalhada na sec¸a˜o 3.4.
3.1.10 Custo Computacional
A complexidade computacional e´ uma forma de comparar o desem-
penho entre diferentes algoritmos e que tambe´m proporciona uma estimativa
do custo computacional que esta´ sendo tratado no presente trabalho. Dentre
as medidas possı´veis de complexidade, o tempo e´ a me´trica mais adequada
para avaliar o desempenho de soluc¸o˜es algoritmicas voltadas para ana´lise de
vı´deo, especialmente porque uma complexidade de tempo maior pode invi-
abilizar propostas voltadas para aplicac¸o˜es em tempo real. Nas abordagens
baseadas em movimento, onde o processamento das instaˆncias e´ contı´nuo, a
complexidade de tempo tem importaˆncia fundamental. Como exemplo, na
proposta dos autores Haque e Murshed (2012), eles destacam que a com-
plexidade computacional associada na˜o e´ maior do que a de um processo de
extrac¸a˜o de fundo de cena baseado em pixel. Ja´ Shi et al. (2010) conclui que a
complexidade e´Θ(N2logN) para todos seus processos onde N e´ o equivalente
ao fator de grade discutido aqui.
Nas abordagens baseadas em rastreamento com treinamento off-line
3disponı´vel em http://www.mathworks.com/matlabcentral, acesso em 04/08/2014.
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como e´ o caso deste trabalho, uma vez que o modelo e´ treinado, os resultados
sa˜o calculados em O(M) onde M depende do nu´mero de objetos no frame,
daqui adiante definido como τ . Isso significa que o nu´mero de execuc¸o˜es de
operac¸o˜es ba´sicas e´ fixo e portanto o tempo total e´ limitado por uma constante
que tem valor dependente do nu´mero de transic¸o˜es e do nu´mero de objetos
em movimento em cada frame.
3.1.11 Reduc¸a˜o de Dimensionalidade
Diante da meta de simplificar a ana´lise de movimento, foi adotado para
o treinamento do modelo, apenas 3 dimenso˜es nos vetores de transic¸a˜o defi-
nidos a partir dos vetores de anotac¸a˜o disponı´veis nos datesets de refereˆncia,
sa˜o eles: o nu´mero da regia˜o onde o centroide esta´, o tipo de objeto e seu
timestamp no quadro. A reduc¸a˜o das dimenso˜es desvia a soluc¸a˜o apresen-
tada aqui do problema conhecido como a “maldic¸a˜o da dimensionalidade” ou
curse of dimensionality discutido por Bishop (2006). Obviamente que esta
possibilidade se da´ devido a premissa de que a instanciac¸a˜o de entrada pode
ser reduzida, propositalmente dessa forma.
3.2 MODELAGEM DA CENA
Nesta sec¸a˜o e nas seguintes sa˜o detalhados os modelos apresentados
no inı´cio deste capı´tulo e arranjados de acordo com o framework da Figura
16. O primeiro passo para determinar a construc¸a˜o e implementac¸a˜o do de-
tector de movimentos foi a modelagem da cena onde duas estrate´gias foram
escolhidas para avaliar o desempenho da abordagem: a Divisa˜o da ROI em
agrupamentos uniformes e fixos (grade fixa) e uniformes e mo´veis (grade
mo´vel).
A ideia por tra´s dessas estrate´gias e´ avaliar como o modelo se com-
porta quando uma grade de regio˜es se posiciona de modo espacialmente dife-
rente sobre a ROI e tambe´m observar os efeitos de desempenho de um modelo
quando o fator de grade pu e´ variado. A principal motivac¸a˜o de estudar este
comportamento com uma ana´lise empı´rico-cientı´fica, foi a ruptura do senso
comum de uso de grade fixa na grande parte dos trabalhos de ana´lise de vı´deo
baseada em regia˜o.
Para ambas estrate´gias, uma vez definido o tipo de grade e o tamanho
do agrupamento (ou fator de grade), o modelo de movimento e de aprendiza-
gem seguem desempenhando suas func¸o˜es.
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3.2.1 Divisa˜o da ROI em Agrupamentos Uniformes e Fixos de Regio˜es
Dentro da revisa˜o bibliogra´fica realizada, os trabalhos que adotam
grades fixas possuem tamanhos de agrupamentos que sa˜o sub-mu´ltiplos da
resoluc¸a˜o do frame com o propo´sito de obter um nu´mero inteiro de regio˜es de
mesmo tamanho. Isso pode ser justificado pela convenieˆncia da padronizac¸a˜o
na modelagem e construc¸a˜o dos algoritmos correspondentes aos me´todos e
te´cnicas propostos. Sobre esta estrate´gia, surgem duas questo˜es importan-
tes: como seria o desempenho da abordagem se o tamanho da regia˜o fosse
diferente? e qual o melhor tamanho?
Autores como Kwon et al. (2013) se indagaram sobre essas questo˜es
e fizeram uma avaliac¸a˜o pre´via do modelo com me´todo apropriado para o
caso deles. Outros, conforme mencionados no capı´tulo anterior, de forma
heurı´stica, definiram um tamanho que faz emergir a questa˜o sobre a ideali-
dade na˜o so´ da sua dimensa˜o, quanto do seu arranjo.
Essas questo˜es tambe´m serviram como aˆncoras para realizar toda a
modelagem desenvolvida no presente trabalho.
Para o modelo de cena com grade fixa, a ROI e´ considerada toda a
a´rea do frame. Enta˜o o nu´mero de regio˜es possı´veis no frame vai depender












A expressa˜o define quantas regio˜es g um frame com resoluc¸a˜o R×C pixels
sera´ virtualmente dividido. A resoluc¸a˜o do frame R×C equivale a resoluc¸a˜o
de Linhas×Colunas da caˆmera que o captou.
3.2.1.1 A Formac¸a˜o da Grade Fixa de Regio˜es
As regio˜es {rp}gp=1, sa˜o numeradas sequencialmente a partir do canto
superior esquerdo para o canto inferior direito e de cima para baixo. Isso torna
a grade representada por um vetor unidimensional de regio˜es. Dessa maneira,
as duas dimenso˜es que representam a posic¸a˜o 2D do centroide de um objeto,
sa˜o reduzidas para um escalar o qual representa a respectiva posic¸a˜o no vetor
de regio˜es {rp}. Nele sera˜o acumuladas todas as amostras coletadas durante
a fase de treinamento ou todos os dados associados diretamente do vetor de
anotac¸o˜es de datasets.
Genericamente, o nu´mero da regia˜o p onde um objeto se encontra
pode ser determinado pela equac¸a˜o 3.2, tomando como base a posic¸a˜o 2D do
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centroide (xu,yu) onde {xu}R1 e {xu}C1 .
p = b(xu−1)/puc.dC/pue+ dyu/pue (3.2)
A Figura 19 ilustra um exemplo de formac¸a˜o da grade quando e´ utili-
zado um fator de grade pu = 39 e R×C = 480×640 pixels. A a´rea do frame
amostrado do vı´deo 17 do LOST sera´ transformada para um vetor unidimen-
sional {rp}gp=1 com g = 221 elementos.
Figura 19: Rotulac¸a˜o dos nu´meros das regio˜es p na grade fixa sobre um frame
gene´rico do video 17 do LOST.
Fonte: Elaborado pelo pro´prio autor.
Propositadamente escolheu-se a ilustrac¸a˜o da Figura 19 para eviden-
ciar como ocorre a rotulac¸a˜o de todas as regio˜es no extremo direito e no ex-
tremo inferior do frame quando o fator de pu na˜o e´ sub-mu´ltiplo da resoluc¸a˜o
do mesmo. Embora isso pudesse ser encarado como um problema para im-
plementar abordagens baseadas em movimento, ele poderia ser facilmente
contornado, deslocando a grade para cima e para o lado de modo que todas as
regio˜es mais internas e de mesmo tamanho ficassem centralizadas no frame.
Somente nesses, ignorando a primeira e u´ltima linha e a primeira e u´ltima
coluna de regio˜es se aplicaria a abordagem em questa˜o. No entanto, para
abordagens baseadas em rastreamento, essas regio˜es menores so´ represen-
tam regio˜es menos prova´veis de se encontrar ou cruzar centroides de objetos,
sendo que, se aı´ existirem dados suficientes para o tratamento, ele sera´ feito.
Observa-se que a equac¸a˜o 3.2 ja´ preveˆ a situac¸a˜o quando a resoluc¸a˜o
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do frame na˜o e´ mu´ltipla da dimensa˜o de pu. Todas as u´ltimas regio˜es do lado
direito e inferior do frame tera˜o agrupamentos menores que pu× pu pixels,
mas continuaram sendo va´lidas e numeradas na grade.
A Figura 20 mostra alguns detalhes sobre o uso da equac¸a˜o 3.2 pelo
modelo de movimento durante uma fase de teste onde opcionalmente foram
adicionados a` imagem de um frame amostrado do vı´deo 14 do LOST, a ima-
gem da grade com pu = 20. Na grade observam-se regio˜es contornadas em
branco indicando que e´ nela que os objetos tipo 1 e tipo 10 esta˜o associados
naquele momento. Enta˜o, apesar das a´reas dos bounding box dos objetos que
desenvolvem os trajetos identificados como 202 e 203, estarem sobrepostas
em regio˜es vizinhas, somente as regio˜es destacadas va˜o participar da ana´lise
por conta do centroide de cada objeto estar dentro dos limites de pixels das
mesmas.
Figura 20: Sobreposic¸a˜o de a´reas do bounding box em regio˜es vizinhas na
grade fixa de um frame gene´rico do video 14 do LOST.
Fonte: Elaborado pelo pro´prio autor.
Somado as imperfeic¸o˜es inerentes ao modelo proposto aqui, algumas
infereˆncias incorretas podem ser observadas. Avaliando um pouco mais o
traˆnsito dos objetos sobre a grade fixa, consegue-se identificar situac¸o˜es onde
isso acontece. A Figura 21 ilustra exemplos dos problemas intrı´nsecos neste
tipo de modelagem. Dependendo da forma de deslocamento de um objeto
sobre a ROI, um fenoˆmeno de vai e vem ou oscilac¸a˜o entre regio˜es adja-
centes pode ser observado quando um trajeto ocorre nos limites de uma ou
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mais regio˜es. A Figura 21(a) mostra esse efeito que ocorre com o trajeto A
durante o treinamento. Se a ocorreˆncia e´ perio´dica, as transic¸o˜es adiciona-
das pelo zigue-zague entre as regio˜es d → e→ b→ e→ f sa˜o aprendidas
como parte do trajeto A. Durante a fase de teste, pode existir um trajeto B,
sutilmente diferente com transic¸o˜es d→ e→ f o qual, ao ser avaliado, sera´
detectado como um movimento anormal por na˜o possuir o efeito zigue-zague
no meio do caminho. Esta falsa infereˆncia pode acontecer tanto durante o
treinamento quanto na fase de teste. Se por exemplo o fenoˆmeno ocorre pe-
riodicamente na fase de treinamento repetindo o mesmo padra˜o, com uma
probabilidade maior, um trajeto sutilmente diferente, mas que descreve outro
padra˜o de movimento entre regio˜es, podera´ ser identificado indesejavelmente
como um movimento anormal. O mesmo falso-positivo tambe´m pode ocor-
rer quando na˜o se observa esse zigue-zague no treinamento e depois, na fase
de teste, mesmo associado a um movimento ligeiramente diferente o efeito e´
reproduzido.
Outra situac¸a˜o e´ quando trajetos muito parecidos, mas que possuem
amostras distintas capturadas nos limites entre regio˜es, produzem falso-positi-
vos indesejados. A Figura 21(b) ilustra esse problema que ocorre entre dois
trajetos similares mas que possuem padro˜es de vetores de transic¸a˜o diferen-
ciados durante a amostragem na grade de regio˜es. As diferenc¸as entre eles
sa˜o destacadas com cores diferentes onde em verde sa˜o regio˜es comuns, em
amarelo regia˜o somente associada do trajeto A e vermelho regia˜o associada
somente ao trajeto de B. Se somente um dos tipos de trajetos ocorre com mais
frequeˆncia, esse sera´ aprendido pelo modelo, enquanto que o outro, se ava-
liado durante a fase de teste, sera´ detectado como um movimento anormal,
mesmo sendo muito similar ao trajeto ja´ aprendido.
Para contornar esses prolemas, o modelo de movimento pode consi-
derar um perı´odo adicional onde o mesmo fica insensı´vel a estas transic¸o˜es,
ou seja, realizando uma contenc¸a˜o de amostragem durante dois ou mais
frames, iniciada sempre quando o centroide de um objeto atinge uma nova
regia˜o. A Figura 22 mostra o resultado de uma contenc¸a˜o de dois frames.
Neste exemplo, os dois trajetos, mesmo com diferenc¸as em movimentos lo-
cais, sa˜o considerados totalmente iguais. O modelo agora admite que neste
perı´odo de contenc¸a˜o, o objeto em questa˜o ainda permanece na u´ltima regia˜o
onde ele foi associado. Como ponto negativo desse paliativo, as amostras
de outras transic¸o˜es resultantes de trajetos mais bem ajustados sobre a grade
sera˜o perdidas e com elas, a possı´vel perda de representac¸a˜o de outros tipos
de trajetos bem como a reduc¸a˜o significativa do total de amostras na ROI.
Para compensar essas perdas, sera´ necessa´rio incluir uma quantidade maior
de trajetos para a fase de treinamento.
No contexto sobre ana´lise baseada em regia˜o do presente trabalho,
107











(a) com transic¸o˜es adicionadas pelo zigue-zague.
A
B
(b) com vetores de transic¸a˜o muito diferentes.
Fonte: Elaborado pelo pro´prio autor.
similaridades como as descritas anteriormente na˜o deveriam ser encaradas
como anormalidades. No entanto sa˜o inevita´veis neste tipo de modelagem de
cena. A adoc¸a˜o de grades fixas para segmentar a ROI e´ uma soluc¸a˜o sim-
ples e portanto atrativa para implementa-la. No entanto a forma geome´trica
da regia˜o na˜o favorece a ana´lise dos dados uma vez que as bordas retilı´neas
podem desconectar dados vizinhos que eventualmente complementariam e
tornariam mais precisa a ana´lise em cada regia˜o. Essa perspectiva levou o
presente trabalho a extrair do modelo proposto, o melhor desempenho de
uma ana´lise sobre as regio˜es da grade fixa, usando como metodologia, a
observac¸a˜o da menor quantidade de falsos positivos quando se varia o ta-
manho da regia˜o. Dessa forma e´ possı´vel encontrar uma grade com uma a´rea
de regia˜o que melhor agrupa os dados correlacionados.
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Fonte: Elaborado pelo pro´prio autor.
Vislumbrando uma melhora no desempenho do modelo, o pro´ximo
passo e´ na˜o somente encontrar um tamanho adequado de regia˜o, como tambe´m
posiciona´-las individualmente em a´reas que contenham possı´veis agrupamen-
tos de dados com estreita relac¸a˜o. Este modelo de cena tambe´m foi imple-
mentado e e´ descrito a seguir.
3.2.2 Divisa˜o da ROI em Agrupamentos Uniformes e Mo´veis de Regio˜es
Como mencionado, as transic¸o˜es de objetos entre as regio˜es em uma
grade fixa resulta em erros nas infereˆncias de detecc¸a˜o de anormalidades em
trajeto´rias muito similares. Minimizar esses efeitos com a inclusa˜o de uma
contenc¸a˜o de amostragem das transic¸o˜es, leva a outros problemas. Com o
objetivo de reduzir estes problemas efeito, procurou-se por outra estrate´gia
que permitisse que as regio˜es ficassem espacialmente mais encaixadas, envol-
vendo as amostras dos vetores de transic¸a˜o mais correlacionados e pro´ximos.
Para tanto, uma soluc¸a˜o implementada foi primeiramente identificar, baseado
nas coordenadas 2D disponı´veis nos vetores de anotac¸a˜o, a quantidade de
amostras desses vetores na a´rea do frame. Assim, encontram-se as a´reas mais
povoadas de amostras as quais sera˜o consideradas a ROI nesta estrate´gia. A
Figura 23 mostra um exemplo da distribuic¸a˜o de amostras de todos os tra-
jetos dos vı´deos 1, 14 e 17 do LOST. Na parte de cima, Figura 23(a), esta˜o
representados todos os trajetos simultaneamente impressos em cores diferen-
tes. Na parte de baixo, Figura 23(b), esta˜o representados as quantidades de
vetores de anotac¸a˜o por regia˜o, considerando inicialmente que cada regia˜o e´
de 1 pixel de tamanho. As cores mais intensas, em vermelho, denotam as
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regio˜es com as maiores quantidades.
Figura 23: Ilustrac¸a˜o da quantidade de vetores de anotac¸a˜o relativos a todos
os trajetos impressos em um frame gene´rico dos vı´deos 1, 14 e 17 do LOST.
Fonte: Elaborado pelo pro´prio autor.
Cada amostra do vetor de anotac¸a˜o faz parte de um conjunto de transi-
c¸o˜es de cada trajeto que ira´ gerar muitas amostras de vetores de transic¸a˜o con-
forme o modelo de movimento que sera´ detalhado na pro´xima sec¸a˜o. Enta˜o,
o nu´mero de amostras de vetores de anotac¸a˜o passa a ser uma refereˆncia para
definir uma regia˜o que agrupara´ vetores de transic¸a˜o fortemente relaciona-
dos. Com o objetivo de manter requisitos comuns para estabelecer crite´rios
de comparac¸a˜o, essas regio˜es tambe´m tera˜o uma a´rea quadrada com lado me-
dindo pu pixels.
A grade mo´vel e´ construı´da sempre a partir da primeira regia˜o que pos-
sui um definido crite´rio mı´nimo de amostras de vetores de anotac¸a˜o. Essa pri-
meira regia˜o tera´ seu canto inferior direito posicionado sobre o primeiro pixel
do frame o qual levou a atingir ou ultrapassar 5 amostras. Esse valor foi de-
finido como crite´rio mı´nimo e utilizado para todos os experimentos pelo fato
dele produzir quantidades suficientes de vetores de transic¸a˜o que garantem
a convergeˆncia do GMM na maioria das vezes. Assim, a primeira regia˜o da
grade e´ rotulada como “1” e sera´ a refereˆncia para o posicionamento da regia˜o
de nu´mero “2” logo a` direita assim que essa encontrar a quantidade mı´nima
de amostras definida anteriormente. O processo se repete sempre a` direita ate´
encontrar o limite do frame ou na˜o encontrar mais amostras de anotac¸a˜o que
atendam o crite´rio mı´nimo. A numerac¸a˜o ocorre sequencialmente da mesma
forma como foi feito na estrate´gia com grade fixa. O processo se repete para
uma pro´xima linha da grade a partir da esquerda do frame e logo abaixo da
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sequeˆncia de regio˜es anteriores. O processo de montagem da grade mo´vel
continua o mesmo realizado anteriormente ate´ que se conclua todas a a´rea do
frame. O resultado disso e´ uma grade com regio˜es uniformes de lado pu com
formato que se confunde com a ROI onde existem efetivamente amostras para
seguir com a ana´lise. Portanto cada regia˜o da grade fica mo´vel para se encai-
xar somente onde existem amostras significativas para o modelo. Por esse
motivo a palavra “mo´vel” foi atribuı´do a esta estrate´gia que tera´ grades com
posicionamentos diferentes de regia˜o para cada valor do fator de grade e de
cena´rio. A Figura 25 mostra as fases desse processo considerando o cena´rio
do vı´deo 17 do LOST com pu = 10.
Figura 24: Exemplo do posicionamento da grade mo´vel sobre a ROI do
cena´rio do video 17 do LOST quando pu = 10.
ROI
formação da grade móvel grade móvel sobre a ROI
Fonte: Elaborado pelo pro´prio autor.
Em sı´ntese, a construc¸a˜o da grade mo´vel tem um ponto de partida na
regia˜o mais acima e a` esquerda da a´rea do frame que obedece o crite´rio de
nu´mero mı´nimo de amostras de vetores de anotac¸a˜o seguindo a` direita e para
baixo ate´ atingir o u´ltimo agrupamento possı´vel no canto inferior direito do
frame.
O resultado disso e´ uma grade com um nu´mero menor de a´reas e me-
lhor posicionada sobre a ROI, como mostrado na Figura 25(a) a qual ja´ deta-
lha a numerac¸a˜o de regio˜es na grade e na Figura 25(b) que apresenta um fator
de grade bem menor. Nessa u´ltima fica claro o posicionamento das regio˜es
sobre as a´reas da ROI onde existem nu´mero de amostras suficientes de acordo
com a distribuic¸a˜o mostrada na Figura 23(b) do vı´deo correspondente. Cada
regia˜o numerada, tem seu posicionamento 2D no frame guardado na base de
dados do modelo de cena para que a partir dele, se possa determinar em que
regia˜o o centroide de cada objeto esta´ posicionado em cada transic¸a˜o. Essa e´
a u´nica forma de determinar a posic¸a˜o da regia˜o ja´ que na˜o seria trivial en-
contrar uma expressa˜o para definir a numerac¸a˜o gene´rica das regio˜es p, como
foi feito na grade fixa.
Os modelos de movimento e de aprendizagem para a rede mo´vel sa˜o
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Figura 25: Exemplos de uma grade mo´vel sobre um frame gene´rico do video
17 do LOST.
(a) Numerac¸a˜o das regio˜es quando pu = 41.
(b) Posicionamento das regio˜es quando pu = 5.
Fonte: Elaborado pelo pro´prio autor.
os mesmos usados para a grade fixa. A quantidade de regio˜es e´ menor do que
o modelo com grade fixa, se comparado com o mesmo valor de pu. A falta de
uma expressa˜o gene´rica para se definir a regia˜o acaba exigindo mais algumas
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rotinas de ca´lculo que levam a estrate´gia a possuir um custo computacional
maior, especialmente na fase de treinamento.
3.2.3 Considerac¸o˜es Sobre a Ana´lise Baseada em Regia˜o na Abordagem
Baseada em Rastreamento Proposta
O vetor de anotac¸o˜es de entrada para o detector de movimentos anor-
mais fica reduzido a um vetor de transic¸o˜es que representa um modelo espac¸o-
temporal com treˆs dimenso˜es (p,v, t) onde t e´ o valor temporal timestamp no
rastreamento do objeto, v e´ o tipo do objeto anotado e p e´ a posic¸a˜o na grade
de regio˜es. A distribuic¸a˜o dos dados desses vetores no plano 3-dimensional
tende a ficar menos esparsa devido a estreita relac¸a˜o desses dados com todos
os movimentos que atravessam a mesma regia˜o. A expectativa de tornar as
regio˜es mais povoadas de amostras misturadas, fortemente relacionadas e por-
tanto menos esparsas, melhora significativamente a precisa˜o e convergeˆncia
de modelos estatı´sticos como o GMM (FIGUEIREDO; JAIN, 2002).
A reduc¸a˜o de esforc¸o computacional mediante reduc¸a˜o da dimensio-
nalidade de vetores e de amostras de treinamento implica tornar via´veis as
aplicac¸o˜es onde os processos possam ocorrer em tempo real. O uso de grades
fixas ou mo´veis tambe´m viabiliza o uso dos modelos avaliados no presente
trabalho em sequeˆncias de vı´deo com resoluc¸o˜es maiores, ainda raras de en-
contrar na revisa˜o bibliogra´fica feita ate´ aqui.
Esta e´ uma estrate´gia particular deste trabalho que visa estabelecer
uma quantidade menor de possibilidades de estados para localizac¸a˜o dos ob-
jetos, agregando mais amostras inter-relacionadas por regia˜o p. Essa reduc¸a˜o
de estados tambe´m traz benefı´cios como a estabilidade de localizac¸a˜o dos
objetos que evita o tratamento computacional de transic¸o˜es com pouca ou
nenhuma contribuic¸a˜o na avaliac¸a˜o do movimento global.
Outro detalhe importante e´ que as movimentac¸o˜es do centroide do
mesmo objeto dentro das regio˜es na˜o produzem amostras de vetores de transi-
c¸a˜o e portanto, quanto maior a a´rea da regia˜o p menor a quantidade de amos-
tras que sera˜o geradas para serem usadas na fase de treinamento. Relac¸a˜o
essa buscada como um dos alicerces deste trabalho.
3.3 MODELAGEM DO MOVIMENTO
Como ja´ mencionado na sec¸a˜o 3.1.1, foi tomado como ponto de par-
tida do presente trabalho, o modelo de movimento encontrado em Basharat et
al. (2008) aplicando pore´m, os modelos de cena discutidos na sec¸a˜o anterior.
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A ideia por tra´s do modelo proposto pelos autores seria mais oportuna se na˜o
fosse pela estrate´gia de engessar a ana´lise em cada pixel como regia˜o.
Como ilustrado na Figura 16 no inı´cio deste capı´tulo, o modelo de
movimento proposto participa tanto na fase de treinamento quanto na fase de
testes do detector de anormalidades. Na fase de treinamento, as coordenadas
2D do centroide sa˜o usadas como refereˆncia para armazenar em cada regia˜o
por onde ele passa, informac¸o˜es que ira˜o representar o histo´rico de uma janela
de transic¸o˜es do seu trajeto. Notadamente que essa mesma regia˜o podera´ ser
parte do caminho de outros trajetos acumulando assim, uma quantidade cada
vez maior de dados.
A janela de transic¸o˜es, definida aqui como τ , representa o qua˜o longo
deve ser observado e avaliado cada trajeto. A premissa para existir uma
transic¸a˜o e´ considerar que um objeto transitou para uma regia˜o diferente na
observac¸a˜o seguinte. Cada trajeto e´ sempre analisado dentro do limite defi-
nido como τ , independente da quantidade de transic¸o˜es que ele tenha. Quanto
mais alto o valor de τ , mais especı´fica sera´ a ana´lise no sentido de inferir so-
bre movimentos mais complexos.
O dataset anotado, oferece um conjunto de n trajetos T para cada
vı´deo representados como {T ki }ni=1 e k ∈ N∗ e´ o conjunto de frames k onde
cada objeto e´ amostrado. Cada frame k tem um bem definido timestamp t
no vı´deo e t ∈ R+. Enta˜o T ki representa um conjunto de m observac¸o˜es do
mesmo objeto, T ki = {Okj}mj=1. Cada observac¸a˜o e´ um conjunto de vetores
de transic¸a˜o Okj = {γ j+aj }τa=1, onde γ j+aj = (p,v, t)T e´ o conjunto de vetores
de transic¸a˜o das pro´ximas τ transic¸o˜es. Eles conte´m o registro temporal
contı´nuo t (timestamp) do tipo de objeto v, na regia˜o p da grade. A Figura 26
mostra as futuras transic¸o˜es observadas a partir de qualquer objeto no frame
k. Elas produzem amostras adicionais na regia˜o onde o objeto esta´ atraves-
sando. Para qualquer trajeto observado em qualquer frame k, uma janela de
amostragem ate´ τ e´ realizada. Todos os vetores de transic¸a˜o ate´ γ j+τj sa˜o
associados como amostras na regia˜o do ponto de observac¸a˜o Okj.
A reduc¸a˜o da dimensionalidade do vetor γ j para treˆs dimenso˜es foi
propositalmente adotada para tambe´m contribuir na reduc¸a˜o do esforc¸o com-
putacional, apesar de que essa consequeˆncia na˜o ficara´ evidenciada de modo
cristalino nos resultados do modelo, os quais sera˜o descritos no pro´ximo
capı´tulo. A eˆnfase dada sobre custo computacional enfatiza o nu´mero de
amostras de vetores de transic¸a˜o como me´trica base. No entanto, vale lembrar
que a caracterı´stica de recursividade, comumente utilizada nos algoritmos
que tratam dados multivariados, sa˜o focos importantes no consumo de recur-
sos computacionais. Enta˜o, reduzir dimensionalidades do vetor de transic¸o˜es
tambe´m tra´s contribuic¸o˜es no quesito eficieˆncia de um modelo.
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Figura 26: Detalhe da construc¸a˜o do modelo de movimento.
Fonte: Modelo proposto por Basharat et al. (2008) e adaptado pelo autor.
3.4 MODELAGEM DA APRENDIZAGEM
Diferente dos modelos estudados na revisa˜o bibliogra´fica feita ate´ aqui,
o modelo de aprendizagem possui duas fases de treinamento com objetivos
bem definidos: a primeira fase compreende a gerac¸a˜o de amostras de veto-
res de transic¸a˜o para cada regia˜o a partir das sequencias de vı´deo de treina-
mento, realizadas com o apoio do modelo de movimento discutido na sec¸a˜o
anterior. Assim que as amostras estiverem disponı´veis, os paraˆmetros das pdf
por regia˜o sera˜o levantados pelo modelo GMM treinado por um algoritmo
EM. Na segunda fase, agora com os vı´deos de teste, ocorre o levantamento
do melhor limiar de probabilidade que consegue separar trajetos normais de
anormais atrave´s do uso de curva ROC. Outros detalhes dessas fases sera˜o
abordadas mais adiante.
Todas as pdf devidamente parametrizadas, sa˜o armazenadas nas bases
de dados do detector de movimentos anormais proposto aqui. Para que se ga-
ranta o inı´cio das fases de treinamento e´ necessa´rio uma quantidade suficiente
de trajetos que revelem uma ROI povoada com amostras suficientes de vetores
de transic¸a˜o. Para se alcanc¸ar esse objetivo ha´ dois caminhos: i) manter lon-
gos perı´odos de observac¸a˜o em cena´rios que possuem pouca movimentac¸a˜o
de objetos e/ou possuem distribuic¸a˜o esparsa na movimentac¸a˜o dos mesmos.
Esses sa˜o os casos dos vı´deos 1 e 17 do LOST; ou ii) realizar curtos perı´odos
de observac¸a˜o em cena´rios que possuem uma densidade relativamente grande
de objetos se movimentando. Estes sa˜o os casos dos vı´deos 14 do LOST e dos
dois datasets da UCSD. Em qualquer situac¸a˜o os trajetos devem ser va´lidos e
longos o bastante para que nos casos de grades com fator de grade maior, os
trajetos podem deixar de existir pois eles podem iniciar e terminar na mesma
regia˜o, ou seja, na˜o apresentando transic¸o˜es.
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As tabelas 3 e 4 resumem as informac¸o˜es dos datasets utilizados
no treinamento e na avaliac¸a˜o do detector proposto aqui. Foram utilizados
tipos diferentes de vı´deos na˜o so´ em cena´rios ou resoluc¸o˜es, mas tambe´m em
tempo de vı´deo e quantidade de trajetos disponı´veis.
Tabela 3: Informac¸o˜es sobre os vı´deos de treinamento dos datasets.
Dataset LOST LOST LOST UCSD
TREINAMENTO video 1 video 14 video 17 Ped2
resoluc¸a˜o 480x640 240x320 480x640 240x360
FPS (me´dia) 0,5 8,9 6,1 30,0
minutos de vı´deo 240 240 300 1,5
trajetos normais 1190 1755 2990 265
Fonte: Dados levantados pelo autor.
Tabela 4: Informac¸o˜es sobre os vı´deos de teste dos datasets.
Dataset LOST LOST LOST UCSD
TESTE video 1 video 14 video 17 Ped2
minutos de vı´deo 240 240 300 1
trajetos normais 1190 1755 2990 182
trajetos anormais 37 32 116 25
Fonte: Dados levantados pelo autor.
Em relac¸a˜o aos vı´deos do LOST, a soma dos trajetos normais e anor-
mais, da tabela 4 encontram-se representados graficamente na Figura 23(a).
Com um olhar mais atento na distribuic¸a˜o das amostras de vetores de anotac¸a˜o,
representados na Figura 23(b), observa-se que o vı´deo 1 ale´m de possuir o
menor nu´mero de trajetos, as amostras correspondentes esta˜o bastante disper-
sas por uma a´rea relativamente grande do cena´rio. Isso tambe´m ocorre no
vı´deo 17, apesar de ele possuir uma regia˜o no centro do cena´rio com uma
visı´vel a´rea de concentrac¸a˜o de amostras. A dispersa˜o de amostras sugere
que muitas a´reas podem ter dados insuficientes para o treinamento do GMM.
Em contrapartida o vı´deo 14 e´ um representante de superpopulac¸a˜o de amos-
tras na maior parte de sua ROI. A escolha desses vı´deos dentre os va´rios dis-
ponı´veis no LOST foi proposital, especialmente pela diversidade de contextos
e distribuic¸a˜o de seus trajetos na ROI. Eles va˜o ajudar a avaliar o modelo pro-
posto no que se refere a sua capacidade em analisar movimento em condic¸o˜es
diferenciadas.
A esseˆncia do modelo de aprendizagem e´ descobrir para cada regia˜o
p, uma quantidade de pdf com os respectivos paraˆmetros de me´dia (µ) e ma-
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triz de covariaˆncias (Σ) que melhor representem os objetos e a histo´ria dos
respectivos trajetos que por ela passaram. Dessa forma, na fase de teste, qual-
quer desvio do movimento usual resulta em valores de probabilidade muito
baixos e anormalidades sa˜o identificadas. Estando a dependeˆncia do modelo
ligada especialmente a`s caracterı´sticas do objeto e seu movimento, o restante
do cena´rio e dos outros diversos tipos de objetos mo´veis sa˜o varia´veis que
na˜o devem influenciar de modo significativo sobre a identificac¸a˜o de anor-
malidades de movimento sobre os outros. Exemplos dessa independeˆncia de
contexto foram discutidos na sec¸a˜o 2.6.
Enta˜o, qualquer desvio significativo do movimento de costume em
todas τ transic¸o˜es ira´ produzir diferenc¸as quando a probabilidade for cal-
culada implicando assim na detecc¸a˜o das anormalidades. Um movimento
anoˆmalo local dentro de um global no trajeto, rotula o evento como anormal.
Considerando-se os agrupamentos de dados por regia˜o, com uma colec¸a˜o de
vetores de transic¸a˜o de dimensionalidade igual a 3, a probabilidade de cada
vetor de transic¸a˜o e´ determinada pela equac¸a˜o 3.3, onde ηp representa a quan-







Uma rodada de treinamento do modelo de aprendizagem pode ser re-
sumida no pseudo-co´digo detalhado no Algoritmo 1. O treinamento ocorre
em um processo iterativo, realizado em modo off-line para encontrar os valo-
res de pu que produzem os melhores ı´ndices de acertos nas infereˆncias sobre
os vı´deos de teste comec¸ando com pu = 1. Na primeira fase, nas linhas 4 a`
13 do Algoritmo, somente os vı´deos de treinamento, livres de trajetos com
anormalidades participam no levantamento das pdf por regia˜o. Portanto, este
me´todo refere-se a uma aprendizagem supervisionada, uma vez que os da-
dos de treinamento compo˜e-se por apenas uma classe de trajetos (os normais)
(SODEMANN et al., 2012). Na segunda fase, nas linhas 14 a 18, sa˜o uti-
lizadas as sequencias de vı´deo de teste que conte´m movimentos normais e
anormais devidamente anotados nos vetores de anotac¸a˜o.
A contabilizac¸a˜o do total de amostras durante cada iterac¸a˜o e´ realizada
na linha 20 e somente sera´ utilizado como refereˆncia para avaliar, atrave´s do
gra´fico montado na linha 22, o custo computacional associado ao desempe-
nho alcanc¸ado a cada novo valor de pu. Essas avaliac¸o˜es sera˜o discutidas nos
pro´ximos capı´tulos, mas por ora, relembrando o modelo de movimento ado-
tado, cada transic¸a˜o provoca τ−1 amostras de vetores de transic¸a˜o no trajeto
ate´ as u´ltimas τ transic¸o˜es. Isso implica que o total de amostras envolvidas em
cada avaliac¸a˜o do valor de pu sera´ aproximadamente um pouco menor do que
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Algorithm 1: One Round Training and Best pu determination
input : Data Annotations of objects v types in t transitions time
of n tracks; grid type
output: 3-dimensional pdf per region; Best{SceneThreshold,pu}
1 Inicialization: pumax = 30;τ = {20;40} targetsn;
2 Run Scene Model to determine p regions grid positioning;
3 for pu← 1 to pumax do
// 1st Training Step with training dataset
4 for p← 1 to all grid regions g do {Σ,µ,k}rp = /0;
5 forall the n tracks do in each r jp grid localization
6 foreach a← 1 to τ do transitions
7 r j+ap ← γ j+a = [r jp,v,(t j+a− t j)];
8 end
9 for p← 1 to g do
10 Run EM algorithm over Gaussian Mixtures in rp;
11 Save learnt pdf parameters Σp,µp,kp;
12 end
13 end
// 2nd Training Step with test dataset
14 forall the n tracks do in each r jp grid localization
15 outn = estimate min probability in γ j−a|(Σ,µ)rp from τ
previous transitions;
16 Run ROC curve from {outn, targetsn} vectors;
17 ROCe f f iciencyn← thresholdn;
18 end
19 thresholdpu=max{ROCe f f iciencyn};
20 TotalSamplespu . TotalTransitions(τ−1);
21 end
22 Plot {TotalSamples; thresholdpu} by pu;
23 BestSceneT hreshold=max{thresholdpu};
24 Best pu⇒ BestSceneT hreshold;
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o total de transic¸o˜es existentes entre as regio˜es da grade, multiplicada pelo
valor de τ−1. Enta˜o, a medida que o valor de pu sobe, o nu´mero de regio˜es
da grade diminui e consequentemente o nu´mero equivalente de transic¸o˜es en-
tre elas, levando a um nu´mero de amostras cada vez menor quanto menor a
quantidade de regio˜es.
O valor de pu e´ enta˜o incrementado em uma unidade e um novo ci-
clo com as duas fases se repete, chegando a um outro valor de limiar para o
novo valor. Todos os dados e varia´veis envolvidos em cada iterac¸a˜o sa˜o arma-
zenados para realizar a ana´lise. Para melhor visualizac¸a˜o, os resultados sa˜o
plotados para identificar qual dentre todos os valores de fator de grade obteve
melhor resultado, buscado aqui como meta do DMA modelado. Associado a
esse valor campea˜o, esta´ o correspondente valor de limiar que sera´ adotado, a
partir dessa rodada offline, como um classificador bina´rio, ate´ a necessidade
de uma nova rodada.
3.4.1 A Construc¸a˜o da Curva ROC
Uma vez que se esta´ interessado apenas na mais alta taxa de acerto de
verdadeiros positivos (TPR - True Positive Rate) e a menor taxa de acerto
de falsos positivos (FPR - False Positive Rate), foi adotada como me´trica de
refereˆncia a ROCefficiency atrave´s equac¸a˜o 3.4.
ROCe f f iciency = (T PR−FPR).(1− ε
total tracks
)2 (3.4)
Esta me´trica foi particularmente escolhida para estabelecer uma relac¸a˜o
de qualidade nas infereˆncias corretas na˜o so´ sobre trajetos anormais quanto
para os normais, considerando um nu´mero finito e reduzido de amostras de
trajetos. Para classificadores bina´rios, Powers (2011) sugere uma medida de
desempenho equilibrada por (T PR−FPR), o qual foi definido por ele como
informedness. Um nu´mero mais pro´ximo do limite 1, indica um melhor ı´ndice
de acertos para todos os tipos de movimentos observados no cena´rio, nor-
mais e anormais. O valor ε representa o nu´mero de trajetos perdidos, que
serve como fator de penalidade. Ele procura manter um crite´rio mais justo
de comparac¸a˜o entre avaliac¸o˜es que possuem ı´ndices pro´ximos de eficieˆncia
mas com nu´meros de trajetos diferentes. As perdas de trajetos ocorrem por
dois motivos: (i) o nu´mero de amostras em todas as regio˜es de transic¸a˜o do
objeto na˜o foi suficiente para inicializac¸a˜o do processo de treinamento ou
de convergeˆncia no treinamento do GMM. O algoritmo utilizado, conforme
discutido na sec¸a˜o 3.1.9, dependendo das variabilidades entre as amostras,
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requer agrupamentos de pelo menos 30 vetores de transic¸a˜o e (ii) a falta de
transic¸o˜es entre as regio˜es por conta dos trajetos mais curtos que acabam
comec¸ando e terminando dentro de uma mesma regia˜o quando o valor de
pu e´ incrementado. Nesse ponto observa-se que o valor de τ e´ importante e
por esse motivo, grande parte das avaliac¸o˜es usaram valores diferentes nessa
varia´vel, conforme previsto na linha 1 do Algoritmo 1. Sendo assim se as per-
das de trajetos forem significativas em relac¸a˜o a quantidade total disponı´vel,
elas ira˜o desequilibrar a comparac¸a˜o de desempenho entre resultados com
pu diferentes. Como alternativa de penalizac¸a˜o, a equac¸a˜o 3.4 ja´ preveˆ uma
compensac¸a˜o dessa desigualdade.
O melhor limiar encontrado na linha 19 diante da maior eficieˆncia
calculada pela equac¸a˜o 3.4, representa o melhor valor de um limiar que separa
(classifica) movimentos normais de anormais para cada valor de pu. A Figura
27 mostra um exemplo da representac¸a˜o gra´fica de como o valor o´timo de
informedness foi encontrado para o vı´deo 17 do LOST com valor de pu = 18.
Esse ponto e´ representado pelo asterisco destacado na curva e ao lado dele
encontra-se o valor nume´rico da medida de informedness ja´ multiplicada pelo
fator de penalizac¸a˜o previsto na equac¸a˜o 3.4. Enta˜o, o valor indicado pelo
asterisco e´ a me´trica ROCefficiency para aquele valor de pu.
Figura 27: Exemplo de uma curva ROC construı´da durante o treinamento.

























ROC fixed LOST video #17.c4  p
u
=18  τ=20  threshold:1.2407e−10
*0.89962
Fonte: Elaborado pelo autor.
Para construir essa curva, sa˜o necessa´rios dois vetores de mesmo ta-
manho da quantidade de trajetos em treinamento. O vetor de alvos ou de
refereˆncia, target e o vetor de resposta, out. O vetor target e´ um vetor bina´rio
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formado a partir do vetor de anotac¸o˜es de vı´deo onde um bina´rio “1” e´ o valor
do elemento do vetor que define um trajeto normal e “0” para um trajeto anor-
mal. O vetor out compo˜e-se de valores de mı´nima probabilidade encontrada
com a equac¸a˜o 3.3 dentre todas as transic¸o˜es de cada trajeto. Esses vetores
sera˜o as duas refereˆncias exigidas para construir a curva ROC prevista nas
linhas 16 e 17. Para formar essa curva, todos os valores de probabilidade do
vetor out sa˜o colocados em ordem crescente formando o vetor de limiares ou
vetor threshold. Cada elemento deste vetor e´ confrontado com os vetores out
e target para contabilizar quantos trajetos anormais, referenciados em target
como anormais foram corretamente inferidos ate´ com valores iguais ou me-
nores ao elemento em curso. Dividindo-se essa quantidade de acertos pela
quantidade de trajetos marcados como anormais no vetor target tem-se a taxa
de verdadeiros positivos, TPR e esse valor e´ uma das coordenadas da curva.
De forma equivalente o mesmo procedimento e´ feito para se determinar a
taxa de falsos positivos, FPR, considerando agora quantos erros de trajetos
normais, referenciados como normais em target sa˜o alcanc¸ados para limiares
acima do valor em curso no threshold. No caso, a segunda coordenada da
curva usa a taxa de erros em relac¸a˜o a quantidade de trajetos marcados como
normais. O processo se repete para todos os valores do vetor de threshold.
Ao final tem-se uma curva trac¸ada com todos os pontos. Pode-se observar na
Figura 27 uma linha referencial diagonal entre as coordenadas (0,0) e (1,1) de
TPR e FPR. Ela representa a divisa˜o entre duas regio˜es onde o classificador
se comporta como ineficiente, abaixo da diagonal e eficiente, acima da dia-
gonal e aleato´rio sobre a diagonal. Pontos sobre a linha diagonal indicam que
o classificador na˜o possui qualquer capacidade de inferir sobre a ana´lise e as-
sim, aleato´rio. Portanto, os melhores valores de limiares de um classificador
bina´rio encontram-se no topo superior esquerdo do gra´fico pro´ximos ou nas
coordenadas (1,0), ou seja, quando o TPR e´ ma´ximo e o FPR e´ nulo. O valor
0,89962 mostrado na Figura 27, considerado-se que na˜o ha´ perdas de trajetos,
revela que um limiar de 1.2407e-10 consegue identificar corretamente como
anormais, aproximadamente 96% do total de trajetos apresentados como tal
pois eles possuem limiares de probabilidade abaixo desse limiar. Em con-
trapartida o mesmo limiar erra aproximadamente 4% dos trajetos normais do
total existente.
3.5 MODELO DE TESTE
Uma vez que tanto o melhor valor de pu e respectivo melhor valor de
limiar de decisa˜o sa˜o determinados para a cena, qualquer sequencia ou ta-
manho de vı´deo do mesmo cena´rio que conte´m vetores de anotac¸o˜es, pode
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ser testado. Na fase de teste as sequencias de vı´deo para este fim ficam
dependentes do dataset utilizado. No LOST e´ possı´vel realizar anotac¸o˜es
de vı´deos adicionais, diferentes daqueles utilizados nas duas fases do trei-
namento em vista da disponibilidade oferecida pelos autores do projeto nas
correspondentes pa´ginas web. Ja´ nos datasets da UCSD, a exemplo do que
ocorre com a maioria dos datasets disponı´veis para esse tipo de pesquisa,
os testes de desempenho da abordagem proposta aqui se limitam a usar os
mesmos vı´deos de teste usados na fase 2 do treinamento do modelo de apren-
dizagem. A forma de visualizac¸a˜o das detecc¸o˜es de movimento anormal na
fase de testes ja´ foram ilustradas na Figura 18 da subsec¸a˜o 3.1.4. Em uma
aplicac¸a˜o real, cada cena´rio dos va´rios centralizados em uma monitorac¸a˜o de
videovigilaˆncia, roda uma instancia do Algoritmo 1 de modo que ele possa
ser reexecutado em perı´odos pre´-definidos que englobem perfis diferentes de
movimentac¸a˜o do cena´rio, tı´picos de cena´rios reais onde objetos e movimen-
tos correspondentes sa˜o distintos ao longo do dia, da noite ou dos dias da
semana. Assim, cada round oferece uma grade de regio˜es com pdf para-
metrizadas atrave´s do modelo de aprendizagem apresentado ale´m do limiar
classificador de movimentos anormais em como o valor de pu que maximiza
o desempenho da abordagem. Para colocar o modelo em teste utiliza-se o
Algoritmo 2 a seguir.
O Algoritmo 2 recebe como entrada as pdf parametrizadas pelo Al-
goritmo 1 ale´m dos valores o´timos de pu e limiar para a cena´rio monitorado.
Considerando a mesma resoluc¸a˜o de frame, deve-se utilizar as coordenadas
do tipo de grade de regio˜es utiliza no treinamento omo refereˆncia para, sobre
ela avaliar, cada transic¸a˜o de cada objeto em cada frame de vı´deo. A raiz desta
fase de teste e´ o que trata as linhas 7 e 8 onde, para cada transic¸a˜o, um teste
e´ feito para determinar se existe a probabilidade do objeto j estar na regia˜o
p atual, tendo ele origem e tempo de deslocamento nas τ transic¸o˜es anteri-
ores. Qualquer valor calculado, usando a equac¸a˜o 3.3, menor que o limiar
λ conhecido da fase de treinamento, leva a entender que o objeto avaliado
na˜o deveria estar naquela regia˜o e portanto e´ encarado como uma transic¸a˜o
anormal. A partir desse momento, enquanto o objeto estiver sendo rastreado
na cena ele estara´ sendo identificado por uma cor vermelha em seu bounding
box ou qualquer outra ac¸a˜o que se deseja implementar visando dar suporte a
alarme a pessoa que eta´ monitorando o vı´deo.
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Algorithm 2: Test Model after one round Training
input : Tracking with Data Annotations of the objects with v
types in τ transitions before; grid type with g regions; pdf
parametrizada de cada regia˜o com {Σ,µ,k}rpand{p}g1
from training
output: Abnormal Motion Analys in Video
1 Inicialization: pu = Best pu;λ = BestSceneT hreshold;
2 while ∃ tracking do
3 foreach frame with n transition objects do
4 foreach j← 1 to n objects do
5 for a← 1 to τ do
6 γ j = (r j−ap ,v,(t j− t j−a));
7 if P(γ j|(Σ,µ)rp)< λ then
8 Put red color in Bounding Box and others
actions; break for
9 else








Assim, baseado em todo o modelamento previsto e detalhado neste
capı´tulo e em especial o Algoritmo 1, as rotinas foram desenvolvidas e im-
plementadas em linguagem interpretada do MATLAB. Os resultados mais re-
presentativos, bem como as avaliac¸o˜es dos pontos positivos ou das distorc¸o˜es
encontradas sera˜o apresentados no pro´ximo capı´tulo.
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4 ANA´LISE E DISCUSSA˜O DOS RESULTADOS
O Algoritmo 1 discutido na sec¸a˜o 3.4 foi a base na implementac¸a˜o e
gerac¸a˜o de todos os resultados descritos nesse capı´tulo. Visando sintetizar as
principais informac¸o˜es geradas nas simulac¸o˜es das fases de treinamento, foi
adotado um modelo de gra´ficos de curvas conforme exemplo ilustrado na Fi-
gura 28 o qual, daqui em diante, e´ denominado simplesmente como gra´ficos
de desempenho. Os resultados das iterac¸o˜es sa˜o demonstrados atrave´s de
gra´ficos sobrepostos que objetivam expressar de forma imediata as relac¸o˜es
e o comportamento entre o nu´mero de amostras de vetores de transic¸a˜o uti-
lizados no treinamento e o desempenho do modelo usando a me´trica ROC
efficiency atrave´s da variac¸a˜o do fator de grade pu.
A ordenada esquerda indica a quantidade de amostras utilizadas no
treinamento e o comportamento correspondente, representados pela curva
vermelha a qual revela um caimento do total de amostras com o aumento
de pu. Esse comportamento foi comum para todas as simulac¸o˜es pois a
medida que se aumenta o valor da a´rea da grade, as transic¸o˜es do objeto
que ocorrem dentro dessa a´rea sa˜o descartadas. Como consequeˆncia, vı´deos
amostrados com um nu´mero maior de FPS tendem a possuir uma queda de
amostras exponencialmente maior, pois as pro´ximas transic¸o˜es ocorrem em
pixels vizinhos muito pro´ximos, especialmente tratando-se de cena´rios com
pedestres. Ja´ a ordenada da direita representa o melhor valor da me´trica ROC
efficiency e o comportamento correspondente, representados pela curva azul
a qual apesenta a evoluc¸a˜o dos valores encontrados tambe´m para cada valor
de pu. Ao longo dessa curva, quando for o caso, sa˜o impressos valores que
representam a quantidade das perdas de trajetos, apresentadas na sec¸a˜o 3.4.1.
Quando as perdas ocorrem, ale´m da indicac¸a˜o colocada ao lado da curva, o
segmento correspondente e´ mostrado em um tom de azul mais claro. O aste-
risco sobre a curva destaca o valor de pu que representa o melhor desempenho
nas infereˆncias da DMA e o correspondente limiar o´timo para o classificador
bina´rio o qual, dentre outras informac¸o˜es, e´ incorporado ao tı´tulo superior de
cada gra´fico.
Por se tratar de um modelo estatı´stico, e´ necessa´rio encontrar o valor
me´dio dos comportamentos de ROC efficiency em raza˜o de que o treinamento
do GMM com EM pode na˜o convergir para cada nova rodada mesmo com o
mesmo conjunto de amostras, como tambe´m pode convergir para valores de
paraˆmetros da pdf com variac¸o˜es significativas em relac¸a˜o a rodadas anteri-
ores. Assim, os valores o´timos de pu e limiar λ bem como a evoluc¸a˜o dos
valores de ROC efficiency e perdas, sa˜o resultados da me´dia de 3 simulac¸o˜es
completas de qualquer cena´rio. O trac¸ado de cada simulac¸a˜o dessas curvas
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esta´ ilustrado na Figura 28 na cor amarela. Em alguns casos estas curvas po-
dem na˜o estar destacadas no gra´fico, mas ainda assim a curva representara´
o resultado me´dio da ana´lise. Por final, no gra´fico, logo abaixo das curvas
de desempenho, e´ informado a quantidade de amostras (best samples) para
o indicado valor de pu que melhor representou o desempenho da simulac¸a˜o.
Durante todas as simulac¸o˜es observou-se que valores de pu a partir de 30
na˜o produziam mais informac¸o˜es relevantes para a ana´lise na maioria das
simulac¸o˜es em todos os vı´deos avaliados. Enta˜o, tomou-se esse valor quando
foi o caso, como limite mı´nimo para construir a maior parte do gra´ficos.
Figura 28: O modelo adotado para as curvas resultantes da simulac¸a˜o das
duas fases de treinamento do modelo de aprendizagem.
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Fonte: Gra´ficos construı´dos a partir das aplicac¸o˜es MATLAB
implementadas pelo pro´prio autor.
O modelo de aprendizagem apresentado na sec¸a˜o 3.4 destaca que o
treinamento utiliza o pro´prio vı´deo de teste para descobrir o melhor limiar do
classificador bina´rio. Nesse aspecto, dentro do que e´ definido como treina-
mento supervisionado, duas possibilidades podem ser utilizadas para analisar
o desempenho da abordagem: a primeira usa como vı´deos de teste, na se-
gunda fase de treinamento, os mesmos vı´deos usados na primeira fase pore´m
agregados com trajetos anormais. Essa estrate´gia e´ conhecida como ana´lise
baseada em reconhecimento e produz resultados que medem o desempenho
a partir de uma me´trica denominada de taxa de erro aparente. A expecta-
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tiva de modelos que usam essa estrate´gia e´ alcanc¸ar taxas de erro em nı´veis
muito pro´ximos de zero, demonstrando assim, a capacidade do modelo distin-
guir padro˜es ate´ enta˜o na˜o apresentados na fase de aprendizagem. A segunda
possibilidade utiliza vı´deos de teste com trajetos normais diferentes daque-
les que participaram na primeira fase do treinamento e tambe´m com trajetos
anormais adicionados. Nesse caso a ana´lise produz resultados que medem
o desempenho a partir de uma me´trica denominada de taxa de erro verda-
deira e ela mede a capacidade de generalizac¸a˜o do modelo (BISHOP, 2006).
Para o propo´sito da abordagem apresentada no presente trabalho, a primeira
possibilidade e´ uma opc¸a˜o que permite realizar uma sintonia mais fina na
busca pelo melhor limiar classificador, uma vez que somente os trajetos anor-
mais devem apresentar valores de probabilidades nulas ou muito baixas. Com
essa estrate´gia atenua-se o efeito das incertezas decorrentes do uso do modelo
caso ele fosse avaliado pela ana´lise de taxa de erro verdadeira, afetando as-
sim as metas trac¸adas do presente trabalho. Diante disso, todos os resultados
apresentados neste capı´tulo estara˜o baseados no modelo de treinamento onde
suas duas fases usam os mesmos trajetos normais. Para fins de avaliac¸a˜o mais
completa, na˜o sera´ descartada a ana´lise de taxa de erro verdadeira e isso sera´
feito como uma discussa˜o perife´rica no pro´ximo capı´tulo.
A usabilidade da aplicac¸a˜o criada para as simulac¸o˜es foi planejada
para permitir uma se´rie de combinac¸o˜es de resultados. A meta na implementa-
c¸a˜o foi na˜o so´ buscar subsı´dios para constatar a contribuic¸a˜o da abordagem
da DMA proposta, como tambe´m na ampliac¸a˜o da avaliac¸a˜o do modelo em
outras situac¸o˜es e na diagnose de outros comportamentos observados nos
dados. Tratando-se de um me´todo empı´rico-cientı´fico, as combinac¸o˜es de
simulac¸o˜es para cada vı´deo na abordagem foram executadas variando-se va-
lores de pu, τ , tipo de grade, comprimento de vı´deo, tipos diferentes de al-
goritmos de treinamento do GMM, exclusa˜o de objetos com determinadas
dimenso˜es de bounding box, tempo de contenc¸a˜o de amostragem e modos de
treinamento supervisionado ou na˜o. Entre todas as possibilidades, voltou-se a
atenc¸a˜o para aquelas que melhor representaram os objetivos trac¸ados no pre-
sente trabalho. Outros resultados na˜o menos importantes, sera˜o discutidos no
pro´ximo capı´tulo.
Nessa linha de raciocı´nio, as sec¸o˜es seguintes descrevem os princi-
pais resultados os quais foram separados por dataset e dentro de cada um,
foram agrupadas as ana´lises dos tipos de grade utilizado na modelagem da
cena, comprimentos diferentes de vı´deo e de janela de transic¸o˜es (τ). No
inı´cio de cada sec¸a˜o, sera˜o detalhadas informac¸o˜es importantes sobre as ca-
racterı´sticas dos vı´deos e dos nu´meros envolvidos dos datasets corresponden-
tes, os quais foram utilizados durante as duas fases de treinamento do modelo
de aprendizagem. Ao final de cada sec¸a˜o sera˜o resumidos atrave´s de tabe-
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las, os principais resultados observados nas curvas de desempenho de todas
as simulac¸o˜es bem como alguns comenta´rios preliminares sobre as relac¸o˜es
entre os comportamentos experimentados. Na u´ltima sec¸a˜o deste capı´tulo,
outras impresso˜es e ana´lises discorrem sobre os resultados em aˆmbito geral
da evoluc¸a˜o das simulac¸o˜es, frente as expectativas trac¸adas para a abordagem
proposta.
As estrate´gias de execuc¸a˜o das simulac¸o˜es foram adotadas visando a
gerac¸a˜o de dados comparativos especialmente entre os tipos de grade usados
no modelamento de cena. No caso dos vı´deos do LOST foram escolhidos ale-
atoriamente segmentos diferentes de 30 minutos cada. Dessa maneira, com
algumas excec¸o˜es, as simulac¸o˜es foram agrupadas primeiro por tipo de data-
set, depois pelo perı´odo de observac¸a˜o que acumulou as amostras de trajetos
e por fim, pela quantidade de transic¸o˜es entre regio˜es. Em relac¸a˜o ao perı´odo
de observac¸a˜o, vale destacar que essa e´ caracterı´stica que na˜o necessaria-
mente implica dizer que um vı´deo de maior durac¸a˜o possui um nu´mero maior
de dados para analisar. As tabelas que resumem os dados de cada vı´deo no
inı´cio de suas respectivas sec¸o˜es as quais deixam evidente essa relac¸a˜o di-
ante do nu´mero de trajetos anotados no perı´odo. Os vı´deos 14 do LOST e o
Ped2 da UCSD possuem um tempo de observac¸a˜o mais curto pore´m sa˜o mais
densos em movimentac¸a˜o de objetos. Devido a falta de robustez utilizada no
rastreamento dos vı´deos do LOST, muitos objetos tiveram associados a` eles
pro´prios, va´rios fragmentos curtos de trajetos que ganharam identificac¸o˜es di-
ferentes nas anotac¸o˜es. Portanto, apesar dos vı´deos do LOST serem mais lon-
gos, a selec¸a˜o dos melhores trajetos durante as anotac¸o˜es coloca o conjunto
de anotac¸o˜es com tamanho compara´vel a outros datasets de menor perı´odo
de observac¸a˜o.
Os gra´ficos mostrados nas sec¸o˜es seguintes ilustram as simulac¸o˜es
mais representativas das ana´lises dos 4 vı´deos selecionados para avaliar o
desempenho da DMA proposta neste trabalho. Em todos eles, foram seg-
mentadas as ana´lises a partir do histo´rico de ate´ 20 ou ate´ 40 transic¸o˜es do
movimento realizado por qualquer objeto. O valor τ = 20 foi escolhido ba-
seado nas considerac¸o˜es de que esse valor e´ maior do que o mı´nimo tamanho
de trajetos rastreados e que tambe´m representa movimentos globais distintos
mesmo entre regio˜es com pequeno fator de grade. Neste aspecto, para fatores
de grade maiores, as 20 transic¸o˜es de um objeto pode representar no histo´rico
do treinamento, ate´ mais do que toda a participac¸a˜o de um objeto que usa
toda ou quase toda a a´rea da cena. Em contrapartida um nu´mero muito alto
de τ pode levar a um custo computacional elevado pois cada transic¸a˜o de um
objeto gera ate´ τ(τ+1)2 vetores de transic¸a˜o para cada regia˜o que e´ cruzada por
um trajeto. A desvantagem do custo mencionado na˜o foi experimentado por
conta da limitac¸a˜o e reduc¸a˜o de amostras proporcionada pela abordagem tra-
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tada no presente trabalho. De qualquer forma, utilizou-se o valor de τ = 40
como recurso para avaliar seus efeitos na capacidade do modelo aprender tra-
jetos mais complexos, por serem mais longos.
4.1 SIMULAC¸O˜ES E AVALIAC¸A˜O DO VI´DEO 1 DO LOST
A Figura 29(a) mostra o detalhe do fundo esta´tico da cena do vı´deo
1 e ao lado, nas Figuras 29(b) e 29(c) esta˜o ilustradas as distribuic¸o˜es das
amostras em cada pixel do frame para τ = 20 e τ = 40 respectivamente. Essa
distribuic¸a˜o foi alcanc¸ada durante a primeira fase de treinamento do Algo-
ritmo 1 para um fator de grade unita´rio considerando sempre o caso de maior
tempo de amostragem do rastreamento que no caso desse vı´deo, e´ de 240
minutos. Para as ilustrac¸o˜es dos demais vı´deos nas pro´ximas sec¸o˜es, a me-
todologia e´ a mesma. As Figuras 29(b) e 29(c) apresentam a normalizac¸a˜o
para o ma´ximo de amostras encontradas em uma u´nica regia˜o. Dessa forma,
as cores mais intensas (em vermelho) indicam uma concentrac¸a˜o maior de
amostras. Em um cena´rio ideal, diferente de todos os vı´deos avaliados, uma
distribuic¸a˜o deveria ser homogeˆnea em toda a´rea da ROI. Observa-se que este
vı´deo possui uma distribuic¸a˜o relativamente equilibrada de amostras especi-
almente pela caracterı´stica de captar imagens de uma prac¸a pu´blica, ocupada
pela movimentac¸a˜o exclusiva de pedestres em grande parte da a´rea da ROI.
Uma maior concentrac¸a˜o de amostras esta´ associada ao longo das a´reas de
duas ruas e respectivo cruzamento. A caˆmera esta´ configurada com um largo
aˆngulo de abertura na captura das imagens registrando assim, objetos mo´veis
muito distantes dela. Isso resultou em um dataset que inclui objetos com va-
riados tamanhos de bounding box, chegando a limites inferiores de 4 pixels
tanto em largura (w) quanto de altura (h).
Figura 29: Frame e distribuic¸a˜o das amostras do vı´deo 1 do LOST.
(a) Fundo esta´tico da cena. (b) τ = 20. (c) τ = 40.
Fonte: O frame me´dio em (a) e´ disponibilizado por Abrams et al. (2012).
Mais informac¸o˜es sobre o dataset esta˜o descritas na Tabela 5 que com-
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plementam as informac¸o˜es disponı´veis na Tabelas 3 e 4 da sec¸a˜o 3.4. Tabelas
para cada vı´deo como essa bem como a distribuic¸a˜o das amostras, sera˜o apre-
sentadas tambe´m nas pro´ximas sec¸o˜es para servir de refereˆncia nas ana´lises
dos resultados e concluso˜es do presente trabalho. Algumas das informac¸o˜es
disponı´veis nas tabelas aparecem no tı´tulo dos gra´ficos de desempenho como
por exemplo, a identificac¸a˜o (ID) do dataset.
Tabela 5: Dados das anotac¸o˜es e informac¸o˜es do vı´deo 1 (pu = 1).
Dataset(ID) Tamanho Trajetos Transic¸o˜es Amostras w/h Fase(minutos) normais anormais τ = 20 τ = 40 mı´nimo me´dio 1 2
Lost 1.c4 120 601 15 29410 429137 692827 4/4 16/22 X X
Lost 1.c4.f1 120 601 - 28501 429137 692827 4/4 16/22 X
Lost 1.c4.f2 120 589 22 26252 - - 4/4 18/21 X
Lost 1.c8 240 1190 37 53714 798048 - 4/4 17/22 X X
Nas duas u´ltimas colunas da Tabela 5 ha´ um checkmark que representa
situac¸o˜es bem distintas do uso dos datasets nas fases de treinamento do mo-
delo de aprendizagem. Em func¸a˜o do treinamento supervisionado adotado
algumas variac¸o˜es do uso dos datasets foram avaliadas. O vı´deo marcado
exclusivamente para ser utilizado na fase 1 somente possui trajetos normais
em sua base de anotac¸o˜es. Ja´ os vı´deos marcados como uso exclusivo na
fase 2, apresentam trajetos normais e anormais diferentes daqueles utilizados
na fase 1. Por fim, os datasets de vı´deos que sa˜o marcados como fase 1 e
2, usam na fase 2, os mesmos trajetos normais usados na fase 1 juntamente
com outro conjunto de trajetos anormais. Os datasets de vı´deos que possuem
ID finalizados com a notac¸a˜o .f1 e .f2 sera˜o utilizados somente no pro´ximo
capı´tulo como base para testar a capacidade de generalizac¸a˜o da aprendiza-
gem da abordagem proposta. Embora na˜o seja objetivo principal da tese, na˜o
se dispensou explorar e avaliar o comportamento da DMA proposta diante de
outros ensaios, os quais possam servir de estı´mulo para trabalhos futuros.
4.1.1 Desempenho com Trajetos Ate´ 20 Transic¸o˜es
As Figuras 30(a) e 30(b) ilustram o desempenho da ana´lise do vı´deo 1
do LOST considerando 4 segmentos de 30 minutos de anotac¸o˜es do dataset
e janela de transic¸o˜es τ = 20. Na sequeˆncia, as Figuras 31(a) e 31(b) mos-
tram o desempenho com o mesmo valor τ , pore´m com o dobro de segmentos
de vı´deo. O comportamento da ana´lise para os dois tipos de grade pratica-
mente sa˜o similares levando a indicar que o valor de pu = 5 e´ o agrupamento
que leva a DMA a` melhor eficieˆncia no reconhecimento de movimentos anor-
mais e normais, chegando em algumas situac¸o˜es, a 100% de sucessso nas
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infereˆncias. Importante destacar que essa condic¸a˜o foi comprovada com o
modelo de teste implementado pelo Algoritmo 2, abordado no capı´tulo ante-
rior. Para tanto, o valor me´dio de λ bem como o fator de grade foram ex-
traı´dos desse treinamento como bases para testar qualquer um dos vı´deos que
participaram do treinamento, pore´m agregados com trajetos anormais. Esse
procedimento se repetiu para todas as simulac¸o˜es.
Figura 30: Desempenho com 120 minutos do vı´deo 1 e τ = 20.
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(a) Usando grade fixa.
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(b) Usando grade mo´vel.
Figura 31: Desempenho com 240 minutos do vı´deo 1 e τ = 20.
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(a) Usando grade fixa.
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(b) Usando grade mo´vel.
Outro aspecto que merece destaque na comparac¸a˜o entre as simulac¸o˜es,
especialmente no que se refere ao tipo de grade, e´ o valor de λ . Um valor
maior nessa varia´vel indica que os valores mı´nimos de probabilidades entre
todas as transic¸o˜es avaliadas sa˜o maiores, e isso e´ um bom sinal de quali-
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dade do modelo em func¸a˜o de que ha´ uma direc¸a˜o no entendimento de que
existem agrupamentos que reuniram conjuntos de amostras mais densas e
correlatas. Tratando-se de um modelo estatı´stico, essa condic¸a˜o e´ oportuna
pois muitos grupos de amostras apresentam pequenas variaˆncias entre si, for-
mando componentes (clusters) que convergem com rapidez na aprendizagem
estatı´stica com EM. Nessa linha de raciocı´nio, observa-se que praticamente
dobrar o nu´mero de amostras, na˜o melhora o desempenho do modelo. Muito
pelo contra´rio, ale´m da queda de eficieˆncia, a instabilidade da convergeˆncia
do algoritmo EM que e´ determinante para as medidas em novas rodadas de
treinamento ficam mais visı´veis pelas diferentes oscilac¸o˜es presentes nas di-
ferentes curvas de desempenho apresentadas em amarelo. Isso sugere que
o aparecimento de mais amostras em cada regia˜o da grade as quais torna-
ram a disjunc¸a˜o entre elas cada vez mais fraca, ou seja, com baixa simila-
ridade entre as classes (intra-classes) e alta similaridade entre classes (inter-
classes). Como consequeˆncia, a cada nova rodada do EM, se ele convergir
nessa situac¸a˜o, os resultados podem ser completamente diferentes dos anteri-
ores. Portanto a qualidade das curvas de desempenho pode ser subjetivamente
avaliada pela distorc¸a˜o entre a curva me´dia e as demais curvas que participa-
ram do levantamento dessa me´dia.
4.1.2 Desempenho com Trajetos Ate´ 40 Transic¸o˜es
As Figuras 32(a) e 32(b) ilustram o desempenho da ana´lise do vı´deo
1 do LOST considerando 4 segmentos de 30 minutos de anotac¸o˜es do da-
taset e janela de transic¸o˜es τ = 40. Nestas simulac¸o˜es e dos demais vı´deos,
optou-se em dobrar a janela de observac¸a˜o para observar o comportamento do
modelo frente a ana´lise de movimentos mais longos e portanto mais comple-
xos. Naturalmente que o nu´mero de amostras para os mesmos 120 minutos
de vı´deo praticamente dobram por conta de que cada regia˜o agrega agora, ate´
39 amostras de cada transic¸a˜o de objeto que por ela atravessa.
O modelo ainda preservou a qualidade nas infereˆncias se comparado
com a mesma situac¸a˜o de τ = 20. Tambe´m, mesmo com um nu´mero maior
de amostras, se comparado com os ensaios de 240 minutos de vı´deo, esboc¸ou
uma estabilidade melhor nas curvas. A incerteza maior ficou associada pela
divergeˆncia na busca do valor ideal de pu entre os dois tipos de grade e nelas
propriamente. Mesmo assim, esse ensaio demonstrou a capacidade do mo-
delo proposto em aprender trajetos curtos e longos com similar desempenho.
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Figura 32: Desempenho com 120 minutos do vı´deo 1 e τ = 40.
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(b) Usando grade mo´vel.
4.1.3 Resumo e Avaliac¸a˜o dos Resultados
A Tabela 6 sumariza todos os principais resultados das simulac¸o˜es re-
presentativas do video 1 do LOST. Por essa raza˜o as simulac¸o˜es relacionadas
com 240 minutos de tamanho (.c8) e τ = 40 na˜o aparecem tabuladas. Para
todas as simulac¸o˜es observou-se um valor o´timo de pu que variou entre 4
e 17. Em uma avaliac¸a˜o preliminar isso significa que um valor de pu = 4
para a resoluc¸a˜o desse vı´deo de 640x480 pixels, leva uma grade fixa possuir
160x120 diferentes regio˜es de transic¸o˜es. Enta˜o, o movimento de um objeto,
considerando τ = 40 pode ser avaliado com um histo´rico de transic¸o˜es de ate´
25% da largura ou ate´ 30% da altura da cena. Se for considerado somente
as regio˜es sobre a a´rea da ROI, praticamente todos os movimentos globais
sa˜o avaliados dentro de uma u´nica janela de observac¸a˜o. Essa situac¸a˜o ficou
mais evidenciada com o modelo baseado em grade tipo mo´vel em func¸a˜o da
acomodac¸a˜o exclusiva de regio˜es somente sobre a ROI.
Tabela 6: Melhores resultados do dataset do vı´deo 1 do LOST.
Janela Dataset(ID) pu Amostras %Amostras λ ROCefficiencyfixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel
τ = 20 Lost 1.c4 5 5 254169 256673 59,2 59,8 1,08e-14 1,44e-13 0,991 0,993Lost 1.c8 4 4 565608 567713 70,9 71,1 3,16e-11 6,54e-13 0,889 0,885
τ = 40 Lost 1.c4 17 4 61014 169209 8,8 24,4 6,93e-11 4,88e-12 0,970 0,952
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4.2 SIMULAC¸O˜ES E AVALIAC¸A˜O DO VI´DEO 14 DO LOST
Da mesma forma como foi feito no vı´deo 1, a Figura 33(a) mostra o
detalhe do fundo esta´tico da cena do vı´deo 14 e ao lado, as Figuras 33(b) e
33(c) ilustram a distribuic¸a˜o das amostras em cada pixel do frame para τ = 20
e τ = 40 respectivamente. Diferente dos demais vı´deos avaliados, esse vı´deo
possui uma massiva quantidade de amostras concentradas na a´rea da ROI que
esta´ associada a uma rotato´ria de traˆnsito onde circulam diversos tipos de
automo´veis identificados adequadamente conforme a Tabela 1 da subsec¸a˜o
3.1.3. Em outra a´rea bem distinta da ROI ha´ uma estac¸a˜o de metroˆ por onde
circulam pedestres de forma moderada, povoando a regia˜o com amostras mais
distribuı´das. Uma a´rea de oclusa˜o devido a uma grande placa publicita´ria
interrompe o rastreamento dos objetos que saem e entram na rotato´ria e que
tem origem e destino pelo lado direito inferior do frame. Em func¸a˜o dessas
caracterı´sticas, existem va´rios trajetos curtos e outros tantos que desenvolvem
o mesmo tipo de trajeto e com poucas variac¸o˜es de velocidade como e´ o caso
daqueles que esta˜o circulando na rotato´ria. Mais detalhes sobre esse dataset
esta˜o descritos na Tabela 7.
Figura 33: Frame e distribuic¸a˜o das amostras do vı´deo 14 do LOST.
(a) Fundo esta´tico da cena. (b) τ = 20. (c) τ = 40.
Fonte: O frame me´dio em (a) e´ disponibilizado por Abrams et al. (2012).
Tabela 7: Dados das anotac¸o˜es e informac¸o˜es do vı´deo 14 (pu = 1).
Dataset(ID) Tamanho Trajetos Transic¸o˜es Amostras w/h Fase(minutos) normais anormais τ = 20 τ = 40 mı´nimo me´dio 1 2
Lost 14.c2 60 516 17 15699 202418 268523 8/8 22/19 X X
Lost 14.c4 120 891 22 29540 381591 519417 8/8 23/19 X X
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4.2.1 Desempenho com Trajetos Ate´ 20 Transic¸o˜es
As particularidades da repetic¸a˜o dos mesmos trajetos que sa˜o amostra-
dos na segunda maior taxa de FPS (8.9 em me´dia) dentre os demais vı´deos, le-
vou a uma limitac¸a˜o na selec¸a˜o de amostras durante as anotac¸o˜es desse vı´deo
para evitar excessos de amostras repetidas. Isso se fez necessa´rio para evitar
os problemas de convergeˆncia do algoritmo EM diante de amostras repetidas
ou muito similares. Ale´m da limitac¸a˜o da selec¸a˜o de amostras, tambe´m se
fez uso de tempos menores de amostragem de 30 e 60 minutos que foram
suficientes para ana´lise desse cena´rio. As Figuras 34(a) e 34(b) ilustram o
desempenho da ana´lise do vı´deo 14 do LOST considerando 2 segmentos de
30 minutos de anotac¸o˜es do dataset e janela de transic¸o˜es τ = 20.
Figura 34: Desempenho com 60 minutos do vı´deo 14 e τ = 20.
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(b) Usando grade mo´vel.
As curvas mostram claramente que o melhor desempenho ja´ ocorre
com fator de grade unita´rio ou igual a 2 no caso da grade mo´vel. Conclui-
se que, em nı´vel de pixel, ja´ se produziram amostras no mı´nimo suficientes
para extrair o melhor resultado da DMA. Outras simulac¸o˜es na˜o represen-
tadas aqui conduziram ao mesmo comportamento para vı´deos acima de 120
minutos. Em todos os casos o melhor desempenho ocorreu quando pu = 1
e com resultados piores de ROCefficiency quanto maior o tempo de vı´deo
amostrado. Destaca-se que para o caso das curvas da Figura 34 o arranjo das
regio˜es uniformes da grade mo´vel proporcionaram uma qualidade maior nos
agrupamentos das amostras e uma consequente estabilidade nos resultados
de novas rodadas de treinamento. Ale´m disso na no caso de 60 minutos a
grade mo´vel apresentou o melhor resultado e pu > 1, indicando que o limite
de amostragem para este cena´rio e´ de fato menor que 60 minutos. Para con-
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solidar as observac¸o˜es acima, as Figuras 35(a) e 35(b) ilustram o desempenho
da ana´lise do vı´deo 14 do LOST considerando 4 segmentos de 30 minutos de
anotac¸o˜es do dataset e janela de transic¸o˜es τ = 20.
Figura 35: Desempenho com 120 minutos do vı´deo 14 e τ = 20.
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(b) Usando grade mo´vel.
Diante dos resultados previstos para o perı´odo de 120 minutos indi-
cando pu = 1 como o melhor fator de grade, fica dispensa´vel detalhar a mesma
simulac¸a˜o com τ = 40 que tambe´m convergiu para o mesmo fator unita´rio de
grade. O destaque fica por conta da grade mo´vel que novamente esboc¸ou
melhor rendimento.
4.2.2 Desempenho com Trajetos Ate´ 40 Transic¸o˜es
As Figuras 36(a) e 36(b) ilustram o desempenho da ana´lise do vı´deo 14
do LOST considerando 2 segmentos de 30 minutos de anotac¸o˜es do dataset e
janela de transic¸o˜es τ = 40.
4.2.3 Resumo e Avaliac¸a˜o dos Resultados
A Tabela 8 resume todos os principais resultados das simulac¸o˜es repre-
sentativas do vı´deo 14 do LOST. A concentrac¸a˜o de trajetos em uma regia˜o
limitada da ROI como no caso do vı´deo 14, causa uma super-amostragem
(oversampling) que satura rapidamente o modelo, prejudicando mais do que
ajudando na ana´lise. Soluc¸o˜es para o oversampling podem ser resolvidas
com te´cnicas de regressa˜o estatı´stica (BISHOP, 2006) ou ainda com crite´rios
heurı´sticos de parada e atualizac¸a˜o perio´dica do conjunto de amostras para
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Figura 36: Desempenho com 60 minutos do vı´deo 14 e τ = 40.
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(a) Usando grade fixa.
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(b) Usando grade mo´vel.
cada regia˜o. No contexto deste trabalho, esta u´ltima soluc¸a˜o parece ser mais
factı´vel frente ao objetivo de se se reduzir esforc¸o computacional, privilegi-
ando aplicac¸o˜es no mundo real.
Tabela 8: Melhores resultados do dataset do vı´deo 14 do LOST.
Janela Dataset(ID) pu Amostras %Amostras λ ROCefficiencyfixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel
τ = 20 Lost 14.c2 1 2 202418 188786 100,0 93,3 2,73e-11 1,44e-10 0,888 0,924Lost 14.c4 1 1 381591 381591 100,0 100,0 2,56e-11 2,99e-12 0,936 0,966
τ = 40 Lost 14.c2 3 2 209154 243602 77,9 90,7 1,03e-16 1,60e-13 0,933 0,966
4.3 SIMULAC¸O˜ES E AVALIAC¸A˜O DO VI´DEO 17 DO LOST
A Figura 37(a) mostra o detalhe do fundo esta´tico da cena do vı´deo
17 e ao lado, as Figuras 37(b) e 37(c) ilustram a distribuic¸a˜o das amostras
em cada pixel do frame para τ = 20 e τ = 40 respectivamente. Esse vı´deo
possui caracterı´sticas similares as do vı´deo 1 no que se refere ao aˆngulo de
abertura da caˆmera e grande a´reas pu´blicas utilizadas por pedestres na calc¸ada
a` esquerda do frame e na prac¸a pu´blica a` direita. O cena´rio e´ atravessado por
uma rua que possui um trafego moderado de automo´veis e que portanto possui
grande concentrac¸a˜o e representatividade de amostras em situac¸a˜o parecida
com a encontrada no vı´deo 14.
Mais detalhes sobre esse dataset esta˜o descritos na Tabela 9. Tal como
no vı´deo 1, as avaliac¸o˜es com τ = 40 e 240 minutos contribuı´ram pouco para
ana´lise e por isso na˜o foram tabuladas e relatadas.
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Figura 37: Frame e distribuic¸a˜o das amostras do vı´deo 17 do LOST.
(a) Fundo esta´tico da cena. (b) τ = 20. (c) τ = 40.
Fonte: O frame me´dio em (a) e´ disponibilizado por Abrams et al. (2012).
Tabela 9: Dados das anotac¸o˜es e informac¸o˜es do vı´deo 17 (pu = 1).
Dataset(ID) Tamanho Trajetos Transic¸o˜es Amostras w/h Fase(minutos) normais anormais τ = 20 τ = 40 mı´nimo me´dio 1 2
Lost 17.c4 120 1171 31 41896 557365 831147 5/5 24/31 X X
Lost 17.c4.f1 120 1171 - 40594 557365 831147 5/5 24/31 X
Lost 17.c4.f2 120 1243 63 51053 - - 5/5 25/32 X
Lost 17.c8 240 2414 94 89366 1253996 - 5/5 26/33 X X
4.3.1 Desempenho com Trajetos Ate´ 20 Transic¸o˜es
As Figuras 38(a) e 38(b) ilustram o desempenho da ana´lise do vı´deo 17
do LOST considerando 4 segmentos de 30 minutos de anotac¸o˜es do dataset e
janela de transic¸o˜es τ = 20. Na sequeˆncia, as Figuras 39(a) e 39(b) mostram
o desempenho com o mesmo valor τ , pore´m com o dobro de segmentos.
Figura 38: Desempenho com 120 minutos do vı´deo 17 e τ = 20.
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(b) Usando grade mo´vel.
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Figura 39: Desempenho com 240 minutos do vı´deo 17 e τ = 20.
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(a) Usando grade fixa.
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(b) Usando grade mo´vel.
Em linhas gerais, a reduc¸a˜o de amostras e consequente eficieˆncia tornar-
se-a´ mais relevante quando o valor de pu ficar pro´ximo a me´dia das dimenso˜es
dos objetos caracterı´sticas de cada cena´rio. As curvas do vı´deo 17, especial-
mente aquelas da grade mo´vel na Figura 38(b), revelam uma regia˜o onde o
desempenho, antes de entrar em queda livre, flutua em torno de 10% do va-
lor me´dio de ROCefficiency desde o melhor valor de pu ate´ quando ele chega
pro´ximo ao valor me´dio de largura dos objetos deste cena´rio, que e´ 24, con-
forme a Tabela 9. A maior parte da movimentac¸a˜o dos objetos neste cena´rio
e´ na direc¸a˜o diagonal ou horizontal, justificando o porque o valor pro´ximo a
24 e´ o ponto que marca a queda mais importante da eficieˆncia da DMA.
4.3.2 Desempenho com Trajetos Ate´ 40 Transic¸o˜es
As Figuras 40(a) e 40(b) ilustram o desempenho da ana´lise do vı´deo 17
do LOST considerando 4 segmentos de 30 minutos de anotac¸o˜es do dataset e
janela de transic¸o˜es τ = 40.
4.3.3 Resumo e Avaliac¸a˜o dos Resultados
A Tabela 10 sumariza todos os principais resultados das simulac¸o˜es
representativas do video 17 do LOST. O comportamento da ana´lise do vı´deo
17 na˜o diferencia muito do que foi avaliado ate´ aqui, exceto pelo fato de que
ocorreram perı´odos maiores que 60 minutos do vı´deo 14. Observa-se sempre
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Figura 40: Desempenho com 120 minutos do vı´deo 17 e τ = 40.
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(b) Usando grade mo´vel.
um aclive acentuado na eficieˆncia da DMA quando a a´rea das regio˜es da grade
comec¸a a aumentar ate´ que ela atinge um valor ma´ximo. A partir desse ponto,
como ja´ discutido anteriormente, a reduc¸a˜o da eficieˆncia e´ mais lenta e vai de-
pender do tipo de cena´rio principalmente por conta da reduc¸a˜o gradativa do
nu´mero de amostras. Esta dependeˆncia esta´ ligada as dimenso˜es de largura e
altura do bounding box dos objetos que produziram as amostras. Nesse con-
texto, de acordo com a metodologia usada no modelo de movimento da DMA,
se a a´rea da regia˜o da grade se tornar maior do que as dimenso˜es da maio-
ria dos objetos, havera´ uma queda significativa de amostras que representam
aquela movimentac¸a˜o ino´cua dentro cada regia˜o.
Tabela 10: Melhores resultados do dataset do vı´deo 17 do LOST.
Janela Dataset(ID) pu Amostras %Amostras λ ROCefficiencyfixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel
τ = 20 Lost 17.c4 18 7 84878 286111 15,2 51,3 5,41e-11 8,98e-13 0,894 0,901Lost 17.c8 6 9 732524 503134 58,4 40,1 4,88e-14 2,62e-11 0,842 0,866
τ = 40 Lost 17.c4 8 12 292817 166064 35,2 20,0 8,26e-12 3,47e-11 0,896 0,882
4.4 SIMULAC¸O˜ES E AVALIAC¸A˜O DO VI´DEO PED2 DA UCSD
A Figura 41(a) mostra um exemplo de frame do vı´deo Ped2 e ao lado,
na Figura 41(b) esta´ a distribuic¸a˜o das amostras em cada pixel do frame para
τ = 40. Este vı´deo tem caracterı´sticas completamente diferentes de todos os
da base do LOST. Ele e´ um dataset comumente utilizado por outros auto-
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res visando a realizac¸a˜o de trabalhos voltados para abordagens baseadas em
movimento e ana´lise baseada em pixel ou regia˜o, incluindo ana´lise de mul-
tida˜o devido a grande densidade de objetos presentes em muitas sequeˆncias
de frames.
Figura 41: Frame e distribuic¸a˜o das amostras do vı´deo Ped2 da UCSD.
(a) Um exemplo de frame. (b) τ = 40.
A a´rea da ROI e´ limitada quase ao centro do frame e o movimento
intenso de pedestres nas duas direc¸o˜es tornam bastante denso o nu´mero de
amostras nessa a´rea. O aˆngulo de abertura da caˆmera e´ mais fechado, levando
o bounding box dos objetos com uma me´dia alta de 15/31pixels de w/h. Mui-
tos trajetos sa˜o curtos devido a me´dia de tempo de reproduc¸a˜o de 4 segundos
de cada sequeˆncia de frames. Para as sequeˆncias de teste, sa˜o utilizados fra-
mes que possuem movimentac¸a˜o de pessoas com bicicleta, skate ou mesmo
pequenos veı´culos sobre a a´rea exclusiva de uso de pedestres. Este dataset foi
escolhido propositalmente para avaliar o comportamento da DMA proposta
usando sequeˆncias muito curtas de vı´deos e com alta densidade de objetos.
Devido a particularidade dos trajetos breves e normalmente retilı´neos e em
direc¸o˜es opostas, sem qualquer complexidade, a ana´lise demonstrada aqui fi-
cou restrita ao desempenho com grade fixa pois a grade mo´vel, posicionada
sobre um conjunto de amostras dispostas exclusivamente em uma faixa hori-
zontal, conforme detalhado na Figura 41(b), na˜o contribui significativamente
na avaliac¸a˜o. Mais detalhes sobre esse dataset esta˜o descritos na Tabela 11.
Tabela 11: Dados das anotac¸o˜es e informac¸o˜es do vı´deo Ped2 (pu = 1).
Dataset(ID) Tamanho Trajetos Transic¸o˜es Amostras w/h Fase(minutos) normais anormais τ = 20 τ = 40 mı´nimo me´dio 1 2
Ped2 2,5 447 26 55896 977256 1835771 4/25 16/33 X X
Ped2.f1 1,5 265 - 31626 550676 - 4/25 16/33 X
Ped2.f2 1,0 182 25 24008 550676 - 6/16 17/32 X
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4.4.1 Desempenho com Trajetos Ate´ 20 e 40 Transic¸o˜es
A Figura 42 ilustra o desempenho da ana´lise do vı´deo Ped2 conside-
rando toda a sequeˆncia de frames de treinamento e teste.
Figura 42: Desempenho com 2,5 minutos do vı´deo Ped2 em grade fixa.
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(b) Com τ = 40.
4.4.2 Resumo e Avaliac¸a˜o dos Resultados
A Tabela 12 resume os principais resultados da simulac¸a˜o do vı´deo
Ped2. Apesar da maior quantidade de amostras entre todos os datasets, o
Ped2 resultou nas piores curvas de desempenho. Uma combinac¸a˜o do alto
valor de FPS, tipo de cena´rio predominantemente formado por pedestres e
perı´odo muito curto de amostragem implicou na ra´pida queda de nu´mero de
amostras quando o valor de pu e´ incrementado. Mesmo assim houve o pico
de melhor desempenho, comum em todos os ensaios, quando o fator de grade
alcanc¸ou o valor que garantiu o melhor desempenho da DMA. Mesmo sendo
um dataset formado por anotac¸o˜es fieis de vı´deo, pressupondo assim um ras-
treamento robusto, o curto perı´odo de amostragem na˜o permitiu acumular
amostras suficientes para reconhecer trajetos mais longos. A simulac¸a˜o com
esse dataset foi u´til para concluir que a abordagem da DMA proposta no pre-
sente trabalho so´ e´ eficiente para datasets exclusivamente de longa durac¸a˜o
tı´picas das aplicac¸o˜es de videovigilaˆncia. No entanto, vale destacar que o
baixo desempenho na˜o esta´ associado a escala de tempo, mas sim dela com
o tamanho dos objetos observados. Assim, a DMA so´ seria eficiente se os
va´rios FPS implicassem em movimentac¸o˜es ra´pidas dos objetos onde, a cada
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frame, estivessem em locais da cena em distancias acima de pelo menos o seu
pro´prio tamanho em altura ou largura. No caso do Ped2, 30 frames possuem
o registro de 2 ou 3 passos de uma pessoa em ritmo normal de caminhada, im-
plicando em um nu´mero reduzido de amostras para o treinamento do GMM.
Por esse motivo, as quase 1 milha˜o de amostras geradas das anotac¸o˜es de
frames quando τ = 20 sa˜o reduzidas para menos da metade quando pu = 2
pois no tempo de 1/30s, grande parte das amostras ainda se encontram dentro
da pequena regia˜o de 2x2pixels. Mesmo diante dessa adversidade, o modelo
proposto aqui cumpriu seu papel, encontrando os melhores arranjos de grade
fixa para os diferentes valores de τ .
Tabela 12: Resultados do dataset do vı´deo Ped2.
Janela Dataset(ID) pu Amostras %Amostras λ ROCefficiencyfixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel
τ = 20 Ped2 5 - 123273 - 12,6 - 5,10e-15 - 0,548 -
τ = 40 Ped2 2 - 671674 - 36,6 - 4,02e-18 - 0,584 -
4.5 CONSIDERAC¸O˜ES SOBRE OS RESULTADOS
Comportamentos comuns foram observados em todas as simulac¸o˜es.
Conforme mencionado na avaliac¸a˜o do vı´deo 17 do LOST, o desempenho
sempre comec¸a ruim para o fator de grade unita´rio mesmo com a maior quan-
tidade de amostras disponı´veis. Isso porque a posic¸a˜o do centroide de um
objeto pode estar em diversas possibilidades de regio˜es (pixels) nas pro´ximas
transic¸o˜es. Como consequeˆncia, o ca´lculo das probabilidades mı´nimas vai re-
sultar em valores nulos ou muito pequenos ou ainda eventualmente altos, di-
ficultando a busca por um limiar λ que consiga ser eficiente na classificac¸a˜o
do movimento. A medida que o valor de pu sobe, essas dificuldades dimi-
nuem e a relac¸a˜o entre os trajetos, as amostras e as regio˜es vai ficando mais
coerente ate´ o ponto onde as amostras, mesmo em menor nu´mero, conseguem
representar bem os movimentos globais. A partir desse ponto, principalmente
pela reduc¸a˜o continuada do nu´mero de amostras, o valor de ROCefficiency vai
caindo sistematicamente.
Perante a diversidade de cena´rios envolvidos nas simulac¸o˜es, a DMA
proposta demonstra possuir uma insensibilidade ao contexto da cena e da
falta de robustez do rastreamento dos objetos. Existe uma semelhanc¸a nas
curvas de desempenho para todos os tipos de vı´deos analisados mesmo eles
possuindo diferentes resoluc¸o˜es, FPSs, ROIs, qualidade do rastreamento, ta-
manho dos trajetos e quantidade de trajetos anormais. Essa independeˆncia e´
muito bem-vinda para aplicac¸o˜es voltadas a` videovigilaˆncia, foco de atenc¸a˜o
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do presente trabalho.
4.5.1 Quantidade de Amostras
Para entender o quanto o aumento da quantidade de amostras influen-
cia na eficieˆncia da DMA, foram aproximadamente dobrados os valores de
amostras na ana´lise dos vı´deos 1 e 17 do LOST (ID 1.c8 e 17.c8 respectiva-
mente). Os resultados mostraram que ale´m da convergeˆncia para o um valor
de pu muito pro´ximo daquele com metade das amostras, a eficieˆncia da DMA
piorou. Essa mesma linha de raciocı´nio ocorreu na avaliac¸a˜o do vı´deo 14
do LOST amostrado com 120 minutos, o qual produziu valores de pu ideal
unita´rios. Esses ensaios demonstram a situac¸a˜o de oversampling que implica
no overtraining do GMM, viciando o modelo a reconhecer os exemplos dos
dados normais, errando mais a classe minorita´ria dos trajetos anormais.
Em um comparativo com a proposta dos autores (BASHARAT et al.,
2008) que inspirou o modelo de movimento proposto aqui, fica claro que a
qualidade de um DMA na˜o esta´ ligado com o nu´mero de amostras, mas sim
com a seletividade delas. No caso, os autores perceberam que somente a
captura dos vetores de transic¸a˜o da posic¸a˜o do centroide dos objetos tornava
a modelagem de movimento espacialmente esparsa. Para resolver isso eles
atualizaram todos os pixels (regio˜es) ate´ o limite da a´rea do bounding box de
todos os objetos que criaram os 1342 tracks usados na fase de treinamento.
Essa densidade quadraticamente maior de amostras, ajudou a reduzir fontes
de erro no modelo de cena mas criou restric¸o˜es computacionais, uma vez que
a quantidade de amostras ficou dependente da quantidade de transic¸o˜es que o
objeto realiza ao longo dos frames. Os autores fixaram o limite τ = 20. Isso
resultou no uso de mais de 250 vezes o nu´mero de amostras utilizadas em
qualquer vı´deo avaliado no presente trabalho. Essa enorme diferenc¸a se deve
ao fato de que o modelo de movimento desses autores faz co´pias de amostras
em todos os pixels da a´rea de cada bounding box. Em uma simulac¸a˜o, usando
o conjunto de anotac¸o˜es do vı´deo de treinamento disponibilizados pelos au-
tores, com resoluc¸a˜o de vı´deo de 240x320 pixels e ∼3 horas de durac¸a˜o, o
modelo de movimento proposto aqui para um fator de grade unita´rio, gerou
mais de 250 milho˜es de amostras quando se utilizou a opc¸a˜o de reproduzir
as co´pias dos vetores de transic¸a˜o na vizinhanc¸a. O desempenho apresentado
pelos autores atrave´s de uma curva ROC reproduziu um perfil conservador
dado a todo esforc¸o computacional utilizado.
Um outro cena´rio experimentado para verificar os efeitos do overtrai-
ning sobre os datasets avaliados aqui, foi manter a mesma quantidade de
amostras para toda a variac¸a˜o de pu. Como resultado, o tempo para a con-
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vergeˆncia, quando ocorria, a cada rodada do EM em cada regia˜o da grade foi
em me´dia cinco vezes maior e novamente piorando a qualidade de infereˆncias
do modelo. Nesse caso, as amostras relativas ao mesmo objeto em transic¸a˜o
na mesma regia˜o, produziam vetores redundantes onde so´ o valor da varia´vel
tempo era alterada sem contribuir no treinamento dos paraˆmetros do pdf de
cada regia˜o.
O equilı´brio da distribuic¸a˜o das amostras como no caso do vı´deo 1 do
LOST, proporcionou um desempenho acima dos 90%, chegando em algumas
simulac¸o˜es a 100% de efica´cia nas infereˆncias. No pior caso, com pu = 4,
em torno de 60% das amostras originais foram suficientes para alcanc¸ar o
melhor desempenho entre todos os ensaios realizados. Os melhores deles
foram alcanc¸ados com a grade mo´vel.
O comportamento observado da DMA sugere que e´ possı´vel encontrar
um nu´mero de amostras para qualquer fator de grade o qual garante eficieˆncia
ma´xima nas infereˆncias. No entanto a busca dessa relac¸a˜o estaria na con-
trama˜o dos objetivos do presente trabalho, principalmente para valores infe-
riores ao fator de grade ideal encontrado para cada cena´rio. Valores acima do
fator de grade ideal continuariam demandando um nu´mero cada vez menor de
amostras mas descaracterizariam a realidade do reconhecimento de padro˜es
desejado de movimento de todos os objetos de interesse em um cena´rio, es-
pecialmente para objetos com dimenso˜es pequenas.
4.5.2 Tipo de Grade no Modelo da Cena
O modelo com grade mo´vel proporcionou uma medida de eficieˆncia
muito pro´xima ou ligeiramente maior do que com a grade fixa, na maioria dos
ensaios, flutuando em torno de 4% para mais no caso do vı´deo 14, ou 1,8%
para menos no caso do vı´deo 1. Observa-se tambe´m que as oscilac¸o˜es das cur-
vas de desempenho tambe´m sa˜o mais amenas na comparac¸a˜o. A qualidade
dos arranjos de amostras em cada regia˜o da grade vai determinar o sucesso
nos quesitos de similaridades para convergeˆncia do EM. Pelos resultados dos
experimentos realizados ate´ aqui, a grade mo´vel parece desempenhar melhor
esse papel. O encapsulamento aparentemente mais adequado tanto em quan-
tidade quanto em similaridades tambe´m foi outra consequeˆncia do uso desse
tipo de grade. Em adic¸a˜o, a acomodac¸a˜o das regio˜es sobre a ROI proporcio-
nada pela grade mo´vel elevou os valores de λ , indicando que os agrupamentos
reuniram amostras mais correlatas e dessa forma tornou valores de probabili-
dades mais altos e portanto mais seletivos para trajetos normais. O valor de λ
maior implica nessa melhora baseado no fato de que ha´ um nu´mero maior de
clusters encontrados durante o treinamento do algoritmo EM onde cada um
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deles representa uma distribuic¸a˜o gaussiana relativa as amostras acumuladas
sobre o traˆnsito de qualquer objeto que passa pela regia˜o.
Um dos fatores que contribui com o sobe e desce de valores de eficieˆn-
cia esta´ relacionado com o efeito zigue zague apresentado na subsec¸a˜o 3.2.1.1.
Ale´m do uso da me´dia entre va´rias rodadas do modelo de aprendizagem, a
grade mo´vel tambe´m contribuiu para a atenuac¸a˜o desse efeito. Alguns expe-
rimentos foram realizados usando a ideia da contenc¸a˜o de amostragem de 2 e
3 frames, apresentada na mesma sec¸a˜o. No entanto, como era de se esperar,
a reduc¸a˜o da quantidade de amostras originais acabou afetando significativa-
mente a ana´lise de desempenho buscada nas simulac¸o˜es e por esse motivo, a
contenc¸a˜o de amostragem so´ seria interessante se houvesse uma compensac¸a˜o
de amostragem, o que na˜o seria conveniente para os objetivos do trabalho. In-
dependente do que elas representam, as oscilac¸o˜es observadas na˜o afetam a
interpretac¸a˜o da ana´lise uma vez que as variac¸o˜es mais relevantes encontram-
se na parte descendente das curvas.
4.5.3 Tamanho da Janela de Transic¸o˜es
Observa-se tambe´m uma taxa similar de desempenho para a ana´lise de
ate´ 20 ou 40 transic¸o˜es, demonstrando a estabilidade do modelo no que se re-
fere a capacidade de detectar anomalias em movimentos globais de trajetos de
diferentes tamanhos ou complexidades. As consequeˆncias do uso de janelas
maiores poderia ser melhor observado caso os vı´deos avaliados possuı´ssem
um maior nu´mero de trajetos sem fragmentac¸a˜o, como ocorre nas bases dos
vı´deos investigados aqui. Por esse motivo, tomou-se como base a ana´lise feita
com de 20 transic¸o˜es e como opcional a ana´lise com o dobro dessa janela.
4.5.4 Faixa de Tamanhos O´timos de Agrupamento
Na avaliac¸a˜o dos melhores valores de pu observados em todas as simu-
lac¸o˜es, observou-se uma regularidade desses com os valores relacionados as
dimenso˜es de largura ou de altura dos objetos que participaram nas fases de
treinamento. Os valores citados esta˜o informados nas Tabelas 5, 7, 9 e 11 de
cada dataset.
O melhor valor de pu para a maior parte das simulac¸o˜es convergiu para
um nu´mero baixo, de 2 a 5, mas mesmo assim ja´ representou uma reduc¸a˜o ex-
pressiva das amostras originais da ordem de 40% em me´dia. Isso implica em
dizer que este subconjunto de amostras e´ o que melhor representa o cena´rio
dentro da proposta do modelo. Tambe´m, considerando uma margem de cerca
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de 10% abaixo do melhor valor de ROCefficiency, e´ possı´vel identificar uma
faixa de valores de pu que se estende de 2 ate´ um valor pro´ximo do valor
me´dio da menor dimensa˜o do bounding box dos objetos. Os vı´deos 1 e 17
do LOST, para ensaios com 120 minutos de treinamento mostram com mais
evideˆncia essa relac¸a˜o. Isso significa dizer que, em uma aplicac¸a˜o real, qual-
quer valor entre 2 e o valor me´dio da largura ou da altura do objeto garante
um desempenho aceita´vel da DMA. Essa relac¸a˜o permite concluir que, co-
nhecendo as dimenso˜es me´dias dos objetos que se pretende monitorar, pode-
se usar a grade mo´vel ou fixa ja´ configurada com um valor nessa faixa e a
partir dela realizar a amostragem, a aplicac¸a˜o do modelo de movimento e a
aprendizagem.
Antes de partir para a discussa˜o e conclusa˜o deste trabalho, outras
simulac¸o˜es adicionais e comparac¸o˜es relacionadas com a proposta sera˜o apre-
sentadas no pro´ximo capitulo. Dele pretende-se somar mais alguns subsı´dios
para consolidar a validade e aplicabilidade do tema proposto.
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5 AMPLIAC¸A˜O DO USO DA ABORDAGEM E
APLICABILIDADE EM VIDEOVIGILAˆNCIA REAL
Todos os modelos desenvolvidos ate´ aqui consideraram as condic¸o˜es
mais ideais possı´veis com o intuito de isolar as influencias das imperfeic¸o˜es
do pro´prio modelo de aprendizagem proposto. Como mencionado anterior-
mente, foi esse o motivo que levou a adoc¸a˜o do me´todo de teste com taxa de
erro aparente na segunda fase de treinamento do modelo de aprendizagem.
Esta estrate´gia permitiu extrair muitas informac¸o˜es dos comportamentos re-
sultantes das simulac¸o˜es realizadas no capı´tulo anterior. Obviamente que o
mundo real da videovigilaˆncia vai exigir da automac¸a˜o mais do que uma res-
posta “aparente” dos sistemas para que os mesmos se tornem u´teis. Mediante
os bons resultados alcanc¸ados do DMA proposto, seria uma negligeˆncia na˜o
apresentar outros resultados que considerem agora condic¸o˜es mais pro´ximas
da realidade. As pro´ximas sec¸o˜es trazem mais alguns desses resultados bem
como possı´veis situac¸o˜es de uso da abordagem proposta.
5.1 CAPACIDADE DE GENERALIZAC¸A˜O DO MODELO DE APRENDI-
ZAGEM
Uma das metas buscadas em reconhecimento de padro˜es e´ planejar na
construc¸a˜o do modelo a capacidade de reconhecer padro˜es ainda na˜o vistos e
que na˜o participaram do treinamento. Na DMA, esta capacidade pode ser me-
dida pela quantidade de infereˆncias bem sucedidas na classificac¸a˜o de movi-
mentos normais e anormais quando se apresenta um novo conjunto de exem-
plos. Por esse motivo, muitos datasets disponibilizam conjuntos de exemplos
especı´ficos para o treinamento e outro diferente para testes. A modalidade
de teste baseada em taxa de erro verdadeira e´ a forma de testar a capacidade
de generalizac¸a˜o onde a curva ROC normalmente e´ utilizada para avaliar o
correspondente desempenho do modelo.
Pensando nisso, ale´m do dataset padra˜o Ped2 da UCSD, que ja´ dis-
ponibiliza conjuntos distintos de frames de treinamento e teste, foi criado da
mesma forma, conjuntos adicionais de anotac¸o˜es de vı´deo de teste para os
vı´deos 1 e 17 do LOST. Os detalhes dos dados correspondentes a essas se-
quencias esta˜o disponı´veis nas Tabelas 5 e 9 respectivamente, sob a indicac¸a˜o
.f2 no ID de cada vı´deo. Para estas simulac¸o˜es optou-se em utilizar a mesma
quantidade de segmentos de vı´deos de teste que foi usada no treinamento.
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5.1.1 Desempenho do Vı´deo 1 do LOST
O Algoritmo 1 nessa estrate´gia vai usar na fase 1 do treinamento, o fra-
mes de vı´deo sem trajetos anormais indicado na Tabela 5 com .f1 e na segunda
fase, uma nova sequeˆncia de frames de vı´deo com trajetos normais e anormais
diferentes da fase 1 sa˜o usados. O resultado da curva me´dia de desempenho e´
mostrado na Figura 43(a). A curva ROC mostrada na Figura 43(b) representa
a melhor curva e me´trica ROCefficiency de uma das curvas que fez parte no
coˆmputo da curva me´dia de desempenho. Por esse motivo os valores de λ e
da me´trica possuem as divergeˆncias entre as curvas de desempenho e ROC.
Figura 43: Desempenho do vı´deo 1 em taxa de erro verdadeira.
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(a) Curvas de desempenho.

























ROC LOST video #1.c4.nf  p
u
=18  τ=20  λ:7.5291e−19
*0.67081
(b) Melhor curva ROC.
A forma de trac¸ado da curva de desempenho se repete como aconteceu
nas rodadas do capı´tulo anterior. No entanto observa-se uma estabilidade em
torno do valor de pu ideal que se estende de uma faixa que comec¸a em pu = 6
e se estende ate´ pro´ximo do valor da largura me´dia w dos objetos pertencentes
ao dataset. No ponto o´timo global da curva, quando pu = 18, o classificador
sintonizado para um valor de λ = 7,5291e− 19 consegue acertar em torno
de 78% dos trajetos rotulados como anormais mas erra cerca de 10% das in-
fereˆncias sobre trajetos normais de acordo com a curva ROC na Figura 43(b).
Considerando o desempenho em geral no reconhecimento de padro˜es quando
se testa a capacidade de generalizac¸a˜o de um modelo, os valores alcanc¸ados
esta˜o aproximadamente na linha do que Powers (2011) considera como good,
mesmo usando somente pouco mais de 10% das amostras iniciais. Em todas
as simulac¸o˜es incluindo esta, e´ noto´rio que a distribuic¸a˜o mais uniforme em
toda a a´rea da ROI, caracterı´stico deste dataset, contribui fortemente na per-
formance da abordagem. Isso implica dizer que em uma aplicac¸a˜o do mundo
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real a coleta das amostras deve ser controlada segundo a densidade de movi-
mentos que ocorrem no cena´rio monitorado. Ou seja, a coleta perio´dica deve
ser mais espac¸ada temporalmente em locais de grande movimento tanto de
pedestres quanto de veı´culos.
5.1.2 Desempenho do Vı´deo 17 do LOST
O mesmo processo se repete para o vı´deo 17. O resultado da curva
me´dia de desempenho e´ mostrado na figura 44(a). A curva ROC mostrada na
Figura 44(b) representa a melhor curva e me´trica ROCefficiency.
Figura 44: Desempenho do vı´deo 17 em taxa de erro verdadeira.
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(a) Curvas de desempenho.

























ROC LOST video #17.c4.nf  p
u
=25  τ=20  λ:1.3389e−14
*0.46198
(b) Melhor curva ROC.
Novamente o melhor desempenho ocorre quando pu alcanc¸a aproxi-
madamente o valor me´dio das dimenso˜es do bounding box dos objetos per-
tencentes a este dataset. Em func¸a˜o da diversidade de concentrac¸a˜o de den-
sidades de movimentos na ROI o desempenho da abordagem fica sofrı´vel
pois consegue acertar em torno de 78% dos trajetos rotulados como anormais
pore´m erra cerca de 32% das infereˆncias sobre trajetos normais. Ainda assim
o modelo de aprendizagem esboc¸a seu esforc¸o na generalizac¸a˜o do aprendi-
zado.
5.1.3 Desempenho do Vı´deo Ped2 da UCSD
Para concluir, mesmo na˜o tendo um bom desempenho nas simulac¸o˜es
do capı´tulo anterior, repetiu-se o processo para o dataset Ped2. O resultado
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da curva me´dia de desempenho e´ mostrado na figura 45(a). A curva ROC
mostrada na Figura 45(b) representa a melhor curva e me´trica ROCefficiency.
Figura 45: Desempenho do vı´deo Ped2 em taxa de erro verdadeira.
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(a) Curvas de desempenho.

























ROC video Ped2.16c true  p
u
=34  τ=20  λ:1.7625e−15
*0.43942
(b) Melhor curva ROC.
Como mencionado no capı´tulo anterior, devido a alta taxa de FPS, o
tamanho extremamente curto de vı´deo, e a densidade de movimento concen-
trada em toda a ROI, este dataset na˜o se acomoda ta˜o bem a uma aborda-
gem baseada em rastreamento quanto aos demais avaliados. No entanto o
comportamento deste vı´deo frente a sequeˆncias diferentes na fase de teste,
praticamente manteve o mesmo trac¸ado dos vı´deos mais longos anteriores,
pore´m com um desempenho pior. Isso demonstra que a representatividade de
somente 2 mil amostras espalhadas pela ROI foram suficientes para aprender
a maioria dos trajetos curtos, os quais basicamente se repetem ao longo dos
frames de teste.
A Tabela 13 resume os principais resultados das simulac¸o˜es dos dois
vı´deos do LOST e do vı´deo Ped2 da UCSD. Eles sa˜o suficientes para fins
comparativos com os ensaios realizados com taxa de erro aparente do capı´tulo
anterior. A notac¸a˜o .f na composic¸a˜o do ID do vı´deo e´ somente para diferen-
ciar os resultados entre os modos de treinamento.
Tabela 13: Desempenho dos datasets usando taxa de erro verdadeira.
Janela Dataset(ID) pu Amostras %Amostras λ ROCefficiencyfixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel fixa mo´vel
τ = 20 Lost 1.c4.f 18 - 51983 - 12,1 - 2,67e-18 - 0,623 -
Lost 17.c4.f 25 - 49688 - 8,9 - 4,47e-15 - 0,483 -
Ped2.f 34 - 1991 - 0,4 - 1,18e-15 - 0,419 -
Em adic¸a˜o, observando que a me´trica de ROCefficiency se po˜e dentro
153
de uma regia˜o considerada boa segundo os crite´rios de Powers (2011) para
classificadores bina´rios, fez-se uso dos resultados alcanc¸ados por (MAHA-
DEVAN et al., 2010) para estabelecer comparativos entre os classificadores
avaliados por esses autores e o resultante desta simulac¸a˜o. A Figura 46 ilustra
o posicionamento da performance alcanc¸ada frente ao trabalho realizado por
esses autores e outras verso˜es discutidas por eles. Vale destacar que o compa-
rativo e´ va´lido se for tomado como base somente a qualidade das infereˆncias
relativas ao ı´ndice de informedness, uma vez que todos os trabalhos compa-
rados esta˜o na linha de abordagem baseada em movimento e na˜o em rastre-
amento. Esse comparativo mostra que o ı´ndice conquistado de informedness
na presente abordagem, se situa dentro de plausabilidade de uso quando se
observam ı´ndices similares de trabalhos recentes, embora com abordagens
baseadas em movimento e ana´lise baseada em regia˜o.
Figura 46: Comparativo de desempenho do vı´deo Ped2 com outros trabalhos
de DMA baseados em regia˜o.
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Fonte: Figura original fornecida por Mahadevan et al. (2010) e atualizada
com a curva ROC da Figura 45(b).
Outro dado que merece destaque em relac¸a˜o a abordagem apresentada
no presente trabalho e´ o custo computacional exigido entre as soluc¸o˜es. Se-
gundo Mahadevan et al. (2010), usando um computador com desempenho
similar ao que se utilizou aqui, eles necessitaram em torno de 2 horas para
a fase de treinamento e ainda outros 25 segundos por frame na fase de teste.
O modelo proposto aqui exigiu pouco mais de 25 minutos em linguagem in-
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terpretada do MATLAB R© para o treinamento e a busca pelo melhor fator
de grade e λ na fase de teste entre 50 valores de pu. Esta desvantagem do
alto custo computacional comuns em modelos de ana´lise baseados em regia˜o,
conforme discutidas nos capı´tulo 1 e 2, foi uma da principais motivac¸o˜es pela
escolha da abordagem baseada em rastreamento na DMA. Os autores Sali-
grama e Chen (2012) apresentaram soluc¸o˜es mais recentes e melhoradas na
linha de ana´lise baseada em regia˜o para va´rios tipos de datasets incluindo
o Ped1 da UCSD. Eles contribuı´ram com estrate´gias que requerem recur-
sos computacionais menores mas infelizmente o video Ped2 na˜o entrou na
avaliac¸a˜o. Um trabalho mais recente como o dos autores Guo et al. (2013),
ainda na linha de abordagem baseada em movimento e ana´lise de regia˜o, traz
melhoras significativas em relac¸a˜o ao trabalho de Mahadevan et al. (2010)
tanto em desempenho da DMA quanto no esforc¸o computacional. Embora
as evoluc¸o˜es conquistadas por esses autores demonstra incrementos de qua-
lidade nas infereˆncias, ainda falham no quesito de velocidade de resposta na
fase de teste. Os vı´deos da UCSD que foram amostrados a uma taxa de ∼30
FPS, no melhor dos resultados de Guo et al. (2013) e´ 17 vezes mais ra´pido
que a proposta de (MAHADEVAN et al., 2010) no entanto somente consegue
produzir infereˆncias a uma taxa de 0.67FPS. Essa taxa pode ainda ser dis-
tante de uma aplicac¸a˜o apropriada em tempo real. Neste ponto, mesmo com
um rendimento abaixo dos autores citados a abordagem baseada em rastrea-
mento proposta aqui ganha vantagens no que se refere ao propo´sito do uso em
aplicac¸o˜es de videovigilaˆncia real pois as infereˆncias sa˜o calculadas em uma
complexidade computacional O(M) onde M depende de τ e o nu´mero de ob-
jetos no frame. Na fase de teste as operac¸o˜es de DMA, usando MATLAB R©,
foram realizas em∼38FPS, ou seja, dentro do intervalo de captac¸a˜o entre um
frame e outro. Obviamente que essa e´ somente a performance computacio-
nal da etapa de ana´lise de movimento. No entanto, baseado nesse desempe-
nho, e´ factı´vel dizer que, usando linguagens compiladas na construc¸a˜o dos
algorı´tmos, existe folga para computacionalmente tratar as etapas anteriores
de um framework baseado em rastreamento. Essa condic¸a˜o leva a garantia da
aplicabilidade desta estrate´gia para o mundo real.
5.2 AMPLIANDO O ME´TODO PARA USO EM MOSAICO DE CAˆMERAS
Inspirado na abordagem da DMA proposta no presente trabalho apli-
cada para caˆmera u´nica, uma projec¸a˜o da mesma metodologia e estrate´gias
adotadas podem ser direcionadas para aplicac¸o˜es com mu´ltiplas caˆmeras tı´picas
de sistemas centralizados e legados de videovigilaˆncia. Em uma ideia inicial,
a fusa˜o das informac¸o˜es de cada caˆmera cria agora um vetor (ou matriz) de
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regio˜es formadas pela quantidade de caˆmeras sincronizadas onde cada ob-
jeto mo´vel vai ocupar qualquer regia˜o do grande espac¸o agora monitorado.
A princı´pio, o uso do modelo de cena com grade fixa passa a conter em
cada regia˜o da grade, somente os vetores das transic¸o˜es de objetos rastrea-
dos entre caˆmeras. Esses vetores sera˜o gerados por rastreadores aplicados
para este propo´sito ou por anotac¸o˜es em vı´deo, similarmente como foi rea-
lizado no presente trabalho. Assim, toda a movimentac¸a˜o de objetos entre
todas as caˆmeras participantes de um mosaico de regio˜es monitoradas, ira´
formar trajetos definidos aqui como multilocais, para a pro´xima transic¸a˜o ao
FOV de outra caˆmera e multiglobais para as pro´ximas τ transic¸o˜es seguintes,
de forma similar ao que foi feito para caˆmera u´nica.
A Figura 47 conforme Kettnaker e Zabih (1999) ilustra o que e´ um
comportamento anormal multilocal. O objeto monitorado na caˆmera 1 pode
possuir comportamento normal local e global na a´rea coberta pela caˆmera 1.
Ao sair do campo de visa˜o da caˆmera 1 para a caˆmera 2 o sistema pode iden-
tificar uma anormalidade local uma vez que este objeto normalmente deveria
circular para o campo de visa˜o da caˆmera 3 antes de chegar ao campo de
visa˜o da caˆmera 2. Analogamente, caso o movimento de um objeto siga um
deslocamento normal entre algumas caˆmeras e em seguida adote um caminho
adverso no campo de visa˜o das caˆmeras seguintes, ele estara´ se comportando
com uma anomalia de movimento multiglobal.
Embora parec¸a lo´gico raciocinar sobre esses comportamentos, existem
problemas na˜o triviais para serem resolvidos, como por exemplo: como iden-
tificar se o objeto que transitou entre as caˆmeras e´ o mesmo objeto? Como
tratar as intersecc¸o˜es overlapping ou as na˜o intersecc¸o˜es ou ocluso˜es dos
campos de visa˜o das caˆmeras? Alguns caminhos possı´veis podem ser ins-
pirados em propostas como a de Javed et al. (2003) ou mesmo usando as
redes bayesianas em Kettnaker e Zabih (1999).
A estrate´gia adotada na DMA proposta permite refletir sobre a aplica-
c¸a˜o da mesma abordagem quando do uso de outras caˆmeras em um arranjo
organizado. Considerando que as mu´ltiplas caˆmeras sa˜o adotadas em um
sistema de monitorac¸a˜o para ampliar a a´rea de visa˜o da cena, pressupo˜e-se
que a captura de suas imagens deve obrigatoriamente estar em sincronismo no
ponto de convergeˆncia da ana´lise dessas imagens. Os recursos da transmissa˜o
desses sinais por redes especı´ficas a partir do ponto de captura como CATV
ou IP deve garantir esse alinhamento de tempo.
A independeˆncia de contexto encontrada no presente trabalho, tambe´m
pode levar a outras situac¸o˜es de interesse para monitorac¸a˜o de mu´ltiplos ob-
jetos mo´veis em mu´ltiplas viso˜es como na ana´lise de imagens de microscopia
ou mesmo em astronomia. Outra situac¸a˜o adapta´vel nesta linha sa˜o aque-
las relacionadas com uma imagem de caˆmeras megapixel como por exem-
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Figura 47: Ana´lise do movimento em mu´ltiplas caˆmeras.
Fonte: (KETTNAKER; ZABIH, 1999).
plo o padra˜o SXGA (1280x1024 pixels) ou WUQSXGA (4200x2690 pixels)
onde o tratamento de algoritmos em tempo real deve-se tornar dispendioso
ou mesmo intrata´vel. Nesse caso pode-se dividir a imagem de alta resoluc¸a˜o
em mu´ltiplos pedac¸os com resoluc¸o˜es menores, e tratar cada pedac¸o como se
fosse a captura de imagem de uma caˆmera exclusiva.
A Figura 48 mostra um outro exemplo do uso de mu´ltiplas caˆmeras
onde mu´ltiplos objetos esta˜o circulando entre elas. Existe uma exigeˆncia para
que sincronismo entre as caˆmeras seja estabelecido como um timestamp co-
mum entre todas as caˆmeras. Segundo Berclaz et al. (2008), a robustez no ras-
treamento de mu´ltiplos objetos e´ uma das grandes vantagens desta estrate´gia
ale´m de permitir um controle maior sobre o problema da oclusa˜o.
Avaliando o comportamento das transic¸o˜es dos objetos entre as zonas
de visa˜o ac¸a˜o de cada caˆmera observa-se que e´ possı´vel inferir sobre o anoma-
lias multilocais ou multiglobais da mesma forma que se faz a avaliac¸a˜o local
e global dentro do campo de visa˜o de uma u´nica caˆmera. O movimento de
objetos em mu´ltiplas caˆmeras pode apresentar regularidades locais e globais
de deslocamento em um campo de visa˜o de uma caˆmera, mas a presenc¸a de
objetos em a´reas cobertas por outras caˆmeras pode ser encarado como uma
anormalidade.
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Figura 48: Exemplo de aplicac¸a˜o com mu´ltiplas caˆmeras.
Fonte: (BERCLAZ et al., 2008)
O capı´tulo seguinte faz uma ana´lise geral de todas as informac¸o˜es e
resultados alcanc¸ados no desenvolvimento da presente tese na busca de res-
ponder aos objetivos inicialmente trac¸ados do presente trabalho. Tratando-se
de um trabalho de cunho empı´rico-cientı´fico, tendeˆncias observadas sera˜o o
norte para justificar muitos comportamentos e dados mesmo que na˜o tenham
sido amplamente estudados ou analiticamente provados. Por se tratar de uma





O presente trabalho apresentou uma nova abordagem para a DMA em
cenas do mundo real de videovigilaˆncia. Os modelos de cena e de movimento
foram planejados e implementados em abordagens baseadas em rastreamento
de objetos que transitam entre regio˜es com agrupamentos uniformes dispostos
em grade fixa ou mo´vel sobre a a´rea da ROI. Adotou-se um modelo estatı´stico
de aprendizagem GMM com treinamento atrave´s de um algoritmo EM o qual,
atrave´s de uma estrate´gia iterativa, apoiada por um classificador bina´rio base-
ado em curva ROC, encontra o tamanho de agrupamento das regio˜es da grade
mais adequado para cada cena´rio avaliado. Todo o modelamento da aborda-
gem foi direcionado na busca de conjuntos de amostras por regia˜o que melhor
representassem os cena´rios e o desempenho do reconhecimento de padro˜es
de movimentos sob o menor esforc¸o computacional possı´vel. Para avaliar o
desempenho dos modelos utilizados, foram realizadas va´rias simulac¸o˜es so-
bre quatro diferentes datasets a partir de anotac¸o˜es de vı´deo realizadas por
ferramental apropriado. Para manter uma relac¸a˜o com trabalhos anteriores
ou futuros, todas as simulac¸o˜es utilizaram o conjunto de amostras limitadas
as disponı´veis nos datasets originais, mesmo diante da observac¸a˜o de que
em alguns casos, tendeˆncias levavam a hipo´tese de melhora de resultados se
amostras adicionais fossem agregadas na ana´lise ou se anotac¸o˜es fieis subs-
tituı´ssem as existentes.
A estrate´gia montada para a modelagem da abordagem levou em consi-
derac¸a˜o os quesitos para atenuar ou equilibrar os problemas de dimensionali-
dade, overtraining e overfitting. Nesse objetivo, a adoc¸a˜o da reduc¸a˜o para 3
dimenso˜es do espac¸o de caracterı´sticas dos objetos e a ideia de incrementar
iterativamente o fator de grade das regio˜es uniformes a medida que se mede
a qualidade das infereˆncias do modelo, foi fundamental para compreender
o comportamento do aprendizado do modelo frente ao resultado de todas as
simulac¸o˜es. Embora tenha permitido alcanc¸ar algum grau de generalizac¸a˜o,
a simplicidade da determinac¸a˜o do limiar do classificador bina´rio λ adotado,
libertou o DMA das complexidades computacionais intrı´nsecas do overfit-
ting. Da mesma forma, o descarte de amostras que representam o movimento
dos objetos dentro dos limites de cada agrupamento da grade, contribuiu de
forma positiva para manter em cada regia˜o, somente o conjunto de exemplos
de padro˜es de movimento com maiores similaridades intra-classe e menores
similaridades inter-classe, acelerando a convergeˆncia e precisa˜o do treina-
mento do GMM. Isso atenuou o problema do overtraining mas levou o clas-
sificador a se adaptar melhor a classe dominante de amostras do treinamento,
contribuindo tambe´m para piorar a capacidade de generalizac¸a˜o do modelo.
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No entanto, mesmo sendo um resultado satisfato´rio e com desempenho com-
para´vel aos trabalhos mais recentes de outros autores em termos do conceito
de informedness, a capacidade de generalizac¸a˜o na˜o foi tratada como objetivo
principal do presente trabalho.
Apesar da abordagem do presente trabalho ter sido montada sobre um
treinamento baseado em reconhecimento onde o mesmo conjunto de trei-
namento tambe´m participa na fase de teste, os resultados mostraram que o
me´todo foi eficaz para vı´deos de longa durac¸a˜o e tambe´m mostrou comporta-
mento similar para diferentes cena´rios, contextos, quantidade e qualidade das
amostras. Na maioria das simulac¸o˜es o nu´mero de amostras iniciais ficou bem
abaixo de um milha˜o das quais somente uma parcela delas foi suficiente para
otimizar o desempenho da DMA. Por consequeˆncia a abordagem consumiu
um esforc¸o computacional reduzido devido a` queda exponencial de amostras
provocada pelo agrupamento de regio˜es. A reduc¸a˜o experimentada em todas
as simulac¸o˜es chegou em limites pouco superiores a∼ 60% do nu´mero inicial
de amostras, ou seja, quando pu = 1.
A reduc¸a˜o do custo computacional, fundamental para aplicac¸o˜es em
tempo real, foram alcanc¸adas devido a treˆs principais premissas assumidas na
modelagem da abordagem: i) a realizac¸a˜o da ana´lise de vı´deo a partir de um
vetor de 3 dimenso˜es formado por um u´nico descritor do objeto (tipo), sua
localizac¸a˜o conforme a posic¸a˜o no espac¸o de regio˜es e o registro de tempo
decorrido desde sua aparic¸a˜o na cena. Esse vetor desvinculou as relac¸o˜es de
precisa˜o de formas, cores ou texturas dos objetos e simplificou o modelo mul-
tivariado afastando os problemas da “maldic¸a˜o de dimensionalidade” apre-
sentada na sec¸a˜o 2.4; ii) a reduc¸a˜o do nu´mero de amostras devido ao descarte
daquelas que fazem parte do rastreamento de um objeto que possui seu cen-
troide se movimentando dentro de um mesmo agrupamento uniforme de pi-
xels da ROI da cena. A exclusa˜o dessas amostras mostrou que movimentac¸o˜es
menores que as dimenso˜es de largura ou altura dos objetos na˜o afeta a ana´lise
do movimento global do objeto e por u´ltimo iii) a limitac¸a˜o da quantidade de
objetos mo´veis monitorados simultaneamente. O nu´mero de objetos moni-
tora´veis estabeleceu o limite onde termina a ana´lise de movimento particular
e onde comec¸a a ana´lise de movimento denso de objetos (ou de multida˜o).
A quantidade de objetos multiplica o uso de recursos computacionais e cria
novos desafios para tratar ocluso˜es, rastreamento e o pro´prio contexto.
O fato da modelagem da DMA estar dependente somente do desloca-
mento no espac¸o-tempo de objetos previamente rastreados e classificados, ha´
uma noto´ria desvinculac¸a˜o do modelo com o contexto da cena monitorada.
Essa dissociac¸a˜o motiva enormemente a aplicac¸a˜o dessa estrate´gia em siste-
mas legados de videovigilaˆncia ou quaisquer outros dependentes somente da
ana´lise de trajeto´ria.
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A comparac¸a˜o dos resultados obtidos a partir dos dois tipos de distribui-
c¸a˜o dos agrupamentos uniformes de regia˜o em um grade fixa e outra mo´vel,
mostrou que a mobilidade da grade sobre a ROI oferece resultados ate´ 4% me-
lhores em eficieˆncia na DMA como tambe´m resulta em limiares de detecc¸a˜o
λ mais altos. Diante de que esses valores sa˜o resultantes do ca´lculo de pro-
babilidades, valores mais altos indicam que um nu´mero maior de amostras
participou de forma mais discriminante na formac¸a˜o de clusters do GMM. A
grade mo´vel exige mais esforc¸o computacional e um algoritmo mais elabo-
rado. No entanto, essa complexidade e´ necessa´ria apenas uma vez para cada
ciclo de sua formac¸a˜o. Uma vez calculada, o gabarito de coordenadas de cada
regia˜o fica disponı´vel ate´ que seja necessa´ria uma nova rodada.
6.1 CONTRIBUIC¸O˜ES DA TESE
A estrate´gia apresentada seguiu um caminho original diante do estado
da arte na DMA. Propostas anteriores na˜o fizeram abordagem com a mesma
ideia central de dividir o cena´rio de vı´deo em uma grade de agrupamentos
uniformes e ajustados sobre a ROI onde, a partir daı´, o processo de ana´lise do
movimento se desdobra. As contribuic¸o˜es da tese tornam-se mais evidentes
ao adotar-se a metodologia para encontrar o melhor arranjo e tamanho dos
agrupamentos de pixels que otimiza o desempenho da DMA.
Ao longo do desenvolvimento do presente trabalho, identificou-se uma
contribuic¸a˜o central e outras secunda´rias.
6.1.1 Contribuic¸a˜o Central
A DMA proposta aqui, usou um combinado de estrate´gias novas no
modelamento de cena atrave´s da grade mo´vel; no modelamento da aprendi-
zagem atrave´s do uso das propriedades da curva ROC como um classificador
bina´rio e no modelamento de movimento atrave´s do descarte de amostras
redundantes dentro de agrupamentos uniformes o´timos. Os modelos apro-
veitaram os pontos positivos encontrados na revisa˜o bibliogra´fica feita ate´
aqui, norteadas pela meta do uso mı´nimo de informac¸a˜o que possa manter ou
mesmo melhorar as infereˆncias da ana´lise de vı´deo aplicada especialmente
para fins de videovigilaˆncia.
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6.1.2 Contribuic¸o˜es Secunda´rias
O uso da curva ROC como sintonizador do limiar de decisa˜o den-
tre todos os valores de probabilidade calculados a partir de pdf multivariadas
modeladas por GMM se mostrou um casamento promissor para criar um clas-
sificador bina´rio mais confia´vel.
Observando a relac¸a˜o entre as dimenso˜es dos objetos com o melhor
valor de pu para cada tipo de cena´rio, e´ factı´vel inferir que a determinac¸a˜o da
faixa ideal de tamanho e arranjo dos agrupamentos ficou fortemente atrelado
a`s dimenso˜es de largura ou altura da maioria dos objetos rastreados. Ou seja,
apesar de existir um agrupamento o´timo para cada cena´rio e para cada tipo de
treinamento supervisionado (com taxa de erro aparente ou taxa de erro ver-
dadeira), foi possı´vel estabelecer para abordagens baseadas em rastreamento,
uma relac¸a˜o ainda que empı´rica, de que o tamanho ideal de agrupamento
converge para o tamanho me´dio da dimenso˜es dos objetos rastreados.
Ficou demonstrado nas simulac¸o˜es que a precisa˜o dos resultados da
DMA melhorou na comparac¸a˜o entre do modelo de cena com grade fixa, co-
mumente usada em ana´lise de vı´deo baseada em regia˜o, para o modelo com
grade mo´vel, mesmo usando crite´rios heurı´sticos para iniciar o posiciona-
mento de cada agrupamento na ROI.
A metodologia ajudou a diminuir consideravelmente a carga compu-
tacional em virtude da reduc¸a˜o de dimensionalidade e quantidade dos dados
envolvidos em todos os processos de treinamento e teste da DMA.
6.2 TRABALHOS RELACIONADOS DO AUTOR
A esseˆncia dos modelos de cena usando grade fixa, de movimento
e de aprendizagem da abordagem da DMA discutida aqui, foram resumi-
das em um artigo pulicado e apresentado no congresso internacional anual
ICPRAM2014 (CASAGRANDE; STEMMER, 2014b) sob o foco de um mo-
delo de DMA que consome poucos recursos computacionais. Na sequeˆncia, a
mesma abordagem, pore´m utilizando grade mo´vel foi publicada no congresso
internacional ICCCV2014 (CASAGRANDE; STEMMER, 2014a).
6.3 FUTUROS TRABALHOS
A navegac¸a˜o sobre va´rios temas e o ferramental matema´tico e compu-
tacional associados a` ana´lise de vı´deo e mais especificamente aqueles volta-
dos para a ana´lise de movimentos anormais revelou muitas possibilidades da
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pesquisa nessa a´rea. Mais evidente e´ a escassez de trabalhos voltados para
ana´lise de vı´deos de longa durac¸a˜o, especialmente porque esses demandam
uso de abordagens baseadas em rastreamento, as quais atualmente ainda pos-
suem muitas questo˜es em aberto.
A divisa˜o da a´rea de ana´lise em agrupamentos orientados por uma
grade de regio˜es produziu o´timos resultados no presente trabalho e da´ in-
dicativos de que vale a pena continuar trabalhando com outras formas de
segmentar a a´rea da ROI com arranjos que consigam agrupar amostras pe-
las suas similaridades intra-classes e disjunc¸o˜es inter-classes. Outras formas
poligonais de segmentac¸a˜o que sa˜o voltadas especialmente para segmentac¸a˜o
de imagens podem ser u´teis tambe´m para o modelamento de cena tais como:
Gaussianization proposto por Condurache e Mertins (2013), grades triangu-
lares adaptativas (CONDELL et al., 2002) e o conceito de superpixel onde
“sementes” sa˜o usadas para iniciar um processo de crescimento de regia˜o ba-
seado na similaridade de dados da vizinhanc¸a. O uso do dataset do LOST
foi desafiador por se tratar de cenas reais e de longa durac¸a˜o. Uma vez que
os vı´deos na˜o possuem qualquer separac¸a˜o entre conjuntos de exemplos de
treinamento e de teste, eles passam a ser adequados para ana´lise de vı´deo na˜o
supervisionada. Outra linha de datasets voltados para aplicac¸a˜o da pesquisa
em videovigilaˆncia e´ apresentada por Oh et al. (2011). Com o mesmo intuito,
existem os datasets do CVER (Continuous Visual Event Recognition) que
incorpora uma se´rie de novidades incluindo maiores resoluc¸a˜o de caˆmeras
e nu´mero de eventos. Criar cena´rios reais incluindo mu´ltiplas caˆmeras para
testar a abordagem proposta aqui juntamente com a ana´lise multilocal/multi-
global tambe´m e´ uma sugesta˜o para futuros trabalhos.
Alguns pontos negativos observados em relac¸a˜o a performance e es-
tabilidade de convergeˆncia no algoritmo EM e o aprimoramento do modelo
GMM e do classificador bina´rio adotados podem ser trabalhados para se con-
seguir resultados melhores e/ou mais ra´pidos, especialmente para atender a
caracterı´stica de generalizac¸a˜o do DMA.
Seria conveniente encontrar uma explicac¸a˜o ou prova teo´rica da tendeˆn-
cia revelada nos resultados onde os melhores valores de agrupamento dos dois
tipos de grade, se situam em uma faixa que se estende ate´ o valor me´dio das
dimenso˜es do bounding box dos objetos monitorados. Essas informac¸o˜es na˜o
participaram de forma explı´cita no treinamento, mas emergiram como um
tendeˆncia que pode ser generalizadas para auxiliar na escolha mais segura em
termos de eficieˆncia, nas estrate´gias de autores que adotam em suas propostas,
ana´lise baseada em regia˜o.
A estrate´gia de modelagem descrita nesta tese apenas representa os
passos previstos do que deve ser sua implementac¸a˜o no mundo real. Apesar
de na˜o ser ser o objetivo desta tese, e´ possı´vel refletir sobre como generalizar
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os resultados conquistados para serem u´teis em outras a´reas de aplicac¸o˜es. A
ana´lise do comportamento do movimento de objetos mo´veis tambe´m e´ fun-
damental em sequeˆncias de vı´deo que trazem respostas importantes para seu
fim como: sistemas de produc¸a˜o, automac¸a˜o, ana´lise de tra´fego ae´reo e ur-
bano, esportes, astronomia, cinema´tica, mecaˆnica dos fluı´dos, cinesiologia,
agropecua´ria, zoologia, biologia, entre outros.
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