The global error minimization is a variational method for obtaining approximate analytical solutions to nonlinear oscillator equations which works as follows. Given an ordinary differential equation, a trial solution containing unknowns is selected. The method then converts the problem to an equivalent minimization problem by averaging the squared residual of the differential equation for the selected trial solution. Clearly, the method fails if the integral which defines the average is undefined or infinite for the selected trial. This is precisely the case for such non-periodic solutions as heteroclinic (front or kink) and some homoclinic (dark-solitons) solutions. Based on the fact that these types of solutions have vanishing velocity at infinity, we propose to remedy to this shortcoming of the method by averaging the product of the residual and the derivative of the trial solution. In this way, the method can apply for the approximation of all relevant type of solutions of nonlinear evolution equations. The approach is simple, straightforward and accurate as its original formulation. Its effectiveness is demonstrated using a Helmholtz-Duffing oscillator.
Introduction
In the last four decades or so, a great deal of scientific research work has been devoted to constructing analytical solutions to nonlinear evolution equations (NEEs) which model problems encounter in the fields of applied ma-thematics, physics and engineering sciences. Among these NEEs, ordinary differential equations (ODEs) deserve a special attention. In effect, techniques originally developed for solving ODEs are usually applicable to many other types of NEEs by means of appropriate transformations. For instance, partial differential equations (PDE) are commonly turned into ODEs by using the uniform traveling wave transformation [1] . A variant of it, called fractional complex transformation [2] has recently been introduced and enables to transform fractional ODEs into ordinary (i.e., non-fractional) ones. Solving ODEs is therefore an important step for solving NEEs in general.
The solutions of a given ODE can be divided into two groups. The first group comprises unbounded solutions which are of little interest from the viewpoint of applications. The second group is formed of all bounded solutions. It may be further divided into three classes: constant solutions also called fixed points or equilibrium points, periodic (including quasi-periodic) solutions, and bounded non-periodic solutions. Constant solutions are usually considered as trivial solutions and are less interesting than the other two classes of solutions. The bounded non-periodic solutions are constituted mainly of heteroclinic and homoclinic solutions. They are solutions with the specific property of being backward and forward asymptotic to two distinct or the same fixed points (see (4) , (5) and (6) below), respectively. In the case of ODEs resulting from wave equations through the uniform travelling wave transformation, they are called soliton and are the most important for the corresponding field of applications.
While exact and closed-form analytical expressions for the solutions of interest are the eventual targets of the continuing research work, it has long been recognized that such solutions are in general impossible, or at best very difficult to obtain. Thus, the efforts dedicated to constructing analytical solutions to nonlinear ODEs are dominated by the development of approximate methods, that is, methods leading to approximate analytical solutions. Numerous approximate analytical techniques are now available in the literature as the results of these efforts. They include: the Newton harmonic balance [3] - [8] , the linear-delta expansion [9] , the Homotopy analysis method [10] , the method of cubication [11] - [13] , the rational harmonic balance method [14] , the global error minimization [15] , the recent method of quintication [16] , to name just a few. Although some of these techniques are very competitive with respect to accuracy, rate of convergence and ease of use, there is always a room for some improvements.
We observe for instance that in the expositions as well as the subsequent applications of all the techniques mentioned above, only periodic motions and their periods are concerned. In fact, a search through the relevant literature indicates, to the best of our knowledge, that most of the approximate methods published so far are designed to deal only with periodic solutions. Non-periodic solutions such as heteroclinic or homoclinic solutions are largely neglected in spite of their well-recognized importance for wave propagation. The development of methods that are also applicable to these types of solutions is undoubtedly desirable. This is our purpose in this paper where this task is tackled through the generalization of an existing method, namely the global error minimization.
The organization of this paper is as follows. In the next section, we revisit the global error minimization method and generalize so as to make it applicable both to periodic and bounded non-periodic solutions. In Section 3, we illustrate the proposed generalization by applying it to the determination of non-periodic solutions of an ODE. We end with our conclusions in Section 4.
Revisiting the Global Error Minimization
In this section, the global error minimization [15] for constructing analytical solutions to ODEs is briefly revisited. For the sake of clarity of the presentation, we consider a general second order ODE of the ( )
which governs the time (t) evolution of the state (x) of a conservative single degree-of-freedom system. Here, an overdot denotes differentiation with respect to time t. Thus, ( )
is a real scalar function. In general, (1) is supplemented with initial conditions of the form
where A, B are real constants. Depending on the combination values of these constants and on the function ( )
, , F x x t  , the solutions of (1) may be periodic, heteroclinic or homoclinic. It was put forth in [15] that excellent approximations to periodic solutions of (1) with (2) can be obtained as functions satisfying (2) which minimize the functional
where Ω is the unknown angular pulsation of the approximated periodic solution and the "norm" here is defined by 2 u u = . This is the principle of the global error minimization. See [15] for the details. For bounded non-periodic motions, the integration range in (3) should obviously be modified to cover the whole real domain, i.e., it should span from −∞ to +∞ . Now, as pointed out in the introduction, heteroclinic or homoclinic orbits are backward and forward asymptotic to fixed points. In other words, they verify the boundary conditions
The symbol x ∂ means partial derivative with respect to x, the first argument of F. Equation (5) is the simplest case of non-degenerate fixed points. It may be replaced for a degenerate fixed point
, 0, 0, 1 2 ; , 0, 0
for some positive integer n. (3) will not be finite. This means that the above formulation of the global error minimization cannot be applied to these types of solution which, in the context of wave propagation, correspond respectively to kink (or front) wave or dark solitons. To remedy this situation, we propose to replace the functional (3) by
In this new formulation where the integrand is essentially the product of the original integrand by the velocity, one has to use ( ) ( ) 
where ϑ comprises all unknowns of the problem appearing in x  and such that their vanishings induce the vanishing of the velocity. It can be observed that for velocity-free and time-free restoring force functions, that is,
, the integrand of (7) is directly proportional to the time derivative of the total energy of the system,
which is a constant of motion. However, since it is not the energy itself which is minimized but its time derivative, the present method is different from energy minimization methods available in the literature [17] [18] . An important point in methods of minimization is the determination of the trial function. The quality of the approximation depends crucially on how good the trial solution captures the properties of the exact solution. For periodic solutions of angular pulsation Ω , a theorem due to Fourier guarantees that they admit an expansion of the form ( )
cos sin .
For conservative autonomous problems, it has been shown that the magnitude If the problem additionally possesses the odd-parity property, then its solutions contain only odd harmonics [19] . The information enables to construct good approximations to the periodic solutions by truncating the expansion in (10) to some finite order and eventually retaining only the appropriate harmonics.
Contrarily to the case of periodic solutions, little is known on how to construct good approximate trial for non-periodic solutions. Here we propose the following ansatze [20] ( ) (
sech tanh sech
and ( ) ( ) ( )
for solutions of the homoclinic type or heteroclinic type, respectively. In principle, all of the fixed points p X or m X , the pseudo-frequency Ω and the coefficients k P , j Q and n R may be taken as unknowns to be determined by the procedure. However, it makes sense to ensure that the type of solution of interest is susceptive to exist by verifying that there exist points p X and m X which satisfy either (5) or (6) . Whenever possible, they should be determined beforehand and hence removed from the minimization variables. For all homoclinic type solutions and some cases of heteroclinic type solutions, the pseudo-frequency Ω can also be calculated beforehand as the square root of the magnitude of the left-hand-side of the first inequality in (5). This means that only the coefficients constitute the unknowns which are to be determined by the approximation analysis.
Each of the summations in (11) and (12) must obviously be truncated conveniently to keep the analysis manageable, as it is the case when one deals with periodic solutions. Very often, the nonlinear function F in (1) is polynomial. In this case, we suggest the principle of homogeneous balance [20] as a first hand rule for determining the truncation orders, i.e. the highest degrees max K , max J and max N to retain in the respective sums of (11) and (12) . According to this principle, max K , for example, is obtained by requiring that on substituting 
Illustrative Example
This section is devoted to the illustration of the revisited formulation of the global error minimization presented above. Our focus is the approximation of homoclinic and heteroclinic orbits for which the classical formulation of the method cannot apply. The model problem chosen for this purpose is described by the Helmholtz-Duffing equation given by 2 3 0. x x x x α β + − − =  (13) This is an autonomous conservative system for which the restoring force function is the gradient of the potential ( ) 
The point u x  is a minimum or a maximum depending on whether 0
x is always a maximum of the potential (14) . This maximum is connected to itself in the first case by two homoclinic orbits; and in the second case by one. See Figure 1 for the profiles of the potential and the associated separatrixes. We now embark on approximating the homoclinic orbits identified above using the generalized formulation of the global error minimization proposed in this paper. We shall restrict ourselves to solutions which contain only the sech function. By applying the principle of homogeneous balance, we determine the truncation order to be 
The sole unknown here is 1 P . We substitute (16) into the left hand side of (13) and multiply it by
The outcome is squared, and then integrated over the real domain according to (7) to obtain the averaged square residual. By minimizing the latter with respect to 1 P , we obtain the equation 
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The coefficients of the polynomial Equation (18) Equations (18)- (19) can be solved exactly analytically. But, it is more convenient to analyze them using numerical simulations. First, we choose 5, 1 (18)- (19) admit two negative real and two positive real solutions. As pointed out in [15] , the value of the averaged square residual can be used to select the most appropriate solutions. In this way, we find that are the value which approximate, respectively, the right and left homoclinic orbits of Figure 1(b) . Next, we take 1
It is then found that Equations (18)- (19) admit only two negative real solutions of which 1 0.59375629253419653
approximates the homoclinic solution of Figure 1(d) . We provide a comparison between these approximate solutions to the exact ones in Figure 2 . The latter are obtained numerically by using the ode45 function of the Matlab software. One can observe that the accuracy is very satisfactory in spite of the low order of the approximation.
Discussion and Conclusions
In this paper, we have proposed a generalization of the method of global error minimization for solving nonlinear ODEs. It consists of establishing the nonlinear algebraic equations verified by the parameters of an ansatz, intended to approximate the solution of a given ODE, by minimizing the averaged product of the derivative of the ansatz with the residual of the ODE for this ansatz. The proposed generalization targets specifically heteroclinic and non-vanishing tails homoclinic solutions for which the original formulation of the method could not apply. The non-suitability of the original formulation is due to the fact that the residual alone is generally not square integrable for arbitrary trial solutions. This is also true for other variational methods, including Hamiltonian and Lagrangian techniques; although the case of homoclinic solutions can be managed by translating the origin to the fixed p X . An example has been given to illustrate the effectiveness of the approach. For two different sets of parameters values, we have observed that it yields satisfactory results with, however, varying degree of accuracy; as for all S. B. Yamgoué, B. Nana 1157 approximate methods. Being a variational method, the quality of the results will depend on how good the trial solutions fit the exact ones. We have proposed some general formulae in terms of hyperbolic tangent and secant for constructing such trial solutions for the two specific types of solutions which have been the focus of this work. However other forms, including exponential, algebraic, rational or gaussian can equally be used. We have concentrated on the case of a scalar variable in our presentation in this paper. But the method can easily be applied to the case of system of coupled ODEs. For, it suffices to consider p X , m X , k P , j Q and n R in (11)- (12) as vectors, and then replaces the product of velocity and residual in (7) by the scalar product of their respective vectors. Then, as for trial solutions with several variables, the necessary operations might become so tedious that the use of computer algebra systems such as Maple or Mathematica is necessary. In this perspective, an ongoing work is the implementation of the process in such an algebraic manipulator.
