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INTRODUCTION 
We are given two entities: P the pursuer and E the evader. Each can choose 
a control function (or a strategy) from a certain set allotted to it. The situation 
is such that for any strategy v that E chooses, P can choose a strategy u 
which will bring him after some time, say Z’,,, , into a W-neighborhood of E, 
W being a given convex body. P would like to choose u so as to minimize 
T WV * E, on the other hand, would like to choose a strategy v = f? in such 
a way that when P, accordingly, chooses u = u” so as to minimize TUB , the 
time T,, is the largest, i.e., 
max min T,, = min TUB = T,, . 
” I( u (O-1) 
We call T,, the W-encounter time, and (~2, 6) an optimal solution. 
Instead of max-minimizing the W-encounter time, we may also consider 
other functionals (calledpuyofls) ofu, v, T,, to be max-minimized, for instance, 
the “energy” of the pursuer 
s II 44 II2 dt o (04 
(where x(t) is the trajectory of P). The motivation for E in max-minimizing 
(0.2) can be given the following interpretation: E knows it is going to be 
overtaken by P. Its interest is to inflict maximum “loss” upon P (rather 
than keep away from P as long as possible-as in (0.1)). 
The terminology “differential games” is derived from the fact that the 
trajectories of P and E are given as solutions of differential equations. The 
strategies of P and E are given as control functions occurring in the differ- 
ential equations. The two problems described above are problems of “pur- 
suit.” 
* This work was partially supported by National Science Foundation grant NSF 
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The problem (0.1) for trajectories given by ordinary differential equations 
in t was considered by Kelendzheridze [l] ( see also [2]). He derived inequal- 
ities analogous to the maximum principle. In the present paper we consider 
the same problem with trajectories given by partial differential equations (such 
as parabolic and some hyperbolic equations), or, more generally, by evolution 
equations in Banach space. 
The main result of this paper is Theorem 2.1, which is proved in Section 2. 
In Section 1 we formulate the problem in precise mathematical terms. In 
Section 3 we give applications of Theorem 2.1 to pursuit with trajectories 
satisfying parabolic partial differential equations. 
Some of the methods and results of Friedman [3]-[5] will be used in the 
present work. 
We finally mention that sufficient conditions for pursuit problems with 
ordinary differential equations to have finite payoff T,, were given by 
Pontryagin [6] (see also [7], [8]). 
1. MATHEMATICAL FORMULATION OF THE PROBLEMS 
Let X, Y be real Banach spaces and let x(t) be a function from the interval 
0 < t < co into X, satisfying the differential equation (in a sense to be made 
precise later on) 
g + Ax = G(t) (0 < t < co), (1-l) 
and the initial condition 
x(0) = x0 . (1.2) 
Here u(t) is a function with values in Y, C is a bounded linear operator from Y 
into X, and A is a linear operator in X, unbounded in general. Similarly, let 
r(t) be a function from 0 < t < co into X, satisfying 
g + B(t)y = o(t) w(t) (0 < t < co), (1.3) 
Y(O) = Yo P (1.4) 
where w(t) is a function with values in a real Banach space 2, D(t) is a bounded 
linear operator from 2 into X and B(t) is a linear operator in X, unbounded 
in general. 
We shall need the following conditions: 
(i) C and D(t) (0 < t < co) are bounded linear operators from Y into X 
and from 2 into X respectively, and D(t) is strongly continuous in t. 
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(ii) A is a closed linear operator in X with a dense domain DA . The 
resolvent R(/\; A) G (M - A)-l exists for all r\ < 0 and 
C II W; 4)n II dj (A < 0, 71 = 1, 2 ,... ),
where C is a constant. 
(ii)’ A is a closed linear operator in X with a dense domain DA . The 
resclvent R(h; A) exists for allh with Re h < 0, and 
c 
II R& A) II < 1 + , h , 
where C is a constant. 
(iii) B(t) is a closed linear operator in X, for 0 < t < co, with domain 
DB dense in X and independent of t. The resolvent R(h; B(t)) exists for all h 
with Re X < 0, and 
(Re h < O), 
where C is a constant. 
As is well known (see Sobolevski [9] and Tanabe [lo]-[12]), if(iii) holds 
then there exists a unique fundamental solution s(t, 7) of (1.3), having the 
following properties: 
s(t, T) is an operator-valued function, defined and strongly continuous in 
(t, T) for 0 < T < t < co. as(t, T)/& exists in the strong topology and is a 
bounded operator, strongly continuous in t for 0 < 7 < t < co. Finally, 
w + B(t) s(t, T) = 0 (7 < t < Co), 
s(T, T) = 1. 
If D(t) w(t) is uniformly Holder continuous in t, then the unique solution of 
(1.3), (1.4) is given by 
(1.5) 
This justifies the following definition. 
DEFINITION. If D(t) o(t) is a measurable function in [0, co), locally 
integrable, then we call the right-hand side of (1.5) the solution of (1.3), (1.4). 
The integral is taken in the sense of Bochner (see [13]). 
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Similarly, if (ii’) holds, then the fundamental solution R(t, T) of (1.1) exists, 
it has the form R(t - T), and the solution of (l.l), (1.2) is defined by 
x(t) = R(t) x0 + j” R(t - T) CU(T) dr ( 1.6) 
0 
whenever G(T) is a measurable function, locally integrable. 
As is well known (see [13], [14]), if (ii) holds, then - A generates a strongly 
continuous semigroup eefA. We then define the solution of (l.l), (1.2) (for 
CU(T) locally integrable) by (1.6) with R(t) = e-tA. We note, incidentally, 
that (ii)’ implies (ii). 
Let U be a fixed set in Y. We call U the contvoE set for the system (1 .l), 
(1.2). A measurable function u(t) from [0, co) into Y which is locally inte- 
grable, is called a controlfunction for the system (l.l), (1.2). If also u(t) E U 
for almost all t, then u(t) is called an admissible control. The solution of (l.l), 
(1.2) is called the trajectory corresponding to the control u(t), or, briefly, 
a trajectory. We refer to x(t) also as the trajectory of the pursues. 
Similarly we introduce a controZ set V in Z and define control functions 
and admissible control functions with respect to the system (1.3), (1.4). The 
trajectory y(t) is referred to as the trajectory ofthe evader. 
Let W be a fixed closed set in X. We call W the approximation set. 
We introduce the following fundamental assumption: 
(iv) For any admissible control v(t) there exists an admissible control 
u(t) such that the corresponding trajectories satisfy the condition: 
x(h) EY(4) + w for some 4 -=c To , (1.7) 
where To is a fixed (finite) number independent of u, v. 
We denote by T,, the minimum of all the numbers t, for which (1.7) holds. 
We call T,, the W-encounter time. We denote by ZU the set of all admissible 
controls u(t) for which (1.7) holds. 
We now introduce a functional, called the payofJ, 
I(u, v, Tt,,) = j;‘f(u, v, t) dt. W3) 
f(~, v, t) is a given continuous functional of the control functions U, v, 
depending on the parameter t. 
LEMMA 1 .I. Assume that (i)-(iv) hold and that eitherf = 1 OY f = /I x(t) (12. 
Suppose further that U is a bounded closed convex set, that Y is a rejexive 
Banach space, and that W is a cZosed set. Then for any admissible control v there 
exists an admissible control u* in Z; such that 
I@*, v, Tu*,) = $?I@, v, Tue). ” (1.9) 
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The proof is similar to the proof of Theorem 4 in [4]. Thus, we take a 
minimizing sequence (u,> and denote by am the trajectory corresponding 
to u, and by T,, the W-encounter time. There is a subsequence of {a,>, 
which we denote again by {u%}, weakly convergent in L2((0, T,,); Y). One 
verifies that the weak limit u* is an admissible control and {am} is weakly 
convergent, for each t E (0, T,,), to the trajectory x*(t) corresponding to u*. 
It is easily seen that 
This completes the proof in case f = 1. If f = 11 x(t) /I2 then, by Fatou’s 
lemma, we also have 
The above proof extends to more general payoffs. All that is needed is that 
the payoff be a lower semicontinuous functional. 
The problem we are interested in is that of maximizing the right-hand side 
of (1.9). A pair (&a) of admissible controls is called an optimal pair if 
mUa z&n I(u, ZJ, T,,) = ~nsl(u, 6, TUB) = I(zi, 6, Tiia). (1.10) 
I) 
u” and 6 are called optimal controls or optimal strategies (with respect to the 
payoff functional (1.8)). 
Since the middle term in (1 .lO) is, in general, not an upper semicontinuous 
functional of 5, we cannot assert in general the existence of an optimal pair. 
Our main interest in the present paper is to study optimal pairs, obtain some 
inequalities analogous to the maximum principle of Pontryagin, and derive 
uniqueness theorems. We shall consider here only the case where f E 1. 
2. TIME-OPTIMAL SOLUTIONS 
We shall need the following uniqueness properties: 
(v) If for some (J > 0 andg in X*, C*R*(a - t) g = 0 for all t in a subset 
of (0, U) having a positive measure, then g = 0. Similarly, if for some u > 0 
and g E X*, B*(t) S*(o, t) g = 0 for all t in a subset of (0, u) having a posi- 
tive measure, then g = 0. 
If D(t) is onto then D*(t) is one-to-one. In this case the uniqueness property 
for S*(a, t) is the one referred to in [4] as the weak backward uniqueness 
property. It is satisfied for a large class of parabolic equations (cf. [4]), which 
includes, in particular, all second order equations with smooth coefficients. 
409/V/ I-7 
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For any CJ > 0, we introduce the set 
K,= )x~X;x=/~ 
0 
R(u - T) CU(T) dT, U(T) admissible control1 . (2.1) 
This is the set of attainability attime u for the trajectories (1.1). 
(vi) For any (I > 0, K, is a compact subset of X. 
As will be seen in Section 3 this condition is satisfied for a large class of 
parabolic equations and control sets U. 
DEFINITIONS. Let F be a subset of X and let y. be a boundary point of F. 
A continuous linear functionalf # 0 is called a supporting functional to F at y. 
if 
<f, x> < (f,Yo) for all x EF. 
Here, and in what follows, we denote by ( f, x) the application of a functional 
f to a point x. If jJ f /I = 1 then we say that f is normalized. The set 
v = {x E X; (f, x) = 0} is called the tangent hyperplane to F at y. . rr divides 
X into two half-spaces according to whether (f, x) > 0 or < 0. 
Regarding the approximation set W, we shall assume that it is a convex 
body without angular points. More precisely: 
(vii) W is a closed convex set with nonempty interior. For each point z 
of its boundary 8W there exists a unique normalized supporting functional 
to W at z such that the following property is satisfied: 
For any sequence {We}, w, E aW, w, + w, denote the normalized sup- 
porting functionals to W at w, , w by g, and g, respectively. Then g, ~g 
in the topology of X*. 
For example, the unit ball in .D(Q; ,u) (1 ,< p < co) satisfies (vii). Here Q 
is any domain in the Euclidean space R* and TV is the measure h(x) dx, h being 
a positive continuous function in 0. 
We consider in this section the case where the payoff is T,, . We then call 
an optimal pair a time-optimal pair. 
The main result of this section is the following theorem: 
THEOREM 2.1. Let (i)-(vii) hold. Assume also that x0 = 0, that U is a closed 
bounded convex set with 0 E int U, and that Y is a rejlexive Banach space. If 
(z&C) is a time-optimalpair, then 
qt) E au, 5(t) E av (2.2) 
for almost all t E (0, T,,). 
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COROLLARY 1. If, in addition to the assumptions of Theorem 2.1, U and V 
are strictly convex sets, then there exists at most one time-optimal pair. 
Indeed, if (a, 8) is another pair, then 
T,, = T,, . 
Furthermore, due to the convexity of U, V and W, we have that 
i 
a+li i?+f.? 
2’ 2 ---I 
is also a time-optimal pair. Theorem 2.1 then implies that 
u’(t), Yt) and $4 + a(t) 2 
belong to 3 U for almost all t E (0, T,,). Since U is strictly convex, we conclude 
that U”(t) = d(t) for almost all t E (0, T,,). Similarly i;(t) = G(t) for almost 
all t E (0, To,). 
To prove Theorem 2.1 we need several lemmas. 
LEMMA 2.1. Let V be a closed convex set in a real normed linear space X 
and let W be a closed convex set in X with nonempty interior. If V n (int W) = 4 
and V r\ W = {z}, then there exists a continuous linear functional g Tf 0 in X 
such that g(v) < g(z) < g(w) for all v E V, w E W. 
A proof is given, for instance, in [14]. The special case where V = {z) is 
due to Mazur [15] (see also [16]). 
Given two sets A, B in a linear surface, we shall often denote the vector 
sum A + B by A(B). 
LEMMA 2.2. Let K be any convex set in a Banach space X and let W,, be a 
nonempty open convex set in X. Set X = w, . Then W, = int Wand 
int K(W) = K(int W). (2.3) 
PROOF. First we prove that if A is a nonempty open convex set in X then 
intd= A. (2.4) 
Since A 3 A, int 23 int A = A. Conversely, let x f int 2. Take a point 
y in A and let B be a ball about y lying in A. On the ray from y through x 
there is an interval containing x and contained in d Take a point z which lies 
in this interval, but not in the interval (y, x). Then z is a limit of a sequence 
{z~} of points lying in A. Each interval connecting each Z, to any point in B 
lies in A. Since x lies on such an interval (with n sufficiently arge), x E A. 
Hence int 2 C A. 
From (2.4) it follows that int W = W, . 
100 FRIEDMAN 
The set K(W,) is an open set and it is contained in K(W). Hence 
K(W,) C int K(W). If we prove that 
WV c KWO) 
then upon applying (2.4) to the convex set A = K(W,) we find that 
(2.5) 
int K(W) C int K( IV,) = K( IV,), 
and the proof of the lemma is complete. 
To prove (2.5), let z E K(w). Then x = k, + w* where K, E K, w* E W. 
There exists a sequence {wn} in W, which converges to w* . Since 
x,=k*+w,-tk.+.+w*=x 
and since z, E K( W,,), it follows that z E K( W,). This proves (2.5). 
The next lemma is concerned with the sets 
K,=jX~x;x= 
I 
o R(u - T) G(T) &, U(T) admissible control/ , 
0 
for u > 0. 
LEMMA 2.3. K, is a convex set and K, C K, if u < s. 
PROOF. The convexity of K, follows easily upon using the convexity of U. 
To prove that K, C K, , let x E K, . Then x = x(u) where 
x(t) = 1; R(t - T) CU(T) d7 
and u(T) is an admissible control. Set 
ii(t) = I 0 if O<t<s-a, u(t - s + u) if s-u<t<s, 
and denote by i(t) the corresponding trajectory. Since 0 E U, zi is an admis- 
sible control. Hence Z(s) E K, . But 
a(s) = J” 
s-0 
R(s - T) U(T - s + a) dT = ,:R(u - ?) u(F) d+ = X(V) = X. 
Hence x E KS . 
We proceed with the proof of Theorem 2.1, and set T = T,, . The point 
Z(T) belongs to the set y(T) + W. It must lie on the boundary of this set. 
Indeed, otherwise we have that x”(T - c) EY( T - e) + W for some E > 0, 
and this contradicts the optimality of T (since T is the smallest value of t 
for which 2(t) my + W). 
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We claim that Kr n int(y(T) + IV) = +. Indeed, suppose that there is a 
point z which lies in both KT and y(T) + int W. We can write f in the 
form z = x*(T), where 
x*(t) = j-” R(t - T) G*(T) dT, u* an admissible control. 
0 
Since x*(T) EY(T) + int W, we have: x*( T - E) EY( T - l ) + W for 
some E > 0. This contradicts the optimality of ti. 
Using Lemma 2.1 it follows that there exists a continuous linear functional 
z* f 0 such that 
X*(X) < x*(x”(T)) for any XEK~. (2.6) 
This inequality implies that 
s 
T 
< C*R*(T - T) .z*, U(T) > dT 
0 
< CT < C*R*(T - T) z*, Z;(T) > dT 
JO 
for any admissible control u(T). Here we have used the notationf(x) = (f, x) 
forxEY,fEY*. 
The inequality (2.7) is analogous to the maximum principle of Pontryagin. 
As in [4], [6], one can conclude from (2.7) that u”(t) E aU for almost all 
t E (0, T). The uniqueness assumption (v) is here being used. 
We shall need the following lemma: 
LEMMA 2.4. For any 0 > 0, 
K, = u K, . 
S-CO 
P-8) 
(2.9) 
PROOF. In view of Lemma 2.3, the right-hand side of (2.8) contains K, . 
Conversely, let x E K, for any s > 0. We have to prove that .1c E K,, . Since 
x E Ko+~/n > we have x = x,(u + l/n) where 
X,(t) = 1” R(t - T) h,(T) dT, u,, admissible control. 
0 
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We can now extract a subsequence of (uJ (cf. [4]; also the proof of Lemma 
1.1) which is weakly convergent in Ls((0, u + 1); Y) to some function u(t). 
One next shows that u(t) is an admissible control and 
*=x,(u++)-x(u), 
where x(f) is the trajectory corresponding to u(t), and ‘I-” means weak 
convergence. Thus x = x(a) E K, . 
To prove (2.9) we note, by Lemma 2.3 and the fact that K, is closed, that 
the right-hand side is contained in K, . Conversely, let x E K, . Then 
x = x(u) where 
x(t) = f R(t - T) G(T) dT, u admissible control. 
0 
Since x(s) E K, ifs < (I and x(s) -+ x(u) when s -+ CT, it follows that x = x(u) 
belongs to the right-hand side of (2.9). 
LEMMA 2.5. Assume that a point x belongs to KJ- W) but does not 
belong to K,( - W) for some 0 < r < U. Then there exists a number s E [T, u] 
such that 
XEK,(- W) if s<t<u, (2.10) 
x$Kt(---1 if T<t<S, (2.11) 
x E L3K,( - W). (2.12) 
PROOF. Let s be the infimum of all the numbers t such that x E K,( - W). 
Then, by Lemma 2.3, (2.10) holds if s < t < u and (2.11) holds. Thus, it 
remains to prove that 
x E K,(- W) and x E aK,( - W). (2.13) 
Since x E K,(- W) for t > s, the set x + W intersects K, . Thus the 
sets 
Kt n {x + W} (t > 4 
form a decreasing family of nonempty compact sets; the compactness follows 
by (vi). By a well known theorem, their intersection is nonempty. By (2.8), 
this intersection is equal to K, n (X + W). Thus K, n (x + W) f 4, 
i.e., x E K,(- W). 
Finally, if x is not a boundary point of K#(- W), then x E int K,(- W). 
By Lemma 2.2, x = k - w. where k E KS and w, E int W. By (2.9), we can 
find k’ in K, , for some t < s, such that k’ - k + w. E W. Hence 
x = k’ - (k’ - k + wo) E K,( - W). This contradicts (2.11). 
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LEMMA 2.6. Let 0 < u < d. Then 
I&( - W) C int Ko*( - W). (2.14) 
PROOF. It suffices to show that if y E aK,( - W) then y E int K,( - W). 
By Lemma 2.2, y = k, - w0 where k, E K,, and w0 E aW. We have: 
k, = 
s 
’ R(u - T) G,(T) d7, ~~(7) admissible control. 
0 
Consider the set 
E&~,e=~*-u 1 ’ R(’ u - T) &(T) dT, q(T) bounded and measurable 0 
This set is dense in X. Indeed, otherwise there exists a functional g E X*, 
g # 0, such that g(e) = 0 for all e E E. Hence, 
s 
(I’--0 
< C*R*(u’ - T)& ul(T) > dT = 0. 
0 
This implies that C*R*(o’ - T)g = 0 for all 0 < T < u’ - u. By (v), 
g = 0, thus contradicting our assumption. 
Consider the function 
u*@) = 
%(T) if o<T<U’--U, 
#o(T - U’ + U) if U’ - U < T < U’. 
If E > 0 is sufficiently small then u.+(t) is an admissible control. (Here we use 
the assumption that 0 E int U.) Denoting by x*(t) the trajectory correspond- 
ing to u*(t), we easily see that 
x*(d) = k, + Ee (e E E). (2.15) 
Now let w, be an interior point of W. Then, for some p > 0, the ball 
~(w,,P)={~~X;II~--W1ll~p) 1 ies in W. From the convexity of W 
it follows that, for any 0 < 19 < 1, the ball with center ~9wr + (1 - 0) w. 
and radius Op lies in W, i.e., 
qew, + (1 - 8) w. , ep) c w. (2.16) 
We shall now show that y = k, - w. belongs to int &(- W). Since E 
is dense in X, there is an element e E E such that 
With e fixed, we have 
II e - (wl - wo) II -c P. (2.17) 
w, + ee = (1 - E) w. + EWE + ~@j (0 < E < l), (2.18) 
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where 8 = e - (cur - zu,,). By (2.17), (( w 11 < p. Hence it follows from (2.18), 
(2.16) that w,, + Ee belongs to int W. 
Next, by (2.15) 
y = ho - w. = (ho + ce) - (w. + ce) 
= x*(0’) - (2~s + ,e) E ~*(a’) - int WC int KO,( - W). 
This completes the proof of the lemma. 
LEMMA 2.7. For any u > 0, the set K,( - W) is closed. 
PROOF. We have to show that ify, E K,( - W), yn -+y, then y E K,,( - W). 
Write yn = x, - wo, where x, E K, , x, E W. Since K, is compact, we can 
extract a convergent subsequence of {x~} (which we denote again by {x~}). 
Let x = lim x, . Then XEK,, and w,=x,--yy,-+w, where w=x-y. 
Since W is closed, w E W. Consequently, y = x - w E K,(- W). 
Consider now the point y(T). It belongs to KT(- W). We claim that it 
actually belongs to the boundary of KT( - W). Indeed, if y( T) E int KT( - W) 
then, by Lemma 2.2, 
y(T) E ki - int W 
for some k, E KT . We can write kr = x,(T), where 
xl(t) = jt R(t - T) &(T) dT, ui admissible control. 
0 
But then xr(T - E) EP(T - E) + W for some E > 0. This however contra- 
dicts the optimal+ of u”. 
Having proved that y(T) is a boundary point of KT(- W), we next use 
Lemma 2.1 with V = {y(T)}. W e conclude that there exists a continuous 
linear functional s* in X* such that I/ s* 11 = 1 and 
s*(Y) G s*(w)) for all Y E Kd- W). (2.19) 
We now modify t?(t). Let 7. be any regular point of the measurable function 
G(t) (cf. [4]) and let ZI be any point of V. Consider, for any E > 0 sufficiently 
small, the admissible control 
v*(t) = 
1 
i?(t) if 0 < t < 7. or ro+e<t<T, 
V if 7-O < t < To + E. 
Let y*(t) be the corresponding trajectory. Then (cf. [4]), 
f 
SW if 0 < t < 7o, 
y*(t) = J(t) + (t - 70) S(t, 7J D(T,) (v - ~(7~)) + R if 7. < t < 7. + E, 
Y(t) + 4t, ~0) WT,) (v - v(~o)) + R if 7. + E < t < T, 
(2.20) 
where 1) R /I < T(E) E, T(E) --+ 0 if E -+ 0. 
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LEMMA 2.8. The following inequality holds: 
s*(y*(T)) G s*W)). 
PROOF. We shall assume that 
s*(r*(TN > s*U(TN 
and derive a contradiction. 
(2.21) 
(2.22) 
Consider y(t) for a fixed t < T. This point does not belong to K,(- W) 
(because of the optimality of T). By Lemma 2.6, for any s > T, 
y(T) E int K,(- W). H ence 9(t) E .I&( - W) if t is sufficiently close to T. 
Using Lemma 2.5 we conclude that there exists a positive number 6, such 
that, if T - 6, < t < T, then 
J(t) E a-- W) if and only if s 2 s(t), 
y(t) E ~Ksd- Wh 
and s(t) > t, s(t) -+ T if t + T. 
By Lemma 2.2 we have 
y(t) = Xt - w, where Xt E Kdt, 9 Wf E aw. (2.23) 
By Lemma 2.1, there exists a normalized supporting functional ft to 
Kdd- W at Y(t) 
fb> <f@(t)) for all 2 E&d-- W>. (2.24) 
We shall prove that there exists a 6, > 0 sufficiently small such that 
f t(Y *@I> > f&W if T-&<t<T. (2.25) 
Suppose (2.25) is false. Then there is a sequence {tn}, t,, 7 T, such that 
f t,(Y *&8 G f ~“m%)). (2.26) 
For any T’ > T, xt, E Kp if n is sufficiently large (since xt E KS(,) and 
s(t) -+ T if t + T). Since KTs is compact, there is a convergent subsequence 
of {xt,} in Kp . We denote this subsequence again by {xc,}, and its limit by 
XT. Since XT E KT* for any T’ > T, we have (by Lemma 2.4): XT E KT. 
Clearly, wt, + w0 as n -+ co, where w, = XT --y”(T). Since wt E aw, we 
have w,, E a W. 
Substituting y(T) = XT - w, , y = xT - w (w E W) into (2.19) we get 
s*(w) > s*(wJ. 
Substituting x = xt - w (w E W) and y(t) from (2.23) into (2.24), we get 
f&4 2 fth). 
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Thus -ft and - s* are the normalized supporting functionals to W at the 
points wt and w,, , respectively. Since wt -+ w,, , it follows, by (vii), that 
ft, - s* in S* as n + co. Taking n --+ co”in (2.26), we then obtain 
s*(Y*w e s*wm 
which contradicts (2.22). 
We have thus proved that if (2.22) holds then also (2.25) for some 
sufficiently small 6, > 0. 
Consider now the admissible control 
w&t) = (1 - 6) E(t) + sV*(t) (0 < s < l), 
and denote by ys(t) the corresponding trajectory, i.e., 
Y&) = (1 - qw) + aY*(t). (2.27) 
Let t be a fixed point in the interval [0, T). Sincey(t) $ K,(- W) and since, 
by Lemma 2.7, K,(- W) is closed, it follows that 
dist(y(t), K (- W)) > 17 > 0. 
By continuity ofy(t) and by the monotonicity of K,(- W) in t, 
WY(f), &(- V) 2 + 17 
if min(O, t - 6’) < t’ < t for some E’ > 0. Using the Heine-Bore1 theorem 
we conclude that 
dist(y”(t), K,(- W)) > Q, > 0 if 0 < t 4 T - S, , (2.28) 
where 6, is taken to be the same number which occurs in (2.25). 
From (2.27), (2.28) we seeithat 
dist(ys(t), K,(- IV)) > 0 if 0,(t<T--6,, 
provided 6 is sufficiently small. Next, from (2.27), (2.25) we have 
Hence, (2.24) shows that the point yB(t) does not lie in I&(,,(- W) for 
T - 8, < t < T. Since s(t) > t, we have thus proved that 
YsW $ a- WI for O<t,(T. 
Therefore, any W-encounter time for the control we(t) is > T. This contra- 
dicts the maximality of C(t). The proof of Lemma 2.8 is thereby completed. 
We now substitute y*(T) from (2.20) into (2.21). After dividing by E 
and taking E + 0, we obtain: 
<s*, S(T, d Wo) (w - +o))) < 0. 
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Hence, 
fig (D*(T) s*p, T) s*, w) = (D*(T) s*(T, T) s*, 5(T)) (2.29) 
for any regular point 7 of G(T). Thus, (2.29) holds for almost all T E (0, T). 
(2.29) is an analog of Pontryagin’s maximum principle. The assertion that 
t?(T) E av for almost all 7 E (0, T) follows easily from (2.29) and (v). Indeed, 
if this assertion is false then 
dist(c(T), av) > 7 > 0 
for all 7 in a subset d of (0, T) having a positive measure. For any w E Z 
we can apply (2.29) with ZI = e(T) f cw provided 7 E d and E > 0 is suf- 
ficiently small. We then obtain 
(D*(T) s*(?-, T) S*, W) = 0 (TEd,wez). 
Hence D*(T) s*( T, T) s* = 0 for all 7 EA. By (v) it then follows that s* = 0; 
a contradiction. 
REMARK 1. Let h(t) be a locally integrable function from [0, co) into X. 
Then it is easily verified that Theorem 2.1 remains true if the equation (1.3) 
is replaced by 
$ + B(t)y = D(t) w(t) + h(t). (2.30) 
REMARK 2. Theorem 2.1 can be extended to cases where x0 f 0 and 
0 $ int U. In fact, let x(t) be a solution of 
$f +A4 = Cu,, 
2(O) = x0, 
where u,, is a fixed point of int U. Set 
z(t) = x(t) - 2(t), 
p(t) = y(t) - Z(t). 
Then (l.l), (1.2) and (1.3), (1.4) reduce to 
$+As=cii (a = 24. - UJ, 
a(o) = 0, 
g + B(t)7 = II(t) w + h(t), 
m =Yo - x 
(2.31) 
(2.32) 
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h(t) = - y - B(t) i(t). (2.33) 
Instead of the control set U we now have the control set a = U - u,, 
whose interior contains 0. Also, instead of x0 # 0 we now have a zero initial 
condition. Finally, 
5((t) ---y(t) = x(t) -y(t). 
Thus, if we can show that h(t) is locally integrable, then we can apply Theo- 
rem 2.1 and Remark 1 to the new systems (2.31), (2.32) and thus conclude that 
Theorem 2.1 remains true if the assumptions x,, = 0, 0 E int U are dropped. 
One can give various sufficient conditions which imply the local integra- 
bility of h(t). We shall give one such set of conditions. Suppose A satisfies 
(ii)’ (instead of (ii)) and suppose, further, that x,, E D(Au) for some p > 0 
(for definition and properties of A u, see [9]). Then dS(t)/dt and A;(t) are 
continuous for t > 0 and are bounded by const. tu-l as t + 0. Hence, if 
B(t) A-l is a bounded operator, then h(t) is locally integrable. 
REMARK 3. If B is independent of t then instead of assuming (iii) it 
suffices to assume that B satisfies the condition (ii) (with A replaced by B). 
REMARK 4. The assumption of uniqueness for D*(t) S*(rr, t) made in (v) 
was not used in deriving the maximum principle (2.29). It was only used 
in deducing from (2.29) the assertion that G(t) E aV for almost all t E (0, T). 
REMARK 5. If A generates a strongly continuous group then the assertion 
of Theorem 2.1 is valid if the assumption (vi) is dropped, C = identity, and 
W = (0). Indeed, the sets K, now have nonempty interior (cf. [4]) so that 
the set Kr has a supporting functional at 5(T), by Lemma 2.1. The proof 
that E(t) E aU then follows as before. The proof that G(t) E aV is obtained 
by some modifications of the above proof, taking W = (0). The main new 
point is the fact that 
K, C int K,, if a < d. (2.34) 
To prove (2.34) it suffices to show that the set E introduced in the proof of 
Lemma 2.6 is a neighborhood of 0. Writing 
f 
0’-0 
x= R(o’ - T)) R(’ - “‘) ’ d7, 
0 a’ - 0 
we see that x E E if R(T - 0’) x/(0 - a ) I ies in U. Thus, if /I x j/ is sufficiently 
small then x E E. This shows that 0 E int E. 
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3. APPLICATIONS TO PARTIAL DIFFERENTIAL EQUATIONS 
Let Q be a bounded domain in R” and set D, = D x (0, T) for T > 0. 
We shall denote by x a variable point in Rn and by t a variable point in 
[0, co). Set Dar = 0;’ -** 02 where Dj = a/axj, 01 = (aI ,..., a ) and 
1 a j = a1 + *-- + an. We introduce a partial differential operator 
4x, D) = C 44 DE, 
bl<2m 
where m is a positive integer. Consider the initial-boundary value problem 
f$ + A(x, D) u =f(x, t) in D, , (3.1) 
24(x, 0) = uo(x) on Q, (3.2) 
Bj(x, D) u = 0 on ai2 x (0, 00) (1 <j < m), (3.3) 
where the B, are some “regular” boundary operators (see [17]), such as 
Bj = a+1/a+-1, v being the normal to a&?. 
Assume that aQ is in Pm, that A(x, D) is strongly elliptic in D, , and that 
all the coefficients of,4(x, D) are continuous in Dm . Then (see [17]) one can 
define, for any 1 < p < co, an operator A with domain H2m*~(Q; {Bj}) such 
that 
(AU) (x) = A(x, D) u(x) for 
Furthermore, for some k > 0, A + kl satisfies (ii)‘. Without loss of generality 
we can assume that k = 0. Indeed, otherwise we make a substitution 
Zz = e-ktu in the differential system, and consider zi instead of u. 
Since R(t) is analytic semigroup, the uniqueness condition imposed upon it 
in (v) is satisfied. 
Analogously to (3.1)-(3.3), we write down another parabolic system for the 
trajectories of the evader: 
2 + B(x, t, D) ZI = g(x, t) in D, , (3.4) 
v(x, 0) = vo(x) on Q, (3.5) 
B;(x, D) v = 0 on a52 x (0, CO) (1 <j < m’), (3.6) 
where 2m’ is the order of the strongly elliptic operator B(x, t, 0). The 
coefficients ofthis operator generally depend on t. 
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The condition (iii) is then satisfied if the coefficients of B(x, t, D) are 
uniformly Holder continuous in t. The uniqueness condition of(v) is satisfied 
under some additional assumptions on B (cf. [4]). For instance, if 
B(x, t, D) = B*(x, t, D) + B**(x, t, D) 
where B* is self-adjoint and B** is a differential operator of order .< m, 
and if the coefficients b, of Do in B(x, t, D) are such that Deb, , ab,/at are 
continuous in rs, for all I/3 1 < / (Y j , then the uniqueness condition holds 
in the case of the Dirichlet boundary conditions, i.e., in case Bj = @l/W. 
Of course, if B(x, t, D) is independent of t then the uniqueness condition 
also holds. 
In order to apply Theorem 2.1 we take X = ZP(Q) for some 1 < p < CO 
and consider both systems (3.1)-(3.3) (for the pursuer) and (3.4)-(3.6) (for 
the evader) as evolution equations, with given initial data, in the Banach 
space X. For different choices of p one has different concepts of a “solution.” 
Since U(Q) CLq(sZ) Ig b a e raically and topologically when p > 4, it follows 
that a “solution” when X = P(Q) is also a “solution” when X =L’J(sZ). 
A classical solution is, of course, a solution in any space X = U’(Q). 
We fix an approximation set W, satisfying (vii). For instance, we can take 
w = I+); i, p(x) I w(x) - w&) IP fix d 11 , (3.7) 
where w0 is a fixed element of P(Q) and p(x) is a positive continuous function 
on 8. 
We next define sets 
uq = 1 f(x); J‘, 44 lf(4 IQ dx < 11 if 1 < q < 03, 
(3.8) 
urn = (f(x) EL”(Q); - Y G(x) < Y’L 
where e(x) is a positive continuous function on D and y, y’ are positive con- 
stants. 
THEOREM 3.1. Let the foregoing assumptions regarding the system (3.1)- 
(3.3) hold and assume that 
f>$-$, pGq<c% l<p<c0. (3.9) 
If U = U, , where U, is defined by (3.8), then, for any (T > 0, the set K, 
(dejned by (2.1) with C : Lq(sZ) -+ L”(Q) defined by Cu = u) is compact. 
Thus the condition (vi) is satisfied. 
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COROLLARY. If q > n/2m then the assertion of Theorem 3.1 holds for any 
1 <p<q,p<a. 
PROOF. Suppose first hat q < co. We shall denote various constants by 
the same symbol C. Let z E K,, . Then 
s 0 .Z= e-(0-T)Af(7) & (If IL* < Cl> (3.10) 0 
where R(t) = e-t-4 is analytic semigroup. As is well known (see, for 
instance, [9]), 
(C = C(e)) (3.11) 
for any 0 < 0 < 1. In (3.10) e-tA is considered as an operator in LP(Q). 
However, its restriction to D(f2) is also an analytic semigroup (since A, 
restricted to L*(Q), satisfies (ii)‘). Since Ae is a closed operator, we find from 
(3.10) that x lies in the domain of Ae and 
where (3.11) has been used. Setting 5 = Aez we have: 
KOCE where E = (z EL*(Q), z = A-@[ and 1 5 ILv < C>. 
Using the a priori inequality (see [ 171) 
c I Dav IL’ < C I Av lLq for v E H-+2; {II?}), 
lal<2m 
Sobolev’s imbedding inequalities, and interpolationary inequalities for A!, 
we have (see, for instance, [18], [19]) that the set E is compact in D’(Q) 
provided p satisfies (3.9). Hence K, is compact. 
Finally, the assertion for q = co follows from the assertion for q > n/2m. 
We sum up the assumptions made so far: 
(a) The coefficients of the parabolic equations in (3.1) and in (3.4) are 
continuous in D, , and uniformly Hiilder continuous in t, in is, . 
(b) a52 is in C2m and the boundary conditions in (3.2), (3.4) are “regular” 
(see [17]). 
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(c) B(x, t, D) is either independent of t, or B = B* + B** where B* 
is self-adjoint, B * * is of order < m, DQ, (for 0 < I,6 1 < / 01 I) and i%,/i? 
belong to C(D,,J, and Bi = aj-l/a~j-~ (I <j < m’). 
(d) W has the form (3.7), U = U, where U, is given by (3.8) and (3.9) 
holds. 
We have proved: 
THEOREM 3.2. If (a)-(d) hold and if the condition (iv) holds and u0 4 0, 
then the assertion of Theorem 2.1 is valid. 
The assumption p < 4 made in (d) may be removed. The operator C 
may then become unbounded, but the proof of the theorem remains, never- 
theless, true. 
The problem of verifying (iv) is a problem of controllability with a moving 
target. 
We conclude this section by noting that Theorem 2.1 can also be applied 
to some hyperbolic equations. Indeed, there are classes of hyperbolic equa- 
tions which can be written in the form (1.1) with A satisfying (ii). In some 
cases (as in the case of the Schrodinger equation) A generates a strongly 
continuous group, and thus the result stated in Remark 5 at the end of Sec- 
tion 2 can also be applied. 
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