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Abstract
We propose a class of dimension reduction methods for right censored survival
data using a counting process representation of the failure process. Semipara-
metric estimating equations are constructed to estimate the dimension reduction
subspace for the failure time model. The proposed method addresses two fun-
damental limitations of existing approaches. First, using the counting process
formulation, it does not require any estimation of the censoring distribution
to compensate the bias in estimating the dimension reduction subspace. Sec-
ond, the nonparametric part in the estimating equations is adaptive to the
structural dimension, hence the approach circumvents the curse of dimension-
ality. Asymptotic normality is established for the obtained estimators. We
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further propose a computationally efficient approach that simplifies the estima-
tion equation formulations and requires only a singular value decomposition to
estimate the dimension reduction subspace. Numerical studies suggest that our
new approaches exhibit significantly improved performance for estimating the
true dimension reduction subspace. We further conduct a real data analysis
on a skin cutaneous melanoma dataset from The Cancer Genome Atlas. The
proposed method is implemented in the R package “orthoDr”.
keywords Sufficient Dimension Reduction; Survival Analysis; Estimating Equations; Semi-
parametric Inference; Sliced Inverse Regression.
1 Introduction
Dimension reduction is an important problem in regression analysis. It aims to extract a
low-dimensional subspace from a p-dimensional covariates X = (X1, . . . , Xp)
T, to predict an
outcome of interest T . The dimension reduction literature often assumes the multiple-index
model
T = h
(
BTX, 
)
, (1.1)
where  is a random error independent of X, B ∈ Rp×d is a coefficient matrix with d < p,
and h(·) is a completely unknown link function. This model is equivalent to assuming
T ⊥ X | BTX (Li, 1991). Since any d linearly independent vectors in the linear space
spanned by the columns of B also satisfy model (1.1) for some h, we define S(B) to be
this linear subspace. Furthermore, we call the intersection of all such subspaces satisfying
T ⊥ X | BTX the central subspace, denoted by ST |X , whose dimension is called the
structural dimension. According to Cook (2009), ST |X is uniquely defined under mild
conditions. The goal of sufficient dimension reduction in (1.1) is to determine the structural
dimension and the central subspace using empirical data.
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There is an extensive literature on estimating the central subspace for completely ob-
served data, including the seminal paper from Li (1991) and subsequent works such as
Cook & Weisberg (1991), Zhu et al. (2006), Li & Wang (2007), Xia (2007), and Ma & Zhu
(2012). When T is subject to right censoring, which frequently occurs in survival analysis,
model (1.1) includes many well-known survival models as special cases, for instance, the
Cox proportional hazard model (Cox, 1972), the accelerated failure-time model (Lin et al.,
1998), and the linear transformation models (Zeng & Lin, 2007).
There has been limited work on estimating the dimension reduction subspace using
censored observations. Li et al. (1999) propose a modified sliced inverse regression method
which uses the estimate of the conditional survival function to account for censored cases.
Xia et al. (2010) propose to estimate the conditional hazard function nonparametrically
and utilize its gradient and local linear regression to construct the dimension reduction
directions. In Li et al. (1999), a p dimensional kernel estimation is used for compensating
the bias caused by censoring, while in Xia et al. (2010), the estimation procedure also
requires a p dimensional kernel hazard function to provide reliable initial value, and then
gradually reduce the dimension to d. Hence these methods inevitably suffer from the curse
of dimensionality. When p is not small, some alternative approaches such as Lu & Li
(2011) adopt an inverse probability weighting scheme, which implicitly requires the correct
specification of the censoring mechanism.
In this paper, we propose a counting process-based dimension-reduction framework that
leads to four different approaches. The proposed methods enjoy unique advantages and
address several limitations of the existing literature. First, our approach is built upon a
counting process representation of the underlying survival model. This allows a construc-
tion of doubly robust estimating equations, and the resulting estimator is more stable than
existing approaches such as Xia et al. (2010). This formulation can avoid the linearity as-
sumption (Li, 1991) and the estimation of any censoring distribution, which are necessary
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components of Li et al. (1999) and Lu & Li (2011). Second, the proposed framework is
adaptive to the structural dimension in the sense that the involved nonparametric estima-
tions only depend on the dimension of S(B), which is usually small, thus circumvents the
curse of dimensionality. To this end, the proposed method shares similar advantage as Xia
et al. (2010). However, computationally, we utilize an optimization approach on the Stiefel
manifold (Wen & Yin, 2013) to solve the estimating equations, which is numerically stable
and fast. Last, under some restrictive assumptions, our method reduces to a computation-
ally efficient approach that can directly estimate the dimension reduction subspace without
nonparametric smoothing.
2 Proposed methods
2.1 Semiparametric estimating equations for the central subspace
Throughout the paper, we denote the failure time by T and the censoring time by C.
Let Y = min(T,C) and δ = I(T ≤ C) be the observed event time and the censoring
indicator, respectively. We assume that C is independent of T conditional on X. Let
N(u) = I(Y ≤ u, δ = 1) and Y (u) = I(Y ≥ u) denote the observed counting process and
the at-risk process, respectively. Let λ(u|X) be the conditional hazard for T given X.
Due to Xia et al. (2010), model (1.1) is equivalent to λ(u|X) = λ(u|BTX). We further
let dM(u,X) = dM(u,BTX) = dN(u) − λ(u|BTX)Y (u)du be the martingale increment
process indexed by u. This paper centers on constructing estimation equations that are built
upon the counting process representation of the survival model. To derive the estimating
equations, we follow Bickel et al. (1993) and Tsiatis (2007) to obtain the ortho-complement
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of the nuisance tangent space at B as
E⊥ =
{∫ {
α(u,X)− α∗(u,BTX)}dM(u,X) :
α(u,X) is a measurable function of X and u
}
, (2.1)
where
α∗(u,BTX) = E
{
α(u,X)
∣∣Fu, BTX},
and Fu the filtration. The derivation can be found in the Supplementary Material. To
estimate B, we consider the unbiased estimating equations
E
[ ∫ {
α(u,X)− α∗(u,BTX)}{dN(u)− λ(u|BTX)Y (u)du}] = 0. (2.2)
The sample versions based on n independent and identical copies {Yi, δi, Xi}ni=1 are given
by
n−1
n∑
i=1
[ ∫ {
α(u,Xi)− α∗(u,BTXi)
}{
dNi(u)− λ(u|BTXi)Yi(u)du
}]
= 0, (2.3)
where the conditional hazard function will be estimated using the data. For some particular
choices of α(u,X), this can be implemented utilizing the generalized method of moments
(Hansen, 1982):
B = arg min
B∈Θ
{
ψn(B)
Tψn(B)
}
, (2.4)
where ψn(B) is the left hand side of (2.3). Several quantities in ψn(B) need to be estimated
nonparametrically. For example, the conditional hazard function λ(u|BTXi) at any time
point u can be estimated by
λ̂(u|BTX = z) =
∑n
i=1Kb(Yi − u)δiKh
(
BTXi − z
)∑n
j=1 I
(
Yj ≥ u
)
Kh
(
BTXj − z
) , (2.5)
for some bandwidths b, h, and kernel function Kh(·) = h−1K(·/h). Details of these nonpara-
metric components will be deferred to Section 3. It is worth noting that this nonparametric
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component requires is only a d dimensional kernel, hence adaptive to the underlying struc-
ture.
It is then crucial to choose specific forms of α(u,X). Different choices may result in sim-
plifications of the above formulation and/or gain additional theoretical and computational
advantages. In the next two sections, we present four different choices, which fall into two
categories: the forward and inverse regression schemes. The main differences between the
two schemes are whether the counting process N(u) is used in the definition of α(u,X). The
forward regression scheme is essentially the estimating equations approach in the normal
regression, while the inverse regression scheme utilizes N(u) to mimic the sliced inverse
regression (Li, 1991) conceptually.
2.2 Forward regression
In the forward regression scheme, we choose α(u,X) such that it does not depend on the
observed failure process N(u). We first notice that, as long as α(u,X) depends at most on
the at-risk process Y (u), we can simplify the estimating equations in (2.2) into
E
(∫ [
α(u,X)− E{α(u,X)|Y (u) = 1, BTX}]dN(u)) = 0. (2.6)
We now give one example of α(u,X) in the following when the structural dimension
d = 1. This requires only a 1-dimensional nonparametric estimation.
Example 2.1. With α(u,X) = X, the population version of the p-dimensional estimating
equations is given by:
E
(∫ [
X − E{X|Y (u) = 1, BTX}]dN(u)) = 0. (2.7)
This formulation reduces to the set of efficient estimating equations for the Cox proportional
hazard model when the exponential link is known to be the underlying truth. It can also
be used for the transformation models proposed by Zeng & Lin (2007). For some simple
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extensions, we could let α(u,X) = E{XY (u)}XT to obtain p-by-p dimensional estimating
equations, which is suitable for the case of d > 1. To implement the forward regression
method given by (2.7), noticing that dNi(u) takes a jump at Yi only if δi = 1, we can
estimate ψn(B) in (2.4) using
ψ̂n
(
B
)
=
1
n
n∑
i=1
{
Xi − Ê(X|Y ≥ Yi, BTXi)
}
δi, (2.8)
where Ê{X|Y ≥ u,BTX = z} takes the following form for any given u and z,
∑n
i=1XiI
(
Yi ≥ u
)
Kh
(
BTXi − z
)∑n
i=1 I
(
Yi ≥ u
)
Kh
(
BTXi − z
) , (2.9)
for some choices of bandwidth h and kernel function Kh(·). Again, these details are deferred
to Section 3.
2.3 Inverse regression
In this section, we focus on the inverse regression scheme. An important property that
motivates the development is
{
dN(u) |Y (u) = 1, BTX} ∼ Bernoulli{λ(u|BTX)du}, (2.10)
where dN(t) = N(t + dt) − N(t). Hence, we can consider the sliced conditional mean
of X given the outcome of dN(t) among the risk set, i.e., Y (t) = 1. This leads to the
construction of a local mean difference that is essentially the sliced mean difference for the
binary outcome dN(u) (Cook & Lee, 1999):
ϕ(u) = E
{
X
∣∣dN(u)=1, Y (u)=1}−E{X∣∣dN(u)=0, Y (u)=1}. (2.11)
It should be noted that the outcome dN(u) conditioning on the event Y (u) = 1 depends
only on the failure model λ(u|BTX) (Xia et al., 2010). Hence, by varying the argument u,
the inverse regression curve ϕ(u) is contained within the central subspace ST |X . With this
7
ϕ(u) established, we consider the function
α(u,X) = XϕT(u). (2.12)
Then,
α(u,X)− α∗(u,BTX) = [X − E{X|Y (u) = 1, BTX}]ϕT(u). (2.13)
This particular choice can be implemented by estimating E{X|Y (u) = 1, BTX} using equa-
tion (2.9) and estimating ϕ(u) using the sliced average based on (2.11):
ϕ̂(u) =
∑n
i=1XiI
(
u ≤ Yi < u+ h, δi = 1
)∑n
i=1 I
(
u ≤ Yi < u+ h, δi = 1
) − ∑ni=1XiI(Yi ≥ u)∑n
i=1 I
(
Yi ≥ u
) . (2.14)
Based on this choice of α, we propose two methods that utilize the estimating equations
(2.2), and a computationally efficient method that further simplifies the formula to a singular
value decomposition problem.
Example 2.2. Replacing α(u,X) − α∗(u,BTX) in (2.2) by (2.13) leads to the semipara-
metric inverse regression approach in its population version:
E
(∫ [
X − E{X|Y (u) = 1, BTX}]ϕT(u)dM(u)). (2.15)
This consists of p × p estimating functions, and is able to handle d > 1. However, the
nonparametric estimation part is only d dimensional as reflected by BTX. Furthermore, this
formulation enjoys the double robustness property which is illustrated in the Supplementary
Material. Similar phenomenon has been observed by Ma & Zhu (2012) in the regression
setting but without censoring. This suggests that if one of the terms E{X|Y (u) = 1, BTX}
andM(u) is estimated incorrectly, we can still obtain consistent estimations of the dimension
reduction subspace. In our numerical experiment, we do observe numerical advantage of
this approach over its simplified version, which is given in Example 2.3.
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To implement this method, a vectorized ψn(B) is given by
ψ̂n
(
B
)
=vec
[
1
n
n∑
i=1
n∑
j=1
δj=1
{
Xi−Ê
(
X
∣∣Y ≥ Yj , BTXi)} ϕ̂T(Yj){δiI(j= i)−λ̂(Yj |BTXi)}],
(2.16)
where Ê{X|Y ≥ u,BTX = z} and ϕ̂T(u) are given in (2.9) and (2.14), respectively, and
the conditional hazard function can be estimated by (2.5). We finally apply the generalized
method of moments (2.4) to estimate B.
Example 2.3. Similar to the forward regression example, our choice of α(u,X) in (2.12)
depends on at most the at-risk process Y (u). Hence, the estimating functions in (2.15) can
be simplified to the following counting process inverse regression approach:
E
(∫ [
X − E{X|Y (u) = 1, BTX}]ϕT(u)dN(u)). (2.17)
Replacing dM(u) with dN(u) greatly reduces the computational burden. This can be
seen from (2.16), where a conditional hazard function λ̂
(
Yj |BTXi
)
needs to be evaluated at
each observed failure time point j for all observations i. Of course, by doing this simplifi-
cation, we lose the double robustness property. The implementation of this approach is a
simplified version of (2.16) with:
ψ̂n
(
B
)
=vec
[
1
n
n∑
i=1
{
Xi−Ê
(
X
∣∣Y ≥ Yi, BTXi)} δiϕ̂T(Yi)], (2.18)
where the estimations of nonparametric components are provided previously.
Example 2.4. With some additional assumptions, B can be estimated without any non-
parametric smoothing. We make the following definitions:
Definition 2.5. For any α ∈ Rp and any u > 0, the linearity condition (Li, 1991) is satisfied
further conditioning on the event {Y (u) = 1}, i.e.,
E{αTX|Y (u) = 1, BTX = z} = c0(u) + cT(u)z, (2.19)
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where c0(u) and c(u) are constants that possibly depend on u. Furthermore, the time-
invariant covariance condition requires
Cov{X|Y (u) = 1} = c1(u)Σ, (2.20)
where c1(u) is some constant that depends on u.
Noticing that after centering X at time point u, if the above two conditions are satisfied,
we have
E(X|Y (u) = 1, BTX)− E(X|Y (u) = 1)
= P
{
X − E(X|Y (u) = 1)},
where P = ΣB(BTΣB)−1BT and the constant term c1(u) vanishes. Realizing that by the
time-invariant covariance condition, P remains the same across all time points, plugging in
the above equation into (2.17) leads to
Q E
(∫ [
X − E{X|Y (u) = 1}]ϕT(u)dN(u))=0,
where Q = I − P . This is equivalent to deriving the left-singular space of the covariance
matrix
E
(∫ [
X − E{X|Y (u) = 1}]ϕT(u)dN(u)). (2.21)
The computation of this approach is extremely simple. Realizing that dN(u) takes value
1 at at most one time point on the entire time domain, which corresponds to the failure
subjects, the covariance form can be estimated by a sum of n terms. Then we perform
singular value decomposition on this sample covariance matrix and obtain its leading left
singular vectors, hence no optimization is required. Details are provided in Algorithm (1).
Remark 2.6. The two conditions imposed in this example are somehow restrictive and do
not always hold. For example, since Y (u) is a process that depends on both the failure
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and censoring distribution, as long as the censoring distribution depends on structures
beyond BTX, the conditions could be violated. However, many recent works of literature
argue that the sliced inverse regression seems to still have satisfactory performances even
when the linearity condition do not hold (Li & Dong, 2009; Dong & Li, 2010). Hence,
this does not prevent the method from serving as a good explorative tool. The method
is also practically very useful since it is served as the initial value when solving our other
optimization approaches to speed up the computation.
3 Implementation and Algorithm
The implementation of the computationally efficient method given in (2.21) is straight-
forward since only sliced averaging and eigen-decomposition are required. Algorithm (1)
summarizes the estimation procedure.
Algorithm 1 Algorithm for the computationally efficient approach.
Input: {(Xi, δi, Yi), 1 ≤ i ≤ n}, h > 0, k > 0.
Step 1: For each Yi such that δi = 1, calculate ϕ̂(Yi) using Equation (2.14) and calculate
Ê(X|Y > Yi) using Ê(X|Y > u) = {
∑n
i=1 I(Yi > u)}−1{
∑n
i=1XiI(Yi > u)}.
Step 2: Calculate M̂ = n−1
∑
δi=1
{Xi − Ê(X|Yi)}ϕ̂T(Yi).
Step 3: Perform the singular value decomposition: M̂ = ÛD̂V̂ T.
Output: B̂ as the first k columns of Û .
It requires numerical optimization to solve the estimating equations of the forward
regression approach given in (2.7) and the two inverse regression approaches, given in (2.15)
and (2.17), respectively. For all three approaches, we use the corresponding choice of the
moment conditions and solve for the minimizer of ψ̂n(B)
Tψ̂n(B), where ψ̂n(B) is specified
in (2.8), (2.16) and (2.18) respectively. Existing methods use general-purpose optimization
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tools such as the Newton–Raphson to solve for the minimizer, however, dimension reduction
methods create an additional difficulty due to the identifiability issue, i.e., B is not uniquely
defined and the rank may not be preserved if we solve it freely within the space of Rp×d. To
tackle this, Ma & Zhu (2012) propose to set the upper block (or a selected set of d rows) of
B as a diagonal matrix and solve for the rest of parameters. However, this requires the pre-
knowledge of the location of the important variables. Instead, we propose an orthogonality
constrained optimization approach to solve our semiparametric dimension reduction model
within the Stiefel manifold (Edelman et al., 1998):
minimize ψ̂n(B)
Tψ̂n(B),
subject to BTB = Id×d. (3.1)
The advantage of this optimization approach is that we exactly preserves the rank d of the
column space defined B while not pre-specify the restrictions on any of it entries. The main
machinery of this algorithm is the optimization approached proposed by Wen & Yin (2013).
The method is a first-order descent algorithm that preserves the update of the parameters
within the manifold. In particular, let the gradient matrix be defined as
G =
∂ ψ̂n(B)
Tψ̂n(B)
∂B
. (3.2)
Then, utilizing the Cayley transformation, we can update B to
B(τ0) =
(
I +
τ0
2
A
)−1(
I − τ0
2
A
)
B, (3.3)
where A = GBT − BGT is a skew-symmetric matrix, and τ0 is a step size. In practice, τ0
can be chosen using inexact line search by incorporating the Wolfe conditions (Nocedal &
Wright, 2006). It can be easily verified that if BTB = I, then B(τ0)
TB(τ0) = I for any
τ0 > 0, which preserves the constraint exactly. This approach is in-line with traditional di-
mensional reduction methods which recover the column space of B rather than treating each
entry as a fixed parameter. Moreover, if an upper block diagonal version is desired, we can
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easily convert the obtained solution through linear transformations. However, in this case,
we can select the largest entries in the estimated B̂ as the location of the diagonal matrix,
instead of pre-specifying the locations. The full algorithm is presented in Algorithm 2. The
iteration is stopped when a pre-specified optimization precision ε0 is reached. For estimating
the nonparametric components (2.5) and (2.9), we exploit the Gaussian kernel and choose
the optimal bandwidth h =
(
4/(d+ 2)
)1/(d+4)
n−1/(d+4)σ̂ (Silverman, 1986), where σ̂ is the
estimated standard deviation. For estimating the conditional hazard function, equation 2.5
bears much computational burden because it requires O(n2) flops to calculate the hazard
at any given u and z. An alternative approach that greatly reduces the computational cost
can be considered using the definition in Dabrowska et al. (1989), given by the following:
λ̂(u|BTX = z) =
∑n
i=1 I
(
Yi = u
)
I
(
δi = 1
)
Kh
(
BTXi − z
)∑n
j=1 I
(
Yj ≥ u
)
Kh
(
BTXj − z
) (3.4)
Since the indicator I
(
Yi = u
)
can only take 1 if u is among the observed survival times.
Hence, the numerator essentially requires only a single flop. Based on our experience, the
numerical performance of the two versions are very similar. Hence, the above definition
is implemented and used in the simulation study. Lastly, the implementation is available
through the R package “orthoDr” (Zhao et al., 2017) through the Rcpp (Eddelbuettel &
Franc¸ois, 2011) interface.
4 Asymptotic Normality
We focus on the semiparametric inverse regression approach, in which B̂ obtained by solving
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α̂∗(u, B̂TXi)
}
dM̂(u, B̂TXi)
]
= 0,
To address the identifiability issue of B, we restrict our attention to the matrices in the
form of B = (BTu , B
T
` )
T, where the upper sub-matrix Bu = Id ∈ Rd×d is the d × d identity
matrix. In this manner, we can view B` as the unique parameterizations of the subspace
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Algorithm 2 The orthogonality constrained optimization algorithm.
Input: ε0, {(Xi, δi, Yi), 1 ≤ i ≤ n}.
Initialize: Obtain B(0) from the computationally efficient approach in Algorithm 1.
For k = 1 to k = max.iter:
Numerically approximate the gradient matrix G at B(k).
Compute the skew-symmetric matrix matrix A = GBT −BGT.
Perform line search for τ0 on the path B(τ0) =
(
I + τ02 A
)−1(
I − τ02 A
)
B.
Update B(k+1) = B(τ0).
Stop if
∥∥B(k+1) −B(k)∥∥
2
≤ ε0.
Output: B̂ = B(k+1).
S(B). We then write β` = vecl(B) = vec(B`), the vector concatenating all free parameters
in B. We need the the following regularity assumptions.
Assumption 4.1. There exists a τ , such that 0 < τ <∞ and pr(Y > τ |X) > 0.
Assumption 4.2. Let fBTX(z) be the density function of B
TX evaluated at z = BTx,
f(t, z) be the density of T given BTX = z, S(t, x) = pr(T ≥ t|X = x) and Sc(t, x) =
pr(C ≥ t|X = x). Assume that f(t, z), fBTX(z), S(t, z) and E
(
Sc(t,X)|z
)
are bounded,
and have bounded first and second derivatives with respect to t and z, and S(t, z) is bounded
away from zero.
Assumption 4.3. The univariate kernel function K(x) is symmetric with
∫
x2K(x)dx <
∞. The d-dimensional kernel function is a product of d univariate kernel functions, that is
K(u) =
∏
K(uj) for u = (u1, . . . , ud)
T.
Assumptions 4.1 and 4.2 are standard in survival analysis. Assumptions 4.3 is commonly
used in kernel estimations. Base on these two assumptions, we can provide the rate for
our conditional hazard function estimation and its derivatives. Its easy to see that the
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Silverman formula implemented in our numerical approach automatically leads to consistent
estimations.
Lemma 4.4. Under Assumption 4.3 and 4.2, and assume that the bandwidths satisfy
h, b→ 0, nbhd+2 →∞, we have, uniformly for all t and z,
λ̂(t|z) = λ(t, z) +Op
((
nbhd
)−1/2
+ h2 + b2
)
, and
∂
∂z
λ̂(t|z) = ∂
∂z
λ(t, z) +Op
((
nbhd+2
)−1/2
+ h2 + b2
)
.
Before presenting our main theorem, we also need the convergence result of the α∗
functions. However, we do not want the theoretical result being limited to the choice given
in equation (2.2). Instead, we provide general results for any valid choice of the α∗ function,
as long as the following condition is satisfied.
Assumption 4.5. We assume that for some κ < 1/2, the convergence rate for the following
conditional nonparametric estimation holds uniformly over all u and z,
vec
{
α̂∗
(
u, z
)− α∗(u, z)} = Op (n−1/2+κ) ,
∂
∂z
vec
{
α̂∗
(
u, z
)− α∗(u, z)} = Op (n−1/2+κ) ,
Note that, for most valid choices such as a kernel estimation of the conditional den-
sity, when the number of dimension d is fixed, the rate provide in Lemma 4.4 is essen-
tially valid for α̂∗
(
u, z
)
, while for conditional expectation estimations, the classical rate of
Op
(
(nhd)−1/2 + h2
)
can obtained. Hence, with proper choice of the bandwidth, the rate of
Assumption 4.5 can always be achieved. We now present the main theorem.
Theorem 4.6 (Asymptotic Normality). Under Assumptions 4.1-4.5, and the choice of
bandwidths specified in Lemma 1, the estimator vecl(B̂) is asymptotically normal, that is
√
n
(
β̂` − β`
)
d−→ N (0,Σ),
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where Σ = (GTG)−1GΣAGT(GTG)−1,
ΣA = cov
(
A(τ)
)
= cov
(∫ τ
0
vec {α(u,X)− α∗(u,BTX)} dM(u,BTX)
)
,
and G = E
(
∂
∂β`
∫ τ
0
vec
[{
α(u,Xi)− α∗(u,BTX)
}]
dM(u,BTX)
)
.
5 Numerical Examples
5.1 Simulation Studies
In this section, we examine the finite sample performance of our proposed methods via
extensive numerical experiments. Specifically, we carry out the estimation of dimension
reduction subspace using the forward regression approach (2.7), the semiparametric inverse
regression approach (2.15), the counting process inverse regression approach (2.17) and the
computational efficient approach (2.21). All of our methods are implemented through the
“orthoDr” package in R. Four alternative approaches are considered: a naive approach that
performs sliced inverse regression on the failure observations, carried out using the “dr”
package (Weisberg, 2002); the double slicing approach (Li et al., 1999) using R package
“censorSIR” provided by Wu et al. (2008); the minimal average variance estimation based
on hazard functions in Xia et al. (2010). This implementation is provided by the original
author through MATLAB; and the inverse probably of censoring weighted approach based
on Lu & Li (2011). We carry out this approach ourselves by using a Cox proportional
hazard model to estimate the censoring weights and obtain the reduced space by utilizing
the “dr” package with subject weights.
We consider four different settings: Setting 1 is a classical Cox proportional hazard
model; Setting 2 is constructed with structural dimension d=2 and directions in the hazard
function are changing over time; Setting 3 also has structural dimension equal to two, with
the two directions interacting with each other. Setting 4 also has two interacting structural
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dimensions, while the failure and the censoring variables have overlap. For each setting, we
consider p = 6, 12 and 18. Each experiment is repeated 200 times with sample size n=400.
Setting 1: The true survival time T and the censoring time C are generated from
exponential distributions with rate exp(βTX) and exp(X4 +X5− 1) respectively, where
β = (1, 0·5, 0, . . . , 0)T and Xj is the j-th element of X, for 1 ≤ j ≤ p. The covariate X
follows from multivariate normal distribution with mean 0 and covariance Σ =
(
0·5|i−j|)
ij
.
The overall censoring rate is around 35·3%.
Setting 2: We generate T1 and T2 from exponential distributions with rate exp(β
T
1X)
and exp(βT2X) respectively, where β1 = (1, 0, 1, 0, ..., 0)
T and β2 = (0, 1, 0, 1, 0, . . . , 0)
T. The
true survival time T = T1I(T1 < 0·4) + (T2 + 0·4)I(T1 ≥ 0·4). The censoring time C is
generated from exponential distributions with rate exp(X5 − X6 − 2). The covariate X
follows the same distribution as in Setting 1. The overall censoring rate is around 35·1%.
Setting 3: The true survival time T is generated from Weibull distribution with shape
parameter 5 and scale parameter exp(4βT2X(β
T
1X − 1)), where β1 = (1, 0, 1, 0, ..., 0)T and
β2 = (0, 1, 0, 1, 0, . . . , 0)
T. The censoring time C is generated uniformly from 0 to 3 exp(X5−
X6 + 0·5). We further draw X such that Xj ’s follow standard uniform distribution U(0, 1)
independently. The overall censoring rate is around 33·8%.
Setting 4: The true survival time T is generated from a Cox proportional hazard model
with log(T ) = −2·5 + βT1X + 0·5βT1XβT2X + 0·25 log(− log(1 − u)) and log(C) = −0·5 +
βT3X + log(− log(1 − u)), where u’s are i.i.d. uniform distributed, β1 = (1, 1, 0, . . . , 0)T,
β2 = (0, 0, 1,−1, 0, . . . , 0)T, and β3 = (0, 1, 0, 1, 1, 1, 0, . . . , 0)T. The covariate X follows the
same distribution as setting 1, except Σ =
(
0·25|i−j|). The overall censoring rate is around
26·2%.
We first investigate the statistical performance using three different measures: the
Frobenius norm distance between the projection matrix P and its estimator P̂ , where
P = B(BTB)−1BT; the trace correlation tr
(
PP̂
)
/d, where d is the structural dimension;
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and the canonical correlation between BTX and B̂TX. The results are summarized in Table
1.
Overall, the two inverse regression methods achieve the best performance, followed by
the computationally efficient approach. It is worth to point out that the computational
efficient approach, while no non-parametric approximation is required, outperforms existing
methods in almost all settings. Among all competing methods, double slicing performs the
best in general, while Xia et al. (2010) and Lu & Li (2011) outperforms double slicing in
Setting 3 and Setting 4, respectively. In terms of the three error measurements, we found
that the Frobenius norm distance is the most informative measurement, while the Trace
and Canonical correlations are less sensitive to the performances.
Among the two inverse regression methods, the semiparametric version is slightly better
in Settings 3 and 4. The main advantage of the semiparametric version compared with the
counting process version is the double robustness, which ensures consistency even when the
conditional expectations are not estimated correctly. However, this theoretical advantage
does not translate into strong numerical improvements in Settings 1 and 2 especially when
p is large. This is possibly due to the variations in the hazard function estimation, which
introduces less numerical stability. In setting 1, forward regression approach achieves the
best performance. As discussed in Example 1, this method mimics the efficient estimating
equations used in the Cox proportional hazard model and is thus the most efficient method
in this setting. In setting 2, The computationally efficient approach performs similarly
to the two inverse regression approaches and even outperforms them under large p. This
shows some potential of this approach in higher dimension settings when nonparametric
estimations may not be preferred.
One major challenge of solving estimating equations is the computational complexity,
especially with nonparametric components. Our proposed method adds additional diffi-
culties with the orthogonality constraints, i.e., BTB = Id×d. However, with our proposed
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orthogonality constrained optimization algorithm, in combination with the Rcpp interface,
our implementation can solve the proposed method very efficiently. In addition, parallel
computing through OpenMP is utilized to numerically approximate the gradient for each
entry of B. For example, in Setting 2 with p = 6, the mean computational time of the
inverse regression counting process approach is 1.62 seconds, while the time for the semi-
parametric version is 8.01 seconds. Table 3 in the Supplementary Material summarizes the
computational cost across all settings. All simulations are done on an Intel Xeon E5-2680v4
processor with 5 parallel threads.
We further investigate the variance of the proposed methods. Due to the complicated
form of the variance formula, we instead use the bootstrap to obtain an estimation of the
standard deviation of the proposed estimators. Using an upper-block-diagonal version of
the parameter of interest, we estimate the standard deviation of the parameters based on
100 bootstrap samples and also report the 95% confidence interval. The results show that
in setting one, the bootstrap estimator of all the proposed methods approximates the stan-
dard deviation closely. In the rest settings, the approximation of the computational efficient
approach and counting process inverse regression approach still archives good performance,
while semiparametric inverse regression approach slightly over-estimate the standard devi-
ations, leads to a slight over-coverage (around 98%). However, the proposed methods still
archive smaller empirical standard deviation on nearly all parameters across all settings.
Details are provided in the Supplementary Material.
5.2 Skin Cutaneous Melanoma Data Analysis
We apply the proposed method to The Cancer Genome Atlas (TCGA, http://cancergenome.
nih.gov/) skin cutaneous melanoma dataset. TCGA provides the public with one of the
most comprehensive profiling data on more than thirty cancer types. We acquire gene ex-
pression and clinical data on a total of 469 patients (156 observed failures) and their mRNA
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expression data on 20,531 genes. To produce biologically meaningful results, we preselect 20
genes in this analysis, which are the top 20 genes highly associated with cutaneous melanoma
based on meta-analyses of over 145 existing literature (Chatzinasiou et al., 2011). A list of
these genes can be found at http://bioserver-3.bioacademy.gr/Bioserver/MelGene/.
We further include age at diagnosis as a clinical control variable. All covariates are pre-
processed to have unit variance and zero mean.
Selecting the number of structural dimensions can be a challenging task, especially with
right censored survival model (Xia et al., 2010). To this end, we adopt the validated in-
formation criterion developed by Ma & Zhang (2015), which is particularly suited for our
generalized method of moments framework. The validated information criterion is con-
structed by penalizing the quadratic form of the objective function. Interestingly when we
apply this method to all of our proposed estimating equation approaches, d = 1 always
yields the best fit. Hence we present the results for all method under d = 1. As a demon-
stration of the fitted model, we project the design matrix on the estimated direction of the
semiparametric inverse regression approach and plot the survival outcome against the pro-
jection (Figure 1). A nonparametric estimation of the conditional survival function based
on this projection is also produced. From these two figures, we can see a clear trend that
subjects with larger values of the projection have lower survival rate. As for comparisons,
we perform the competing methods with one structural dimension, and the results can be
found in the Supplementary Material (Figure 6). From this simple visualization, it seems
that the double slicing method obtains a similar direction with monotone effects on the risk
of failure, while the other directions obtained by other methods are non-monotone.
We also observe both similarities and differences among different methods for the iden-
tified genes. A pairwise Frobenius norm distance is provided in the Supplementary Material
(Table 8). This suggests that the proposed methods have fairly small distances while ex-
isting methods mostly do not agree with each other. In addition, double slicing has the
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smallest distance with the proposed methods. The proposed methods share some consistent
trend of the loadings on the most influential variables. For example, all the proposed meth-
ods identify Age as the most important variable with loadings over 0.5. Corresponding this
with the survival curve plot in Figure 1, it suggests that higher survival rate is observed
for smaller derived direction. This further indicates that patients with younger age tend
to have higher survival, which is biologically intuitive. This finding is also consistent with
the double slicing method, which identifies Age with loading 0·47. However, other methods
do not assign large loading to Age. Here, we present all results with a positive loading of
age, and the directions are multiplied by −1 otherwise. Another important variable that all
methods agree in terms of signs is MTAP. This gene has been previously reported to have
a negative correlation with the progression of melanocytic tumors Behrmann et al. (2003),
which justifies the large negative value estimated by the proposed methods. However, the
magnitudes in alternative methods are small. Other common genes identified by the pro-
posed methods are MYH7B and CASP8. We mine the literature and found that Li et al.
(2008) genotyped putatively functional polymorphisms of CASP8 and found a significant
association with lower risk of cutaneous melanoma. The result therein supports the large
negative loading of CASP8 gene in our fitted model. For differences across methods, TYR
is identified by alternative methods except the double slicing, with extremely large load-
ings (up to −0·78). The enzyme encoded by this gene controls the production of melanin,
hence it has been shown to be strongly associated with melanoma (Gudbjartsson et al.,
2008). Although the estimated directions are dominated by this gene, we did not observe a
monotone effect of the directions (See Figure 6 in the Supplementary Material).
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Figure 1: Fitted direction and survival function of the semiparametric inverse regression
The left figure is the projected direction versus the observed failure (blue dot) and censoring (orange +) times. The
right figure is a nonparametric estimation of the survival function based on the projected direction.
6 Discussion
In this paper, we proposed a counting process based dimension reduction framework for
censored outcomes. A family of generalized method of moments based approaches has been
constructed for estimating the dimension reduction subspace. The main advantage of the
proposed method is that it requires only a d-dimensional (instead of p) nonparametric kernel
estimation while no censoring distribution is modeled. The reduced dimension of the non-
parametric estimation circumvents the difficulties of many existing methods and improves
the efficiency when the total dimension p is too large for kernel methods. Our simula-
tion study suggests that the proposed method outperforms existing methods in a variety
of settings. To efficiently solve the proposed estimating equations, we further introduce an
orthogonality constrained optimization method that solves the parameters within a Stiefel
manifold. With implementations in the R package “orthoDr” through C++, the counting
process version of the estimators can be solved within a few seconds. However, the mar-
tingale version requires significant more calculations due to the local estimation the hazard
function, hence requiring a few minutes to solve. We believe that there is still potential
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room to improve the computational performance. In addition, our computational efficient
approach requires only a singular value decomposition and has satisfactory performances.
However, it does not enjoy the same theoretical guarantee without restraint conditions on
the covariates. Further relaxation of these conditions is of great interest.
Our framework can be possibly extended to more general settings. First, by imposing
penalization on the estimating equations, it is possible to extend the proposed method
to moderately high dimensional data. Sparse estimation of the B parameter may help
both interpretations and improves the prediction accuracy of subsequent nonparametric
models. The second direction is to search for an alternative construction of the α functions.
Throughout our developments, we used the φ(u) function which is motivated by the inverse
regression of a Bernoulli distribution. It would be interesting to investigate the possibilities
of a “SAVE” type of α function that many detect more complicated model structure. We
can also consider using α(u,X) = BTXϕT(u), which is another valid choice. Lastly, it is
also interesting to extend this framework to a time-varying coefficient setting, where we
may let the dimension reduction space S to change over time t.
7 Supplementary Material
Supplementary material available at Biometrika online includes a derivation of the ortho-
complement of the nuisance tangent space; the proof of the double robustness property for
the semiparametric inverse regression approach; the proof of Lemma 4.4 and Theorem 4.6;
and additional simulation and data analysis results.
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Supplementary Material
A Tangent Space Derivation
Before we give the tangent space, we first derive the nuisance tangent spaces E1, E2 and E3 in
the following proposition. The proof follows the similar argument for proving the nuisance
tangent spaces of cox regression model (Tsiatis, 2007) and is thus omitted for simplicity.
Proposition A.1. The nuisance tagent spaces E1, E2 and E3 have the following forms
E1 =
{∫
α(u,BTX)dM(u,BTX) : α(u,BTX) is measurable
}
,
E2 =
{∫
α(u,X)dMC(u,X) : α(u,X) is measurable
}
, and
E3 =
{
α(X) : E
{
α(X)
}
= 0
}
,
Next, we give a proof of tangent space E⊥, which is defined as
E⊥ =
{∫ {
α(u,X)− α∗(u,BTX)}dM(u,X) : α(u,X) is measurable}.
where
α∗(u,BTX) = E
{
α(u,X)
∣∣Fu, BTX}.
Proof of Proposition A.1. For a fully nonparametric model, the nuisance tangent space is
the whole Hilbert space H with each element having mean zero. Therefore, if we put no
restriction on the hazard function λ(t|X) and write the associated nuisance tangent space
as E∗1 , we obtain
H = E∗1 ⊕ E2 ⊕ E3, where
E∗1 =
{∫
α(u,X)dM(u,X) : α(u,X) is measurable
}
.
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The orthogonal completion of E satisfies that E⊥ ⊂ E∗1 and E⊥ ⊥ E1. In order to identify
E⊥, it suffices to take an arbitrary element in E∗1 and find its residual after projecting it
onto E1. To find the projection, we must derive α∗(u,BTX) ∈ E1 such that
E
(∫ (
α(u,X)− α∗(u,BTX))TdM(u,X) ∫ a(u,BTX)dM(u,X)) = 0.
The covariance of martingale stochastic integrals above can be computed by finding the
expectation of the predictable covariance process (Fleming & Harrington, 2011):
E
(∫ {
α(u,X)− α∗(u,BTX)}TdM(u,X) ∫ a(u,BTX)dM(u,X))
= E
(∫ [
E
{
α(u,X)
∣∣Fu, BTX}− α∗(u,BTX)]Ta(u,BTX)λ(u|BTX)Y (u)du) = 0,
where a(u,BTX) is arbitrary and Fu is the filtration. Thus we must have
α∗(u,BTX) = E
{
α(u,X)
∣∣Fu, BTX}.
This completes the proof.
B Proof of the Double Robustness Property for the semi-
parametric inverse regression approach
Recall that, for the semiparametric inverse regression approach, we solve the sample version
of the following estimating functions
E
[ ∫ {
E
(
X|Y (u))− E(X|Y (u), BTX)}ϕT(u)dM(u)] = 0.
For simplicity, we will use the random function to denote
F (X,u) =
{
E
(
X|Y (u))− E(X|Y (u), BTX)}ϕT(u).
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Case 1: Suppose M(u) is misspecified as M∗(u). Then we have that
E
{
F (X,u)dM∗(u)
}
=E
[
E
{
F (X,u)dM∗(u)|Y (u), X}]
=E
[
F (X,u)E
{
dM∗(u)|Y (u), X}]
=E
[
E
{
F (X,u)|Y (u), BTX}E{dM∗(u)|Y (u), BTX}]
=0,
where the last equation is due to the fact that E
{
F (X,u)|Y (u), BTX} = 0. Hence we have
E
[ ∫
F (X,u)dM∗(u)
]
= 0.
Case 2: Suppose the function F (X,u) is misspecified to F ∗(X,u). With a similar argument,
we can show that E
{ ∫
F ∗(X,u)dM(u)
}
= 0 due to the fact that E
{
dM(u)|Y (u), BTX} =
0. This completes the proof.
C Proofs of asymptotic results
C.1 Proof of Lemma 4.4
Proof of Lemma 4.4. Without loss of generality, we prove the results for d = 1. We start
with the convergence rate of λ̂(t|BTX = BTx). Let fBTX(z) be the true density function
of BTX evaluated at z = BTx, and
Ai =
1
n
n∑
j=1
I(Yj ≥ u)Kh(BTXj − z)− fBTX(z)E
{
I(Y ≥ u)|z}.
Suppose we have proved that Ai = Op
(
(nh)−1/2 + h2
)
uniformly. Let zi = B
Txi. We have
Λ̂(t|z) =
n∑
i=1
Kb(Yi − t)δiKh(BTXi − z)∑n
j=1 I(Yj ≥ t)Kh(BTXi − z)
=
1
n
n∑
i=1
Kb(Yi − t)δiKh(BTXi − z)
fBTX(z)E
{
I(Y ≥ t)|z}︸ ︷︷ ︸
I
(
1 +O(Ai)
)
.
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We bound the term (I) first. Let S(t, x) = pr(T ≥ t|X = x) and Sc(t, x) = pr(C ≥ t|X = x).
Then the expectation of (I) can be written as
E
[
Kb(Yi − t)δiKh(BTXi − z)
fBTX(z)S(t, z)E
{
Sc(t,Xi)|z
}]
=
∫∫
Kb(yi − t)Kh(zi − z)E{Sc(yi, Xi|BTxi)}
fBTX(B
Tx)S(t, BTx)E{Sc(t,Xi)|BTx} f(yi, B
Txi)fBTX(B
Txi)dyidzi
=
∫∫
K(v)K(u)E{Sc(t+ bv,Xi|z + hu)}
fBTX(z)S(t, z)E{Sc(t,Xi)|z}
f(t+ bv, z + hu)fBTX(z+hu)dvdu
=
∫∫
K(v)K(u)λ(t, z)dvdu
+
h2∂2
2∂z2
∫∫
K(v)K(u)E{Sc(t,Xi|z∗)}
fBTX(z)S(t, z)E{Sc(t,Xi)|z}
f(t, z∗)fBTX(z
∗)u2dvdu
+
b2∂2
2∂t2
∫∫
K(v)K(u)E{Sc(t∗, Xi|z)}
fBTX(z)S(t, z)E{Sc(t,Xi)|z}
f(t∗, z)fBTX(z)v
2dvdu
= λ(t, z) +
h2
2
sup
{
∂2
∂z2
(f(t, z∗)fBTX(z∗)E{Sc(yi, Xi|z∗)})
fBTX(z)S(t, z)E{Sc(t,Xi)|z}
}∫
K(u)u2du
+
b2
2
sup
{
∂2
∂b2
(f(t∗, z)E{Sc(t∗, Xi|z)})
S(t, z)E{Sc(t,Xi)|z}
}∫
K(v)v2du
= λ(t, z) +O(h2 + b2),
where we set zi = z + hu and yi = t+ bv in the second equality, z
∗ and t∗ are some convex
combinations of z and z + hu, t and t+ bv respectively. The last equality is a consequence
of the assumed assumptions.
Next, we bound the variance of λ̂(t, z):
var
{
λ̂(t, z)
}
= var
{
1
n
n∑
i=1
Kb(Yi − t)δiKh(BTXi − z)
fBTX(z)E
{
I(Y ≥ t)|z} (1 +O(Ai))
}
≤ 2 var
{
1
n
n∑
i=1
Kb(Yi − t)δiKh(BTXi − z)
fBTX(z)E
{
I(Y ≥ t)|z}
}
+ 2 var
{
1
n
n∑
i=1
Kb(Yi − t)δiKh(BTXi − z)
fBTX(z)E
{
I(Y ≥ t)|z} O(Ai)
}
.
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We upper bound the first quantity first.
2 var
{
1
n
n∑
i=1
Kb(Yi − t)δiKh(BTXi − z)
fBTX(z)E
{
I(Y ≥ t)|z}
}
=
2
n
E{Kb(Yi − t)δiKh(BTXi − z)
fBTX(z)E
{
I(Y ≥ t|z)}
}2
− λ2(t, z)
+O(h2/n+ b2/n)
=
2
n
E
{
Kb(Yi − t)δiKh(BTXi − z)
fBTX(z)E
{
I(Y ≥ ti|z)}
}2
+O (1/n)
=
1
nhb
∫∫
K2(v)K2(u)E{Sc(t+ bv,Xi|z+hu)}
f2
BTX
(z)S2(t, z)E2{Sc(t,Xi)|z} f(t+ bv, z+hu)fBTX(z+hu)dvdu+O(1/n)
=
1
nhb
∫∫
K2(v)K2(u)
fBTX(z)S
2(t, z)E{Sc(t,Xi)|z}f(t, z)dvdu
+
h∂2
nb∂z2
∫∫
K2(v)K2(u)E{Sc(t,Xi|z∗)}
f2
BTX
(z)S2(t, z)E2{Sc(t,Xi)|z}f(t, z
∗)fBTX(z
∗)u2dvdu
+
b∂2
nh∂t2
∫∫
K2(v)K2(u)E{Sc(t∗, Xi|z)}
f2
BTX
(z)S2(t, z)E2{Sc(t,Xi)|z}f(t
∗, z)fBTX(z)u
2dvdu+O(1/n)
= O (1/(nbh)) ,
uniformly over all t and z. Following the similar argument, we can show that
2 var
{
1
n
n∑
i=1
Kb(Yi − t)δiKh(BTXi − z)
fBTX(z)E
{
I(Y ≥ t)|z} O(Ai)
}
= O
(
1
nhb
O2(Ai)
)
= O
(
(nhb)−2b+ (nhb)−1h4
)
.
In the last equality, we use the fact that A2i = Op
(
1/(nh) + h4
)
uniformly, which can be
proved by following a simplified argument in Mack & Silverman (1982). Combining the
above results together, we obtain
|λ̂(t, z)− λ(t, z)| = Op
(
(nhb)−1/2 + h2 + b2
)
,
uniformly for all t and z. Using a similar argument, after a some long algebra, we can prove
the second and the third statements. We do not repeat the details here.
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C.2 Proof of Theorem 4.6
Recall that β` = vecl(B) and let β = vec(B). Let β˜` = vecl
(
B˜
)
and Ω =
{
B˜ : ‖β˜` − β`‖2 ≤
Cn−1/2
}
, or equivalently Ω =
{
β˜ : ‖β˜` − β`‖2 ≤ Cn−1/2
}
for some C > 0. We are ready to
prove the main theorem of this paper.
Proof of Theorem 4.6. Without loss of generality, we prove the theorem under the generic
case in which α∗(u,BTX) is arbitrary. For simplicity, let
Sn(B̂) =
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α̂∗(u, B̂TXi)
}
dM̂(u, B̂TXi)
]
.
We sometimes write M(u,BTXi) as Mi(u) and Sn(B) as Sn(β`). Following Jureckova (1971)
and Tsiatis (1990), it suffices to show that Sn(β`) is uniformly asymptotically linear in a
small neighborhood of the true parameter β`. That is, we need to show, there exists some
linear operator, Gn, such that
sup
‖β̂`−β`‖2≤Cn−1/2
n1/2
∥∥Sn(β̂`)− S∗n(β`)−Gn(β̂` − β`)∥∥2 = op(1), where
S∗n(β`) = S
∗
n(B) =
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α∗(u,BTXi)
}
dM(u,BTXi)
]
.
We then expand Sn(β̂`) as follows,
0 = Sn(β̂`) =
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α̂∗(u, B̂TXi)
}
dM̂(u, B̂TXi)
]
=
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α̂∗(u,BTXi)
}
dM̂(u,BTXi)
]
︸ ︷︷ ︸
I
+
1
n
n∑
i=1
∂
∂z
vec
[{
α(u,Xi)− α̂∗(u,BTXi)
}
dM̂(u,BTXi)
]
(B̂ −B)TXi︸ ︷︷ ︸
II
+op
(
n−
1
2
)
,
where z is a vectorized argument of BTX. It remains to analyze terms (I) and (II) respec-
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tively. For term (I), we obtain that
I =
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α∗(u,BTXi)
}
dM(u,BTXi)
}]
+
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α∗(u,BTXi)
}
d
(
M̂(u,BTXi)−M(u,BTXi)
)]
︸ ︷︷ ︸
I1
+
1
n
vec
[ n∑
i=1
∫ τ
0
{
α∗(u,BTXi)− α̂∗(u,BTXi)
}
d
{
M̂(u,BTXi)−M(u,BTXi)
}]
︸ ︷︷ ︸
I2
+
1
n
vec
[ n∑
i=1
∫ τ
0
{
α∗(u,BTXi)− α̂∗(u,BTXi)
}
dM(u,BTXi)
]
︸ ︷︷ ︸
I3
.
We bound terms I1, I2 and I3, respectively. For I1, we can applied Lemma 4.4. Note that
for certain choice of the bandwidth b and h, we can always find some κ < 1/2 such that
λ̂(t|z) = λ(t, z) + Op(n−1/2+κ). Hence, for simplification, we use κ throughout the rest of
this proof.
I1 =
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α∗(u,BTXi)
}{
λ(u,BTXi)− λ̂(u,BTXi)
}
Yi(u)du
= Op
(
n−1+κ
)
Op
(
n−
1
2vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α∗(u,BTXi)
}
λ(u,BTXi)Yi(u)du
])
= Op(n
−1+κ)Op (1) = Op(n−1+κ),
where the last inequality is due to central limit theorem. Following the some algebra and
using Assumption 4.5, we can show that I2 = Op(n
−1+κ) and I3 = Op(n−1+κ). Combining
the bounds for the above three terms above, we obtain that
I =
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α∗(u,BTXi)
}
dM(u,BTXi)
]
+Op
(
n−1+κ
)
=
1
n
vec
[ n∑
i=1
∫ τ
0
{
α(u,Xi)− α∗(u,BTXi)
}
dM(u,BTXi)
]
+ op
(
n−1/2
)
,
where we use the fact that κ < 1/2 with proper choice of b and h. For term II, in a similar
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argument, we shall obtain that
II =
1
n
n∑
i=1
∂
∂z
(∫ τ
0
vec
[{
α(u,Xi)− α∗(u,BTXi)
}]
dM(u,BTXi)
)
(B̂ −B)TXi + op
(
n−1/2
)
=
1
n
n∑
i=1
∂
∂β`
(∫ τ
0
vec
[{
α(u,Xi)− α∗(u,BTXi)
}]
dM(u,BTXi)
)
(β̂` − β`) + op
(
n−1/2
)
,
where we rewrite the first term in the right hand side as the derivative with respect to β`.
For simplicity, define
Ai(τ) =
∫ τ
0
vec {α(u,Xi)− α∗(u,BTXi)} dM(u,BTXi),
and Gn =
1
n
n∑
i=1
∂
∂β`
(∫ τ
0
vec
[{
α(u,Xi)− α∗(u,BTXi)
}]
dM(u,BTXi)
)
.
Combing the asymptotically linear expansion with terms I and II, Sn(B̂) can be written as
Ŝn(B̂) =
1
n
n∑
i=1
Ai(τ) +Gn
(
β` − β̂`
)
+ op
(
n−1/2
)
= 0.
Therefore, β̂` − β` can be written as
√
n
(
β̂` − β`
)
=(GTnGn)
−1GTn
{
1√
n
n∑
i=1
Ai(τ)
}
+ op(1),
where we implicitly assume that GTnGn is invertible, which requires that at the number of
estimating equations is larger than the number of parameters. In other words, this assume
that the estimating equations are rich enough to recover the d(p−d)-dimensional vector of
parameters β`. This finishes the proof.
D Computational Time
This computational time for all proposed method is presented in Table 3. All simulations
are done on an Intel Xeon E5-2680v4 processor with 5 parallel threads.
E Additional Simulation Results
This section includes parameter estimations and standard deviation results in the simula-
tion. For each estimated parameter matrix B̂, we linearly transform the columns of this
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matrix such that the block sub-matrix is an identity matrix. For example, in settings 2
and 3, we require the first two rows to be a block diagonal matrix, i.e., the transformed
parameter matrix is obtained through B̂B̂−1[1:2, 1:2], where B[1:2, 1:2] is the upper-block (first
two rows) of B̂. In setting 1, a one dimensional case, only the first row is used, hence is es-
sentially B̂B̂−1[1, 1]. In setting 4, the first and the third rows are used. Parameter estimations
of other rows are reported in the following tables. To estimate the standard deviation, we
use 100 bootstrapped samples of the training data to estimate the parameters, then trans-
late each parameter estimate into the form with a diagonal matrix at the specified rows.
Then for each parameter in the rest of matrix, since the parameters asymptotically follow
a joint Gaussian distribution, we use 1.4826 times the median absolute deviation of the 100
bootstrap replicates as an estimation of the standard error, following the fact that this is a
consistent estimator of the standard deviation in the normal distribution. The reason that
we use the median absolute deviation instead of a regular standard deviation estimator is
to ensure robustness such that extreme values (possibly due to convergence issue caused by
duplicated samples) in the bootstrap estimations do not dominate the result.
F Additional results of TCGA data analysis
This section contains additional results of the TCGA skin cutaneous melanoma data analy-
sis. Table 8 is the pairwise distance measure of the first direction estimated by all methods.
This shows that the proposed methods mostly agree with each other. Figure 6 presents the
fitted models of competing approaches.
References
Behrmann, I., Wallner, S., Komyod, W., Heinrich, P. C., Schuierer, M., Buet-
tner, R. & Bosserhoff, A.-K. (2003). Characterization of methylthioadenosin phos-
32
Figure 2: Boxplot of parameter estimates (Setting 1, p = 6)
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Figure 4: Boxplot of parameter estimates (Setting 3, p = 6)
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Figure 5: Boxplot of parameter estimates (Setting 4, p = 6)
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Figure 6: Estimated directions and fitted survival functions of alternative methods
First row: Li et al. (1999); Second row: Lu & Li (2011); Third row: Xia et al. (2010). For each row, the left panel is
the projected direction versus the observed failure (blue dot) and censoring (orange +) times. The right panel is a
nonparametric estimation of the survival function based on the projected direction.
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Table 1: Simulation results: Mean (×102) and standard deviations (×102, in parenthesis)
of Frobenius norm distance (Forb), trace correlation (Tr) and canonical correlation (CCor).
Setting 1 (d=1) p = 6 p = 12 p = 18
Frob Tr CCor Frob Tr CCor Frob Tr CCor
Naive 54 (12) 85 (6) 94 (3) 66 (12) 78 (8) 92 (3) 73 (11) 73 (8) 91 (3)
DS 33 (10) 94 (4) 98 (2) 46 (11) 89 (5) 97 (2) 53 (10) 85 (5) 96 (2)
IPCW-SIR 64 (13) 78 (9) 91 (4) 75 (11) 71 (9) 89 (4) 80 (11) 68 (9) 89 (4)
hMave 68 (12) 76 (8) 86 (5) 73 (11) 73 (8) 86 (5) 79 (10) 68 (8) 84 (5)
Forward 21 (6) 98 (1) 99 (0) 33 (8) 94 (3) 99 (1) 39 (7) 92 (3) 98 (1)
CP-SIR 26 (9) 96 (3) 99 (1) 40 (10) 91 (4) 98 (1) 49 (9) 88 (4) 97 (1)
IR-CP 23 (7) 97 (2) 99 (0) 35 (8) 94 (3) 98 (1) 41 (7) 91 (3) 98 (1)
IR-Semi 23 (8) 97 (2) 99 (0) 37 (8) 93 (3) 98 (1) 44 (8) 90 (4) 98 (1)
Setting 2 (d=2) p = 6 p = 12 p = 18
Frob Tr CCor Frob Tr CCor Frob Tr CCor
Naive 67 (19) 88 (6) 96 (3) 87 (18) 80 (8) 91 (6) 106 (17) 71 (9) 87 (6)
DS 44 (13) 95 (3) 98 (1) 68 (15) 88 (5) 94 (3) 84 (11) 82 (5) 92 (3)
IPCW-SIR 83 (19) 82 (8) 94 (3) 98 (17) 75 (9) 90 (6) 114 (16) 67 (9) 86 (8)
hMave 114 (31) 65 (16) 74 (16) 139 (19) 51 (12) 64 (12) 151 (14) 43 (10) 59 (10)
Forward 102 (1) 49 (1) 100 (0) 105 (2) 48 (1) 99 (0) 107 (2) 46 (1) 99 (0)
CP-SIR 37 (11) 96 (2) 98 (1) 61 (12) 90 (4) 96 (2) 78 (10) 85 (4) 93 (2)
IR-CP 49 (19) 93 (6) 96 (3) 73 (20) 86 (8) 92 (4) 90 (17) 79 (8) 89 (5)
IR-Semi 39 (14) 96 (3) 98 (2) 65 (16) 89 (6) 94 (3) 83 (15) 82 (6) 91 (3)
Setting 3 (d=2) p = 6 p = 12 p = 18
Frob Tr CCor Frob Tr CCor Frob Tr CCor
Naive 72 (23) 86 (9) 96 (5) 99 (22) 74 (11) 88 (11) 116 (18) 66 (10) 82 (13)
DS 40 (14) 95 (3) 99 (1) 60 (13) 91 (4) 97 (3) 73 (15) 86 (6) 95 (5)
IPCW-SIR 113 (26) 66 (13) 81 (14) 129 (15) 58 (9) 74 (12) 133 (11) 55 (7) 74 (12)
hMave 40 (18) 95 (6) 99 (3) 66 (27) 87 (12) 94 (9) 89 (29) 78 (14) 89 (12)
Forward 100 (0) 50 (0) 100 (0) 100 (0) 50 (0) 100 (0) 101 (0) 50 (0) 100 (0)
CP-SIR 34 (11) 97 (2) 99 (1) 55 (11) 92 (3) 97 (2) 67 (11) 88 (4) 96 (3)
IR-CP 30 (14) 97 (3) 99 (1) 46 (14) 94 (4) 99 (1) 58 (15) 91 (5) 97 (4)
IR-Semi 19 (8) 99 (1) 100 (0) 29 (8) 98 (1) 100 (0) 40 (11) 96 (2) 99 (1)
Setting 4 (d=2) p = 6 p = 12 p = 18
Frob Tr CCor Frob Tr CCor Frob Tr CCor
Naive 33 (9) 97 (2) 99 (1) 52 (10) 93 (3) 97 (1) 66 (10) 89 (4) 95 (2)
DS 49 (12) 94 (3) 95 (3) 62 (11) 90 (4) 94 (3) 71 (11) 87 (4) 93 (3)
IPCW-SIR 35 (9) 97 (2) 98 (1) 52 (10) 93 (3) 97 (1) 64 (10) 89 (3) 95 (2)
hMave 142 (3) 50 (2) 59 (4) 145 (5) 47 (4) 57 (4) 149 (7) 45 (6) 55 (6)
Forward 101 (0) 50 (0) 100 (0) 102 (1) 49 (0) 99 (0) 102 (1) 49 (0) 99 (0)
CP-SIR 36 (7) 97 (1) 98 (1) 51 (8) 93 (2) 97 (1) 63 (8) 90 (3) 95 (1)
IR-CP 22 (9) 99 (2) 99 (1) 42 (15) 95 (4) 98 (2) 57 (17) 91 (5) 96 (3)
IR-Semi 13 (5) 99 (0) 100 (0) 24 (7) 98 (1) 99 (0) 34 (10) 97 (2) 99 (1)
DS: Li et al. (1999); IPCW-SIR: Lu & Li (2011); hMave: Xia et al. (2010); Forward: forward regression; CP-
SIR: the computational efficient approach; IR-CP: the counting process inverse regression approach; IR-Semi: the
semiparametric inverse regression approach.
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Table 2: SKCM data analysis results: the loading vectors (×102) of the first structural
dimension.
N
a
iv
e
D
S
IP
C
W
-S
IR
h
M
a
v
e
F
o
rw
a
rd
C
P
-S
IR
IR
-C
P
IR
-S
em
i
Age 16 47 10 0 60 59 53 54
TYRP1 -16 -5 -9 24 18 11 39 30
OCA2 18 17 14 -6 21 19 22 5
TYR -60 -9 -65 -78 -19 -27 -19 9
SLC45A2 11 24 23 14 30 28 16 17
CDKN2A 6 -28 -2 -12 -9 -7 -2 -11
MX2 2 -2 -2 -12 -19 -13 -30 -27
MTAP -15 -8 -10 -14 -31 -36 -35 -30
MITF 56 -9 43 5 -13 -12 2 -27
VDR 5 -18 -9 10 -10 -6 -4 2
CCND1 -20 35 -21 -5 16 17 18 16
MYH7B 10 -27 5 -4 -29 -32 -30 -48
ATM -16 -22 2 28 -4 7 0 6
PLA2G6 -22 -16 -21 7 4 -5 -11 -3
CASP8 15 -39 21 -13 -26 -24 -18 -14
AFG3L1 12 26 18 -15 17 10 -6 -9
CDK10 3 8 2 25 -7 -1 9 8
PARP1 -9 3 -22 17 14 18 8 18
CLPTM1L -8 -5 17 2 -6 -6 -2 -6
ERCC5 -14 25 -17 -7 12 13 22 3
FTO -3 -3 -8 14 15 17 7 5
DS: Li et al. (1999); IPCW-SIR: Lu & Li (2011); hMave: Xia et al. (2010); Forward: forward regression; CP-SIR:
the computational efficient approach; IR-CP: the counting process inverse regression approach; IR-Semi: the
semiparametric inverse regression approach.
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Table 3: Mean computational time (in seconds)
Setting 1 Setting 2
Dimension p = 6 p = 12 p = 18 p = 6 p = 12 p = 18
Forward < 1 1 1 < 1 1 1
CP-SIR < 1 < 1 < 1 < 1 < 1 < 1
IR-CP < 1 1 1 2 6 11
IR-Semi 1 4 13 8 56 162
Setting 3 Setting 4
Dimension p = 6 p = 12 p = 18 p = 6 p = 12 p = 18
Forward < 1 < 1 1 < 1 < 1 1
CP-SIR < 1 < 1 < 1 < 1 < 1 < 1
IR-CP 2 5 8 1 3 7
IR-Semi 12 47 146 6 27 96
Forward: forward regression; CP-SIR: the computational efficient ap-
proach; IR-CP: the counting process inverse regression approach; IR-Semi:
the semiparametric inverse regression approach. All simulations are done
on an Intel Xeon E5-2680v4 processor with 5 parallel threads.
42
Table 4: Mean (×104) and standard deviation (×104) of
parameter estimations (Setting 1, p = 6).
β2 = 0.5 β3 = 0 β4 = 0 β5 = 0 β6 = 0
Naive mean 480 -3 267 263 -13
sd 158 127 137 140 120
DS mean 477 2 53 55 -6
sd 127 103 138 146 93
IPCW-SIR mean 482 -3 343 352 -17
sd 185 136 166 173 146
hMave mean 482 2 -380 -394 0
sd 178 145 155 161 123
Forward mean 536 36 -3 -1 3
sd 98 80 81 81 75
ŝd 99 80 82 82 74
coverage 956 920 940 948 952
CP-SIR mean 511 0 -37 -29 2
sd 129 104 102 94 90
ŝd 134 105 103 105 94
coverage 960 964 956 960 972
IR-CP mean 546 45 -3 -4 1
sd 108 86 88 93 79
ŝd 108 88 91 89 82
coverage 934 924 932 952 968
IR-Semi mean 520 13 -5 -4 1
sd 115 91 95 99 80
ŝd 117 94 96 98 85
coverage 932 960 948 944 956
DS: Li et al. (1999); IPCW-SIR: Lu & Li (2011); hMave: Xia et al. (2010);
Forward: forward regression; CP-SIR: the computational efficient approach;
IR-CP: the counting process inverse regression; IR-Semi: the semiparamet-
ric inverse regression. For the proposed methods, “ŝd” is the bootstrap
estimation of the standard deviation, and “coverage” is the coverage rate
of the 95% confidence internal.
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Table 5: Mean (×104) and standard deviation (×104) of parameter estimations (Set-
ting 2, p = 6).
β13 = 1 β14 = 0 β15 = 0 β16 = 0 β23 = 0 β24 = 1 β25 = 0 β26 = 0
Naive mean 1029 -3 134 -138 37 1101 377 -351
sd 206 209 135 126 412 1080 317 302
DS mean 1027 -31 12 -8 -2 996 38 -21
sd 196 195 130 121 265 289 217 223
IPCW-SIR mean 1033 -14 275 -272 89 1347 551 -504
sd 230 301 185 159 785 3514 1123 660
hMave mean 1294 413 1742 -2036 -634 1245 -2692 2902
sd 12873 11019 35093 36345 10599 8001 31410 32855
CP-SIR mean 989 3 -17 11 9 979 -8 23
sd 194 175 134 112 231 220 169 148
ŝd 187 194 140 127 248 257 182 161
coverage 926 959 950 988 983 975 979 983
IR-CP mean 980 -125 31 -38 45 1127 7 106
sd 266 347 193 168 466 556 335 262
ŝd 270 321 208 188 438 507 338 293
coverage 967 1000 983 1000 992 992 979 992
IR-Semi mean 960 -37 -21 -10 79 1054 64 46
sd 189 176 123 117 224 269 194 154
ŝd 196 215 148 133 289 317 228 201
coverage 963 983 979 983 992 988 975 983
DS: Li et al. (1999); IPCW-SIR: Lu & Li (2011); hMave: Xia et al. (2010); Forward: forward regression;
CP-SIR: the computational efficient approach; IR-CP: the counting process inverse regression; IR-Semi: the
semiparametric inverse regression. For the proposed methods, “ŝd” is the bootstrap estimation of the standard
deviation, and “coverage” is the coverage rate of the 95% confidence internal.
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Table 6: Mean (×104) and standard deviation (×104) of parameter estimations (Set-
ting 3, p = 6).
β13 = 1 β14 = 0 β15 = 0 β16 = 0 β23 = 0 β24 = 1 β25 = 0 β26 = 0
Naive mean 1017 -26 59 -60 97 818 293 -271
sd 184 924 275 242 1107 6038 1787 1601
DS mean 1000 8 1 3 28 1035 1 26
sd 53 52 44 42 287 344 261 236
IPCW-SIR mean 1133 156 53 -460 542 1552 374 -1592
sd 1080 2164 1951 2036 4062 7741 6845 7293
hMave mean 984 -5 -46 33 -81 969 -139 38
sd 310 136 63 175 1890 848 325 1057
CP-SIR mean 998 8 -2 0 13 1043 35 -12
sd 56 53 42 43 278 313 189 226
ŝd 60 61 45 45 295 313 211 208
coverage 960 972 964 952 964 960 972 932
IR-CP mean 1003 5 -1 2 21 1012 -6 14
sd 47 42 40 40 340 189 206 195
ŝd 53 55 47 47 358 237 216 210
coverage 996 988 976 984 968 984 984 972
IR-Semi mean 1002 4 -2 1 8 1006 -6 7
sd 31 31 27 27 179 106 98 105
ŝd 37 39 33 33 214 149 124 125
coverage 984 992 988 984 984 988 996 976
DS: Li et al. (1999); IPCW-SIR: Lu & Li (2011); hMave: Xia et al. (2010); Forward: forward regression;
CP-SIR: the computational efficient approach; IR-CP: the counting process inverse regression; IR-Semi: the
semiparametric inverse regression. For the proposed methods, “ŝd” is the bootstrap estimation of the standard
deviation, and “coverage” is the coverage rate of the 95% confidence internal.
45
Table 7: Mean (×104) and standard deviation (×104) of parameter estimations (Setting
4, p = 6).
β12 = 1 β14 = 0 β15 = 0 β16 = 0 β22 = 0 β24 = −1 β25 = 0 β26 = 0
Naive mean 1083 93 83 79 -17 -1043 -2 -11
sd 132 101 71 82 232 199 141 159
DS mean 922 -75 -79 -82 -250 -1293 -253 -268
sd 116 131 92 91 226 263 167 199
IPCW-SIR mean 1102 107 98 96 -21 -1062 -32 -24
sd 135 106 82 89 242 225 154 160
hMave mean 149 -837 -864 -860 951 -122 950 928
sd 239 194 310 265 419 329 539 443
CP-SIR mean 873 -127 -122 -125 34 -989 19 13
sd 102 91 63 70 199 164 126 140
ŝd 99 92 71 70 192 178 137 135
coverage 672 692 620 560 932 948 956 940
IR-CP mean 975 53 18 16 8 -1007 -2 -3
sd 62 57 40 42 168 144 104 118
ŝd 71 65 49 48 212 175 138 139
coverage 944 876 952 960 992 984 992 972
IR-Semi mean 990 19 9 5 10 -1007 0 -6
sd 50 45 33 34 91 82 64 68
ŝd 54 49 37 37 120 106 81 82
coverage 952 952 964 948 992 972 976 972
DS: Li et al. (1999); IPCW-SIR: Lu & Li (2011); hMave: Xia et al. (2010); Forward: forward regression;
CP-SIR: the computational efficient approach; IR-CP: the counting process inverse regression; IR-Semi: the
semiparametric inverse regression. For the proposed methods, “ŝd” is the bootstrap estimation of the standard
deviation, and “coverage” is the coverage rate of the 95% confidence internal.
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Table 8: Pairwise distance measures (×102) among all methods
N
a
iv
e
D
S
IP
C
W
-S
IR
h
M
av
e
F
o
rw
a
rd
C
P
-S
IR
IR
-C
P
DS 141
IPCW-SIR 63 141
hMave 131 141 125
Forward 141 87 141 135
CP-SIR 140 92 140 129 31
IR-CP 140 108 140 130 67 66
IR-Semi 137 115 138 138 80 81 76
47
