We consider the sum of squared logarithms inequality and investigate possible connections with the theory of majorization. We also discuss alternative sufficient conditions on two sets of vectors a, b ∈ R n + so that
Introduction -the sum of squared logarithms inequality
The Sum of Squared Logarithms Inequality (SSLI) was introduced in 2013 by Bîrsan, Neff and Lankeit [3] , with the authors giving a proof for n ∈ {2, 3}. Recently, Pompe and Neff [14] have shown the inequality for n = 4, in which case it reads: Let a 1 , a 2 , a 3 , a 4 Then (log a 1 ) 2 + (log a 2 ) 2 + (log a 3 ) 2 + (log a 4 ) 2 ≤ (log b 1 ) 2 + (log b 2 ) 2 + (log b 3 ) 2 + (log b 4 ) 2 .
The general form of this inequality can be conjectured as follows.
Definition 1.1. Let x ∈ R n . We denote by e k (x) the k-th elementary symmetric polynomial, i.e. the sum of all n k products of exactly k components of x, so that e k (x) := i1<...<i k x i1 x i2 . . . x i k for all k ∈ {1, . . . , n} ;
note that e n (x) = x 1 · x 2 . . . · x n .
Conjecture 1.2 (Sum of squared logarithms inequality). Let a, b ∈
for all k ∈ {1, . . . , n − 1}
and e n (a) = e n (b), then
Alternatively, we can express the same statement as a minimization problem:
Let a ∈ R n + be given and define E a := b ∈ R n + | e k (a) ≤ e k (b) for all k ∈ {1, . . . , n − 1} and e n (a) = e n (b) .
(log a i ) 2 .
The sum of squared logarithms inequality (SSLI) has important applications in matrix analysis and nonlinear elasticity theory [3, 9, 10, 11, 12, 13] . We notice that the previous conjecture for n ≥ 2 puts conditions on the elementary symmetric polynomials of the numbers a 1 , . . . , a n and b 1 , . . . , b n for obtaining (SSLI).
In this article we obtain (SSLI) and the so called sum of powered logarithms inequality (3.4) under some alternative conditions. We also introduce some new inequalities for the exponential functions. An extension of the log sum inequality is also obtained, which yields generalizations of the information inequality.
Preliminaries
First we give an overview of some definitions and basic inequalities, which we use in the following. For a larger survey we refer to Marshall, Olkin and Arnold [7] , see also Hardy, Littlewood and Pólya [6] .
Definition 2.1 (Componentwise monotonicity)
. Let x, y ∈ R n . Then x ≤ y (and y ≥ x) if x i ≤ y i for all i ∈ {1, . . . , n} .
In this sense, a function f : R n → R is said to be i) monotone decreasing, if f (x) ≥ f (y) for all x, y ∈ R n with x ≤ y ;
ii) monotone increasing, if f (x) ≤ f (y) for all x, y ∈ R n with x ≤ y .
Definition 2.2 (Ordered vector)
. Let x ∈ R n . i) We denote by x ↓ the rearrangement of x in descending order x, i.e. a permutation of the components of x such that x
ii) We denote by x ↑ the rearrangement of x in ascending order x, i.e. a permutation of the components of x such that x
Lemma 2.3 (Rearrangement inequality).
If a 1 ≤ a 2 ≤ . . . ≤ a n and b 1 ≤ b 2 ≤ . . . ≤ b n are two monotone increasing sequences of real numbers, then for any permutation π of {1, 2, . . . , n} we have
Proof. We show the left inequality of (2.1) by mathematical induction. The proof of the right inequality is analogous.
For n = 2 there are the identity and π(1) = 2, π(2) = 1 as permutations. The first case is trivial, for the second we see
For the induction requirement (IR) let (2.1) be true for an n ∈ N and for n = 2, then π is a given permutation of {1, . . . , n+1}. We defineπ as a permutation on {1, . . . , n} withπ(i) = π(i) for i ∈ {1, . . . , r−1, r+1, . . . , n} andπ(r) = s. Now we can estimate
thus (2.1) is true for n + 1.
Lemma 2.4 (Chebyshev's sum inequality). If a 1 ≤ a 2 ≤ . . . ≤ a n and b 1 ≤ b 2 ≤ . . . ≤ b n are two monotone increasing sequences of real numbers, then
Remark 2.5. The equality in (2.3) holds if and only if at least a 1 = a 2 = . . . = a n or
Proof. The inequality follows directly from the rearrangement inequality. We can group the summands of the products (
which is equivalent to the statement.
Majorization
The concept of majorization is of great importance to (SSLI) and related inequalities. In the following we state the basic definitions as well as some fundamental properties of majorization.
i) x is said to be weakly majorized from below by y or submajorized, written x ≺ w y, if
for all k ∈ {1, . . . , n} .
ii) x is said to be weakly majorized from above by y or supermajorized, written x ≺ w y, if
Note: It is easy to see
. . , n}. iii) x is said to be majorized by y, written x ≺ y, if x ≺ w y and x ≺ w y. Note that this is the case if and only if x ≺ w y or x ≺ w y and, additionally, e 1 (x) = e 1 (y), i.e.
Note for a better viewpoint: Let x 1 ≥ x 2 ≥ . . . ≥ x n > 0 and y 1 ≥ y 2 ≥ . . . ≥ y n > 0. Then x is weakly majorized by y from below (x ≺ w y), if
. . .
and we have x ≺ y, if equality holds in the last row.
is equivalent to
y i , and therefore
If now (2.7) or (2.8) is true, then we get for k ∈ {1, . . . , n − 1}:
Assume first that x ≺ y respectively with Lemma 2.7
Additionally, let t ∈ R be given. Now choose k ∈ {0, . . . , n}, so that t > x 1 if k = 0, x n ≥ t if k = n and otherwise x k ≥ t > x k+1 is true. Then x i ≥ t for all i ≤ k and x i < t for all i > k, therefore
With use of the triangle inequality we conclude:
Additionally, let k ∈ {0, . . . , n} be given. Choose t ∈ R, so that t > y 1 if k = 0, y n ≥ t if k = n and otherwise y k ≥ t > y k+1 . Then y i > t for alle i ≤ k and y i < t for all i > k, therefore
With use of the inequality |ξ| ≥ ξ for all ξ ∈ R we conclude:
The following lemma, which shows elementary properties of the so-called (weak) logarithmic majorization, follows directly from the logarithmic laws and the monotonicity of the logarithm.
Lemma 2.9 (Logarithmic majorization)
. Let x, y ∈ R n + . Then log x ≺ w log y if and only if
for all k ∈ {1, . . . , n} , log x ≺ log y if and only if log x ≺ w log y and e n (x) = e n (y) ,
where we abbreviate log z := (log z 1 , log z 2 , . . . , log z n ) for z ∈ R n + . Proposition 2.10. Let x, y ∈ R n with x ≺ w y (resp. x ≺ w y). Then there exists z ∈ R n with z ≺ y and x ≤ z (resp. z ≺ y and x ≥ z).
Proof. See Marshall, Olkin, Arnold [7, A.9 . and A.9.a. p.177].
Definition 2.11 (Schur-convexity). A function
for all x, y ∈ R n with x ≺ y .
Proof. Because of Proposition 2.10 there exists z ∈ D with z ≺ y and
If g is convex and x ≺ y, or g convex and monotone increasing and x ≺ w y, or g convex and monotone decreasing and x ≺ w y, then
Remark 2.14. The function ϕ :
+ is a convex function. If g is additionally monotone increasing (resp. monotone decreasing), then ϕ is monotone increasing (resp. monotone decreasing). 
Elementary symmetric Polynomials
If x is a vector of n numbers, then we denote as superscript the indices to be dropped. Let
Lemma 2.16. The elementary symmetric polynomials can be represented recursively by
with e 0 (x) = 1 and e n+1 (x) = 0.
Remark 2.17. If we take the recursive representation of the elementary symmetric polynomials, we can easily specify their partial derivatives:
Lemma 2.18. Let x ∈ R n + and i, j ∈ {1, . . . , n} with
Proof. We use the recursive representation to prove:
if and only if φ is symmetric and if
for all x ∈ R n and i, j ∈ {1, . . . , n}. Proof. The monotonicity is clear.
For k = 1 and i, j ∈ {1, . . . , n} we have
For k ≥ 2 and i = j we have x i = x j and therefore (2.15) is satisfied with equality. For i = j we have
Therefore, e k is Schur-concave for all k ∈ {1, . . . , n}.
Still we have to show the strict Schur-concavity for k ≥ 2.:
or a ≺ã ≺ b withã := (a 1 , . . . , a r + α, . . . , a s − α, . . . , a n ). We get and we see
Corollary 2.23. Let x, y ∈ R n + . Then x ≺ y implies e k (x) ≥ e k (y) for all k ∈ {1, . . . , n}. However e k (x) ≥ e k (y) does not imply x ≺ y in general: For that consider a = (2, 2, 2) and b = (1, 1, 1) .
Corollary 2.25. If x ≺ y and e k (x) = e k (y) for any k ∈ {2, . . . , n}, then x ↓ = y ↓ and thus e k (x) = e k (y) for every k ∈ {2, . . . , n}.
There are many important inequalities for elementary symmetric polynomials, for example Newton's inequality and MacLaurin's inequality: Lemma 2.27 (MacLaurin's inequality). Let a ∈ R n + , then 3 Different conditions for SSLI and the sum of powered logarithms inequality
In the following theorems we give different conditions that guarantee the validity of (SSLI). 
If we additionally assume one of the following two conditions e n (a) ≤ e n (b) and e n (a) · e n (b) ≥ 1 , (3.2a) or e n (a) ≥ e n (b) and e n (a) · e n (b) ≤ 1 , (3.2b)
then we get the sum of squared logarithms inequality (SSLI):
Proof. First we assume Condition (3.2a): Due to the monotonicity of the logarithm it follows from the assumptions that
Now we can estimate with Chebychev's inequality (2.3) usingã n+k−1 := log bi ai andb n+k−1 := log a i b i :
is equivalent to (SSLI).
Next we assume condition (3.2b):
for k ∈ {1, . . . , n}, so that we have (ã 1 ,ã 2 , . . . ,ã n ) = 
= e n (ã) and e n (ã)e n (b) = 1 e n (a)
thusã andb satisfy condition (3.2a). Therefore (SSLI) holds forã andb, and we find and 6·10 ≥ 5·8 ≥ 7·3. Because of e n (a) = 210 and e n (b) = 240 we have e n (a) ≤ e n (b) and e n (a) e n (b) ≥ 1 but not e n (a) = e n (b).
iii) With a = (2, 2, 2) and b = (4, 2, 1) we have e k (a) ≤ e k (b) for all k ∈ {1, . . . , n − 1} and e n (a) = e n (b). Moreover
and e n (a) e n (b) ≥ 1. Theorem 3.3 (sum of powered logarithms inequality). Let a, b ∈ R n and p ∈ R with a i > 1, b i > 1 and
Remark 3.4. In order for (log a i ) p and (log b i ) p to be well defined for all p ∈ R, we must assume a i > 1 and b i > 1.
Proof. From a ≺ w b with Proposition 2.15 we obtain
Let x, y ∈ R n + with x := log a, y := log b (therefore x i := log a i and y i := log b i for all k ∈ {1, . . . , n}) then x ≺ w y. We now consider the function g : R + → R with g(z) = z p , then We have shown by Lemma 2.23 that a ≺ b implies e k (a) ≥ e k (b) (note the reverse inequality).
What about using a ≺ b and e n (a) = e n (b) as sufficient requirements for (SSLI)?
We can easily show a ≺ b and e n (a) = e n (b) imply the logarithmic majorization log a ≺ log b. Since the mapping t → t 2 is convex, it follows from Proposition 2.13 that the inequality
holds. However, for a ≺ b, we can apply Corollary 2.23 to find e k (a) ≥ e k (b), hence Conjecture 1.2 implies
. This is not surprising: we already know (see Remark 2.25) that
Thus the vectors a and b ∈ R n + are equal up to permutations.
Related inequalities
Proposition 4.1. Let x, y ∈ R n + and m ∈ R + . Assume additionally log x ≺ w log y, then
Proof. We set ϕ : R n → R with ϕ(x) = n i=1 e m xi . Since x → e m x is convex and monotone increasing, the function ϕ is Schur-convex and monotone increasing according to Proposition 2.13 ii). With Proposition 2.15 we have x ≺ w y, thus (2.12) i) shows that ϕ(x) ≤ ϕ(y). Proof. For α, β, γ ∈ R we obtain (α + β + γ) 2 = α 2 + β 2 + γ 2 + 2αβ + 2βγ + 2γα, therefore under the conditions
and we can set p := ab + bc + ca = xy + yz + zx .
and analogously y 3 + py − xyz = 0 and
Therefore the cubic equation X 3 + pX − xyz = 0 has exactly the three solutions X ∈ {x, y, z}.
Following Cardano's method (see Cardano [4] ) the cubic equation X 3 + pX + q = 0 has exactly three real roots, if and only if
Therefore we obtain −xyz 2
and therefore
Analogously we obtain from X 3 + pX − abc = 0
and analogously xz = y 2 + p and xy = z 2 + p. According to (4.5) and the monotonicity of the exponential function we have e yz < e
and summing up we obtain (4.2). The proof of (4.3) proceeds analogously.
and g : I → R with
for all t ∈ I .
From the monotonicity of the exponential function and Chebychev's inequality with a i := e fi(t) ,
From the monotonicity of the exponential function and Chebychev's inequality with a i := e fi(t) , b n+k−i := f ′ i (t), we obtain
Now we define g : R → R with g(x) = e −x 2 +1 + e −1+x + e 
and assume g, h : I → R with h positive and monotone increasing and
Then g ′ h (t) ≥ 0 for all t ∈ I, which implies that g h is monotone increasing.
With Chebychev's inequality using a i := f i (t) resp. a i := f ′ i (t) and b i := e h(t)fi(t) we conclude
Theorem 4.6. Let I ⊆ R and assume f 1 , . . . , f n : I → R with the properties
for all t ∈ I. Additionally h : D → R is given monotone increasing and convex. In this regard D ∈ R provides h(f i (t)) is well defined for all i ∈ {1, . . . , n} and all t ∈ I. We define furthermore H : I → R with
Then H ′ (t) ≥ 0 for all t ∈ I and H is monotone increasing.
Proof. The condition
Because h is monotone increasing h ′ (x) ≥ 0 and h(x) ≤ h(y) for x ≤ y, thus
for all t ∈ I. By assumption h is convex and h ′ is monotone increasing, thus h
for all t ∈ I. If for real numbers a 1 , a 2 , b 1 , b 2 the inequalities 0 < a 1 ≤ a 2 and b 1 ≤ b 2 are satisfied, then
This applied iterated, we obtain
Finally we can easily show the original statement by applying Chebychev's inequality once with
. We obtain Lemma 5.1 (Jensen's inequality). Let I ⊆ R be an interval, f : I → R be a convex function, λ 1 , . . . , λ n positive numbers with λ 1 + . . . + λ n = 1 and x 1 , . . . , x n ∈ I. Then
Note: With n = 2 we have directly the definition of convexity of f .
Proof. The inequality follows directly from the definition of convexity by mathematical induction:
The case n = 1 is trivial, n = 2 is true because f convex.
For induction requirement (IR) let (5.2) be true for an n ∈ N and for n = 2, then
2) is true for n + 1.
With Jensen's inequality we can prove the so called log sum inequality:
Lemma 5.2 (stronger log sum inequality). Let a 1 , . . . , a n , b 1 , . . . , b n ∈ R + and k ≥ 0, then
We have equality if and only if
bn . Remark 5.3. For k = 0 we get the log sum inequality: λ
If there is an i ∈ {1, . . . , n − 1} with ai bi = ai+1 bi+1 then we get
Proposition 5.4 (Gibbs' inequality / Information inequality). Let P n denote the set of probability measures on an n-element set, that is P n = {p ∈ R n + | n i=1 p i = 1}. The following four expressions (the first three are named Gibbs' inequality, the last Information inequality) are equivalent and hold for all a, b ∈ P n :
Proof. First we prove the equality of the four expressions:
Now let a, b ∈ P n . With the stronger log sum inequality and because
With k = 0 we obain inequality case iv) (information inequality).
Remark 5.5. Analogously we can denote inequality (5.7) as the stronger information inequality. With use of distributivity and laws of logarithms we directly obtain the desired result. Proof. We simplify (5.8) under the condition a, b ∈ P n , therefore
