We address the comment by Reid et al. on our paper (2011, Geophys. J. Int., 187). In this reply we clarify details about the data processing, modelling and interpretation showing, counter to the claims by Reid et al., that the effects of using free air gravity data are not 'deleterious', and that the choices of modelling parameters are not 'grievous'. The processing steps could have been explained in greater detail, and a lack of clarity about them underpins many of the issues raised. We find little scientific justification in the arguments presented by Reid et al. to revise either the crustal thickness estimates presented in our paper, or the reported uncertainty (±5 km) of those estimates.
I N T RO D U C T I O N
In a comment on the paper by Tedla et al. (2011) and Reid et al. (2012) raise a number of questions about the approach taken by Tedla et al. (2011) in applying the Euler deconvolution method to gravity data on a continental-scale to estimate crustal thickness. In this reply to Reid et al. (2012) , we clarify details about the data processing, modelling and interpretation presented by Tedla et al. (2011) , showing, counter to the claims by Reid et al. (2012) , that the effects of using free air gravity data are not 'deleterious', and that the choices of modelling parameters by Tedla et al. (2011) are not 'grievous'. As clearly stated in Tedla et al. (2011) , the approach taken explicitly assumes that the Moho can be modelled as a discontinuous horizontal interface, and that the estimates of crustal thickness obtained have uncertainties of ±5 km, as determined from a comparison with seismic-derived estimates of crustal thickness. We find no reasons in the arguments presented by Reid et al. (2012) to amend the results presented in Tedla et al. (2011) . Tedla et al. (2011) uses a relatively uncommon approach, in that they apply the Euler deconvolution to gravity data over a very large area (i.e. an entire continent and surrounding ocean basins). To use the Euler deconvolution method for such a large area, specific steps were taken. Those steps could have been explained in greater detail by Tedla et al. (2011) , and a lack of clarity about them underpins many of the issues raised by Reid et al. (2012) , addressed below in the same order that they were presented.
T H E G L O B A L G R AV I T Y M O D E L
When looking for discontinuous structure in the subsurface, surface topographic effects should be eliminated, as Reid et al. (2012) correctly point out, and for which they advocate using the Bouguer anomaly. In Tedla et al. (2011) , free-air gravity anomaly data were used instead. The area under investigation in Tedla et al. (2011) covers both oceanic and continental crust. In the case of intracrustal and/or shallow crustal features, like mountain ranges, sedimentary basins or continent-ocean boundaries, the database of Euler solutions will contain very shallow solutions. To produce a reliable map based on continental Moho-related signals, these shallow and intracrustal solutions need to be filtered from the solution database. Practically, this means that anything shallower or deeper than the minimum or maximum expected crustal thickness will not be considered in the creation of a crustal thickness map, and thus the surface topographic effects, as well as those from shallow and mid-crustal depths, will be eliminated. Consequently, to insure that topographic effects do not influence the results, the use of Bouguer anomaly data is not required, as claimed by Reid et al. (2012) .
To confirm this we have tested both approaches, with free-air and Bouguer anomaly data. For consistency we have re-calculated the free-air and followed the same procedure with a Bouguer corrected gravity field. The final result shows that the free-air approach is similar but results in fewer solutions at the depth of the Moho. Due to the surface topography more shallow solutions are found, thereby reducing the number of deep solutions. The overall trend of the data and resulting model is, however, similar. Highs remain high, lows remain low. On average the difference between the two models is 0.4 km for all Euler solutions. Individual and local variations are at most 2-3 km, illustrating that the differences are minor. Due to the lower number of solutions, the interpolation of Euler solutions obtained from free-air gravity anomaly data is different from using the Bouguer anomaly data. This result suggests that using Bouguer anomaly data, while not a necessity, may be preferable over using free-air gravity anomaly data.
The filtering out of solutions at shallow and mid-crustal depths on the continent makes it difficult to include solutions for both oceanic and continental crust because the Moho-related solutions for oceanic crust are in the same depth range as intracrustal solutions for continental crust. For areas of very shallow crust, for example in the oceans or along the continent-ocean transition, some Mohorelated solutions are likely removed from the solution database by the filtering. This result is clearly visible at the boundaries of the continent in the Tedla et al. (2011) model ( fig. 4 and table S1 ), which does not show the thinning expected along the edge of the continent in some places (e.g. the Red Sea and Afar areas). The influence of this filtering should have been addressed more explicitly in Tedla et al. (2011) , and it also has a major impact on the examples that Reid et al. (2012) present for Fennoscandia. No filtering of solutions from sources at shallow and mid-crustal depths has been applied by Reid et al. (2012) in their analyses of data from Fennoscanida, which leads to unrealistic crustal thickness models that do not compare well to the seismic models.
U S E O F E U L E R D E C O N V O L U T I O N

Data preparation
Although not fully described by Tedla et al. (2011) , how the data were gridded was appropriate and justified. The gravity data used is derived from a model based on spherical harmonics. This results in data that is spatially continuous and has spatial integrity: there is no spatial problem in the data due to different latitudes. Therefore, in the conversion from geographical coordinates to Cartesian coordinates, there is consistency in the values between pixels in the new grid, and the observed value is not altered due to the conversion. The World Mercator system, which was used by Tedla et al. (2011) , is a cylindrical map projection in which lines of constant course are represented as straight segments that conserve the angles with the meridians. Most crucial is that the linear scale is equal in all directions around any point, thus preserving the angles and the shapes of small objects (which makes the projection conformal). Only when used for a large area does the Mercator projection distort the size and shape of objects. Although the final model is on a continental scale, Tedla et al. (2011) use a window size of 20 km for the Euler deconvolution, and within this window spatial consistency is guaranteed through this projection. Thus, in the gridding approach used, the relative distances have been preserved and solutions have proper depth estimates. The statement made by Reid et al. (2012) that a continental wide inversion has been applied is incorrect. Euler deconvolution was applied in a step-wise approach where a small window was moved, as a sort of moving kernel, over the whole study area.
The resampling of the original 1 degree data to the used 0.05 degree was done in two steps. The first resampling, from 1
• to 0.25
• , was done during the model creation and download from the International Centre for Global Earth Models (ICGEM). A further resampling, from 0.25
• to approximately 0.05
• was done by simply creating additional points along the field curvature, thereby providing a smooth continuation of the field in between the original points, and avoiding sudden variations and spectral problems such as aliasing in the spectral analysis of the gravity field.
This resampling process ensured spatial integrity of the existing field curvature while at the same time created new data points. Importantly, these points are an interpolation of the existing field curvature between the original existing points, and no new curvature information is added. So while data points have been created, the spatial integrity of the field has not been altered, nor has the spectral content of the original data. This process of densifying the data set allows the spectral trend to be analysed with a window size that is optimal to retrieve solutions in the interval of the Moho discontinuity. Possible intrapoint inhomogeneity is not introduced in this resampling. We acknowledged this in Tedla et al. (2011) , and this point is further emphasized in the previous section with examples on the ocean-continent boundaries and the Afar depression.
The final crustal thickness map, based on the derived Euler solutions, is presented at a resolution similar to the downloaded data to avoid over interpretation. We believe that in this way all possible spectral problems have been accounted for and the Nyquist wavelength problem that Reid et al. (2012) refer to is not a concern.
Window size
The description of the selection process for the window size presented in Tedla et al. (2011) can be further clarified to illustrate that the larger window size 100 to 200 km argued for by Reid et al. (2012) is unwarranted. With regard to the selection of window size, Reid et al. (1990) point out that 'minimum depths returned are about the same as the grid interval. Maximum depths are about twice the window size'. The process for selecting a window size by Tedla et al. (2011) is fully consistent with Reid et al. (1990) . The range of values for crustal thickness in Africa, based on the crustal thickness estimates from seismological studies, is between 20 and 45 km. Thus, a window size of 20 km would theoretically be a good option. Testing of this parameter by Tedla et al. (2011) showed that this is indeed the case. Table 3 in Tedla et al. (2011) shows a comparison between window sizes and observed (seismic) versus measured (gravity) crustal thickness. This table shows that a 20 km window is the best choice. It provides by far the highest fit between measured and observed crustal thickness. Taking into account a 3 km uncertainty for both measured and observed crustal thickness, all (100 per cent) of the measured values match the observed values within the uncertainty levels. For the other windows (15, 30, 40 and 50 km) these statistics are less favourable, and the matches vary between 22 and 61 per cent. A window size of 100 or 200 km is therefore not warranted. The selection of window size is also consistent with the gridding procedure applied, in that it does not introduce new data but simply creates additional points along the field curvature, thereby ensuring data integrity. One possible limitation in the mathematical stability of the calculations is that the applied window size results in relatively small numbers for the used window. With a 5 km × 5 km pixel size and a 20 km window, the window contains only 16 pixels. This small number of pixels may not be optimal, however, horizontal surfaces are the most accurate to determine with limited points. We also note that in questioning the window size selection by Tedla et al. (2011) , Reid et al. (2012) make reference to fig. 4 in Tedla et al. (2011) . The reference to fig. 4 does not support their arguments because window size is not included as a variable in fig. 4. 
Structural index (SI)
The object of study in Tedla et al. (2011) is the Moho, which can be represented as a horizontal discontinuous structure at large depth. It is to be expected that this layer is not completely flat and will have some topography. Similarly, the discontinuity is most likely not everywhere equally thick. It is known to be a sharp boundary in some places and at other places it is a gradational boundary, as discussed in section 5.1 and table 2 in Tedla et al. (2011) , and also in seismological studies of African crust (e.g. van der Meijde et al. 2003; Kgaswane et al. 2009 ). Useful structural indices (SIs) for gravity anomalies are likely to lie in the range from zero to unity Reid et al. (1990) . The theoretical SI for a Moho-like horizontal discontinuous structure would be SI = 0 (Stavrev & Reid 2007) . Thus, Mushayandebvu et al. (2001) was incorrectly referenced in Tedla et al. (2011) with respect to selecting an SI, as pointed out by Reid et al. (2012) .
Due to the expected inhomogeneities of the Moho discontinuity there is most likely a spatial variation in decay of the potential field and therefore a SI that should be non-zero. Therefore, in Tedla et al. (2011) , the choice of SI (0.5) was based on physical principles of the decay of a potential field originating from a point source on a horizontal layer with possible lateral inhomogeneities. As shown in fig. 4 of Tedla et al. (2011) , a SI of 0.5 provides the best results, much better than a SI of 0. To analyse the uncertainty and ambiguity in selecting a SI, Tedla et al. (2011) followed the suggestion by Reid et al. (1990) for testing the choice of SI for a discontinuous structure, such as the Moho. Reid et al. (1990) state that a real data set is likely to contain anomalies from sources with various SIs. It is, therefore, necessary to solve for a range of indices (say 0.0, 0.5 and 1.0) and to plot the results for each index. The maps are then examined feature by feature and the index which gives the best solution clustering is chosen for each feature. This is exactly what Tedla et al. (2011) has done. The SI space was explored and the solutions were mapped (see fig. 4 in Tedla et al. 2011) . This approach has also been used in other studies co-authored by Reid (e.g. Zhang et al. 2000; Mushayandebvu et al. 2004) . The claim by Reid et al. (2012) that the selection of a SI by Tedla et al. (2011) represents a grievous parameter choice and is incorrect and contradictory to previous publications on this subject. Reid et al. (2012) correctly point out that the depth uncertainty returned by the deconvolution software used by Tedla et al. (2011) is only the window statistical estimate of uncertainty. Therefore, Tedla et al. (2011) used a comparison between the gravity-derived crustal thickness estimates and seismic estimates to evaluate the uncertainty of the gravity-derived estimates. Tedla et al. (2011) show the results of that comparison in fig. 3 , and clearly state that the uncertainty of gravity-derived estimates of crustal thickness is ±5 km. Reid et al. (2012) once again point to fig. 4 in Tedla et al. (2011) to bolster their arguments, when in fact they should be using the results presented in fig. 3 . Fig. 4 illustrates the effect of SI on the results, and for the optimal SI of 0.5, it can be seen that almost all of the data points fall within 5 km of the one-to-one line (i.e. within the ±5 km reported uncertainty of the gravity-derived crustal thickness estimates). Thus, the statement by Reid et al. (2012) that the most robust conclusion should be that their gravity depths are very poor predictors of seismic depth at any SI is simply wrong.
Depth biases and depth uncertainties
C O M PA R I S O N W I T H S E I S M I C DATA
The statement by Reid et al. (2012) that the source solutions are not carefully validated against seismic data is similarly unfounded. Tedla et al. (2011) made comparisons with seismological observations a central part of their work. Such comparisons are the main component of sections 5, 6 and 7, figs 2, 3 and 4, and tables 1-4 in Tedla et al. (2011) . Comparisons have been made to both receiver functions and seismic refraction profiles [i.e. at point locations as Reid et al. (2012) suggest]. The discussion by Reid et al. (2012) concerning the comparison of the gravity-derived crustal thickness estimates to seismic estimates is inconsistent with the recent literature on crustal thickness in southern Africa. The arguments presented by Reid et al. (2012) rely on older studies (i.e. Nguuri et al. 2001; Nguuri 2004) and ignore the more recent study of Kgaswane et al. (2009) used by Tedla et al. (2011) . The crustal thickness estimates from Nguuri et al. (2001) , upon which fig. 2 of Reid et al. (2012) is based, come from the interpretation of P-wave receiver functions in the absence of independent constraints on crustal velocities. The non-uniqueness of receiver function interpretations in the absence of independent constraints on velocities is well documented (Ammon et al. 1990 ). The crustal thickness estimates from Kgaswane et al. (2009) come from the joint inversion of receiver functions and Rayleigh wave group velocities, with the group velocities providing an independent constraint on crustal velocities (e.g. Julià et al. 2000 Julià et al. , 2003 . As shown in fig. 3 of Tedla et al. (2011) , there is good agreement between the gravity-derived and seismic-derived estimates of crustal thickness in southern Africa when the results from Kgaswane et al. (2009) are used. The arguments made by Reid et al. (2012) disregard the recent literature on crustal structure in southern Africa. We also note that many of the larger (i.e. >5 km) differences shown in fig. 2(c) in Reid et al. (2012) result from contouring artefacts in places where there are no point estimates of crustal thickness or else where the contours are based on only one or two point estimates. Point-estimate comparisons, as shown in fig. 3 of Tedla et al. (2011) , provide a better visual measure of the goodness of fit in that they circumvent possible effects arising from the contouring of a spare data set. The conclusion reached by Reid et al. (2012) that 'we have shown that the results presented by Tedla et al. (2011) are markedly different from seismically derived crustal thicknesses in a well-known part of the continent' is entirely unjustified. It is a conclusion based on the use of selected older studies of crustal structure in southern Africa and contouring artefacts in fig. 2 of their paper.
C O N C L U S I O N S
We are grateful to Reid et al. (2012) for providing us with an opportunity to clarify the approach taken in Tedla et al. (2011) to applying the Euler deconvolution method for estimating crustal thickness across the African continent. We find little scientific justification in the arguments presented by Reid et al. (2012) to revise either the crustal thickness estimates presented in Tedla et al. (2011) or the reported uncertainty (±5 km) of those estimates.
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