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INTERSECTIONS OF SCHUBERT VARIETIES AND
HIGHEST WEIGHT VECTORS
IN TENSOR PRODUCTS OF slN+1-REPRESENTATIONS
I. SCHERBAK
Abstract. There is a correspondence between highest weight vectors in the tensor prod-
uct of finite-dimensional irreducible slN+1-modules marked by distinct complex numbers,
on the one hand, and elements of the intersection of the Schubert varieties taken with
respect to the osculating flags of the normal rational curve at the points corresponding
to these complex numbers, on the other hand, [MV1], [Sc1], [Sc3]. The highest weight
vectors are the Bethe vectors of the slN+1 Gaudin model and the elements are the (N+1)-
dimensional non-degenerate planes in the vector space of complex polynomials.
In the present paper we exploit this correspondence in order to calculate Bethe vectors
is the tensor product of two irreducible finite-dimensional slN+1-representations. We find
the Bethe vector in the case when one of the two representations is a symmetric power of
the standard one. The idea is to look for the intersection of Schubert varieties related to
a Bethe vector. We present explicitly a basis of the corresponding (N + 1)-dimensional
plane in the space of polynomials.
1. Introduction
A partitionw = (w1, . . . , wN) is a collection of non-negative integers in weakly decreasing
order, w1 ≥ w2 ≥ · · · ≥ wN . A partition with at most one non-zero entry is called special
and denoted by (w1).
As it is well-known ([Fu]), any partition w defines the finite-dimensional irreducible
slN+1-representation Lw with highest weight Λw = w1λ1 + · · ·+ wNλN ∈ h
∗, where
h ∗ = C{λ1, . . . , λN+1} / (λ1 + · · ·+ λN+1 = 0)
is the dual to the Cartan subalgebra. The same partition determines also a Schubert
variety Ωw of the complex codimension
|w| = w1 + . . . + wN
in the Grassmannian of (N + 1)-dimensional linear subspaces of Cd+1, where d ≥ N + w1
and wN+1 := 0. If a partition is special, w = (m), then L(m) is the m-th symmetric power
of the standard slN+1-representation, and Ω(m) is a special Schubert variety.
This correspondence between highest weight representations and Schubert varieties can
be extended to a correspondence between certain highest weight vectors in the tensor prod-
uct of finite-dimensional irreducible slN+1-modules marked by distinct complex numbers,
on the one hand, and certain elements in the intersection of the Schubert varieties taken
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with respect to the osculating flags of the normal rational curve at the points correspond-
ing to these complex numbers, on the other hand, [MV1, Section 5], [Sc1] (the case N = 1
has been done in [Sc3]).
Such highest weight vectors appear in the Gaudin model of statistical mechanics, as
common eigenvectors of certain mutually commuting linear operators. They are obtained
by the Bethe Ansatz method and called Bethe vectors, see [FaT], [FeFR], [RV] and ref-
erences therein. The corresponding elements of the intersection of Schubert varieties are
non-degenerate planes in the vector space of complex polynomials, [Sc1], [Sc3].
Consider the Grassmannian GrN+1(Polyd) of (N+1)-dimensional subspaces of the space
of complex polynomials in one variable of degree at most d. We will assume d to be big
enough. For every ξ ∈ C ∪∞, denote by F•(ξ) the osculating flag at ξ (that is, the flag
defined by the order of polynomials at ξ).
Fix partitions w(1), . . . , w(n), w(n+ 1) such that the sum of codimensions equals the
dimension of GrN+1(Polyd),
|w(1)|+ . . . + |w(n+ 1)| = (N + 1)(N − d) .
Let z1, . . . , zn be distinct complex numbers, z = (z1, . . . , zn). Consider the intersection of
Schubert varieties taken with respect to the osculating flags,
(1) I{w}(z) := Ωw(1) (F•(z1)) ∩ · · · ∩ Ωw(n) (F•(zn)) ∩ Ωw(n+1) (F•(∞)) ⊂ GN+1(Polyd) ,
and the tensor product of n irreducible finite-dimensional representations,
(2) L := LΛw(1) ⊗ . . . ⊗ LΛw(n) ,
marked by z1, . . . , zn, respectively. Denote by w
∗(n+ 1) the partition dual to w(n+ 1).
Theorem 1. ([MV1], [Sc1] – [Sc4]) There is a one-to-one correspondence between the non-
degenerate planes in I{w}(z) and the Bethe vectors of the weight Λw∗(n+1) in the Gaudin
model associated with L and z.
Definitions of Bethe vectors and non-degenerate planes are given in Sections 2.4 and 3.4,
respectively.
The correspondence, which is crucial in the present work, is given by a remarkable sym-
metric rational function called the master function of the model in the Bethe Ansatz ([ScV],
[MV1]) and the generating function of the Schubert intersection in the Schubert calculus
([Sc2]–[Sc4]). Both the Bethe vectors and the non-degenerate planes are determined by
the orbits of critical points with non-zero critical value of this function.
Conjecture 1. (The Schubert calculus conjecture) For generic z = (z1, . . . , zn) the
intersection of Schubert varieties I{w}(z) is transversal.
The words “generic z” mean “z does not belong to a suitable proper algebraic surface
in Cn”. In the case when at least (n− 1) of the partitions w(1), . . . ,w(n+ 1) are special,
the transversality has been proved in [EH], [So].
Conjecture 2. (Non-triviality of Bethe vectors, [CSc]) In the slN+1(C) Gaudin model,
every Bethe vector is non-zero, for any z.
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This conjecture holds for N = 1 ([ScV], [Sc2]). For N > 1 it was verified in certain
examples in [MV2] and [CSc].
Well-known relations between the Schubert calculus and representation theory via the
Littlewood–Richardson coefficients ([Fu]; see also Proposition 1 in our Section 4) and
recently established relations between Gaudin model and opers ([F, Section 5]) lead to the
following conclusions.
Claim.
• Assume that Conjecture 2 holds. Assume that for some z(0) the intersection (1) with
z = z(0) is transversal and consists of non-degenerate planes only. Then for generic
z, the Bethe vectors of the weight Λw∗(n+1) in (2) form a basis in the subspace of
singular vectors of this weight.
• Assume that for some z(0) the Bethe vectors form a basis in the subspace of singular
vectors of the weight Λw∗(n+1) in the Gaudin model associated with (2) and z = z
(0).
Then for generic z the intersection (1) is transversal and consists of non-degenerate
planes only.
In the Gaudin model, the case of the tensor product of n = 2 irreducible finite-
dimensional representations is basic. In the basic case all values of z are generic (so one
can assume, say, z = (0, 1)) and the operators are reduced to the Casimir operator. The
existence and properties of Bethe vectors for n > 2 could be deduced from the existence of
Bethe vectors in certain basic cases, applying the construction of iterated singular vectors
presented in [RV, Sec. 8, 10] and results of [F, Section 5].
Theorem 2. If L and w∗(n+1) satisfy the Basic Property , then for generic z there exists
a basis of the Bethe vectors in the corresponding Gaudin model.
The Basic Property is formulated in Section 5.2. We refer to the existence of a basis of
Bethe vectors as to the Bethe Ansatz completeness.
In the Schubert calculus in GrN+1(Polyd), the intersection of 3(= 2 + 1) Schubert va-
rieties is basic. Again, for the basic intersection all values of z are generic. According
to B. Osserman, transversality of every basic intersection implies transversality of the
intersection of n+ 1 > 3 Schubert varieties, for generic z ([O, Theorem 1.3]).
In the proofs of the Bethe Ansatz completeness for N = 1 ([ScV])) and for the tensor
product of several copies of first and last fundamental slN+1-modules ([MV2]), to find
Bethe vectors in the basic case was the initial and rather sophisticated step. Relations to
the Schubert calculus suggest to look for non-degenerate planes in place of Bethe vectors.
In this paper first steps in this direction are done. We calculate explicitly the (single
element of the) intersection of three Schubert varieties in the case when at least one of the
partitions is special.
In particular, we obtain the following result. Call the polynomial
Pm; d(x) := 1 + dx+
(
d
2
)
x2 + · · ·+
(
d
m
)
xm , m ≤ d ,
4 I. Scherbak
a truncated binomial. In particular, Pd; d(x) = (x+ 1)
d.
Theorem 3. The truncated binomials
Pm1; d(x) , . . . , PmN ; d(x) , Pd; d(x) ,
where 0 ≤ m1 < m2 < · · · < mN < d, span (the single element of) the basic intersection
Ia,w = Ωa (F•(0)) ∩ Ω(d−N) (F•(−1)) ∩ Ωw (F•(∞)) ⊂ GrN+1(Polyd) ,
where
a = (mN + 1−N, . . . ,m2 − 1, m1) ,
w = (d−m1 −N, . . . , d−mN−1 − 2, d−mN − 1) .
The generic case is done in Theorem 8. If the obtained element is a non-degenerate plane,
then our calculation gives also a Bethe vector in the tensor product of two irreducible slN+1-
representations where at least one of them is a symmetric power of the standard one. For
N = 1 the Bethe vector was calculated explicitly in [V], by another method.
Plan of the paper In Section 2 we collect data on Bethe vectors in the slN+1 Gaudin
model. In Section 3 we describe Schubert intersections and the generating function, follow-
ing [Sc1], [Sc4]. In Section 4 relations between non-degenerate planes and Bethe vectors are
explained. Section 5 is devoted to the basic case, and in Section 6 we calculate the inter-
section of three Schubert varieties when one of them is special. If the obtained intersection
is non-degenerate, we get the corresponding Bethe vector.
Acknowledgments. This work has been done in February–June 2004, when the author
visited the MSRI and the Mathematical Department of the Ohio State University. Results
of Sections 5.4 and 6 have been presented in the seminar of D. Eisenbud on algebraic
geometry at the University of California, Berkeley, on February 2004. I am grateful to
these institutions for hospitality and excellent working conditions. It is my pleasure to
thank S. Chmutov and E. Frenkel for many useful discussions.
2. Bethe vectors
2.1. Finite-dimensional irreducible slN+1-modules. For the basic notions of repre-
sentation theory see for example [FuH].
Denote by {ei, fi, hi}
N
i=1 the standard Chevalley generators of the Lie algebra slN+1(C),
[hi, ei] = 2ei , [hi, fi] = −2fi , [ei, fi] = hi ; [hi, hj ] = 0 , [ei, fj] = 0 if i 6= j ;
denote by h ∗ the dual to the Cartan subalgebra,
h ∗ = C{λ1, . . . , λN+1} / (λ1 + · · ·+ λN+1 = 0) ,
equipped with the standard bilinear form (·, ·). The simple positive roots are αi = λi−λi+1,
1 ≤ i ≤ N ,
(αi, αi) = 2 ; (αi, αi±1) = −1 ; (αi, αj) = 0 , if |i− j| > 1 .
A partition w = (w1, . . . , wN) defines the finite-dimensional irreducible slN+1-
representation Lw with highest weight Λw = w1λ1 + · · ·+ wNλN ∈ h
∗.
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2.2. The Gaudin model [G], [F]. Fix n partitions w(1), . . . ,w(n) and consider the
tensor product
L = Lw(1) ⊗ · · · ⊗ Lw(n) ,
where Lw(j) is a finite-dimensional irreducible slN+1-module with the highest weight
Λw(j) = w1(j)λ1 + · · ·+ wN(j)λN , 1 ≤ j ≤ n .
In the Gaudin model of statistical mechanics, Lw(1), . . . , Lw(n) are labelled by distinct
complex numbers z1, . . . , zn, and L is called the space of states of the model. Write
z = (z1, . . . , zn). Bethe vectors are common eigenvectors of the mutually commuting linear
operators H1(z), . . . , Hn(z) in L which are defined as follows,
(3) Hj(z) =
∑
i 6=j
Cij
zj − zi
, 1 ≤ j ≤ n ,
here Cij acts as the Casimir operator on factors Lw(i) and Lw(j) of the tensor product and
as the identity on all other factors.
The main problem in the Gaudin model is to find a common eigenbasis and the spectrum
of H1(z), . . . , Hn(z). The operators commute with the diagonal action of slN+1 in L,
therefore it is enough to construct common eigenvectors in the subspace of singular vectors
of a given weight, for every weight.
Choose highest weight vectors vj ∈ Lw(j), j = 1, . . . , n. Clearly v1 ⊗ · · · ⊗ vn ∈ L has
the maximal weight and is a common eigenvector of Hj(z)’s. The idea of the Bethe Ansatz
is to construct eigenvectors of other weights by applying certain operators (depending on
auxiliary parameters) to vectors v1 , . . . , vn. This idea was realized in [SV, Sections 6,7]
for any simple Lie algebra, in the context of the Knizhnik–Zamolodchikov equation, see
also [BaFl]. We explain the construction of V. Schechtman and A. Varchenko in the next
subsection.
2.3. The universal weight function. Highest weight vectors in the tensor product L
have weights of the form
(4) Λ(k) = Λ(1) + · · ·+ Λ(n)− k1α1 − · · · − kNαN ,
where k1, . . . , kN are non-negative integers such that (Λ(k) , αj) ≥ 0 for every 1 ≤ j ≤ N .
Fix such k = (k1, . . . , kN). We shall construct a function v(t) depending on some auxiliary
variables t and taking values in the weight subspace LΛ(k) ⊂ L of weight Λ(k). As we will
see in the next subsection, for certain values of the auxiliary variables, the values of this
universal weight function will be common eigenvectors of the Gaudin operators Hj(z)’s.
The universal weight function is constructed in four steps described below.
Step I is to choose vectors that generate the weight subspace LΛ(k).
Consider all n-tuples of words (F1, . . . ,Fn) in letters f1, . . . , fN subject to the condition
that the total number of occurrences of letter fi is precisely ki. Our vectors will be labelled
by these n-tuples.
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Namely, we may think about Fi as an element of the universal enveloping algebra of
slN+1 that naturally acts on the space Lw(i), i = 1, . . . , n. Then the vector
(5) u
(F1,... ,Fn)
:= F1v1 ⊗ . . . ⊗ Fnvn
has weight Λ(k), and all such vectors generate the weight subspace LΛ(k) . In general, their
number is greater than the dimension of that subspace, so they are linearly dependent.
Step II For every i = 1, . . . , N , introduce a set of ki auxiliary variables associated with
the root αi,
t(i) := ( t1(i) , . . . , tki(i)) ,
and write t := ( t(1) , . . . , t(N) ).
We define vk, z(t) as a linear combination of the vectors constructed in the first step,
(6) vk, z(t) :=
∑
(F1,... ,Fn)
ω
(F1, z1,... ,Fn, zn)
(t)u
(F1,... ,Fn)
,
where ω
(F1,z1,... ,Fn,zn)
(t) are certain rational functions. These functions are constructed in
the two next steps.
Step III Let us write-down the words
F1 = fi1,1 . . . fi1,s1
; . . . ; Fn = fi
n,1
. . . fin,sn ; F1 . . . Fn = fi1,1 . . . fi1,s1
. . . fi
n,1
. . . fin,sn .
The length of the word F1 . . .Fn equals s1 + · · ·+ sn = k1 + · · ·+ kN .
Now we translate F1 . . . Fn and z1, . . . , zn into a rational function g(F1,z1,... ,Fn,zn)(t) of
t in the following way. For every i = 1, . . . , N , we replace the first occurrence (from left
to right) of fi in the world F1 . . .Fn by the variable t1(i); the second occurrence by the
variable t2(i); and so on up to the last, ki-th, occurrence, where fi will be replaced by tki(i).
We will get a certain n-tuple of words in t. Augmenting the j-th word in this n-tuple by
zj , we get the row,
ta1,1 (i1,1) , ta1,2 (i1,2) , . . . , ta1,s1
(i1,s1 ) , z1 , . . . , tan,1 (in,1) , tan,2 (in,2) , . . . , tan,sn (in,sn ) , zn ,
in which every variable ta(i) from t appears precisely once. This row defines the product
of fractions
(7)
g
(F1,z1,...,Fn,zn)
(t) :=
s1−1∏
j=1
1(
ta1,j (i1,j )− ta1,j+1 (i1,j+1)
) × 1(
ta1,s1
(i1,s1 )− z1
) . . .
. . .
sn−1∏
j=1
1(
ta
n,j
(i
n,j
)− ta
n,j+1
(i
n,j+1
)
) × 1(
tan,sn (in,sn )− zn
) .
Step IV is symmetrization of g
(F1,z1,...,Fn,zn)
(t). Let S(k) denote the group of permutations
of variables
t = (t1(1), . . . , tk1(1), t1(2), . . . , tk2(2), . . . , t1(N), . . . , tkN (N))
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that permute variables t1(i), . . . , tki(i) within their own, i-th, set, for every i = 1, . . . , N.
Thus S(k) is isomorphic to the direct product Sk1 × Sk2 × · · · × SkN of N complete groups
of permutations.
For a function g(t) define the symmetrization by the formula
s(k)[g] :=
∑
pi∈S(k)
g
(
pi
(
t1(1)
)
, . . . , pi
(
tkN (N)
))
.
Finally we set
(8) ω
(F1, z1,... ,Fn, zn)
(t) := s(k)
[
g
(F1, z1,... ,Fn, zn)
(t)
]
.
The function v(t) = vk,z(t) given by (5) – (8) was called in [MV2] the universal weight
function. It takes values in LΛ(k).
2.4. Bethe vectors of the weight Λ(k). For convenience, in what follows we set
wN+1(j) = 0 for 1 ≤ j ≤ n and k0 = kN+1 = 0.
Theorem 4. [BaFl], [FeFR], [RV] Vector v(t) given by (5) – (8) is a common eigenvector
of H1(z), . . . , Hn(z) if and only if the Bethe equations
−
n∑
j=1
(
αi,Λw(j)
)
tl(i)− zj
+
∑
s 6=l
2
tl(i)− ts(i)
−
ki−1∑
s=1
1
tl(i)− ts(i− 1)
−
ki+1∑
s=1
1
tl(i)− ts(i+ 1)
= 0 ,
where 1 ≤ i ≤ N , 1 ≤ l ≤ ki, are satisfied. Moreover, if v(t) is an eigenvector, then it is
a highest weight vector.
Remark 1. For 1 ≤ j ≤ n, we have(
αi,Λw(j)
)
= wi(j)− wi+1(j) , 1 ≤ i ≤ N .
The weight Λ(k) given by (4) corresponds to the partition w(k) = (w1(k), , . . . , wN(k)),
where
wi(k) =
n∑
j=1
wi(j) − ki + ki−1 − kN , 1 ≤ i ≤ N ,
and thus we write Λ(k) = Λw(k).
Definition 1. The value of the universal weight function v(t) at a solution of the Bethe
equations is called a Bethe vector.
2.5. Master function. The function
Ψ(t) =
n∏
j=1
N∏
i=1
ki∏
l=1
(tl(i)− zj)
−(αi,Λw(j))
N∏
i=1
∏
1≤l<s≤ki
(tl(i)− ts(i))
2 ×
×
N−1∏
i=1
ki∏
l=1
ki+1∏
s=1
(tl(i)− ts(i+ 1))
−1
is called the master function associated with LΛ(k) ⊂ L and z.
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As it was pointed out in [RV],
• the Bethe equations of Theorem 4 are exactly the defining equations of the critical
points with non-zero critical values of the function Ψ(t);
• this function is symmetric with respect to the action of group S(k) defined in Step
IV, Section 2.3, and the critical points belonging to the same orbit define the same
Bethe vector.
On critical points of the master function see also [MV1], [MV2], [ScV], [Sc1].
3. Non-degenerate planes in Schubert intersections
3.1. Schubert cells in the Grassmannian of (N + 1)-dimensional planes in Polyd.
For the Schubert calculus see, for example, [Fu].
We identify CPd endowed with the embedded normal rational curve,
x 7→ [1 : x : x2 : · · · : xd] , ∞ 7→ [0 : 0 : . . . 0 : 1] , x ∈ C ,
and the vector space Polyd of complex polynomials in x of degree at most d, considered
up to a non-zero factor.
Fix ξ ∈ C∪∞ and take the flag F•(ξ) = {F0(ξ) ⊂ F1(ξ) ⊂ · · · ⊂ Fd(ξ) = Polyd} defined
by the order of polynomials at ξ. That is, if ξ ∈ C, then Fi(ξ) consists of the polynomials
of the form ai(x− ξ)
d−i + · · ·+ a0(x − ξ)
d, and Fi(∞) = Polyi , 0 ≤ i ≤ d (by definition,
the order of f(x) ∈ Polyd at ∞ is d − deg f(x)). Thus F•(ξ) is the osculating flag of the
normal rational curve in CPd at ξ.
Denote by GrN+1(Polyd) the Grassmannian of (N + 1)-dimensional subspaces of Polyd.
This is an algebraic variety of dimension (d−N)(N + 1).
The integers w1, . . . , wN+1 determine the Schubert cell with respect to flag F•(ξ). This
cell is formed by the elements V ∈ GrN+1(Polyd) satisfying the conditions
dim (V ∩ Fd−N−1+i−wi(ξ)) = i , dim (V ∩ Fd−N−1+i−wi−1(ξ)) = i− 1 , i = 1, . . . , N +1 .
Clearly the Schubert cell may be non-empty only if d − N ≥ w1 ≥ . . . wN+1 ≥ 0 . Notice
also that if wN+1 > 0, then all polynomials in V are divisible by (x− ξ)
wN+1, that is V has
a base point at ξ.
3.2. Schubert intersections. In what follows, we will consider Schubert cells such that
wN+1 = 0 and will denote by
Ω◦
w
(ξ) ⊂ GrN+1(Polyd)
the Schubert cell corresponding to the flag F•(ξ) and to the partition w = (w1, . . . , wN)
with d − N ≥ w1 ≥ . . . wN ≥ 0 . In other words, we will consider elements V ∈
GrN+1(Polyd) with no base point. This means that for any ξ ∈ C there is a polynomial
in V which does not vanish at ξ, and V contains a polynomial of degree d (by definition,
f(x) ∈ Polyd has a root of multiplicity d − deg f(x) at ∞; so every polynomial in Polyd
has exactly d roots counting with multiplicities). This assumption is not very restrictive
in fact; it says that d is chosen as small as possible and that the polynomials of V do not
have any common factor.
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The number |w| = w1+ . . . +wN is the complex codimension of Ω
◦
w
(ξ) in GrN+1(Polyd).
The closure of a Schubert cell in the Grassmannian, Ωw(ξ) = Ω◦w(ξ) , is called a Schubert
variety. In particular, Ω(0,...,0)(ξ) = GrN+1(Polyd). The cohomology class σw of Ωw(ξ) does
not depend on flag choice and is called the Schubert class, see [Fu].
For every ξ ∈ C ∪∞ and every V ∈ GrN+1(Polyd) with no base point there exists the
unique partition w = w(ξ;V ) such that V ∈ Ω◦
w
(ξ).
The Wronskian of V ∈ GN+1(Polyd) is defined as a monic polynomial WV (x) which is
proportional to the Wronski determinant of some (and hence, any) basis of V . On relations
of the Wronskian to the Schubert calculus see [ErGa], [KSo]. In particular the following
result can be easily obtained.
Lemma 1. For every ξ ∈ C, the Wronskian WV (x) has the order |w(ξ;V )| at ξ, and the
order of WV (x) at ∞ is (dimGrN+1(Polyd)− degWV ), so that∑
ξ∈C∪∞
|w(ξ;V )| = dimGN+1(Polyd).
If ξ ∈ C, then w(ξ;V ) = (0, . . . , 0) if and only if WV (ξ) 6= 0, and w(∞;V ) = (0, . . . , 0) if
and only if degWV (x) = dimGN+1(Polyd), i.e. the degree is the maximal possible. 
The roots of WV (x) (including ∞) are called singular (or ramification) points of V .
Let z1, . . . , zn be the finite singular points of V . The intersection of the Schubert cells
Ω◦
w(ξ;V )(ξ), for all ξ ∈ C ∪∞, coincides with the intersection
Ωw(z1;V )(z1) ∩ · · · ∩ Ωw(zn;V )(zn) ∩ Ωw(∞;V )(∞)
(otherwise the Wronskian would have more roots than its degree). This intersection is
zero-dimensional, however it may contain more than one element; the cardinality of this
intersection is bounded from above by the intersection number of the corresponding Schu-
bert classes,
σw(z1;V ) · ... · σw(zn;V ) · σw(∞;V ) .
Any other element of this intersection has the same Wronskian, so it lies in the preimage
of a given polynomial under the Wronski map sending V ∈ GrN+1(Polyd) into WV (x). On
the Wronski map, see [ErGa], [KSo], [Sc3].
Fix {w} = {w(1), . . . ,w(n),w(n + 1)}, the set of (n + 1) partitions, w(j) =
(w1(j), . . . wN(j)), such that
(9) |w(1)| + + . . . + |w(n+ 1)| = dimGN+1(Polyd) .
Let z1, . . . , zn be distinct complex numbers. Write z = (z1, . . . , zn).
Definition 2. The intersection of Schubert varieties
(10) I{w}(z) = Ωw(1)(z1) ∩ · · · ∩ Ωw(n)(zn) ∩ Ωw(n+1)(∞) ⊂ GN+1(Polyd)
is called a Schubert intersection.
If V ∈ I{w}(z), then V has no base point and its Wronskian is
(11) WV (x) = W|w|, z(x) = (x− z1)
|w(1)| . . . (x− zn)
|w(n)|.
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3.3. Intermediate Wronskians. Let ξ ∈ C ∪∞ and V ∈ GN+1(Polyd). The collection
of orders at ξ of all polynomials in V consists of (N+1) distinct numbers, and the smallest
order is always 0 as V does not have a base point. Clearly ξ is not singular if and only if
the orders at ξ are the minimal possible, i.e. 0, 1, . . . , N .
Consider the Schubert intersection I{w}(z) given by (9), (10). For any V ∈ I{w}(z), all
finite singular points are z1, . . . , zn and the Wronskian is as in (11). The non-zero orders
ρl(zj) at the finite singular points and d− dl at infinity are as follows,
(12) ρl(zj) = wl(j)+N +1− l , d−dl = wl(n+1)+N +1− l , 1 ≤ l ≤ N, 1 ≤ j ≤ n .
Here dl’s are degrees of polynomials in V . We have
(13) 0 ≤ d1 < d2 < · · · < dN < dN+1 = d, 0 = ρN+1(zj) < ρN (zj) < · · · < ρ1(zj) ≤ d.
Denote by V• the flag obtained by the intersection of V and F•(∞) (recall that Fl(∞) =
Polyl),
(14) V• = {V1 ⊂ V2 ⊂ · · · ⊂ VN+1 = V } , dimVl = l.
The degrees of polynomials in Vl are d1, . . . , dl. Denote by Wl(x) the Wronskian of Vl,
1 ≤ l ≤ N + 1. We call it the l-th intermediate Wronskian of V . In particular, the
(N + 1)-th intermediate Wronskian coincides with WV (x) = W|w|, z(x) given by (11).
Remark 2. Every (N + 1)-dimensional plane V in the vector space of polynomials is
determined by the set of its intermediate Wronskians W1(x), . . . ,WN+1(x). Indeed, V
is the solution space of the ordinary differential equation of order N + 1 (here we set
W0(x) = 1),
d
dx
W 2N(x)
WN−1(x)WN+1(x)
. . .
d
dx
W 22 (x)
W3(x)W1(x)
d
dx
W 21 (x)
W2(x)W0(x)
d
dx
u(x)
W1(x)
= 0 .
As (N + 1) linearly independent solutions, i.e. a basis of V , one can take
u1(x) = W1(x) ,
u2(x) = W1(x)
∫ x W2W0
W 21
,
u3(x) = W1(x)
∫ x(W2(ξ)W0(ξ)
W 21 (ξ)
∫ ξ W1W3
W 22
)
,
. . . . . . . . . . . . . . .
uN+1(x) = W1(x)
∫ x(W2(ξ)W0(ξ)
W 21 (ξ)
∫ ξ (W1(τ)W3(τ)
W 22 (τ)
∫ τ
. . .
∫ η WN−1WN+1
W 2N
)
. . .
)
,
see [PSz, Part VII, Section 5, Problem 62] or [Sc4].
Define polynomials
(15) Zi(x) =
n∏
j=1
(x− zj)
mj(i), 1 ≤ i ≤ N + 1 ,
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where
mj(1) = 0 , mj(i) =
N∑
l=N+2−i
wl(j) , 2 ≤ i ≤ N + 1 , 1 ≤ j ≤ n .
In particular, Z1(x) = 1 and ZN+1(x) coincides with (11).
Lemma 2. [Sc1], [Sc4] The ratio Wi(x)/Zi(x) is a polynomial of degree
(16) i(d−N)−
i∑
l=1
wl(n+ 1)−
n∑
j=1
N∑
l=N+2−i
wl(j) , 1 ≤ i ≤ N + 1.
3.4. Non-degenerate planes [Sc1], [Sc4]. Lemma 2 shows that the Schubert intersection
I{w}(z) given by (9), (10) determines certain roots of the intermediate Wronskians, namely
the roots of polynomials Zi(x). Denote
TN+1−i(x) := Wi(x)/Zi(x) , 1 ≤ i ≤ N + 1 .
Every Tj is a polynomial of degree kj given by (16), according to Lemma 2. In particular,
T0(x) = 1, i.e. k0 = 0. The roots of Tj we call the additional roots of the (N + 1 − j)-th
intermediate Wronskian. If I{w}(z) contains more than one element, then the intermediate
Wronskians of these elements are differ by the additional roots.
We intend to distinguish some elements of Schubert intersections. Denote by ∆(f) the
discriminant of polynomial f(x) and by Res(f, g) the resultant of polynomials f(x), g(x).
Definition 3. We call V ∈ I{w}(z) a nondegenerate plane if the polynomials
T1(x), . . . , TN(x)
• do not vanish at the finite singular points, Ti(zj) 6= 0 , 1 ≤ j ≤ n;
• do not have multiple roots, ∆(Ti) 6= 0;
• any two neighboring of them do not have common roots, Res(Ti, Ti±1) 6= 0.
In other words, the additional roots of a nondegenerate plane are as generic as possible.
3.5. Generating function. The generating function of a Schubert intersection is a ra-
tional function such that its critical points determine the nondegenerate elements in this
intersection. It was defined in [Sc1], [Sc4] as follows.
For fixed z = (z1, . . . , zn), any monic polynomial f(x) can be presented in a unique way
as the product of two monic polynomials T (x) and Z(x) which satisfy
(17) f(x) = T (x)Z(x), T (zj) 6= 0, Z(x) 6= 0 for any x 6= zj , 1 ≤ j ≤ n.
Define the relative discriminant of f(x) with respect to z as
∆z(f) =
∆(f)
∆(Z)
= ∆(T )Res2(Z, T ),
and the relative resultant of fi(x) = Ti(x)Zi(x), i = 1, 2, with respect to z as
Resz(f1, f2) =
Res(f1, f2)
Res(Z1, Z2)
= Res(T1, T2)Res(T1, Z2)Res(T2, Z1).
12 I. Scherbak
If V ∈ I{w}(z) is nondegenerate, then the decomposition Wi(x) = TN+1−i(x)Zi(x) is
exactly the presentation of Wi(x) in the form (17).
Definition 4. The function
(18) Φ{w}, z(T1, . . . , TN ) =
∆z(W1) · · ·∆z(WN )
Resz(W1,W2) · · ·Resz(WN ,WN+1)
is called the generating function of the Schubert intersection I{w}(z).
A part of the following theorem was obtained originally by A. Gabrielov, [Ga], in his
study of the Wronski map.
Theorem 5. ([Sc1], [Sc4]) There is a one-to-one correspondence between the critical
points with non-zero critical values of the function Φ{w},z(T1, . . . , TN) and the nondegener-
ate planes in I{w}(z). 
Namely, every critical point defines the intermediate Wronskians, and hence a nonde-
generate plane, see Remark 2. Vice versa, for every nondegenerate plane one can calculate
the intermediate Wronskians, and the corresponding polynomials Ti(x) give a critical point
of the generating function.
4. Non-degenerate planes and Bethe vectors
The partition w∗ dual to w = (w1, . . . , wN) is defined by the formula
w∗ = (w1, w1 − wN , w1 − wN−1, . . . , w1 − w2) .
In Remark 1, the partition w(k) such that Λ(k) = Λw(k) has been written explicitly. A
direct calculation (based on the formula (16) for kN+1−i of Lemma 2) shows the following.
Lemma 3. We have w(k) = w∗(n+ 1). 
The next claim is a manifestation of the well-known relation of the Schubert calculus to
representation theory via the famous Littlewood–Richardson coefficients ([Fu]).
Proposition 1. The dimension of the subspace of singular vectors of the weight Λ(k) =
Λw∗(n+1) in L = Lw(1)⊗ . . . ⊗Lw(n) coincides with the intersection number of the Schubert
classes σw(1) · ... σw(n) · σw(n+1). 
We try to make this relation more precise. Let us re-write the function (18) in terms of
unknown roots of polynomials T1, . . . , TN . Recall that if f(x) = (x − a1) . . . (x − aA) and
g(x) = (x− b1) . . . (x− bB), then
∆(f) =
∏
1≤i<j≤A
(ai − aj)
2 , Res(f, g) =
A∏
i=1
B∏
j=1
(ai − bj).
Denote by
t(i) =
(
t
(i)
1 , . . . , t
(i)
ki
)
, i = 1, . . . , N,
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the roots of Ti(x), that is the additional (not prescribed by {w} and z) roots of the
Wronskian WN+1−i(x). Write t =
(
t(1) , . . . , t(N)
)
. With this notation, the function (18)
becomes a rational function in k1 + · · ·+ kN variables,
Φ{w}, z(t) =(19)
=
N∏
i=1
∏
1≤l<s≤ki
(t
(i)
l − t
(i)
s )
2
×
N−1∏
i=1
ki∏
l=1
ki+1∏
s=1
(t
(i)
l − t
(i+1)
s )
−1
×
N∏
i=1
n∏
j=1
ki∏
l=1
(t
(i)
l − zj)
wi+1(j)−wi(j) ,
which is nothing but the master function associated with z = (z1, . . . , zn) and LΛ(k) ⊂ L
of Section 2.5. Summarizing, we arrive at the following conclusion.
Corollary 1. There is a one-to-one correspondence between the nondegenerate planes in
I{w}(z) given by (9), (10) and the Bethe vectors of the Gaudin model associated with z
and LΛ(k) ⊂ Lw(1) ⊗ . . . ⊗ Lw(n), where Λ(k) = Λw∗(n+1). More precisely, every critical
point t(0) with non-zero critical value of the function Φ{w}, z(t) determines (the additional
roots of) the WronskiansW1, . . . ,WN of a non-degenerate plane V = V (t
(0)) (and hence V
itself, according to Remark 2) as well as a Bethe vector v(t(0)) where v(t) is the universal
weight function defined in Subsection 2.3. 
Thus the auxiliary variables introduced in Step II of Section 2.3 appear to be the ad-
ditional roots of the intermediate Wronskians, and in a certain sense, the intermediate
Wronskians W1, . . . , WN correspond to simple roots αN , . . . , α1, respectively.
5. Basic case: n = 2
5.1. Bethe vectors for the Casimir operator. If n = 2, then all values of z are generic.
Indeed, as it has been pointed out in [RV, Section 5], for any fixed z = (z1, z2) with z1 6= z2
the linear change of variables t˜ = (t − z1)/(z2 − z1) turns the Bethe system on t into the
Bethe system on t˜ with z˜ = (0, 1). Therefore one can assume L = LΛ(0) ⊗ LΛ(1), where
LΛ(0) is associated with z1 = 0 and LΛ(1) with z2 = 1.
According to (3), for z = (0, 1) the Gaudin hamiltonians H1 , H2 satisfy H2 = −H1 = C,
where C is the Casimir operator. Furthermore, C acts in any irreducible submodule of the
tensor product by multiplication by a constant and hence definitely has eigenvectors.
We call n = 2 the basic case because one can use Bethe vectors in the tensor products
of n = 2 irreducible representations for the study of Bethe vectors when n > 2. The way
is explained in the next subsection.
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5.2. Iterated singular vectors and the Bethe Ansatz. Consider
L = LΛ(1) ⊗ · · · ⊗ LΛ(n) ,
the tensor product of n irreducible finite-dimensional slN+1-modules.
For every i = 1, . . . , n, fix a highest weight vector vi ∈ LΛ(i). Write k = (k1, . . . , kN)
and fix a highest weight
Λ(k) =
n∑
i=1
Λ(i) − k1α1 − · · · − kNαN
presented in L. Denote by [k] a set of presentations of numbers k1, . . . , kN as the sum of
(n− 1) non-negative integers,
kj = k1, j + . . . + kn−1, j , j = 1, . . . , N ,
such that for every 1 ≤ l ≤ n− 1 the weight
(20) Λ[k, l] =
l+1∑
i=1
Λ(i) −
N∑
j=1
(
l∑
i=1
ki, j
)
αj
is the highest weight in the tensor product
LΛ[k, l−1] ⊗ LΛ(l+1) ,
clearly Λ[k, n− 1] = Λ(k). We also set Λ[k, 0] := Λ(1) .)
Denote by K be the set of all such presentations. We say that Λ(k) and L satisfy the
Basic Property if the following holds.
Basic Property. For every [k] ∈ K and every 1 ≤ l ≤ n − 1, there exists a basis of
Bethe vectors in the subspace of singular vectors of the weight Λ[k, l] in the tensor product
LΛ[k, l−1] ⊗ LΛ(l+1) of two slN+1-representations, where the first one is labelled by z1 = 0
and the second one by z2 = 1.
Theorem 6. Let Λ(k) and L satisfy the Basic Property. Then for generic z1, . . . , zn there
exists a basis of Bethe vectors in the Gaudin model associated with the weight Λ(k) in L
and z = (z1, . . . , zn).
Proof. First of all, the Basic Property allows to construct a basis of iterated Bethe vectors
in the subspace of singular vectors of the weight Λ(k) in L. The construction is due to
N. Reshetikhin and A. Varchenko, [RV, Section 8, 10], see also [MV2, Section 3.2]. Let us
explain it briefly.
Fix [k] ∈ K. First, for LΛ(1)⊗LΛ(2), (z1, z2) = (0, 1), and for the highest weight Λ[k, 1],
take a basis of Bethe vectors {vj[1,2]} in the subspace of singular vectors of this weight in
LΛ(1) ⊗ LΛ(2). This basis can be written explicitly in terms of v1,v2 and solutions to the
corresponding Bethe system, according to Theorem 4.
Next, if we decompose LΛ(1) ⊗ LΛ(2) into the direct sum of irreducible representations,
then LΛ(1) ⊗ LΛ(2) ⊗ LΛ(3) can be written as the direct sum of the tensor products of two
irreducible representations, the first one comes from the decomposition and the second one
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is LΛ(3). For every tensor product of the form LΛ[k,1] ⊗ LΛ(3) (which is again the tensor
product of two irreducible slN+1-modules with fixed highest weight vectors v
j
[1, 2] and v3)
and for the highest weight
Λ[k, 2] = Λ[k, 1] + Λ(3)− k2, 1α1 − · · · − k2, NαN
in this tensor product, we take the basis of Bethe vectors for the subspace of singular
vectors of this weight and (z1, z2) = (0, 1); here LΛ[k,1] is marked by z1 = 0 and LΛ(3)
is marked by z2 = 1. This basis can be written explicitly in terms of v
j
[1, 2], v3 and the
solutions to the relevant Bethe system (that is, in terms of v1,v2,v3 and the solutions of
two Bethe systems corresponding to certain basic cases). If we continue this procedure (i.e.,
decompose LΛ[k,1]⊗LΛ(3) into the direct sum of irreducible representations, write LΛ[k,1]⊗
LΛ(3) ⊗ LΛ(4) as the direct sum of the tensor products of two irreducible representations,
one coming from the decomposition and the other being LΛ(4), etc.), then as a result we
get certain singular vectors of the weight Λ(k) in L, written in terms of the vectors vi’s
and solutions of (n − 1) Bethe systems corresponding to basic cases. These vectors are
called iterated Bethe vectors.
Performing this procedure for every [k] ∈ K, we obtain the basis of iterated Bethe
vectors in the subspace of singular vectors of the weight Λ(k) in L.
The next claim is similar to [RV, Theorem 9.16] and [MV2, Lemma 4.4]. For the reader
convenience, we sketch a proof.
Lemma 4. Let Λ(k) and L satisfy the Basic Property and s be a big real number. Then
for every iterated Bethe vector vB of the weight Λ(k) in L, there exist an integer ν and a
Bethe vector v(s) of the Gaudin model associated with LΛ(k) ⊂ L and z = (s, s
2, . . . , sn),
such that
v(s) = sν
(
vB +O(s
−1)
)
, s→ +∞ .
Proof of the Lemma. Every [k] ∈ K determines (n−1) weights Λ[k, l], l = 1, . . . , n−1,
corresponding to the (n− 1) iteration steps, see (20).
Let Ψ = Ψ(t) be the master function of the Gaudin model associated with LΛ(k) ⊂ L
and z = (s, s2, . . . , sn). In what follows we do not distinguish between critical points lying
in the same orbit of the symmetry group S(k) (this group was defined in the Step IV of
Section 2.3).
Fix [k] and divide the auxiliary variables t = {tl(j)} (see Section 2.3) into (n− 1) sets,
in accordance with the steps of iteration. Namely, the variables corresponding to the first
iteration are {ti(j) , 1 ≤ i ≤ k1, j , 1 ≤ j ≤ N}, and to the l-th iteration are
{ti(j) , k1, j + · · ·+ kl−1, j + 1 < i ≤ kl+1, j , 1 ≤ j ≤ N} , 2 ≤ l ≤ n− 1 .
Perform the following change of variables. If ti(j) belongs to the l-th set, then we write
(21) ti(j) = s
l+1τi(j) .
If we re-write the function Ψ in variables τ = τ[k] = {τi(j)}, then the critical point system
of Ψ(τ) becomes a small deformation of the critical point system of the product
Ψ[k] = Ψ1 · ... ·Ψn−1 ,
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where every Ψl is the master function corresponding to z = (0, 1) and to singular vectors
of the weight Λ[k, l] in LΛ[k, l−1] ⊗ LΛ(l+1) ; it depends on variables {τi(j)} from the l-th
set. Combining Theorem 5 and Proposition 1, we conclude that the number of the (orbits
of) critical points with non-zero critical value of Ψl is the maximal possible, i.e. equals the
dimension of the corresponding subspace of singular vectors, for every 1 ≤ l ≤ (n− 1).
Any iterated Bethe vector vB corresponding to fixed [k] is defined by a certain critical
point of the function Ψ[k], and the l-th set of the coordinates of this point is a critical point
of Ψl, for every 2 ≤ i ≤ n. Hence, according to the construction of the basis of iterated
Bethe vectors, the number of the (orbit of) critical points of Ψ[k] is exactly the number of
the iterated Bethe vectors that correspond to [k]. Notice, that near every critical point of
Ψ[k] there is at least one critical point of the function Ψ(τ).
These arguments work for every [k] ∈ K. Taking into account that the whole number
of the (orbits of) critical points of the function Ψ can not exceed the dimension of the
subspace of singular vectors of the weight Λ(k) in L, we conclude that in fact a critical
point of function Ψ(τ[k]) lying near any critical point of Ψ[k] is unique, for every [k] ∈ K.
Denote this point by τ (s) and the corresponding point of Ψ(t) by t(s). If we substitute
t(s) into the universal weight function of Section 2.3, then we obtain a Bethe vector v(s) =
v(t(s)). If we make change (21) and re-write v(t(s)) in terms of τ (s), then all summands
coming from the iterated vector vB will have the same factor s
ν , where ν is a certain
integer, whereas all other summands will include factors sa with a < ν. 
The Lemma implies that for s big enough, the Bethe vectors in the Gaudin model
associated with the weight Λ(k) in L and with z = (s, s2, . . . , sn) form a basis in the
subspace of singular vectors of this weight in L. The statement of the theorem then
follows. 
5.3. Basic Schubert intersections. In order to calculate Bethe vectors, one should solve
Bethe systems. This is a difficult task, even for n = 2; see [V] and [MV2] for a few of
examples. Relations to the Schubert calculus suggest to look for non-degenerate planes in
place of Bethe vectors.
If n = 2, then (10) is the intersection of three Schubert varieties and we call it a basic
Schubert intersection. By the same reason as in Section 5.1, one can always assume z1 = 0,
z2 = −1. We choose here z2 = −1 and not z2 = 1 in order not to take care about sings in
polynomials in our further calculation.
Proposition 2. Let partitions w(0), w(−1) and w(∞) satisfy
|w(0)|+ |w(−1)|+ |w(∞)| = dimGrN+1(Polyd) .
If the intersection number σw(0) · σw(−1) · σw(∞) is positive, then the basic Schubert inter-
section
Ωw(0)(0) ∩ Ωw(−1)(−1) ∩ Ωw(∞)(∞)
is non-empty and the Wronskian of any of it element is x|w(0)|(x+ 1)|w(−1)|. 
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5.4. Special Schubert intersections. Consider the basic Schubert intersections such
that at least one of the Schubert varieties corresponding to z1, z2 is special. Without loss
of generality we can and will assume that this intersection has the form
(22) I = Ia,w = Ωa(0) ∩ Ωw(∞) ∩ Ω(m)(−1) ⊂ GrN+1(Polyd) ,
where a = (a1, . . . , aN) and w = (w1, . . . , wN) are partitions, d − N ≥ a1, d − N ≥ w1,
and m = (N + 1)(d − N) − |a| − |w| > 0. We call such intersection a special Schubert
intersection.
If V ∈ Ia,w, then the degrees d1, . . . , dN , d and the orders 0, ρ1, . . . , ρN at 0 of polyno-
mials in V are related to w and a as follows, see (12),
(23) dl = d− wl + l −N − 1 , ρN+1−l = al +N + 1− l , 1 ≤ l ≤ N.
The famous Pieri formula ([Fu]) can be reformulated now in terms of degrees and orders
at 0 of polynomials.
Lemma 5. (Pieri formula) If a special Schubert intersection (22) is non-empty, then it
consists of a single element V , and
(24) 0 ≤ d1 < ρN ≤ d2 < ρN−1 ≤ d3 < . . . < ρ1 ≤ d ,
where d1, . . . , dN , d are the degrees and 0, ρ1, . . . , ρN are the orders at 0 of the polynomials
in V . The Wronskian of V is
WV (x) = x
|a|(x+ 1)m = xρ1+···+ρN−N(N+1)/2(x+ 1)m .

The relation (24) says that the polynomial of degree d1 in V has order 0 at 0. Hence
there is a polynomial of degree d2 in V that has order ρN at 0, and so on. We arrive at
the following conclusion.
Corollary 2. If a special Schubert intersection (22) is non-empty, then it is
Span{Q1(x) , . . . , QN+1(x)}, where Qi(x) has degree di and order ρN+2−i at 0 for every
1 ≤ i ≤ N + 1. Here di and ρi are defined for 1 ≤ i ≤ N by (23), dN+1 = d, ρN+1 = 0. 
6. A basis of the special Schubert intersection
In this section we produce explicitly a basis of the (single element of the) special Schubert
intersection V = Ia,w given by (22)–(24). Section 6.1 is devoted to the simplest case, when
the value of m is the maximal possible, i.e. m = d −N ; in Section 6.2 the generic case is
done.
6.1. Truncated binomials. Let m, d be positive integers, m ≤ d. We call the polynomial
Pm; d(x) := 1 + dx+
(
d
2
)
x2 + · · ·+
(
d
m
)
xm
a truncated binomial. In particular, Pd; d(x) = (x+ 1)
d.
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Theorem 7. The truncated binomials
Pm1; d(x) , . . . , PmN ; d(x) , Pd; d(x) ,
where 0 ≤ m1 < m2 < · · · < mN < d, span the (single element of the) Schubert intersection
Ia,w = Ωa(0) ∩ Ω(d−N)(−1) ∩ Ωw(∞) ⊂ GrN+1(Polyd) ,
where
a = (mN + 1−N, . . . ,m2 − 1, m1) ,
w = (d−m1 −N, . . . , d−mN−1 − 2, d−mN − 1) .
Proof. Notice that |a| + |w|+ d − N = dimGrN+1(Polyd), therefore Ia,w consists of at
most one element (by the Pieri formula). Thus it is enough to check that
V = Span{Pm1; d(x) , . . . , PmN ; d(x) , Pd; d(x)}
belongs to this Schubert intersection. Consider polynomials
Q1(x) = Pm1; d(x) , Qi(x) = Pmi; d(x)− Pmi−1; d(x) , 2 ≤ i ≤ N + 1 .
These polynomials also span V . Their orders at 0 are 0, m1+1, ..., mN+1, and their orders
at ∞ are 0, d−mN , ..., d−m1 (compare with Corollary 2). Moreover the sum
Q1(x) + · · ·+QN+1(x) = Pd; d(x) ∈ V
has order d at (−1). Hence the other orders of polynomials of V at (−1) have to be
0, 1, ..., N − 2. Indeed, otherwise the intersection of the corresponding Schubert varieties
would have a negative dimension. Thus V belongs to the three Schubert varieties. 
Corollary 3. If 0 ≤ m1 < . . . < mN < d, then the Wronski determinant of truncated
binomials Pm1; d(x), . . . , PmN ; d(x), Pd; d(x) is
det
(
dj
dxj
Pmi; d(x)
)
= c · xm1+...+mN−N(N−1)/2(x+ 1)d−N , 0 ≤ i, j ≤ N ,
where c is a non-zero constant. 
If Span{Pm1; d, . . . , PmN ; d, Pd; d} is non-degenerate, then the truncated binomials define
a Bethe vector of the weight
w∗ = (d−m1 −N)λ1 +
N∑
i=2
(mi −m1 − i+ 1)λi
in the Gaudin model associated with (z1, z2) = (0,−1) and the tensor product LΛ(0)⊗LΛ(−1)
of irreducible slN+1-representations with highest weights
Λ(0) =
N∑
i=1
(mN+1−i −N + i)λi and Λ(−1) = (d−N)λ1 ,
respectively, see Corollary 1.
For N = 1 the plane Span{Pk; d, Pd; d} is non-degenerate, for any k < d, see [Sc2] . In
fact this follows from an elementary property of the truncated binomials.
Lemma 6. Pk; d(x) does not have multiple roots for k < d.
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Proof. We have Pk; d(0) = 1. On the other hand,
d · Pk; d(x) − (1 + x)P
′
k; d(x) = d ·
(
d− 1
k
)
xk ;
hence if there exists a common root of Pk; d and P
′
k; d , then it is x = 0. 
For N > 1, we do not know if Span{Pm1; d, . . . , PmN ; d, Pd; d} is always non-degenerate.
Notice that for N = 2 the only additional requirement is as follows.
Conjecture 3. Truncated binomials Pk; d(x) and Pm; d(x) do not have common roots for
0 < k < m < d .
Indeed, for V = Span{Pk;d(x) , Pm; d(x) , Pd; d(x)} the flag V• = {V1 ⊂ V2 ⊂ V } defined
by (14) in Section 3.3 is as follows,
V1 = Span{Pk; d(x)} , V2 = Span{Pk; d(x) , Pm; d(x)} ,
and the intermediate Wronskians are
W1(x) = WV1(x) = Pk; d(x) , W2(x) = WV2(x) = P
′
k; d(x)Pm; d(x)− Pk;d(x)P
′
m; d(x) .
By definition (see Section 3.4), V is non-degenerate if
• Pk; d(x) = W1(x) do not have multiple roots;
• W1(x) and W2(x) do not have common roots distinct from 0 and (−1).
The first item holds (it is Lemma 6), therefore the second item implies that every common
root of W1(x) and W2(x) should be a common root of Pk; d(x) and Pm; d(x) as well.
The statement of the conjecture looks rather elementary, and holds in examples (see
Section 6.3). However we did not succeed either prove or disprove it.
6.2. A basis in Ia,w. Consider a special Schubert intersection that satisfies (22)–(24).
It is either empty or consists of a single plane Ia,w = V ∈ GrN+1(Polyd) , according to
Lemma 5. Let us begin with the relation V ∈ Ω(m)(−1). It means that V contains a
polynomial of order m+N at (−1),
(25) P (x) = (x+ 1)m+N + C1(x+ 1)
m+N+1 + . . . + Cd−m−N(x+ 1)
d ∈ V ,
where C1, . . . , Cd−m−N are some constants.
Proposition 3. Constants C1, . . . , Cd−m−N are uniquely defined by the special Schubert
intersection Ia,w given by (22)–(24).
Proof. The relation (24) of Lemma 5 says that P (x) does not contain terms xl with l ∈ L,
where
(26) L = { d1 + 1, . . . , ρN − 1, d2 + 1, . . . , ρN−1 − 1, . . . , dN , . . . , ρ1 − 1 }.
Denote by li the i-th entry in L. We get d−m−N linear equations on C1 , . . . , Cd−m−N ,
(27)
(
m+N
li
)
+ C1 ·
(
m+N + 1
li
)
+ . . . + Cd−m−N ·
(
d
li
)
= 0 , 1 ≤ i ≤ d−m−N .
20 I. Scherbak
The determinant of this system coincides, up to a sign, with
A = det (Aij) ,
where Aij ’s are binomial coefficients,
Aij =
(
d+ 1− j
li
)
, 1 ≤ i, j ≤ d−m−N = K .
First of all, we see that the i-th row has (li! (d+ 1−K − li)!)
−1 as a common factor,
and the j-th column (d+ 1− j)!, i.e.
A =
∏K
j=1 (d+ 1− j)!∏K
i=1 (li! (d+ 1−K − li)!)
· B ,
where
B = det (Bij) ; Bij =
1
(d− li −K + 2) . . . (d− li + 1− j)
for j 6= K; BiK = 1 .
Introduce notation bi = d− li −K + 2, for 1 ≤ i ≤ K. With this notation, we have
Bij =
1
bi · (bi + 1) . . . (bi +K − 1− j)
for j 6= K .
Next, we apply to Bij the following simple fraction decomposition.
Lemma 7. For any positive integer M , we have
1
x · (x+ 1) . . . (x+M)
=
M∑
i=0
(−1)i
i! (M − i)! (x+ i)
.

Thus using the (K − 1)-th column, which consists of 1/bi, we can erase the summands
1/bi in the all previous K − 2 columns. Then the (K − 2)-th column becomes Bi,K−2 =
−1/(bi + 1), and we can use it to erase 1/(bi + 1) in the all previous K − 3 columns and
so on. We get
B =
(−1)(K−1)(K−2)/2
1! 2! . . . (K − 2)!
· B˜ ,
where
B˜ = det
(
B˜ij
)
, B˜ij =
1
bi +K − 1− j
for j 6= K; B˜iK = 1 .
To calculate this determinant is an exercise in linear algebra. Write B˜ = B˜K(b1, . . . , bK).
Lemma 8. We have the following recursion,
B˜K(b1, . . . , bK) =
(−1)(K−1)(K−2)/2 (K − 2)!
∏K−1
i=1 (bk − bi)∏K
i=1 bi
∏K−2
j=1 (bK + j)
· B˜K−1 (b1+1, . . . , bK−1+1) .

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Finally we obtain
det (Aij) = ±
K−1∏
i=1
(d+ 1− i)i ·
K∏
i=1
(
d+ 1−K
li
)
·
∏
1≤j<i≤K
(lj − li) ,
and hence det (Aij) 6= 0. 
Now substitute the solution C1, . . . , Cd−m−N of the system (27) into (25). Recall that
we set dN+1 = d and ρN+1 = 0. The polynomial P (x) can be presented as the sum of
N + 1 polynomials,
P (x) = Q1(x) + . . . +QN+1(x) ,
such that for every 1 ≤ i ≤ N +1 the polynomial Qi(x) has degree di and order ρN+2−i at
0. This means that
Span{Q1(x), . . . , QN+1(x)} ∈ Ωa(0) ∩ Ω(m)(−1) ∩ Ωw(∞)
(compare with Corollary 2). We arrive at the following result.
Theorem 8. Every special Schubert intersection Ia,w given by (22)–(24) is non-empty, and
the polynomials Q1(x), . . . , QN+1(x) defined above provide a basis of (the single element
of) Ia,w. 
6.3. Examples: bases of special Schubert intersections and Bethe vectors. If a
basis of an element in GrN+1(Polyd) is known, then one can find the additional roots of the
intermediate Wronskians and to check the non-degeneracy conditions, as it is explained in
Section 3.4. If these conditions hold, then the substitution of the additional roots into the
universal weight function v(t) ( see Section 2.3) gives the corresponding Bethe vector. All
special Schubert intersections in our examples are non-degenerate.
First we discuss special Schubert intersections given by presentations of (x + 1)5 as a
sum of polynomials.
1. Polynomials
Q1(x) = 1 + 5x , Q2(x) = 10x
2 + 10x3 , Q3(x) = 5x
4 + x5
span the special Schubert intersection Ia,w ∈ Gr3(Poly5), where a = w = (2, 1) (as
Theorem 7 or an easy direct calculation shows). The corresponding Bethe vector is a
highest weight vector of the weight Λw∗ = 2λ1 + λ2 in the tensor product LΛ(0) ⊗ LΛ(−1)
of sl3-representations, where Λ(0) = Λ(−1) = 2λ1 + λ2. We have
Λw∗ = Λ(0) + Λ(−1)− 2α1 − α2.
In order to find the Bethe vector, we have to calculate values of the variables t1(1), t2(1)
corresponding to α1 and of the variable t(2) corresponding to α2, according to Corollary 1.
These values are the additional roots of the WronskiansW2(x) = Q1(x)Q
′
2(x)−Q
′
1(x)Q2(x)
and W1(x) = Q1(x), respectively, as Corollary 1 says. We have (up to a constant factor)
W1(x) = 1 + 5x , W2(x) = 10x(10x
2 + 8x+ 2) ,
i.e. the value of t(2) is −1/5 and the values of t1,2(1) are (−2± i)/5. The substitution into
the function v(t) defined in Section 2.3 gives the Bethe vector.
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2. Another presentation of (x+ 1)5 as the sum of three polynomials,
Q1(x) = 1 , Q2(x) = 5x+ 10x
2 + 10x3 + 5x4 , Q3(x) = x
5 ,
gives Span{Q1, Q2, Q3} = Ia,w ∈ Gr3(Poly5) with a = w = (3, 0). Now w
∗ = (3, 3) and
the corresponding Bethe vector has the weight
Λw∗ = 3λ1 + 3λ2 = 6λ1 − 3α1 = Λ(0) + Λ(−1)− 3α1 .
There are no variables corresponding to α2 (indeed, W1(x) = Q1(x) = 1 has no roots), and
there are three variables corresponding to α1. The values of these variables that give the
Bethe vector are the roots of W2(x) = Q
′
2(x) = 5(4x
3 + 6x2 + 4x+ 1).
3. If we take
Q1(x) = 1 , Q2(x) = 5x+ 10x
2 , Q3(x) = 10x
3 + 5x4 , Q4(x) = x
5 ,
we get Span{Q1, Q2, Q3, Q4} = Ia,w ∈ Gr4(Poly5) with a = (2, 1, 0) and w = (2, 1, 0),
w∗ = (2, 2, 1). We have
Λw∗ = Λ(0) + Λ(−1)− 2α1 − α2.
The corresponding Bethe vector is v(t0) where t0(2) is the root of W2(x) = Q
′
2(x) and
t01,2(1) are the non-zero roots of W3(x) = Q
′
2(x)Q
′′
3(x)−Q
′′
2(x)Q
′
3(x).
Now consider (x + 1)4 + c(x + 1)5 and choose c in such a way that x3 disappears. An
easy calculation gives c = −2/5.
4. Present the obtained polynomial as the following sum,
(x+ 1)4 −
2
5
(x+ 1)5 =
(
3
5
+ 2x
)
+ 2x2 −
(
x4 +
2
5
x5
)
= Q1(x) +Q2(x)−Q3(x) .
According to Theorem 8, we have Span{Q1, Q2, Q3} = Ia,w ∈ Gr3(Poly5) where a = (2, 1),
w = (2, 2) (of course it is easy to check this directly). Hence w∗ = (2, 0) and in order to
obtain the Bethe vector of the weight 2λ1 = Λ(0) +Λ(−1)−α1−α2 one has to substitute
the roots of two linear equations, 3/5 + 2x = 0 and 3/5 + x = 0, into the weight function
v(t) of Section 3.2.
Remark 3. In more complicated examples, with larger numbers N and d, it is still easy
to calculate the elementary symmetric functions in the auxiliary variables t(i), that is
the coefficients of the polynomials TN+1−i(x). Notice that the functions ω(t) entering the
universal weight function, see (8), are in fact functions in the same elementary symmetric
functions, as Step IV of Section 2.3 shows. It would be helpful to re-write v(t) in terms of
polynomials TN+1−i(x). With S. Chmutov, we obtained the corresponding expressions for
some of ω(t)’s in [CSc].
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