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In a recent paper, we proved that assuming some initial data φ ∈ H˙1/2(R3) lead to
a singularity for the 3D Navier–Stokes equations, there are also initial data with the
minimal H˙1/2-norm which produce a singularity and the set of such data is compact up to
translations and the natural scaling of the equation. The purpose of this paper is to analyze
a more general case where the set of initial data potentially leading to a singularity is on
a sphere centered at non-zero initial data leading to a global solution.
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1. Introduction
We consider the Cauchy problem for the Navier–Stokes equations in R3 × (0,∞)
⎧⎨
⎩
∂tu − u + u · ∇u + ∇p = 0 in R3 × (0,∞),
divu = 0 in R3 × (0,∞),
u(x,0) = φ(x) in R3,
(NSE)
where φ(x) is a divergence free vector ﬁeld, u(x, t) and p(x, t) are respectively the velocity and the pressure ﬁelds of the
ﬂuid. The velocity is a three-component vector ﬁeld, and the pressure is a scalar ﬁeld. The divergence free condition on u
represents the incompressibility of the ﬂuid. Here x and t are respectively the time and the space variables, with x ∈R3 and
t ∈ (0,∞).
In order to motivate our study, let us recall a few well-known facts concerning the system (NSE). The most important
results about the Cauchy problem were obtained by J. Leray in [15], who proved that for divergence free data φ ∈ L2(R3),
there is a global, weak solution u of (NSE) with
u ∈ L∞((0,∞), L2(R3))∩ L2((0,∞), H˙1(R3)),
where Lp(R3) denotes the usual Lebesgue space of order p, and where we have noted H˙ s(R3) the homogenous Sobolev
space of order s, deﬁned by
H˙ s
(
R
3)= {u ∈ S ′(R3): ‖u‖H˙ s(R3) < +∞},
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‖u‖H˙ s(R3) =
(∫
R3
|ξ |2s∣∣uˆ(ξ)∣∣2 dξ
)1/2
,
and uˆ is the Fourier transform of u. We will note 〈·|·〉H˙ s(R3) the scalar product in H˙ s(R3).
The solutions constructed by J. Leray satisfy moreover the energy inequality
∥∥u(t)∥∥2L2(R3) + 2
t∫
0
∥∥∇u(s)∥∥2L2(R3) ds ‖φ‖2L2(R3). (1)
At the time of this writing, those solutions are not known to be unique in three dimensions. Throughout the years, the
uniqueness problem attracted many outstanding mathematicians, and the starting point of our study will be the result of
H. Fujita and T. Kato [5]. We state it as the following theorem.
Theorem 1. Let φ ∈ H˙1/2(R3). There exist a unique maximal time Tmax(φ) > 0 and a unique solution u(x, t) of (NSE) associated with
φ such that
u(x, t) ∈ C([0, T ], H˙1/2(R3))∩ L2([0, T ], H˙3/2(R3)) for all T < Tmax(φ). (2)
Furthermore, there exists a universal constant CE > 0 such that
‖φ‖H˙1/2(R3) < CE 
⇒ Tmax(φ) = +∞, (3)
and we have for any t  0
∥∥u(t)∥∥2H˙1/2(R3) +
t∫
0
∥∥u(s)∥∥2H˙3/2(R3) ds C‖φ‖2H˙1/2(R3). (4)
Solutions obtained using the framework developed by Fujita and Kato are usually called strong solutions. Finally, it is
well known (see for instance [3] or [14]) that we have the following weak-strong uniqueness result:
∀φ ∈ L2(R3)∩ H˙1/2(R3), NS(φ) satisﬁes (1), (5)
where, as in the whole of this paper, we noted NS(φ) the unique solution of (NSE) associated with the initial data φ ∈
H˙1/2(R3). In relation with the result of H. Fujita and T. Kato mentioned above, let us deﬁne the following function spaces
E∞ = Cb
(
(0,∞), H˙1/2(R3))∩ L2((0,∞), H˙3/2(R3)),
ET = Cb
(
(0, T ), H˙1/2
(
R
3))∩ L2((0, T ), H˙3/2(R3)),
where Cb denotes the set of bounded, continuous functions. We equip E∞ and ET with norms
‖u‖E∞ =
(‖u‖2
L∞((0,∞),H˙1/2(R3)) + ‖u‖2L2((0,∞),H˙3/2(R3))
)1/2
,
‖u‖ET = sup
tT
(∥∥u(t)∥∥2H˙1/2(R3) + ‖u‖2L2((0,t),H˙3/2(R3))
)1/2
.
One important aspect to keep in mind in the study of (NSE) is the fact that Theorem 1 guarantees the existence of a global
solution (that is Tmax(φ) = +∞) only if we impose a smallness condition on the H˙1/2-norm of the initial data φ. However,
we are well able to exhibit initial data with arbitrarily large norm, yet still leading to a global solution. In particular, steady-
state solutions are a good example of such situation. At this point, it is natural to ask if suﬃciently small perturbations of
data producing global solutions also lead to global solutions. This stability question has received much attention in the past
years and has been addressed, to name just a few, in the work of Auscher, Dubois and Tchamitchian [1], Beirao da Veiga
and Secchi [2], Gallagher, Iftimie and Planchon [8] and [9], Kawanago [12] and [13], Ponce, Racke, Sideris and Titi [16]. For
the purpose of this paper, we recall the result obtained in [8].
Theorem 2. Let u ∈ C((0,∞), H˙1/2(R3))∩ L2((0,∞), H˙3/2(R3)) be a global solution of (NSE) with initial data φ ∈ H˙1/2(R3). There
exists  = (u) such that if ‖φ′ − φ‖H˙1/2(R3) < (u) then the solution v(x, t) with initial data φ′ ∈ H˙1/2(R3) is also global, that is
belongs to C((0,∞), H˙1/2(R3)) ∩ L2((0,∞), H˙3/2(R3)).
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In the proceeding, we will denote this set by REG. For a ﬁxed φ ∈ REG, let Bρ,φ = {φ′ ∈ H˙1/2(R3): ‖φ′ − φ‖H˙1/2(R3) < ρ} and
let ρφmax be the supremum of all ρ > 0 such that the Cauchy problem (NSE) is well-posed for φ
′ ∈ Bρ,φ . In a recent paper
[18] we considered the case φ ≡ 0 and the possibly hypothetical scenario ρ0max < ∞ (see [4]). In principle, for φ ∈ REG,
ρ
φ
max could be ﬁnite for various reasons, which depend on the exact notion of a solution. However, we showed in [18]
that with the natural deﬁnition of the strong solution, the only reason ρφmax could be ﬁnite is the appearance of ﬁnite-
time singularities in the resulting solution. We considered the following question: if ρ0max is ﬁnite, do there exist initial
data φ′ ∈ H˙1/2(R3) with ‖φ′‖H˙1/2(R3) = ρ0max, such that the solution u of the Cauchy problem (NSE) develops a singularity
in ﬁnite time? The answer to this question is indeed aﬃrmative and the result can be stated in the following way. Let
M0 = {φ′ ∈ H˙1/2(R3): ‖φ′‖H˙1/2(R3) = ρ0max and Tmax(φ′) < ∞}. We have the following theorem.
Theorem 3. The set M0 is non-empty. Moreover, M0 is compact modulo scalings and translations, i.e. if φ′k ∈ M0 is a sequence in
M0 , then there exist λk > 0 and xk ∈R3 such that the sequence φ˜′k ∈ H˙1/2(R3) deﬁned by φ˜′k = λkφ′k(x− xk) is compact in H˙1/2(R3).
The purpose of this paper is to investigate a more general situation. For φ ∈ REG we consider the set Mφ = {φ′ ∈
H˙1/2(R3): ‖φ′ − φ‖H˙1/2(R3) = ρφmax and Tmax(φ′) < ∞}. We are interested in the following problem:
In the above setting, how does Mφ compare to M0?
Before stating the main results of this paper we introduce the following deﬁnition.
Deﬁnition 1. Let φ ∈ H˙1/2(R3) be the initial data leading to a global, regular solution of the Cauchy problem (NSE) and let
ρ
φ
max be deﬁned as above. If
a) ρφmax < ρ
0
max, we say that φ is sub-stable;
b) ρφmax = ρ0max, we say that φ and 0 are equi-stable;
c) ρφmax > ρ
0
max, we say that φ is super-stable.
The main result obtained in this paper is the following theorem.
Theorem 4. Let φ ∈ H˙1/2(R3) be the initial data such that NS(φ) ∈ E∞ . With the above notation, the following hold
i) if φ is sub-stable then Mφ is non-empty and compact in H˙1/2(R3),
ii) if φ and 0 are equi-stable then Mφ ⊆ φ + M0 .
Remark 1. Let φ be super-stable and let φ′ ∈ M0. Since φ + φ′ leads to a global solution, φ has a “regularizing” effect
on φ′ . The nature of this phenomenon seems to be a challenging problem and in the fact may even be beyond the scope of
available techniques.
Remark 2. If φ and 0 are equi-stable, our techniques cannot rule out the case where for some special φ ∈ H˙1/2(R3) we have
Mφ = ∅. In some sense, this scenario is related to the one mentioned in Remark 1.
We believe that the analysis of cases described in Remarks 1 and 2 would greatly improve our understanding of the
Cauchy problem (NSE). However, limited by the present techniques, we plan to return to these cases in a future publication.
The rest of the paper is organized as follows. In Section 2, we recall some auxiliary results about the proﬁle decomposi-
tion and the Navier–Stokes equations, needed in the proof of Theorem 4. We give the proof of Theorem 4 in Section 3.
2. Auxiliary results
In this section, we present some auxiliary results, which are going to be used in the proof of Theorem 4. Techniques
used in [18] to prove Theorem 3 were based on the theory of suitable weak solutions and the application of the local
energy inequality together with some scale-invariant a priori estimates developed by P.G. Lemarie-Rieusset in [14]. In [17]
we gave an alternative proof of Theorem 3 based on the proﬁle decomposition in the space H˙1/2(R3). We note that the
results obtained in [17] and [18] have been independently generalized by I. Gallagher, G. Koch and F. Planchon in [7] to the
case of initial data in L3(R3), where authors use the proﬁle decomposition approach developed by I. Gallagher in [6] and
G. Koch in [11]. Results presented in this paper can also be generalized to this case, however since the essential outline of
the proof is the same we choose to work with initial data in H˙1/2(R3).
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Theorem5. Let (φn) be a bounded sequence of functions in H˙1/2(R3). Then up to the extraction of a subsequence, it can be decomposed
in the following way:
∀	 ∈N \ {0}, φn(x) = ϕ0(x) +
	∑
j=1
1
h jn
ϕ j
(
x− x jn
h jn
)
+ ψ	n (x), (6)
where the functions ϕ j are in H˙1/2(R3) for all j ∈ N, where (ψ	n ) is a bounded sequence in H˙1/2(R3) uniformly in 	 ∈ N \ {0}, and
satisﬁes
lim
	→∞ limsupn→∞
∥∥ψ	n∥∥L3(R3) = 0, (7)
and where for any j ∈N \ {0}, (h jn, x jn) is a sequence in (R+ \ {0} ×R3)N with the following orthogonality property: for every pair of
integers ( j,k) such that j = k, we have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
either lim
n→∞
(
h jn
hkn
+ h
k
n
h jn
)
= +∞,
or h jn = hkn and limn→∞
|x jn − xkn|
h jn
= +∞.
(8)
Finally we have for every 	 ∈N \ {0},
‖φn‖2H˙1/2(R3) = ‖ϕ0‖2H˙1/2(R3) +
	∑
j=1
‖ϕ j‖2H˙1/2(R3) +
∥∥ψ	n∥∥2H˙1/2(R3) + o(1), (9)
as n goes to inﬁnity.
In [6] I. Gallagher studied how the above decomposition of initial data is propagated by the evolution due to the Navier–
Stokes equations. The main obstacle in these considerations is the control of the interaction between solutions evolving
from different terms of the decomposition (6) due to the non-linear nature of the problem. The following proposition plays
an important role in this process.
Proposition 6. Let T ∈R+ ∪ {+∞} be ﬁxed. There exists a constant C independent of T , such that the following is true. Let ( fn) and
(gn) be two families of vector ﬁelds, bounded in ET and in L2((0, T ), H˙−1/2(R3)) respectively. If
sup
n∈N
‖gn‖L2((0,T ),H˙−1/2(R3))  C exp
(
−2C sup
n∈N
‖ fn‖4ET
)
, (10)
then there exists a unique solution in ET to the following system:{
∂trn − rn + P(rn · ∇rn) + Q(rn, fn) = gn in R3 × (0,∞),
rn(x,0) = 0 in R3,
(11)
where P is the Leray projector onto divergence-free vector ﬁelds, and where
Q(a,b) = P(a · ∇b + b · ∇a).
Moreover, we have
‖rn‖ET  C‖gn‖L2((0,T ),H˙−1/2(R3))
(
1+ exp(C‖ fn‖4ET )). (12)
To be able to make use of Proposition 6, it is necessary to know if the orthogonality properties of terms in (6) persist in
time. This is the merit of the following proposition.
Proposition 7. Let T ∈ R+ ∪ {+∞} be given and let φ1 and φ2 be two divergence-free vector ﬁelds in H˙1/2(R3). Consider two
sequences (h1n, x
1
n) and (h
2
n, x
2
n) in (R
+ \ {0} × R3)N orthogonal in the sense of (8). Suppose for instance that h1n  h2n. For j = 1,2
deﬁne
φnj =
1
j
φ j
(
x− x jn
j
)
. (13)hn hn
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lim
n→∞ sup
t∈[0,(h1n)2T ]
〈
NS
(
φ1n
)
(·, t)∣∣NS(φ1n)(·, t)〉H˙1/2(R3) = 0, (14)
lim
n→∞
〈
NS
(
φ1n
)∣∣NS(φ1n )〉L2((0,(h1n)2T ),H˙3/2(R3)) = 0, (15)
lim
n→∞
∥∥NS(φ1n)NS(φ1n )∥∥L4((0,(h1n)2T ),L2(R3)) = 0. (16)
The last result we wish to recall here is a version of the small-data part of Theorem 1.
Proposition 8. Let φ ∈ H˙1/2(R3) be a divergence free vector ﬁeld. There exists a constant C˜ E such that if ‖φ‖L3(R3) < C˜ E then if
NS(φ) = u(x, t) we have u ∈ E∞ and for any t  0 we have
∥∥u(t)∥∥2H˙1/2(R3) +
t∫
0
∥∥∇u(s)∥∥2H˙1/2(R3) ds C‖φ‖2H˙1/2(R3). (17)
Proof of Proposition 8 can be found for instance in [6].
3. Proof of Theorem 4
In this section we prove Theorem 4.
Proof. Let φ ∈ H˙1/2(R3) be the initial data that are sub-stable or equi-stable with 0. Consider a sequence (φn) ∈ H˙1/2(R3)
such that ‖φn − φ‖H˙1/2(R3) ↘ ρφmax and NS(φn) become singular in ﬁnite time. Since (φn − φ) is bounded in H˙1/2(R3), we
can use Theorem 5 and obtain
φn(x) − φ(x) = ϕ0(x) +
	∑
j=1
1
h jn
ϕ j
(
x− x jn
h jn
)
+ ψ	n (x). (18)
By lower semi-continuity of the norm with respect to weak convergence we have
‖ϕ0‖H˙1/2(R3)  ρφmax. (19)
Furthermore, notice that, for a ﬁxed j, the function ϕ j is the weak limit point in H˙1/2(R3) of the sequence ϕnj (x) =
h jnφn(h
j
nx+ x jn) − h jnφ(h jnx+ x jn). Due to the scaling invariance of the H˙1/2-norm, we have∥∥ϕnj ∥∥H˙1/2(R3) = ‖φn − φ‖H˙1/2(R3), (20)
thus, again, by lower semi-continuity of the norm we obtain
‖ϕ j‖H˙1/2(R3)  ρφmax. (21)
Notice furthermore that, since φn(x) are divergence free and ϕ j for j = 0,1, . . . , 	 are weak limit points of divergence-free
sequences in H˙1/2(R3), this implies that divϕ j = 0 for all j. Passing to the limit n → ∞ yields the following cases.
• CASE I: ‖ϕ0‖H˙1/2(R3) = ρφmax. This assumption reduces the decomposition (6) to
φn(x) = φ(x) + ϕ0(x) + ψn(x),
where ψn → 0 strongly in H˙1/2(R3). Assume that the solution u(x, t) = NS(φ +ϕ0) does not become singular in ﬁnite time.
Notice, however, that φn → φ + ϕ0 strongly in H˙1/2(R3). This stands in contradiction with Theorem 2 since for suﬃciently
large n we have ‖φn − (φ + ϕ0)‖H˙1/2(R3) < (u) thus solutions NS(φn) are global, that is in the space E∞ . Moreover, by the
Ladyzhenskaya–Prodi–Serrin condition, they are regular, thus contradicting the initial assumption on developing a ﬁnite-
time singularity. The obtained contradiction implies that the solution starting at φ + ϕ0 is singular, hence φ + ϕ0 is the
sought minimal singularity-generating initial data.
• CASE II: There exists j ∈ {1, . . . , 	} such that ‖ϕ j‖H˙1/2(R3) = ρφmax. This implies that the decomposition (6) reduces to
φn(x) = φ(x) + 1j ϕ j
(
x− x jn
j
)
+ ψn(x).hn hn
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guarantee that for large n, ‖ψn‖H˙1/2(R3) is smaller than (un) where
un(x, t) = NS
(
φ(x) + 1
h jn
ϕ j
(
x− x jn
h jn
))
.
In this case we need to distinguish between the sub-stable and equi-stable data.
◦ i) φ is sub-stable. The sub-stability assumption implies that ‖ϕ j‖H˙1/2(R3) < ρ0max thus NS(ϕ j) ∈ E∞ . Let v(x, t) = NS(φ),
vn(x, t) = NS(φn), V j(x, t) = NS(ϕ j), v jn(x, t) = 1
h jn
V j(
x−x jn
h jn
, t
(h jn)2
) and wn(x, t) = H(ψn), where H(ψn) denotes the solution of
the linear heat equation with initial data ψn . We look for the following decomposition
vn(x, t) = v(x, t) + v jn(x, t) + wn(x, t) + rn(x, t), (22)
where rn(x, t) solves system (11) with
fn = v + v jn + wn,
gn = −Q
(
v, v jn
)− Q(v,wn) − Q(v jn,wn)− P(wn · ∇wn).
We will show that for n large enough vn(x, t) is regular thus contradicting our assumption on the development of a ﬁnite-
time singularity. Notice that all terms on the right-hand side of (22) are in E∞ but possibly rn(x, t). Thus, it suﬃces to show
that rn ∈ E∞ for n large enough. We will apply Proposition 6. First, notice that due to the scaling invariance of the E∞-norm
we have
‖ fn‖E∞  ‖v‖E∞ +
∥∥v jn∥∥E∞ + ‖wn‖E∞ = ‖v‖E∞ +
∥∥V j∥∥E∞ + ‖wn‖E∞ .
By properties of the heat equation we infer that fn is uniformly bounded in E∞ . Thus, we need only to show that gn can
be made small enough in L2((0,∞), H˙−1/2(R3)) for large n. Notice that v jn and wn belong to E∞ . By interpolation between
L∞((0,∞), H˙1/2(R3)) and L2((0,∞), H˙3/2(R3)) we obtain that all v jn and wn belong to L8/3((0,∞), H˙5/4(R3)). Now, recall
the product rule estimates in Sobolev spaces:
∀s, t < 3/2, s + t > 0, ‖ab‖
H˙ s+t−
3
2
 C(s, t)‖a‖H˙ s(R3)‖b‖H˙t (R3).
All parts of gn are of the form P(an · ∇bn) where we have an,bn ∈ L8/3((0,∞), H˙5/4(R3)) thus we have
∥∥P(an · ∇bn)∥∥L4/3((0,∞),L2(R3))  C‖an‖L8/3((0,∞),H˙5/4(R3))‖bn‖L8/3((0,∞),H˙5/4(R3)).
Hence, we have
∥∥Q(v, v jn)∥∥L4/3((0,∞),L2(R3))  C‖v‖E∞
∥∥v jn∥∥E∞ , (23)∥∥Q(v jn,wn)∥∥L4/3((0,∞),L2(R3))  C
∥∥v jn∥∥E∞‖ψn‖H˙1/2(R3), (24)∥∥Q(v,wn)∥∥L4/3((0,∞),L2(R3))  C‖v‖E∞‖ψn‖H˙1/2(R3), (25)∥∥P(wn · ∇wn)∥∥L4/3((0,∞),L2(R3))  C‖ψn‖2H˙1/2(R3). (26)
Recall that because of the scale invariance of the norms we have ‖v jn‖E∞ = ‖V j‖E∞ and that (ψn) is bounded in H˙1/2(R3).
If we can make gn small in L4((0,∞), H˙−1(R3)) for large n then by interpolation between L4((0,∞), H˙−1(R3)) and
L4/3((0,∞), L2(R3)) we will obtain that gn is small in L2((0,∞), H˙−1/2(R3)). Therefore the result amounts to showing
that for suﬃciently large n the following quantities
∥∥Q(v jn, v)∥∥L4((0,∞),H˙−1(R3)), (27)∥∥Q(v jn,wn)∥∥L4((0,∞),H˙−1(R3)), (28)∥∥Q(v,wn)∥∥L4((0,∞),H˙−1(R3)), (29)∥∥P(wn · ∇wn)∥∥L4((0,∞),H˙−1(R3)), (30)
become suﬃciently small. Due to the divergence free condition this reduces to showing that
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n→∞
∥∥v jnv∥∥L4((0,∞),L2(R3)) = 0, (31)
lim
n→∞
∥∥v jnwn∥∥L4((0,∞),L2(R3)) = 0, (32)
lim
n→∞‖vwn‖L4((0,∞),L2(R3)) = 0, (33)
lim
n→∞‖wnwn‖L4((0,∞),L2(R3)) = 0. (34)
Let us start with (34). We have
‖wnwn‖L4((0,∞),L2(R3))  ‖wn‖L4((0,∞),L6(R3))‖wn‖L∞((0,∞),L3(R3)). (35)
By the embedding H˙1(R3) ↪→ L6(R3) we get
‖wn‖L4((0,∞),L6(R3))‖wn‖L∞((0,∞),L3(R3))  C‖wn‖L4((0,∞),H˙1(R3))‖wn‖L∞((0,∞),L3(R3)). (36)
Interpolation between L∞((0,∞), H˙1/2(R3)) and L2((0,∞), H˙3/2(R3)) gives the bound of wn in L4((0,∞), H˙1(R3)) and
combined with the a priori estimate of the heat equation gives an estimate uniform in n. We also have an estimate of wn
in L∞((0,∞), L3(R3)) by ‖ψn‖L3(R3) which can be made as small as needed due to the fact that ψn → 0 in H˙1/2(R3).
Estimates (32) and (33) follow essentially the same pattern. Estimate (31) is a direct consequence of (16) in Proposition 7.
Hence, we obtain
lim
n→∞‖gn‖L2((0,∞),H˙−1/2(R3)) = 0. (37)
For large n, condition (10) is satisﬁed thus by Proposition 6 vn ∈ E∞ which contradicts the initial assumption. Thus, if φ is
sub-stable we are able to rule out this case.
◦ ii) φ is equi-stable with 0. In order to apply Proposition 6 we need to control fn ∈ E∞ uniformly in n. In the above scenario
this was possible since we knew that ϕ j produces a global solution. In the case of data equi-stable with 0, if we know
that NS(ϕ j) is global, all estimates from the previous case are valid and we can carry out the above proof and rule out this
scenario. However, we are not able to exclude the case where NS(ϕ j) develops a ﬁnite-time singularity. This means that
ϕ j ∈ M0, which implies that Mφ ⊆ φ + M0.
• CASE III: For all j = 0,1, . . . , 	 we have ‖ϕ j‖H˙1/2(R3) < ρφmax. In this case we have the most general form of decomposi-
tion (6)
φn(x) = φ(x) +
	∑
j=1
1
h jn
ϕ j
(
x− x jn
h jn
)
+ ψ	n (x).
This time we do not have ψ	n → 0 strongly in H˙1/2(R3). However, notice that we have ‖ϕ j‖H˙1/2(R3) < ρ0max thus NS(ϕ j) ∈ E∞
for all j. The below enclosed reasoning is a more careful version of the previous case since now we need to control
sequences uniformly in both 	 and n. As previously, let vn(x, t) = NS(φn), v(x, t) = NS(φ), V j(x, t) = NS(ϕ j), v jn(x, t) =
1
h jn
V j(
x−x jn
h jn
, t
(h jn)2
) and w	n(x, t) = H(ψ	n ). We have the following decomposition
vn(x, t) = v(x, t) +
	∑
j=1
v jn(x, t) + w	n(x, t) + r	n(x, t), (38)
where r	n(x, t) solves system (11) with
fn = v +
	∑
j=1
v jn + w	n,
gn = −1
2
∑
j =k
Q(v jn, vkn)−
∑
j	
Q(v jn,w	n)− P(w	n · ∇w	n).
We will show that for n large enough vn(x, t) is regular thus contradicting our assumption. Notice that all terms on the
right-hand side of (38) are in E∞ but possibly r	n(x, t). Since we need to control f 	n in E∞ uniformly in 	 and n there are
two potential diﬃculties. The ﬁrst one is the control of
	∑
v jn.j=1
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uniform control of ‖w	n‖E∞ . To address the ﬁrst issue, notice that due to (9) there exists j0 independent of n such that‖ϕ j‖H˙1/2(R3) < CE for j  j0, hence thanks to (4) we obtain∥∥v jn∥∥E∞  C‖ϕ j‖H˙1/2(R3), for j  j0.
Therefore, there is only a ﬁnite number of V j which possibly do not satisfy an a priori estimate. This combined with
property (9) and the scaling invariance of the norms, allows us to deduce that
∞∑
j=1
∥∥V j∥∥2E∞ < +∞. (39)
Notice also that Proposition 7 gives us∥∥∥∥∥
	∑
j=1
v jn
∥∥∥∥∥
2
E∞
=
	∑
j=1
∥∥v jn∥∥2E∞ + o(1), as n → ∞,
thus property (9) together with the scale invariance of the E∞-norm yields∥∥∥∥∥
	∑
j=1
v jn
∥∥∥∥∥
2
E∞

j0∑
j=1
∥∥V j∥∥2E∞ + 2‖φn‖2H˙1/2(R3),
and recall that (φn) is bounded in H˙1/2(R3). Therefore
	∑
j=1
v jn
is controlled in E∞ uniformly in 	 and n. Recall also that ψ	n are uniformly bounded in 	 and n in H˙1/2(R3), thus by the
properties of the heat equation we have w	n uniformly bounded in E∞ . Therefore f 	n is uniformly bounded in E∞ .
Again, we only need to show that g	n is small enough in L
2((0,∞), H˙−1/2(R3)) for large n but uniformly in 	. Notice
that all v jn and w
	
n belong to E∞ . By interpolation between L∞((0,∞), H˙1/2(R3)) and L2((0,∞), H˙3/2(R3)) we obtain that
all v jn and w
	
n belong to L
8/3((0,∞), H˙5/4(R3)). The product rule estimate in Sobolev spaces gives∥∥Q(v jn, vkn)∥∥L4/3((0,∞),L2(R3))  C
∥∥v jn∥∥E∞
∥∥vkn∥∥E∞ , (40)∥∥Q(v jn,w	n)∥∥L4/3((0,∞),L2(R3))  C
∥∥v jn∥∥E∞
∥∥ψ	n∥∥H˙1/2(R3), (41)∥∥P(w	n · ∇w	n)∥∥L4/3((0,∞),L2(R3))  C
∥∥ψ	n∥∥2H˙1/2(R3). (42)
Because of the scale invariance of the norms and the boundedness of (ψ	n ) in H˙
1/2(R3), these estimates are uniform in 	
and n. The potential diﬃculty arising here is that if we want to control g	n in L
4/3((0,∞), L2(R3)) we need to sum estimates
(40)–(42) up to 	 thus possibly loosing control as 	 → ∞. However, because of the a priori estimate for almost all V j , the
scale invariance of the used norms and property (9), we can make these bounds uniform in 	.
If we can make g	n small in L
4((0,∞), H˙−1(R3)) uniformly in 	 and n then by interpolation between L4((0,∞), H˙−1(R3))
and L4/3((0,∞), L2(R3)) we will obtain that g	n is small in L2((0,∞), H˙−1/2(R3)). Therefore the result amounts to showing
that for suﬃciently large n the following quantities∥∥Q(v jn, vkn)∥∥L4((0,∞),H˙−1(R3)), (43)∥∥∥∥Q
(∑
j	
v jn,w
	
n
)∥∥∥∥
L4((0,∞),H˙−1(R3))
, (44)
∥∥P(w	n · ∇w	n)∥∥L4((0,∞),H˙−1(R3)), (45)
become suﬃciently small. Due to the divergence free condition this reduces to showing that
∀ j = k, lim
n→∞
∥∥v jnvkn∥∥L4((0,∞),L2(R3)) = 0, (46)
lim
	→∞ limsupn→∞
∥∥∥∥
∑
j	
v jnw
	
n
∥∥∥∥
L4((0,∞),L2(R3))
= 0, (47)
lim limsup
∥∥w	nw	n∥∥L4((0,∞),L2(R3)) = 0. (48)	→∞ n→∞
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∥∥w	nw	n∥∥L4((0,∞),L2(R3)) 
∥∥w	n∥∥L4((0,∞),L6(R3))
∥∥w	n∥∥L∞((0,∞),L3(R3)). (49)
By the embedding H˙1(R3) ↪→ L6(R3) we get
∥∥w	n∥∥L4((0,∞),L6(R3))
∥∥w	n∥∥L∞((0,∞),L3(R3))  C
∥∥w	n∥∥L4((0,∞),H˙1(R3))
∥∥w	n∥∥L∞((0,∞),L3(R3)). (50)
Interpolation between L∞((0,∞), H˙1/2(R3)) and L2((0,∞), H˙3/2(R3)) gives the bound of w	n in L4((0,∞), H˙1(R3)) and
combined with the a priori estimate of the heat equation gives an estimate uniform in 	 and n. We also have an estimate
of w	n in L
∞((0,∞), L3(R3)) by ‖ψ	n‖L3(R3) which can be made as small as needed for large 	 and n due to
lim
	→∞ limsupn→∞
∥∥ψ	n∥∥L3(R3) = 0.
Estimate (47) follows essentially the same pattern. We have∥∥∥∥w	n
∑
j	
v jn
∥∥∥∥
L4((0,∞),L2(R3))

∥∥∥∥
∑
j	
v jn
∥∥∥∥
L4((0,∞),L6(R3))
∥∥w	n∥∥L∞((0,∞),L3(R3)), (51)
and by the embedding H˙1(R3) ↪→ L6(R3) we have∥∥∥∥w	n
∑
j	
v jn
∥∥∥∥
L4((0,∞),L2(R3))

∥∥∥∥
∑
j	
v jn
∥∥∥∥
L4((0,∞),H˙1(R3))
∥∥w	n∥∥L∞((0,∞),L3(R3)). (52)
By interpolation, we have
∥∥∥∥
∑
j	
v jn
∥∥∥∥
L4((0,∞),H˙1(R3))

∥∥∥∥
∑
j	
v jn
∥∥∥∥
1/2
L∞((0,∞),H˙1/2(R3))
∥∥∥∥
∑
j	
v jn
∥∥∥∥
1/2
L2((0,∞),H˙3/2(R3))
. (53)
We get
∥∥∥∥
∑
j	
v jn
∥∥∥∥
1/2
L∞((0,∞),H˙1/2(R3))
∥∥∥∥
∑
j	
v jn
∥∥∥∥
1/2
L2((0,∞),H˙3/2(R3))

∥∥∥∥
∑
j	
v jn
∥∥∥∥
E∞
. (54)
From (7) applied to the second factor on the right-hand side of (51) we obtain (47). Estimate (46) is, again, a direct
consequence of (16) in Proposition 7, that is for any ﬁxed 	 we have
lim
n→∞
∥∥∥∥
∑
j =k
Q(v jn, vkn)
∥∥∥∥
L4((0,∞),H˙−1(R3))
= 0. (55)
Hence, we obtain
lim
	→∞ limsupn→∞
∥∥g	n∥∥L2((0,∞),H˙−1/2(R3)) = 0. (56)
For large 	 and n, condition (10) in Proposition 6 is satisﬁed thus we have vn(x, t) ∈ E∞ which contradicts the initial
assumption on their regularity. 
Remark 3. Notice that the only difference in the proof for sub-stable data and data equi-stable with 0 lies in the analysis of
Case II.
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