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Abstract
The statistical properties of inﬂation and, in particular, its degree of persistence and sta-
bility over time is a subject of intense debate and no consensus has been achieved yet. The
goal of this paper is to analyze this controversy using a general approach, with the aim of
providing a plausible explanation for the existing contradictory results. We consider the inﬂa-
tion rates of 21 OECD countries which are modelled as fractionally integrated (FI) processes.
First, we show analytically that FI can appear in inﬂation rates after aggregating individual
prices from ﬁrms that face diﬀerent costs of adjusting their prices. Then, we provide robust
empirical evidence supporting the FI hypothesis using both classical and Bayesian techniques.
Next, we estimate impulse response functions and other scalar measures of persistence, achiev-
ing an accurate picture of this property and its variation across countries. It is shown that
the application of some popular tools for measuring persistence, such as the sum of the AR
coeﬃcients, could lead to erroneous conclusions if fractional integration is present. Finally,
we explore the existence of changes in inﬂation inertia using a novel approach. We conclude
that the persistence of inﬂation is very high (although non-permanent) in most post-industrial
countries and that it has remained basically unchanged over the last four decades.
JEL classiﬁcation: C22, E31
Keywords: Inﬂation persistence, persistence stability, ARFIMA models, long memory,
structural breaks, bayesian estimation.
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Barcelona Economics WP nº 2591. INTRODUCTION
The study of the statistical properties of inﬂation has attracted a great deal of attention
because this variable plays a central role in the design of monetary policy and has important
implications for the behavior of private agents. Moreover, new interest in the subject
has arisen in the last few years and, as a consequence, a large number of empirical and
theoretical papers have appeared recently. Two reasons motivate this upsurge. Firstly, the
international monetary context has experienced important changes such as the adoption of
inﬂation-targeting regimes by some countries, the arrival of monetary union in Europe and
a general deﬂationist process in industrial economies. Secondly, the recent advances in the
statistical treatment of time series data have improved the tools of analysis.
In spite of the great eﬀort, no consensus has been achieved yet about the most appropriate
way to model the inﬂation rate, and various questions remain open. Two fundamental issues
emerge in this macroeconomic debate: how to measure the persistence of inﬂation rates
accurately and whether this persistence has changed recently. On the one hand, the degree
of inﬂation persistence is a key element in the monetary transmission mechanism and a
determinant of the success of monetary policy in maintaining a stable level of output and
inﬂation simultaneously.1 On the other, detecting whether persistence has fallen recently is
crucial in determining the probability of recidivism by the monetary authority (see Sargent,
(1999)) since, as Taylor (1998) and Hall (1999) have pointed out, tests in the spirit of
Solow (1968) and Tobin (1968) will tend to reject the hypothesis of monetary neutrality if
persistence estimates are revised downwards. Thus, understanding the dynamics of inﬂation
is a crucial issue with very important policy implications.
Various economic mechanisms have been put forward to characterize the price forma-
tion process, the sticky price models à la Taylor (1979, 1980) and Calvo (1983) being the
dominant theoretical background in monetary policy. These models are not completely suc-
1The need to coordinate monetary policy with the degree of inﬂation persistence has given rise to nu-
merous articles. For instance, Coenen (2003) and Angeloni, Coenen and Smets (2003) study the robustness
of monetary policy when there is uncertainty about the correct persistence of inﬂation and conclude that it
would be preferable to design the monetary target assuming a high inﬂation inertia.
2cessful in capturing the observed inﬂation inertia, so subsequent modiﬁcations have been
designed to enhance their empirical performance (e.g. Fuhrer and Moore (1995), Furher
(1997), Gali and Gertler (1999), Christiano et al. (2001), Gali et al. (2001), Roberts (2001),
Driscoll and Holden (2004), Coenen and Wieland (2005), etc.). Nevertheless, from a more
applied perspective, there is still a lot of controversy about the degree and stability of in-
ﬂation persistence. On the one hand, there is abundant empirical evidence that post-war
inﬂation exhibits high persistence in industrial countries. The papers of Pivetta and Reis
(2004) for the USA and O’Reilly and Whelan (2004) in the euro zone are some examples.
On the other, it has been argued that the above-mentioned results are very sensitive to
the statistical techniques employed and that the observed persistence may be due to the
existence of unaccounted structural changes, probably stemming from modiﬁcations in the
inﬂation targets of monetary authorities, diﬀerent exchange rate regimes or shocks to key
prices (see Levin and Piger, 2003).2 A similar lack of consensus is found in the analysis of
persistence stability. Some authors have found evidence of a decrease in inﬂation inertia in
recent years (see Taylor (2000), Cogley and Sargent (2001) and Kim et al. (2004)) while
others, employing diﬀerent econometric techniques, give support to the opposite conclusion
that inﬂation persistence is better described as unchanged over the last decades (see Batini
(2002), Stock (2001), Levin and Piger (2003), O’Reilly and Whelan (2004), and Pivetta and
Reis (2004)).
The goal of this article is to shed further light on this controversy by considering a wider
statistical framework. Typically, the papers above only consider I(1) or I(0) processes
(allowing sometimes for parameter instability) in order to ﬁt these data. Although both
formulations can deliver similar short-term predictions if appropriate parameters are cho-
sen, their medium and long-term implications are drastically diﬀerent (see Diebold and
Senhadji, (1996)). Processes containing a unit root are characterized by a ﬂat sample auto-
correlation function, revealing the fact that the impact of shocks to the series is permanent.
In contrast, correlations in I(0) processes decay to zero at an exponential rate, implying
2It is well known that the existence of changes of regime that are not explicitly taken into account may
lead to the detection of spurious persistence (see Perron, 1989).
3that all shocks have a short-lasting eﬀect on the process. It is easy to ﬁnd situations where
this framework can be too restrictive, as there are both economic foundations and empir-
ical evidence suggesting that many macroeconomic and ﬁnancial variables react to shocks
in a diﬀerent fashion. This is the case, for instance, of variables whose shocks are non-
permanent but vanish very slowly (with correlations, if they exist, decaying at a hyperbolic
rather than at an exponential rate), resulting in series that may or may not be stationary,
in spite of displaying mean reversion.3 To overcome this limitation a more ﬂexible model
has been introduced which is capable of encompassing the I(1)-I(0) paradigm as well as a
richer class of persistence behaviors. The Autoregressive Fractionally Integrated Moving
Average (ARFIMA) models are similar to the ARIMA models but the order of integration,
d, is allowed to be any real number instead of only integer ones. It turns out that the former
models are very convenient for analyzing the persistence properties of inﬂation since they
are able to account for a wide variety of persistence features very parsimoniously.
In this paper, we demonstrate that fractionally integrated (FI) behavior can appear in
the inﬂation rate as a result of aggregating prices from ﬁrms that are heterogeneous in their
price adjustment costs, and we test this conjecture on a large data set containing 21 OECD
countries.4 In order to do so, FI models are estimated and tested against other popular
speciﬁcations (such as diﬀerent ARMA and ARIMA models, possibly aﬀected by parameter
instability) using both classical and Bayesian techniques.
We have found strong support for our conjecture, which is robust across the diﬀerent
countries, the various competing models and the set of employed techniques. According
to these results, it is shown that if ARIMA models are used to measure persistence, they
3Evidence of these features has been found in variables such as GNP (Diebold and Rudebusch, (1989)
and Sowell (1992)), asset price and exchange rate volatility (Andersen and Bollerslev, (1997), Andersen et
al. (1999), Ding et al. (1993), Breidt et al. (1998)), political opinion data (Byers et al. (1997)), and many
others. See Henry and Zaﬀaroni (2002) for other signiﬁcant references.
4FI models have already been employed in the literature to model inﬂation data, but, to the best of our
knowledge, no economic justiﬁcation for the presence of FI has been provided. See Baillie et al. (1992,
1996), Hassler and Wolters (1995), Franses and Ooms (1997), Barkoulas et al. (1998), Bos et al. (1999,
2002), Delgado and Robinson (1994), Baum et al. (1999) and Ooms and Doornik (1999).
4will tend to overestimate this property. Furthermore, we show that the usual procedure
of ﬁtting an AR(k) process to the data and identifying a value of the sum of the AR
coeﬃcients close to one with the existence of an (integer) unit root can easily lead to
persistence overestimation. This is so because any FI model with a fractional integration
order strictly greater than zero admits an AR(∞) representation that veriﬁes that the sum
of the corresponding coeﬃcients (ρ(1)) is equal to 1.5 When ﬁtting an AR model to a FI
process, any sensible information criterion chooses a ﬁnite and relatively small value of k
but the sum of the estimated coeﬃcients is still close to 1 in most cases. Therefore, prudence
recommends to interpret ρ(1) ≈ 1 not as a signal of an integer unit root but just as an
indication of some type of integration, possibly fractional, in the data. The implications in
term of persistence of the former or the latter interpretation are drastically diﬀerent.6
The main results that we have obtained can be summarized as follows. Once fractional
integration is allowed for, both the I (0) and the I (1) speciﬁcations are clearly rejected.
Furthermore, for most countries the FI speciﬁcation is also preferred to the alternative of
I(0) processes suﬀering from parameter instability, which could be an alternative explanation
of the observed persistence.7 Inﬂation rates are estimated using diﬀerent techniques and
it is shown that they are best characterized as FI models with a memory parameter, d,
around 0.6-0.8. This implies that they are very persistent, non-stationary but, as opposed
to I (1) variables, shocks have a non-permanent character so the series are mean-reverting.
We provide various persistence measures that permit an adequate comparison of inﬂation
inertia across countries and their evolution over time. We ﬁnd important diﬀerences across
5This is true for the same reasons as in the I(1) case: the polynomial of the AR expansion contains the
factor (1 − L)
d, where L is the lag operator and d is a real number representing the order of integration.
Clearly, L =1is a root of this polinomial if d>0 which, in turn, implies that the sum of the AR coeﬃcients
associated with lagged values of the process has to be equal to 1. See Section 5 for a more technical
explanation.
6As it will be shown in Section 3, the class of FI models with an integration order, d, strictly greater
than zero is very large containing both stationary and non-stationary processes and in the latter case, that
may be or not mean-reverting.
7It is well known that FI models and I(0) processes with structural changes may look very similar (see
Section 4). The possibility of directly testing these hypotheses is also a major novelty of this paper.
5countries. According to the half life measure (HL), US inﬂation is the most persistent and
those of Central and Nordic European countries present the lowest degree of inertia. We
also provide persistence estimates computed from ARIMA speciﬁcations and show that the
permanent-shock restriction introduced by the unit root hypothesis leads to persistence
overestimation. Finally, we have also explored the possibility of a change in persistence but
for most countries we ﬁnd no evidence of any such change. Throughout the article, our
results are compared with those of previous works, and explanations of the divergence are
provided. We also describe some potential pitfalls deriving from the use of some popular
persistence tools when the DGP is FI but this property is not taken into account.
The rest of the paper is structured as follows, Section 2 presents a standard prelimi-
nary analysis of inﬂation. Section 3 describes the concept and the main characteristics of
fractionally integrated processes and provides an economic explanation of the existence of
these features in inﬂation data. Section 4 reports the results of ﬁt t i n gA R F I M Am o d e l st o
this data set by using both classical and Bayesian methods and tests the FI(d) hypothesis
against various alternatives such as I(1), I(0) and I(0) with a structural break in the mean.
Impulse response functions and other scalar measures of persistence are provided in Section
5. Section 6 analyzes the hypothesis of a change in inﬂation persistence. Finally, Section 7
gives some concluding remarks.
2. DATA DESCRIPTION AND PRELIMINARY TESTS
We consider the quarterly consumer price index in the period running from the ﬁrst quarter
of 1957 to the last quarter of 2003 for 21 OECD countries. The data have been obtained
from the International Financial Statistics database of the International Monetary Fund.
The countries included in the study are: Australia (AU), Austria (AUS), Belgium (BE),
Canada (CA), Denmark (DK), Finland (FI), France (FR), Germany (GE), Greece (GR),
Italy (IT), Japan (JP), Luxembourg (LX), Netherlands (NL), New Zealand (NZ), Norway
(NO), Portugal (PO), Spain (SP), Sweden (SWE), Switzerland (SWI), United Kingdom
(UK) and USA (USA).
In order to construct the inﬂation rates, we have proceeded as follows. Firstly, the price
6series for each country has been seasonally adjusted using the X12 quarterly seasonal ad-
justment method of the U.S. Census Bureau. Secondly, inﬂation rates are computed as
πi
t =l n Pi
t − lnPi
t−1 and, ﬁnally, an outlier analysis has been carried out and the ad-
ditive outliers (AO) that clashed with methodological changes in the price indices have
been removed. This has been the case of Austria (1957:3), Belgium (1967:1, 1971:1), Fin-
land (1972:1), France (1980:1), Germany (1991:1), Greece (1959:1, 1970:1), Italy (1967:1),
Netherlands (1960:1, 1961:1, 1981:1, 1984:2), New Zealand (1970:1) and Sweden (1980:1).
The evolution of the inﬂation series is shown in Figures 2 to 4 (see the Appendix). The
well-known trends of post-war inﬂation in developed countries can be easily identiﬁed in
these graphs. Starting from low levels in the 1960s, around 3% for most countries, prices
rose dramatically in the 1970s after the oil crisis (inﬂation ﬁgures almost triple) and this
sharp increase was accompanied by high volatility. In the eighties, inﬂation was moderately
reduced by the application of tight monetary policies but high levels of volatility were still
observed. Finally, the nineties are characterized by a generalized decrease in the mean and
in the variance of inﬂation.
The preliminary analysis proceeds as follows. Firstly, standard unit root tests have been
computed on the inﬂa t i o ns e r i e sa n dt h er e s u l t sa r ep r e s e n t e di nT a b l e2 . 1 .T ob ep r e c i s e ,
the ADF test of Dickey and Fuller (1981), the PP of Phillips-Perron (1988), the MZ-GLS
of Ng and Perron (2001) and the KPSS of Kwiatkowski et al. (1992) have been employed.
Columns two to four of Table 2.1 take the I (1) model as the null hypothesis, whereas the
ﬁfth considers the I (0). The latter hypothesis is clearly rejected for all countries at the 1%
signiﬁcance level (column ﬁve), whereas the I (1) is rejected for 16 out of the 21 countries
by at least two tests (columns two to four). Four countries (IT, SP, PO and USA) present
rejection in one of the tests and only for one country (Belgium) it is not possible to reject
the I(1) conjecture with any of these tests. Since unit root tests are known to lack power
in many relevant situations, the results above cast serious doubts about the existence of a
unit root in inﬂation rates. This ﬁn d i n gi sr e l e v a n tb e c a u s es o m et e s t s( l i k et h em o n e t a r y
neutrality tests) start by assuming a unit root in inﬂation rates and are not valid outside
this framework.
7(TABLE 2.1 ABOUT HERE)
To sum up, since for most countries both the I (0) and the I (1) hypotheses are rejected,
it seems that the ARIMA framework does not provide a good characterization of this
data set. This result has been interpreted in the literature as an indicator of a behavior
midway between the I(0) and the I(1) formulations.8 If a process is I (1), all shocks have
ap e r m a n e n te ﬀect, whereas they disappear exponentially when the process is I (0).A n
alternative to both formulations that has been widely explored in the literature is the
existence of structural breaks. This amounts to considering that only a few shocks, such as
stock market crashes, oil crises, wars, etc. have a permanent eﬀect on the series while all
the others vanish rapidly. Perron (1989) showed that standard unit root tests are not able
to reject the I(1) hypothesis if a trend stationary process suﬀers from occasional breaks in
the parameters that describe the trend and/or the level.
To explore the existence of breaks in the mean, we employ the method proposed by Bai
and Perron (1998, 2003a, b), henceforth BP, for multiple structural breaks. BP propose
three types of tests. The supFT(k) test considers the null hypothesis of no breaks against
the alternative of k breaks. The supFT(l+1/l) test, takes the existence of l breaks, with
l =0 ,1,...,as H0 against the alternative of l+1 changes. Finally, the so-called “double
maximum” tests, UDmax and WDmax, test the null of absence of structural breaks versus
the existence of an unknown number of breaks. Bai and Perron (2003b) suggest beginning
with the sequential test supFT( l+1/l). If no break is detected, they recommend checking
this result with the UDmax and WDmax tests to see if at least one break exists. When this
is the case, they recommend continuing with a sequential application of the supFT(l+1/l)
test, with l =1 ,... This strategy has been followed to obtain the ﬁgures in Table 2.2.
8It is well known that standard unit roots still have power when the DGP is not the one postulated under
the alternative hypothesis. This is the case, for instance, of fractionally integrated processes (see Diebold
and Rudebusch, (1991) and Lee and Schmidt, (1996) for the DF and KPSS tests, respectively) or some types
of structural breaks (see Perron, 1989).
8To test the changes in the level of the series, the following representation has been con-
sidered,
πi
t = ϕ + ςi
t,
where ϕ is a constant capturing the level of the series and ςi
t is a (short-memory) linear
process. Following Perron (1989), attention is focused on sharp changes of the level, ϕ.A
maximum number of 5 breaks has been considered, which, in accordance with the sample size
T=186, supposes a trimming ε=0.15. The process ςi
t is allowed to present autocorrelation
and heteroskedasticity. A non-parametric correction has been employed to take account of
these eﬀects.
The results of applying the multiple-break tests to changes in the level of the inﬂation
rates are presented in Table 2.2. For most countries two or three breaks in the level are
detected. The ﬁrst break usually takes place at the beginning of the seventies, whereas the
second is located in the middle of the eighties. The third, if it exists, occurs at the beginning
of the nineties. Thus, the chronology of the break points is in agreement with the general
features of inﬂation discussed above.
(TABLE 2.2 ABOUT HERE)
The preliminary analysis of the inﬂation processes of OECD countries highlights the
diﬃculties of modelling these series. On the one hand, there is evidence against both
short-memory stationarity (I (0)) and unit root behavior, which are the most common
formulations employed to model these series. An alternative to both settings is to consider
a model containing structural breaks in some parameters and evidence supporting this
hypothesis has been found. If the latter were true, it would mean that the persistence often
found in these series is likely to be spurious. This is the conclusion put forward by Levin and
Piger (2003). They analyze the inﬂation rates of 12 industrial countries and ﬁnd evidence
of breaks in the intercept of the inﬂation rate. They claim that conditional on these breaks,
many countries do not show strong persistence.
Nevertheless, the existence of structural breaks is not the only alternative to the I (0)/I (1)
9framework. Fractionally integrated models can also bridge the gap between these two for-
mulations. Moreover, it is well-known that FI and structural breaks can be easily confused.
Since both types of models have very diﬀerent implications in terms of persistence, it is
crucial to determine which of the two phenomena is more likely to be present in the data.
Sections 3 and 4 will deal with this issue.
3. FRACTIONAL INTEGRATION IN INFLATION DATA
The previous results cast serious doubts on the adequacy of either the I(1) or the I(0)
models to ﬁti n ﬂation series. When one is interested in analyzing the long-run impact of
contemporaneous shocks, the above categories represent two extreme possibilities. Models
containing a unit root are characterized by shocks that have a permanent eﬀect, while
innovations of I(0) processes disappear so fast that correlations decay at an exponential rate.
Nevertheless, it has been shown that this framework could be too narrow in many instances
as there is ample empirical evidence suggesting that shocks of many macroeconomic and
ﬁnancial series behave diﬀerently. A class that embeds both the I (1) and the I (0) models
and, at the same time, is able to account for richer persistence types is given by the so-
called fractionally integrated (FI) models. Among this class, the most popular parametric
model is the ARFIMA one, independently introduced by Granger and Joyeux (1980) and
Hosking (1981). The main advantage of this formulation with respect to the ARIMA one
is the introduction of a new parameter, d, that models the ‘memory’ of the process, that
is, the medium and long-run impact of shocks on the process. More speciﬁcally, yt is an
ARFIMA(p,d,q)i fi tc a nb ew r i t t e na s ,
Φ(L)(1− L)
d yt = Θ(L)εt, εt ∼ i.i.d.
¡
0,σ2
ε
¢
,
where the so-called memory parameter, d, determines the integration order of the series and
is allowed to take values in the real, as opposed to the integer, set of numbers.9 The terms
Φ(L)=1− φ1L− ... − φpLp and Θ(L)=1− θ1L− ... − θqLq represent the autoregressive
9ARIMA models are a particular case, where d =0 ,1,2,...Notice that, in contrast to the ARIMA case,
in the ARFIMA framework d is a parameter that requires estimation.
10and moving average polynomials, respectively, with all their roots lying outside the unit
circle. While d captures the medium and long-run behavior of the process, Φ(L) and Θ(L)
model the short-run dynamics. As Diebold and Rudebusch (1989) notice, this provides for
“parsimonious and ﬂexible modeling of low frequency variation”.10
The bigger the value of d, the more persistent the process is. Stationarity and invertibility
require |d| < 1/2, which can always be achieved by taking a suitable number of (integer)
diﬀerences. Short memory is implied by a value of d =0 , where the process is characterized
by absolutely summable correlations decaying at an exponential rate. By contrast, long
memory occurs whenever d belongs to the (0,0.5) interval. Hosking (1981) showed that the
correlation function in this case is proportional to k2d−1 as k →∞ , t h a ti s ,i td e c a y sa ta
hyperbolic rather than at an exponential rate. These processes are also characterized by
an unbounded spectral density at frequency zero. These facts reﬂect the slower decay of
shocks with respect to the I(0) case. A particularly interesting region for macroeconomic
applications is the interval d ∈ [0.5,1). In this range, shocks are transitory but the impulse
response to shocks vanishes so slowly that the variance is not bounded and, therefore, the
process is non-stationary in spite of being mean-reverting (as shocks eventually disappear).
Shocks have a permanent eﬀect whenever d ≥ 1.
Figure 1 illustrates the diﬀerences described above. The main diagonal contains the sam-
ple correlation function up to lag 80 of an I (0) and an I(1) process, respectively, whereas
the other diagonal represents the same function for two FI processes. It can be seen that,
after a few lags, the I (0) and the I (1) characterizations are drastically diﬀerent while the FI
ones are able to ﬁll the gap between the former models. The upper left hand graph depicts
the sample autocorrelation function of an AR(1) process with an autoregressive coeﬃcient
equal to 0.7. Although this process is highly correlated at ﬁrst lags, autocorrelations de-
c a yt oz e r ov e r yf a s ta n db e c o m en o n - s i g n i ﬁcant after a few lags. The behavior changes
10Furthermore, the fact of having two sets of parameters modeling the long and the short-run dynamics
separately avoids some estimation problems that might aﬀect the ARMA processes. As Sowell (1992a) points
out, maximum likelihood estimation of ARMA models may sacriﬁce the long-run ﬁtt oo b t a i nab e t t e rﬁto f
the short-run behavior.
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Fig. 1. Sample autocorrelation function of several processes.
drastically whenever d is allowed to take strictly positive values. The long memory case
is illustrated in the upper right hand graph that contains the sample correlation function
of an ARFIMA(0,0.3,0). It is characterized by a slow decay of correlations, with remain
signiﬁcantly diﬀerent from zero even at distant horizons. The two bottom graphs represent
an ARFIMA(0,0.7,0) and an I (1) process. Both are non-stationary, very persistent, but
correlations for the former decay faster, revealing the fact that the process is eventually
mean reverting. The graph on the lower right hand corresponds to a random walk where
all shocks have a permanent eﬀect.
The success of these models in economics may be attributed to the development of a
rational for the presence of FI in macro-level economic and ﬁnancial systems. Robinson
(1978) and Granger (1980) showed that FI behavior could appear in the aggregate pro-
duced from a large number of heterogeneous I (0) processes describing the microeconomic
dynamics of each unit. This result has been incorporated in diﬀerent economic settings to
show analytically that some relevant variables can display FI11 and is also the approach
that we exploit to justify the existence of FI behavior in the inﬂation rate. Another way
of obtaining FI behavior was proposed by Parke (1999). He considers the cumulation of a
11Some examples are Michelacci and Zaﬀaroni (2000), Abadir and Talmain (2002), Haubrich and Lo
(2001), Byers et al. (1997), etc.
12sequence of shocks that switch to 0 after a random delay. If the probability that a shock
survives for k periods, pk, decreases with k at the rate pk = k2d−2 for d ∈ (0,1], Parke
demonstrates that the Error Duration model generates a process with the same autocovari-
ance structure as an I(d) process. He also shows how this mechanism can be applied to
generate FI in aggregate employment and asset price volatility. From an empirical point of
view, evidence supporting FI in ﬁnancial and macroeconomic data is very large. See Henry
and Zaﬀaroni (2002) f o rad e t a i l e dl i s to fr e f e r e n c e s .
Operationally, a binomial expansion of the operator (1 − L)
d is used in order to fraction-
ally diﬀerentiate a time series:
(1 − L)
d =
∞ X
i=0
πi (d)Li (1)
where,
πi = Γ(i − d)/Γ(−d)Γ(i +1 ) (2)
and Γ(.) denotes the gamma function. When d =1 , (1) is just the usual ﬁrst-diﬀerencing
ﬁlter. For non-integer d, the operator (1 − L)
d is an inﬁnite-order lag-operator polynomial
with coeﬃcients that decay very slowly. Since the expansion is inﬁnite, a truncation is
needed in order to fractionally diﬀerentiate a series in practice (see Dolado et al. (2002) for
details on the consequences of the truncation).
3.1 The sources of fractional integration in inﬂation data.
Before testing for the presence of the above-described features in inﬂation series, it would
be enlightening to have some plausible explanations for their existence in the data.
Why can inﬂation be fractionally integrated? One plausible mechanism for generating
long-run dependence in inﬂation could stem from the fact that some economically important
shocks have long memory. Evidence of this behavior in geophysical and meteorological
variables is well-documented, (see, among others, Mandrelbrot and Wallis (1969)). Some
authors have argued that the prices of some goods (in particular, raw materials) could
13inherit this property which, in turn, they transmit to other related goods (see Haubrich and
Lo (2001)). It seems diﬃcult, however, to asses the extent of this eﬀect in a price index
and, therefore, we will not pursue this explanation here.
A more satisfactory explanation of the FI behavior, however, is provided by models that
produce strong dependence despite white noise shocks. By applying the aggregation results
on heterogenous agents, it is easy to show that FI could appear in inﬂation data. Let us
consider a model of sticky prices as in Rotemberg (1987), where it is assumed that each
ﬁrm faces a quadratic cost of changing its price.12 It is well known that when this is the
case, the dynamics of prices are given by:
pi
t = ϑpi
t−1 +( 1− ϑ)pi∗
t , (3)
where p and p∗ represent the actual and optimal level of prices of ﬁrm i and ϑ is a parameter
that captures the extent to which imbalances are remedied in each period. Equation (3)
can also be written as:
∆pi
t = ϑ∆pi
t−1 + νi
t, (4)
with νi
t =( 1− ϑ)∆pi∗
t . The parameter ϑ is a function of the adjustment costs and describes
the speed of the adjustment, while ϑ/(1 − ϑ) is the expected time of adjustment. Since
costs may diﬀer across ﬁrms, it is natural to consider the case where ϑ may also depend on
i. Then,
∆pi
t = ϑi∆pi
t−1 + νi
t. (5)
To build a price index, aggregation over a huge number of individual prices has to be
considered (for instance, prices for the goods and services used to calculate the CPI are
collected in 87 urban areas throughout the United States and from about 23,000 retail and
12Quadratic costs of changing prices are equivalent, up to a ﬁrst order approximation, as far as aggregates
are concerned, to a model such as Calvo (1983) where ﬁrms have a constant hazard of adjusting prices.
14service establishments). Let us deﬁne the change in the price index ∆pt that veriﬁes
∆pt =
N X
i=1
∆pi
t.
Provided the distribution of ϑi veriﬁes some (mild) semi-parametric restrictions, ∆pt will
display an FI behavior. Zaﬀaroni (2004) provides a full discussion of these restrictions. We
will assume that ϑ belongs to a family = of continuous distributions on [0,1) with density,
=(ϑ,d) ∼ cϑ−d as ϑ → 0+ (6)
with c ∈ (0,∞). This is a very mild semiparametric speciﬁcation of the cross-sectional
distribution of ϑ. Zaﬀaroni (2004) shows that if ϑ is distributed according to (6), then the
aggregated series will be FI(d). The bigger the proportion of agents having values of ϑi
close to 1, the higher the memory of the process. In other words, if an important proportion
of agents correct the imbalances between the actual and the optimal level of prices only by
a very small amount each period, the inertia in the inﬂation rate will be very high since the
main factor driving the dynamics will be past values of prices.
It is interesting to notice that the behavior of =(ϑ,d) w i t h i na n yi n t e r v a l[ 0 ,γ] is com-
pletely unspeciﬁed. Many parametric speciﬁcations verify the restriction in (6), for instance,
the uniform and the Beta distributions. Zaﬀaroni’s results imply that if the value of the
memory parameter d is known (or can be estimated), then it is possible to infer a precise in-
dication of the shape of the cross-sectional distribution of the ϑi0s near 1. This implies that it
is possible to infer on certain aspects of the microenvironment using aggregate information
only.
4. EVIDENCE OF FI BEHAVIOR IN INFLATION DATA
In this section we analyze the evidence of FI behavior in inﬂation data through a series of
steps. Section 4.1 reports the results of applying several estimation techniques that explicitly
allow for FI. In order to obtain more robust results, both classical and Bayesian methods
are employed. For all countries and across the diﬀerent techniques, fractional values of
d, distant from both {0,1} are found. Next, we perform diﬀerent tests of integer versus
15fractional integration and the results are reported in Section 4.2. Finally, the possibility
of having detected spurious long memory as a consequence of the existence of an unknown
number of structural changes in the data has been analyzed in Section 4.3.
4.1 Estimation results
In order to obtain robust estimates of the parameters of interest, we have considered
several of the most popular estimation techniques, namely, the Geweke and Porter-Hudak
(1983) (GPH) semiparametric method and three parametric ones: exact maximum like-
lihood (EML, see Sowell, (1992b)), non-linear least squares (NLS, Beran (1994)) and a
minimum distance estimator (MD, Mayoral (2004a)).13 The estimated values of the mem-
ory parameter d are presented in Table 4.1.1
Several conclusions can be drawn from the inspection of this table. Firstly, the ﬁnding
of fractional values of d, distant from the unit root, is robust across countries and across
estimation methods. Most countries display values of d in the non-stationary (d ≥ 0.5) but
mean-reverting (d<1) range, implying that, although very persistent, shocks are transitory.
The semiparametric GPH method usually delivers slightly higher values of d than the other
parametric techniques. This can be explained on the grounds that short-run correlation
may bias the estimator upwards (see Agiakloglou et al. (1992)). The parametric methods
present very similar values and for most countries estimated values of d around 0.6-0.7 are
found.
(TABLE 4.1.1. ABOUT HERE)
A problem often associated with parametric estimators of d is that they are very sensitive
to the selection of the speciﬁc parametric model, so estimated values can vary greatly across
diﬀerent speciﬁcations. To overcome this problem, we have also computed some Bayesian
estimates of d in order to take the model uncertainty into account . We follow Koop et
13NLS and EML have been computed with the ARFIMA package 1.0 for OX (Doornik and Ooms, (2001))
while MD has been implemented in MATLAB. Parametric models have been chosen according to the AIC
information criteria.
16al. (1997) and consider the 16 possible combinations of ARFIMA models with p,q ≤ 3.A
uniform density for d in the interval [0,1.5] has been assumed. So, the method puts 2/3
of the prior mass on values of d implying non-permanent shocks (d<1) and 1/3 on values
that correspond to permanent shocks (d>1).
The outcome of the Bayesian estimation are reported in Table 4.1.2. The mean and the
standard deviation of d is provided for both the “best model” (the one with the highest
posterior probability) and the “overall model”, which weights the 16 ARFIMA models
according to their posterior probabilities.14 Since the method computes the density function
of d for each model, the probability that inﬂation is mean-reverting (P(di < 1)) can be easily
obtained and is also displayed in this table.
The results reported in Table 4.1.2 suggest that there is a high variability associated with
the estimation of d. In general, the Bayesian approach oﬀers higher values of the memory
parameter than the classical methods although in almost all cases the estimated values
remain below 1. Moreover, the posterior probability of non-permanent shocks (d<1) is
bigger than 2/3 (the a priori probability) for 18 out of the 21 countries considered.
Summing up, the Bayesian analysis, in accordance with the classical approach, conﬁrms
the very persistent but mean-reverting behavior of inﬂation data.
(TABLE 4.1.2. ABOUT HERE)
4.2 Testing fractional versus integer integration.
Tables 4.1.1 and 4.1.2 support our initial hypothesis of the fractionally integrated behavior
of inﬂation data and that the order of integration is, in general, far from both 0 and 1. But
one could argue that this could be the case even if the series has an integer degree of
integration since it would be very unlikely to obtain an exact integer value for d. In this
section, we will formally test these hypotheses.
Several authors have found evidence in favor of the existence of a unit root in inﬂation
14See Koop et al. (1997) for details on the estimation procedure. Computations have been carried out
using the Fortram code provided by them.
17(see, for instance, Pivetta and Reis, (2004)). Other authors, such as Cogley and Sargent
(2001), postulate an I(0) representation for inﬂation on the basis that non-stationary ones
are not plausible since they would imply an inﬁnite asymptotic variance of inﬂation. They
argue that this could never be optimal if the Central bank’s loss function includes the afore-
mentioned variance. We will show below that when the possibility of fractional integration
is considered, both the I(0) and the I(1) representations are rejected in our data set.
The simplest test is to build conﬁdence intervals around the estimated values of d re-
ported in Table 4.1.1. Although simple, this approach has an important drawback: usually
intervals are too wide and most hypotheses cannot be rejected (see Sowell (1992b)). Fortu-
nately, other simple and more powerful methods are available in the literature. To test the
unit root versus the FI hypothesis, the Fractional Dickey-Fuller (FDF) test (see Dolado
et al. (2002,2003)) has been employed. This test generalizes the traditional Dickey-Fuller
test of I (1) against I (0) to the more general framework of I (1) versus FI(d).I ti sb a s e d
upon the t-ratio associated with the coeﬃcient of (1 − L)
d yt−1 in a regression of (1 − L)yt
on (1 − L)
d yt−1 and, possibly, some lags of (1 − L)yt to account for the short run auto-
correlation of the process and/or some deterministic components if the series displays a
trending behavior or initial conditions diﬀerent from zero.15 Table 4.2.1 presents the re-
sults of applying the FDF test to this data set. Several alternative hypotheses have been
considered (d =0 .6, 0.7, 0.8 and 0.9). The conclusion of this table is clear: the unit root
model is clearly rejected (usually at the 1% signiﬁcance level) against fractionally integrated
alternatives in all countries.
(TABLE 4.2.1. ABOUT HERE)
Next, we test for FI versus short memory (I(0)). To this end, a point-optimal test recently
proposed by Mayoral (2004b) h a sb e e ni m p l e m e n t e da n dt h er e s u l t sa r ep r e s e n t e di nT a b l e
15The FDF invariant regression that has been run is equal to ∆yt = α1τt−1 (d)+φ∆
dyt−1 +
Pk
j=1 ψj∆yt−j + at and a number of lags of ∆yt equal to two was chosen according to the BIC crite-
rion. The coeﬃcient α1 is associated to the deterministic components (a constant, see Dolado et al. (2003)).
The term τt (d) is deﬁned as τt (d)=
Pt−1
i=0 πi(d),where the coeﬃcients πi (δ) come from the expansion of
(1 − L)
δ as deﬁned in equation (2).
184.2.2. The test works as follows: given the characteristics of the inﬂation data, the following
DGP has been considered,
yt = µ + xt
∆dixt = ut,i = {0,1},
where µ is a constant, ut is a linear I(0) process, and d = d0 and d1 =0are, respectively, the
integration orders under H0 and H1. Under the Neyman-Pearson lemma, the most powerful
test will reject the null hypothesis of d = d0 for small values of L(d,σ)|H1 − L(d,σ)|H0,
where L is the log-likelihood function. After some manipulation, the critical region of the
most powerful test for these hypotheses is given by,
P
(yt − µ)
2
P
(∆d0(yt − µ))
2 <k T (7)
The asymptotic distribution of this statistic (scaled by T1−2d) is not standard and critical
values can be found in Mayoral (2004b) for the case where ut is i.i.d. When ut is a general
linear short memory process, a nonparametric correction should be introduced using any of
the standard techniques available in the literature (see Mayoral (2004b)).
To interpret the ﬁgures reported in Table 4.2.2, it is important to notice that the test is
consistent (rejects the null hypothesis of FI(d0) for large T) if the true integration order,
d∗, is smaller than the integration order used as the null hypothesis, d0.C o n s e q u e n t l y ,
whenever d0 >d ∗, the test will reject the FI(d0) hypothesis. For example, if the true
integration order is d∗ =0 .7 but d0 =0 .9 is taken as H0, the test will tend to reject the
hypothesis of d0 =0 .9.
The results in Table 4.2.2 are very homogeneous across countries. For moderate values
of d, around 0.6-0.7 and even 0.8 for most countries, the null hypothesis of FI cannot be
rejected. Nevertheless, for higher values of d0 (d0 =0 .9), the same null is rejected. This
result conﬁrms the outcome of the estimation methods in Table 4.1.1 since, according to
this table, the true integration orders are around 0.7. Therefore, taking into account the
properties of the test, when higher d0
0s are employed, the test should reject H0 : d = d0,
as it actually does. Thus, the test supports the hypothesis of FI behavior with a degree of
19integration close to 0.7.
(TABLE 4.2.2. ABOUT HERE)
4.3 Testing fractional integration versus structural breaks.
It is well known that it is very diﬃcult to provide an unambiguous answer as to whether
a process is fractionally integrated or is short memory plus some deterministic components
perturbed by sudden changes. Several authors have pointed out that many standard tech-
niques for detecting persistence can spuriously ﬁnd this property in short-memory processes
when there is parameter instability (e.g. Bhattacharya et al. (1983), Künsh (1986), Perron
(1989), Teverosky and Taqqu (1997), Giraitis et al. (2001), Mikosch and Starica (2004),
Perron and Qu (2004) and many others). Other authors have studied the opposite eﬀect,
that is, how conventional procedures for detecting and dating structural changes tend to
ﬁnd spurious breaks, usually in the middle of the sample, when in fact there is only frac-
tional integration (see Nunes et al. (1995), Krämer and Sibbertsen (2002) and Hsu (2001)).
Therefore, although there is a general consensus on the fact that most economic series are
non-stationary, it is often diﬃcult to be sure about the source of the non-stationarity, that
is, whether it comes from a high degree of persistence of from the existence or parameter
changes.
In view of these results, it is not surprising that evidence supporting both the existence of
breaks in the mean (Section 2) and strong persistence (subsections 4.1 and 4.2) is found for
the same data set. For the purposes of this article, distinguishing between these two models
is crucial since they have very diﬀerent implications in terms of the degree of persistence.
Thus, we now explore the possibility that the existence of diﬀerent regimes in the mean in
an otherwise short memory process could be generating spurious memory in the inﬂation
rate. To do so, an extension of the test described in section 4.2 has been employed. The
aim of the test is to determine if the persistence observed in the data is real or is an artefact
of other phenomena such as the existence of breaks. More speciﬁcally, the hypotheses of
20FI(d0) vs. I (0) with a break in the level are considered. The test works as follows: let
TB be the time when the break occurs and ω = TB/T the parameter that describes the
location of the break point in the sample. To allow for breaks in the level, the dummy
variable DCt (ω)=1if t>T B and 0 otherwise, is deﬁned. Since the date where the break
occurs is unknown, the test has a critical region given by,
min
ω
minα1,α2
P
(yt − α1 − (α2 − α1)DCt(ω))2
minα0
P
(∆d0(yt − α0))
2 ≤ kT. (8)
where the minimization is carried out in ω ∈ Ω, where, following Andrews (1993), Ω =
[0.15,0.85]. The distribution of the statistic in (8),s c a l e db yT2d−1, is non-standard and
critical values are provided in Mayoral (2004b). Again, since short-term structure is allowed,
the test-statistic has been corrected using standard non-parametric techniques (see Mayoral,
(2004b) for details).
Table 4.3.1 summarizes the output of the tests. For 15 out of the 21 countries considered,
the null hypothesis of fractional integration cannot be rejected.16 The countries for which
this hypothesis is dismissed are Austria, Denmark, Japan, Netherlands, New Zealand and
Sweden. Two more countries, Belgium and Germany are on the border between rejection
and non-rejection. For these eight countries, the hypothesis of d>0.5 vs. I (0)+b r e a k s
has also been tested and the null was only rejected for four of them (NL, DK, AUS and
SWE). To understand this ﬁnding, it is interesting to look at the ﬁrst graph of Figure 5,
which depicts the half-live measure of persistence. Notice that the latter 4 countries appear
at the very bottom of the graph, implying that they are the least persistent. Right above
those four, JP, NZ, BE and GE are found. Therefore, it seems that at least some of the
persistence that has been found in these series is spurious and derives from the existence of
some breaks in the average level of inﬂation.
(TABLE 4.3.1. ABOUT HERE)
16Notice that the simulations reported in Mayoral (2004) show that the employed techniques are very
powerful against a wide variety of DGPs under the alternative hypothesis, with rejection rates ranging from
90 to 100% for this sample size. Then, we are conﬁdent that the non-rejection of the null hypothesis is not
due to lack of power.
215. MEASURING PERSISTENCE
In Sections 3 and 4 we have presented an economic explanation and some robust empirical
evidence supporting the hypothesis of fractionally integrated behavior in inﬂation data.
Bearing in mind these results, we turn now to the main goal of the paper, the measurement
of inﬂation persistence. In the following, by persistence we mean the long-term eﬀect of a
shock to the series.
In this section we provide various persistence measures that permit an adequate com-
p a r i s o no fi n ﬂation inertia across countries and their evolution over time. The relevance
of explicitly considering FI alternatives will become clear now. Our results demonstrate
that, although in the short run the estimated persistence from the ARIMA and ARFIMA
speciﬁcations is similar, the medium and long-run implications are very diﬀerent. This is
due to the fact that, in order to model non-stationarity, ARIMA models necessarily impose
the restriction of permanent shocks while the more ﬂexible ARFIMA formulations are able
to characterize non-stationarity without imposing such a restriction. We show that some
scalar measures of persistence, such as the sum of the AR coeﬃcients (or its equivalent, the
cumulative impulse response, see Andrews and Chen, (1994)) are not suitable for measuring
persistence in this context since they deliver exactly the same value for all FI(d) processes
with d>0 (equal to 1 for the former and to ∞ for the latter), despite the fact that processes
in this group are of a very diﬀerent character. In relation to this behavior, we also discuss
some potential pitfalls that these techniques may present when used in applied work.
There are several ways to measure persistence, each with its virtues and faults. In the
next subsection, we describe the tools that will be used in this analysis. In order to have
an accurate picture of this important property, we consider the estimation under both the
classical and the Bayesian approach. Subsections 5.2 and 5.3 report the corresponding
results.
225.1 Measuring persistence with FI processes
We consider three diﬀerent tools in order to evaluate persistence. Firstly, the impulse
response function (IRF) which measures “ the eﬀect of a change in the innovation εt by a
unit quantity on the current and subsequent values of yt” (see Andrews and Chen, (1994),
p.189). This measure is problematic because it is a vector, not a scalar, and, therefore,
c o u l db em o r ed i ﬃcult to interpret. For this reason, we also consider two scalar measures
that will be described below.
For stationary series, the impulse responses are the coeﬃcients of their Wold decom-
position. For I (1) processes, the IRF (h) is usually computed17 as the sum from 0 to
h of the impulse response coeﬃcients of the ﬁrst diﬀerences of the original series.18 The
above-mentioned expressions are embedded in the general formulation of the IRF (h) of an
ARFIMA(p,d,q) process. This is deﬁned as the h-th coeﬃcient of
A(L)=( 1− L)
−d Φ(L)
−1 Θ(L), where Φ(L) and Θ(L) are the AR and MA polynomials,
respectively. The corresponding coeﬃcients can be computed according to the following
formula (see Koop et al. (1997) for details),
IRF (h)=
h X
i=0
πi (−d)J (h − i), (9)
where each πi (−d) comes from the binomial expansion of (1 − L)
−d and is deﬁned in (2)
and J (.) is the standard ARMA(p,q) impulse response, given by
J (i)=
q X
j=0
θjfi+1−j,
with θ0 =1 ,f h =0for h ≤ 0,f 1 =1and
17Ad i ﬀerent approach, that will not be pursued in this article, is to compute impulse responses based on
estimating local projections at each period of interest, see Jorda (2005).
18Since the IRF (h) function in the I(1) case is computed by accumulating the individual I(0)−impulse
responses, it is often called cumulative impulse response function (see, for instance, Diebold and Rudebusch,
(1989)). However, we will not use this terminology here in order to avoid confusion with other measures that
share a similar name. This is the case of the cumulative impulse response,( s e eA n d r e w sa n dC h e n(1994)).
23fh = −
¡
φ1fh−1 + ... + φpfh−p
¢
, for h ≥ 2.
Notice that if d =1 , πi (−1) = 1 for all i and, therefore, the traditional IRF for I(1)
processes is recovered, i.e., IRF (h)=
Ph
i=0 J (h − i) (see Campbell and Mankiw, (1987),
p. 861). The limit behavior of the IRF(h) when h →∞depends upon the value of d and
veriﬁes
IRF (∞)=

   
   
0, if d<1,
Φ(1)
−1 Θ(1),i fd =1 ,
∞ if d>1.
(10)
Expression (10) means that the eﬀect of a shock is transitory for d<1, as the long-term
impact of any shock is equal to zero. By contrast, shocks are permanent for any d ≥ 1.
If the process contains a unit root (d =1 ) , the long-run eﬀect of the shock is bounded
away from zero and ﬁnite and is given by the sum of the Wold coeﬃcients of its stationary
transformation (or alternatively, by Φ(1)
−1 Θ(1) if it admits an ARMA representation).
Finally, for any d>1 the eﬀect of any shock is magniﬁed and the ﬁnal impact is not
bounded. Based on this behavior, Hauser et al. (1999) have criticized the use of ARFIMA
models for measuring persistence. They argue that, although the ARIMA class is nested
within the more general ARFIMA formulation, it would not be wise to use these models if
the true DGP is in fact ARIMA. This is so because if d =1 , it would be extremely unlikely
to obtain exactly this estimated value in ﬁnite samples. Thus, since the IRF (∞) is highly
discontinuous, this would be equivalent to imposing an ap r i o r ivalue of this function either
equal to zero (if ˆ d<1) or to inﬁnity (if ˆ d>1). According to their view, imposing these
long-term restrictions would also adversely aﬀect the estimation of the IRF (h) for ﬁnite
values of h (see the simulations provided in Hauser et al. (1999), Table 1).
We agree with them that, for the purpose of persistence estimation, it is important to
treat the ARFIMA and the ARIMA classes as two diﬀerent groups of models, despite the
fact that one contains the other. This is one of the reasons that led us to apply an ample
battery of tests to distinguish between these formulations in our data set. But, in our
24opinion, it does not follow from here that the use of ARFIMA processes is inadequate
to measure persistence. There are several ways in which the criticisms in Hauser et al.
(1999) can be answered. The most obvious is that their misspeciﬁcation argument can
be easily reversed, that is, if the DGP is FI(d) but an ARIMA model (with integer d)
is ﬁtted to the data to compute the impulses, the (wrong) long-term restrictions imposed
by the ARIMA speciﬁcation might bias the estimates as a result of the misspeciﬁcation.
Since the empirical evidence found in the previous section supports the better ﬁto ft h e
ARFIMA over the ARIMA model, the use of the former is well-justiﬁed. The estimated
values of d obtained for our data set are, in general, less than 1, which means that the
IRF (∞) associated with these processes is zero. This restriction reﬂects the main ﬁnding
of Section 4: the inﬂation rate is best characterized as a non-stationary but mean-reverting
process. If this condition is true, imposing a unit root to compute the impulses will result
in higher estimated persistence, since the permanent shock restriction will upwardly bias
the estimates. This fact is illustrated in Table 5.3 below.
Finally, we are aware that it is not possible to be certain about the true nature of the
DGP. So, in order to avoid possible biases in our estimates stemming from imposing a
possibly incorrect long-term restriction, in sub-section 5.3 we estimate the impulse responses
using a Bayesian approach that explicitly acknowledges model uncertainty. By allowing for
a strictly positive probability mass on the I (1) model, we will be able to obtain a continuous
impulse response function with a strictly positive and bounded value at inﬁnity. To do so,
we will follow the approach of Koop et al. (1997).
In addition to the IRF, two scalar measures of persistence are also reported: the half life
(HL), deﬁned as the number of periods that a shock needs to vanish by 50 percent, and ρ40
that is given by,
ρ40 =1− 1/
40 X
h=0
IRF(h).
This quantity can be interpreted as a truncated version of the sum of the AR coeﬃcients
25(see Andrews and Chen (1994)), deﬁned as
ρ(1) = 1 − 1/
∞ X
h=0
IRF(h),
and is introduced here in order to overcome the problems that this measure presents in
this context. It turns out that ρ(1) = 1 f o ra n yi n t e g r a t e dp r o c e s sw i t ha ni n t e g r a t i o n
order strictly greater than zero. This is so because any invertible FI(d) p r o c e s sa d m i t sa n
AR(∞) representation, given by,
(1 − L)
d C (L)
−1 yt = εt
where the innovations {εt}∞
−∞ are white noise and C (L) is the polynomial of the Wold
representation of the I(0) variable (1 − L)
d yt. For any d>0,L=1is a root of the
polynomial (1 − L)
d C (L)
−1 . Calling Λ(L)=( 1− L)
d C (L)
−1 =1−
P∞
i=1 λiLi and notic-
ing that L =1is a root of Λ(L), it follows that 1-
P∞
i=1 λi1i =0 , which implies that
ρ(1) =
P∞
i=1 λi =1 . An equivalent way of looking at this result is by considering the
cumulative impulse response, (CIR) given by,
CIR =1 /(1 − ρ(1)) =
∞ X
i=0
IRF (h).
This measure is proportional to the spectral density at frequency zero (see Andrews and
Chen, (1994) ). Since the spectral density of any FI(d) process with d>0 is unbounded at
frequency zero, it follows that CIR=∞ for any FI(d) process with d>0. Since the degree
of persistence varies a great deal across the diﬀerent values of d in this range, it follows
that ρ(1) cannot be taken as a good measure of persistence in this case. To overcome this
problem, we consider a truncated version of it, ρ40, which, instead of considering the sum
of the IRF(h) for h =1 ,...,∞, only considers the ﬁrst 40 coeﬃcients (which we identify
with the long-run). Interestingly, this measure can be considerably far from 1 for moderate
values of d (for instance, in an FI(i) process with i = {0.1,0.2,0.3}, it would be around
0.35, 0.59 and 0.74, respectively).
265.2. Classical estimation
We now report the estimated values of the three tools presented above, obtained using
classical techniques. Table 5.2 presents the IRF (h) at diﬀerent time horizons h,n a m e l y ,
h =4, 12 and 40, representing the short, middle and long-run respectively. In addition,
columns 4 and 5 report the values of the HL and ρ40, respectively.
The information in Table 5.2 can be summarized as follows. For the twenty-one industrial
countries, the IRF decreases in the middle and long-run horizons, although the remaining
eﬀect of shocks diﬀers considerably across countries, ranging from 38% for USA versus 17%
for Sweden in the middle-run horizon, and 30% versus 8% for the same countries in the
long term. The ρ40 measure oscillates within the interval [0.90, 0.96] conﬁrming the high
persistence of the series. It is interesting to compare this result with the one obtained
in Pivetta and Reis (2004). They estimate ρ(1) for the US inﬂa t i o nr a t ef r o ma nA R (p)
speciﬁcation, where p =3is chosen according to the Bayesian Information Criterion (BIC).
They obtain estimates of this quantity around 0.95 and they conclude that inﬂation has a
unit root and, therefore, that shocks to inﬂation are permanent. Nevertheless, as has been
shown above, a value of ρ(1) close to 1 does not imply an integer unit root but only a
fractional one. Thus, one cannot say much about inﬂation persistence just by looking at
this quantity since very diﬀerent types of integrated processes share this property.
In order to illustrate this, we have carried out a small Monte Carlo experiment: we have
generated 5000 ARFIMA(0,d,0) processes with a value of d =0 .7, (which is approximately
the estimated value for US inﬂation obtained in Section 4, see Table 4.1.1). Then we have
ﬁtted an AR(p) process using the BIC as in Pivetta and Reis (2004). Although the DGP
is AR(∞), any sensitive information criteria will select a much shorter lag length. In fact,
we have found that, on average, the chosen lag length is p=3 and that the mean (median)
of ρ(1) is 0.89 (0.90) with a standard deviation equal to 0.26. This example shows that the
traditional interpretation that identiﬁes ρ(1) ≈ 1 with the existence of an integer unit root
is clearly unfounded and could lead to persistence overestimation if one concludes from here
that shocks are permanent.
27A related problem can be found in Cogley and Sargent (2001). These authors assume
that inﬂation is stationary. In order to impose this assumption, they truncate the parameter
space so that the largest autoregressive root (LAR) is strictly less than one. Thus, they
are imposing not only stationarity (which is compatible with an LAR equal to one in a
fractional model with d<0.5) but short memory (bounded spectral density). As Pivetta
and Reis (2004) point out, this truncation could strongly bias the results towards lower
values of persistence.
Figure 5 ranks the diﬀerent countries in accordance with their HL value and shows that
its behavior varies a lot across them. Broadly speaking, two groups can be distinguished.
The low inﬂation persistence group, exhibiting a HL of less than 2 periods (equivalent to
six months) and the high inﬂation persistence group, with a HL superior to 2 periods. In
the ﬁrst group, the Scandinavian countries SWE, FI and NO, together with JP, NZ and
SWI, can be found. All of them show a low inﬂation rate in most of the period with a mean
around 4%. Other countries such as AUS, DK, NL, BE and GE are also included in this
group and are characterized by a tight monetary discipline and an implicit commitment
with the German currency, whether they belonged to the European Monetary System or
n o t .T h em e m b e r so ft h es e c o n dg r o u pa r eA U ,C A ,F R ,G R ,L U X ,I T ,P O ,S P ,U Ka n d
USA with an inﬂation mean around 6%. The United States is the country with the highest
HL, with a value around two years. However, this quantity is considerably smaller than that
obtained by Pivetta and Reis (2004), who present ﬁgures of the HL of more than 5 years.
This important diﬀerence in magnitude is a consequence of the use of the I (1) (permanent
shocks) speciﬁc a t i o ni n s t e a do ft h eFI(d) one with d<1 (mean-reverting shocks) employed
in this article.
(TABLE 5.2. ABOUT HERE)
5.3 Bayesian estimation
We now turn to the Bayesian estimation of inﬂation persistence. Although we have
found abundant evidence against integer values of d,i nt h i ss u b s e c t i o nw ea c k n o w l e d g e
28our uncertainty by considering diﬀerent combinations of ARIMA and ARFIMA models.
The main motivation for undertaking this analysis is to overcome the criticism presented
by Hauser et al. (1999). They argued that ARFIMA models may not be appropriate for
measuring persistence because they imply a limit behavior of IRF(∞) which is either zero
(if d<1) or inﬁnity (if d>1). Nevertheless, using Bayesian techniques, it is possible
to achieve a continuous distribution of the IRF(∞) in the interval [0, ∞) if a strictly
positive prior probability is assumed for the integer values of d. Following Koop et al.
(1997), we have considered 16 ARIMA (where d =1is imposed) and 16 ARFIMA models,
corresponding to the diﬀerent combinations of ARMA parameters, with p,q ≤ 3 in both
cases. In order to determine the prior probabilities assigned to both groups of models, we
will use the posterior probabilities of di < 1 that were obtained in Section 4.1. It is clear
that P(d ≥ 1) = 1−P (d<1) and, therefore, we can use this expression as an upper bound
for the probability of P (d =1 ) . This quantity will be used as the prior probability for the
ARIMA models. Table 5.3. reports the IRF evaluated at diﬀerent time horizons for the
best ARIMA and ARFIMA models (the ones with highest posterior probability) and also
for the OVERALL model, constructed as a sum of the 32 models weighted by their posterior
probabilities.
(TABLE 5.3. ABOUT HERE)
Bayesian IRFs present slightly higher values than those obtained under the classical
paradigm, but in general, the non-permanent character of shocks and the classiﬁcation
among countries is maintained. It is also interesting to compare the results obtained from
the ARFIMA and the ARIMA models. Both deliver very similar values in the short run but
they are very diﬀerent in the medium and long run. Therefore, if only ARIMA alternatives
are considered, it is very easy to conclude that shocks are much more persistent than they
actually are.
Summarizing, in agreement with previous ﬁndings this section conﬁrms the high degree
of inﬂation inertia. The United States emerges as the country with the highest inﬂation
persistence in contrast to the Nordic countries which display the lowest rates. Interestingly,
29high inertia is compatible with mean-reverting shocks in the framework considered in this
article, a feature that cannot be captured in the I (1) set-up. This ﬁnding is relevant in
many contexts, for instance, if one is interested in testing monetary neutrality.
6. CHANGES IN PERSISTENCE
Another issue that has been widely studied recently is the stability of persistence over
time. Changes in persistence may have a decisive impact on monetary strategy design.
Some authors have pointed out that, if there is a decrease in inﬂation persistence, tests of
the natural rate hypothesis in the spirit of Solow (1968) or Tobin (1968) may reject the
null hypothesis of monetary neutrality as a consequence of this decrease. On the other
hand, monetary policy is usually implemented in a more aggressive way in a context where
inﬂation persistence increases. Furthermore, many macroeconomic models incorporate a
measure of the persistence of inﬂation and, if persistence is not constant over time, Lucas’
critique could apply.
The hypothesis of the stability of inﬂation persistence has been tested recently in various
articles. Nevertheless, no consensus seems to have been reached. On the one hand, authors
such as Taylor (2000), Cogley and Sargent (2001) and Kim et al. (2004) have found that
inﬂation inertia has decreased in recent years as a result of a general deﬂationist process,
the implementation of target rules and a more credible performance of central banks.19 On
the other hand, Stock (2001), Batini (2002), Levin and Piger (2003), O’Reilly and Whelan
(2004), Hondroyiannis and Lazaretou (2004) and Pivetta and Reis (2004) have found little
evidence of changes in persistence for diﬀerent countries.
In many of the latter papers, the decrease in persistence has been tested by checking
w h e t h e rt h es u mo ft h eA Rc o e ﬃcients has changed from 1 to a value strictly smaller than
one. But, as was pointed out in Section 5, this procedure is not completely correct if FI
is allowed for. If a process is FI(d), the sum of the AR coeﬃcients is equal to 1 for any
19By using a more historical perspective some authors have found changes in persistence linked to diﬀer-
ent monetary regimes (c.f. Basky (1987), Alogoskouﬁs and Smith (1991), Alogoskouﬁs (1992), Bordo and
Schwartz (1999), Kim (2000) and Benati (2002)).
30d>0. So, a decrease in persistence, associated which lower value of d, does not have any
theoretical impact on this sum (whose value will remain equal to 1) as long as the new d is
larger than 0. Therefore, a test based on the aforementioned criteria is likely to have very
low power.
In this section, we will explore the stability of inﬂation persistence using a diﬀerent
approach. We will directly test whether the memory parameter d has remained constant
over time or not. In order to do so, a Lagrange Multiplier (LM) test of the stability of d
will be applied (see Mayoral (2005) for further details). The following DGP is considered,
yt = µ + xt
∆d+θDt(ω)xt = Φ(L)
−1 Θ(L)εt.
The process yt is the sum of a constant term, µ, and a fractionally integrated process xt.
The parameter ω = t0/T describes the location of a change in the value of d in the sample
that, if it occurs, happens at time t0.D t (ω) is a dummy variable that takes the value 1
if ωT<tand zero otherwise. The process εt is assumed to be i.i.d and Φ(L), Θ(L) are
the standard AR and MA polynomials, respectively. Under the null hypothesis, there is
no change in persistence and, therefore, θ =0 . Under H1, a single break in d is allowed to
take place so that θ can take both positive and negative values, indicating an increase or a
decrease of persistence, respectively. The test is developed following Andrews (1993) and
works as follows: assuming normality, the test statistic derived under the LM principle for
any ﬁxed ω is given by,
LMT (ω)=ST (ω)
0 A−1ST (ω),
where ST is the score obtained by deriving the likelihood function with respect to θ,
ST (ω)=
∂L
¡
d,θ,σ2,β,ω
¢
∂θ
= ωT
ωT X
i=1
1
k
ˆ ρk,
where ˆ ρk is the k-th correlation associated witch the residuals after (parametrically) esti-
mating xt. The matrix A contains the relevant terms of the expression E0[∂L
∂η
∂L
∂η0].I t sf o r m
31depends upon the ARMA components. For instance, in the case where Φ(L)=´ Θ(L)=1
it becomes,
A = t0
t0−1 X
i=1
1
i2
µ
1 −
1
it0
¶
It can be easily shown that for any ﬁxed ω,L M(ω)
w → χ2
1. But since ω is, in general,
unknown, we adopt a common method used in this scenario and consider test statistics of
the form supω∈Ω LM (ω). Critical values can be found in Mayoral (2005). To carry out the
test on our data set, residuals are computed using Sowell’s ML method.
The second column of Table 6.1 presents the results of the test while the third displays
the date of the break for the cases where it turned out to be signiﬁcant. It is noteworthy
that the results are very homogeneous across countries: for 18 out of the 21 countries no
evidence of a change in persistence has been found. That conclusion is only reversed for
Austria, Belgium and Germany for which some evidence of a break in persistence is found.
For all three countries, the shock is found at the beginning of the 60s. Nevertheless, we
should remember that we are running 21 tests at the 5% signiﬁcant level and, therefore, we
should expect some rejections even if the null hypothesis is true.
In short, our results agree with the recent literature that ﬁnds little empirical evidence
supporting a change in inﬂation persistence.
(TABLE 6.1. ABOUT HERE)
7. CONCLUSIONS
This paper explores the inﬂation rates of a group of OECD countries, focusing on their
persistence properties. We propose modeling this data set using ARFIMA models, since
they are very ﬂexible to represent the medium and long-run properties of time series. An
economic justiﬁcation for the existence of fractionally integrated behavior in the data, as
well as solid empirical evidence supporting this hypothesis, is provided. In agreement with
previous works, we ﬁnd that inﬂation rates are very persistent but, in contrast to most of
32them, we believe that shocks do not have, in general, a permanent eﬀect, implying that the
series are mean-reverting. The latter ﬁnding is very relevant since it implies that the I (1)
characterization is not suitable for this data set. We have shown that some widely used
tools to measure persistence and to test its stability, such as the sum of the AR coeﬃcients
(or its equivalent, the cumulative impulse response), are not suitable if the DGP is FI. Since
there is always uncertainty about the true DGP, these conclusions should always be taken
into account when computing these tools.
Our measures of persistence allow us to establish cross-country comparisons and it is
shown that important diﬀerences arise between the nations that we have considered, which
may be related to the diﬀerent monetary institutions present in each of them. Finally, for
most countries, little evidence in favor of a change in inﬂation persistence has been found,
in accordance with the recent literature in this area.
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47TABLE 2.1
Unit root and stationarity tests
ADF PP MZt-GLS KPSS
AU −2.39
(2)
−4.46∗∗
(8)
−2.16∗
(2)
0.88∗∗
(10)
AUS −4.71∗∗
(2)
−5.60∗∗
(8)
−0.35
(2)
0.94∗∗
(9)
BE −2.26
(3)
−2.77
(10)
−1.85
(3)
0.79∗∗
(10)
CA −3.01∗
(1)
−3.89∗∗
(3)
−2.77∗∗
(1)
0.93∗∗
(10)
DK −3.49∗∗
(2)
−4.94∗∗
(8)
−1.62
(2)
1.38∗∗
(9)
FI −3.32∗
(1)
−4.11∗∗
(5)
−3.06∗∗
(1)
1.34∗∗
(10)
FR −3.69∗∗
(1)
−3.49∗∗
(6)
−3.22∗∗
(1)
1.46∗∗
(10)
GE −3.01∗
(2)
−4.75∗∗
(7)
−2.77∗∗
(2)
0.70∗∗
(10)
GR −3.23∗
(1)
−3.71∗∗
(2)
−2.80∗∗
(1)
1.32∗∗
(10)
IT −1.50
(5)
−3.56∗∗
(10)
−0.91
(5)
0.90∗∗
(10)
JP −2.76
(2)
−4.60
(6)
∗∗ −2.50∗
(2)
1.78∗∗
(10)
LX −3.11∗
(7)
−4.38∗∗
(4)
−3.62∗∗
(7)
0.72∗∗
(10)
NL −3.81∗∗
(3)
−5.20∗∗
(7)
−3.32∗∗
(3)
1.01∗∗
(9)
NZ −4.14∗∗
(1)
−4.42∗∗
(6)
−3.42∗∗
(1)
1.00∗∗
(10)
NO −3.42∗
(1)
−2.77
(1)
3.16∗∗
(1)
0.99∗∗
(10)
PO −2.02
(4)
−3.74∗∗
(2)
−1.42
(4)
1.01∗∗
(10)
SP −2.19
(4)
−5.08∗∗
(3)
−1.94
(4)
1.13∗∗
(10)
SWE −3.00∗
(2)
−5.38∗∗
(7)
−2.28∗
(2)
1.04∗∗
(10)
SWI −3.08∗
(2)
−5.09∗∗
(4)
−2.84∗∗
(2)
0.82∗∗
(10)
UK −3.22∗
(1)
−3.26∗
(3)
−2.89
(1)
∗∗ 0.85∗∗
(10)
USA −2.61
(3)
−2.63
(4)
−2.70∗∗
(3)
0.75∗∗
(10)
48Notes: **, * Signiﬁcant at the 1% and 5% level, respectively. Figures in brackets correspond to the number
of lags and the bandwith for the ADF, MZt-GLS and the PP and KPSS, respectively. Lag length chosen
according to the SBIC criterion. Bartlett’s window was used as a kernel estimator in the PP and KPSS
(bandwidth chosen according to Newey and West (1994)).
49TABLE 2.2
Breaks in the mean♣
Number of breaks Dates of the breaks
AU 2 1970 : 4,1991 : 1
AUS 3 1970 : 1,1983 : 3,1995 : 4
BE 2 1971 : 4,1985 : 3
CA 41 9 6 5 : 1 ,1972 : 3,1983 : 1,1990 : 4
DK 3 1972 : 4,1985 : 2,1992 : 1
FI 3 1971 : 1,1982 : 3,1991 : 2
FR 3 1973 : 2,1985 : 3,1992 : 3
GE 2 1970 : 1,1983 : 1
GR 2 1973 : 1,1993 : 3
IT 3 1972 : 2,1983 : 3,1995 : 3
JP 2 1981 : 3,1993 : 4
LX 2 1970 : 1,1985 : 3
NL 2 1963 : 4,1985 : 4
NZ 2 1970 : 1,1988 : 3
NO 2 1970 : 4,1990 : 3
PO 41 9 6 3 : 4 ,1971 : 2,1983 : 5,1992 : 3
SP 41 9 7 3 : 2 ,1980 : 1,1986 : 4,1995 : 3
SWE 21 9 7 0 : 1 ,1992;1
SWI 11 9 9 3 : 3
UK 3 1970 : 1,1991 : 1,1982 : 1
USA 2 1967 : 3,1982 : 4
♣The consistent covariance matrix is constructed using a quadratic kernel
following Andrews (1991).
50TABLE 4.1.1
Estimation of FI(d) models♠
GPH NLS EML MD
AU 0.78
(0.20)
0.79
(0.10)
0.69
(0.06)
0.74
(0.06)
AUS 0.78
(0.19)
0.69
(0.13)
0.80
(0.10)
0.73
(0.10)
BE 0.83
(0.21)
0.58
(0.10)
0.56
(0.06)
0.611
(0.08)
CA 0.76
(0.17)
0.69
(0.10)
0.73
(0.07)
0.69
(0.09)
DK 0.66
(0.16)
0.67
(0.11)
0.63
(0.07)
0.66
(0.07)
FI 0.74
(0.14)
0.59
(0.08)
0.60
(0.15)
0.62
(0.10)
FR 0.75
(0.21)
0.89
(0.21)
0.65
(0.06)
0.72
(0.08)
GE 0.94
(0.27)
0.58
(0.27)
0.61
(0.09)
0.68
(0.09)
GR 0.64
(0.30)
0.66
(0.10)
0.62
(0.05)
0.60
(0.06)
IT 1.19
(0.27)
0.72
(0.42)
0.66
(0.05)
0.69
(0.08)
JP 0.62
(0.09)
0.59
(0.16)
0.75
(0.10)
0.63
(0.10)
LX 0.74
(0.29)
0.69
(0.18)
0.68
(0.11)
0.65
(0.13)
NL 0.86
(0.20)
0.67
(0.14)
0.72
(0.12)
0.70
(0.11)
NZ 0.52
(0.41)
0.62
(0.14)
0.57
(0.08)
0.63
(0.10)
NO 0.64
(0.26)
0.66
(0.13)
0.55
(0.26)
0.64
(0.15)
PO 0.80
(0.22)
0.63
(0.10)
0.63
(0.07)
0.59
(0.10)
SP 0.90
(0.16)
0.61
(0.15)
0.60
(0.07)
0.65
(0.11)
SWE 0.58
(0.16)
0.59
(0.14)
0.52
(0.09)
0.59
(0.10)
SWI 0.56
(0.18)
0.62
(0.11)
0.59
(0.12)
0.61
(0.11)
UK 0.78
(0.20)
0.69
(0.22)
0.64
(0.10)
0.62
(0.10)
USA 0.66
(0.14)
0.68
(0.32)
0.72
(0.20)
0.69
(0.16)
♠ Std. dev.in brackets.
51TABLE 4.1.2
bayesian estimation of arfima models♠
BEST ARFIMA OVERALL ARFIMAS
Mean(d) P(d<1/data) Mean(d) P(d<1/data)
AU 0.88
(0.19)
0.75 0.82
(0.20)
0.82
AUS 0.34
(0.06)
10 .34
(0.06)
1
BE 0.86
(0.14)
0.90 0.87
(0.15)
0.76
CA 0.99
(0.26)
0.55 0.85
(0.21)
0.74
DK 0.85
(0.21)
0.71 0.87
(0.23)
0.63
FI 0.62
(0.06)
10 .67
(0.15)
0.95
FR 0.66
(0.07)
10 .68
(0.14)
0.93
GE 0.78
(0.33)
0.86 0.83
(0.26)
0.76
GR 0.64
(0.06)
10 .78
(0.17)
0.82
IT 0.73
(0.18)
0.92 0.66
(0.13)
0.96
JP 0.64
(0.10)
0.99 0.62
(0.21)
0.91
LX 0.98
(0.31)
0.65 0.83
(0.22)
0.78
NL 0.91
(0.28)
0.54 0.79
(0.25)
0.76
NZ 0.91
(0.31)
0.60 0.85
(0.22)
0.66
NO 0.57
(0.06)
10 .71
(0.19)
0.86
PO 1.33
(0.12)
0.03 1.14
(0.18)
0.25
SP 1.30
(0.30)
0.30 1.07
(0.31)
0.52
SWE 0.42
(0.05)
10 .80
(0.24)
0.74
SWI 0.60
(0.06)
10 .65
(0.17)
0.94
UK 0.60
(0.06)
10 .80
(0.15)
0.75
USA 0.58
(0.19)
0.97 0.64
(0.22)
0.86
♠(Standard deviation in brackets).
52TABLE 4.2.1
FDF Test (I(1) versus FI(d)).H 0 : d0 =1 ;H1 : d = d1
H1 : d1 =0 .6 d1 =0 .7 d1 =0 .8 d1 =0 .9
AU -8.76∗∗ -4.65∗∗ -4.68∗∗ -4.69∗∗
AUS -8.56∗∗ -8.54∗∗ -8.47∗∗ -8.36∗∗
BE -7.39∗∗ -7.53∗∗ -7.62∗∗ -7.69∗∗
CA -5.92∗∗ -5.66∗∗ -3.73∗∗ -3.70∗∗
DK -6.14∗∗ -6.05∗∗ -5.94∗∗ -5.81∗∗
FI -5.45∗∗ -5.19∗∗ -4.90∗∗ -3.20∗∗
FR -4.34∗∗ -4.12∗∗ -3.27∗∗ -3.26∗∗
GE -6.77∗∗ -6.79∗∗ -6.77∗∗ -6.72∗∗
GR -5.79∗∗ -5.62∗∗ -5.43∗∗ -5.24∗∗
IT -4.82∗∗ -2.87∗∗ 0.01 0.17
JP -8.73∗∗ -4.52∗∗ -4.51∗∗ -4.50∗∗
LX -7.32∗∗ -4.55∗∗ -4.60∗∗ -4.65∗∗
NL -6.86∗∗ -6.68∗∗ -6.49∗∗ -5.89∗∗
NZ -9.31∗∗ -4.70∗∗ -4.56∗∗ -4.41∗∗
NO -6.77∗∗ -6.50∗∗ -6.22∗∗ -3.12∗∗
PO -8.04∗∗ -4.40∗∗ -4.31∗∗ -4.20∗∗
SP -7.88∗∗ -7.65∗∗ -3.80∗∗ -3.89∗∗
SWE -6.07∗∗ -6.03∗∗ -5.79∗∗ -5.78∗∗
SWI -5.86∗∗ -5.58∗∗ -3.73∗∗ -3.68∗∗
UK -6.07∗∗ -5.84∗∗ -5.58∗∗ -5.32∗∗
USA -2.27∗ -2.18∗ -2.11∗ -2.04∗
∗
,∗∗ Rejection at the 5% and the 1% level, respectively. Critical values: N(0,1).
53TABLE 4.2.2
Test of FI(d) versus I(0)
Rc Test (Mayoral, 2004)
H0 : d =0 .6 d =0 .7 d =0 .8 d =0 .9
AU 1.136 0.456 0.175 0.064∗
AUS 0.592 0.257 0.071∗ 0.024∗
BE 0.550 0.196∗ 0.069∗ 0.024∗
CA 1.315 0.547 0.217 0.083∗
DK 0.899 0.339 0.124 0.044∗
FI 1.054 0.438 0.174 0.067∗
FR 0.939 0.397 0.162 0.064∗
GE 0.839 0.327 0.123 0.044∗
GR 0.737 0.273 0.098∗ 0.035∗
IT 1.434 0.614 0.251 0.099
JP 1.013 0.408 0.158 0.059∗
LX 1.125 0.466 0.184 0.070∗
NL 0.513 0.282 0.063∗ 0.022∗
NZ 0.817 0.314 0.117∗ 0.042∗
NO 1.006 0.400 0.154 0.057∗
PO 1.218 0.483 0.184 0.068∗
SP 1.079 0.448 0.178 0.068∗
SWE 1.019 0.405 0.155 0.058∗
SWI 0.840 0.347 0.138 0.053∗
UK 1.014 0.412 0.161 0.061∗
USA 1.225 0.535 0.225 0.091∗
Crit. Values (5% S.L.) 0.502 0.241 0.122 0.092
54TABLE 4.3.1
Tests of FI(d) vs. Breaks
H0 : 0.6 0.7 0.8 0.9
AU 0.4284 0.1132∗ 0.0304∗ 0.0084∗
AUS 0.1997∗ 0.0602∗ 0.0184∗ 0.0051∗
BE 0.4121 0.0817∗ 0.0091∗ 0.0021∗
CA 0.9027 0.2466 0.0678∗ 0.0181∗
DK 0.1953∗ 0.0539∗ 0.0152∗ 0.0043∗
FI 0.8050 0.2284 0.0645∗ 0.0181∗
FR 0.8796 0.3228 0.1309 0.0400∗
GE 0.4001 0.0979∗ 0.0188∗ 0.0053∗
GR 0.7318 0.2077 0.0534∗ 0.0032∗
IT 1.7063 0.4857 0.1469 0.0401
JP 0.3638∗ 0.0987∗ 0.0269∗ 0.0070∗
LX 0.6286 0.1688∗ 0.0456∗ 0.0121∗
NL 0.1350∗ 0.0299∗ 0.0086∗ 0.0025∗
NZ 0.3422∗ 0.0998∗ 0.0224∗ 0.0062∗
NO 0.6561 0.1847 0.0520∗ 0.0141∗
PO 0.5419 0.1476∗ 0.0409∗ 0.0114∗
SP 0.6018 0.1658∗ 0.0460∗ 0.0129∗
SWE 0.3004∗ 0.0823∗ 0.0229∗ 0.0061∗
SWI 0.6391 0.1782∗ 0.0494∗ 0.0131∗
UK 0.8408 0.2339 0.0648∗ 0.0180∗
USA 1.4462 0.4098 0.1136 0.0313∗
Crit. Values (5% S.L.) 0.399 0.175 0.0844 0.0404
55TABLE 5.2
irf and scalar measures of persistence
IRF(4) IRF(12) IRF(40) HL ρ40
AU 0.3087 0.2601 0.2002 2.68 0.94
AUS 0.3684 0.2266 0.1789 0.42 0.94
BE 0.3650 0.2779 0.1135 0.82 0.92
CA 0.3749 0.3267 0.2386 3.00 0.95
DK 0.2399 0.1742 0.1134 0.40 0.91
FI 0.3744 0.2461 0.1531 1.92 0.90
FR 0.4324 0.3000 0.1980 2.84 0.92
GE 0.3246 0.2152 0.1344 0.84 0.93
GR 0.3969 0.2666 0.1698 2.63 0.94
IT 0.4829 0.3805 0.2585 6.71 0.96
JP 0.3168 0.2879 0.2158 0.72 0.95
LX 0.4101 0.2991 0.2036 3.21 0.95
NL 0.1751 0.1553 0.1149 0.70 0.91
NZ 0.2804 0.1803 0.1087 0.74 0.91
NO 0.3316 0.2002 0.1173 1.71 0.92
PO 0.5581 0.3689 0.2360 5.73 0.96
SP 0.2521 0.2307 0.1573 2.02 0.91
SWE 0.1930 0.1713 0.0853 0.62 0.90
SWI 0.3634 0.2363 0.1453 1.88 0.93
UK 0.3166 0.2615 0.1902 2.53 0.95
USA 0.4726 0.3883 0.3058 8.76 0.96
Notes: IRF(h), h=4,12,40 denote the impulse response function. HL is the half life deﬁned as
the number of periods that a shock needs to vanish by 50 percent. ρ40 is computed as 1-1/
P40
h=1
IRF(h).
56TABLE 5.3
bayesian estimation of irf♠
IRF(4) IRF(12) IRF(40)
B-FI B-I All B-FI B-I All B-FI B-I All
AU 0.35
(0.06)
0.38
(0.06)
0.38
(0.07)
0.31
(0.09)
0.38
(0.06)
0.34
(0.09)
0.29
(0.13)
0.38
(0.06)
0.30
(0.13)
AUS 0.15
(0.04)
0.22
(0.05)
0.15
(0.04)
0.08
(0.03)
0.22
(0.05)
0.08
(0.03)
0.04
(0.02)
0.22
(0.05)
0.04
(0.02)
BE 0.53
(0.10)
0.57
(0.03)
0.52
(0.08)
0.34
(0.11)
0.42
(0.03)
0.37
(0.08)
0.30
(0.14)
0.41
(0.03)
0.32
(0.11)
CA 0.46
(0.08)
0.50
(0.07)
0.44
(0.08)
0.44
(0.14)
0.50
(0.07)
0.39
(0.11)
0.47
(0.24)
0.50
(0.07)
0.36
(0.15)
DK 0.22
(0.05)
0.22
(0.05)
0.21
(0.05)
0.19
(0.05)
0.22
(0.05)
0.19
(0.06)
0.17
(0.07)
0.22
(0.05)
0.17
(0.07)
FI 0.40
(0.07)
0.58
(0.08)
0.42
(0.12)
0.27
(0.07)
0.58
(0.08)
0.32
(0.10)
0.18
(0.06)
0.58
(0.08)
0.24
(0.12)
FR 0.45
(0.08)
0.44
(0.10)
0.43
(0.09)
0.32
(0.08)
0.40
(0.11)
0.32
(0.10)
0.22
(0.08)
0.40
(0.11)
0.24
(0.11)
GE 0.34
(0.09)
0.34
(0.06)
0.34
(0.08)
0.41
(0.17)
0.36
(0.10)
0.33
0.12)
0.39
(0.26)
0.25
(0.17)
0.29
(0.16)
GR 0.42
(0.07)
0.35
(0.08)
0.41
(0.08)
0.29
(0.07)
0.36
(0.09)
0.32
0.099
0.19
(0.06)
0.40
(0.12)
0.27
(0.10)
IT 0.56
(0.07)
0.87
(0.13)
0.51
(0.11)
0.46
(0.09)
0.90
(0.14)
0.42
0.14)
0.35
(0.15)
0.92
(0.18)
0.32
(0.17)
JP 0.08
(0.03)
0.30
(0.13)
0.32
(0.09)
0.08
(0.02)
0.28
(0.09)
0.26
(0.10)
0.05
(0.02)
0.26
(0.10)
0.18
(0.10)
LX 0.41
0.09)
0.47
(0.06)
(0.42
(0.09)
0.47
(0.21)
0.47
(0.06)
0.42
(0.13)
0.53
(0.41)
0.47
(0.06)
0.39
(0.19)
NL 0.18
(0.06)
0.18
(0.06)
0.19
(0.06)
0.18
(0.06)
0.20
(0.05)
0.17
(0.06)
0.17
(0.09)
0.21
(0.05)
0.16
(0.07)
NZ 0.30
(0.07)
0.28
(0.07)
0.29
(0.08)
0.26
(0.09)
0.26
(0.09)
0.24
(0.08)
0.24
(0.14)
0.24
(0.14)
0.21
(0.09)
NO 0.34
(0.06)
0.33
(0.06)
0.36
(0.08)
0.22
(0.05)
0.26
(0.05)
0.27
(0.08)
0.13
(0.04)
0.15
(0.11)
0.21
(0.10)
PO 0.21
(0.03)
0.36
(0.07)
0.32
(0.07)
0.31
(0.04)
0.36
(0.07)
0.33
(0.08)
0.32
(0.06)
0.36
(0.07)
0.32
(0.08)
SP 0.21
(0.09)
0.31
(0.07)
0.31
(0.08)
0.25
(0.10)
0.38
(0.12)
0.36
(0.14)
0.24
(0.19)
0.30
(0.18)
0.32
(0.12)
SWE 0.21
(0.04)
0.23
(0.08)
0.27
(0.06)
0.11
(0.03)
0.23
(0.08)
0.23
(0.07)
0.06
(0.02)
0.23
(0.08)
0.20
(0.09)
SWI 0.38
(0.07)
0.36
(0.07)
0.41
(0.08)
0.25
(0.06)
0.26
(0.12)
0.30
(0.11)
0.16
(0.05)
0.16
(0.17)
0.22
(0.13)
UK 0.38
(0.07)
0.74
(0.08)
0.44
(0.08)
0.26
(0.06)
0.56
(0.08)
0.36
(0.10)
0.16
(0.05)
0.56
(0.08)
0.29
(0.11)
USA 0.68
(0.11)
0.62
(0.07)
0.66
(0.13)
0.51
(0.17)
0.42
(0.11)
0.53
(0.19)
0.32
(0.20)
0.22
(0.17)
0.42
(0.23)
♠B-FI: best ARFIMA; B-I: best ARIMA; All: overall models. Stand. deviat. in brackets.
57TABLE 6.1
Changes in Persistence
supLM Break date
AU 6.026 —
AUS 25.601∗∗ 1964:1
BE 13.373∗ 1966:1
CA 1.759 —
DK 2.382 —
FI 2.004 —
FR 5.670 —
GE 10.340∗ 1963:2
GR 3.294 —
IT 1.738 —
JP 0.000 —
LX 6.033 —
NL 3.787 —
NZ 0.761 —
NO 3.270 —
PO 1.451 —
SP 6.850 —
SWE 2.060 —
SWI 1.106 —
UK 3.691 —
USA 4.577 —
C.V (9.68,13.5) —
58