Abstract
Introduction
The utilisation of renewable energy sources (RESs) has been a burning issue in research and energy production. Different types of RES, such as solar, wind, and biomass have been exploited as alternatives to the burning of fossil fuels to generate electric power. In the past two decades, efforts were made on effectively integrating RESs into the grid (Mosetlhe et al., 2017; Ayodele et al., 2012) , with wind energy showing great potential in electricity generation. As wind energy depends primarily on the behaviour of wind it has stochastic characteristics, and it is imperative that these are known for a given installation, so that the wind energy is effectively utilised.
Modelling of RESs has attracted a great interest, with an attempt to describe their stochastic behaviour. Algorithms such as autoregressive integrated moving average were used with success in modelling solar radiation data by Ranganai & Nzuza (2015) . Regression models estimated the intermittent nature of RES. In Vhembe region, Mulaudzi et al. (2013) used regression models to estimate and predict the availability of RESs. The correlation coefficient for the developed models was above 0.9, which validated the results and indicated that the models could be approximated to real-world measurements (Taylor, 1990) .
Artificial intelligence techniques such as neural networks have been used because of their reliability in predicting time-series data (Dombaycı & Gölcü, 2009) . A multi-layer neural network of at least three layers was proposed to estimate and predict the stochastic behaviour of wind energy by Nogay et al. (2012) . The revision of this proposed methodology was found to give satisfactory performance for forecasting short-term data (Özgür, 2014) .
A statistical approach shows efficiency in modelling long-term wind speed data, although the artificial intelligence techniques give satisfactory results for short-term data analysis. Economic evaluation of wind energy potential and its importance is, consequently, realised. A Weibull model for wind speed data collected over a period of five years in Zahedan (Iran) was developed based on a statistical approach (Mostafaeipour et al., 2014) . Wind energy density and wind energy potential from the model were quantified, and four different types of wind turbines were considered to evaluate the economic prospects of Zahedan. A 2.5 kW model wind turbine showed great economic viability when installed on the same site.
Long-term wind speed data was collected over a period of eleven years in Tehran (Keyhani et al., 2010) , where measurements of the mean wind speed were taken three-hourly. The data was used to estimate the range of dimensionless Weibull shape parameter (k) and Weibull scale parameter (c). The results showed that April and August had the lowest wind energy potential. It was also noted that the wind energy potential in Tehran was not substantial enough to warrant a large-scale wind farm, or integration into the grid.
Wind is used in Turkey to augment electric power supply. At Iskenderun, Weibull and Rayleigh's distributions were used to model wind speed data over one year (Celik, 2004) . Measurements were taken on an hourly basis to obtain wind speed time-series data. The Weibull model gave a better representation of the intermittent behaviour of wind speed at the site.
Hourly mean wind speed data was collected at Kirklareli, also in Turkey (Gokcek et al., 2007) , and in Rwanda (Safari & Gasore, 2010) . The goodness of fit of the data for Weibull and Raleigh distributions were analysed to estimate available wind power at selected sites. In both Turkey and Rwanda, the results based on correlation coefficient (R 2 ) showed that Weibull might sometimes perform badly in other sites. The appropriateness of Weibull was compared with Rayleigh and gamma distribution (Olaofe & Folly, 2012) , where data were collected at 10, 50, and 70 m above sea levels. Chi-squared test and R 2 were used to estimate the goodness of fit at different height levels. It was found that Rayleigh distribution function gave a better estimate of wind speed than Weibull and gamma distribution function. Weibull distribution proved to be an appropriate function to model long-term wind speed data averaged on an hourly basis (Ayodele et al., 2013) , whereas artificial neural networks showed its effectiveness for short-term (i.e., daily, monthly) modelling (Özgür, 2014; Nogay et al., 2012) .
The present study investigated the possibility of using statistical distributions to model short-term (seasonal) wind speed data. The appropriateness of statistical distributions (Weibull, lognormal and gamma) was evaluated using the test of Anderson and Darlington (1952) and the information criterion of Akaike (2011) . A model was formulated to quantify the availability of wind energy at different heights, based on the distribution functions. Sections 2 and 3 give theoretical background for the estimation of the stochastic characteristics of potential wind energy at Vredendal, Western Cape province, South Africa. Data collection and results of statistical analysis are presented in Sections 4 and 5 respectively. Discussion and conclusions are presented in Sections 6 and 7.
Theoretical background
The stochastic characteristics of wind speed at a site depend on weather conditions, so they can be considered as a random variable. In probability theory, a random variable ( ) is defined by an event ζ, which assigns values to possible outputs (Alberto, 2008; Hsu, 1997) . A probability is assigned for all outputs generated by a random variable. A real number called a distribution function is assigned to each event as a probability measure . The density of this probability can be defined as Equation 1.
As wind speed is collected and varies over time T, it is classified as a random process (Liptser & Shiryaev, 2013 ). An approach to define a random process considers a function ( ) as a random process for time 1 . A random variable 1 = ( 1 ) can be described by its cumulative distribution function (CDF) ( 1 , 1 ) according to Equation 2.
where ( 1 , 1 ) is a first-order distribution of ( ), while second-order distribution of ( ) is given by Equation 3.
where for a given time 1 and 2 , 1 = ( 1 ) and 2 = ( 2 ) are two random variables. Therefore, the ℎ CDF of a random process can be defined by Equation 4.
Weibull distribution is generally used to describe wind speed data as a random process, hence it was compared with lognormal and gamma distributions to describe wind speed data in this work. These distributions and their properties are outlined in this section. Furthermore, the goodness of these distributions is tested using the Anderson-Darling (AD) and Akaike information criterion (AIC) tests.
Probability distribution fitting (a) Weibull distribution
The Weibull probability density function (PDF) is calculated by Equation 5 (Ayele et al., 2018 ).
where is the probability of describing the wind speed . The parameters and are the shape and the scale parameter of Weibull distribution respectively.
(b) Lognormal distribution
Lognormal distribution has been used mostly to evaluate the time series data (Saucier, 2000) . Its two parameters PDF are described by Equation 6.
where and are respectively the parameters of lognormal distribution representing the scale and shape parameter.
(c) Gamma distribution Mosetlhe et al. (2016) used gamma distribution to estimate the characteristics of time series data and given by Equation 7 (Saucier, 2000) .
where Γ( ) is a gamma function defined by Equation 8. and the parameters and are the shape and the scale parameters respectively.
Goodness of fit
The AD and AIC were used in this work to evaluate the goodness of fit using Equation 9.
where 1 < ⋯ < are ordered sample data and is the number of samples. A deviation of the model derived from probability distribution from true distribution is measured using the AIC according to Equation 10.
where E is the expectation with respect to the true distribution of (Akaike, 2011) .
Estimation of wind power density
The available wind power density in W/m 2 is given by Equation 11 (Olaofe & Folly, 2012) . (11) where is the air density of the site, and is the wind power density. To obtain more accurate wind power density, Equation 11 becomes Equation 12 to take into consideration the time variation of the wind speed and air density. The expected value of the cube of the wind speed is given by Equation 13 (Ayodele et al., 2012) .
where ( ) is wind distribution. Substituting Equation 13 into 11 gives Equation 14.
Estimating wind power density using gamma distribution is achieved by substituting Equation 7 
Methodology
The wind speed data over a period of five years: 01/01/2011-31/12/2015 was collected at Vredendal. Measurements were taken at intervals of ten minutes and height levels of 10, 40, and 62 m. The data collected is divided into seasonal groups according to season: summer (December-February), autumn (March-May), winter (June-August) and spring (September-November). The data collected for these seasons is tested based on the three distributions described in Section 2.
Results
The results of goodness of fit test performed for all the seasons based on Section 2.2 are presented in Tables 1, 2 Tables 1-4 indicates that gamma distributions gave a better estimation of seasonal data than Weibull and lognormal. Weibull distribution for summer seasons gave a better estimation as compared to gamma and lognormal distributions for wind speed at 40 and 62 m. Figures 1-4 show that the data estimated by the probabilities is relatively close to the original data. The wind speed data at different height levels at the same site exhibited different distributions, implying that a single probability distribution could not be used to generalise wind speed distribution at different heights. It is, therefore, imperative to investigate the statistical properties of installation sites for varying heights. Summer and spring have a better wind energy potential. It is easily observed in Tables 1-4 that, for all the seasons, there is an increase in wind energy potentials as the installation height increases. Wind turbines must, therefore, be installed as high as possible to harness wind power effectively at Vredendal.
Conclusions
Wind energy potential at Vredendal was investigated by outlining the theoretical background for the proposed model and adopting the goodness of fit tests. Parameters of the distributions were estimated. From the results, it can be deduced that, for effective exploitation of wind energy in Vredendal in the Western Cape province of South Africa, turbines must be installed as high as possible. Furthermore, it can be concluded that the site can contribute more energy towards the overall electrical power supply during the summer and spring than in winter and autumn.
