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In this paper, we study periodic problems for second-order differential inclusions
in RN with a maximal monotone term. The nonlinear differential operator is not
necessarily homogeneous, does not obey any growth condition and incorporates as
a special case the one-dimensional p-Laplacian. Using techniques from multivalued
analysis and the theory of operators of monotone type, we prove the existence of
solutions for both the ‘‘convex’’ and ‘‘nonconvex’’ problems, when the maximal
monotone term A is deﬁned everywhere and when it is not deﬁned everywhere (case
of variational inequalities). # 2002 Elsevier Science (USA)
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In this paper, we study the following nonlinear periodic problem in RN :
aðx0ðtÞÞ0 2 AxðtÞ þ F ðt; xðtÞ; x0ðtÞÞ a:e: on T ;
xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞ:
ð1Þ
Here a :RN ! RN and A :RN ! 2R
N
are maximal monotone maps and
F : T  RN  RN ! 2R
N
=f+g is a set-valued function.
Recently, a number of authors have studied boundary value problems for
second-order differential inclusions. The ﬁrst systematic work in this
direction was conducted by Pruszko [27, 28], who employed degree theoretic
methods to study Dirichlet boundary value problems for semilinear
inclusions (i.e. aðyÞ ¼ y) with A  0: More recently, we had the important
works of Erbe and Krawcevicz [7–9], Erbe et al. [10, 11], Frigon [13, 14] and1Revised version.
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KYRITSI, MATZAKOS, AND PAPAGEORGIOU280Frigon and Granas [15]. In all these works, the authors deal with semilinear
inclusions, in which A  0: In Erbe and Krawcewicz [7, 8], the boundary
conditions are nonlinear and include the classical ones (Dirichlet, Neumann
and periodic). Nonlinear boundary conditions are also used by Erbe et al.
[11], who study bifurcation problems. In Erbe et al. [10] and in Erbe and
Krawcewicz [9], the authors study functional and impulsive differential
inclusions, respectively. In all the aforementioned works, the approach is
based on degree theoretic arguments. Frigon [13, 14] used transversality
theory, coupled with the method of upper and lower solutions, to study
general scalar (i.e. N ¼ 1) Sturm–Liouville-type problems. In Frigon and
Granas [15], the problem is again scalar, the boundary conditions are either
Dirichlet or periodic and the approach is an interesting extension to the
multivalued setting of the upper and lower solutions technique. In Frigon
and Granas [15], the multifunction F has in general nonconvex values
(‘‘nonconvex problem’’). In the direction of the work of Erbe and
Krawcewicz [7, 8], we had recently the papers Kandilakis and Papageorgiou
[23] and of Halidias and Papageorgiou [17], who used nonlinear, multi-
valued boundary conditions, which provided a uniﬁed framework to deal
with the classical problems (Dirichlet, Neumann and periodic). The method
of upper and lower solutions was used for Sturm–Liouville-type problems
by Halidias and Papageorgiou [18]. All these works remain within the
framework of semilinear inclusions. The ﬁrst work that moves beyond
semilinear inclusions and studies quasilinear ones (driven by the one-
dimensional p-Laplacian), with A  0 and nonlinear set-valued boundary
conditions, is that of Halidias and Papageorgiou [19]. Recently, various
separated two-point boundary value problems, involving the one-dimen-
sional p-Laplacian, have been studied by several authors. We mention the
works of Boccardo et al. [2], Dang and Oppenheimer [3], Del Pino et al.
[4, 5], Fabry and Fayyad [12], Guo [16], Kandilakis and Papageorgiou [24]
and Manasevich and Mawhin [25]. Additional references can be found in the
aforementioned papers. We should point out, that in all these works A  0
and with the exception of Manasevich and Mawhin [25], they all deal with
the scalar problem (i.e. N ¼ 1). Also, Dang and Oppenheimer [3] and
Manasevich and Mawhin [25] use a more general, possibly nonhomoge-
neous differential operator, as is the case in the present work. Moreover, the
works of Dang and Oppenheimer [3], Del Pino et al. [5], Fabry and Fayyad
[12], Guo [16] and Manasevich and Mawhin [25] deal with the periodic
problem. The papers of Boccardo et al. [2] and Del Pino et al. [4] study the
Dirichlet problem and ﬁnally the Neumann problem is examined by
Dang and Oppenheimer [3], Guo [16] and Kandilakis and Papageorgiou [24]
who employed variational methods based on the critical point theory. It
should be emphasized that in the works of Boccardo et al. [2], Del Pino
et al. [4, 5], Fabry and Fayyad [12], Guo [16] and Kandilakis and
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independent of x0:
Our formulation of the problem is very general. The differential operator
is not necessarily homogeneous and is similar (slighty less general) to those
used by Dang and Oppenheimer [3] and Manasevich and Mawhin [25]. It
covers as a special case the one-dimensional p-Laplacian. Note that no
growth conditions is imposed on aðÞ (see hypothesis H ðaÞ1) below. Also, the
presence in (1) of the maximal monotone operator A; incorporates in our
framework second-order systems with nonsmooth, time-invariant convex
potential and variational inequalities (when dom A=RN ).
2. MATHEMATICAL PRELIMINARIES
Our approach will be based on notions and results from multivalued
analysis and the theory of nonlinear operators of monotone type. So for the
convenience of the reader, in this section we recall some basic deﬁnitions
and facts from these areas. Our main sources are the books of Hu and
Papageorgiou [19] and Zeidler [29].
Let ðO;SÞ be a measurable space and X a separable Banach space. We
introduce the following notations:
PfcðX Þ ¼ fA  X : nonempty closed ðand convexÞg;
PðwÞkðcÞðX Þ ¼ fA  X : nonempty; ðweakly-Þ compact ðand convexÞg:
A multifunction F : O! Pf ðX Þ is said to be ‘‘measurable’’, if for all
x 2 X ; o! dðx; F ðoÞÞ ¼ inf ½jjx vjj : v 2 F ðoÞ is a measurable, Rþ-valued
function. A multifunction F : O! 2X =f+g is said to be ‘‘graph
measurable’’, if Gr F ¼ fðo; xÞ 2 O X : x 2 F ðoÞg 2 S BðX Þ; with BðX Þ
being the Borel s-ﬁeld of X : For Pf ðX Þ-valued multifunctions, measurability
implies graph measurability and the converse is true if S is complete (i.e.
S ¼ #S ¼ the universal s-ﬁeld). Recall that S ¼ #S; if there is a s-ﬁnite
measure m on ðO;SÞ; with respect to which S is complete. Now let ðO;S;mÞ
be a ﬁnite measure space and F : O! 2X =f+g: Given 14p41; by SpF we
denote the set of all LpðO;X Þ-selectors of F ; i.e. SpF ¼ ff 2 L
pðO;X Þ : f ðoÞ 2
F ðoÞm a:eg: Note that for a graph measurable multifunction F ; the set SpF
is nonempty if and only if inf ½jjvjj : v 2 F ðoÞ4jðoÞm a:e: on O with j 2
LpðOÞþ: The set S
p
F is decomposable, i.e. if ðf1; f2;AÞ 2 S
p
F  S
p
F  S; then
wAf1 þ wAcf2 2 S
p
F :
Let Y ; Z be Hausdorff topological spaces. A multifunction G : Y ! 2Y =
f+g is said to be ‘‘lower semicontinuous’’ (lsc) (resp. ‘‘upper semicontinuous’’
(usc)), if for all C  Z closed, the set GþðCÞ ¼ fy 2 Y :GðyÞ  Cg
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closed graph in Y  Z; while the converse is true if G is locally compact (i.e.
for every y 2 Y there exists a neighborhood U of y such that F ðU Þ is compact
in Z). A multifunction which is both usc and lsc is said to be ‘‘continuous’’ (or
sometimes Vietoris continuous). If Y ;Z are metric spaces, then the above
deﬁnition of lower semicontinuity is equivalent to saying that for all z 2
Z; y ! dZðz;GðyÞÞ ¼ inf½dZðz; vÞ : v 2 GðyÞ is upper semicontinuous as an
Rþ-valued function. Also, lower semicontinuity is equivalent to saying that
yn ! y in Y as n!1; then GðyÞ  limGðynÞ ¼ fz 2 Z : lim dZðz;GðynÞÞ ¼
0g ¼ fz 2 Z : z ¼ lim zn; zn 2 GðynÞ; n51g: We can also deﬁne limGðynÞ ¼
fz 2 Z : z ¼ lim znk ; znk 2 Gðynk Þ; n15n25   5nk   g:
Next, let X be a reﬂexive Banach space and X n its topological dual. A map
A :D  X ! 2X
n
is said to be ‘‘monotone’’, if for all xn 2 AðxÞ; yn 2 AðyÞ; we
have ðxn  yn; x yÞ50 (here by ð; Þ we denote the duality brackets for the
pair ðX ;X nÞ). If ðxn  yn; x yÞ ¼ 0; implies x ¼ y; we say that A is ‘‘strictly
monotone’’. The map A is said to be ‘‘maximal monotone’’, if ðxn  yn;
x yÞ50 for all x 2 D; xn 2 AðxÞ; imply y 2 D and yn 2 AðyÞ; i.e. the graph
of A is maximal with respect to inclusion among the graphs of all monotone
maps. The set D ¼ fx 2 X : AðxÞ=+g is called the ‘‘domain’’ of A: A
monotone map is locally bounded on intD: The graph of a maximal
monotone map is sequentially closed in X  X nw and in Xw  X
n (here by Xw
and X nw we denote the spaces X and X
n furnished with their respective weak
topologies). A map A : X ! X n which is single valued and deﬁned
everywhere (i.e. D ¼ X ) is said to be ‘‘demicontinuous’’, if xn ! x in X ;
implies that AðxnÞ!w AðxÞ in X n: A monotone, demicontinuous map is
maximal monotone. A map A :D  X ! 2X
n
is said to be ‘‘coercive’’, if D is
bounded or D is unbounded and inffjjxnjj : xn 2 AðxÞg ! 1 as jjxjj ! 1: A
maximal monotone, coercive map is surjective.
Let H be a Hilbert space and A :D  H ! 2H a maximal monotone map.
For l > 0 we deﬁne the following well-known operators: Jl ¼ ðI þ lAÞ
1
(the resolvent of A) and Al ¼ 1l ðI  JlÞ (the Yosida approximation of A).
Both are everywhere deﬁned and single valued. For every l > 0; Jl is
nonexpansive (i.e. Lipschitz continuous with Lipschitz constant 1), for
every x 2 H AlðxÞ 2 AðJlðxÞÞ; Al is monotone and Lipschitz continuous
with Lipschitz constant 1l; jjAlðxÞjj4jjA
0ðxÞjj for all x 2 D where A0ðxÞ ¼
fu 2 AðxÞ : jjujj ¼ inf ½jjvjj : v 2 AðxÞg (note that if A is maximal monotone, for
every x 2 D AðxÞ is nonempty, closed, convex and because a Hilbert space is
strictly convex, A0ðxÞ is a singleton). The operators Jl and Al; l > 0; are
approximations of the identity and of A0ðÞ (the minimal section),
respectively, in the sense that JlðxÞ ! projðx; %DÞ for all x 2 H and AlðxÞ !
A0ðxÞ for all x 2 D as l # 0: Note that by virtue of the maximal monotonicity
of A; %D is convex and so the metric projection map x! projðx; %DÞ is single-
valued nonexpansive.
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(a) K is ‘‘completely continuous’’, if yn!
w
y in Y ; implies KðynÞ ! KðyÞ
in Z; and
(b) K is ‘‘compact’’, if it is continuous and maps bounded sets into
relatively compact sets.
In general, these two notions are distinct. However, if Y is reﬂexive, then
complete continuity implies compactness. Moreover, if Y is reﬂexive and K
is linear, then the two notions are equivalent. Also, a multivalued map
F : Y ! 2Z =f+g is said to be compact, if it is usc and maps bounded sets in
Y into relatively compact sets in Z:
In our analysis, we will need the following multivalued generalization
of the Leray–Schauder alternative theorem, due to Bader [1]. Let X ; Y be
Banach spaces, G : Y ! PwkcðZÞ is usc from Y into Zw; K : Z ! Y is
completely continuous and F ¼ K 8G:
Proposition 1. If X ; Y ;F are as above and F is a compact multifunction,
then either
(a) S ¼ fx 2 X : x 2 lFðxÞ for some 05l51g is unbounded, or
(b) F has a fixed point, i.e. there exists y 2 Y such that y 2 FðyÞ:
We emphasize that F need not have convex values, in contrast to the
original multivalued version of the Leray–Schauder alternative principle due
to Dugundji and Granas [6, p. 98] (see also [7, 22]).
3. AUXILIARY RESULTS
Let h 2 LqðT ;RN Þ; 1p þ
1
q ¼ 1;p52: We start our analysis by examining the
following auxiliary periodic problem:
aðx0ðtÞÞ0 þ jjxðtÞjjp2xðtÞ ¼ hðtÞ a:e: on T ;
xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞ:
ð2Þ
Our hypothesis on the function a is the following:
HðaÞ :¼ a :RN ! RN is monotone continuous and for all x 2 RN
ðaðxÞ; xÞRN5cjjxjj
p; with c > 0; 24p51:
Proposition 2. If hypothesis H ðaÞ holds and h 2 LqðT ;RN Þ; 1p þ
1
q ¼ 1;
then problem (2) has a unique solution x 2 C1ðT ;RN Þ:
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RN be deﬁned by f ðt; xÞ ¼ jjxjjp2x hðtÞ: We have
ðaðyÞ; n0ðxÞyÞRN ¼ ðaðyÞ; yÞRN5cjjyjj
p50:
Also,
jjf ðt; xÞjj ¼ jj jjxjjp2x hðtÞjj4jjxp1 þ jjhðtÞjj and
ðf ðt; xÞ; xÞRN ¼ ðjjxjj
p2x hðtÞ; xÞRN5jjxjj
p  jjhðtÞjjxjj
for all ðt; xÞ 2 T  RN :
Set y1ðtÞ ¼ supr50 ½r
p þ rp1 þ jjhðtÞjjr þ jjhðtÞjj and yðtÞ ¼ yþ1 ðtÞ 2
L1ðT Þþ: We have
jjf ðt; xÞjj4ðf ðt; xÞ; nðxÞÞRN þ yðtÞ
for almost all t 2 T and all x 2 RN : Also note that jjf ðt; xÞjj5jjxjjp  jhðtÞj.
Finally, let H ðl; vÞ ¼ lF ðvÞ þ ð1 lÞI ; l 2 ½0; 1; I ¼ the identity map on
RN : Clearly, this is a continuous homotopy. Suppose that for some v 2
@BR0 ð0Þ; we have H ðl; vÞ ¼ 0: Then, if jpðvÞ ¼ jjvjj
p2v; v 2 RN and
h ¼ 1b
R b
0 hðtÞdt,
ljpðvÞ  l %h þ ð1 lÞv ¼ 0;
) lRp20 vþ v lv l %h ¼ 0;
) ðlRp20 þ ð1 lÞÞv ¼ l %h;
) lRp10 þ ð1 lÞR0 ¼ ljj %hjj5lR
p1
0 :
) ð1 lÞR050; a contradiction:
Therefore, 0 =2 H ðl; @BR0 ð0ÞÞ and so from the homotopy invariance of
Brouwer’s degree we have that
dðF ;BR0ð0Þ; 0Þ ¼ dðI ;BR0ð0Þ; 0Þ ¼ 1:
All these facts permit us to apply Corollary 3.1 of Manasevich and
Mawhin [25] and infer that problem (2) has at least one solution x 2
C1ðT ;RN Þ:
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have
Z b
0
ðaðx0ðtÞÞ  aðy0ðtÞÞ; x0ðtÞ  y0ðtÞÞRN dt
þ
Z b
0
ðjjxðtÞjjp2xðtÞ  jjyðtÞjjp2yðtÞ; xðtÞ  yðtÞÞRN dt ¼ 0;
)
Z b
0
ðjjxðtÞjjp2xðtÞ  jjyðtÞjjp2yðtÞ; xðtÞ  yðtÞÞRN dt40
ðhypothesis H ðaÞÞ:
But recall that jp is strictly monotone. So from the last inequality it
follows that x ¼ y: ]
Let D ¼ fx 2 C1ðT ;RN Þ : aðx0ðÞÞ 2 W 1;qðT ;RN Þ; xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞg
and a :D  LpðT ;RN Þ ! LqðT ;RN Þ be deﬁned by aðxÞðÞ ¼ aðx0ðÞÞ0; x 2 D:
Proposition 3. If hypotheses H ðaÞ holds, then a :D  LpðT ;RN Þ !
LqðT ;RN Þ is maximal monotone.
Proof. For every x; y 2 D; after integration by parts, we have
ðaðxÞ  aðyÞ; x yÞpq ¼
Z b
0
ðaðx0ðtÞÞ  aðy0ðtÞÞ; x0ðtÞ  y0ðtÞÞRN dt50;
) a is monotone:
In the above calculation and in what follows, by ð; Þpq we denote the
duality brackets for the pair ðLpðT ;RN Þ;LqðT ;RN ÞÞ:We claim that in order to
establish the maximality of a; it sufﬁces to show that if J : LpðT ;RN Þ !
LqðT ;RN Þ is deﬁned by J ðxÞðÞ ¼ jjxðÞjjp2xðÞ; then Rðaþ J Þ ¼ LqðT ;RN Þ:
Indeed, suppose that the surjectivity property of aþ J holds. Let y 2
LpðT ;RN Þ and v 2 LqðT ;RN Þ be such that
ðaðxÞ  v; x yÞpq50 for all x 2 D: ð3Þ
Since Rðaþ JÞ ¼ LqðT ;RN Þ; we can ﬁnd x1 2 D such that vþ J ðyÞ ¼ aðx1Þ þ
J ðx1Þ: Using this in (3) with x ¼ x1; we obtain
ðaðx1Þ  aðx1Þ  J ðx1Þ þ J ðyÞ; x1  yÞpq50;
) ðJ ðyÞ  J ðx1Þ; x1  yÞpq50:
But J is strictly monotone. So from the last inequality it follows that
y ¼ x1 2 D and v ¼ aðx1Þ; i.e. ðy; vÞ 2 Gr a and so a is the maximal
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this is an immediate consequence of Proposition 2. ]
For every l > 0; let Al :R
N ! RN be the Yosida approximation of A: We
consider the following approximation of problem (1):
aðx0ðtÞÞ0 2 AlðxðtÞÞ þ F ðt; xðtÞ; x0ðtÞÞ a:e: on T ;
xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞ:
ð4Þ
We introduce our hypotheses on the data of (4).
HðaÞ1 : a :R
N ! RN is a monotone map such that aðyÞ ¼ cðyÞy or
aðyÞ ¼ ðckðykÞykÞ
N
k¼1 for all y ¼ ðykÞ
N
k¼1 2 R
N with c :RN ! Rþ and ck :
R! Rþ continuous maps and ðaðyÞ; yÞRN5c1jjyjj
p for some c1 > 0 and 24
p51:
Remark. Suppose aðyÞ ¼ jpðyÞ ¼ jjyjj
p2y or aðyÞ ¼ ðjyk j
p2ykÞ
N
k¼1 for
all y ¼ ðykÞ
N
k¼1 2 R
N : Then both these functions satisfy hypothesis H ðaÞ1;
with cðyÞ ¼ jjyjjp2 and ckðykÞ ¼ jyk j
p2; respectively. These functions
correspond to versions of the vectorial p-Laplacian. But hypothesis
H ðaÞ1 permits more general differential operators of nonpolynomial
growth. For example, let c :RN! R be deﬁned by cðyÞ ¼ 2ejjyjj
p
jjyjjp1:
It is easy to see that c is a C1-function which is strictly convex.
Thus if aðyÞ ¼ @cðyÞ; then it satisﬁes hypothesis H ðaÞ1 with cðyÞ ¼ pjjyjj
p2
ð2ejjyjj
p
 1Þ: Another interesting case is when aðyÞ ¼ bðjjyjjpÞjjyjjp2y; with
b :Rþ ! Rþ continuous, 05c4bðrÞ for all r50 and r ! bðrpÞrp1 is
strictly increasing on Rþ: For example, we can have that bðrÞ ¼ 1þ að1þrÞp or
bðrÞ ¼ gðrÞð1pÞ=p; with g 2 CðT ;RN Þ strictly increasing such that cr4gðrÞ for
all r50: Our operator aðyÞ is a slightly more restrictive version of the
operator used by Manasevich and Mawhin [25], where no decomposition
aðyÞ ¼ cðyÞy is assumed. Finally, note that a :RN ! RN is maximal
monotone and a homeomorphism.
HðAÞ1: A :R
N ! 2R
N
is maximal monotone map with 0 2 Að0Þ:
Remark. Note that in this hypothesis, we do not require that dom A ¼
DðAÞ ¼ RN :
HðF Þ1: F : T  R
N  RN ! PkcðR
N Þ is a multifunction such that
(i) for all x; y 2 RN ; t ! F ðt; x; yÞ is measurable;
(ii) for almost all t 2 T ; ðx; yÞ ! F ðt; x; yÞ is closed;
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ðv; xÞRN5 ajjxjj
p  gjjxjjr jjyjjpr  c2ðtÞjjxjjs
with a; g50; 14r; s5p and c2 2 L1ðT Þþ;
(iv) there exists M > 0 such that if jjx0jj > M and ðx0; y0ÞRN ¼ 0; we can
ﬁnd d > 0 and c3 > 0 such that for almost all t 2 T ; we have
inf ½ðv; xÞRN þ c1jjyjj
p : jjx x0jj þ jjy  y0jj5d; v 2 F ðt; x; yÞ5c3 > 0;
(v) for almost all t 2 T ; all x; y 2 RN and all v 2 F ðt; x; yÞ; we have
jjvjj4g1ðt; jjxjjÞ þ g2ðt; jjxjjÞjjyjj
p1
with sup04r4k g1ðt; rÞ4Z1;kðtÞ a.e. on T ; Z1;k 2 L
qðT Þ; ð1p þ
1
q ¼ 1Þ and sup04r4k
g2ðt; rÞ4Z2;kðtÞ a.e. on T ; Z2;k 2 L
1ðT Þ:
Remark. Hypothesis H ðF Þ1ðivÞ is a suitable extension to the present
Caratheodory and multivalued setting of the classical Nagumo–Hartman
condition (see Hartman [20, pp. 432–433] for the original condition
concerning single-valued continuous vector ﬁelds and Erbe and Krawcewicz
[7, 8] for the set-valued generalization).
In Section 4, we will prove existence theorems for problem (1). We will
distinguish two different cases. The ﬁrst case is when dom A ¼ RN and the
second case is when dom A=RN (hypothesis H ðAÞ1). To deal with the second
case, we will need to strengthen a little the growth hypothesis H ðF Þ1ðvÞ:
HðFÞ2: F : T  R
N  RN ! PkcðR
N Þ is a multifunction such that H ðF Þ1
ðiÞ ! ðivÞ hold and
(v) for almost all t 2 T ; all x; y 2 RN and all v 2 F ðt; x; yÞ; we have
jjvjj4g1ðt; jjxjjÞ þ g2ðt; jjxjjÞjjyjj
with sup04r4k g2ðt; rÞ4Z1;kðtÞ a.e. on T ; Z1;k 2 L
2ðT Þ and sup04r4kg2ðt; rÞ4
Z2;kðtÞ a.e. on T ; Z2;k 2 L
2p
p2ðT Þ:
Finally, we will also consider the ‘‘nonconvex’’ problem, i.e. F need not
have convex values. Then our hypotheses on the multifunction F ðt; x; yÞ are
the following:
HðFÞ3: F : T  R
N  RN ! PkcðR
N Þ is a multifunction such that H ðF Þ1
ðiÞ ! ðivÞ hold and
(i) ðt; x; yÞ ! F ðt; x; yÞ is graph measurable;
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ðiiiÞ; ðivÞ and ðvÞ hold.
Again when dom A=RN ; we need to strengthen the growth condition.
HðFÞ4: F : T  R
N  RN ! PkðR
N Þ is a multifunction such that
(i) ðt; x; yÞ ! F ðt; x; yÞ is graph measurable;
(ii) for almost all t 2 T ; ðx; yÞ ! F ðt; x; yÞ is lsc; and hypotheses H ðF Þ2
ðiiiÞ; ðivÞ and ðvÞ hold.
We have the following ‘‘convex’’ existence result for problem (4).
Proposition 4. If hypotheses H ðaÞ1;H ðAÞ1;H ðF Þ1 or H ðF Þ2 hold, then
problem (4) has at least one solution x 2 C1ðT ;RN Þ:
Proof. We will do the proof when H ðF Þ1 holds, the proof of the other
case being similar.
Let #Al : LpðT ;R
N Þ ! LqðT ;RN Þ be the Nemitsky operator corresponding
to the Yosida approximation Al; i.e. #AlðxÞðÞ ¼ AlðxðÞÞ: Set Vl ¼ aþ #Al þ
J :D  LpðT ;RN Þ ! LqðT ;RN Þ: Note that #Al is monotone, continuous,
hence maximal monotone. Similarly for J : These facts, together with
Proposition 3 and Theorem III.3.3, p. 334, of Hu and Papageorgiou [21],
imply that for all l > 0; Vl is maximal monotone. Also since Alð0Þ ¼ 0; we
have
ðVlðxÞ; xÞpq5ðaðxÞ; xÞpq þ ðJ ðxÞ; xÞpq:
But ðaðxÞ; xÞpq ¼
R b
0 ðaðx
0ðtÞÞ; x0ðtÞÞRN dt5c1jjx
0jjpp (by integration by parts
and hypothesis H ðaÞ1) and ðJ ðxÞ; xÞpq ¼ jjxjj
p
p: Hence,
ðVlðxÞ; xÞpq5c1jjx
0jjpp þ jjxjj
p
p ¼ c4jjxjj
p
1;p with c4 ¼ minf1; c1g:
Here by jj  jj1;p we denote the norm of the Sobolev space W
1;pðT ;RN Þ:
From the last inequality it follows that Vl is coercive.
Because Vl is maximal monotone coercive, it is surjective, i.e. RðVlÞ ¼
LqðT ;RN Þ: Moreover, due to the strict monotonicity of J ; Vl is injective. So
we can deﬁne
Kl ¼ V 1l : L
qðT ;RN Þ ! D  W 1;pðT ;RN Þ:
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Assume that un!
w
u in LqðT ;RN Þ: We have to show that KlðunÞ ! KlðuÞ in
W 1;pðT ;RN Þ: Let xn ¼ KlðunÞ; n51: We have
aðxnÞ þ #AlðxnÞ þ J ðxnÞ ¼ un; n51;
) ðaðxnÞ; xnÞpq þ ð #AlðxnÞ; xnÞpq þ ðJ ðxnÞ; xnÞpq ¼ ðun; xnÞpq;
) c1jjx0njj
p
p þ jjxnjj
p
p4jjunjjqjjxnjjp;
) c4jjxnjj
p
1;p4jjunjjqjjxnjj1;p ðc4 ¼ minf1; c1gÞ;
) fxngn51  W
1;pðT ;RN Þ is bounded:
Then by passing to a subsequence if necessary, we may assume that
xn !
w
x in W 1;pðT ;RN Þ; hence xn ! x in LpðT ;R
N Þ (from the compact
embedding of W 1;pðT ;RN Þ into LpðT ;RN Þ). Recall that Vl is maximal
monotone, hence its graph is sequentially closed in LpðT ;RN Þ  LqðT ;RN Þw:
We have ðxn; unÞ 2 Gr Vl; xn ! x in LpðT ;R
N Þ and un !
w
u in LqðT ;RN Þ: So
ðx; uÞ 2 Gr Vl; from which we obtain aðxÞ þ #AlðxÞ þ J ðxÞ ¼ u: For every n5
1; aðx0nðÞÞ 2 W
1;q
per ðT ;R
N Þ ¼ fz 2 W 1;qðT ;RN Þ : zð0Þ ¼ zðbÞg and so aðx0nðÞÞ ¼
#anðÞ þ %an; where %an 2 R
N and
R b
0
#anðtÞ dt ¼ 0: From the equation aðxnÞ þ
#AlðxnÞ þ J ðxnÞ ¼ un; we have that faðx0nðÞÞ
0gn51  L
qðT ;RN Þ is bounded.
Hence, by virtue of the Poincare–Wirtinger inequality (see for example
[22, p. 866]) we have that f #anðÞgn51  CðT ;R
N Þ is bounded. Then for every
n51 and every t 2 T
aðx0nðtÞÞ ¼ #anðtÞ þ %an;
) x0nðtÞ ¼ a
1ð #anðtÞ þ %anÞ:
Integrating over T ¼ ½0; b and using the fact that xnð0Þ ¼ xnðbÞ; we obtainZ b
0
a1ð #anðtÞ þ %anÞ dt ¼ 0:
Using Proposition 2.2(ii) of Manasevich and Mawhin [25] and the fact
that f #anðÞgn51  CðT ;R
N Þ is bounded, we obtain that f %angn51  R
N is
bounded. Therefore, it follows that faðx0nðÞÞgn51  CðT ;R
N Þ is bounded.
Since as we have already mentioned faðx0nðÞÞ
0gn51  L
qðT ;RN Þ is bounded,
we infer that faðx0ðÞÞgn51  W
1;qðT ;RN Þ is bounded. So we may assume that
aðx0nðÞÞ !
w
b in W 1;qðT ;RN Þ and clearly b0 ¼ aðxÞ (since a is maximal
monotone, by Proposition 3). Hence, aðx0nðÞÞ !
w
aðx0ðÞÞ in W 1;qðT ;RN Þ
and from the compact embedding of W 1;qðT ;RN Þ in CðT ;RN Þ; we have that
aðx0nðÞÞ ! aðx
0ðÞÞ in CðT ;RN Þ: Recall that a :RN ! RN is a homeomorphism
and so a1ðaðx0nðtÞÞÞ ¼ x
0
nðtÞ ! x
0ðtÞ ¼ a1ðaðx0ðtÞÞÞ for all t 2 T : Also, since
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0ðÞjjpgn51 is uniformly integrable, from the extended dominated
convergence theorem (see for example [21, p. 907]), we obtain that x0n ! x
0 in
LpðT ;RN Þ: Therefore, ﬁnally we have that xn ! x in W 1;pðT ;R
N Þ: Since every
subsequence of fxngn51  W
1;pðT ;RN Þ has a further subsequence which
converges to x ¼ KlðuÞ in W 1;pðT ;R
N Þ; we conclude that the whole sequence
fxn ¼ KlðunÞgn51 converges to x ¼ KlðuÞ in W
1;pðT ;RN Þ: This proves the
complete continuity of Kl:
Next, let N :W 1;pðT ;RN Þ ! 2L
qðT ;RN Þ be deﬁned by
N ðxÞ ¼ SqF ð;xðÞ;x0ðÞÞ:
We know (see for example [22, Proposition III.2.6, p. 236]), that
N ðÞ has values in PwkcðLqðT ;R
N ÞÞ and is usc into LqðT ;RN Þw: Let
N1 :W 1;pðT ;R
N Þ ! PwkcðLqðT ;R
N ÞÞ be deﬁned by N1ðxÞ ¼ N ðxÞ þ J ðxÞ:
Then problem (4) is equivalent to the following abstract ﬁxed point
problem:
x 2 KlN1ðxÞ:
By virtue of hypothesis H ðF Þ1ðvÞ and Claim 1, the multifunction
x! KlN1ðxÞ is compact.
Claim 2. S ¼ fx 2 W 1;pðT ;RN Þ : x 2 xKlN1ðxÞ for some x 2 ð0; 1Þg is
bounded.
Let x 2 S: We have
K1l
1
x
x
 
¼ Vl
1
x
x
 
2 N1ðxÞ;
) a
1
x
x
 
þ #Al
1
x
x
 
þ J
1
x
x
 
¼ f þ J ðxÞ with f 2 N ðxÞ;
) a
1
x
x
 
; x
 
pq
þ #Al
1
x
x
 
; x
 
pq
þ J
1
x
x
 
; x
 
pq
¼  ðf ; xÞpq þ ðJ ðxÞ; xÞpq:
From integration by parts and hypothesis H ðaÞ1; we have
a
1
x
x
 
; x
 
pq
5
c
xp1
jjx0jjpp:
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#Al
1
x
x
 
; x
 
pq
50:
Furthermore, we have
J
1
x
x
 
; x
 
pq
¼
1
xp1
jjxjjpp:
So ﬁnally we obtain
c1
xp1
jjx0jjpp þ
1
xp1
jjxjjpp4ðf ; xÞpq þ jjxjj
p
p;
) c1jjx0jj
p
p4 x
p1ðf ; xÞpq þ ðx
p1  1Þjjxjjpp
4 xp1ðf ; xÞpq ðsince x 2 ð0; 1ÞÞ: ð5Þ
Using hypothesis H ðF Þ1ðiiiÞ; we have
xp1ðf ; xÞpq4x
p1ajjxjjpp þ x
p1g
Z b
0
jjxðtÞjjr jjx0ðtÞjjpr dt þ xp1jjc2jj1jj
s
1:
Let t ¼ p  r and set y ¼ pr ; y
0 ¼ pt ð
1
yþ
1
y0 ¼ 1Þ: Using H .older’s inequality,
we obtain
Z b
0
jjxðtÞjjr jjx0ðtÞjjpr dt4
Z b
0
jjxðtÞjjry dt
 1=y Z b
0
jjx0ðtÞjjty
0
dt
 1=y0
4jjxjjrp jjx
0jjtp:
Hence, it follows that
xp1ðf ; xÞpq4x
p1a jjxjjpp þ x
p1gjjxjjrp jjx
0jjprp þ x
p1jjc2jj1 jjxjj
s
1: ð6Þ
We will show that for all x 2 S and all t 2 T ; we have jjxðtÞjj4M ; with M > 0
as in hypothesis H ðF Þ1ðivÞ (the Nagumo–Hartman condition). Let yðtÞ ¼
jjxðtÞjjp and let t0 2 T be such that yðÞ realizes its supremum on T ; i.e. yðt0Þ ¼
maxt2T yðtÞ: Suppose that Mp5yðt0Þ and ﬁrst assume that t0 2 ð0; bÞ: Then we
have y0ðt0Þ ¼ 0; hence pjjxðt0Þjjp2ðx0ðt0Þ; xðt0ÞÞRN ¼ 0 and so ðx
0ðt0Þ; xðt0ÞÞRN ¼
0: By virtue of hypothesis H ðF Þ1ðivÞ; we can ﬁnd d > 0 and c3 > 0 such that
for almost all t 2 T
inf ½ðv; xÞRN þ c1jjyjj
p :v 2 F ðt; x; yÞ; jjx xðt0Þjj þ jjy  x0ðt0Þjj5d5c3 > 0:
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that if t 2 ðt0; t0 þ d1; then jjxðtÞ  xðt0Þjj þ jjx0ðtÞ  x0ðt0Þjj5d; jjxðtÞjj > M : So
for almost all t 2 ðt0; t0 þ d1; we have
ðf ðtÞ; xðtÞÞRN þ c1jjx
0ðtÞjjp5c3 > 0:
Recall that
a
1
x
x
 
þ #Al
1
x
x
 
þ J
1
x
x
 
¼ f þ J ðxÞ;
)  a
1
x
x0ðtÞ
  0
þAl
1
x
xðtÞ
 
þ jp
1
x
xðtÞ
 
¼ f ðtÞ þ jpðxðtÞÞ a:e: on T ;
) f ðtÞ ¼ a
1
x
x0ðtÞ
  0
Al
1
x
xðtÞ
 
þ 1
1
xp1
 
jpðxðtÞÞ
a:e on T ;
) ðf ðtÞ; xðtÞÞRN ¼ a
1
x
x0ðtÞ
  0
; xðtÞ
 
RN
 Al
1
x
xðtÞ
 
; xðtÞ
 
RN
þ 1
1
xp1
 
jjxðtÞjjp a:e: on T :
So we have
a
1
x
x0ðtÞ
  0
; xðtÞ
 
RN
 Al
1
x
xðtÞ
 
; xðtÞ
 
RN
þ 1
1
xp1
 
jjxðtÞjjp
þ c1jjx0ðtÞjj5c3 > 0 a:e: on ðt0; t0 þ d1:
Integrating over ½t0; t with t 2 ðt0; t0 þ d1 and using the facts that
ðAlð1x xðtÞÞ; xðtÞÞRN50 and that x 2 ð0; 1Þ; we obtain
Z t
t0
a
1
x
x0ðsÞ
 0
; xðsÞ
  
RN
dsþ c1
Z t
t0
jjx0ðsÞjjpds5c3ðt  t0Þ > 0: ð7Þ
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a
1
x
x0ðtÞ
 
; xðtÞ
 
RN
 a
1
x
x0ðt0Þ
 
; xðt0Þ
 
RN

Z t
t0
a
1
x
x0ðsÞ
 
; x0ðsÞ
 
RN
ds
¼
Z t
t0
ða
1
x
x0ðsÞ
 0
; xðsÞ
 
RN
ds: ð8Þ
Assuming that the ﬁrst case in hypothesis H ðaÞ1 holds, we have
a
1
x
x0ðtÞ
 
; xðtÞ
 
RN
¼ c
1
x
x0ðtÞ
 
1
x
x0ðtÞ; xðtÞ
 
RN
and
a
1
x
x0ðt0Þ
 
; xðt0Þ
 
RN
¼ c
1
x
x0ðt0Þ
 
1
x
x0ðt0Þ; xðt0Þ
 
RN
¼ 0:
Using these two equalities in (8) and subsequently using (8) in (7), we obtain
1
x
c
1
x
x0ðtÞ
 
ðx0ðtÞ; xðtÞÞRN 
Z t
t0
a
1
x
x0ðsÞ
 
; x0ðsÞ
 
RN
dsþ c1
Z t
t0
jjx0ðsÞjjp ds
5c3ðt  t0Þ > 0;
)
1
x
c
1
x
x0ðtÞ
 
ðx0ðtÞ; xðtÞÞRN 
c1
xp1
Z t
t0
jjx0ðsÞjjp dsþ c1
Z t
t0
jjx0ðsÞjjp ds > 0;
ðhypothesis H ðaÞ1Þ;
)
1
x
c
1
x
x0ðtÞ
 
ðx0ðtÞ; xðtÞÞRN þ c1 1
1
xp1
  Z t
t0
jjx0ðsÞjjp ds > 0;
) c
1
x
x0ðtÞ
 
ðx0ðtÞ; xðtÞÞRN > 0 ðbecause 05x51Þ;
) r0ðtÞ ¼ pjjx0ðtÞjjðx0ðtÞ; xðtÞÞRN > 0
ðsince t 2 ðt0; t0 þ d1 and jjxðtÞjj > 0Þ:
But this contradicts the choice of t0 2 ð0; bÞ: Similarly, we argue if
aðyÞ ¼ ðckðykÞykÞ
N
k¼1 for y ¼ ðykÞ
N
k¼1 2 R
N (the second case in hypothesis
H ðaÞ1Þ:
Next let t0 ¼ 0: Then rð0Þ ¼ rðbÞ and r0ð0Þ404r0ðbÞ and so ðx0ð0Þ; xð0ÞÞRN
404ðx0ðbÞ; xðbÞÞRN : But xð0Þ ¼ xðbÞ and x
0ð0Þ ¼ x0ðbÞ: Hence, ðx0ð0Þ; xð0ÞÞRN ¼
0 and we proceed as above. Similarly, if t0 ¼ b: Thus, we have proved that if
x 2 S; then jjxjj14M : Using this in (6), we obtain
xp1ðf ; xÞpq4x
p1c5 þ x
p1c6jjx0jj
pr
p þ x
p1c7 for some c5; c6; c7 > 0:
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c1jjx0jj
p
p4c8 þ c6jjx
0jjprp for some c8 > 0:
Because r5p; it follows that for all x 2 S; jjx0jjp4c9 for some c9 > 0
independent of x: This proves that S  W 1;pðT ;RN Þ is bounded.
Since as we have already mentioned, KlN1 is compact, Claims 1 and 2
permit the use of Proposition 2, which gives us x 2 D such that
x ¼ KlN1ðxÞ;
) ðaðx0ðtÞÞÞ0 ¼ AlðxðtÞÞ þ f ðtÞ a:e: on T ; f 2 N ðxÞ;
xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞ;
) x 2 C1ðT ;RN Þ is a solution of the auxiliary problem ð4Þ: ]
We can also have a ‘‘nonconvex’’ version of Proposition 4.
Proposition 5. If hypotheses H ðaÞ1;H ðAÞ1;H ðF Þ3 or H ðF Þ4 hold then
problem (4) has at least one solution x 2 C1ðT ;RN Þ:
Proof. Let N :W 1;pðT ;RN Þ ! Pf ðLqðT ;R
N ÞÞ be the multivalued Nemits-
ky operator corresponding to F ; i.e. N ðxÞ ¼ SqF ð;xðÞ;x0ðÞÞ: From Proposition
III.2.7, p. 236 of Hu and Papageorgiou [22], we know that N ðÞ is lsc and
clearly has decomposable values (i.e. if ðf1; f2;CÞ 2 N ðxÞ  N ðxÞ L; with
L being the Lebesgue s-ﬁeld of T ; then wCf1 þ wCcf2 2 N ðxÞ). So we can
apply Theorem II. 8.7, p. 245 of Hu and Papageorgiou [21] and obtain
u :W 1;pðT ;RN Þ ! LqðT ;RN Þ; a continuous map such that uðxÞ 2 N ðxÞ for all
x 2 W 1;pðT ;RN Þ: Working as in the proof of Proposition 4 and using this
time the classical Leray–Schauder alternative theorem, we obtain x 2 D 
C1ðT ;RN Þ such that x ¼ KluðxÞ: Evidently, x 2 C1ðT ;R
N Þ is the desired
solution of (4). ]
4. EXISTENCE THEOREMS
In this section we prove existence theorems for both the ‘‘convex’’ and
‘‘nonconvex’’ versions of problem (1). As we have already mentioned in
Section 4, we will consider two cases. In the ﬁrst case dom A ¼ RN ; while in
the second case dom A=RN : The second case incorporates into our
formulation second-order variational inequalities (this is the case when A
is the subdifferential of the indicator function of a nonempty closed and
convex set).
We start our analysis with the case where dom A ¼ RN :
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N ! 2R
N
is maximal monotone map with dom A ¼ RN and
0 2 Að0Þ:
Theorem 6. If hypotheses H ðaÞ1;H ðAÞ2;H ðF Þ1 hold, then problem (4) has
at least one solution x 2 C1ðT ;RN Þ:
Proof. Let ln # 0 and let xn 2 C1ðT ;R
N Þ be solutions of the auxiliary
problem (4) with l ¼ ln; n51: From the proof of Proposition 4 we know
that for all n51 and all t 2 T ; jjxnðtÞjj4M : Also, we have
aðxnÞ þ #Aln ðxnÞ ¼  fn; fn 2 N ðxnÞ;
)ðaðxnÞ; xnÞpq þ ð #AlnðxnÞ; xnÞpq ¼ ðfn; xnÞpq:
Recall that #Aln ð0Þ ¼ 0 and so ð #AlnðxnÞ; xnÞpq50: Furthermore, integrating
by parts we obtain that ðaðxnÞ; xnÞpq ¼
R b
0 ðaðx
0
nðtÞÞ; x
0
nðtÞÞRN dt5c1jjx
0
njj
p
p: So
we have
c1jjx0njj
p
p4jjfnjjqjjxnjjq4c10jjfnjjq for some c10 > 0:
Using hypothesis H ðF Þ1ðvÞ; we have that
c1jjx0njj
p
p4c10ðjjZ1;M jjq þ jjZ2;M jj1jjx
0
njj
p1
p Þ;
) fx0ngn51  L
pðT ;RN Þ is bounded;
) fxngn51  W
1;pðT ;RN Þ is bounded:
Hence, by passing to a subsequence if necessary, we may assume that
xn!
w
x in W 1;pðT ;RN Þ and xn ! x in LpðT ;R
N Þ: From hypothesis H ðAÞ2; we
know that dom A ¼ RN and so for all n51 and all t 2 T
jjAlnðxnðtÞÞjj4jjA
0ðxnðtÞÞjj:
Since A is maximal monotone, it is locally bounded (see [21, Theorem
III.1.21, p. 306]) and so for all n51 and all t 2 T
jjAlnðxnðtÞÞjj4sup½jjvjj : v 2 A
0ð %BM ð0ÞÞ ¼ c1151 for some c11 > 0:
Hence, by passing to a subsequence if necessary, we may assume that
#Aln ðxnÞ!
w
u in LqðT ;RN Þ: Arguing as in the proof of Proposition 4 (see the
Proof of Claim 1), we can show that x0n ! x
0 in LpðT ;RN Þ and so xn ! x in
W 1;pðT ;RN Þ and also that aðx0nðÞÞ!
w
aðx0ðÞÞ in W 1;qðT ;RN Þ: Hence, aðx0nðÞÞ !
aðx0ðÞÞ in CðT ;RN Þ and because a is a homeomorphism, we obtain that
x0nðtÞ ! x
0ðtÞ for all t 2 T : Thus xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞ: Also, by virtue of
hypothesis H ðF Þ1ðvÞ; we may assume that fn!
w
f in LqðT ;RN Þ: Invoking
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f ðtÞ 2 conv lim F ðt; xnðtÞ; x0nðtÞÞ  F ðt; xðtÞ; x
0ðtÞÞ a:e: on T ;
the last inclusion being a consequence of the fact that F ðt; ; Þ has a closed
graph (hypothesis H ðF Þ1ðiiÞ) and because xn ! x in CðT ;R
N Þ and x0nðtÞ !
x0ðtÞ for all t 2 T : Therefore, in the limit as n!1 we have
aðx0ðtÞÞ0 ¼ uðtÞ þ f ðtÞ a:e: on T ; f 2 N ðxÞ;
xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞ:
We can ﬁnish the proof if we show that uðtÞ 2 AðxðtÞÞ a.e. on T : To this end
let #D ¼ fx 2 LpðT ;RN Þ: there exists g 2 LqðT ;RN Þ such that gðtÞ 2 AðxðtÞÞ a.e.
on T g and let #A : #D  LpðT ;RN Þ ! LqðT ;RN Þ be deﬁned by #AðxÞ ¼ fg 2
LqðT ;RN Þ : gðtÞ 2 AðxðtÞÞ a.e. on T g: We claim that #A is maximal monotone.
Clearly, #A is monotone. As in the proof of Proposition 3, in order to show
the maximality of #A; it is enough to show that Rð #A þ J Þ ¼ LqðT ;RN Þ: For
this purpose, let h 2 LqðT ;RN Þ; and RðtÞ ¼ jjhðtÞjj
1
p1 þ 1 (hence, R 2 LpðT Þ;
RðtÞ > 0 for all t 2 T ) and set
CðtÞ ¼ fðx; vÞ 2 RN  RN : vþ jpðxÞ ¼ hðtÞ; v 2 AðxÞ; jjxjj4RðtÞg:
Clearly, Aþ jp is maximal monotone on R
N : By virtue of Theorem III.6.28,
p. 371, of Hu and Papageorgiou [21], we know that for all t 2 T ;CðtÞ=+:
Moreover, since Gr A  RN  RN is closed and ðt; x; vÞ ! vþ jp  hðtÞ is a
Caratheodory function (i.e. measurable in t 2 T and continuous in ðx; vÞ 2
RN  RN Þ; thus it is jointly measurable, we have
Gr C ¼fðt; x; vÞ 2 T Gr A : vþ jpðxÞ  hðtÞ ¼ 0; jjxjj4RðtÞg
2L BðRN Þ  BðRN Þ
with L being the Lebesgue s-ﬁeld of T and BðRN Þ the Borel s-ﬁeld of RN :
Invoking the Yankov-von Neumann–Aumman selection theorem (see
[21, Theorem II.2.14, p. 158]) we obtain x; g : T ! RN measurable functions
such that ðxðtÞ; gðtÞÞ 2 CðtÞ for a.e. t 2 T : Hence, gðtÞ þ jpðxðtÞÞ ¼ hðtÞ a.e.
on T ; x 2 LpðT ;RN Þ: Because h 2 LqðT ;RN Þ was arbitrary, we infer that
Rð #A þ J Þ ¼ LqðT ;RN Þ and this proves the maximality of #A:
Recall that Aln ðxnðtÞÞ 2 AðJlnðxnðtÞÞÞ and
jjJln ðxnðtÞÞ  xðtÞjj4jjJlnðxnðtÞÞ  Jln ðxðtÞÞjj þ jjJlnðxðtÞÞ  xðtÞjj
4jjxnðtÞ  xðtÞjj þ jjJln ðxðtÞÞ  xðtÞjj ! 0 as n!1:
So Jln ðxnðÞÞ ! xðÞ in L
pðT ;RN Þ: We have ð #JlnðxnÞ; #Aln ðxnÞÞ 2 Gr #A (here #Jln
is the Nemitsky operator corresponding to Jln ; i.e. #Jln ðxÞðÞ ¼ Jln ðxðÞÞ for all
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LpðT ;RN Þ  LqðT ;RN Þw: Because #Jln ðxnÞ ! x in L
pðT ;RN Þ and #AlnðxnÞ!
w
u in
LqðT ;RN Þ; we have that ðx; uÞ 2 Gr #A; hence uðtÞ 2 AðxðtÞÞ a.e. on T : So x 2
C1ðT ;RN Þ is a solution of (1). ]
Remark. An interesting byproduct of this proof is that when dom A ¼
RN ; the operator #A : LpðT ;RN Þ ! 2L
qðT ;RN Þ; 24p51; is maximal monotone.
This is a well-known fact if p ¼ q ¼ 2; but we were unable to ﬁnd a proof for
it when 25p:
We can have the ‘‘nonconvex’’ version of Theorem 6.
Theorem 7. If hypotheses H ðaÞ1;H ðAÞ2;H ðF Þ3 hold, then problem (4) has
at least one solution x 2 C1ðT ;RN Þ:
Proof. As in the proof of Proposition 5, we obtain u :W 1;pðT ;RN Þ !
LqðT ;RN Þ a continuous map such that uðxÞ 2 N ðxÞ ¼ SqF ð;xðÞ;x0ðÞÞ: Consider the
problem aðxÞ þ #AðxÞ þ uðxÞ ] 0: Arguing as in the proof of Theorem 6 and
exploiting the fact that u is continuous, we obtain a solution x 2 C1ðT ;RN Þ
for the problem. Evidently, this is a solution of (1). ]
Now we will examine the case where dom A=RN :
Theorem 8. If hypotheses H ðaÞ1;H ðAÞ1;H ðF Þ2 hold, then problem (4) has
at least one solution x 2 C1ðT ;RN Þ:
Proof. Again let ln > 0; ln # 0 and xn 2 C1ðT ;R
N Þ be solutions of the
auxiliary problem (4). As in the proof of Theorem 6, we can check that
fxngn51 2 W
1;qðT ;RN Þ is bounded and so we may assume that xn!
w
x in W 1;p
ðT ;RN Þ: For every n51 we have
aðxnÞ þ #AlnðxnÞ ¼  fn; fn 2 N ðxnÞ;
)ðaðxnÞ; #Aln ðxnÞÞpq þ jj #AlnðxnÞjj
2
2 ¼ ðfn; #Aln ðxnÞÞpq: ð9Þ
Note that #AlnðxnÞ 2 CðT ;R
N Þ: Integrating by parts, we obtain
ðaðxnÞ; #AlnðxnÞÞpq ¼
Z b
0
ððaðx0nðtÞÞÞ
0;AlnðxnðtÞÞÞRN dt
¼  ðaðx0nðbÞÞ;Aln ðxnðbÞÞÞRN þ ðaðx
0
nð0ÞÞ;Aln ðxnð0ÞÞÞRN
þ
Z b
0
aðx0nðtÞÞ;
d
dt
Aln ðx
0
nðtÞÞ
 
RN
dt
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Z b
0
aðx0nðtÞÞ;
d
dt
Alnðx
0
nðtÞÞ
 
RN
dt
ðsince xnð0Þ ¼ xnðbÞ; x0nð0Þ ¼ x
0
nðbÞÞ:
Because Aln ðÞ is Lipschitz continuous, by Rademacher’s theorem AlnðÞ is
differentiable at every x 2 RN =S1; jS1j ¼ 0 (here j  j denotes the Lebesgue
measure on RN ). If x 2 RN =S1; then all y 2 R
N and all t > 0; we have
y;
Alnðxþ tyÞ  Aln ðxÞ
t
 
RN
50 ðsince Aln is monotoneÞ;
) ðy;A0lnðxÞyÞRN50:
Moreover, from the chain rule of Marcus and Mizel [26], we have that
d
dt
AlnðxnðtÞÞ ¼ A
0
ln ðxnðtÞÞx
0
nðtÞ a:e: on T :
So we have
ðaðxnÞ; #AlnðxnÞÞpq ¼
Z b
0
ðaðx0nðtÞÞ;A
0
lnðxnðtÞÞx
0
nðtÞÞRN dt
¼
Z b
0
cðx0nðtÞÞðx
0
nðtÞ;A
0
ln ðxnðtÞÞx
0
nðtÞÞRN dt50
ðhypothesis H ðaÞ1Þ:
Using this inequality in (9), we obtain
jj #AlnðxnÞjj
2
24jjfnjj2jj #Aln ðxnÞjj2;
) f #Aln ðxnÞgn51  L
2ðT ;RN Þ  LqðT ;RN Þ is bounded:
(see hypothesis H ðF Þ2ðvÞ; note that
1
2
¼ p2
2p þ
1
p and that 15q424p51Þ:
So we may assume that #AlnðxmÞ!
w
u in LqðT ;RN Þ: Arguing as in the proof of
Theorem 6, we obtain that xn ! x in W 1;pðT ;R
N Þ and aðx0nðÞÞ!
w
aðx0ðÞÞ in
W 1;qðT ;RN Þ; hence x0nðtÞ ! x
0ðtÞ for all t 2 T (recall that a is a home-
omorphism). Moreover, fn!
w
f in LqðT ;RN Þ and f 2 N ðxÞ: So in the limit we
obtain
ðaðx0ðtÞÞÞ0 ¼ uðtÞ þ f ðtÞ a:e: on T ;
xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞ; f 2 N ðxÞ:
We will ﬁnish the proof if we can show that uðtÞ 2 AðxðtÞÞ a.e. on T : From
Marcus and Mizel [26], we know that JlnðxnðÞÞ 2 W
1;pðT ;RN Þ and ddt Jln
ðxnðtÞÞ ¼ J 0lnðxnðtÞÞx
0
nðtÞ a.e. on T ; with jjJln ðxnðtÞÞjj4jjxnðtÞjj for all n51; t 2 T
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 W
1;p
ðT ;RN Þ is bounded and we may assume that #JlnðxnÞ!
w
z in W 1;pðT ;RN Þ;
#Jln ðxnÞ ! z in CðT ;R
N Þ: We know that
Jln ðxnðtÞÞ þ lnAln ðxnðtÞÞ ¼ xnðtÞ; t 2 T recall that Aln ¼
1
ln
ðI  JlnÞ
 
;
) #JlnðxnÞ þ ln #Aln ðxnÞ ¼ xn:
Because f #AlnðxnÞgn51  L
qðT ;RN Þ is bounded and ln # 0; by passing to the
limit as n!1 in the last equation, we obtain z ¼ x: So #Jln ðxnÞ ! x in
CðT ;RN Þ:
Next, let G ¼ ft 2 T : there exists ðy; vÞ 2 Gr A such that ðuðtÞ  v;
xðtÞ  yÞRN50g: If we can show that G is Lebesgue-null, then from the
maximal monotonicity of A; we will have that uðtÞ 2 AðxðtÞÞ a.e. on T : In
what follows, let j  j denote the Lebesgue measure on T : To show that G is
Lebesgue-null, consider the multifunction H : T ! 2R
NRN deﬁned by
H ðtÞ ¼ fðy; vÞ 2 Gr A : ðuðtÞ  v; xðtÞ  yÞRN50g:
Evidently, domH ¼ ft 2 T :H ðtÞ=+g ¼ G: Note that
GrH ¼ fðt; y; vÞ 2 T Gr A : xðt; y; vÞ50g;
where xðt; y; vÞ ¼ ðuðtÞ  v; xðtÞ  yÞRN is a Caratheodory function, thus
jointly measurable. Hence, GrH 2L BðRN Þ  BðRN Þ and so by the
Yankov-von Neumman–Aumann projection theorem (see [21, Theorem
II.1.33, p. 149]), we have projT GrH ¼ domH ¼ G 2L: Suppose jGj > 0:
Using the Yankov-von Neumman–Aumann selection theorem, we obtain
y; v : G! RN measurable functions such that ðyðtÞ; vðtÞÞ 2 H ðtÞ for all t 2 T :
From Lusin’s theorem, we know that there exists G1  G;G1 closed, jG1j > 0
such that yjG1 ; vjG1 are both continuous, hence bounded. Since Aln ðxnðtÞÞ 2
AðJln ðxnðtÞÞÞ for all t 2 T and all n51; we have
ðAlnðxnðtÞÞ  vðtÞ; Jln ðxnðtÞÞ  yðtÞÞRN50 on G1;
)
Z
G1
ðAln ðxnðtÞÞ  vðtÞ; JlnðxnðtÞÞ  yðtÞÞRN50;
)
Z
G1
ðuðtÞ  vðtÞ; xðtÞ  yðtÞÞRN dt50: ð10Þ
On the other hand, because jG1j > 0 and ðyðtÞ; vðtÞÞ 2 H ðtÞ for all t 2 T ; we
have Z
G1
ðuðtÞ  vðtÞ; xðtÞ  yðtÞÞRN dt50;
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that x 2 C1ðT ;RN Þ is a solution of (1). ]
Again, we can have the nonconvex counterpart of Theorem 8. Its proof is
similar to that of Theorem 7.
Theorem 9. If hypotheses H ðaÞ1;H ðAÞ1;H ðF Þ4 hold, then problem (4) has
at least one solution x 2 C1ðT ;RN Þ:
We present two characteristic illustrations of our results. First consider
the case where
cðxÞ ¼ dRNþðxÞ ¼
0 if x 2 RNþ;
þ1 otherwise
(
and
AðxÞ ¼ @cðxÞ ¼
0 if xk > 0 for all k ¼ 1; . . . ;N ;
RNþ \ fxg
? if xk ¼ 0 for at least one k ¼ 1; . . . ;N ;
(
x ¼ ðxkÞ
N
k¼1 2 R
N :
Then problem (1) becomes the following second-order multivalued
variational inequality:
ðaðx0ðtÞÞ0 2 F ðt; xðtÞ; x0ðtÞÞ a:e: on ft 2 T : xkðtÞ > 0 for all k ¼ 1; . . . ;Ng;
aðx0ðtÞÞ0 2 F ðt; xðtÞ; x0ðtÞÞ  uðtÞ a:e: on ft 2 T : xkðtÞ ¼ 0
for at least one k ¼ 1; . . . ;Ng;
uðtÞ 2 RNþ; ðuðtÞ; xðtÞÞRN ¼ 0;
xðÞ ¼ ðxkðÞÞ
N
k¼1 2 C
1ðT ;RN Þ; xðtÞ50 for all t 2 T ;
xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞ:
If F ðt; x; yÞ ¼ f ðt; x; yÞ is single valued, then the above problem takes the
following more familiar form (as usual x4y in RN if and only if y  x 2 RNþ):
ðaðx0ðtÞÞ0 ¼ f ðt; xðtÞ; x0ðtÞÞ a:e: on ft 2 T : xkðtÞ > 0 for all k ¼ 1; . . . ;Ng;
aðx0ðtÞÞ04f ðt; xðtÞ; x0ðtÞÞ a:e: on ft 2 T : xkðtÞ ¼ 0 for at least one k ¼ 1; . . . ;Ng;
ðf ðt; xðtÞ; x0ðtÞÞ  aðx0ðtÞÞ0; xðtÞÞRN ¼ 0;
xðÞ ¼ ðxkðÞÞ
N
k¼1; xðtÞ50 for all t 2 T ; xð0Þ ¼ xðbÞ; x
0ð0Þ ¼ x0ðbÞ:
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following generalized gradient system:
1þ
1
ð1þ jjx0ðtÞjjpÞp
 
jjx0ðtÞjjp2x0ðtÞ
 0
2 @jðxðtÞÞ þ F ðt; xðtÞ; x0ðtÞÞ a:e: on T ;
xð0Þ ¼ xðbÞ; x0ð0Þ ¼ x0ðbÞ:
Here j :RN ! RN is a continuous, but not necessarily differentiable, convex
potential function. In the literature, we ﬁnd the scalar problem with j  0
and F ðt; x; yÞ single valued and equal to jjxjjr2x 14r51; which is a special
case of our problem.
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