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A double quantum dot coupled to electrodes with spin-dependent splitting of chemical potentials (spin bias)
is investigated theoretically by means of the nonequilibrium Kyldysh Green’s function formalism. By applying
a large spin bias, the quantum spin in a quantum dot ( dot 1 ) can be manipulated in a fully electrical manner. To
noninvasively monitor the manipulation of the quantum spin in dot 1, it is proposed that the second quantum dot (
dot 2 ) is weakly coupled to dot 1. In the presence of the exchange interaction between the two dots, the polarized
spin in dot 1 behaves like an effective magnetic field and weakly polarizes the spin in the nearby quantum dot 2.
By applying a very small spin bias to dot 2, the spin-dependent transport through dot 2 can be probed, allowing
the spin polarization in dot 1 to be identified nondestructively. These two steps form a complete scheme to
manipulate a trapped spin while permitting this manipulation to be monitored in the double-dot system using
pure electric approaches.
PACS numbers: 85.75.-d, 73.21.La, 72.25.Hg
I. INTRODUCTION
The manipulation and measurement of single electron spin
in a quantum dot is the basis toward scalable spin-based quan-
tum information processing.1 The preparation and readout
of a single spin in a quantum dot have been demonstrated
using photoluminescence polarization2,3 and polarization-
dependent absorption.4,5,6 The rapid progress of the charg-
ing sensing technique7,8 makes it possible to control the num-
ber of electrons inside quantum dots precisely down to a few
electrons,9 allowing an individual electron spin to be manip-
ulated with the help of stationary and oscillating electromag-
netic field,10,11 and the readout by various spin-to-charge con-
version techniques, such as single-shot readout using energy12
or tunneling rate difference13 and Pauli spin blockade.10 How-
ever, most of the detection techniques destroy the originally
prepared spin state. All the electric approaches remove the
trapped spin from its host dot, and most of optical measure-
ments drive the spin polarized states to other states. A nonin-
vasive detection method is needed because a complete con-
trol process requires the manipulated spin to be monitored
and not be affected by the monitoring. Recently, using off-
resonant picosecond-scale optical pulses and time-resolved
Kerr rotation spectroscopy, single electron spin in a quan-
tum dot is nondestructively measured,14 which further leads
to better manipulation of the spin.15 Besides, by using energy-
dependent single-shot readout followed by immediate restor-
ing of the spin back to dot within a time shorter than the
spin relaxation time, up to 90% of the original spin states can
be retained after the measurement.16 Still, all the techniques
require precisely controlled gating, electromagnetic or opti-
cal field, and their time scale has to be within the spin co-
herence time considering various decoherence mechanisms in
host materials.
A hint from the charging sensing technique7,8 is that it
makes use of a nearby quantum point contact to noninvasively
measure the electron number in the quantum dot, which avoids
destroying the electron occupation in the quantum dot by di-
rect transport measurement. From the point of view of spin-
based quantum information processing, it would be highly de-
sirable to design a similar device with integrated ability to ma-
nipulate a trapped single spin while permitting the manipula-
tion to be read out nondestructively in quantum dot. Most
importantly, a pure electric approach (in the absence of mag-
netic or optical field) is particularly appealing for a large-scale
integration.
A possible direction for this effort points to the spin in-
jection technique, i.e., generating a nonequilibrium spin ac-
cumulation in nonmagnetic (paramagnetic) materials, which
could induce a spin-dependent splitting of chemical poten-
tials or spin bias in the injected materials. Spin injection
has been demonstrated using several of electric and optical
approaches. One of the effective methods is to inject spin-
polarized charge current directly from ferromagnetic to non-
magnetic materials.17 The unequal density of states for major-
ity and minority spins at the Fermi level of the ferromagnet
will induce a spin accumulation in the nonmagnetic material
and split the chemical potentials for two spin components.
The materials and geometries used in this method include
metals,18,19,20 metal/barrier/semiconductors,21,22,23 and ferro-
magnetic/normal semiconductors.24,25 In the last few years,
spin injection has also been shown by means of the spin Hall
effect26,27 and the incidence of linearly or circularly polarized
light into a two-dimensional electron gas with spin-orbital
coupling.28,29,30 Notice that many of the intensively inves-
tigated spin-injected nonmagnetic materials are also widely
used to fabricate electrodes probing semiconductor31 and
single-molecule quantum dots.32 Therefore, it is interesting
to investigate the polarization and detection of electron spin
in quantum dot systems using electrodes with spin bias. Ex-
perimentally, spin injection into all-semiconductor quantum
dots has been reported, from (Ga,Mn)As to InAs quantum
dots (QDs)33, and from BeMnZnSe to a single CdSe/ZnSe
QD, both combined with a spin-light-emitting-diode to detect
spin polarization. Furthermore, several theoretical works ad-
dressed the transport through mesoscopic systems in the pres-
ence of spin-splitting of chemical potentials.34,35,36,37
Motivated by these experimental and theoretical progresses,
2FIG. 1: Schematic of our double-dot system, in which each dot is
attached to its own electrodes with spin-dependent splitting of chem-
ical potentials (spin biases). (a) A large spin bias V1 is applied to
manipulate the quantum spin in dot 1. The energy zero point is set
at ǫ1 + U1/2. The spin bias V1 induces a splitting of the Fermi levels
for ↑ and ↓ electrons in lead L1 so that µ1↑/↓ = µ1 ± V1/2, where
µ1 is the middle point of the Fermi levels. (b) Due to the exchange
interaction between the two dots, the polarized spin in dot 1 behaves
like an effective magnetic field and weakly polarizes the spin in dot
2. A very small spin bias V2 is applied to the dot 2 to probe its spin-
dependent transport, allowing the spin polarization in dot 1 to be read
out nondestructively. µ2 is the equilibrium Fermi level for both leads
L2 and R2. The spin bias V2 induces a splitting of the Fermi levels
for ↑ (↓) electrons in the leads of dot 2, so that µL2↑/↓ = µ2 ± V2/2 and
µR2↑/↓ = µ2 ∓ V2/2.
we propose a scheme to realize the control and detection of
quantum spin in semiconductor quantum dot by using spin
bias or spin current. Our setup consists of a double-quantum-
dot system connected to electrodes as shown in Fig. 1. A
quantum spin state can be generated and maintained in dot 1
when applying a spin bias V1 on the electrode coupling the
quantum dot 1 [Fig. 1(a)]. In the presence of exchange in-
teraction between the two dots, the polarized spin in dot 1
behaves like an effective magnetic field and breaks the spin
symmetry in dot 2. As a result, it will induce a charge current
when a small spin bias V2 is applied or a spin current flows
through dot 2, allowing the spin polarization in dot 1 to be
identified [Fig. 1 (b)]. If the interdot exchange interaction is
much smaller than V1, the measurement can be viewed as non-
destructive. These two steps form a complete scheme of ma-
nipulating and measuring the quantum spin state of a trapped
electron in one dot of a double-dot system using purely elec-
tric means. Our proposal is based on steady-state evaluation;
no ultrafast optical or electrostatic operation is needed. We
argue that it is robust once the magnitude of V1 energetically
overwhelms those of decoherence mechanisms, such as hyper-
fine interaction with nuclear spins of host materials, or spin-
orbital coupling. It is worth stressing that as the spin injection
techniques of various means are still under extensive investi-
gations and progress, in the present work, we focus only on
the physical consequences of spin bias or spin current, and
ignore the approaches to generate the spin bias at the current
stage.
The present paper is organized as follows: In Sec. II, we
present the general scheme and description of the manipula-
tion and detection of a single spin using the idea of spin bias,
by comparing with the known charge sensing technique. The
model Hamiltonian is introduced. The experimental feasibil-
ity of our scheme is discussed based on recent experimental
availability. In Sec. III, the manipulation of quantum spin in
dot 1 is addressed. The stability diagrams of electron num-
ber and spin polarization in dot 1 are presented. In Sec. IV,
the measurement of the spin polarization in the dot 1 using
the spin-dependent transport through dot 2 is discussed. A
detailed analytical calculation and the numerical results are
presented. We focus on the charge current induced by the spin
bias or spin conductance through dot 2 and its relation with
the spin polarization in dot 1. In Sec. V, a summary is pre-
sented. Finally, the detailed calculations of spin conductance
and Green’s functions are presented in Appendices A and B
for reference.
II. GENERAL PROPOSAL
A. Spin sensing scheme
A typical setup for charge sensing technique (sketched in
the second column of Table I) consists of a quantum dot which
hosts the electrons to be manipulated and a nearby quan-
tum point contact.7 The electron number inside the host dot
can be determined by directly probing the transport through
dot; however, this approach implies removing electrons from
dot, destroying the original occupation. Alternatively, due to
Coulomb repulsion, the transport through the quantum point
contact is found to be very sensitive to the electron number
in dot and thus can be used to determine the electron number.
Most importantly, this approach is noninvasive because it does
not change the electron number in dot.
Our scheme combining spin manipulation and detection in
one setup employs a similar idea. We apply the electron spin
to play the role of the electron charge in the device. As shown
in Fig. 1, the setup is composed of two quantum dots. dot
1 is the host for the manipulated spin. dot 2 is used to non-
destructively detect the spin in dot 1, analogous to the func-
tion of quantum point contact in charge sensing. Each dot is
coupled independently to its nonmagnetic leads. The Fermi
levels of the leads are spin dependent and can be split by the
spin bias. Without loss of generality, we consider only one
spin-degenerate energy level in each dot, denoted as ǫi for a
dot i (i = 1, 2). The two dots are assumed to be coupled
weakly to each other via the Heisenberg exchange coupling
with strength J.
To manipulate the spin in dot 1, we apply a spin bias V1 to
lead L1 attached to dot 1. To retain the electrons in dot 1, we
consider only one reservoir to avoid electron transport in the
3usual two-reservoir case. We denote by µ1σ the Fermi level for
σ electrons in lead L1. The spin bias V1 induces a splitting of
the Fermi levels for spin ↑ and ↓ electrons in lead L1 so that
µ1↑ = µ1 + V1/2,
µ1↓ = µ1 − V1/2,
where µ1 is the middle point of the Fermi levels,
µ1 =
1
2
(µ1↑ + µ1↓),
which can be tuned with respect to ǫ1 by using the gate volt-
age. The energy zero point is set at ǫ1 + U1/2. When the dot
1 is coupled to its reservoir, the electron number inside it at
low temperatures will be determined by the relative location
between dot level ǫ1 and the Fermi levels of the reservoir. In
the absence of spin-dependent splitting of chemical potentials
(µ1↑ = µ1↓), it is known that dot will be filled or empty when
the Fermi levels are well above or below dot level. Similarly,
in the presence of the spin-resolved Fermi levels, the filling
of spin ↑ (↓) electron in dot 1 is determined independently by
the relative location between ǫ1 and µ1↑ (µ1↓). The simplest
situation, shown in Fig. 1, is that when µ1↓ < ǫ1 < µ1↑, only
↑ electron is energetically allowed to stay in dot; therefore,
the electron spin in dot is ↑ polarized. When considering the
on-site Coulomb repulsion, detailed calculations are required;
these are presented in Sec. III.
In the presence of exchange interaction, once the electron
in dot 1 is polarized by V1, it will act approximately as an
effective magnetic field and weakly polarize the electron in
the nearby dot 2. The polarized spin in dot 2 will, in turn, act
as an effective magnetic field to dot 1 and will influence the
polarization of dot 1. If there is no extra mechanism to break
the spin symmetry, this self-consistent process repeats until
〈sz1〉 and 〈s
z
2〉 approach zero, where 〈s
z
i 〉 ≡
1
2 (〈ni↑〉−〈ni↓〉) is the
spin polarization in dot i and 〈niσ〉 is the electron occupation
for spin-σ electron in dot i. However, in the limit
V1 >> J〈sz2〉, (1)
the spin polarization in dot 1 is dominantly determined by the
spin bias V1 and is hardly affected by the effective magnetic
field generated by dot 2. Once the spin is polarized in dot 1,
it imposes a selection rule to the spin orientation of electrons
that can tunnel through dot 2 because the ground state of the
two spins that are singly occupied in each dot tends to form
a fixed alignment in the presence of the exchange interaction.
Therefore, by measuring the spin polarization of the current
that can flow through dot 2, the spin orientation of dot 1 can
be read out. Because of Eq. (1), this measurement can be
viewed as nondestructive.
To measure the spin-polarization of the current that can
flow through the dot 2, a small spin bias V2 is applied to the
electrodes attached to the dot 2 so that the Fermi levels split
in the left lead,
µL2↑/↓ = µ2 ± V2/2,
and in the right lead,
µR2↑/↓ = µ2 ∓ V2/2,
where µ2 is the Fermi level when there is no spin and charge
biases. Notice that in the presence of the pure spin bias V2,
electrons of spin ↑ and ↓ will flow along opposite directions
through dot 2. In our definition, the spin-↑(-↓) current can
only flow from the left (right) to the right (left). If the up-
down symmetry of the electron spin in dot is not broken, elec-
tric currents of spin ↑ and ↓ will cancel each other. Conse-
quently a pure spin current is formed.38 However, if the spin
symmetry of dot 2 is broken, the pure spin bias V2 applied to
the dot 2 will generate a net electric current. In this way, mea-
suring the direction of current through dot 2 in the presence of
V2 is enough to determine the spin polarization of the current
through dot 2 and the spin orientation in dot 1. Furthermore,
to avoid the polarization of the spin in dot 2 affected by V2,
we demand that
J〈sz1〉 >> V2. (2)
B. Model for coupled double dot
The Hamiltonian for the whole double-dot consists of three
parts,
H = H1 + H2 + V12, (3)
where Hi is the Hamiltonian for a dot i and its leads alone,
described by the Anderson model,39
Hi =
∑
σ
ǫiniσ + Uini↑ni↓ +
∑
k,σ
ǫkασc
†
kασckασ
+
∑
k,σ
(Vkασc†kασdiσ + h.c.), (4)
where d†iσ(diσ) represents the creation (annihilation) operator
for the discrete state with energy ǫi and spin σ(∈ {↑, ↓}) in dot
i, the number operator niσ = d†iσdiσ, and Ui is the intra-dot
Coulomb repulsion. c†kασ(ckασ) is the creation (annihilation)
operator for a continuous state in the α lead (reservoir) with
energy ǫkασ and spin σ. The tunneling matrix element Vkασ is
assumed to be independent of k in the following calculations.
V12 in Eq. (3) stands for the interaction between the two
dots. Basically, there are three forms of interactions:
(1) The tunneling coupling (tcd†1σd2σ+h.c).40 When the two
dots are very closely located electrons are allowed to tunnel
between the two dots directly. It should be avoided if one in-
tends to perform a noninvasive measurement. We will discuss
how to prevent it in Sec. II C.
(2) The capacitive coupling U ′n1n2.41 The Coulomb repul-
sive interaction always exists when the two dots are closely lo-
cated, but well separated. The occupancy of electrons in one
dot will affect the charge transport in the other dot. This is
the microscopic mechanism for the charge sensing technique.
However it is not spin-resolved, and we shall ignore it in our
calculation. We will explain in Sec. IV C that neglecting this
term brings no qualitatively change.
(3) The Heisenberg exchange coupling,
V12 = Js1 · s2 (5)
4where si = 12
∑
σ,σ′ d†iσσˆσσ′diσ′ and σˆ = (σx, σy, σz) are the
Pauli matrices.42 It does not change the occupation number
of each dot; but it affects the states of electron spin, in par-
ticular, when the electrons are spin resolved. To simplify our
calculation, we consider only the exchange coupling.
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FIG. 2: Schematic and energy configuration of the low-energy ef-
fective double-dot model. The interdot first-order direct tunneling is
suppressed due to careful design of all characteristic energies. The
second-order virtual hopping induces a low-energy Heisenberg ex-
change interaction with a considerable positive exchange strength J.
µα2σ is the Fermi level for spin σ(∈ {↑, ↓}) electrons in the α (∈{L2,
R2}) lead of dot 2. µ2 = 12 (µL/R2↑ + µL/R2↓ ) is the shared middle point of
Fermi levels for both leads L2 and R2.
C. Experimental feasibility
We have to point out that the model in Eqs. (3) and (5) with
considerable J is valid in experiments only as a low-energy ef-
fective Hamiltonian when direct electron hopping is quenched
between two tunneling-coupled quantum dots (coupling con-
stant tc can be as large as hundreds of µeV).42,43 To suppress
the direct tunneling and to employ only the low-energy spin
dynamics between the two dots, the energy configuration of
the double dot should be carefully designed, as shown in Fig.
2. The level energies of the two dots can be adjusted with
respect to each other by tuning the gate voltages, while the
charging energies of the two dots can be customized by en-
gineering the dot sizes.42 We choose an energy configuration
such that ǫ2 − ǫ1 > |tc| and (ǫ1 + U1) − (ǫ2 + U2) > |tc|. For
dot 1, µ1 and V1 are restricted to the singly occupied regimes
shown in Fig. 3. Moreover, since ǫ1 < ǫ2, the electron in dot
1, which resides on ǫ1, cannot hop to dot 2 no matter whether
dot 2 is occupied or not. For dot 2, the scanning range of the
middle point of the Fermi level µ2 is well restricted, < ǫ1 +U1
(as shown by dotted line in Fig. 2). As a result, although dou-
ble occupation in dot 2 is allowed when µ2 > ǫ2 + U2, the
electrons in dot 2 still cannot hop to dot 1 because they can
not acquire enough energy from µα2σ to conquer the charging
energy U1 for double occupation in dot 1. The above condi-
tions assure that there is no direct hopping between the two
dots. However, due to the uncertainty principle, within a time
∼ ~/Ui or ∼ ~/|ǫ1 − ǫ2|, an electron in dot 1 (2) can still possi-
bly hop to dot 2 (1) and back. Because of the Pauli exclusion
principle, this kind of second-order virtual hopping favors the
anti-parallel alignment of two spins in the double dot. As
a result, the low-energy correlation between the two dots is
well described by the Heisenberg Hamiltonian with a positive
exchange coupling strength J. Using the simplest Hubbard
model estimate J = 4t
2
c
U , J can be as large as 0.09 meV when
tc = 0.15 meV and U ∼ 1meV.42
In addition, we have to consider the experimental possibil-
ities for the requirements in Eqs. (1) and (2). Generally, 〈sz2〉
must be within [−0.5, 0.5] (as shown in Fig. 6; |〈sz2〉| is actu-
ally less than 0.2 in our results). According to the experiment
based on a semiconductor QD,42 J ∼ 0.09meV, so the order
of the spin biases V1 required for the manipulation should >>
0.045 meV, which should be within reach of the experiments.
For example, Zaffalon and van Wees44 reported that the spin-
polarized current injected from Co electrodes to an Al island
induces a splitting µ↑ − µ↓ = eIRs/P, where I ∼ 10 − 100µA
is the injection current, P = 7% is the spin injection efficiency
of the Co/Al tunnel barrier, and Rs is a defined quantity of the
dimension of resistance, which was measured up to 250mΩ
at 4.2K. Therefore, the spin bias in this experiment can be as
large as e × 0.1mA × 250mΩ/0.07 ∼ 0.35meV. Although it
is not explicitly addressed in publications21,22,23,26,27,45 to our
knowledge, the values of the spin-dependent chemical poten-
tial splitting in semiconductors may be larger than those in
metals, based on the following two arguments: First, the den-
sity of states near the Fermi level is much smaller in semicon-
ductors. The same imbalance of one spin component com-
pared to that of the other should occupy a wider range of en-
ergy. Second, the measured spin diffusion lengths in semicon-
ductors are usually ∼ 1 − 10µm,45 much longer than those in
metals (∼ hundreds of nanometers),46 so the spin accumula-
tion in semiconductors are more robust in maintaining a con-
siderable spin bias. For Eq. (2), V2 should be, of course, as
small as possible, while the only low bound for V2 is that it
should be large enough to generate measurable current. The
current measured in a QD experiment can be as small as ∆I ∼
pA (47) to our knowledge, while the conductance through a
quantum dot is on the order of 2e2h ≈ 7.75 × 10−5Ω−1. Thus,
the minimum bias voltage required to generate such a small
current is on the order of ∆I/ 2e2h = pA/(7.75×10−5Ω−1) ∼ µV,
which is orders of magnitude smaller than the reported value
of J ∼ 90µeV estimated in the experiment.42
Throughout this work, the temperature is assumed to be the
smallest one among all physical quantities. According to the
experiment,42 we choose kBT = 4µeV in the following calcu-
lations.
For a brief summary, we compare our spin sensing scheme
with the charge sensing technique in Table. I.
5TABLE I: Comparison between charge sensing technique and spin
sensing technique in the present work.
Charge sensing7,8 Our model
Configuration QD+QPC QD1+QD2
QD
QPC
JS 1 S2
1
2
Quantity
manipulated Electron number Single spin
and detected in QD in QD1
(Range) (0,1,2...) (-0.5 ∼ 0.5)
Manipulation Tuning gate Applying large
approach voltage of QD spin bias to QD1
Interaction Coulomb Exchange interaction
repulsion Js1 · s2
Detector QPC QD2
Measured Charge conductance Spin conductance
quantity by applying by applying
in detector charge bias spin bias
III. MANIPULATION OF QUANTUM SPIN BY MEANS OF
SPIN BIAS
In this section, we present the calculation and numerical
results of the first part of our scheme, the manipulation of the
spin in dot 1. Based on the agreement in the Sec. II C, It is
safe and convenient to ignore dot 2 and the spin correlation
between dots 1 and 2 in this section.
A. Spin polarization and Green’s function technique
In order to determine the optimal parameters to polarize a
single spin, we calculate the polarization of the electron spin
〈sz1〉 = (〈n1↑〉 − 〈n1↓〉)/2 and the total electron number 〈n1〉 =
〈n1↑〉 + 〈n1↓〉 in dot 1 as functions of the spin bias V1 and the
middle point µ1 of the Fermi level. The formula for the σ
component of particle number 〈n1σ〉 can be expressed in terms
of the lesser Green’s function,48,49
〈n1σ〉 = −i
∫ dω
2π
G<1σ(ω),
where
G<1σ = G
r
1σΣ
<
1σ[Gr1σ]†, Σ<1σ = iΓ1 f1σ,
where Gr1σ(ω) are the retarded Green’s functions defined as
the Fourier transform of Gr1σ(t) = −iθ(t)〈{d1σ(t), d†1σ}〉, where
d1σ(t) = eiH1 td1σe−iH1 t. Γ1 = ∑k 2π|Vkσ|22πδ(ω − ǫkσ) is the
broadening of the quantum dot level ǫ1, due to its coupling to
lead L1 for ↑ or ↓ electrons. Γ1 is assumed to be independent
of σ since we are not addressing a ferromagnetic electrode.
f1σ is the Fermi-Dirac distribution of σ electrons in the lead,
f1σ(ω) = 1
e(ω−µ1σ)/kBT + 1
,
where T is the temperature and kB is the Boltzmann constant.
Up to the second-order of Hartree-Fock approximation, the
retarded Green’s function of dot 1 is given by48
Gr1σ =
1 − 〈n1σ〉
ω − ǫ1 +
i
2Γ1
+
〈n1σ〉
ω − ǫ1 − U1 + i2Γ1
.
Here we do not consider the Kondo effect in dot because it is
usually suppressed due to the large spin bias V1.
B. Numerical results
The electron number 〈n1〉 and spin-polarization 〈sz1〉 dia-
grams are shown in Fig. 3 as functions of the pure spin bias
V1 and the Fermi level middle point µ1. In the calculations,
we choose a set of typical parameters kBT = 0.004 meV,
U1 = 1.2 meV, and Γ1 = 0.0375 meV, in accordance with
the experiment.42 ǫ1 = −0.6 meV to assure that ǫ1 + U1/2 is
the energy zero point.
As shown in Fig. 3, when the spin bias V1 = 0, the elec-
tron number will be 0, 1, and 2 if µ1 is well below ǫ1, between
[ǫ1, ǫ1+U1], and above ǫ1+U1, respectively. The empty, singly
occupied, and doubly occupied unpolarized regimes are de-
noted by E0, S0, and D 0, respectively. Each regime develops
into two spin-polarized regimes when a positive (V1 > 0) or
negative (V1 < 0) spin bias is applied. E 0 → S↑1, S↓1; S0 →
S↑2, S↓2; and D0 → S↑3, S↓3. We denote the nine regimes
by the electron number and polarization. 0, ↑, and ↓ stand for
unpolarized, spin up, and spin down, respectively. For exam-
ple, S↑2 represents the second regime when dot 1 is singly
occupied and ↑ polarized. We describe the nine regimes one
by one as follows:
(1) E0: Both µ1↑ and µ1↓ are well below ǫ1; the dot is then
empty and unpolarized.
(2) S↑1: This is obtained by applying a positive spin bias
to E0 until µ1↑ is above ǫ1, while µ1↓ is still below ǫ1, so only
an electron of spin up is energetically allowed to occupy dot.
The spin in dot 1 is ↑ polarized.
(3) S↓1: This is opposite to S↑1 and is obtained by applying
a negative spin bias.
(4) S0: Both µ1↑ and µ1↓ are between ǫ1 and ǫ1 + U1. At
least one electron can be filled into dot. However, neither µ1↑
nor µ1↓ can compensate for the charge energy U1 for filling
the second electron. The opportunity of occupation for spin-
up or spin-down electron is the same. Therefore, the electron
spin is unpolarized.
(5) S↑2: This is obtained by applying a positive spin bias
to S0 until µ1↓ is well below ǫ1 or µ1↑ is well above ǫ1 + U1.
The former situation is similar to S↑1. In the latter situation,
if dot is initially occupied by a ↓ spin, an ↑ spin can still enter
dot because µ1↑ > ǫ1 + U1. Once the ↑ spin enters the dot, the
↓ spin will be repulsed out of dot and unable to enter again
because µ1↓ < ǫ1 + U1 cannot supply enough charge energy.
Both situations lead to a spin ↑ electron filled in dot.
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FIG. 3: The total electron number 〈n1〉 (top panel) and spin polar-
ization 〈sz1〉 (bottom panel) diagrams as functions of the spin bias V1
and the Fermi level middle point µ1. The diagrams can be divided
into nice configurations, schematically shown in the middle panel,
starting from three unpolarized states E0, S0, and D0 with electron
numbers n1 = 0, 1, 2, respectively. E=empty, S=singly-occupied,
D=doubly-occupied; and 0, ↑, and ↓ represent unpolarized and two
polarized states.
(6) S↓2: This is opposite to S↑2 and is obtained by applying
a negative spin bias.
(7) D0: Both µ1↑ and µ1↓ are well above ǫ1 + U1; dot is
occupied by two electrons, one up and the other down due to
the Pauli exclusive principle. Thus, there is no polarization.
(8) S↑3: µ1↑ is well above ǫ1+U1, while µ1↓ is below ǫ1+U1.
(9) S↓3: This is opposite to S↑3.
As shown in Fig. 3, the edges between different regimes
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FIG. 4: 〈sz1〉 vs V1 when µ1 is aligned with ǫ1, ǫ1 + U1/2, and ǫ1 +
U1. Notice that for the first and the last cases, 〈sz1〉 is immediately
reversed between ∼ 1/2 and ∼ −1/2 when spin bias V1 is changed
from positive to negative over a width ∼ Γ1.
are very sharp because Γ1 is much smaller than U1. Increasing
dot-lead coupling will blur the edges, and lower the efficiency
of manipulation. Moreover, as shown in Fig. 4, at two con-
ditions when µ1 is aligned with ǫ1, or ǫ1 + U1, the maximal
polarization can be achieved immediately as long as the spin
bias V1 overwhelms Γ1, the broadening of dot level due to dot-
lead coupling. In both situations there is only one electron in
dot. So if dot is weakly coupled to the leads, one can manipu-
late the single spin by using a small spin bias. µ1 = ǫ1 +U1/2
in Fig.4 represents the hardest condition to polarize the spin,
in which the spin bias has to overcome the intradot Coulomb
repulsion energy.
IV. MEASUREMENT OF QUANTUM SPIN BY MEANS OF
SPIN BIAS
In this section, the calculation and numerical results on the
transport through dot 2 in the presence of a small spin bias V2
is presented, and its relation with the spin orientation in dot 1
is illustrated in details.
A. Effective field approximation
Based on Eqs. (1) and (2), when calculating the physical
quantities of dot 2, the self-consistency for those of dot 1 can
be ignored. In this limit, we treat the spin of dot 1 as an effec-
tive magnetic field using the Hamiltonian
V ′12 =
J
2
s−1 d
†
2↑d2↓ +
J
2
s+1 d
†
2↓d2↑ +
J
2
sz1(n2↑ − n2↓), (6)
where sz,+,−1 are quantum field operators. It is worth stress-
ing that the self-consistent calculation is very complicated, but
still available in the present problem. To avoid mathematics,
the present approximation is believed to give an intuitive pic-
ture of how the spin bias is converted into a charge signal.
7B. Spin-dependent transport and Green’s function technique
In Sec. II A, we have made it clear that the direction of the
net charge current that can flow through dot 2 in the presence
of a small spin bias V2 can be used to detect the spin orien-
tation in dot 1. Thus, it is convenient to introduce a quantity
spin conductance, which is defined as the ratio of the charge
current to the spin bias in the limit of the zero spin bias.36
In Appendix A, we derive the formula of spin conductance at
zero temperature,
Gs(µ) = lim
V s→0
∂(I↑ + I↓)
∂V s
=
e2
h [T↑(µ) − T↓(µ)], (7)
where T2σ is the transmission probability for σ electrons
through dot 2 within the framework of linear response the-
ory. Therefore, the numerical results presented in Secs. IV C
and IV D are given only in terms of T2↑ − T2↓ in the unit of e
2
h .
In the linear response theory, the σ component of the trans-
mission probability is given by50
T2σ(µ2) = [Gr2σ(ω)ΓL2 (Gr2σ(ω))†ΓR2 ]ω=µ2 ,
where the retarded Green’s function Gr2(ω) is defined as the
Fourier transform of
Gr2σ(t) = −iθ(t)〈{d2σ(t), d†2σ}〉
with d2σ(t) = ei(H2+V12)td2σe−i(H2+V12)t. Γα2 =∑
k 2π|Vkασ|22πδ(ω − ǫkασ) is the broadening of dot 2
level ǫ2 due to the couplings to the α lead. Using the equation
of motion of Gr2σ with respect to H2 + V
′
12, we arrive at (de-
tailed deductions and approximations are given in Appendix
B)

Ω − J2 −
J
2
− J8 Ω
J
4
− J4
J
2 Ω +
J
4


Gr2↑
G2
G3
 =

1 + UG4
〈sz1〉 + UG5 +
J
2 G6
JG5 + J+2U2 G6
 ,

Ω − U − J2 −
J
2
− J8 Ω − U −
J
4
− J4 −
J
2 Ω −
J+4U
4


G4
G5
G6
 =

N1
N2
N3
 ,

Ω J2 −
J
2J
8 Ω −
J
4
− J4 −
J
2 Ω +
J
4


Gr2↓
G8
G9
 =

1 + UG10
〈sz1〉 + UG11 −
J
2 G12
−JG11 + J+2U2 G12
 ,

Ω − U J2 −
J
2J
8 Ω − U
J
4
− J4
J
2 Ω −
J+4U
4


G10
G11
G12
 =

N4
N5
N6
 , (8)
where we denote Ω = ω − ǫ2 + i2Γ2, and Γ2 = Γ
L
2 + Γ
R
2 .
G2 = 〈〈d2↑sz1|d
†
2↑〉〉, G3 = 〈〈d2↓s
−
1 |d
†
2↑〉〉, G4 = 〈〈d2↑n2↓|d
†
2↑〉〉,
G5 = 〈〈d2↑n2↓sz1|d
†
2↑〉〉, G6 = 〈〈d2↓n2↑s
−
1 |d
†
2↑〉〉, G8 =
〈〈d2↓sz1|d
†
2↓〉〉 , G9 = 〈〈d2↑s
+
1 |d
†
2↓〉〉, G10 = 〈〈d2↓n2↑|d
†
2↓〉〉,
G11 = 〈〈d2↓n2↑sz1|d
†
2↓〉〉, and G12 = 〈〈d2↑n2↓s
+
1 |d
†
2↓〉〉, where
the notation 〈〈A|B〉〉 stands for the Fourier transform of the re-
tarded Green’s function −iθ(t)〈{A(t), B}〉. N1 = 〈n2↓〉, N2 =
〈n2↓s
z
1〉, N3 = −〈d
†
2↑d2↓s
−
1 〉, N4 = 〈n2↑〉, N5 = 〈n2↑s
z
1〉, and
N6 = −〈d†2↓d2↑s
+
1 〉. It is worth pointing out that our deduction
is similar to that in a previous work,51 however, our calcula-
tion retains 〈sz1〉 as an input parameter ranging from -0.5 to
0.5, reflecting the spin polarization in dot 1 to be detected.
Using the identity of Green’s functions at equilibrium,48,49
G< = iA f , A = −2ImGr,
where A is the spectral function. We self-consistently calcu-
late the expectation values in Eq. (8), for example,
〈d†2↑d2↓s
−
1 〉 = −i〈〈d2↓(t)s−1 (t)|d†2↑(t′)〉〉<t=t′
= −i
∫ dω
2π
〈〈d2↓s−1 |d
†
2↑〉〉
<
ω
= −
1
π
∫
dω f2(ω)Im〈〈d2↓s−1 |d†2↑〉〉, (9)
where
f2 = 1
e(ω−µ2)/kBT + 1
.
C. Numerical results
For numerical calculations, we choose a set of parameters
consistent with the parallel-coupled double-quantum-dot ex-
periment by Chen et al.,42 kBT = 0.004 meV, J = 0.09 meV,
U2 = 0.8 meV, and Γα2 = 0.0375 meV. We set ǫ2 = −0.4 meV
to assure that ǫ1+U1/2 = ǫ2+U2/2 is the zero point of energy.
Despite the fact that the above experiment parameters lead to
the Kondo effect at low temperatures,42 we have enough rea-
sons to rule it out from the present considerations. For dot 1,
the spin is polarized by the large spin bias V1; thus, Kondo
effect is usually quenched. For the dot 2, later we will see
that the results are meaningful only when µ2 is around the ǫ2
and ǫ2 +U2, where the first-order tunneling between leads L2
and R2 through dot 2 is dominant and suppresses the Kondo
effect.
We assume that there is an unknown spin in dot 1 to be
detected, i.e., all the S regimes in Fig. 3. The states of dot 2
and the double-dot are classified by the electron occupation,
and are shown with their energies in Table II for J > 0. The
one-electron state of the double-dot is also the empty state (0)
of dot 2. The doubly occupied states (D) of dot 2 are two-fold
degenerate triply occupied states of the double-dot. The singly
occupied state of the dot 2, due to the exchange interaction,
could favor parallel (P) or antiparallel (AP) alignment with
the spin in dot 1.
The poles of Green’s functions of dot 2 reflect the ener-
gies required for transitions between these states with differ-
ent occupancies of electrons. When the Fermi surface of leads
are aligned with these poles and supply the required energy,
the transitions will take place, giving rise to a conductance
8TABLE II: The energy spectrum of dot 2 for J > 0 when assuming
there is an electron in dot 1, where P or AP corresponds, respectively,
to the situation where parallel or antiparallel alignment of two spins
is favored. One just exchanges the antiparallel and parallel align-
ments to have the J < 0 case.
electron number
in double-dot 1 2 3
electron number
in dot 2 0 1 2
Ground state Empty(0) Anti-parallel(AP) Double(D)
E0 = 0 EAP1 = ǫ2 −
3
4 J E2 = 2ǫ2 + U2
Excited states Parallel(P)
EP1 = ǫ2 +
1
4 J
peak. We list the four possible transitions to fill dot 2 with
0 → 1 → 2 electrons when J > 0 in Table III, together with
the energies required by the transitions and the corresponding
charge conductance peaks in Fig. 5.
TABLE III: Transitions between states with different particle num-
bers in the dot 2 when J > 0, energies required from the Fermi sur-
face to supply the transitions, and the corresponding conductance
peaks in Fig. 5.
Transitions Required energies Peaks in Fig. 5
0 → AP EAP1 − E0 = ǫ2 −
3
4 J 1 (left)
0 → P EP1 − E0 = ǫ2 +
1
4 J 2
P → D E2 − EP1 = ǫ2 + U2 −
1
4 J 3
AP → D E2 − EAP1 = ǫ2 + U2 +
3
4 J 4 (right)
There are four charge conductance peaks in Fig. 5, forming
two groups spaced by U2. The peaks in each group are sepa-
rated by J. When 〈sz1〉 = 0, the numerical results are in good
agreement with those by Tolea and Bulka.51 From the above
results, one understands why we ignore the inter-dot capaci-
tive repulsion U ′n1n2. In the singly occupied regime of dot 1,
this term adds U ′ to the singly occupied energy and 2U ′ to the
doubly occupied energy of dot 2, so it only widens the spacing
between peaks 1 and 2 with respect to peaks 3 and 4 by U ′ in
the conductance spectrum of dot 2 and does not contribute to
any spin-dependent effect.
Interesting results emerge when 〈sz1〉 , 0. As an example,
we consider the case 〈sz1〉 > 0; i.e., an ↑ electron is in dot 1. We
start with the empty state of the dot 2; i.e., µ2 is well below the
energy of 0 → AP transition at ǫ2 −3J/4. When µ2 is raised to
be aligned with the transition pole 0 → AP, dot 2 will favor ↓
electron occupation because of the ↑ electron in the dot 1. As
shown in Fig. 6, the difference (n2↓−n2↑) and 〈sz2〉 reach maxi-
mum after µ2 is above the transition 0 → AP at ǫ2 −3J/4. The
transport of ↓ (↑) electrons through dot 2 via 0 → AP thus will
be enhanced (suppressed), i.e., T2↑ − T2↓ < 0, which accounts
for the negative value region around ǫ2 − 3J/4 (transition 0 →
AP) in Fig. 6 when 〈sz1〉 > 0. When raising of µ2 is continued
until it is aligned with the transition 0 → P at ǫ2 + J/4, the
electron in dot 2 could be either ↑ or ↓ because both situations
are energetically allowed. A direct result of this nearly arbi-
trary spin polarization is that the second electron added to dot
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FIG. 5: The charge conductance ( e2h (T2↑ + T2↓) ) vs µ2 and 〈sz1〉.
µ2 is the equilibrium Fermi level. The exchange coupling strength
J = 0.09 meV, U2 = 0.8 meV, ǫ2 = −0.4 meV, and Γα2 = 0.0375 meV.
The upper panel shows the values along the horizontal dashed lines
in the lower panel.
2 via the transition P → D can also be either ↑ or ↓. Thus, no
spin orientation is particularly favored when electrons tunnel
via the transitions 0 → P at ǫ2+ 14 J and P → D at ǫ2 +U2−
1
4 J.
As a result, n2↓ − n2↑ approaches zero between ǫ2 + 14 J and
ǫ2 +U2 − 14 J, and there is only an invisible difference between
T2↑ and T2↓ at both energies. If the second electron is added
via the transition AP → D at ǫ2 + U2 + 34 J, it will automat-
ically favor ↑ because there is already a ↓ electron in dot 2.
This process is clearly shown as n2↓ − n2↑ reaches a maximum
between ǫ2 +U2 − 14 J < µ2 < ǫ2 +U2 +
3
4 J and finally goes to
zero after µ2 > ǫ2 + U2 + 34 J. Hence, T2↑ − T2↓ > 0 when µ2
is aligned with the transition AP → D at ǫ2 + U2 + 34 J.
By the same token, the case 〈sz1〉 < 0 can be calculated.
In Fig. 7, we compare the charge and spin conductances as
functions of 〈sz1〉 at µ2 = ǫ2−3J/4 (0 → AP) and ǫ2+ J/4 (0 →
P). The major difference is that at 0 → AP, T2↑ − T2↓ changes
sign as 〈sz1〉 turns from positive to negative polarization, while
T2↑ + T2↓ remains positive. Therefore, the spin conductance
of dot 2 provides a practical tool to probe the spin polarization
in dot 1.
D. Model study when J < 0
The case of J < 0 is different from that of J > 0 because
in this situation the ground states favors the parallel alignment
of two spins in the two dots. Since there are no correspond-
ing experiment data for J < 0, we just assume a set of model
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FIG. 6: The spin conductance ( e2h (T2↑ − T2↓) ) vs µ2 and 〈sz1〉. µ2 is
the equilibrium Fermi level. The parameters are the same as those in
Fig. 5. The lower panel shows the values along the horizontal dashed
line in the higher panel.
parameters in analogy to those when J > 0. In the charge con-
ductance GC2 in Fig. 8, only two peaks are clearly visible; they
come from the transitions 0 → P and P → D. The conductance
peaks for 0 → AP and AP → D are suppressed. Unlike the
P states, which actually originate from the three-fold triplets
when sz1 = 0, there is only one AP state. The contribution of
AP to conductance as an excited state is too weak compared
to those of P states, in particular, as dot 2 is weakly coupled
to the leads.51 As we see in Fig. 5, the peak maximum of the
AP state as the ground state and the total three P states as the
excited states are roughly of the same order, so the peak max-
imum of 0 → AP in GC2 of Fig. 8 as the excited state should
be about 1 order (3× 3) smaller than that of the P states as the
ground state.
For the spin conductance GS2 in Fig. 8, two changes occur
compared with that in Fig. 6. The first is that the peak and dip
positions move to EP1−E0 = ǫ2+
1
4 J and E2−E
P
1 = ǫ2+U2−
1
4 J,
because the P states are one-electron ground states for dot 2
when J < 0. The second is that the spin conductance changes
sign with respect to that in Fig. 6 because the first electron
that enters dot 2 tends to be parallel aligned with the spin in
dot 1 when J < 0, in contrast to the anti-parallel alignment
when J > 0.
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FIG. 7: The charge conductance (T2↑ + T2↓) and spin conductance
(T2↑ − T2↓) vs 〈sz1〉 when µ2 = ǫ2 − 3J/4(0 →AP) and ǫ2 + J/4 (0 →
P). The other parameters are the same as in Figs. 5 and 6.
V. SUMMARY
We proposed a scheme to realize the control and detec-
tion of quantum spin in semiconductor quantum dot by means
of spin bias or spin current. A double-quantum-dot system,
coupled to electrodes with spin-dependent splitting of chemi-
cal potentials (spin bias), was investigated to demonstrate the
availability of the proposal. Using a large spin bias, the quan-
tum spin in dot 1 can be manipulated and maintained in a pure
electric manner. The parameters and regimes of the manipu-
lation were discussed in details. When an interdot exchange
coupling is taken into account, the ground state of the two
spins singly occupied in each dot tends to form an anti-parallel
or a parallel alignment, depending on whether the coupling
constant J positive or negative. The spin-dependent transport
through dot 2 thus can be used to detect the polarization of
spin in dot 1 nondestructively. We found that the measure-
ment of the spin-dependent transport can be realized by mea-
suring the net electric current under a spin bias, which defines
a spin conductance. We observed that the spin conductance
of dot 2 changes its sign as the orientation of spin in the dot 1
reverses, much more sensitively than the usual charge conduc-
tance does. The two cases demonstrate that the spin bias may
be a promising approach to manipulate a single spin while
allowing this manipulation to be monitored in quantum dot
systems.
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APPENDIX A: THE FORMULA OF SPIN CONDUCTANCE
The conventional zero-bias differential conductance for
spin component σ is defined as
Gcσ = limVc→0
∂Iσ
∂Vc
= −
e
h limVc→0
∂
∂Vc
∫
dω( fL − fR)Tσ(ω),
where without loss of generality the charge bias Vc is assumed
to change only the Fermi level of the left lead,
fL = 1
e(ω−µ+eVc)/kBT + 1
, fR = 1
e(ω−µ)/kBT + 1
, (A1)
and µ is the Fermi level of both leads when there is no bias.
Supposing the transmission probability Tσ is not a function of
the bias,
Gcσ = −
e
h
∫
dω[ ∂ fL
∂Vc
]V→0Tσ(ω),
where [ ∂ fL
∂Vc ]Vc→0 → −eδ(ω − µ) when the temperature kBT →
0. Thus, at zero temperature, the total conductance including
two spin components is
Gc = lim
Vc→0
∂(I↑ + I↓)
∂Vc
=
∑
σ
Gcσ =
e2
h [T↑(µ) + T↓(µ)].
If a spin bias V s is applied so that µL
↑
= µR
↓
= µ− eV s/2 and
µL
↓
= µR
↑
= µ + eV s/2, and at zero temperature
[∂ fL↑
∂V s
]V s→0 = [
∂ fR↓
∂V s
]V s→0 → −
e
2
δ(ω − µ),
[∂ fL↓
∂V s
]V s→0 = [
∂ fR↑
∂V s
]V s→0 →
e
2
δ(ω − µ), (A2)
then the differential conductance induced by the spin bias (or
spin conductance for short) is defined as36
Gs = lim
V s→0
∂(I↑ + I↓)
∂V s
=
e2
h [T↑(µ) − T↓(µ)], (A3)
which is proportional to the difference between the transmis-
sion probabilities of two spin components. The physical pic-
ture of this definition is very clear. Because spin ↑ and ↓ are
under opposite biases, I↑ and I↓ tend to flow along opposite di-
rections. |I↑| and |I↓| must be unequal to generate a net charge
current, which is an experimentally measurable quantity. Note
that |I↑| can be larger or smaller than |I↓|, depending on the
ability of the dot in conducting electron with spin ↑ and ↓.
Therefore, the spin conductance can be either positive or neg-
ative. From Eq. (A3), one immediately realizes that if the spin
symmetry of a mesoscopic system is broken, it can be probed
by the spin conductance. Experimentally, one just applies a
very small spin bias ∆V s, then measures the net charge cur-
rent ∆I (note that there is no need to measure the polarization
of the current; instead, the measurement of current direction
is required), and performs ∆I/∆V s to have an approximation
of Eq. (A3).
APPENDIX B: DEDUCTION OF GREEN’S FUNCTIONS IN
EQ. (8)
This part of calculation is inspired by the work by Tolea and
Bulka,51 in which an 〈S z〉 = 0 (〈sz1〉 in our model) case was
studied. The equation of motion for 〈〈d2↑|d†2↑〉〉 in the Fourier
space is written as
(ω − ǫ2 + i2Γ2)〈〈d2↑|d
†
2↑〉〉
= 1 +
J
2
〈〈d2↓s−1 |d
†
2↑〉〉 +
J
2
〈〈d2↑sz1|d
†
2↑〉〉
+U2〈〈d2↑n2↓|d†2↑〉〉, (B1)
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where and in the following we suppress all the r superscripts
of the retarded Green’s functions, and introduce the notation
〈〈A|B〉〉 as the Fourier transform of −iθ(t)〈{A(t), B}〉. Continue
writing the equation of motion of Green’s functions that con-
tain only the operators d2σ, d†2σ, and s
z,±
1 until no more new
Green’s function is produced,
(ω − ǫ2 + J4 )〈〈d2↓s
−
1 |d
†
2↑〉〉
=
J
4
〈〈d2↑|d†2↑〉〉 −
J
2
〈〈d2↑sz1|d
†
2↑〉〉
+J〈〈d2↑n2↓sz1|d
†
2↑〉〉
+( J
2
+ U2)〈〈d2↓n2↑s−1 |d†2↑〉〉
+
∑
k,α
Vkα↓〈〈ckα↓s−1 |d
†
2↑〉〉, (B2)
(ω − ǫ2)〈〈d2↑sz1|d†2↑〉〉
= 〈sz1〉 +
J
8 〈〈d2↑|d
†
2↑〉〉 −
J
4
〈〈d2↓s−1 |d
†
2↑〉〉
+
J
2
〈〈d2↓n2↑s−1 |d
†
2↑〉〉 + U2〈〈d2↑n2↓s
z
1|d
†
2↑〉〉
+
∑
k,α
Vkα↑〈〈ckα↑sz1|d
†
2↑〉〉, (B3)
(ω − ǫ2 − U2)〈〈d2↑n2↓|d†2↑〉〉
= 〈n2↓〉 +
J
2
〈〈d2↓n2↑s−1 |d
†
2↑〉〉 +
J
2
〈〈d2↑n2↓sz1|d
†
2↑〉〉
+
∑
k,α
Vkα↓〈〈d2↑d†2↓ckα↓|d
†
2↑〉〉
−
∑
k,α
Vkα↓〈〈d2↑c†kα↓d2↓|d
†
2↑〉〉
+
∑
k,α
Vkα↑〈〈ckα↑n2↓|d†2↑〉〉, (B4)
(ω − ǫ2 − U2)〈〈d2↑n2↓sz1|d†2↑〉〉
= 〈n2↓s
z
1〉 +
J
4
〈〈d2↓n2↑s−1 |d
†
2↑〉〉 +
J
8 〈〈d2↑n2↓|d
†
2↑〉〉
+
∑
k,α
Vkα↓〈〈d2↑d†2↓ckα↓s
z
1|d
†
2↑〉〉
−
∑
k,α
Vkα↓〈〈d2↑c†kα↓d2↓s
z
1|d
†
2↑〉〉
+
∑
k,α
Vkα↑〈〈ckα↑n2↓sz1|d
†
2↑〉〉, (B5)
(ω − ǫ2 − U2 − J4 )〈〈d2↓n2↑s
−
1 |d
†
2↑〉〉
= −〈d†2↑d2↓s
−
1 〉 +
J
4
〈〈d2↑n2↓|d†2↑〉〉
+
J
2
〈〈d2↑n2↓sz1|d
†
1↑〉〉
−
∑
k
Vkα↑〈〈d2↓c†k↑d2↑s
−
1 |d
†
2↑〉〉
+
∑
k
Vkα↑〈〈d2↓d†2↑ck↑s
−
1 |d
†
2↑〉〉
+
∑
kα
Vkα↓〈〈ckα↓n2↑s−1 |d
†
2↑〉〉, (B6)
where we have taken advantage of the single occupation of
dot 1, i.e., n1↑ + n1↓ = 1, so that
s
z/+
1 s
+/z
1 = ±
1
2
s+2 , s
z/−
1 s
−/z
1 = ∓
1
2
s−2 ,
s±1 s
∓
1 =
1
2
± sz1, (sz1)2 =
1
4
. (B7)
Using the approximation scheme proposed by the previous au-
thors to treat quantum dots weakly coupled to electrodes,51,52
∑
kα
Vkα↑〈〈ckα↑sz1|d
†
2↑〉〉 ≈ −
i
2
Γ2〈〈d2↑sz1|d
†
2↑〉〉,
∑
kα
Vkα↓〈〈ckα↓s−1 |d
†
2↑〉〉 ≈ −
i
2
Γ2〈〈d2↓s−1 |d
†
2↑〉〉,
∑
kα
Vkα↑〈〈ckα↑n2↓|d†2↑〉〉 ≈ −
i
2
Γ2〈〈d2↑n2↓|d†2↑〉〉,
∑
kα
Vkα↑〈〈ckα↑n2↓sz1|d
†
2↑〉〉 ≈ −
i
2
Γ2〈〈d2↑n2↓sz1|d
†
2↑〉〉,
∑
kα
Vkα↓〈〈ckα↓n2↑s−1 |d
†
2↑〉〉 ≈ −
i
2
Γ2〈〈d2↓n2↑s−1 |d
†
2↑〉〉,
(B8)
where Γ2 = ΓL2 + Γ
R
2 . Moreover, simultaneous hopping in and
out of the quantum dot are regarded to cancel each other,52
〈〈d2↑c†kα↓d2↓|d
†
2↑〉〉 ≈ 〈〈d2↑d
†
2↓ckα↓|d
†
2↑〉〉,
〈〈d2↑c†kα↓d2↓s
z
1|d
†
2↑〉〉 ≈ 〈〈d2↑d
†
2↓ckα↓s
z
1|d
†
2↑〉〉,
〈〈d2↓c†kα↑d2↑s
−
1 |d
†
2↑〉〉 ≈ 〈〈d2↓d
†
2↑ckα↑s
−
1 |d
†
2↑〉〉. (B9)
The above approximations are valid only when the quantum
dot is weakly coupled to the leads and for temperatures higher
than the Kondo temperature. The advantage of the approxima-
tion is that it retains the full inter-dot correlations and gives
a correct physical picture in the Coulomb blockade regime.
After applying the truncation approximation, the equation of
motion for the spin ↑ retarded Green’s function of dot 2 in the
singly occupied regime of dot 1 can be obtained as Eq. (8).
The equation of motion for 〈〈d2↓|d†2↓〉〉 can be obtained simi-
larly.
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