Observational data for the cool star Procyon (Obs IDs 63, 1461 and 1224) available from the Chandra Data Public Archive were co-added and analysed. Using the R-matrix excitation data generated under the auspices of previous Iron/Opacity and the ongoing Atomic Data for Astrophysical Plasma projects for n = 3 complexes, and up to n = 4 complexes for some ions, we derived line emissivities of highly charged iron ions (Fe VII-Fe XVI) over temperatures of abundant ionic stages in equilibrium. By combining the line emissivities with the emission measure presented by Raassen et al., theoretical line fluxes and line intensity ratios were predicted, and the theoretical spectra was constructed by assuming a Gaussian profile with instrumental broadening (0.06 Å). By making a detailed comparison between the observational results and predictions, some emission lines from iron ions in stellar coronae (including solar and Procyon) were identified for the first time, and some mis-assignments in the literature were found.
I N T RO D U C T I O N
Since the launch of the Chandra and XMM-Newton X-ray missions, a large number of high-quality high-resolution X-ray spectra have been obtained for nearly all classes of astrophysical X-ray sources (Brinkman et al. 2000; Flanagan et al. 2004) , making detailed plasma diagnostics possible for a wide range of celestial objects.
In the coronal spectra of cool stars, rich emission lines from highly charged iron ions have been detected owing to their high abundance. The spectra of stellar coronae in the wavelength range 6-30 Å have been investigated in detail by many authors (Canizares et al. 2000; Behar et al. 2001, etc.) . This wavelength range is covered by the high-energy grating (HEG) or middle-energy grating (MEG) plus the advanced camera for imaging and spectroscopy (ACIS-S) instrument onboard Chandra, in which the effective collecting area is up to 200 cm 2 at 8.5 Å. 1 In this wavelength region, a good agreement between predictions and observations has been achieved (Behar et al. 2001) . Above 170 Å, the ongoing Hinode/EIS satellite mission (Brown et al. 2008 ) covers the wavelength ranges 170-212 Å and 246-292 Å. Using the solar high-resolution Hinode/EIS observations, Del Zanna and co-authors (2004; 2006a; 2006b) carried out detailed investigations into emission lines of Fe X, Fe XII, Fe XVIII, Fe XXIII and Fe XXIV using accurate R-matrix excitation data, and benchmarked the level energies and gf -values of these ions. Although the spectrum in the rest of the E-mail: guiyun.liang@strath.ac.uk 1 http://cxc.harvard.edu/ciao/manuals.html wavelength range (30-170 Å) is covered by the onboard low-energy transmission grating (LETG) plus the high-resolution camera for spectroscopy (HRC-S) instrument on Chandra, less analysis has been carried out for the spectra in this wavelength range. Raassen et al. (2002) made an extensive analysis of the LETG observation of Procyon based on atomic data in the MEKAL package (Mewe et al. 1995) and in Kelly's data base (1987) , compiled specifically for high-density plasmas, and found many emission lines to be unidentified. Emission lines arising from highly charged silicon ions in this wavelength range were studied by Liang & Zhao (2008) based on atomic data (Liang et al. 2007 ) from the relativistic distorted-wave (DW) method. From observations of a low-density electron beam ion trap (EBIT) plasma, Lepson et al. (2002) confirmed that there are a large number of emission lines arising from M-shell iron ions (Fe VII-Fe X) in the wavelength range 60-140 Å. They found serious omissions of atomic data in the MEKAL package, which is used extensively by the astronomical community. Large discrepancies of line intensity ratios between the measurements and predictions from the MEKAL code were also noted by Lepson et al. (2002) . This may be a result of the large amount of DW data that is incorporated into the MEKAL package.
Recently, a large amount of excitation data has been produced within the R-matrix framework under the projects of Iron (Hummer et al. 1993) , Opacity (Seaton et al. 1994 ), R-matrix for X-rays (RmaX) and the ongoing Atomic Processes for Astrophysical Plasmas (APAP) network.
2 For example, Witthoeft & Badnell (2008) calculated the electron-impact excitation of Fe 6+ with the intermediate-coupling frame transformation (ICFT) R-matrix method, and extended the excitation data to levels of the 3p 6 3d5p configuration. For Fe 7+ , Griffin et al.'s data (2000) have been incorporated into the CHIANTI 5 package (Landi et al. 2006) , the data being more accurate than the DW results of Bhatia & Eissner (2000) . For Fe 9+ , Pelan & Berrington (2001) generated the excitation data among the 31 lowest-lying fine-structure levels using a 180-level (target) Breit-Pauli R-matrix calculation. Tayal (2001) extended the excitation data up to the 49 lowest-lying levels of configurations, namely 3s 2 3p 5 , 3s3p 6 , 3s 2 3p 4 3d, 3s3p 5 3d and 3s 2 3p 4 4s, with the Breit-Pauli R-matrix approach. Fully relativistic DARC excitation data is currently available from the work of Aggarwal & Keenan (2005b) . For Fe 10+ , Gupta & Talal (1999) produced the excitation data among the 38 lowest-lying fine-structure levels with the Breit-Pauli R-matrix approach. performed a fully relativistic DARC calculation for excitations among the 48 lowest-lying levels of the configurations 3s 2 3p 4 , 3s3p 5 , 3s 2 3p 3 3d and 3p
6 . The latest R-matrix calculation of Fe 11+ is the work of Storey et al. (2005) , in which the ICFT approach was used. A brief review of the excitation data for Fe 11+ can be found in that work. For Fe 12+ , Aggarwal & Keenan (2005a) 13+ , a Breit-Pauli R-matrix calculation is available for transitions among the 59 lowest-lying levels (Tayal 2008) . Eissner et al. (1999) reported R-matrix excitation data of Fe 14+ for the n = 3 complex. Sudden jumps appear in the original collision strengths ( s) for some transitions owing to a deficiency in the JAJOM method adopted in that work. For this ion, Aggarwal, Keenan & Msezane (2003) reported a fully relativistic DARC R-matrix calculation for transitions among the 53 lowest-lying fine-structure levels arising from the configurations [1s 2 2s 2 2p 2 ]3l 2 , 3l3l , 3s4l and 3p4s. Liang et al. ( , 2009b provided the excitation data for Fe 15+ with the ICFT R-matrix approach for transitions among the 161 lowest-lying levels, including 129 core-excited levels. For excitations to core-excited levels, Auger and radiation damping effects were taken into account. The incorporation of this updated excitation data into stellar spectroscopy studies should solve some long-standing problems. For example, Del Zanna (2006a Zanna ( , 2008 solved several discrepancies between observations and theory in Fe 23+ and Mg 4+ by using the new excitation data.
In this work, we calculate the line emissivities of highly charged iron ions (Fe VII-Fe XVI) by adopting accurate excitation data. The available observational data for the cool star Procyon (Obs IDs 63, 1461 and 1224) are co-added and analysed. By making a detailed comparison between predictions and observations, emission lines of highly charged iron ions in the wavelength range 49-106 Å are investigated.
O B S E RVAT I O N S A N D DATA A NA LY S E S
Procyon (F5 IV-V) is a solar-like star at a distance of 3.5 pc with a mass of 1.75 M and radius of 2.1 R . It has been observed by X-ray space missions such as Chandra and XMM-Newton for the calibration of onboard spectrometers. Four different observations of Procyon are available from the Chandra Public Data Archive 3 . One used the HRC-I instrument without a grating, and the other three 3 http://cxc.harvard.edu/cda/ used the HRC-S instrument in combination with the low-energy transmission grating spectrometer, which covers the wavelength range 6-176Å. A description of the data sets is given inTable 1. The reduction of the data sets of the observations was carried out as in Liang & Zhao (2008) . The resultant sum spectrum (Obs IDs 63, 1461 and 1224) has a total effective exposure time of 159.5 ks after times for bad counts are excluded. Fig. 1 (histogram curves) shows the sum spectra for negative diffraction orders in the wavelength range 49-106 Å, which spans the emission of highly charged iron ions (Fe VII-Fe XVI).
Line fluxes were determined by modelling the spectra locally with narrow Gaussian profiles and a constant value representing the background and (pseudo-)continuum emissions, which were determined in a line-free region. The observed line width is about 0.04-0.06 Å over the region of interest, which is comparable to the broadening of the instrument for point-like sources. The effective collecting area of the LETG+HRC-S instrument extracted from the archived observational data was used to obtain the line fluxes, as listed in Table 2 . In the fitting, a 1σ uncertainty was adopted to determine the statistical errors for the line fluxes. For an intuitive comparison, the line fluxes from Raassen et al. (2002) are also listed, revealing good agreement for most features even though different observations were used. For some emission lines, different fluxes are noted, and result from the complexity of the spectra and the lower effective collection area (∼3.0-8.0 cm 2 ) in this region. Observational data for a solar flare (Acton et al. 1985) are also listed, to aid the line identification in Procyon.
T H E O R E T I C A L M O D E L S
Collisional-radiative (CR) models for highly charged Fe VII-Fe XVI ions are constructed based on the newly published accurate atomic data. The numbers of energy levels included in the present models are listed in Table 3 . For Fe 14+ and Fe 15+ , higher core-excited states (with a 2p-vacancy) have also been included. For each ion, available experimental values from the NIST (3.0) data base 4 and a series of benchmark works performed by Del Zanna and co-authors (2004 , 2006a , 2006b ) are used to adjust the theoretical wavelengths of transitions. All possible decay rates among the energy levels have been included for each charge state from the references listed in Table 4 .
For electron-impact excitation, we adopt the data from the Rmatrix approach where available. These data are taken from the references listed in Table 5 . For Fe 6+ , we adopt the data of Witthoeft & Badnell (2008) , in which a large configuration interaction (CI; 1896 terms and 4776 levels) was included. produced with the ICFT R-matrix method. For Fe 7+ , the data of Griffin, Pindzola & Badnell (2000) , who adopted the ICFT R-matrix approach, are used in the present model. Excitations among the 77 lowest-lying fine-structure levels belonging to the [1s 2 2s 2 2p 6 3s 2 ]3p 6 3d, 3p 5 3d 2 , 3p 5 3d4s and 3p 6 4l configurations are included. Excitations to higher levels of 5f, 6f and 7f are also incorporated in the present model using the DW data of Czyzak & Krueger (1966 Aggarwal & Keenan (2005a) for the excitations among the 97 lowest-lying levels and FAC calculations (Liang et al. 2009a ) for the excitations to a further 212 higher levels belonging to the configurations listed in Table 3 In addition, proton excitations to lower excited levels are included using the data in CHIANTI 5 (Landi et al. 2006 ). 
R E S U LT S A N D D I S C U S S I O N S
By adopting the atomic models described in the above section, line emissivities of Fe VII-Fe XVI are calculated at an electron density of 3.2 × 10 8 cm −3 and electron temperatures in the range 0.1-5 MK. The adopted electron density is a typical value for cool star, such as Procyon, coronae (see Ness et al. 2002) . Raassen et al. (2002) noted that a 3-temperature model can satisfactorily reproduce the observed spectra. So the 3-temperature emission measure (EM) and the iron abundance in their work are used here to predict the theoretical line flux (
2 ) EM, where i,j is the line emissivity of a given transition i → j and d is the distance to the star) by convolving them with the line emissivities ( ). In order to exclude uncertainties in abundance and EM determinations in the predictions, we adjust the theoretical line fluxes for each ion by matching the intensity of a well-known line to the observed line intensity. Table 2 , so it is easy to assess the contribution of each component to those blending lines. Line intensity ratios according to these reference lines (setting intensities of all reference lines to unity) are also given in Table 6 . In order to assess the present atomic model, calculations of line intensity ratios using CHIANTI 6 (Dere et al. 2009 ) have also been carried out at the electron density of 3.2 × 10 8 cm −3 . In the newest version of CHIANTI 6 (Dere et al. 2009 ), only data from n = 3 levels are included for Fe XI, Fe XII, Fe XIII and Fe XIV. Thus, no emission lines in the wavelength region of interest have been obtained for these four ions. In addition, the calculations of Keenan et al. (2006) and Keenan, Drake & Aggarwal (2007) for Fe XV and Fe XVI are listed for comparison. Their calculations are at a single electron temperature of 10 6.4 K and 10 6.3 K (that of peak abundance in equilibrium) and an electron density of 10 10 cm −3 and 10 10.4 cm −3 , for Fe XVI and Fe XV, respectively.
Furthermore, the theoretical line fluxes are combined with the effective collection area extracted from Ancillary Response Function (ARF) files, and are folded by Gaussian profiles with a fullwidth at half-maximum of 0.06 Å representing the observed line width. Fig. 1 shows the theoretical spectra, using coloured smooth curves for different charge states. Only the negative-order spectrum is analysed here. For the strongest emission lines, the theoretical calculations agree well with the observations, to within the statistical uncertainty. In the following, we discuss the calculations for each ion.
(i) Fe VII and Fe VIII. No emission lines are detected from these two iron ions in this wavelength region owing to their extremely low fractions resulting from their low formation temperatures (0.25 and 0.40 MK with the peak fraction in ionization equilibrium). These temperatures are lower than the lowest temperature (0.5 MK) in the EM distribution (see fig. 3 of Raassen et al. 2002) . Laboratory measurement (Lepson et al. 2002) (2002) assigned them to the 5f → 3d and 4f → 3d transitions. Owing to the low effective collection area above 106 Å (less than 3.3 cm 2 ) and the low signal-to-noise ratio, the spectrum above 106 Å is not analysed in this work.
(ii) Fe IX. Two separate lines of Fe IX were detected and identified by Raassen et al. (2002) . They are reproduced theoretically here. One is a resonance (3s 2 3p 5 4s 1 P 1 → 3s 2 3p 61 S 0 at 103.557 Å ) and the other is inter-combination (3s 2 3p 5 4s 3 P 1 → 3s 2 3p 61 S 0 at 105.230 Å ). As for He-like ions (a close-shell system), the line intensity ratio of the two transitions is sensitive to the electron density of the plasma. The present line intensity ratio, at n e = 3.2 × 10 8 cm −3 , shows a good agreement with Procyon observations and predictions from CHIANTI 6 (Dere et al. 2009 ); see Table 6 . This indicates that the adopted electron density in this work is an appropriate value for the line identification.
(iii) Fe X. The emission line at 96.839 Å was assigned by Raassen et al. (2002) based on the laboratory measurement performed by Lepson et al. (2002) . Thus we select it as the reference line with which to normalize the intensities of other transition lines of this ion. Raassen et al. (2002) assigned the emission line at 75.984 Å to Fe X. In this work, only 31 per cent of the flux (see Table 2 ) is predicted. The present theoretical ratio of 0.26 (see Table 6 ) is lower than the ratio (0.5) measured at EBIT and predicted by theory (0.5) by Lepson et al. (2002) from the Hebrew University-Lawrence Livermore Atomic Code (HULLAC). The predicted intensity ratio from CHIANTI 6 (1.31) is significantly higher than the present calculation, the observation for Procyon (0.84 ± 0.59), the measured one at EBIT (0.5) and the HULLAC prediction (0.5). After a correction using the measured ratio, the Fe X line still cannot explain the total observed flux. Thus we suggest that there is an unknown contamination. We predict an emission line at 77.627 Å (4d → 3p, which is an experimental wavelength, based on NIST-level energies), and tentatively identify the observed feature at 77.589 Å with this transition line with a predicted contribution of 53 per cent. However, the predicted ratio (0.08) from CHIANTI 6 is significantly lower than the present result (0.47) and the Procyon observation (0.88 ± 0.42). The emission line at 94.020 Å has been detected in the Procyon observation and tested by the EBIT measurement (Lepson et al. 2002) with the same line intensity ratio (about 4.0; see Table 6 ). However, the theoretical calculations (present: 0.29; HULLAC: 2.33) are significantly lower than the observation and measurement. The CHIANTI 6 result (4.19) shows a good agreement with observation (3.98 ± 1.53). In the CHIANTI 6 model, all the excitation data are from the DW method. However, the present model adopts different excitation data, for example the R-matrix method for excitations among n = 3 levels and the DW approximation for excitations to n = 4 levels. In contrast, for the 4f → 3d transition line at 100.06 Å, the present prediction (2.86-ratio) is significantly higher than observation (0.60 ± 0.35-ratio), but it shows a good agreement with the EBIT measurement (2.25-ratio). HULLAC and CHIANTI 6 do not predict this transition line because data involving the 3s 2 3p 4 4f configuration are not included in CHIANTI 6. This indicates that R-matrix excitation calculation including n = 4 levels Table 2 . Wavelengths and line fluxes (in units of 1.0 × 10 −4 phot cm −2 s −1 ; values in parentheses are 1σ statistical uncertainties in the last digits) of the emission lines of Fe IX-Fe XVI. The same index (ID) followed by different characters denotes blending. The column of RMS02 denotes data from the work of Raassen et al. (2002) . Wavelength (λ ) and flux (F ) are from Acton et al. (1985) for solar flare observations. I 3CIE denotes the normalized line intensities by matching the theoretical line intensity of a well-known reference line to the observed line flux for each ion (Fe IX, 59 .389 Å; and Fe XVI, 54.747 Å ). The intensities are obtained at an electron density of 3.2 × 10 8 cm −3 (a typical value for coronae of inactive stars) and with the 3-temperature emission measure model (Raassen et al. 2002) for the Procyon corona. The '−' symbol in the wavelength column of the present work indicates experimental level energies (generally the NIST 3 data base 4 is used).
RMA02
ABB85 This work is very necessary for modelling in the soft X-ray region, and for a detailed laboratory benchmark for spectra of this ion.
In the present calculation, we notice a strong transition line at 94.478 Å. There is no experimental level energy for the upper level of this transition. Lepson et al. (2002) experimentally measured the strongest line at 96.05 Å in the wavelength region of present interest; however, they assigned it to the 4s → 3p transition. CHIANTI 6 also predicts a line at 96.121 Å resulting from the 4s → 3p transition with an intensity ratio of 5.24, which is significantly higher than the Procyon observation and the present calculation. A check on the atomic structure calculation indicates that there is a strong levelcrossing between the 3s 2 3p 3 3d 2 and 3s 2 3p 4 4s configurations. After consideration of the average energy difference (3 per cent) between adjacent levels, we tentatively assign the emission at 96.111 Å to the 5/2 → 3s 23 p 5 2 P 3/2 transition (see Table 2 ). Moreover, the predicted ratio (3.00) shows a good agreement with the Procyon observation (3.00 ± 1.23). For the feature at 95.385 Å, the present intensity ratio (1.75, sum of blending lines) agrees with the Procyon observation (2.03 ± 0.86) and is slightly lower than the calculation (2.28) from CHIANTI 6 (see Table 6 ).
(iv) Fe XI. The emission line at 86.759 Å is a strong and separate line, and was identified by Raassen et al. (2002) . Thus we use this well-known line as the reference to normalize the predicted fluxes of other lines of this ion.
Regarding the emission line at 70.048 Å, Raassen et al. (2002) assigned it to blending from Si VII, Fe XII and Fe XV. In the analysis of an observation for Capella, Keenan et al. (2006) assigned it to Fe XV, and predicted a lower value (0.46 ± 0.09; see table 2 in their work and Table 6 in the present work) than the Capella observation (0.73 ± 0.22). Here we predict a 25 per cent contribution from Fe XI, which satisfactorily explains the difference in the work of Keenan et al. (2006) , and no contamination from Fe XII is predicted.
Regarding the emission lines at 70.714, 70.876, 88.000, 89.190 and 89.818 Å , they are unknown for astrophysical sources (including the works of Raassen et al. 2002 and Acton et al. 1985) to the best of our knowledge. The present predicted line ratios from Fe XI show a good agreement with the Procyon observation, as shown in Table 6 . Thus we suggest that these emission lines are from Fe XI, as listed in Table 2 . For the emission lines at 72.316 and 87.029 Å, the present predictions are consistent with the observed values of Raassen et al. (2002) and/or the present extracted line fluxes (see Tables 2 and 6 ). This confirms the assignment in the work of Raassen et al. (2002) . Moreover, the present predictions suggest that contaminations from Mg IX and Mg VIII are negligible for the two emission lines.
Regarding the emission line at 70.997 Å, Acton et al. (1985) resolved this emission line out in their solar observations, but did not identify it (see table 3 in their work). In the present work, we predict a 43 per cent contribution from Fe XI. For the emission line at 71.423 Å, the contribution from the Fe XIV line (with the experimental wavelength) can satisfactorily explain the observed flux. The predicted flux from Fe XI with a wavelength of 71.394 Å will increase the difference between the Procyon observation and the calculation. Because the wavelength of the Fe XI line (71.394 Å ) is a theoretical value, Fe XI may be the contributor to the peak at 71.55 Å (see Fig. 1 ). Raassen et al. (2002) assigned the emission line at 72.684 Å to S VII with a wavelength of 72.663 Å. The laboratory measurement performed by Lepson et al. (2005) revealed that Table 2 . For column labels, see Table 2 . CHIANTI denotes the prediction using CHIANTI 6 (Dere et al. 2009 ). Keenan denotes the calculations by Keenan et al. (2006 Keenan et al. ( , 2007 for Fe XV there is no line of S VII around this wavelength. However, the present predicted Fe XI line can explain the observed line flux and line ratio (see Tables 2 and 6 ). Acton et al. (1985) satisfactorily explain the observed flux, and no contribution from Fe XII is predicted in this work (see Table 2 and Fig. 1 ). Regarding the emission line at 86.512 Å, it has not been identified in observations of astrophysical sources to the best of our knowledge. The present predicted intensity of the Fe XI line at 86.513 Å (with the experimental wavelength) is slightly higher than the Procyon observation. We also resolve another emission line at 88.163 Å, but only 15 per cent flux is predicted from Fe XI. Thus we think that there are other unknown contaminants. Regarding the emission line at 89.129 Å, the present prediction is significantly higher than observation, by a factor of ∼2. So caution should be exercised regarding the excitation data of this transition line.
(v) Fe XII. Raassen et al. (2002) identified four separate emission lines at 79.483, 80.017, 82.667 and 82.808 Å to be Fe XII based on the MEKAL and Kelly data bases. As revealed by Lepson et al. (2002) , the MEKAL data base is very incomplete, whereas the Kelly data base is specific to the spectroscopy of high-density plasmas and not appropriate for spectroscopy in low-density astrophysical plasmas. In this work, we predict strong transition lines at 88. 095, 88.849, 89.190, 90.579 and 90 .588 Å with theoretical wavelengths. Here we perform an energy correction using the average difference of 3s 2 3p 2 4d levels (levels adjacent to the upper levels of the above-mentioned transitions) between the calculated and available experimental data. Their wavelengths shift to 90.867, 91.669, 92.032, 93.512 and 93 .522 Å, respectively (see values within single quotation marks in the wavelength column of Table 2 ). Based on the wavelength coincidence of the five transition lines with the observed wavelengths shown in Table 2 and the uncertainty of the energy correction, we assign the emission line at 91.631 Å to Fe XII, and take it to be the reference line.
The adjusted transition lines at 93.512 and 93.522 Å cannot be resolved out in the LETG+HRC-S observation. The normalized theoretical line fluxes and intensity ratios show an excellent agreement with Procyon observations (see Tables 2 and 6 ). This further supports our assignment for the four emission lines. Regarding lines at 91.631, 92.175 and 93.449 Å, they are unknown in previous works to the best of our knowledge. Raassen et al. (2002) resolved the emission line at 90.756 Å and assigned it to Mg VII based on the Kelly data base. The present predicted ratio (0.93) is slightly lower than the present Procyon observation (1.57 ± 0.67) and slightly higher than the observation (0.59 ± 0.13) reported by Raassen et al. (2002) . The emission lines at 79.476 and 80.030 Å were assigned to Fe XII by Raassen et al. (2002) . However, the predicted contributions from Fe XII are only ∼11 and 19 per cent, respectively. We therefore strongly recommend laboratory measurement with high-resolution spectroscopy to shed light on the matter.
(vi) Fe XIII. Acton et al. (1985) identified the emission lines at 62.36 and 62.68 Å with Fe XIII in a solar flare observation. In the solar-like cool star Procyon, we also resolved the two lines with observed wavelengths of 62.329 and 62.698 Å, and take the 62.329 Å line as the reference line in this ion. Raassen et al. (2002) identified the 62.698 Å emission as a blending of Fe XIII and Mg IX. The present prediction from Fe XIII can satisfactorily explain the observed flux (see Table 2 ), and thus the contribution from Mg IX is negligible in Procyon. Regarding the emission line at 62.949 Å, Acton et al. (1985) identified it as Fe XIII, which is confirmed by the present prediction with comparable predicted flux with observed value.
Another two emission lines at 80.922 and 101.827 Å are, for the first time, resolved out for an astrophysical source to the best of our knowledge. For the former line, the upper level is labelled as 3s 2 3p4f 3 F 1 , which is unobserved. However, the 3 F 2,3 levels show excellent agreement between our calculations and NIST data. Thus the uncertainty of the theoretical wavelength (80.926 Å, from 3 F 1 ) is expected to be very small. We suggest that the emission at 80.922 Å is from Fe XIII, although the predicted ratio is significantly higher than the observed ratio, by a factor of ∼2.7. The energy difference between the theoretical and experimental values of the adjacent level (3s 2 3p4p 1 D 2 ) of the same configuration is very small, so the uncertainty of the theoretical wavelength (101.879 Å) is expected to be small. Thus we think that the emission at 101.827 Å is an Fe XIII line, although the predicted line ratio is higher than the observed ratio by a factor of 2 (see Table 2 ).
Regarding the emission line at 84.000 Å, Raassen et al. (2002) identified it as Mg VII based on the Kelly data base. In this work we predict a transition line (84.084 Å) from Fe XIII sharing the same upper level as the transition line at 101.879 Å. The wavelength uncertainty is also expected to be small. The normalized flux prediction indicates that the largest contribution for this emission line is Fe XIII. Moreover, the predicted line flux (1.33 × 10 −4 phot cm −2 s −1 ) agrees well with the observed value (1.18 ± 0.47 × 10 −4 phot cm −2 s −1 ). We also notice a blending (18 per cent relative to Fe XIII) with Fe XI in this feature.
A strong transition line (3s3p 2 4s 3 P 0 → 3s3p 3 3 D 1 ) with a wavelength of 76.275 Å is predicted with an intensity ratio of 7.53 relative to the reference line at 62.329 Å (see Fig. 1 ). Because there are no experimental data available for levels of the 3s3p 2 4s configuration, it is very difficult to assess the uncertainty of the level energies. A laboratory measurement or lager-scale calculation is necessary to benchmark this.
(vii) Fe XIV Acton et al. (1985) clearly identified an emission line at 58.96 Å to be the transition line (3s 2 4d 2 D 3/2 → 3s 2 3p 2 P 1/2 ) of Fe XIV. Here we select it as the reference line, although it is not listed by Raassen et al. (2002) . Keenan et al. (2006) attributed most of the contribution of the emission line at 69.65 Å to Fe XV in analyses of solar and Capella observations with the X-ray Spectrometer/Spectrograph Telescope (XSST) and Chandra space facilities, respectively, and, from using CHIANTI 4, stated that no Fe XIV transitions are present (Young et al. 2003) . Liang & Zhao (2008) also predicted considerable part contributions from Si VII and Si VIII. In the present work, we predict 12 per cent (relative to that of Fe XV) contamination from Fe XIV. For the emission line at 69.912 Å, Keenan et al. (2006) noted that the Fe XV line cannot explain the total observed flux in the solar observation, and no blending from other species can be extracted using CHIANTI 4 (Young et al. 2003) . They suggested blending from second or third order. The present work predicts comparable contributions from Fe XIV and Fe XV in Procyon, which could explain the discrepancy in the work of Keenan et al. (2006) .
In this work, we predict a strong transition (3s3p4s 2 P 1/2 → 3s3p 2 2 D 3/2 ) line at 71.703 Å. According to the energy difference between the calculation and NIST data 4 for levels of the 3s3p4s 4 P term, the wavelength shifts to 71.896 Å. We therefore think that this transition line should contribute to the observed flux of the emission line at 71.920 Å in the Procyon observation. We also note that the present line intensity ratio (2.53) is higher than the Procyon observation (1.13 ± 0.52) and the solar flare observation (1.66). Acton et al. (1985) identified the emission at 76.03 Å as Fe XIV in a solar flare observation. However, it is unknown in the work of Raassen et al. (2002) . Here we predict the contribution from Fe XIV to be 54 per cent. Regarding the emission line at 78.775 Å, Raassen et al. (2002) assigned it to the blending of Ni XI and Fe X. However, there is no Fe X contamination predicted (see Fig. 1 ). In contrast, the predicted intensity (Table 2 ) from Fe XIV is consistent with the observed intensity reported by Raassen et al. (2002) .
(viii) Fe XV. As mentioned above, Keenan et al. (2006) performed a detailed analysis for soft X-ray emission lines in solar and Capella observations. For the purposes of assessment of the present line identification in the Procyon observation, we add their results in Table 6 . They used the emission line at 59.40 Å as the reference line, which is adopted again here for ease of comparison with their work (see the last column in Table 6 ).
The emission line at 52.890 Å results mostly from Fe XV based on analysis for a solar flare (Keenan et al. 2006) . In the present Procyon observation, the predicted ratio (1.02) is higher than the observed ratio (0.49 ± 0.14) in Procyon, but it shows a better agreement with an XSST observation (0.78 ± 0.23) and the prediction (0.89) from C 2010 The Authors. Journal compilation C 2010 RAS, MNRAS 405, 1987-2000 CHIANTI 6. The lower value in Procyon may result from the fact that the calibration uncertainty is close to the chip gap (55.1-58.5 Å) in the LEGTS/HRC instrument onboard Chandra. The emission line at 63.922 Å was not identified by Raassen et al. (2002) and was mis-assigned by Acton et al. (1985) as Al VIII. Keenan et al. (2006) corrected this assignment in the solar flare observation, which is confirmed here based on a good agreement between the predictions (present: 0.22; CHIANTI 6: 0.43; Keenan et al. (2006) : 0.40) and observations (Procyon: 0.34 ± 0.09; solar XSST: 0.35 ± 0.08). The present calculations also predict transition lines at 65.366 and 65.615 Å, which are unknown in previous astrophysical sources to the best of our knowledge. The present theoretical intensity ratios show a good agreement with the Procyon observation, whereas the predictions of CHIANTI 6 are slightly lower (see Table 6 ). From a solar flare observation, Keenan et al. (2006) estimated that Fe XV contributes about 10 per cent, with the dominant contribution from Fe XVI, for the observed flux at 66.25 Å. For Procyon, we estimate Fe XV to be the dominant contribution for the emission line at 66.276 Å. Moreover, we note that the present line ratio is higher than that from CHIANTI 6 and from Keenan et al. (2006) by a factor of ∼2-3.
As shown in Fig. 1 and Table 2 , Fe XV contributes the most flux to the emission line of 69.639 Å. The present theoretical ratio (2.67) shows good agreement with the Procyon observation (2.17 ± 0.40), whereas the results from CHIANTI 6 (6.73) and Keenan et al. (2006, 3.60) are overestimated. The contribution from Fe XIV is small, as mentioned above. For the line at 69.912 Å , again as mentioned above, Fe XV and Fe XIV make comparable contributions to the total flux. The predictions from different atomic models show agreement with each other. For the emission line at 70.048 Å, no features except for Fe XV were reported by Keenan et al. (2006) . Their theoretical ratio (0.46 ± 0.09) is lower than the XSST observation (0.73 ± 0.22) by 37 per cent. The present theoretical ratio (0.26) is lower than the Procyon observation (0.81 ± 0.19), and slightly lower than the result from CHIANTI 6. By considering the contamination from Fe XI as mentioned above, iron contributes about 57 per cent of the total observed flux. The other contribution is from Si VII, as reported by Liang & Zhao (2008) . For the emission line at 73.461 Å, Keenan et al. (2006) revealed that the contribution from other species is negligible in a solar flare. This is confirmed by a Procyon observation (0.64 ± 0.18) being in agreement with the predicted ratio (0.63). The contamination from Ne VIII reported by Raassen et al. (2002) is negligible in Procyon. However, the predictions from CHIANTI 6 (1.25) and Keenan et al. (2006, 1.20) are about twice the present one, showing agreement with the solar flare observation by Acton et al. (1985, 1.45) .
(ix) Fe XVI. Keenan et al. (2007) made a detailed analysis of the soft X-ray observations in the Sun and Capella using XSST and Chandra LETGS/HRC, respectively. For the assessment of the present model, as done for Fe XV, we include their results in Table 6 . They used the emission line at 54.72 Å as their reference line. Another transition line of Fe XVI at 54.77 Å was resolved in their work. In our analysis, the two transition lines are not resolved by the LETG+HRC-S observation. Thus the combined theoretical flux is normalized to match the observed flux in Procyon (see Table 2 ). Raassen et al. (2002) attributed the emission line at 50.361 Å to Si X based on the Kelly data base. Later, Liang & Zhao (2008) estimated the contribution from Si X for low-density plasmas. However, Si X cannot explain the total observed flux in Procyon. Keenan et al. (2007) estimated that Fe XVI is the dominant contribution in the Sun and Capella. In Procyon, the present predicted flux of Fe XVI satisfactorily explains the discrepancy reported by Liang & Zhao (2008) . Moreover, the present intensity ratio (0.57) shows good agreement with predictions from CHIANTI 6 (0.47) and Keenan et al. (2007, 0.65) . For the feature at 50.525 Å, the Fe XVI contribution is predicted to be less than 20 per cent of the total flux. The dominant contribution is from Si X (Liang & Zhao 2008) . According to the line intensity ratio from CHIANTI 6 (0.23) and Keenan et al. (2007, 0.34) , the contribution from Fe XVI is much less in the Procyon observation. Raassen et al. (2002) noted the blending from S VIII for the emission line at 54.123 Å. In the analysis for solar flare and Capella observations, Keenan et al. (2007) indicated that Fe XVI is the dominant contribution. However, a lower contribution from Fe XVI is predicted in Procyon. This may be a result of the different activity of the three cases. The laboratory measurement performed by Lepson et al. (2005) indicated that this S VIII line at 54.123 Å has a strength of 0.94 relative to another separate S VIII line at 61.578 Å, in which no contamination can be found using the present data bases: CHIANTI 6, Kelly and NIST. Using this measured ratio, we subtract the contamination from S VIII (0.68 ± 0.12 × 10 −4 phot cm −2 s −1 ) at 54.123 Å. The predicted flux (0.26 × 10 −4 phot cm −2 s −1 ) is still lower than the corrected observation (0.79 ± 0.22 × 10 −4 phot cm −2 s −1 ). In Table 6, different models show a good agreement for the line intensity ratio.
For the line at 62.872 Å, a good agreement between the present theory and the Procyon observation is obtained. However, the ratio from CHIANTI 6 (1.83) is significantly higher than that in the present work (0.89) and in the data of Keenan et al. (2007, 0.99) . For the emission line at 63.726 Å, the present predicted ratio (1.87) is in agreement with the Procyon (1.46 ± 0.54), Capella (1.10 ± 0.07), solar flare (1.38 ± 0.43) observations and the model prediction (1.98) of Keenan et al. (2007) . However, the calculation from CHIANTI 6 shows a higher value, of 3.80.
Regarding the emission line at 66.360 Å, Raassen et al. (2002) assigned it to Ne VIII based on the Kelly data base. The present work also predicts a contribution (about 34 per cent) from Fe XVI. However, the atomic models of CHIANTI 6 and Keenan et al. (2007) can satisfactorily explain the Procyon observation (see Table 6 ). Another two emission lines at 76.466 and 76.862 Å were assigned to Fe XVI by Raassen et al. (2002) . These two transition lines satisfactorily explain the solar flare and Capella observations (Keenan et al. 2007 ). Moreover, the present predicted ratios show a good agreement with those from the atomic models in CHIANTI 6 and in Keenan et al. (2007) . However, the predicted fluxes or ratios are significantly lower than the Procyon observation. The atomic data of Fe XVI was assessed to be good by Liang et al. ( , 2009b . The most probable cause is contamination from other species because of the lower activity in Procyon than in Capella. Lower-charged ions of neon, magnesium, sulphur and calcium will appear and become non-negligible. In Keenan et al. (2007) , we note the trend of larger differences with lower-activity stars.
As discussed above, the present model is more complete than CHIANTI 6 (Dere et al. 2009 ) for the highly charged iron ions of interest here, with accuracy comparable to that of CHIANTI 6 and Keenan et al. (2006 Keenan et al. ( , 2007 for Fe XV and Fe XVI. For the Fe X ion, more transition lines are predicted in the present model, as shown in Fig. 2 and listed in Tables 2 and 6 .
S U M M A RY
In summary, the available observational data (Obs IDs 63, 1461 and 1224) for the cool star Procyon were co-added and analysed. By adopting the latest atomic data -with preference for excitation data (Raassen et al. 2002) and an electron density of 3.2 × 10 8 cm −3 are used, as in Fig 1. (Colour online.) from the R-matrix method and further data for higher excited levels (n = 4 and/or 5) from the distorted wave approximation, line emissivities of Fe VII-Fe XVI ions were calculated at an electron density of 3.2 × 10 8 cm −3 (a typical value for cool stars) and for temperatures with maximum ionic abundance in ionization equilibrium.
Based on the EM derived by Raassen et al. (2002) and the calculated emissivities, we estimated the theoretical line fluxes and line intensity ratios of highly charged Fe VII-Fe XVI ions. A comparison of line intensity ratios with data from other available atomic models, for example CHIANTI 6 (Dere et al. 2009 ) and Keenan et al. (2006 Keenan et al. ( , 2007 , was made in order to assess the validity of the present atomic model. A detailed comparison was made between the Procyon observation and prediction with the aid of solar (Acton et al. 1985; Keenan et al. 2006 Keenan et al. , 2007 and Capella (Keenan et al. 2006 (Keenan et al. , 2007 observations. Several emission lines are identified for the first time in astrophysical sources (lines missed in Raassen et al. (2002) and Acton et al. (1985) , as well as those followed by an 'x' in Table 2 ). Some emission lines are given with a different assignment from in previous works (lines followed by a 'd' in Table 2 ). In some cases, discrepancies arise from the complex nature of this wavelength region, as well as from the larger observational uncertainty resulting from the low effective collection area in the LETGS/HRC-S spectrometer onboard Chandra. In conclusion, this work reveals the need for accurate excitation data to levels of n = 4. We strongly suggest benchmarks from laboratory measurements in low-density plasmas. 
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