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A LIVSˇIC THEOREM FOR MATRIX COCYCLES OVER
NON-UNIFORMLY HYPERBOLIC SYSTEMS
LUCAS BACKES AND MAURICIO POLETTI
Abstract. We prove a Livsˇic-type theorem for Ho¨lder continuous and matrix-
valued cocycles over non-uniformly hyperbolic systems. More precisely, we
prove that whenever (f, µ) is a non-uniformly hyperbolic system and A :M →
GL(d,R) is an α-Ho¨lder continuous map satisfying A(fn−1(p)) . . . A(p) = Id
for every p ∈ Fix(fn) and n ∈ N, there exists a measurable map P : M →
GL(d,R) satisfying A(x) = P (f(x))P (x)−1 for µ-almost every x ∈ M . More-
over, we prove that whenever the measure µ has local product structure the
transfer map P is α-Ho¨lder continuous in sets with arbitrary large measure.
1. Introduction
Consider an invertible measure preserving transformation f : (M,µ) → (M,µ)
of a standard probability space. Given a measurable map A : M → G, where G
denotes a topological group, we are interested in determining whether there exists
a map P :M → G satisfying
A(x) = P (f(x))P (x)−1 for µ-almost every x ∈M. (1)
When that is the case, A is said to be a coboundary. Moreover, whenever (1) does
admit a solution, usually called transfer map, we are interested in understanding
its regularity properties.
These problems go back to the seminal papers [Liv71, Liv72] of Livsˇic where he
have proved that, whenever f is hyperbolic, (G, ·) is an Abelian group and A is
Ho¨lder continuous, A is a coboundary with a Ho¨lder transfer map if and only if
A(fn−1(p)) · . . . · A(f(p))A(p) = Id for every p ∈ Fix(fn) and n ∈ N (2)
where Id denotes the identity element of G. Since then, due to its far reaching
applications, this result has been generalized in many different directions. For
instance, by considering
◦ More general groups. Suppose f is hyperbolic. It is easy to see that condition
(2) is necessary for the existence of continous solutions of (1) for any groupG. Thus,
the main challenge is to know whether this condition is also sufficient when consid-
ering cocycles taking values in more general groups. Affirmative answers were given
in several contexts. Initially, the main technique used to deal with this problem was
to “control distortions” and then proceed as in the Abelian case. In order to do so,
localization hypotheses were used (see for instance [Liv72, PW01, dlLW10, KN11]
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and references therein). The first complete solution to this problem, with no local-
ization hypotheses, was given by Kalinin [Kal11] in the case when G = GL(d,R)
and by [KP16, AKL] in the case when G = Diff1+ǫ(N) is the diffeomorphism group
of any closed manifold N . The more general problem of cohomology was also con-
sider by many authors (see for instance [Par99, Sch99, Bac15, Sa15, BK16] and
references therein);
◦ More general dynamics. Suppose (G, ·) = (R,+). The main difficulty when
trying to consider more general base dynamics, like partially hyperbolic systems,
for instance, is that, unlike transitive hyperbolic diffeomorphisms where the set of
periodic points is dense, a transitive partially hyperbolic diffeomorphism might have
no periodic orbits at all (for instance, one can take the time-t map of a transitive
Anosov flow, for an appropriate choice of t). Hence condition (2) can be empty.
Thus, in order to solve (1) new obstructions are needed. In [KK96], Katok and
Kononenko presented a new set of obstructions suitable to this context which were
also used by Wilkinson in [Wil13]. Another natural class of systems to consider
as base dynamics is that of non-uniformly hyperbolic systems. In this context we
still have plenty of periodic points, at least close to the support of the hyperbolic
measure, and thus condition (2) still can be used. To the best of our knowledge,
the most general result gives us only a measurable solution of (1) whenever (2) is
satisfied (see Theorem S.4.17 of [KH95] or Theorem 15.3.1 of [BP07] and the end
of the next paragraph).
Another important line of research in this area is the study of regularity prop-
erties of solutions to (1). In general, whenever the base dynamics is hyperbolic
one can recover the regularity of the data. To ilustrate our claim, whenever f is
a Cr hyperbolic diffeomorphism and A ∈ Cr(M,R) for any non-integer r > 1,
every continuous solution to (2) is Cr (see for instance [dlLMM86] and references
therein). Similary, if A is Ho¨lder continuous then any measurable solution P has a
version that is also Ho¨lder continuous [Liv72]. For the case of more general groups,
see [NT96, NT98]. In the case when the base dynamics is partially hyperbolic, the
most general result is due to Wilkinson [Wil13] and says that if A ∈ Ck(M,R)
for k ≥ 2 and f is a partially hyperbolic, accessible and strongly r-bunched diffeo-
morphism for some r < k − 1 or r = 1 then any continuous solution to (1) is Cr.
For non-uniformly hyperbolic systems (f, µ), however, it is not always possible to
get good regularity for P in the “whole space”. For instance, in [Pol05], Pollicot
presented a Lipschitz map A : M → R admiting a measurable solution to (1) that
does not have a Ho¨lder continuos version. However, he was able to prove that, for
µ = Lebesgue and any Ho¨lder continuos map A :M → R, any measurable solution
to (1) is Ho¨lder continuous on sets of arbitrary large measure.
In the present paper we consider both problems, that is, the existence of solutions
to (1) and the regularity properties of the transfer map, whenever it exists, in the
case when the base dynamics is non-uniformly hyperbolic and the cocycle takes
values in the group G = GL(d,R). In fact, we extend the “existence theorem”
(Theorem S.4.17 of [KH95] and Theorem 15.3.1 of [BP07]) and Pollicot’s regularity
result [Pol05] to this context. Our approach is inspired on that of [Kal11] and
[Pol05].
1.1. Main results. The main results of this work are the following (see Section 2
for precise definitions):
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Theorem 1.1. Let f : M → M be a C1+ǫ diffeomorphism, µ a hyperbolic ergodic
f -invariant measure and A :M → GL(d,R) an α-Ho¨lder continuous map. Assume
that
An(p) = Id for every p ∈ Fix(fn) and n ∈ N. (3)
Then, there exists a measurable map P : M → GL(d,R) so that
A(x) = P (f(x))P (x)−1 for µ-almost every x ∈M.
Moreover, we show that whenever the measure µ has local product structure, any
transfer map P as in the previous theorem is Ho¨lder continuous in sets of arbitrary
large measure. More precisely,
Theorem 1.2. Let f : M → M be a C1+ǫ diffeomorphism, µ a hyperbolic ergodic
f -invariant measure with local product structure and A : M → GL(d,R) an α-
Ho¨lder continuous map. Suppose there exists a measurable map P :M → GL(d,R)
satisfying
A(x) = P (f(x))P (x)−1 for µ-almost every x ∈M. (4)
Then, for every ε > 0 there exists a set ∆ε ⊂ M with µ(∆ε) > 1 − ε so that the
map P restricted to ∆ε is α-Ho¨lder continuous.
The precise definition of local product structure is given in Section 4.1. For
now, we would just like to stress that many important classes of measures satisfy
this property. For instance, the Lebesgue measure (whenever it is hyperbolic) and
equilibrium states associated to Ho¨lder potentials and Axiom A diffeomorphisms
have local product structure (see [Lep00]).
Regarding the organization of the paper, Sections 2 and 3 contain the proof of
Theorem 1.1 while in Section 4 Theorem 1.2 is proved. The paper is written in
such a way that the reader interested in only one of the results can skip the other
part.
2. Preliminaries and Notations
Let M be a closed smooth manifold, f :M →M a C1+ǫ diffeomorphism and µ
an ergodic f -invariant measure.
2.1. Linear cocycles and Lyapunov exponents. Given an integer d ≥ 1, the
linear cocycle generated by a matrix-valued map A : M → GL(d,R) over f is the
(invertible) map FA :M × Rd →M × Rd defined by
FA (x, v) = (f(x), A(x)v) .
Its iterates are FnA (x, v) = (f
n(x), An(x)v), where
An(x) =


A(fn−1(x)) · · ·A(f(x))A(x) if n > 0
Id if n = 0
A(fn(x))−1 · · ·A(f−1(x))−1 if n < 0.
Sometimes we denote this cocycle by (f,A) or simply by A, when there is no risk of
ambiguity. A natural example of linear cocycle is given by the derivative cocycle:
the cocycle generated by A(x) = Df(x) over f .
When log ‖A ‖ and log
∥∥A−1 ∥∥ are both integrable, a famous theorem of Os-
eledets [Ose68] (see also [Via14]) guarantees the existence of a full µ-measure set
Rµ ⊂ M , whose points are called µ-regular, such that for every x ∈ Rµ there
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exist real numbers λ1 (A, x) > · · · > λl (A, x) and a direct sum decomposition
R
d = E1,Ax ⊕ · · · ⊕ E
l,A
x such that
A(x)Ei,Ax = E
i,A
f(x) and λi(A, x) = limn→∞
1
n
log ‖An(x)v‖
for every non-zero v ∈ Ei,Ax and 1 ≤ i ≤ l. Moreover, since µ is ergodic, the
Lyapunov exponents λi(A, x) are constant on a full µ-measure subset of M (and
thus we denote it just by λi(A, µ)) as well as the dimensions of the Oseledets
subspaces Ei,Ax . The dimension of E
i,A
x is called the multiplicity of λi(A, µ). When
there is no risk of ambiguity, we suppress the index A or even both A and µ from
the previous objects.
2.2. Lyapunov norm. Let x ∈ Rµ and ε > 0. Given two vectors u = u1+ . . .+ul
and v = v1 + . . .+ vl in R
d where ui, vi ∈ E
i,A
x for every 1 ≤ i ≤ l, the ε-Lyapunov
inner product of u and v at x is defined by
〈u, v〉x,ε = d
l∑
i=1
〈ui, vi〉x,ε,i
where
〈ui, vi〉x,ε,i =
∑
n∈Z
〈Ani (x)ui, A
n
i (x)vi〉e
−2λin−2ε|n| (5)
for every i = 1, . . . , l. It follows from the Oseledets’ theorem that this last series
converge. We then define the ε-Lyapunov norm ‖ . ‖x,ε associated to the cocycle A
at x ∈ Rµ as the norm generated by 〈·, ·〉x,ε. When there is no risk of ambiguity,
we write ‖ . ‖x instead of ‖ . ‖x,ε and call it just Lyapunov norm.
Given a liner map B ∈ GL(d,R), its Lyapunov norm is defined for any regular
points x, y ∈ Rµ by
‖B ‖y←x = sup{‖Bu ‖y/‖u ‖x; u ∈ R
d \ {0}}.
Lyapunov norms are fundamental tools in the study of the asymptotic growths
of a cocycle. The main properties of these objects that we are going to use in the
sequel are the following (see [BP07, Sections 3.5.1 to 3.5.3] for a detailed discussion)
• For every 1 ≤ i ≤ l and u ∈ Ei,Ax we have
e(λi−ε)|n|‖ u ‖x ≤ ‖A
n(x)u ‖fn(x) ≤ e
(λi+ε)|n|‖u ‖x (6)
for every n ∈ Z;
• There exists a measurable function Cε : Rµ → (0,+∞) such that
‖u ‖ ≤ ‖u ‖x ≤ Cε(x)‖ u ‖ (7)
whose growth along any regular orbit is bounded; more precisely,
Cε(x)e
−ε|n| ≤ Cε(f
n(x)) ≤ Cε(x)e
ε|n| ∀n ∈ Z; (8)
• In particular,
‖An(x)u ‖ ≤ Cε(x)e
(λ1+ε)|n|‖ u ‖ (9)
for every u ∈ Rd and n ∈ Z and for any linear map B and regular points x
and y,
Cε(x)
−1‖B ‖ ≤ ‖B ‖y←x ≤ Cε(y)‖B ‖. (10)
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For N > 0, let Rµε,N be the set of regular points x ∈ R
µ for which Cε(x) ≤ N .
Observe that µ(Rµε,N ) → 1 as N → +∞. Moreover, invoking Lusin’s theorem
we may assume without loss of generality that this set is compact and that the
Lyapunov norm and the Oseledets splitting are continuous when restricted to it.
2.3. Non-uniformly hyperbolic systems. An f -invariant measure µ is said to
be hyperbolic if all Lyapunov exponents {λi(Df, µ)}li=1 are non-zero. When this
happens, (f, µ) is called non-uniformly hyperbolic. Given χ > 0, µ is called χ-
hyperbolic if 0 < χ < min{|λi(Df, µ)| : 1 ≤ i ≤ l}. Non-uniform hyperbolicity
implies the existence of a very rich geometric structure of the dynamics of f , given
by stable and unstable manifolds in the sense of Pesin (see Section 4.1 where such
properties are recalled). We now recall a result due to Katok [Kat80] (see also
Theorem 15.1.2 of [BP07]) which describes one of the main properties of f given
by this geometric structure. In order to do so, let us denote by Λµε,N the set R
µ
ε,N
constructued in Section 2.2 associated to the cocycle generated by A(x) = Df(x)
over f . This set is usually called the Pesin set.
Theorem 2.1 (Closing Lemma for non-uniformly hyperbolic systems). Assume µ
is χ-hyperbolic and let ε > 0 be sufficiently small when compared to χ. Then, there
are constants C = C(ε,N) > 0 and η = η(ε,N) ∈ (ε, χ − ε) and for each h > 0
there exists β = β(h, ε,N) ∈ (0, h) so that if y ∈ Λµε,N satisfies d(f
n(y), y) < β and
fn(y) ∈ Λµε,N then there exists a periodic point p such that f
n(p) = p and
d(f i(y), f i(p)) ≤ hCe−ηmin{i,n−i}
for every i = 0, 1, . . . , n.
3. Proof of Theorem 1.1
Let f : M →M be a C1+ǫ diffeomorphism, µ a χ-hyperbolic ergodic f -invariant
measure and A : M → GL(d,R) an α-Ho¨lder continuous map satisfying (3). Fix
ε′ > 0 sufficiently small when compared to χ and N ′ ∈ N sufficiently large so that
the Pesin set Λµε′,N ′ has µ-measure larger than 0.99. Let C > 0 and η > 0 be given by
the Closing Lemma 2.1 associated to these parameters. Fix 0 < ε0 <
1
10 min{αη, ε
′}
and take ε ∈ (0, ε0) and N ∈ N sufficiently large so that the set G = Λ
µ
ε′,N ′ ∩R
µ
ε,N
has µ-measure larger than 0.9.
We claim now that there exists x ∈ supp(µ) so that x ∈ G, supp(µ) ⊂ O(x) and
O(x) ∩G is dense in G where O(x) denotes the orbit of x under f . Indeed, it is a
classical fact that, in our setting, the set of points whose orbit is dense in supp(µ)
has full µ-measure. Similarly for the first return map to G and the restriction of
µ to G. Thus, combining these facts we can get a point x ∈ G with the desired
properties.
Fix x ∈M as above. We then define P : O(x)→ GL(d,R) as
P (fn(x)) = An(x) for every n ∈ N.
It is easy to see that P satisfies A(z) = P (f(z))P (z)−1 for every z ∈ O(x). Our
objective now is to prove that P is uniformly continuous when restricted to O(x)∩G
so that it can be continuously extended to O(x) ∩G = G. Denote by P : G →
GL(d,R) such extesion restricted to G. Then, for z ∈ f(G) \G we define
P (z) = A(f−1(z))P (f−1(z)).
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Recursively, we define P via the same expression for z ∈ ∪nj=0f
j(G) \ ∪n−1j=0 f
j(G)
for every n ∈ N. Consequently, since µ(∪j∈Nf j(G)) = 1, we get a map P defined
almost everywhere and satisfying
A(x) = P (f(x))P (x)−1 for µ-almost every x ∈M
as we claimed. So, all we have to do is to prove that P is uniformly continuous
when restricted to O(x) ∩G. In order to do that, we are going to prove that there
exists a constant K > 0 so that for every h ∈ (0, 1) there exists β = β(h) > 0 so
that if z, y ∈ O(x) ∩G satisfy d(y, z) < β then
‖P (z)− P (y) ‖ ≤ Khα. (11)
The next proposition is the main step in proving (11). In order to prove it, we
need the following simple observation: from Theorem 1.4 of [KS2] and (3) it follows
that λ1(A, µ) = 0 = λl(A, µ). In particular, it follows from (9) and the definition
of Rµε,N that
‖An(z) ‖ ≤ Neε|n| (12)
for every z ∈ G and n ∈ Z.
Proposition 3.1. Given h ∈ (0, 1), let β > 0 be given by the Closing Lemma 2.1
associated to C, η and h. Then, there exists C˜ > 0 independent of h so that if
z, fn(z) ∈ O(x) ∩G satisfy d(z, fn(z)) < β then
‖An(z)− Id ‖ ≤ C˜hα.
Proof. We are going to consider the case when n = 2m for some m ∈ N. The case
when n is odd is similiar. By the Closing Lemma 2.1 there exists a periodic point
p ∈M such that f2m(p) = p and
d(f i(z), f i(p)) ≤ hCe−ηmin{i,2m−i}
for every i = 0, 1, . . . , 2m. In particular,
d(f i(z), f i(p)) ≤ hCe−ηi and d(f2m−i(z), f2m−i(p)) ≤ hCe−ηi
for every i = 0, 1, . . . ,m. We will need the next auxiliary result.
Lemma 3.2. There exists a constant L > 0 independent of z, p and m so that∥∥Ai(p)−1 ∥∥ ≤ Le2εi and ∥∥Ai(f2m−i(p))−1 ∥∥ ≤ Le2εi
for every i = 0, 1, . . . ,m.
Proof of Lemma 3.2. We prove only the first inequality. The second one is sim-
ilar. Fix i ∈ {0, 1, . . . ,m} and for each j ∈ {0, 1, . . . , i} let us consider Bj =
A(f j(p))−1−A(f j(z))−1. Our first objective is to estimate
∥∥Ai(p)−1 ∥∥
z←fi(z)
. We
start observing that∥∥Ai(p)−1 ∥∥
z←fi(z)
=
∥∥A(p)−1 · . . . · A(f i−1(p))−1 ∥∥
z←fi(z)
=
∥∥ (A(z)−1 +B0) · . . . · (A(f i−1(z))−1 +Bi−1)∥∥z←fi(z)
≤
∥∥A(z)−1 +B0 ∥∥z←f(z) · . . . ·
∥∥A(f i−1(z))−1 +Bi−1 ∥∥fi−1(z)←fi(z).
Now, since A is α-Ho¨lder, there exists a constant L1 = L1(A) > 0 so that
‖Bj ‖ ≤ L1d(f
j(z), f j(p))α ≤ L1h
αCαe−ηαj
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which combined with (10) and (8) gives us
‖Bj ‖fj(z)←fj+1(z) ≤ Cε(f
j(z))‖Bj ‖ ≤ NL1h
αCαe(ε−ηα)j .
Moreover, recalling that λ1(A, µ) = 0 = λl(A, µ) and using (6) we have that∥∥A(f j(z))−1 ∥∥
fj(z)←fj+1(z)
≤ eε.
Thus, combining the previous two inequalities∥∥A(f j(z))−1 +Bj ∥∥fj(z)←fj+1(z) ≤
∥∥A(f j(z))−1 ∥∥
fj(z)←fj+1(z)
+ ‖Bj ‖fj(z)←fj+1(z)
≤ eε +NL1h
αCαe(ε−ηα)j
= eε(1 + e−εNL1h
αCαe(ε−ηα)j).
Making L2 = e
−εNL1h
αCα and using the fact that 1 + y ≤ ey for every y ≥ 0 it
follows that ∥∥A(f j(z))−1 +Bj ∥∥fj(z)←fj+1(z) ≤ eε exp(L2e(ε−ηα)j).
Consequently,
∥∥Ai(p)−1 ∥∥
z←fi(z)
≤
i−1∏
j=0
eε exp(L2e
(ε−ηα)j)
= eεi exp

L2
i−1∑
j=0
e(ε−ηα)j

 .
Thus, recalling that ε− ηα < 0 and making L3 = exp
(
L2
∑∞
j=0 e
(ε−ηα)j)
)
we get
that ∥∥Ai(p)−1 ∥∥
z←fi(z)
≤ L3e
εi
for every i ∈ {0, 1, . . . ,m}. Now, from (10) and (8) it follows that∥∥Ai(p)−1 ∥∥ ≤ Cε(f i(z))∥∥Ai(p)−1 ∥∥z←fi(z) ≤ Cε(z)eiε
∥∥Ai(p)−1 ∥∥
z←fi(z)
.
Thus, taking L = L3N and recalling that Cε(z) ≤ N (once z ∈ G) it follows that∥∥Ai(p)−1 ∥∥ ≤ Le2εi
as claimed. 
Going back to the proof of Proposition 3.1, we start observing that∥∥Am(p)−1Am(z)− Id ∥∥ ≤ C˜1hα (13)
for some C˜1 > 0. In fact, ∥∥Am(p)−1Am(z)− Id ∥∥
is smaller than or equal to
m−1∑
j=0
∥∥Aj(p)−1Aj(z)−Aj+1(p)−1Aj+1(z)∥∥.
By the cocycle property the previous expression is equal to
m−1∑
j=0
∥∥Aj(p)−1 (Id−A(f j(p))−1A(f j(z)))Aj(z)∥∥
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which by the property of the norm is smaller than or equal to
m−1∑
j=0
∥∥Aj(p)−1 ∥∥∥∥Aj(z)∥∥∥∥ Id−A(f j(p))−1A(f j(z))∥∥.
Now, since A is α-Ho¨lder continuous, there exist a constant Cˆ = Cˆ(A) > 0 such
that ∥∥ Id−A(f j(p))−1A(f j(z))∥∥ ≤ Cˆd(f j(z), f j(p))α ≤ CˆhαCαe−ηαj
for every j = 0, 1, . . . ,m. Plugging it to the previous expression and using Lemma
3.2 and (12) it follows that
∥∥Am(p)−1Am(z)− Id ∥∥ ≤
m∑
j=0
Le2εjNeεjCˆhαCαe−ηαj .
Thus, taking C˜1 =
∑∞
j=0 LNCˆC
αe(3ε−ηα)j (recall that 0 < 10ε < ηα) the claim
follows. In particular, for h ∈ (0, 1),∥∥Am(p)−1Am(z)∥∥ ≤ C˜1 + 1. (14)
Similarly, using the second inequality in Lemma 3.2 and the fact that f2m(z) ∈ G,∥∥Am(fm(z))Am(fm(p))−1 − Id ∥∥ ≤ C˜2hα. (15)
Now, since A2m(p) = Id we get that Am(fm(p))−1Am(p)−1 = Id. Consequently,
combining it with (13), (14) and (15) we get that∥∥A2m(z)− Id ∥∥ = ∥∥Am(fm(z))Am(fm(p))−1Am(p)−1Am(z)− Id ∥∥
≤
∥∥Am(fm(z))Am(fm(p))−1Am(p)−1Am(z)−Am(p)−1Am(z)∥∥
+
∥∥Am(p)−1Am(z)− Id∥∥
≤
∥∥Am(p)−1Am(z)∥∥∥∥Am(fm(z))Am(fm(p))−1 − Id ∥∥
+
∥∥Am(p)−1Am(z)− Id∥∥
≤ (C˜1 + 1)C˜2h
α + C˜1h
α = C˜hα
with C˜ = C˜1 + (C˜1 + 1)C˜2 as claimed. 
Corollary 3.3. There exists a constant T > 0 so that if fm(x) ∈ G then
‖Am(x) ‖ ≤ T.
Proof. Since G is compact and O(x) ∩ G is dense in it there exists a subsequence
i1 < . . . < iN so that {B(f ij (x),
β
2 )}
N
j=0 is an open cover of G and f
ij (x) ∈ G
for every j = 0, 1, . . . , N . Let T1 = maxt=0,1,2,...,iN {maxy∈M ‖A
t(y) ‖} and T =
T1(C˜ + 1). Thus, if m ≤ iN then ‖Am(x) ‖ ≤ T1 ≤ T as claimed. Suppose
m > iN . Since {B(f ij (x),
β
2 )}
N
j=0 is an open cover of G and f
m(x) ∈ G, there
exists j ∈ {0, 1, . . . , N} so that d(f ij (x), fm(x)) < β. In particular, by Proposition
3.1, ∥∥Am−ij (f ij (x))∥∥ ≤ C˜ + 1.
Consequently,
‖Am(x) ‖ ≤
∥∥Am−ij (f ij (x))Aij (x)∥∥
≤
∥∥Am−ij (f ij (x))∥∥∥∥Aij (x)∥∥ ≤ T
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as claimed. 
Let z, y ∈ O(x)∩G be such that d(y, z) < β. In particular, there exist m,n ∈ N
so that z = fm(x) and y = fn(x) and we may assume without loss of generality
that n > m. Thus, using Corollary 3.3 and Proposition 3.1,
‖P (y)− P (z) ‖ = ‖P (fn(x)) − P (fm(x)) ‖ = ‖An(x)−Am(x) ‖
= ‖Am(x) ‖
∥∥An−m(fm(x)) − Id∥∥ ≤ T C˜hα = Khα
where K = T C˜, proving (11) and concluding the proof of Theorem 1.1. 
4. Ho¨lder continuity on large sets
In this section we prove Theorem 1.2. This is a counterpart to the results of
[Pol05] where the case of cocycles taking values in (R,+) or any compact group
was considered. Let f :M →M be a C1+ǫ diffeomorphism, µ a hyperbolic ergodic
f -invariant measure and A : M → GL(d,R) an α-Ho¨lder continuous map. We start
by recalling some useful constructions and results from [Via08].
4.1. More on non-uniformly hyperbolic systems. By Pesin’s stable manifold
theorem (see [BP07]), there exists a full µ-measure set H(µ) ⊂M so that through
every point x ∈ H(µ) there exist C1 embedded disks W sloc(x) and W
u
loc(x), called
local stable and unstable sets at x, such that
i) W sloc(x) is tangent to E
s
x and W
u
loc(x) is tangent to E
u
x where
Esx =
⊕
λi(Df,µ)<0
Ei,Dfx and E
u
x =
⊕
λi(Df,µ)>0
Ei,Dfx ;
ii) given 0 < τx < min1≤i≤k |λi(Df, µ)| there exists Cx > 0 such that{
d(fn(y), fn(z)) ≤ Cxe−τxnd(y, z) , ∀y, z ∈ W sloc(x), ∀n ≥ 0,
d(f−n(y), f−n(z)) ≤ Cxe−τxnd(y, z) , ∀y, z ∈ Wuloc(x), ∀n ≥ 0;
iii) f(W sloc(x)) ⊂W
s
loc(f(x)) and f(W
u
loc(x)) ⊃W
u
loc(f(x));
iv) W s(x) =
⋃∞
n=0 f
−n(W sloc(f
n(x))) and Wu(x) =
⋃∞
n=0 f
n(Wuloc(f
−n(x))).
Moreover, W sloc(x) and W
u
loc(x) depend measurably on x, as C
1 embedded disks,
as well as the constants τx and Cx. By Lusin’s theorem, we may find compact
hyperbolic blocks H(C, τ), whose measure can be made arbitrarily close to 1 by
increasing C and decreasing τ , such that in H(C, τ) the sets W sloc(x) and W
u
loc(x)
vary continuously, τx > τ and Cx < C. In particular, the sizes of W
s
loc(x) and
Wuloc(x) are uniformly bounded from zero on H(C, τ), as well as the angles between
these disks. The drawback on this argumentation is that H(C, τ) is in general not
f -invariant.
Given x ∈ H(C, τ) and δ = δ(C, τ) > 0 small enough, for every y ∈ B(x, δ) ∩
H(C, τ), Wuloc(y) intersects W
s
loc(x) at exactly one point and similarly W
u
loc(x) in-
tersects W sloc(y) at exactly one point. Let
N ux (δ) ⊂W
u
loc(x) and N
s
x(δ) ⊂W
s
loc(x)
be the compact sets of all intersection points obtained by the previous procedure
when y varies in H(C, τ) ∩B(x, δ). Reducing δ > 0 if necessary, W sloc(z)∩W
u
loc(w)
consists of exactly one point [z, w] for every z ∈ N ux (δ) and w ∈ N
s
x (δ). Let Nx(δ)
be the image of N ux (δ)×N
s
x (δ) under the map
(z, w)→ [z, w]. (16)
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By construction, Nx(δ) contains B(x, δ) ∩H(C, τ) and is homeomorphic, via (16),
to N ux (δ)×N
s
x (δ).
We say that µ has local product structure if for every point x ∈ supp(µ) and
every small δ > 0, the measure µx = µ | Nx(δ) is equivalent to the product µux×µ
s
x
where µux and µ
s
x are the projections of µx to N
u
x (δ) and N
s
x(δ), respectively.
4.2. Stable and Unstable Holonomies. Suppose µ has local product structure.
Let H(C, τ) be a hyperbolic block with constants C > 0 and τ > 0 as in the
previous section. Given N ≥ 1 and θ > 0, let DA(N, θ) be the set of points x ∈M
satisfying
k−1∏
j=0
∥∥AN (f jN (x)∥∥∥∥AN (f jN (x)−1 ∥∥ ≤ eθkN , for all k ≥ 1, (17)
and the dual condition which is obtained replacing f and A by its inverses.
A key notion that we are going to use is that of s-dominitation: given s ≥ 1, we
say that x ∈M is s-dominated for A if x ∈ H(C, τ) ∩ DA(N, θ) for some C, τ,N, θ
with sθ < τ .
As a first result we have that almost every point with small Lyapunov exponents
is dominated. More precisely,
Lemma 4.1 (Corollary 2.4 of [Via08]). Given θ > 0 and λ ≥ 0 satisfying θ > dλ ≥
0, then µ-almost every x ∈ M with λ1(A, x) ≤ λ is in DA(N, θ) for some N ≥ 1.
In particular, µ-almost every x ∈ M with λ1(A, x) = 0 is s-dominated for A, for
every s ≥ 1.
As an important consequence of domination we have the existence of stable and
unstable holonomies. This objects play a major part in our argument as well as in
many results about fiber-bunched cocycles. Their existence and main properties are
given in the proposition below which is a combination of Proposition 2.5, Corollary
2.8 and Lemma 2.9 of [Via08].
Proposition 4.2. Given constants C, τ,N and θ bigger than zero with 2θ < τ ,
there exists L > 0 such that for any x ∈ H(C, τ) ∩DA(N, θ) and y, z ∈W sloc(x) the
limit
Hs,A
fj(y)fj(z) = limn→+∞
An(f j(z))
−1
An(f j(y))
exists for every j ≥ 0, and satisfy Hs,A
fj(y)fj(z) = A
j(z)Hs,Ayz A
j(y)−1 and
∥∥∥Hs,Afj(y)fj(z) − Id
∥∥∥ ≤ L dist(y, z)α.
The family of maps Hs,Ayz is called stable holonomies for the cocycle (f,A). Sim-
ilarly, for y, z ∈ Wuloc(x) we have the family of unstable holonomies given by
Hu,Ayz = lim
n→+∞
A−n(z)
−1
A−n(y).
We call holonomy block for A any compact set O satisfying O ⊂ H(C, τ) ∩
DA(N, θ) for some C, τ,N, θ with 2θ < τ .
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4.3. Proof of Theorem 1.2. Suppose the measure µ has local product structure
and that there exists a measurable map P : M → GL(d,R) satisfying (4). More-
over, assume that µ is non-atomic, otherwise the theorem is trivial. As one can
easily verify, identity (4) implies that all the Lyapunov exponents of (f,A) with
respect to µ are equal to zero. Consequently, Lemma 4.1 implies that µ-almost
every x ∈ M is s-dominated for A, for every s ≥ 1. In particular, for every ε > 0
we can take an holonomy block O ⊂ H(C, τ) ∩ DA(N, θ) for A for some C, τ,N, θ
satisfying µ(O) > 1 − ε2 . Moreover, since P is measurable, by Lusin’s theorem
there exists a compact set Xε ⊂ M with µ(Xε) > 1 −
ε
2 so that P restricted to it
is uniformly continuous. We assume without loss of generality that ε < 0.1.
In order to conclude our proof, we need the following two auxiliary results which
are versions of Lemma 2.2 and 2.3 of [Pol05], respectively, adapted to our setting.
Lemma 4.3. There exists a set X˜ε ⊂ Xε ∩O with µ(X˜ε) = µ(Xε ∩O) so that
lim
n→±∞
1
n
#{1 ≤ i ≤ n; f i(x) ∈ Xε ∩O} >
1
2
(18)
for every x ∈ X˜ε. Moreover, for µux-almost every y ∈W
u
loc(x) and µ
s
x-almost every
z ∈W sloc(x) equation (18) is satisfied where µ
u
x and µ
s
x are the induced measures as
in the definition of local product structure.
Proof. By Birkhoff’s ergodic theorem there exists a full µ-measure subset X1 ⊂M
so that equation (18) is satisfied for every x ∈ X1. On the other hand, from the
definition of Rokhlin disintegration, there exists a full µ-measure set X2 ⊂ M so
that for every x ∈ X2, µsx(W
s
loc(x) \ X1) = 0. Similarly, there exists a full µ-
measure set X3 ⊂M so that for every x ∈ X3, µux(W
u
loc(x) \X1) = 0. Thus, taking
X˜ε = Xε ∩O ∩X1 ∩X2 ∩X3 the proof is complete. 
Let us consider ∆ε = X˜ε∩supp(µ). In particular, µ(∆ε) = µ(X˜ε) = µ(Xε∩O) >
1− ε.
Lemma 4.4. Let δ > 0 be small enough as in the definition of local product struc-
ture. Thus,
• for µ-almost every x, y ∈ ∆ε with dist(x, y) < δ/2, one can find x1, x2 and
x3 such that x1 ∈ W
u
loc(x), x2 ∈ W
s
loc(y), equation (18) is true for x1 and
x2, and x3 ∈ Wuloc(x2) ∩W
s
loc(x1) ∩∆ε;
• there exists K > 0 such that K dist(x, y) ≥ dist(x, x1) + dist(x1, x3) +
dist(x3, x2) + dist(x2, y).
Proof. Let x, y ∈ ∆ε be so that dist(x, y) < δ/2. By the local product structure
there exists a point z ∈ H(C, τ) so that x, y ∈ Nz(δ) and µz = µ | Nz(δ) ∼ µuz ×µ
s
z.
Moreover, we may assume that x ∈ N uz (δ) and y ∈ N
s
z (δ).
We start observing that, since µ is non-atomic and x, y ∈ ∆ε, (µuz ×µ
s
z)(∆ε) > 0.
Thus, by Fubini’s theorem there exists x2 ∈ N
s
z (δ) so that equation (18) is true
for it and moreover, µuz (W
u
loc(x2) ∩ ∆ε) > 0. Consider the set W = {[w, x];w ∈
Wuloc(x2) ∩ ∆ε}. Recalling that µ
u
z is the projection of µ | Nz(δ) by the stable
holonomies, it follows that µuz (W ) = µ
u
z (W
u
loc(x2)∩∆ε) > 0. Now, from Lemma 4.3
we know that µuz -almost every point in W satisfies (18). Let x1 ∈ W be any such
point. Thus, since by construction x3 = [x1, x2] ∈ ∆ε we conclude the proof of the
first part of the lemma.
The second part follows from the continuity of the local stable and unstable
manifolds when restricted to ∆ε. 
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We are now in position to conclude the proof of Theorem 1.2. More precisely,
we are going to prove that P is α-Ho¨lder continuous when restricted to ∆ε. In
order to do it, let x, y ∈ ∆ε be so that dist(x, y) < δ/2 and x1, x2 and x3 be
given by Lemma 4.4 associated to x and y. Fix T > 0 so that ‖P | Xε ‖ ≤ T and∥∥P−1 | Xε ∥∥ ≤ T (recall the choice of Xε). We start observing that
‖P (y)− P (x2) ‖ =
∥∥ (Id− P (x2)P (y)−1)P (y)∥∥
≤
∥∥ Id− P (x2)P (y)−1 ∥∥‖P (y) ‖ ≤ T∥∥ Id− P (x2)P (y)−1 ∥∥.
Now, from the choice of x2 and Lemma 4.3 we get that there exists a subsequence
{mk}k∈N satisfying mk → +∞ so that for every k ∈ N, f
mk(y), fmk(x2) ∈ Xε ∩O.
Thus, restricting ourselves to this subsequence,∥∥ Id− P (x2)P (y)−1 ∥∥ = ∥∥ Id−Amk(x2)−1P (fmk(x2))P (fmk(y))−1Amk(y)∥∥
≤
∥∥Amk(x2)−1P (fmk(x2))P (fmk(y))−1Amk(y)−Amk(x2)−1Amk(y)∥∥
+
∥∥Amk(x2)−1Amk(y)− Id ∥∥
≤
∥∥Amk(x2)−1 ∥∥∥∥P (fmk(x2))P (fmk(y))−1 − Id ∥∥‖Amk(y) ‖
+
∥∥Amk(x2)−1Amk(y)− Id ∥∥
≤ T 4
∥∥P (fmk(x2))P (fmk(y))−1 − Id ∥∥
+
∥∥Amk(x2)−1Amk(y)− Id ∥∥.
Thus, making k → +∞ and recalling that x2 ∈W sloc(y) it follows that∥∥ Id− P (x2)P (y)−1 ∥∥ ≤ ∥∥Hs,Ayx2 − Id ∥∥.
Combining these observations with Proposition 4.2 we get that
‖P (y)− P (x2) ‖ ≤ TL dist(y, x2)
α.
Analogously we have that ‖P (x2)− P (x3) ‖ ≤ TL dist(x2, x3)α, ‖P (x3)− P (x1) ‖ ≤
TL dist(x3, x1)
α and ‖P (x1)− P (x) ‖ ≤ TL dist(x1, x)α. Thus, using Lemma 4.4
we conclude that
‖P (y)− P (x) ‖ ≤ Cε dist(y, x)
α
for some Cε > 0 independent of x and y completing the proof of Theorem 1.2. 
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