This paper presents the application of the artificial neural network into an atmospheric plasma spray process for predicting the in-flight particle characteristics, which have significant influence on the in-service coating properties. One of the major problems for such function-approximating neural network is over-fitting, which reduces the generalization capability of a trained network and its ability to work with sufficient accuracy under a new environment. Two methods are used to analyze the improvement in the networkÕs generalization ability: (i) cross-validation and early stopping, and (ii) Bayesian regularization. Simulations are performed both on the original and expanded database with different training conditions to obtain the variations in performance of the trained networks under various environments. The study further illustrates the design and optimization procedures and analyzes the predicted values, with respect to the experimental ones, to evaluate the performance and generalization ability of the network. The simulation results show that the performance of the trained networks with regularization is improved over that with cross-validation and early stopping and, furthermore, the generalization capability of the networks is improved; thus preventing any phenomenon associated with over-fitting.
Introduction
The artificial neural network (ANN) is a data modeling tool generally used for modeling complex relationships between inputs and outputs without any prior assumptions or any existing mathematical relationships between them. It is inspired by the structural, functional, and computational aspect of a biological neural network. ANN has high computational rates facilitated by huge parallelism of a large number of operational non-linear computational elements. It includes the variability and fluctuations related to the data sets. ANN has a wide variety of applications and can be broadly classified into categories of recognition and function approximation (Ref 1). In the recognition category, the network is trained to reproduce one of the previously seen inputs; however, in the case of function approximation, the network is trained to model complex input-output relationships for generalizing and predicting outputs from unseen inputs. In a functionapproximating network, generalization indicates the ability of the network to interpolate the training samples intelligently. It is an ability of the ANN that makes it stand out from other networks. Methods that employ ANN processes have been implemented in many practical applications, especially at places where it is difficult to apply conventional mathematical techniques or there are no direct mathematical relationships between the input and the output parameters.
The aim of this study is to implement ANN into an atmospheric plasma spray (APS) process to predict the in-flight particle characteristics from the input processing parameters and work on improving the generalization ability of this type of analysis. Different training methods for the algorithms, elaborated in later parts of this paper, are performed to improve the generalization ability of a neural network. With proper training and good generalization ability, the neural network overcomes the versatility and non-linearity associated with the APS process. As well, the ANN method allows accurate prediction of the particle characteristics from variations of plasma spray parameters, such as the power and injection parameters. The initial concept for implementation of neural network on the thermal spray process was presented by Einerson et 
al. (Ref 2).
Over-fitting is a conspicuous problem for a functionapproximating neural network, which results in poor generalization. In such cases, the network fails to respond well when tested and simulated with an unseen data set. The network actually memorizes the samples it is trained with, instead of learning to generalize the process to respond to unknown conditions. A small data training sample in comparison to the total number of network parameters is one reason for poor generalization. A small network is unable to over fit the data. A large network creates more complex functions. Thus, one way of improving the generalization ability of the network is to use a network that is just large enough to provide an adequate fit. The finite training data set is, thus, expanded in this study to observe its effect on the network training and the generalization performance.
Cross-validation and early stopping are standard statistical techniques implemented in this study to view their effects on the generalization performance of ANN. Simulations are performed both on the expanded and unexpanded data sets to analyze the changes in the performance of the network with the implementation of cross-validation and early stopping.
Regularization is another statistical approach used in this study to combat the problem of over-fitting. The effect of regularization in training an ANN on the generalization performance of a function-approximating neural network is observed and the obtained simulation results are compared and analyzed with that produced by networks trained with cross validation and early stopping. Section 2 of this paper describes the APS process followed by section 3 describing the database collection, preprocessing, and expansion steps. Section 4 provides a brief description of ANN methods with a focus on model design and different steps for neural network optimization and simulations. Section 5 analyzes the results obtained from the simulation and optimization process. Conclusions are presented in section 6.
Description of the Atmospheric Plasma Spray (APS) Process
APS is a versatile thermal spray process used for the application of metallic or non-metallic coatings onto a variety of materials; e.g., metals, ceramics, composites, and polymers (Ref 3, 4) . Among the 40 processing parameters that define the overall quality of a coating, plasma spray combines the highest number of these parameters. In APS, a plasma gas mixture, which is generally a mixture of argon (primary plasma forming gas) and hydrogen (secondary forming gas), is injected inside an anode. A high intensity direct current arc (between 300 and 700 A) is produced between the tip of a cathode and the cylindrical anode (Ref 5) . A high enthalpy zone of partially dissociated and ionized gases is considered as the process zone for feedstock. The feedstock material, generally a powder that is transported with the carrier gas, is injected into the process zone of the plasma jet where it is heated above its melting point. The outcome is that the powder particles are simultaneously heated and accelerated towards the substrate.
The inertia of the incoming powder distribution defines their path in the jet. On striking the substrate, the particles flatten and solidify in a few microseconds to form thin lamellae, often called splats, and subsequent stacking of these splats into 20-100 layers allows a coating to form. The coating exhibits a layered structure that exhibits morphological properties such as a porosity distribution of oxide content, residual stress, macro cracks, and micro cracks; all of which are strongly affected by the in-flight particle characteristics, and which are also affected by the spray parameters. Accurate control and appropriate combination of the spray parameters are important since these influence the performance and durability of the coatings (Ref 4) . The study presented in this paper will be used in modeling the behavior of an APS process, which will help design an accurate control system for this process.
Database Collection, Pre-processing and Expansion
A robust and sufficiently large database is essential to construct a network that generalizes accurately. A database from the open literature (DS O in Appendix A1) (Ref 6) was built experimentally by observing the effect of each of the APS processing parameters on the in-flight Al 2 O 3 -13 wt.% TiO 2 particle characteristics.
The APS input processing parameters include the following six power and injection parameters: (i) arc current intensity, (ii) argon gas flow rate, (iii) hydrogen flow rate, (iv) argon carrier gas flow rate, (v) injector stand-off distance, and the (vi) injector diameter. The output parameters consist of the following three in-flight particle characteristics: (i) the average particle velocity, (ii) temperature, and (iii) diameter. The in-flight particle characteristics of the plasma jet govern the type, nature, and characteristics of the coatings. Other parameters of the plasma spray process, such as those parameters related to power injection, the type of torch, the spray distance, and the torch movement, do have some influence on the in-flight particle characteristics; but were kept constant to their reference values. The authors of Ref 6 measured the in-flight dynamic behaviour of the particles from the centre of the particle flow stream in the plasma jet using a dichromatic sensor (DPV-2000 from TECNAR Automation Limited, St-Bruno, QC J3V 6B5, Canada). These data were used to create a database (DS O ) of the average particle velocity, temperature and diameter for each of the input conditions.
The values of the input processing parameter and the output in-flight particle characteristics in the database DS O were linearly transformed, using Eq 1 (Ref 7), before being used for ANN training and testing. This normalization procedure insures equal treatment from the ANN during the training and prevents any calculation error related to different parameter magnitudes. The Kernel estimate, also called the Parzen-Rosenblatt estimate, is a non-parametric way of estimating the probability density function of a random variable. As an illustration, from some sample data of a population, Kernel estimation allows extrapolation of the data to the entire population. Let X be a random vector in the Euclidean space R d and the distribution of X is described by a probability density function f. Suppose K be the Kernel in the d-dimensional space and h n a smoothing parameter called the bandwidth, taking values greater than 0. Now if X 1 , …, X n are samples of n independent observations of X, then the n-point Kernel estimate of f corresponding to K and h is
The characteristics of the additive noise are controlled by the parameters K and h. For Kernel density approximation, the Gaussian Probability Density Function (PDF) is used. With mean 0 and variance 1, the Gaussian Kernel becomes,
4Þ
From Eq 4, we find that the value of the bandwidth h indirectly controls the variance of the Gaussian PDF along each dimension. Kernel regression is a non-parametric technique in statistics to estimate the conditional expectation of a random variable without assuming any underlying distribution to estimate the regression function (Ref 12) . The idea is to map an identical Kernel, which is the Gaussian Kernel (Eq 5) in this case, local to each observation data point. The Kernel assigns weight, w, to each location based on distance from the data point. The function depends only on the width from the local data point to a set of neighboring locations. By inserting Gaussian Kernels in the original data X i , the value of the original data is extended to a much smaller value at a certain small step of dx.
ðEq 5Þ
The Kernel values are computed for each data point X i . Then, the estimated value of y j at domain value x j is computed according to the Kernel regression formula (6) , also called the Nadaraya-Watson Kernel weighted average.
The nominator of the Kernel regression formula (Eq 6) is an array of the sum of the products of the Gaussian Kernels (Eq 5) and the weight. The denominator is the sum of the Kernel values at domain x j for all data points For the purpose of testing the generalization performance of the trained networks, 20% of the expanded database, DS E , is selected by an interleaving process as the test set (which will be called DS ET ). Interleaving insures that the test data set points represent an overall view and statistical representation of the whole database. The remaining 80% of the data are set aside as a training set (called DS ETR ) used for network training and optimization purposes. Similarly, 20% of the original database DS O is selected by interleaving as the test set (DS OT ) and the remaining 80% of the data as the training set (DS OTR ).
Mathematical Model

Artificial Neural Network
An ANN is comprised of a mathematical model of a group of interconnected artificial neurons. The proposed and based on a back propagation algorithm is proposed in this study. This allows the prediction of a complex non-linear relationship between the input processing parameters and the output particle characteristics (Ref 14) present in the database generated experimentally from the APS process. The block diagram of the designed ANN in this study is presented in Fig. 1 . The multi-layer architecture comprises three main parts: the input layer, the hidden layers, and the output layer (Fig. 1) . The number of neurons required to describe each parameter in the input and output layer depends on the parameter nature. A real valued parameter requires one neuron to represent the value, while for parameters which represent classifications, x neurons will be required to describe 2
x categories (Ref 15). The number of hidden layers depends on the type of problem that the network addresses.
For the input layer, the real valued parameters are those that can be varied continuously; for example the arc current intensity, argon gas flow rate, hydrogen flow rate, and the argon carrier gas flow rate; and are thus represented by one neuron each. The injector stand-off distance and the injector diameter values represent a classification with three distinct values. They are, thus, placed into three discrete categories represented by two neurons each ( Table 2) . The output layer, representing the real valued parameters such as the average particle velocity, temperature, and diameter, is represented by a neuron each.
There exist no generalized rules to specify precisely the number of neurons in the hidden layers. Having a large number of neurons in the hidden layer provides a network flexibility of having a larger number of parameters to optimize. However, increasing the size of the hidden layer over a certain limit makes the network under-characterized. Therefore, the network is forced to optimize more parameters than the data vectors available to define these parameters. Too few a number of neurons in the hidden layers leads to under-fitting. The performance of a trained ANN is sensitive to the size of the hidden layers and the optimum number and combination of neurons in the hidden layers are determined from the network optimization process.
Correct optimization of the weight matrix is essential for the network to learn the desired complex input-output relationships. This is achieved by a training procedure, which teaches the network to generalize input and output relationships from the training set. The process of tuning weights and the network parameters is called the paradigm. The most powerful paradigm, which is used in this study and is being used widely, is the back propagation paradigm (Ref 14) . The most popular approach for the back propagation paradigm is the conjugate gradient or quasi Newton (secant) method, which uses the standard numerical optimization techniques (Ref [16] [17] [18] . However, for the quasi Newton method, the storage and computational requirements grow quadratically with the size of the network. With similar storage and computational requirements, a non-linear least squares numerical optimization method (Ref 19) , such as the LevenbergMarquardt algorithm ( Ref 20) , is more efficient than the conjugate gradient method or the variable learning rate algorithm for the network of a few hundred weights (Ref 21) . Other standard back propagation algorithms are very slow and require a lot of off-line trainings. They also suffer from temporal instability and tend to become fixed to the local minima (Ref 22) . Thus, taking into consideration that the network size dealt in this study is within a few hundred weights, the initial back propagation paradigm selected for the ANN training and optimization purpose is the Levenberg-Marquardt algorithm (Appendix A3).
Simulation is started with one hidden layer to obtain the optimal number of hidden layers. The number of neurons in the hidden layer is varied from four to twenty. For each case, the network is trained several times with the database DS ETR and the network generating maximum correlation coefficient, R, value on the test set, DS ET , is stored and saved. Details regarding the correlation coefficient (R) are discussed in section 4.2. The average Mean Absolute Error (MAE) value is also computed alongside for all the networks. The number of hidden layers is increased to two and the number of neurons in each layer is varied from four and three to twenty and nineteen, respectively. The network training and performance measurement is repeated as above. Similar simulations are performed for three (number of hidden layer Figure 2 provides a summary of the performance comparison of the networks having a different number of hidden layers and trained with two different algorithms. The network with two hidden layers is found to generate minimum error when trained with both algorithms. Considering the results obtained from Fig. 2 along with the non-linearity associated with the process under consideration in this study, the number of hidden layers in the designed ANN is set to two (Fig. 1) . The optimum number of neurons in each hidden layer is found out by the network training and optimization procedure discussed in section 4.2.
The maximum number of allowed epochs for each training cycle is set to 10,000. This value along with other training parameters are set to insure that the network is allowed to train for sufficient time and number of epochs, until the error gradient converges completely, or any of the pre-defined stopping criteria are reached. The transfer function used in all layers is the log-sigmoid function and the error performance function is set to the mean square error (MSE).
With the Levenberg-Marquardt algorithm, cross-validation and early stopping statistical techniques are applied to train the neural network. The Bayesian regularization algorithm replaces the Levenberg-Marquardt algorithm using cross-validation and early stopping to view further changes in the generalization ability of the neural network. This involves modification of the performance function during the training of the feed-forward neural network. Typically, during network training, the performance function used is the mean sum of squares of the network errors (Eq 8). In regularization, a term consisting of the mean of the sum of squares of the network weights and biases is added to the performance function F (Eq 9, 10).
where c is called the performance ratio or the regularization parameter
The optimal value of the regularization parameter, c, is determined in an automated manner within the Bayesian framework (Ref 23) . The network weights and biases are assumed to be random variables with specified distributions. The regularization parameters, which can be estimated by statistical techniques, are related to the unknown variances associated with the specified distribution. Bayesian regularization does not require a separate validation and test data set such as the cross validation and early stopping method. It uses the whole set available for training purpose, which improves the training performance and prevents any data being wasted. Furthermore, the algorithm in Bayesian regularization works in keeping the network size to optimal, which eases and eliminates the pre-training work required to determine the minimum network size to avoid over-fitting.
ANN Training and Optimization
Before starting the ANN training, all the network weights and parameters were initialized to random values. The number of neurons in the first and second hidden layer is initially set to four and three neurons, respectively. The ANN was first trained with the Levenberg-Marquardt algorithm along with cross-validation and early stopping. It was first presented with the dataset DS OTR .
A large number of training data is essential to enhance the level of accuracy of a trained network. However, at the same time, it is also important to have a sufficiently large validation set to investigate the generalization ability of the designed model. Thus, the number of samples to be assigned in each of the subsets is an important consideration. The dataset, DS OTR , is divided by interleaving two subsets: the training set and the validation set. The data division ratio (training set: validation set) is set to 0.90:0.10, 0.85:0.15, 0.80:0.20, 0.75:0.25, and 0.70:0.30. Each time the standard deviations of the training and the validation set are computed. The bar chart depicting absolute differences between the standard deviations of the training set and the validation set is shown in Fig. 3 . From the analysis, a data division ratio of 0.85:0.15 is chosen, since the difference in standard deviations is found to be lowest. This result depicts the training and validation sets being statistically most similar to each other in terms of data variations and fluctuations and provides a strong base to training a network having good generalization ability.
The network was trained several times. After each of the training cycles, the trained network was simulated with the test set DS OT . The network producing maximum correlation coefficient (R) values on the test set was stored and saved along with the MSE values. The combination of the number of neurons in each of the hidden layers was varied several times and the whole process was repeated.
The database was then replaced with DS ETR . The data was again interleaved into training and validation set and the data division ratio was set to 0. Fig. 4 . The data division ratio of 0.80:0.20 is chosen for having the lowest deviations between the standard deviations of the sets. The network was once again trained and validated with the same combination of the number of hidden layer neurons used previously for training the network with database DS OTR . For each combination of the number of neurons in the hidden layer, the network training procedure was repeated several times as before, and each time the network generating maximum R-value on the test set DS ET was stored and saved along with their respective MSE values.
The MSE generated by the network when simulated with unseen data set provides a measure of the ''generalization error'' or the performance of the trained network. For this study the unseen set is the test set, whose values were not presented to the network during the training process. The lower this error, then better the networkÕs performance and ability to generalize the process and predict with sufficient accuracy under unseen environments. Appendix A2 provides a table of all the generalization errors generated by the networks. When compared with the performance of the networks trained with DS OTR , the performance of the ANN trained with DS ETR , in terms of its generalization ability, shows improvement with a much smaller generalization error value of 9.39 9 10 À5 in comparison to that of 5.12 9 10
À2
produced by networks trained with DS OTR . The computed correlation coefficient, R, values on the test set provides an understanding of how well the trained networkÕs response, to the unseen input, fits the respective actual outputs. Larger the average R-value better is the correlation between the predicted and actual value. Figure 5 provides a comparison of the R values that depicts, as found previously, improvement of the networkÕs generalization ability. The average R-value for the ANN trained with DS OTR is 0.9485, whereas the average R-value of the ANN trained with DS ETR has a higher value of 0.9946.
The simulation training time is expressed as the number of epochs required by the network, during its training, to reach the minimum error. The average number of epochs for the network trained with DS OTR was 6; whereas, the average number of epochs for the network trained with DS ETR were 61. The longer training time arises from the greater volume of data presented to the network during its training, even after data division. In spite of the longer average training cycle, the generalization capability of an ANN, using the Levenberg-Marquardt algorithm as the training algorithm, is greatly improved and allowed the network to better learn the process represented by the database.
Consider Fig. 5 and Appendix A2 that shows networks trained with databases DS OTR and DS ETR using the Levenberg-Marquardt algorithm. The network with a combination of nine and eight neurons in the first and second hidden layer, respectively, generates the lowest generalization error of 2.16 9 10 À5 with a corresponding R-value of 0.9988. For further referencing, this network is referred to as NN1.
The training algorithm was then changed to Bayesian regularization from the Levenberg-Marquardt algorithm. The network was presented with DS ETR and the initial number of neurons in the first and second hidden layers was set to four and three, respectively. The network was trained several times and as before, the trained network, each time, was tested with the test set DS ET . The network generating highest R-value on DS ET was stored and saved along with the generalization error values. The training was repeated for the same combinations of neurons in the hidden layers, as used previously on training with the 
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Levenberg-Marquardt algorithm, and the same procedure, as stated above, repeated. For performance comparison purpose, a bar chart combining R-values generated by the network trained with Bayesian regularization algorithm on the test set DS ET , with corresponding R-values generated by the networks trained with the Levenberg Marquardt algorithm on the same test set DS ET , is presented in Fig. 6 . The response of the networks, trained with Bayesian regularization, to the test set demonstrates a better match to the actual test set outputs (average R-value of 0.9992) than for the networks trained with the LevenbergMarquardt algorithm (average R-value of 0.9946). Figure 7 presents a bar chart comparison of the generalization errors generated by the two networks. The generalization errors for the networks trained with the Bayesian regularization algorithm much smaller average value found that, with the same database, Bayesian regularization algorithm was successful in training the networks with much better generalization ability than the Levenberg-Marquardt algorithm.
On the other hand, average training time for the networks trained with the Bayesian regularization algorithm was 6889 epochs, in contrast to the average training time of only 61 epochs for the networks trained with the Levenberg-Marquardt algorithm. The average time is greatly increased with the implementation of regularization. However, since the training is performed off-line, this increase would not be a problem when compared to the advantage of having an ANN with better generalization performance.
The results for all the networks trained with the Bayesian regularization algorithm are accumulated in Fig. 8 . The network with a combination of eight and seven neurons in the first and second hidden layers is found to generate the maximum R-value of 0.9996 with a corresponding minimum generalization error of 7.79 9 10
À6
. For further use in this study, this network is referred to as NN2.
The above ANN training and optimization results demonstrate that no specific rules or trends exists that indicate the precise number of neurons in the hidden layer. The optimized number of neurons in the hidden layer needs to be found through the network training and optimization process.
The use of the performance function during Bayesian regularization algorithm training resulted in the smooth network response and improved the generalization ability of the trained network compared to the ones trained with the Levenberg-Marquardt algorithm. One of the important features of the Bayesian regularization algorithm is that it measured the number of network weights and biases that are being used effectively by the network for the training purpose. This algorithm uses an optimum number of parameters during training, unlike the LevenbergMarquardt algorithm, which uses all the available parameters during network training. Figure 9 shows the total number of network parameters (number of weights and biases) against the optimum number of parameters used during training of networks with various combinations of the number of neurons in the hidden layers. For a particular case of a network with twenty and nineteen neurons in the first and second hidden layers, the Levenberg Marquardt algorithm used all of the 639 available network parameters during the training process. On the other hand, the Bayesian regularization algorithm optimized the number of parameters to 172.
The use of such optimum parameters removes the chance of network response to over fit the actual response. However, it increases the fluctuations and variations associated with the parameter values. Figure 10 presents the standard deviations of all the network parameters for networks trained with the Levenberg-Marquardt and Bayesian regularization algorithms. The average standard deviation for the networks trained with the Bayesian regularization algorithm is 22.27. On the contrary, the average standard deviation for the networks trained with the Levenberg-Marquardt algorithm, which uses all the parameters during network training, calculates to be a lower value of 3.19. This results from the use of all parameters and allowing the weights to be more evenly distributed with lower fluctuations. 
Simulation Result Analysis
The networks NN1 and NN2 are used to individually simulate the whole database (Appendix A1). The predicted values obtained are compared with the experimental ones and the corresponding MSE values are computed for each of them. Regression analysis is also performed and the correlation coefficient, R-values, was calculated. The value of MSE along with R provides a measure of the performance of the two networks, trained and optimized with two different algorithms with the expanded dataset DS ETR , on the original database obtained from the open literature (Appendix A1) (Ref 6) . It allows the ANN correlation of the effect of each of the input processing parameter to be related to the output in-flight particle characteristics.
The MSE generated by the network NN1 is 0.015 with a corresponding R-value of 0.9154. On the other hand, the MSE generated by the network NN2 is of lesser value at 9.74 9 10
À4 with a higher R-value of 0.9996. In accordance with the results obtained from network training and optimization in section 4.2, the network trained with the Bayesian regularization algorithm provides better performance on the database in comparison to the network trained with the Levenberg-Marquardt algorithm. These results represent the overall performance of the networks. However, further analysis is performed, as below, to view the generalization performance in predicting each of the three output parameters and the correlation drawn by the ANN between each of the input processing parameters on the output in-flight particle characteristics.
The predicted output in-flight particle characteristic values from both the networks NN1 and NN2 were compared with their respective experimental values and the relative error percentage (with respect to the experimental values) calculated, Table 3 . The average relative error percentages for in-flight particle velocity, temperature, and diameter generated by NN1 are 4.68%, 4.19%, and 2.84%, respectively, with corresponding standard deviations of 11.50 m s À1 , 12.13°C, and 7.08 lm. For NN2, the values are 0.24%, 0.10%, and 0.53%, respectively, with corresponding standard deviations of 0.63 m s
À1
, 0.15°C, and 1.62 lm. The predicted velocity, temperature, and diameter values by the network NN2 demonstrates better coherence and correlation with the experimental values than that of the network NN1. The order of magnitude in errors obtained is well within the experimental errors of these physical measurements; implying that the methods adopted in this study is acceptable. All the predicted values were obtained from the analysis of the complete database and represent the existing correlations, not any standard fitting procedures. For both the networks NN1 and NN2, each of the predicted and experimental output average in-flight particle characteristics were plotted against the six input processing parameters; i.e., the current intensity, hydrogen flow rate, total plasma gas flow rate, argon carrier gas flow rate, the injector stand-off distance, and the injector diameter (Fig. 11-16 ). These plots allow comparisons of the predicted values with respect to experimental data and provide insights concerning the parameter relationships and correlations. Figure 11 presents the average in-flight particle velocity, temperature, and diameter plotted against the arc current intensity values. The predicted velocity and temperature values, for both networks, show increasing dependence with an increase of arc current intensity. The predicted diameter values show a similar effect except for a slight decrease at the higher current value, which could have been as a result of particle vaporization at higher power levels. Both these results are in conjunction to the experimental values of the in-flight particle characteristics. Furthermore, the improvement of the in-flight particle characteristics with an increase in power level has been reported for different materials (Ref 24-26) .
Hydrogen content in the plasma gas improves the velocity, temperature, and enthalpy of the plasma jet (Ref 27) along with the heat and momentum transfer to the particles (Ref 28) . This improves the overall in-flight particle characteristics (Ref 29, 30) . With reference to Fig. 11 Variation of the in-flight particle characteristics with current intensity Fig. 12 Variations of the in-flight particle characteristics with hydrogen content
944-Volume 21(5) September 2012
Journal of Thermal Spray Technology Fig. 12 , this trend is represented by the predicted in-flight particle characteristics by both the networks NN1 and NN2. From Fig. 13 , the predicted in-flight particle velocity increases with an increase in the total plasma gas flow rate (run 9 and 10 from Appendix A1). The results agree with the experimental values obtained. However, the obtained results partially contradicts the findings reported in the literature (Ref 30) , which indicates an increase in both the velocity and temperature values with an increase of total plasma gas flow rate. The trend obtained from the experimental and the predicted values can be related to the increase of argon volume with the increase of the total plasma gas flow rate, which is directly related to the increase of the momentum being transmitted from the plasma jet to the particles. This leads to a decrease in particle residence time in the plasma jet. The predicted diameter values increase with an increase of total plasma gas flow rate. This trend, although it correlates with the experimental values, are difficult to fully understand. The V Ar and V H2 values of 45 and 15 SLPM (run 8 Appendix A1) were not considered because the V Ar value was greater than its highest individual limit (Table 1) . Therefore, error would be introduced into the experimental values and the observations drawn from this result should be considered inconclusive.
An increase in the carrier gas flow enhances particle penetration into core of the plasma jet (Ref 3, 31) , which in turn improves the in-flight particle characteristics. The predicted in-flight particle characteristics from both the networks NN1 and NN2 are correlated (Fig. 14) . Variations of injector stand-off distance and injector diameter would influence particle penetration into the plasma jet (Ref 31 ). An increase in the injector stand-off distance should improve the particle characteristics. On the other hand, an increase in the injector diameter should lower the in-flight particle characteristic value and act opposite to the effects of the carrier gas flow rate. Figure 15 presents improvement of all the predicted values of the in-flight particle characteristics with the increase of injector stand-off distance. This finding correlates with the experimental values as well as that from the literature. Table 4 presents the average relative error percentages of the predicted in-flight particle characteristics for each of the input processing parameters. Fig. 15 Variations of the in-flight particle characteristics with injector stand-off distance Fig. 16 Variations of the in-flight particle characteristics with injector diameter
Concluding Remarks
The thermal spray process is a highly variable process in terms of the input and output relationships. The output temperature and velocity defines and controls the structure and coatings. Accurate predictions of such parameters are important and assist thermal spray engineers in reducing time and the complexities related to the prespray tuning and parameter setting.
The ANN method has been employed to facilitate experimental design and data manipulation of the APS process. Four key outcomes are listed below.
This study addresses over fitting and improving the generalization ability of an ANN in predicting the in-flight particle characteristics of an APS process.
These-determined thermal spray parameters influence significantly the coating properties.
The trained and optimized networks allowed correlation of the in-flight particle characteristics with the input processing parameters. This procedure addressed the variable and non-linear characteristics to associate with the thermal spray process.
Expansion of the training database by Kernel regression improved greatly the networks performance.
The use of regularization in training the networks resulted in fewer use of the network parameters. This increased the level of parameter scattering. However, the generalization performance greatly improved in comparison to the cross validation and early stopping. 
