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A problem of the stochastic nonlinear analysis of neuronal activity is studied by the example of
the Hindmarsh–Rose (HR) model. For the parametric region of tonic spiking oscillations, it is
shown that random noise transforms the spiking dynamic regime into the bursting one. This
stochastic phenomenon is speci¯ed by qualitative changes in distributions of random
trajectories and interspike intervals (ISIs). For a quantitative analysis of the noise-induced
bursting, we suggest a constructive semi-analytical approach based on the stochastic sensitivity
function (SSF) technique and the method of con¯dence domains that allows us to describe
geometrically a distribution of random states around the deterministic attractors. Using this
approach, we develop a new algorithm for estimation of critical values for the noise intensity
corresponding to the qualitative changes in stochastic dynamics. We show that the obtained
estimations are in good agreement with the numerical results. An interplay between
noise-induced bursting and transitions from order to chaos is discussed.
Keywords: Hindmarsh–Rose model; excitability; stochastic sensitivity; noise-induced
transitions; stochastic generation of bursting oscillations; stochastic bifurcations; noise-induced
chaotization.
1. Introduction
In recent years, new mathematical methods of nonlinear dynamics are widely applied
to neuroscience. A number of interesting results on the dynamics of neural systems
were obtained, and many types of neural behavior received adequate interpretation
in terms of dynamical systems theory [1]. In a variety of studies of neurons, both
experimental and theoretical, speci¯c types of activity have been found, combining a
quiescence and an excitability [1, 2]. The excitability can be realized in the form
of the sequence of sharp periodic spikes or as an alternation of quiescence and spiking,
so-called bursting.
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For the mathematical description of the neural behavior, various nonlinear
dynamic models were elaborated. Here, an important place belongs to the models of
ionic transport through neuron membrane, based on Hodgkin–Huxley equations [3].
This four-dimensional model can perfectly ¯t the experimental data but it is quite
complicated for the analytical investigation, so low-dimensional mathematical
models that are amenable to study are widely used. Here, 2D-models of
FitzHugh–Nagumo and Morris–Lecar attracted the attention of many researchers
[4–7]. Due to the bifurcation analysis of these models, a signi¯cant progress in the
understanding of possible internal mechanisms of neural dynamics has been
achieved. The next step was connected with the transition to the three-dimensional
Hindmarsh–Rose (HR) model [8]. This system is one of the simplest models
representing bursting neural activity.
Of particular interest is the study of the response of neural systems to random
disturbances. Di®erent sources of noise in°uence the behavior of a single neuron [9].
The phenomenon of channel noise is associated to the stochastic manner of opening
of ion channels across the cell membrane. The synaptic noise comes from the activity
of other neurons via synapses, which mediate connections between neurons.
The current noise is connected to °uctuations of the applied current. In nonlinear
models, noise can cause various e®ects that have no analogues in deterministic case.
A wide range of new phenomena such as stochastic resonance [10–12], noise-induced
transitions [13], noise-induced chaos [14], noise-induced order [15, 16], stochastic
bifurcations [17] were discovered. Noise can play a constructive role in nonlinear
models of neurodynamics. It was shown that even small stochastic °uctuations can
lead to a signi¯cant qualitative changes in properties of such systems [5, 18, 19].
Deterministic models in neurodynamics are fairly well studied, while the research
of the noise-induced phenomena remains an important and a challenging problem.
The main tool in the vast majority of studies of nonlinear stochastic systems is
the direct numerical simulation of random trajectories. For the solution of
stochastic di®erential equations, various numerical schemes (explicit and implicit)
were developed [20–22]. In order to provide the probabilistic analysis of stochastic
phenomena, statistics calculated numerically for su±ciently large samples of data are
used. The disadvantage of this method is that it requires a lot of computing resources.
For a detailed parametric analysis of stochastic phenomena, the development of
analytical approaches is needed.
The Fokker–Planck (FP) equation [23] gives the most detailed probabilistic
description of stochastic dynamics. However, a direct use of this equation is very
di±cult even for the simplest cases. Under these circumstances, various asymptotics
and approximations are developed. For the approximation of FP solutions, a
well-known quasipotential method [24, 25] and a stochastic sensitivity function
(SSF) technique [26, 27] can be applied.
The present paper is focused on the study of the noise-induced phenomena in the
HR model of neuron activity. The deterministic HR model has been studied by many
authors. The detailed bifurcation analysis of the system in di®erent parametrical
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regions can be found in [28–33]. A particular attention of these studies has been
devoted to the transition from the tonic spiking regime to the bursting one. As for the
stochastic case, the e®ects of noise on the system with periodic external impulse, such
as stochastic resonance [34–37] and coherence resonance [38, 39] were investigated.
The e®ects of noise on the fast subsystem of the HR model were studied in [40].
This paper is organized as following. In Sec. 2, we discuss the basic properties and
the bifurcations of the deterministic HR model. In Sec. 3, the e®ect of random
disturbances on the system in the region of tonic spiking oscillations is studied. We
show that under noise the spiking dynamic regime can transform to the bursting one.
This phenomenon is con¯rmed by changes of distributions of random trajectories
in the phase space and interspike intervals (ISIs). In Sec. 4, for a quantitative
analysis of the noise-induced phenomena in the HR model, we suggest a constructive
semi-analytical approach based on the SSF technique and the method of con¯dence
domains. The algorithm of estimation of critical values for noise intensity
corresponding to the noise-induced bursting is given. Dynamics of stochastic °ows in
HR model is studied in Sec. 5 in terms of Lyapunov exponents. Here, a relationship
between phenomena of the noise-induced bursting and transitions from order to
chaos is discussed.
2. Deterministic System
Consider the 3D HR model [8]:
_x ¼ y x3 þ 3x2 þ I  z
_y ¼ 1 5x2  y ð1Þ
_z ¼ rðsðx x0Þ  zÞ;
where x is a membrane potential, variables y, z describe fast and slow ionic currents,
respectively, I is a scalar (time-independent) parameter of an external current;
0 < r 1 is a time scale parameter; s, x0 are the parameters of the activation of the
slow current. Bursting behavior requires a fast and a slow subsystem. Here, xðtÞ and
yðtÞ form the fast subsystem of the model, whereas zðtÞ is the slow subsystem. In this
paper, we ¯x r ¼ 0:002, s ¼ 4, x0 ¼ 1:6.
Consider the dynamics of the system (1) under variation of the parameter I.
Figure 1(a) shows a bifurcation diagram of the deterministic system on the interval
I 2 ð1:0; 4:0Þ: z-coordinates of equilibrium points, and z-coordinates of points of
intersection of attractors with Poincare section plane x ¼ 0.
The system (1) has a single equilibrium which is stable for I < I1  1:288. It loses
stability due to the subcritical Hopf bifurcation when the parameter I passes from
left to right through the point I1.
For I < I0  1:2677, the stable equilibrium is a unique attractor of the system. As
the parameter passes the point I0, a stable limit cycle appears as a result of the
saddle-node bifurcation. Such type of the cycle is termed \burst". For I0 < I < I1,
the system exhibits a coexistence of the stable limit cycle and the stable equilibrium.
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Initially, near I0, the limit cycle emerges with one spike per period. Then, with the
increase of I, a sequence of period-adding bifurcations occurs: bursts with 2; 3; 4; . . . ;
13 spikes appear. A transition from the burst with 12 spikes to the burst with 13
spikes is accompanied with the transition to chaos. The widest regions of the chaotic
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Fig. 1. Deterministic dynamics. (a) Bifurcation diagram: z-coordinates of stable (green solid) and
unstable (red dashed) equilibrium points, and z-coordinates of points of intersection of limit cycles and
chaotic attractors with Poincare section plane x ¼ 0 (blue solid). (b)–(d) Deterministic attractors
and corresponding time series xðtÞ, zðtÞ for (b) I ¼ 3:24 (regular bursting), (c) I ¼ 3:27 (chaotic bursting),
(d) I ¼ 3:4 (regular spiking).
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bursting are 3:177. I. 3:206 and 3:257. I . 3:292. For I > I2  3:292, a transition
from the bursting chaos to the spiking chaos occurs. With further increase of I, the
intermittency of chaotic and regular spiking is observed, then, at I  3:316,
the transition from the chaotic spiking regime to the regular one occurs. A sequence
of backward period doubling bifurcations takes place: 4-cycle transforms to 2-cycle at
I  3:328, then a transition from 2-cycle to 1-cycle occurs at I  3:364. Finally, the
limit cycle transforms to the stable equilibrium due to the supercritical Hopf
bifurcation at I  25:261.
The classical mechanisms of neuronal bursting in mathematical models [41] are
based on the separation of dynamics into the fast and slow components. For the HR
model, at the value of r ¼ 0:002, used here, evolution of the variable z is by orders of
magnitude slower than dynamics of the variables x and y. In the phase space of
the HR model, there is a \slow surface", close to the plane z ¼ sðx x0Þ [28].
At the parameter values corresponding to deterministic bursting (in the current case,
below I ¼ 3:292) creeping motion along the slow surface (\quiescent phase")
alternates with rapid rotations far away from it (\the bursts"); transitions between
these stages are caused by bifurcations in the \fast subsystem". At higher values of
I (I > 3:292), the deterministic attractor (spiking state lies far away from the locus
of those bifurcations and the bursts do not occur).
Figures 1(b)–1(d) shows the examples of typical regular bursting (Fig. 1(b)),
chaotic bursting (Fig. 1(c)), and tonic spiking (Fig. 1(d)) attractors. In this paper, we
focus on the parametric region of transition from the bursting regime to the spiking
one: I 2 ð3:0; 4:0Þ.
3. Stochastic System
Consider the stochastic HR model with an additive current noise:
_x ¼ y x3 þ 3x2 þ I  zþ "ðtÞ;
_y ¼ 1 5x2  y ð2Þ
_z ¼ rðsðx x0Þ  zÞ;
where ðtÞ is a white Gaussian noise with hðtÞi ¼ 0, hðtÞ>ðtþ Þi ¼ ðÞ, and " is a
noise intensity.
In this paper, we study the e®ect of random disturbances on the system (2) in the
regime of tonic spiking oscillations. For the numerical simulation of random
trajectories, the standard Runge–Kutta fourth-order deterministic scheme with
corresponding stochastic terms and the time step 0:0001 was used.
Consider the value I ¼ 3:7. Here, the spiking cycle with one spike per period is the
attractor of the deterministic system. Figures 2(a) and 2(b) shows the random tra-
jectories starting from this deterministic cycle (in the projection on xOz plane) and
the corresponding xðtÞ plots for two values of noise intensity. For a su±ciently small
noise (" ¼ 0:01), the random trajectories are localized in some small vicinity of the
deterministic limit cycle. The type of oscillations remains spiking, with one spike per
Methods of Stochastic Analysis of Complex Regimes in the 3D Hindmarsh–Rose Neuron Model
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Fig. 2. Stochastic generation of bursting oscillations for I ¼ 3:7: (a) " ¼ 0:01, (b) " ¼ 0:1. For a small
noise (a), random trajectories starting from the deterministic limit cycle are localized in a small vicinity of
it (noisy spiking regime). With an increase of noise (b), the dynamic regime changes to the stochastic
bursting one (the alternation of spiking and quiescent phases and the sharp decrease of z-coordinates are
observed). (c) Changes in the dispersion of random trajectories for I ¼ 3:7: z-coordinates of intersection
points of random trajectories with Poincare section x ¼ x in dependence on the noise intensity. Dashed
lines mark the values " ¼ 0:01 and " ¼ 0:1 for which the stochastic dynamics displayed in Figs. 3(d)–3(f)
Deterministic (black) and stochastic (gray) bifurcation diagrams: (d) " ¼ 0:0005, (e) " ¼ 0:001,
(f) " ¼ 0:005.
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period (Fig. 2(a)). This can be considered as noisy tonic spiking oscillations. If the
noise intensity is greater than some threshold value (" ¼ 0:1), the random
trajectories go far from the deterministic cycle, with a sharp decrease of
z-coordinates, and then an oscillatory transition process of approaching to the
deterministic cycle is observed (Fig. 2(b)). On the xðtÞ plot, one can observe clearly
de¯ned intervals of quiescence and spiking phases. This indicates that under noise,
the type of oscillations changed from spiking to bursting.
Figure 2(c) shows how noise changes the dispersion of random trajectories for
I ¼ 3:7. Here, z-coordinates of points of intersection of random trajectories with the
Poincare section plane x ¼ x (x is x-coordinate of the equilibrium) in dependence of
noise intensity are plotted. Dashed lines mark the values " ¼ 0:01 and " ¼ 0:1 for
which the stochastic dynamics is displayed in Figs. 2(a) and 2(b). For small noise
intensities, random states concentrate near the deterministic limit cycle and have a
su±ciently small dispersion. With an increase of noise, a signi¯cant deviation of
z-coordinates in the direction of smaller values is observed. This corresponds to the
emergence of bursting oscillations.
Consider how noise changes the bifurcation diagram. Figures 2(d)–2(f) show the
stochastic bifurcation diagrams for various values of ". In the deterministic
bifurcation diagram, the transition from the tonic spiking region to the bursting
region is characterized by the sharp increase in the range of values of z-coordinates
(i.e., the expansion of the diagram). Note that in stochastic bifurcation diagrams, the
bursting region shifts to the right, i.e., to higher I values (compare the black line with
the gray line in Figs. 2(d)–2(f)).
Figure 3 demonstrates the details of the distribution of random trajectories in
dependence on the noise intensity. The probability density function PðzÞ for
z-coordinates of points of intersection of random trajectories with x ¼ x is plotted for
I ¼ 3:7 for various noise intensities. The functions were obtained by averaging the
data from 100 realizations of random trajectories on the time interval ½0;T , T ¼ 106,
discarding the transient period t ¼ 105.
3.3 3.4 3.5 3.6 3.7 3.8
0
0.05
0.1
ε = 0.01
ε = 0.02
ε = 0.03
ε = 0.05
ε = 0.1
P
Fig. 3. PDFs for distribution of intersection points of random trajectories with Poincare section x ¼ x in
dependence on the noise intensity. Dashed lines denote the locations of intersections of the deterministic
limit cycle with x ¼ x.
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For a weak noise (" ¼ 0:01), the probability density function P ðzÞ is bimodal with
the narrow and high peaks located above the corresponding states of the
deterministic limit cycle: z1 ¼ 3:74 and z2 ¼ 3:77. The stronger noise (" ¼ 0:02)
slightly smoothens these peaks. The further increase of noise (" ¼ 0:05) results in the
transformation of the form of the function to the unimodal one. For greater noise
intensity values, the peak of the function P ðzÞ shifts to the zone with smaller
z-coordinates.
Let us suggest the criterion for the transition from the spiking regime to the
bursting one. Note that for the bursting oscillations, the random states with x < 1
are observed (the quiescence zones in Fig. 2(b)). The value x ¼ 1 can be used as a
threshold that separates in the phase space the quiescence from the spiking phase.
For a quanti¯cation of the weight of spiking time in the total time of the observation,
consider the numerical characteristic ð"Þ ¼ limT!1 TqT , where Tq is the time spending
by the system in the region x < 1, and T is the total time. Function  can be
considered as the probability for generation of bursts. In Fig. 4(a), functions ð"Þ
for di®erent I are plotted. Here, a su±ciently large time of observation T ¼ 107 is
taken in computations. For a small noise, random states are concentrated near the
deterministic cycle, so  ¼ 0. With the increase of the noise intensity, one can observe
a growth of  values. This means that with the increasing noise, the system begins to
spend more time in the zone with x < 1, which indicates the stochastic generation
of bursting.
Stochastic changes in oscillatory dynamics are traditionally quanti¯ed by
statistics of ISIs  , such as the probability density function (pdf) of ISIs, the mean ISI
(hi), and the coe±cient of variation (CV), CV , de¯ned as the ratio of the ISIs
standard deviation to the mean ISI.
Figure 5 displays the pdfs of ISIs for I ¼ 3:7 and I ¼ 3:35 for various noise
intensity values. For I ¼ 3:7, the function has one peak, corresponding to the period
of the deterministic cycle (T ¼ 27). With the increase of noise (" ¼ 0:02), a new peak
(see the enlarged fragment in Fig. 5(a)) of the function in the zone of long ISIs
appears (  120), which corresponds to the emergence of bursting oscillations (a
long interval accounts for the quiescence phase). However, the expected increase of
the mean ISI does not occur (see Fig. 4(b)). On the contrary, one can observe that
the mean ISI decreases with the increase of noise. This e®ect is due to the fact that
simultaneously with the emergence of the long ISIs, the distribution of the short ISIs
drastically changes. This can be seen in detail in Fig. 5(a) (left part). One can observe
that with the increase of noise (" ¼ 0:02), the peak of pdf in the zone of short ISIs
splits in two peaks, with a new peak corresponding to shorter intervals (  11),
which re°ects the increase of the frequency of spikes in the emerged burst. With
the further increase of noise, the shorter ISIs begin to dominate, and two peaks in the
zone of short ISIs merge into one (" ¼ 0:1). Thus, under random disturbances,
the probability density ¯rst changes from unimodal to trimodal, and then becomes
bimodal. This means that the system undertakes P -bifurcation [17] related to the
qualitative change of the distribution of ISIs of the stochastic cycle.
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A similar e®ect is observed for other values of I in the region of spiking cycles.
Indeed, for I ¼ 3:35, the deterministic cycle has two spikes per period. Figure 5(b)
shows the pdfs of ISIs for I ¼ 3:35 for various noise intensity values. Note that for
small noise, the pdf is bimodal. With the increase of noise, these peaks merge. With
the further increase of noise, as in the case of the cycle with one spike, the new peaks
in zones of longer and shorter ISIs appear.
10−3 10−2 10−1
0.1
0.2
0.3
0.4
I = 3.9
I = 3.7
I = 3.5
I = 3.4
ζ
ε
(a)
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ε
(b)
10−3 10−2 10−1
0
0.5
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I = 3.9
I = 3.7
I = 3.5
I = 3.4
CV
ε
(c)
Fig. 4. (a) Plots of the function ð"Þ ¼ limT!1 TqT in dependence on noise intensity. Here Tq is the time
spent by the system in the zone x < 1 and T is the total time. Here, T ¼ 107 is taken for computations.
The value x ¼ 1 is used as a threshold that separates in the phase space the spiking phase from the
quiescent one. A sharp increase of  indicates the onset of the stochastic generation of bursting. The
triangles mark the critical values of noise intensity. (b) and (c) ISIs: (b) mean value, (c) coe±cient of
variation (CV). Dashed line indicates the Poissonian limit (CV ¼ 1). The triangles mark the critical values
of noise intensity.
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Summarizing, the stochastic transition from spiking to bursting oscillations is
characterized by two e®ects: the emergence of long ISIs, corresponding to the
quiescence phase, and the shift of the pdf peaks to the zone of shorter ISIs (i.e., the
increase of the frequency of spikes in bursts). Long ISIs are su±ciently rare, therefore
the mean ISI decreases with increasing noise intensity.
Figure 4(c) shows the plots of the coe±cient of variation (CV) for various I in
dependence on the noise intensity ". For su±ciently small noise intensities, the CV is
close to zero. With the increase of noise, one can observe the sharp increase of the
CV, which indicates the growth of variability of ISIs under random disturbances.
This phenomenon is known as anti-coherence resonance [42] or incoherence reso-
nance [43]. The CV reaches some level, and with the further increase of noise, it stays
almost constant and close to the Poissonian limit, i.e., CV ¼ 1.
Figures 2(c) and 4 allow us to make empirical estimations for the critical values of
noise intensity corresponding to the transition from the spiking regime to the
bursting one. This transition is accompanied by the several observed e®ects (the
sharp decrease of z-coordinates, the emergence of the quiescence zones with x < 1,
the decrease of the mean ISI, and the growth of the ISI's variance) which appear at
some level of noise. For I ¼ 3:4, we estimate "  0:003, for I ¼ 3:5, we get
20 40 60 80 100 120 140
0
0.1
80 100 120 140
0
1
2
x 10−3 ε = 0.01
ε = 0.02
ε = 0.03
ε = 0.04
ε = 0.1
P
ISI
(a)
20 40 60 80 100 120 140 160
0
0.1
0.2
0.3
0.4
ε = 0.0001
ε = 0.0005
ε = 0.001
ε = 0.002
ε = 0.004
140 160
0
1
2
3
x 10−3P
ISI
(b)
Fig. 5. PDFs of ISIs for (a) I ¼ 3:7, (b) I ¼ 3:35. Dashed lines indicate the values of ISIs for the
oscillations in the deterministic system (for I ¼ 3:7, it is the period of the cycle).
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"  0:006, for I ¼ 3:7, we have "  0:02, and for I ¼ 3:9, we get "  0:04 (see
Fig. 4, the critical values of noise intensity are marked with triangles).
4. Stochastic Sensitivity Analysis
The emergence of noise-induced bursting oscillations can be explained by the
peculiarities of the phase portrait of the deterministic system. Trajectories starting
close to the deterministic cycle, ¯nally approach the cycle, but the character of the
transient process depends on the value of the initial deviation. Indeed, if the
deviations are relatively small, the trajectories tend to the cycle monotonically. If we
take the initial deviations larger than some threshold, the trajectory goes su±ciently
far from the cycle and approaches it making several loops that correspond to spikes
(Fig. 6). Thus, considering di®erent initial points, one can specify a border between
these two di®erent transient regimes in the phase space. Let us de¯ne this border by
the term \pseudo-separatrix".
To analyze the mechanism of stochastic generation of bursting oscillations, we
apply the SSF technique. SSF allows us to approximate a dispersion of random states
around the deterministic attractors. A brief review of the SSF technique is given in
the Appendix.
Eigenvalues and eigenvectors of the stochastic sensitivity matrix de¯ne a
geometric con¯guration of the con¯dence domains, i.e., the variance of random states
around the stable attractor. Using SSF technique, we can construct a family of
con¯dence ellipses around the stable limit cycle. The eigenvalues of SSF matrix may
vary nonuniformly along the limit cycle. This is shown in Figs. 7(a) and 7(b), which
displays the nonzero eigenvalues of the SSF matrix of the limit cycle for I ¼ 3:5 and
I ¼ 3:7. One can observe a signi¯cant irregularity of dispersion of random
trajectories along the cycle. The largest values of SSF correspond to the spiking
−1 0 1
3.2
3.3
3.4
3.5
x
(a)
−0.93 −0.92
3.57
3.58
3.59
x
(b)
Fig. 6. Deterministic phase trajectories for I ¼ 3:5: the character of transient process depends on initial
conditions (here, two colors show the results of di®erent initial values of the model).
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phase of the limit cycle. The SSF crucially changes under the variation of I: the form
of graph for the SSF eigenvalues changes strongly with the variation of I, as well as
magnitudes of the eigenvalues. Note that these changes of SSF do not result from
changes of the phase coordinates of the limit cycle.
To determine the stochastic sensitivity of the cycle as a whole, the stochastic
sensitivity factor M can be used (see Appendix). In Fig. 7(c), the plot of the sto-
chastic sensitivity factorMðIÞ for limit cycles in the spiking region is presented. One
can observe that at the points of period-doubling bifurcations, the sensitivity
becomes very large. Note that the stochastic sensitivity increases as the period of the
cycles grows.
Let us consider a point ~x of the limit cycle from \transition region", i.e., a part
of the cycle from which the stochastic trajectories go o® to the bursting zone in the
phase space (see Fig. 8). Note that the transition region is not a part of the cycle with
maximal stochastic sensitivity, but it is a zone in which large sensitivity combines
with the proximity to the pseudo-separatrix.
0 5 10 15 20 25 30
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100
101
0 5 10 15 20 25 30
−1
0
1
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t
0 5 10 15 20 25
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1
0 5 10 15 20 25
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100
101
λ
λ1
λ2
x
t
t
3.4 3.5 3.6 3.7
100
102
104
106
108
I
M
(c)
(a) (b)
Fig. 7. Stochastic sensitivity of limit cycles for (a) I ¼ 3:5, (b) I ¼ 3:7. The circle marks the location of
the stochastic sensitivity factor M ¼ max½0;T  1ðtÞ. (c) Stochastic sensitivity factor M in the region of
tonic spiking cycles.
I. Bashkirtseva, L. Ryashko & E. Slepukhina
1850008-12
Fl
uc
t. 
N
oi
se
 L
et
t. 
20
18
.1
7.
 D
ow
nl
oa
de
d 
fro
m
 w
w
w
.w
or
ld
sc
ie
nt
ifi
c.
co
m
by
 2
13
.1
42
.3
5.
54
 o
n 
07
/1
9/
19
. R
e-
us
e a
nd
 d
ist
rib
ut
io
n 
is 
str
ic
tly
 n
ot
 p
er
m
itt
ed
, e
xc
ep
t f
or
 O
pe
n 
A
cc
es
s a
rti
cl
es
.
Consider a hyperplane  that is orthogonal to the cycle at the point ~xðtÞ. For points
of intersection of random trajectories with the plane , we can construct con¯dence
ellipses corresponding to di®erent values of noise intensity. A location, a form and a
size of a con¯dence ellipse are de¯ned by the nonzero eigenvalues 1;2ðtÞ and the
corresponding eigenvectors v1;2ðtÞ of the stochastic sensitivity matrix WðtÞ. The
equation of the con¯dence ellipse with the center at the point ~xðtÞ in the plane  is
the following:
u 21
1
þ u
2
2
2
¼ 2k2"2;
where ðu1;u2Þ are coordinates of the ellipse points in the plane  in the basis ðv1; v2Þ.
The parameter k determines a ¯ducial probability P ¼ 1 ek. For a small noise,
con¯dence ellipses give a good approximation for the dispersion of random states
around the deterministic cycle (see Fig. 9(a)).
Examining di®erent initial points in the plane , one can de¯ne a pseudo-
separatrix, specifying a border between two di®erent transient regimes in the phase
space. To determine the type of the transient regime (spiking or bursting), we use the
threshold value x ¼ 1: if a deterministic trajectory has points with x < 1, we
assume that the type of the transient regime is bursting.
Let us suggest a method allowing to estimate the critical value of the noise
intensity " corresponding to the onset of noise-induced bursting. Figure 9(b) shows a
point of cycle in the transition region for I ¼ 3:7, pseudo-separatrix, and con¯dence
ellipses for two values of the noise intensity (a ¯ducial probability is P ¼ 0:99). For
the su±ciently small noise intensity (" ¼ 0:01), the con¯dence ellipse is close to the
deterministic cycle. With an increase of the noise intensity (" ¼ 0:02), the ellipse
expands and intersects the pseudo-separatrix (see Fig. 9(b)). This means that with
high probability, stochastic trajectories can go to the bursting zone of the phase
0 5 10 15 20 25
10−2
10−1
100
101
t
λ
λ2
λ1
(a)
−1
0
1
−4
−2
0
3.75
3.76
3.77
3.78
x
y
(b)
Fig. 8. Transition region (i.e., a part of the cycle from which the stochastic trajectories go o® to the
bursting zone) for I ¼ 3:7 and its stochastic sensitivity: (a) nonzero eigenvalues 1;2 of the SSF matrix
along the limit cycle; (b) limit cycle in phase space; transition region (square), part of the cycle with highest
stochastic sensitivity (red circle).
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space. The noise intensity that corresponds to the intersection of the con¯dence
ellipse with the pseudo-separatrix can be used as an estimation of the threshold value
". For I ¼ 3:7, we get "  0:02. The obtained value is in a good agreement with the
results of the numerical simulations.
Let us describe brie°y the procedure of estimation of the critical values for the
noise intensity in the following algorithm:
(1) Calculate eigenvalues and eigenvectors of SSF for the limit cycle.
(2) Determine a point ~x of the limit cycle from \transition region".
(3) Determine a hyperplane  orthogonal to the cycle at the point ~x.
(4) Examining di®erent initial points in the plane , de¯ne a pseudo-separatrix.
(5) For the point ~x and hyperplane , construct a set of con¯dence ellipses
corresponding to di®erent values of noise intensity.
(6) Determine the critical value " of noise intensity as the value for which the
con¯dence ellipse begins to intersect the pseudo-separatrix.
5. Lyapunov Exponents. Noise-Induced Transitions Between
Order and Chaos
Let us discuss the relations of noise-induced bursting in the system (2) with the
behavior of the largest Lyapunov exponent (LLE). The Lyapunov exponent
quantitatively re°ects the dynamic peculiarities of deterministic and stochastic
°ows. A negative LLE means that the trajectories of the stochastic system mostly
−2 −1 0 1 2
x 10−4
−2
−1
0
1
2
x 10−4
ε = 5×10−5
ε = 1×10−4
u1
u2
Π
(a)
−0.01 0 0.01
−0.05
0
0.05
ε = 0.01
ε = 0.02
u1
u2
Π
(b)
Fig. 9. Point of deterministic limit cycle (circle) and con¯dence ellipses (solid, dashed) for I ¼ 3:7 and the
¯ducial probability P ¼ 0:99 with (a) intersection points of random trajectories with normal plane ,
(b) pseudo-separatrix (dash-dotted).
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converge. Positive values of LLE indicate that the divergence dominates. Change of
the sign of LLE from negative to positive is widely used as an indicator of the
transformation from regular to chaotic dynamics [14–16].
In Fig. 10, Lyapunov exponents ð"Þ for various I values in dependence on noise
intensity are presented. For I ¼ 3:27, the deterministic system exhibits chaotic
bursting, and, correspondingly, for " ¼ 0, Lyapunov exponent is positive. The
increase of noise leads to insigni¯cant growth of .
For values of the parameter I corresponding to the tonic spiking, ð0Þ ¼ 0. With
the increase in noise, the values of  initially decrease slightly, become negative, and
then increase sharply and become positive. Note that the values of  become greater
than in the case of the chaotic spiking. Thus, the exponent  in the region of the tonic
spiking is very sensitive to noise. Even for su±ciently small noise intensities, the
regular stochastic oscillations transform into the chaotic. Note that the noise--
induced chaotization occurs for smaller values of noise intensity than the stochastic
generation of bursting oscillations. Thus, the chaotization precedes the generation of
bursting.
6. Summary
The e®ect of random disturbances on the HR model with an additive current noise in
the parametric region of tonic spiking oscillations was studied. We showed that
under noise, the spiking dynamic regime in this model transforms into the bursting
one. Along with the changes of the distribution of random trajectories in the phase
space, the transformation of the pdf for a distribution of ISIs is observed. It was
found that the stochastic transition from spiking to bursting in the HR model is
characterized by two e®ects: the emergence of long ISIs, corresponding to the
appearance of quiescence phase, and the increase of the frequency in generated
bursts. For a quantitative analysis of the noise-induced bursting, we suggested a
0 1 2 3 4
x 10−3
0
0.01
0.02
0.03
I=3.27
I=3.4
I=3.5
I=3.7
Λ
ε
Fig. 10. The largest Lyapunov exponent (LLE) in dependence on the noise intensity. Dashed line denotes
 ¼ 0.
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constructive approach based on the stochastic sensitivity function technique and the
method of con¯dence domains that allows us to describe geometrically a distribution
of random states around the deterministic attractors. Using this approach, we
developed a new algorithm for the estimation of critical values for the noise intensity
corresponding to the qualitative changes in stochastic dynamics. We showed that the
obtained values are in a good agreement with direct numerical simulations. A rela-
tionship between noise-induced bursting and transitions from order to chaos was
discussed, and it was shown that in the HR model, the noise-induced chaotization
precedes the stochastic generation of bursts.
Appendix A. Stochastic Sensitivity Function Technique
Consider a general nonlinear system of Ito stochastic di®erential equations:
_x ¼ fðxÞ þ "ðxÞðtÞ: ðA:1Þ
Here, x is an n-vector, fðxÞ is a smooth n-dimensional function, ðtÞ is an
n-dimensional white Gaussian noise with hðtÞ>ðtþ Þi ¼ ðÞI, I is an n n
identity matrix, ðxÞ is an n nmatrix function, and " is a scalar parameter of noise
intensity.
Let the corresponding deterministic system ð" ¼ 0Þ have an exponentially stable
limit cycle , de¯ned by a T -periodic solution xðtÞ ¼ xðtþ T Þ.
Trajectories of the randomly forced system (A.1) leave the deterministic cycle 
and form some probabilistic distribution around it. Time evolution of this
distribution is governed by FP equation. In a steady regime, one can consider sta-
tionary ðx; "Þ described by the stationary FP equation.
A direct usage of this equation is complicated for multidimensional (n  2Þ
systems, therefore various approximations and asymptotics are developed [18, 44, 45].
Here, a well-known quasipotential method [24, 25] and a SSF technique [26, 27, 46]
can be applied.
Let t be a hyperplane that is orthogonal to the cycle at the point xðtÞ
ð0  t < T Þ. For this plane, in the neighborhood of the point xðtÞ, a Gaussian
approximation of the stationary probabilistic distribution can be written [26] as:
tðx; "Þ ¼ Kexp 
ðx xðtÞÞ>WþðtÞðx xðtÞÞ
2"2
 
;
with the mean value mt ¼ xðtÞ and the covariance matrix Dðt; "Þ ¼ "2WðtÞ. Here,
the matrix functionWðtÞ is singular, and the sign \þ" means a pseudoinversion. The
matrix WðtÞ is a unique solution of the boundary problem
_W ¼ F ðtÞW þWF>ðtÞ þ P ðtÞSðtÞP ðtÞ; ðA:2Þ
with conditions
WðT Þ ¼Wð0Þ; WðtÞfðxðtÞÞ ¼ 0:
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Here
FðtÞ ¼ @f
@x
ðxðtÞÞ; SðtÞ ¼ ðxðtÞÞ>ðxðtÞÞ;
PðtÞ ¼ I  fðxðtÞÞf
>ðxðtÞÞ
f>ðxðtÞÞfðxðtÞÞ :
The matrixWðtÞ characterizes the stochastic sensitivity of the system to random
disturbances. We will term it stochastic sensitivity function (SSF) matrix. The
eigenvalues iðtÞ and the eigenvectors viðtÞ of the SSF matrix describe the dispersion
of random states in the Poincare section t near the point xðtÞ of the cycle.
The eigenvalues and eigenvectors of the SSF matrix can be found via the method
of singular decomposition described in [26]. This approach was e®ectively applied for
the analysis of the three-dimensional stochastic systems in [47, 48].
The valueM ¼ max½0;T  1ðtÞ is a useful characteristic of the cycle as a whole. We
consider M as a stochastic sensitivity factor of the limit cycle .
SSF matrix allows to construct a con¯dence ellipse with the center in the point
xðtÞ. The equation of this ellipse in the plane t looks like
ðx xðtÞÞ>WþðtÞðx xðtÞÞ ¼ 2k2"2;
where the parameter k determines a ¯ducial probability P ¼ 1 ek. A set of these
ellipses for t 2 ½0;T Þ specify some con¯dence torus around a deterministic cycle. This
torus is a con¯dence domain in a phase space for the stochastic cycle as a whole [47].
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