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Fractures play a major role in reservoir exploitation, as they act as natural pathways forfluid flow in the subsurface. They also change the rheology of rocks, generally weakeningthem. Knowledge of their geometrical characteristics, as well as their connectivity and
fluid fill attributes are key parameters in describing fracture systems. Seismic methods can be
used to characterise fractures. For example, aligned fractures are very effective in generating
seismic anisotropy in a medium, where elastic wave velocities vary as a function of direction
of propagation. Such anisotropy is controlled by the compliance of the fracture, which can
be decomposed into normal and tangential components, ZN and ZT , respectively. As the
compliance of a fracture set depends on the fluid fill properties, as well as the connectivity, the
fracture compliance ratio, ZN /ZT , is a good indicator of fracture fluid properties. In this thesis,
seismic anisotropy is used to characterise fracture networks and quantify ZN /ZT in two different
settings.
In the first study, seismic velocities are measured as a function of azimuth, at Lilstock, in
South West England. Here a wave-cut platform of the Blue Lias sequence of limestone and shale
is saturated and drained by the tide, which makes it an ideal location to study time lapse effects
due to fluid saturation. A drone is used to characterise the exposed fracture patterns showing
a clear E-W set of dominant fractures, but also spatial variations in secondary fracture sets.
The measured pattern of seismic anisotropy is consistent with the preferred E-W orientation of
the fractures. Seismic velocities increase as the tide retreats, primary due to the reduction in
density of the fractured rock. Variations of ZN /ZT from 0.18 to 0.40 and 0.48 are observed over
three surveys, mainly due to a drop of ZT . These variations are attributed to a decrease in the
water content of the main fracture set as the tide retreats.
The second study uses earthquakes recorded by a temporary array of seismometers deployed
following the 12 June 2011 eruption of the Nabro volcano in Eritrea. This was one of the
largest volcanic eruptions in the last decade. High b-values are calculated, suggesting the
presence of a dense fracture network rich in fluids. Shear-wave splitting measurements highlight
an overall trend of the fast shear wave polarisation, φ, in the NW-SE direction, parallel to
the regional maximum horizontal stress. However, a migration of φ from E-W to NW-SE is
observed over time. These results are attributed to the presence of two orthogonally oriented
sets of fracture, one being activated by the eruption. Delay times between the fast of the slow
shear waves, δt , shows that the anisotropy is localised to the upper three kilometres below
the surface. Variations in the fracture compliance ratio are also determined from the splitting
vii
parameters. ZN /ZT of the eruption-induced fracture set decreases as a function of time. This
is attributed to the fracture set closing and becoming less connected as the fluid pressure is
reduced in the hydrothermal/magmatic system. These results show the potential of shear-wave
splitting measurements as a tool for monitoring volcanic unrest. Furthermore, Nabro volcano is
a promising geothermal reservoir in Eritrea, and fracture characterisation provides a means to
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Seismic methods provide a powerful approach to image fractures in the subsurface ina non-invasive manner. In this thesis, I explore the effects of fractures on seismicproperties in two distinct settings. This introductory chapter first defines the concept of
cracks, fractures and fracture sets. Their importance in the Earth’s shallow crust is highlighted,
including their effects on permeability, as well as the effective strength and elasticity of the rock.
Finally, the main objectives of this thesis are presented.
1.1 Fractures in rock
A fracture is “a surface in a material across which there is a loss of continuity, cohesion
and, therefore, strength” (van der Pluijm and Marshak, 2004). Fractures can be defined as
mechanical breaks due to strain forming in response to an applied stress, and can be described
as poorly bonded interfaces. These discontinuities take multiple forms and a single fracture can
be described in many ways (Figure 1.1).
The generic term ‘fracture’ contains various sub-categories of brittle discontinuities, with
different origins and characteristics. The term ‘crack’ is also used, particularly in the engineering
1
CHAPTER 1. INTRODUCTION
Figure 1.1 Different approaches to represent fractures. Modified from Hudson and Liu (1999)
and Sayers et al. (2009).
literature. It does not characterise the mechanical origin of the discontinuity and is sometimes
used to refer to small fractures.
The two most abundant fracture types in nature are joints and faults (Figure 1.2; Liu and
Martinez, 2013). Joints form in extension or opening mode (Pollard and Aydin, 1988), the
planes being pulled apart from each other, with no shear displacement. They generally occur
in sets, made of parallel and evenly spaced joints. Multiple sets are often present, forming a
joint system. They are a primary mechanism for fluid transport within fractured reservoirs.
They also enhance the porosity of rock (i.e., secondary porosity). Due to their role as natural
pathway for fluid migration, mineralisation can occur between the joint faces. Fractures that
are completely mineralised are called veins (Peacock et al., 2016), and show extremely low
permeability.
Faults show shear displacement (Price, 1966). They occur either in clusters or isolated over
2
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a wide range of length scales. Fault tends to not enhance rock permeability as much as joints,
and can even form a barrier for fluid flow.
Figure 1.2 Joints and fault at Lilstock Beach, South West England. Adapted from Pollard
and Fletcher (2005).
Fracture systems are naturally present in most of the rock formations in the Earth’s brittle
crust, up to approximately 20 km depth (e.g., Dragoni and Pondrelli, 1991; Castaing et al.,
1996; Tryggvason et al., 2002). Fractures in the crust have the tendency to cluster in damage
zones around a major fault. The frequency of fracturing generally decreases with distance from
the fault core (Faulkner et al., 2006) and depends on its size (Beach et al., 1999). The nature
of the fault displacement and the existence of multiple fault cores affect the spatial distribution
and the geometry of the fractured damage zone (Mitchell and Faulkner, 2009). Fractures also
distribute on and around fold zones (Price, 1966), where they are controlled by a series of
parameters, including the nature of the rock, the strain, the bedding thickness, and the ductile
contrast between layers (?).
Some of these fractures outcrop at the surface and are visible on bare rock formations (e.g.,
Foord et al., 2015; Watkins et al., 2015; Procter and Sanderson, 2017), generally occurring in
3
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aligned sets (Figure 1.3a). Deformation mechanisms, such as folding or shearing, can lead to
complex fracture networks, with more than one set of fractures, showing different orientations,
lengths and intensities (Figure 1.3b). Multiple fracture sets with different orientations can result
from different deformation events over time.
Fractures occur naturally at a variety of scales (Figure 1.4) ranging from the grain (Hooker
et al., 2009; Iñigo et al., 2012) to regional (Le Garzic et al., 2011; Le Goc et al., 2017) and
continental scale (Wise, 1974; Perrin et al., 2016).
Since the second half of the 19th century, fractures have been artificially induced in order
to enhance the connectivity properties of rock (Testa, 2017). Hydraulic fracturing (also called
fracking) is used to improve reservoir recovery, as fractures represent a preferential pathway
for fluid flow. Applications include tight gas and shale gas reservoirs (Kendall et al., 2012), as
well as geothermal systems (Baisch et al., 2009). As the technique is increasingly used, it is
intensively monitored, as it frequently raises public concerns (Whitmarsh et al., 2015).
1.2 Importance of fractures
Because of their ubiquity in the top kilometres of the Earth’s crust, fractures and cracks
represent a major feature when studying its properties and have several important implications.
They decrease the strength of rock (Alehossein and Boland, 2004), impact rheological behaviour
(Zhang et al., 2017) and represent natural pathways for fluids in crustal rocks (Franciss, 2010).
These impacts on mechanical and fluid-flow properties are of major importance for natural
hazard assessment (e.g., Walter and Joswig, 2008; Hamlyn et al., 2014 and geo-industrial
applications (e.g., Awdal et al., 2016; Jupe et al., 2003; Verdon et al., 2013). Fractures also
provide secondary porosity, such as in carbonate reservoirs (e.g., Huang et al., 2017). Stress
history and past deformation mechanisms can also be investigated by observing and analysing
fracture networks (e.g., Castaing et al., 1996).
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Figure 1.3 Fracture trace maps derived from outcrop mapping. (a) Ward Lake outcrop,
California, United States. Light-grey region shows homogeneous subdomain, and black regions
are unexposed and non mappable areas. Dashed line shows the location of a dike. Modified from
Rohrbaugh et al. (2002). (b) Outcrop of the Torridon Group sandstone in the Achnashellach
Culmination, Scotland. Each colour corresponds to a specific fracture set. Modified from
Watkins et al. (2015)
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Figure 1.4 Normalised cumulative distributions of fracture lengths derived from structural
maps. The four distinct datasets, marked as N , +, • and × are based on mapping of fractures
ranging over several order of magnitudes. Source: Le Garzic et al. (2011).
1.2.1 Permeability
One of the most important characteristics of the fractures is their ability to enhance the
permeability of the medium they are embedded in. Laboratory experiments made on rock
samples (Latief and Feranie, 2014; Lamur et al., 2017) and borehole measurements (Paillet
and Kapucu, 1989) have shown the importance of fracture networks on the permeability of the
medium. Faulkner and Armitage (2013) show permeability enhancement induced by the opening
of micro-fractures at various loading paths in a granite sample. Anissofira and Latief (2015)
estimate permeability in a geothermal reservoir, showing that fractures have a predominant
role in transporting fluid compared to the granular type pores (Figure 1.5).
In reservoir settings, fluid storage is mainly due to pore spaces. Fractures act as secondary
6
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Figure 1.5 Modelled velocity profile produced by simulating fluid flow in a 3D scanned
geothermal rock sample. (a) Contains fractures and granular pores. (b) Contains fractures only.
(c) Contains granular pores only. Source: Anissofira and Latief (2015).
porosity features. Fractures generally represent a much more negligible volume and play a role
of connection. They increase the permeability by linking together pore spaces (Gurevich et al.,
2009), as they represent a natural pathway for fluids to flow in the rocks.
This is particularly important in production reservoirs, such as conventional (Al-Harrasi
et al., 2011) and tight gas reservoirs (Wuestefeld et al., 2011a), as well as groundwater aquifers
(Mansour et al., 2018; Nascimento Da Silva et al., 2004), and geothermal fields (Julian et al.,
2010; Rial et al., 2005).
Reliable knowledge of fracture network geometry (strike, dip, density) in the reservoir
is helpful before drilling production wells. To maximise the performance of the production
reservoir, wells should intercept as much fracture as possible. This is the reason why modern
recovery boreholes are drilled horizontally (or L-shaped), crosscutting vertically aligned fractures
and improving the flow to the wells. Mapping fractures and assessing their preferred alignment
is hence a necessary step in the reservoir exploration process.
The effect of fractures on permeability is also to be considered in storage reservoirs for
sequestration of carbon dioxide (CO2) or radioactive waste. Climate change challenges have
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raised the question of mitigating anthropogenic CO2 releases in the atmosphere. In recent years
carbon capture and storage (CCS) technology has allowed CO2 to be stored in sealed geological
formations (Herzog, 2009; Singh, 2013). Managing nuclear waste also represents a challenging
problem due to long decay times and high radioactivity. One of the solutions is disposal in
impermeable formations (Hebel et al., 1978). In the case of CO2 sequestration, as well as for
radioactive waste storage, non-permeable sealing rocks are required to avoid leakage (Figure
1.6). Fracture detection is hence essential to assess the suitability of the potential storage
structure and to monitor any change over time (White and Foxall, 2016; Harbert et al., 2016;
Duxbury et al., 2012; Stork et al., 2015).
Figure 1.6 Cartoon of a storage reservoir isolated from an aquifer by a sealing formation.
Leakage can potentially be triggered by faulting. Source: White and Foxall (2016).
Permeability and recovery rates can also be artificially enhanced by hydraulic fracture
stimulation. This technique basically consists of pumping in a mixture of water, sand and
chemicals, into the targeted reservoir to open new fractures and stimulate pre-existing ones.
Hydraulic fracturing can be applied to tight shale reservoirs, when natural permeability is too
low to provide enough fluid flow for production (Figure 1.7).
Hydraulic fracture stimulation is also used in the geothermal industry. The so-called
8
1.2. IMPORTANCE OF FRACTURES
Figure 1.7 Cartoon of fracturing using horizontal injection well in a tight shale reservoir.
Courtesy of Dow Water and Process Solutions.
Enhanced Geothermal System (EGS) involves human-made hydrothermal reservoirs. They are
created where the rock is intrinsically hot but natural permeability or fluid saturation are too
low to allow efficient fluid recovery (Adelinet et al., 2016). Applied to geothermal reservoirs,
hydraulic fracturing does not only improve the permeability but also the contact area and heat
transfer between the hot rock and the fluid (Gelet et al., 2013; Pruess and Doughty, 2010).
1.2.2 Elasticity and stability
As with permeability, the impact of fractures on elasticity is disproportionally large in comparison
with the volume they occupy in the medium (Gurevich et al., 2009). This can affect the stability
of the medium (Barton, 2007). For example, knowledge of fracture locations (Szalai et al.,
2014) and how they trigger instability (Martel, 2004) is important while investigating landslide




The observation of fractures, as well as the temporal variation of their characteristics, is not
only of importance in landslide studies. Natural and engineering problems induced by stress
build up and fracturing also include volcanic caldera collapse (Gudmundsson, 2006), borehole
breakout (Zoback et al., 2003), crack propagation in concrete (Matsuyama et al., 2010; Ohno
and Ohtsu, 2010) and decrease of rock stability during mining excavation (Lisjak et al., 2014;
Wuestefeld et al., 2011a).
Since fractures affect the effective elasticity, they therefore have an impact on the propagation
of seismic waves in the medium (Anderson et al., 1974; Hudson, 1980, 1981; Schoenberg and
Douma, 1988; Guéguen and Schubnel, 2003). For example, fracture-induced anisotropy can be
measured with seismic waves, such as variations in their velocity and amplitude as a function
of propagation direction (Hall et al., 2002; Hobday and Worthington, 2012), or shear-wave
splitting - SWS (Crampin, 1985). This link between seismic observations and elasticity can be
used to identify and characterise fracture networks. However, models used to predict seismic
wave propagation in fractured rock are often based on effective medium theory, as commonly
used to model seismic anisotropy in fractured rock (e.g., Hall, 2000; Baird et al., 2013b; Adelinet
et al., 2016). This theory mathematically approximates a heterogeneous medium with discrete
fractures (Figure 1.8a) as a homogeneous medium with homogeneously distributed fractures
(Figure 1.8b). Both the original heterogeneous medium and the effective media model have the
same seismic response. Long wavelength seismic waves see both media equally. This implies that
it is difficult to differentiate between long fractures and small cracks without more information.
1.3 Aims and motivations
The overall motivation of this thesis is to assess the use of seismic methods for characterising
cracks and fractures in different settings. Factors such as fracture orientation, length scales,
fluid content and strain rates are important influences on the seismic signals and often results
in detectable and measurable seismic anisotropy. A principal focus is on recently developed
methods to estimate fracture compliance ratios, which represents a powerful indicator of fluid fill
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Figure 1.8 Homogenisation of a medium, using effective medium theory. Both (a) the fractured
rock and (b) the equivalent medium have the same seismic response.
properties of fracture sets (See Chapter 2). Interest of this study is also on detecting temporal
variations in seismic anisotropy and to explain these changes in terms of fracture properties,
including fracture compliance.
Accordingly, this thesis is divided into two main sections. The first is the characterisation
of a highly fractured outcrop at Lilstock, UK, through a mapping campaign (Chapter 3) and
seismic experiments (Chapter 4). Second, a seismic dataset from an Eritrean volcano is analysed
to image the fracture network in the shallow hydrothermal system (Chapter 5).
Chapter 3 presents a detailed mapping campaign of the wave-cut platform situated near
the locality of Lilstock, South West England. Interest in this site is due to the fact that the
fractures outcrop at the surface, and can be easily identified. Mapping of the platform using a
drone (UAV) is used to quantify the fracture characteristics, such as the number of different
sets present in the network, their preferred orientation, and their density.
In Chapter 4, a seismic experiment is conducted on the Lilstock wave-cut platform. The
experiment first aims to recover fracture preferred orientation by measuring azimuthal variation
in seismic velocities and seismic anisotropy. Furthermore, the use of rock physics-based inversions
is used to estimate fracture compliances for the fracture sets visible in the outcrop. Observations
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from the mapping campaign are used to calibrate the rock physics models and are used to create
synthetic data. The best fitting model provides estimates on fracture compliance. Another
interest of the Lilstock beach is that is affected by large tidal variations. Repeat seismic
experiments are used to detect changes in fracture saturation as the tide retreats.
In Chapter 5, seismic data recorded at surface stations on Nabro volcano, Eritrea, are
analysed, over a 4-month period following a major eruption on the 12 of June, 2011. Mea-
surements of shear-wave splitting provide an indication of fracture-induced anisotropy in the
hydrothermal reservoir. Interest resides in the fact that the seismicity is associated with the
recent eruption, and anisotropy provides insights into the stress conditions and how they change
over time. Another motivation in studying Nabro is the fact that it is considered to have
significant geothermal potential. Fracture characterisation is thus important for future reservoir
exploration and development. Finally, SWS is a potential tool for short-term forecasting of
volcanic eruptions (e.g., Gerst and Savage, 2004). Temporal variation in SWS are investigated.
As part of the conclusions presented in Chapter 6, the results presented in this work are
compared and contrasted with previous seismic experiments made under laboratory conditions
and in the field, in order to better understand mechanisms linking seismic anisotropy and









Seismic characterisation of fracture networks
Abstract
This chapter presents the theoretical background for fracture-induced anisotropy,providing a basis for the following chapters. First the basics of rock elasticity,including the effect of fractures on the medium, are briefly introduced. Second, the
effects of fracture sets on the propagation of seismic waves are presented. The focus is on the
variation of wave speeds as a function of azimuth, and shear-wave splitting. These methods
are extensively employed in Chapter 4 and Chapter 5, respectively. Finally, the importance of
fracture compliance is highlighted, including a complete review of existing measurements of
fracture compliance ratios.
2.1 Rock elasticity
The elastic behaviour of a medium can be described by Hooke’s law (Robert Hooke, 1635 -
1703), which relates the stress, σi j , applied to this medium and the resulting strain, εkl , by
either the stiffness tensor C, or the compliance tensor S, such that,
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σi j =Ci j klεkl , (2.1)
and,
εkl = Si j klσi j . (2.2)
C and S are 3×3×3×3 tensors containing 81 components. Due to the symmetry of the stress
and strain tensors, they can both be simplified into a 6 × 6 matrix (36 elastic components)
using Voigt notation,
i j or kl 11 22 33 23 = 32 13 = 31 12 = 21
↓ ↓ ↓ ↓ ↓ ↓ ↓
m or n 1 2 3 4 5 6
. (2.3)











C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56












In the case of an isotropic medium, the simplest symmetry, the effective elasticity can be
described by two independent constants, the Lamé parameters, λ and µ. The stiffness tensor





(λ+2µ) λ λ 0 0 0
λ (λ+2µ) λ 0 0 0
λ λ (λ+2µ) 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

. (2.5)
The Lamé parameters are used to determine the seismic velocities of the compressional and
















where ρ is the density of the isotropic medium.
In an isotropic medium, the wave speeds at a point are the same in any direction.
2.1.2 Transverse isotropy
The simplest form of anisotropy is that of a transversely isotropic (TI) medium, which has
a plane of isotropy and an axis of symmetry normal to it (Figure 2.1a,b). Depending of the
orientation of the medium, it can be described as horizontal transversally isotropic (HTI),
vertical transversally isotropic (VTI), or tilted transversally isotropic (TTI). TI medium shows a
rotational invariance in elastic properties around an axis of symmetry. In other words, properties
vary only as a function of angle to the symmetry axis.
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Figure 2.1 VTI, HTI and orthorhombic anisotropy due to (a) horizontal layering, (b) aligned
vertical fractures and (c) a combination of fractures and layering, respectively (from Baird et al.,
2013b).
2.1.2.1 HTI anisotropy
Fractures are generally sub-vertical in reservoir settings and normally occur in aligned sets.
The effective elastic response of such configuration can therefore be described as a HTI medium
(Figure 2.2).
Figure 2.2 Medium with HTI anisotropy caused by aligned cracks (black discs) embedded in
a isotropic background. Symmetry axis is aligned with x2.
With a set of vertical fractures aligned in the x1− x3 plane, where the symmetry axis is





C11 C12 C12 0 0 0
C12 C22 C23 0 0 0
C12 C23 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0




C23 =C33 −2C44. (2.9)
2.1.2.2 VTI anisotropy
VTI anisotropy results from layering or the preferred alignment of phyllosilicate minerals in
shales (Kendall et al., 2007). Five elastic constants are required to describe this anisotropy and
the symmetry axis is in the vertical direction, x3, as,
CV T I =

C11 C11 −2C66 C13 0 0 0
C11 −2C66 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C66

. (2.10)
Thomsen (1986) expresses the five VTI parameters in terms that can be more readily
expressed as a function of wave speeds.
Since an isotropic medium can be described by the two Lamé parameters (Equation 2.5), a
VTI medium has three anisotropy parameters which can be defined by the Thomsen (1986)
parameters and defined as,
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2 − (C33 −C55)2
2C33(C33 −C55)
. (2.13)
ε is “the fractional difference between vertical and horizontal P-wave velocities (Thomsen, 1986).
γ relates horizontal and vertical shear-wave velocities. δ is a more difficult parameter to relate to
seismic velocities, as it describes velocities in of axis directions of propagation, and is sometimes
referred as the short-offset effect.
2.1.2.3 TI compliance tensor
By inversion of the stiffness tensor (Equation 2.8), the compliance tensor in HTI media with a
symmetry axis aligned in the x1 direction can be rewritten as,
SHT I =

S11 S12 S12 0 0 0
S12 S33 S23 0 0 0
S12 S23 S33 0 0 0
0 0 0 S44 0 0
0 0 0 0 S44 0
0 0 0 0 0 S66

, (2.14)
The elastic compliance tensor for an HTI medium may be expressed in terms of the Young’s
modulus, Ei , corresponding to axis xi , the Poisson’s ratio, νi j , that relates the strain along x j





1/E1 −ν21/E1 −ν31/E1 0 0 0
−ν12/E1 1/E1 −ν31/E1 0 0 0
−ν13/E1 −ν12/E1 1/E3 0 0 0
0 0 0 1/µ13 0 0
0 0 0 0 1/µ13 0
0 0 0 0 0 1/µ12

, (2.15)
The HTI tensor can be rotated to describe dipping fractures or vertical transverse isotropy
(VTI) caused by horizontal alignments. The presence of more than one set of fractures, with
different orientations, as well as other anisotropic features, such as sedimentary layering or
aligned crystals, adds complexity to the anisotropy by producing lower degree of symmetry
and increasing the number of required anisotropy parameters. In the case of one set of vertical
fractures embedded in a medium with horizontal layering (Figure 2.1c), the symmetry is
orthorhombic and 9 anisotropy parameters are necessary to describe the elasticity of the
medium.
2.1.3 Additional compliance approach
Various mathematical formulations have been developed to describe fracture networks, such as
these that assume ellipsoidal inclusions (Budiansky and O’Connell, 1976; Hoenig, 1978; Tandon
and Weng, 1984), penny-shaped cracks (Hudson, 1980, 1981; Cheng, 1993; Thomsen, 1995),
low aspect ratio parallel fractures (Frazer, 1990; Sayers and Kachanov, 1995; Schoenberg and
Sayers, 1995), plane distributions of cracks and welds (Hudson and Liu, 1999), among others
(Figure 2.3).
In this work, the additional compliance approach (Schoenberg and Sayers, 1995) is used. This
theory considers fractures as poorly bonded interfaces representing displacement discontinuities.
This approach is adapted as it is the most flexible description of a fracture. Few assumptions
are made about the physical properties of the fractures. This is particularly important when
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Figure 2.3 Different approaches to represent fractures. Inclusions are generally represented
by (a) ellipsoid or (b) penny-shaped inclusions. Fractures can be thought of (c) two parallel
surfaces, (d) a planar distribution of voids or (e) welds.
studying reservoir fractures, where no o little information is available about their internal
architecture and filling conditions.
A stress applied to a medium containing a single fracture will result in a difference in the
displacements of the two surfaces of the fracture and produce a displacement discontinuity [ui ],
which can be described as,
∫
A
[ui ]d A ≡ σ̄i j ni j , (2.16)
where A is a fracture area, with normal n j , and σ̄i j is the average stress.
By summing all the displacement discontinuities in a medium of volume V , an additional
strain is produced, such that Equation 2.2 can be rewritten as,







([ui ]n j + [u j ]ni )d A. (2.17)
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Si j klb is the compliance of the non-fractured background medium, while the second part of
the equation is the additional strain introduced by the presence of r fractures (represented as
displacement discontinuities). This strain added by the fractures is related to the applied stress






Ar [ui ]dS = Zi j σ̄ j k nk . (2.18)
The extra compliance as a result of m sets of fractures is S(m)i j kl f (Schoenberg and Sayers,
1995), so combining 2.17 and 2.18 yields,









j +Z (m)j k n(m)l n(m)i +Z (m)i l n(m)k n(m)j +Z (m)j l n(m)k n(m)i ). (2.19)
In the presence of m sets of fractures, each with its own orientation (e.g., normal n j ) and
its own Zi j ,
Si j kl = Si j klb +
∑
m
S(m)i j kl f . (2.20)
If the fractures are considered to be rotationally invariant and with no preferred slip direction,
Zi j is simplified and reduced to a three non-zero elements tensor, defined by only two parameters,
ZN and ZT , the normal and tangential fracture compliances (Figure 2.4),
Zi j = ZN ni n j +ZT (δi j −ni n j ), (2.21)
where δi j , is the Kronecker delta.
In the case of a single set of fractures oriented in the x2 −x3 plane, their compliance tensor
in Voigt notation is therefore,
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Smn f =

ZN 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 ZT 0
0 0 0 0 0 ZT

. (2.22)
ZN and ZT represent the least amount of information needed to characterise the fracture set.
These two components represent all that can be obtained from seismic data without further
information about the nature of the fractures (e.g., shape and wall spacing). The ratio of the
normal to the tangential component, the fracture compliance ratio ZN /ZT provides insights into
the physical properties of the fractures .
Figure 2.4 Normal and tangential components of fracture compliance.
To estimate ZN /ZT from seismic velocities, synthetic data are created using a series of rock
physics models. These models consist in a rock matrix containing one or more sets of fractures.
The best fitting model is the one which minimise the difference between the observed and the
modelled seismic velocities.
22
2.2. SEISMIC ANISOTROPY TO IMAGE FRACTURES
2.2 Seismic anisotropy to image fractures
As discussed in Section 2.3, the compliance induced by aligned fractures controls the behaviour of
seismic wave speeds. Fracture compliance, in turn, is controlled by fracture and infill properties.
Observations of seismic anisotropy can be therefore used to characterise fractures.
Anisotropy refers to a medium in which the physical properties vary as a function of direction.
In the frame of this thesis, focus is on the analysis of seismic anisotropy (i.e., variations of the
seismic wave speed as a function of the direction of propagation).
Seismic anisotropy is here investigated in the upper part of the Earth’s crust, where it is
generally controlled by the presence of cracks and fractures (Crampin, 1994), which can be
filled with material, generally fluids. In sedimentary basins, anisotropy is also controlled by
horizontal layers (Sayers, 1999). In the lowermost part of the crust, fractures are closed due to
the high confining pressures (Boness and Zoback, 2004) and anisotropy is mainly caused by
layering (Backus, 1962) or crystal alignment (Lloyd and Kendall, 2008).
There are a number of approaches for using seismic methods to investigate anisotropy
associated with fractures. They can be divided in two groups, depending whether the velocity
(e.g., Savage, 1999) or the amplitude (e.g., Hall et al., 2002) of the seismic waves is investigated
(see Delbecq et al., 2013 for a review).
In this thesis, anisotropy is described and measured using velocity-based approaches. First,
in Chapter 4, the variation of seismic velocities with azimuth is investigated on fractured outcrop.
Second, in Chapter 5, SWS is measured in the hydrothermal system of an active volcano in
Eritrea.
2.2.1 Azimuthal variation of seismic waves
The presence of an aligned fracture set in rock leads to a variation of velocity with direction.
Compressional (P) waves propagate faster in the direction parallel to the fracture preferred
orientation, and slower in the direction perpendicular to the fractures (Figure 2.5).
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Figure 2.5 P -wave velocity as a function of the direction of propagation in an isotropic medium
containing a set of aligned fractures (black discs). Maximum P-wave velocity is parallel to the
plane of the fractures.
Such behaviour has been observed in seismic experiments on synthetic fractured media
(Rathore and Fjaer, 1994), and in the field (Hess, 1964; Bamford and Nunn, 1979; Nunn et al.,
1983; Hobday and Worthington, 2012; Foord et al., 2015; Inks et al., 2015). Figure 2.6 shows
some results from laboratory and i n-si tu measurements performed to seismically identify the
orientation of fracture sets. Although scattering is significant, a clear maximum in P-wave
velocities appears in the direction parallel to the observed cracks and fractures. In some cases,
results from the field were calibrated by comparing seismic data with outcrop or core data.
Such experiments were also conducted to assess effective medium models or to evaluate fracture
properties such as density and saturation (Crampin et al., 1980).
2.2.2 Shear-wave splitting (SWS)
Another observable effect of anisotropy on seismic wave propagation is the splitting of an S-wave
into two orthogonally polarised S-waves, one being faster than the other. The fast shear-wave
polarisation (φ) and the time delay between the fast and the slow S-waves (δt) are referred as
the splitting parameters and characterise the style of anisotropy of the medium traversed by the
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Figure 2.6 Examples of measurements of P-wave velocity as a function of the azimuth.
Orientation of aligned sets of vertical fractures are delimited by orange shades. Symbols
show individual velocity measurements. Solid and/or dashed lines show approximations of
the velocity pattern using effective medium models (see the references for more details about
specific methods). (a) Seismic refraction survey near the Mendocino and Maui fracture areas,
California (Hess, 1964). Plot modified from Savage (1999). (b) Acoustic survey made on
synthetic sandstone containing dry cracks (Rathore and Fjaer, 1994). Solid line shows model
predictions from Thomsen (1995). Dashed lines show models predictions from Hudson (1980,
1981). (c) Seismic refraction on fractured limestone (Bamford and Nunn, 1979). Plot modified
from Crampin et al. (1980). (d) Seismic velocities and best fitting line from a seismic survey
performed on fractured chalk (Nunn et al., 1983).
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seismic waves. The fast S-wave tends to polarise in the orientation of the symmetry plane of
anisotropy, while the slow S-wave polarises orthogonally to the fast S-wave. In the case of the
presence of a single set of aligned fractures, φ lies in the fracture plane (Figure 2.7). Although
more complexity is added in the case of multiple fracture sets, observations of φ have been used
to detect several fracture directions (e.g., Lou and Rial, 1997; Nowacki et al., 2018). On the
other hand, δt provides information about the strength of anisotropy in the medium, and can
be related to fracture density and the thickness of the anisotropic layer (Lou and Rial, 1997).
Upon leaving the anisotropic region, the splitting parameters are frozen and preserved. This
anisotropic signature can therefore be recorded by receivers, such as surface seismic stations or
borehole seismic arrays.
Figure 2.7 Shear-wave travelling though an anisotropic medium and splitting into two orthog-
onally polarised fast and slow shear-waves. Anisotropy is caused by a set of vertically aligned
fractures (black discs).
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In this thesis, the methodology of Silver and Chan (1991) is used to assess SWS. First, the
data are converted from the geographic reference frame (E-W, N-S, Z) to the raypath reference
frame. Then, for each event-receiver signal, the S-wave arrival is picked and a window containing
the S-phase wavelet is defined for analysis purposes. Finally, a grid search is performed over the
splitting parameters, where the S-waveforms are rotated by φ and shifted by δt to determine
values that best linearise the S-wave particle motion. With SWS, the energy of the incident
S-phase is split onto the orthogonally polarised fast and slow S-waves, and the particle motion
becomes elliptical. The splitting values that best linearise the particle motion have the minimum
eigenvalue of the covariance matrix, which describes the ellipticity of the particle motion after
correction. The best parameters also minimise the energy on the corrected component transverse
to the original S-wave polarisation.
This method for estimating SWS parameters can be dependent on the picking of the S-wave
wavelet, as slight variations in its location may result in significantly different outputs. This
has been highlighted by Teanby et al. (2004a), who proposed a method of multiple windows
and cluster analysis to tackle this issue. This ensures a reliable SWS measurement, with a
result not being dependent on picking the wavelet. The method of Silver and Chan (1991) and
its extension by Teanby et al. (2004a) is applicable to sub-vertical incident waves recorded at
surface seismic stations (e.g., Schlaphorst et al., 2017).
SWS is considered to be one of the most robust tools to characterise anisotropy (Baird et al.,
2013a; Verdon and Wüstefeld, 2013; Kendall et al., 2012). The technique has been used to
investigate anisotropy in multiple environments, including the mantle (Silver and Chan, 1991;
Thomas and Kendall, 2002; Long and Silver, 2009; Savage, 1999), subduction zones (Schlaphorst
et al., 2017; Walpole et al., 2017), geological reservoirs (Rial et al., 2005; Verdon and Kendall,
2011), fault zones (Liu et al., 2008), volcanic settings (Bianco et al., 2006; Keats et al., 2011;
Baird et al., 2015; Nowacki et al., 2018; Johnson and Poland, 2013), and laboratory samples
(Rathore and Fjaer, 1994). More recently, techniques have been developed to directly estimate
fracture compliance from SWS measurements (Verdon and Wüstefeld, 2013).
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In this thesis, SWS is measured on signals recorded at surface stations above the hydrothermal
system of Nabro volcano, Eritrea, which is considered to have significant geothermal potential
(see Chapter 5). Fast shear-wave polarisation and time delay have to potential to give insights
into local anisotropy and fracture characteristics in geothermal fields (e.g., Lou and Rial, 1997;
Tang et al., 2015; Vlahovic et al., 2002; Elkibbi and Rial, 2005; Rial et al., 2005).
2.3 Fracture compliance
Estimates of ZN/ZT on laboratory samples or in the field were initially aimed to calibrate discrete
fracture network or effective medium models (e.g., Sayers and den Boer, 2012; Pyrak-Nolte
et al., 1990; Verdon et al., 2008). Prior to that, most models assumed scalar fractures (i.e.,
ZN /ZT = 1).
Hudson (1981) shows that ZN /ZT ≈ 1 for a unfilled penny-shaped fracture, while adding a stiff
fluid decreases ZN and does not affect ZT , reducing ZN /ZT . Pointer et al. (2000) mathematically
demonstrate than ZN /ZT is affected by the stiffness of the fluid and its capacity flow between
fractures and pore spaces, and the stiffness of the fluid (Foord et al., 2015). In the case of a soft
fluid or if the fluid can flow easily, ZN /ZT ≈ 1. Otherwise, ZN is smaller than ZT and ZN /ZT
→ 0. ZN /ZT is also affected by the internal architecture of the fractures. Sayers et al. (2009)
numerically show that mineralised asperities in fractures influence ZN /ZT .
More recently, studies have focused on directly determining ZN/ZT, as it is considered a
good proxy for permeability conditions in fractured medium. Most values were obtained through
laboratory experiments, at a reduced scale, while measurements made at the field scale are still
sparse. Laboratory experiments allow control over the parameters of the fractured samples. As
they are obtained in a controlled environment, they are important in understanding controls on
fracture compliance.
The published values of ZN/ZT in the literature can be classified into three main categories:
(1) core samples, (2) synthetic samples, and (3) field measurements. An inventory of these
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results is listed in Table 2.1. Focus is on measuring specific fracture compliances and fracture
compliance ratios. Some of the laboratory experiments also performed measurements on samples
in dry and saturated conditions, or containing inclusions, in order to further assess the effect of
fracture properties on ZN /ZT .
2.3.1 Core samples
Several studies have measured elastic wave velocities on core samples that do not contain macro
fractures, but rather attempt to image the effects of grain-scale discontinuities. Verdon et al.
(2008) inverted P- and S-wave ultrasonic measurements made by Hall et al. (2008) on dry core
samples from the Clair oilfield (UK Continental Shelf), finding 0.68 < ZN/ZT < 1.06. Angus
et al. (2009) inverted published data for fracture parameters on more than 150 measurements
from the literature made on dry core samples of sedimentary rocks. They found 0.25 < ZN/ZT
< 1.5. Sayers and Han (2002) inverted similar ultrasonic measurements made by (Han et al.,
1986) on sandstone samples in dry and water-saturated conditions, finding 0.25 < ZN/ZT < 3
and 0.05 < ZN/ZT < 1.1, respectively. Finally, Macbeth and Schuett (2007) analysed the impact
of thermally damaging samples. They inverted ultrasonic measurements and find 0 < ZN/ZT
< 0.6 for intact core samples, and 0 < ZN/ZT < 1.2 for thermally damaged samples. Higher
ZN/ZT is attributed to the higher degree of micro fracturing and the thermal smoothening of
the grain-grain contact areas.
Other studies used similar techniques to characterise samples containing discrete fractures,
these being considered more representative to field scale fractures. Using ultrasonic data, Pyrak-
Nolte et al. (1990) estimated the compliance of a single fracture embedded in a core sample of
quartz monzonite. Based on their estimates, fracture compliance ratios can be determined as,
0.20 < ZN/ZT < 0.77 for dry samples, and 0.04 < ZN/ZT < 0.48 for water-saturated samples.
Using a similar technique, Lubbe et al. (2008) artificially created a fracture by cutting and
reassembling core samples of limestone (Figure 2.8). They found 0.20 < ZN/ZT < 0.55 for
dry samples and 0.02 < ZN/ZT < 0.05 for honey-saturated samples. Sayers (1999) inverted
ultrasonic measurements made by Hornby (1994) on water-saturated shale samples finding that
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0.26 < ZN/ZT < 0.41.
Table 2.1 ZN /ZT inventory based on published measurements made on laboratory samples
and in the field. Updated from Verdon and Wüstefeld (2013).
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Figure 2.8 Schematic representation of a laboratory experiment made in a hydraulic pressure
cell. The sample is a cut limestone sample, sandwiched between perspex buffer rods and imaged
using a P- and S-wave transducer. Modified from Lubbe et al. (2008).
2.3.2 Synthetic media
In order to better constrain the parameters influencing rock physics mechanisms and their
response to fractures, some studies have used synthetic fractured media in the laboratory. Using
ultrasonic measurements, Hsu and Schoenberg (1993) investigated synthetic samples containing
discontinuities that simulated a transversely isotropic medium. Initially, air-saturated fractures
showed 0.8 < ZN /ZT < 1. The effect of air substitution with honey tended to decrease the
fracture compliance ratio, such that ZN /ZT < 0.1. The reduction of ZN/ZT is here mainly due
to the drop of the normal fracture compliance with the introduction of an incompressible fluid.
Rathore and Fjaer (1994) constructed a synthetic rock sample, which consisted of sand
cemented by epoxy resin, containing discrete disc-shaped voids, acting as isolated cracks. Verdon
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and Wüstefeld (2013) derived a value for ZN /ZT = 0.46, using the best-fit parameters that
Hudson et al. (2001) computed to fit the ultrasonic measurements of Rathore and Fjaer (1994).
More recently, Far et al. (2014) measured ultrasonic velocities on a stack of plexiglass plates,
with and without rubber inclusions. Experiments with inclusions show lower values of fracture
compliance ratio than experiments without rubber discs, 0.01 < ZN /ZT < 0.25 and 0.11 <
ZN /ZT < 0.91, respectively. They showed that this increase of ZN /ZT when the fractures are
air-saturated is controlled by a decrease of ZT , but did not explain the mechanism.
Finally, Choi et al. (2014) investigated the effect of fracture faces roughness on the shear
to normal stiffness ratio (noted κx /κz in Choi et al. (2014), which is equivalent to ZN /ZT ).
Ultrasonic measurements were performed on gypsum and lucite specimens containing sandpaper
acting as a synthetic fracture. The experiment was repeated with different sandpapers of
distinct grit sizes. They observed that for polished fracture faces, 0.3 < ZN /ZT < 1.2, while
for sandpapered surfaces, 0.08 < ZN /ZT < 0.4. Their results showed the role of shear contact
geometry on ZN /ZT .
2.3.3 Field experiments
Field estimates of ZN /ZT are still sparse in comparison with the wide range of data from
laboratory measurements. They can be classified into two main groups. The first is active
surveys made on fractured outcrop, and the second comes from passive monitoring of hydraulic
fracture stimulation (i.e., fracking).
Refraction surveys have been conducted on bare rock platforms where discrete fractures
outcrop at the surface. Hobday and Worthington (2012) carried out a hammer seismic survey on
a sandstone wave-cut platform containing two orthogonal sets of sub-vertical fractures, finding
ZN /ZT < 0.1. Similarly, Foord et al. (2015) used P-wave refraction to image two orthogonally
oriented fracture sets, finding ZN /ZT = 0.37 ± 0.06. Both Foord et al. (2015) and Hobday
and Worthington (2012) assumed saturated (at least partially) fractures due to the proximity
of the two survey sites with the shore. Foord et al. (2015) also conducted a P- and S-wave
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refraction survey on fractured rock buried few meters below the surface, on the Clifton Downs
near the Avon Gorge, South West England. They found ZN /ZT = 0.75 ± 0.10. The location of
the survey site, at the top of the gorge, and the dry conditions during the seismic experiment,
suggested that the fractures were mostly drained.
In the last decade passive seismic techniques have been increasingly used to monitor hydraulic
fracturing operations. Microseismic events are generated by fracture stimulation and can be
detected through downhole or surface sensor arrays (e.g., Chambers et al., 2010; Maxwell, 2010;
Wuestefeld et al., 2011b).
Verdon and Wüstefeld (2013) developed a method to invert shear-wave splitting (SWS)
measurements, made during the hydraulic fracturing of a tight gas reservoir, for ZN /ZT . They
initially found ZN /ZT = 0.74 for the entire stimulation period. By analysing the data as a
function of time, they observed variations in ZN /ZT related to the timing of fracture stimulation,
and especially 1 < ZN /ZT < 2 corresponding to the timing of proppant injections. Similarly,
Baird et al. (2013b) inverted SWS measurements made during a multi-stage hydraulic stimulation
in a tight-gas sandstone field. They found ZN/ZT = 0.3 in the early stage of the fracture
stimulation and ZN/ZT = 0.6 in the latter stages. Both Baird et al. (2013b) and Verdon and
Wüstefeld (2013) attribute these increases of ZN/ZT to a change in their internal architecture
as fracture stimulation progresses. The injected fluids reduced surface roughness of fractures by
flushing out recrystallised materials and other impurities.
More recently, Yu (2016) estimated ZN /ZT = 2.5 on a fractured shale reservoir by inverting
borehole and surface seismic data. This value is the largest of the existing data and was assumed
to correspond to well-connected gas-saturated or dry fractures.
2.3.4 Generalisations from these results
Figure 2.9 presents an overview of the measurements of ZN /ZT existing in the literature and
detailed above. Typical values range between 0 and 2, but values up to 3 have been reported (Yu,
2016; Sayers and Han, 2002). These studies demonstrate that the previously held assumption
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of ZN = ZT is generally not correct.
From this broad range of measurements of fracture compliance made at different scales, using
distinct approaches, it is possible to make some generalisations in using ZN /ZT as a indicator
of the fracture conditions. Table 2.2 summarises the effect of fracture and fluid properties on
ZN /ZT .
Changing the fluid saturating the fractures changes ZN /ZT . The introduction of a stiff fluid
into dry fractures tends to reduce ZN /ZT , by decreasing ZN and leaving ZT almost unchanged.
This implies that the fluid is viscous and/or the fractures are not well connected, so that the
fluid cannot leave the fractures when the stress is applied.
A change in ZN /ZT can also results from a change in the fracture network connectivity. By
generating new fractures or opening pre-existing ones, for example by hydraulic fracturing or
thermal damaging, ZN /ZT tends to increase significantly.
The internal architecture of the fractures also influence ZN /ZT . Rough fracture surfaces
have smaller ZN /ZT than smooth or polished ones. The presence of inclusions may also reduce
ZN /ZT , by increasing the compliance in the tangential direction (ZT ).
Reservoir-scale experiments are still very sparse, although estimates of ZN /ZT have the
potential to provide precious information about the bulk modulus of the fluid infill and its ability
to flow between fractures and pore spaces. This can add valuable information to microseismic
surveys, which provide the location and orientation of fracture sets.
Table 2.2 Effects of fracture properties on ZN /ZT . + and − signs indicate high and low values
of the corresponding fracture property, respectively. Modified from Kendall et al. (2014).
Low ← ZN/ZT → High
+ Saturation −
+ Fluid stiffness −
+ Fluid viscosity −
− Connectivity +
+ Mineral infill −
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Figure 2.9 ZN /ZT inventory. Check Table 2.1 and text for references. Blue bars show wet
fractures. Red bars show dry or well-connected fractures. Modified and updated from Foord
et al. (2015); Verdon and Wüstefeld (2013) and Choi et al. (2014).
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2.3.5 Compliance and fracture size
Some studies have obtained absolute values for both fracture compliance components, ZN and
ZT . Worthington (2007) and Worthington and Lubbe (2007) shown that a scaling relation
exists between the compliance of a single fracture, BN or BT (mPa−1), and its length L.
Individual fracture compliance BN ,T can be obtained from ZN ,T by following the relationship
presented by Hobday and Worthington (2012),
BN ,T = L ZN ,T , (2.23)
where L is the average distance between the fractures of a same set.
Figure 2.10 shows a compilation of laboratory and field data, highlighting that absolute
compliance increases with the length of the fractures. Although these data must be considered
as order of magnitude estimates (Worthington, 2007), they give qualitative indications about the
relation between compliance and length of the fractures. This scaling relation provides insight
into fracture properties at reservoir depths, where constraints on fracture size are difficult to
obtain. Direct measurements of fracture compliance and size, through log or vertical seismic
profiling (VSP) in boreholes, are very specific and localised (e.g., Hardin et al., 1987; Lubbe
and Worthington, 2006). However, scaling compliance and length could help estimate fracture
properties away from wells. This has the potential to better constrain reservoir physics models,
since fracture compliance controls the propagation of seismic waves and seismic anisotropy in
fractured medium.
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Figure 2.10 Individual fracture compliance as a function of fracture length. Modified and
updated from Worthington and Lubbe (2007); Worthington (2007); Verdon and Wüstefeld









Lateral variability in fracture network
Abstract
This chapter describes the mapping and the characterisation of the joints outcroppingat the surface of the Lilstock wave cut platform. The mapping was performed bytaking a series of aerial photographs with a standard drone. The photographs were
merged to create a georeferenced mosaic of the outcrop and the fractures were then digitised
by hand. Two distinct sets of joints are present at the surface of the outcrop of interest, the
first showing fractures longer than 5 meters striking East-West, and the second including
cracks shorter than 1 meter with a more random orientation. Several fracture parameters
were quantified, such as length, orientation and intensity. The results highlight significant
lateral heterogeneity in the fracture network across the outcrop. In particular, fracture intensity
shows variations of from 1 to 13 m−1 over a distance of a couple of meters, in relation with
their position on the Lilstock anticline. Such results can help better understand the effect of a
fracture network on seismic wave propagation and identify source of scattering that can appear
in the data.
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3.1 Introduction
Fractures are present in most rocks in the upper crust and have a significant influence on their
properties such as permeability, porosity, elasticity and strength. Understanding their control
on these properties is crucial for the hydrocarbon and geothermal industries (Odling et al.,
1999; Vlahovic et al., 2003), as well as for aquifer exploitation (Nascimento Da Silva et al., 2004;
Weiss, 2008), hazardous waste storage (Verdon, 2010; Duxbury et al., 2012), and monitoring of
fracking operations (Baird et al., 2013b; Kendall et al., 2012).
Studies of fractured outcrop provide valuable insights into reservoir properties and help
predict reservoir quality from surface observations (Matthäi and Belayneh, 2004; Odling et al.,
1999; Watkins et al., 2018; Awdal et al., 2016). They also represent good sites for seismic
experiments, the analysis of wave propagation being a unique tool to characterise fracture
properties, such as preferred orientation, density or connectivity (Hobday and Worthington,
2012; Foord et al., 2015; Bamford and Nunn, 1979; Crampin et al., 1980; Inks et al., 2015).
Such experiments made on observable fracture sets can help to better understand their impact
on seismic anisotropy, as well as calibrate seismic interpretation.
Mapping fractures is then a prerequisite to these applications. Various techniques exist to
characterise i n-si tu two-dimensional fracture patterns on outcrops. They can be classified into
two main categories: direct measurements and topological sampling.
Direct measurements, also called geometric analysis, involve the quantification and the
description of fracture properties such as the number of fracture sets (Belayneh, 2004), as well
as fracture orientation (Welch et al., 2015; Watkins et al., 2015; Bowyer and Kelly, 1995), length
(Priest and Hudson, 1981; Odling, 1997), aperture (Hooker et al., 2009) or spacing (Renshaw,
1997). Although these techniques can be very time consuming, depending on the extent and
the resolution of the mapping, they provide accurate quantitative results. Direct measurements
of fracture attributes can be achieved along a linear scanline (Priest and Hudson, 1981; Barbier
et al., 2012; Iñigo et al., 2012) or in a rectangular or two-dimensional shaped window (Belayneh
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and Cosgrove, 2004). Measurements can be based on photographs taken on the field (Belayneh
and Cosgrove, 2004; Engelder and Peacock, 2001), aerial photographs from unmanned aerial
vehicles - UAVs (Healy et al., 2016; Peacock and Sanderson, 2018) or satellite imagery (Castaing
et al., 1996; Ahmadirouhani et al., 2017), in the case of larger outcrop.
Topological sampling is based on the counting of fracture intersections and terminations
(Sanderson and Nixon, 2015; Peacock et al., 2016). Fractures are here described as traces
compounded by branches and nodes (Figure 3.1). Nodes can be classified into 3 groups
(Manzocchi, 2002) - isolated tips (I ), abutments (Y ), and cross fractures (X). These individual
structures are quantified and served as inputs in a series of equations that estimates fracture
set relationship, by computing attributes such as fracture density, intensity and mean length.
The topological approach highlights the relationships and interactions between fractures. This
can be achieved directly in the field along a circular scanline (Procter and Sanderson, 2017;
Mauldon et al., 2001), or by mapping the fracture structures based on photographs (Peacock
and Sanderson, 2018).
Figure 3.1 Fracture trace (A-B solid line), abutting and cross-cutting fractures (dashed lines),
and resulting branches and nodes. Green circles are I -nodes; blue diamonds are X -nodes; red
triangles are Y -nodes. From Sanderson and Nixon (2015).
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Some surveys use a combination of geometric and topological techniques to map and quantify
fracture attributes. Watkins et al. (2015) combined linear and circular scanline methods to
measure and count fracture properties at the edge and inside the circle, respectively. Zhang
et al. (2016) computed mean trace length by using scanlines into rectangular windows and used
the output values to construct a mathematical model.
In this chapter, a characterisation of a fractured outcrop located on the coast of Somerset,
United Kingdom, is presented. The analysis is based on a mapping survey using a drone. This
area has been intensively studied, including fracture observations on different stratigraphic
units (Rawnsley et al., 1998; Belayneh and Cosgrove, 2004; Procter and Sanderson, 2017), as
well as on separated outcrops of the same bed along the beach (Belayneh and Cosgrove, 2004).
Based on both direct measurements and topological analysis, focus is here on the variability of
several parameters of the fracture network inside a window across a single outcrop composed
of a single stratigraphic unit. The main objective is to highlight the lateral heterogeneity of a
fracture network across the area. In later chapters, these results are compared to estimates of
fracture properties derived from seismic measurements.
3.2 Methodology
3.2.1 Lilstock beach
The area of interest is a beach situated on the southern margin of the Bristol Channel Basin
(BCB), near the locality of Lilstock (Figure 3.2). It is part of a ∼20 km long shore exposure of
Mesozoic Blue Lias formation, consisting of alternate layers of limestone and shale (Engelder
and Peacock, 2001).
The BCB experiences one of the largest tidal range in the world (Uncles and Cox, 1981; Xia
et al., 2010), which provides an excellent coastal exposure of rocks, consisting of a up to 500 m
wide wave-cut platform and 20 m high cliff sections. Due to the quality of the outcrops, BCB
has been widely studied, including stratigraphy (Simms et al., 2004; Hesselbo and Jenkyns,
1998), palaeontology (Lomax et al., 2018), structural geology (Glen et al., 2005; Brooks et al.,
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1988), and seismic anisotropy (Foord et al., 2015).
The formation of the BCB can be summarised in three main stages, the first being basin
extension (rifting) during the Jurassic-Lower Cretaceous, with burial and diagenesis (Nemčok
et al., 1995). Secondly, a basin inversion took place during the Tertiary, initiated by the Alpine
Orogenic collision, including amplification of the folding initially formed during the extension
Figure 3.2 Location of the area of interest on the Somerset coast of the Bristol Chanel Basin.
The red star shows the location of the mapped outcrop. Coordinates grid: UTM zone 30N.
Coordinates units are in meters.
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(Dart et al., 1995). The BCB was finally uplifted and exhumed in a multistage process until the
Late Paleogene - Neogene (Holford and Turner, 2005), resulting in the present-day configuration
(Kamerling, 1979; Van Hoorn, 1987). One of the primary observable features of this geological
sequence is the Lilstock buttress anticline. This anticline is asymmetric, as typically observed
for rollover anticlines, with a gently dipping south limb and a more inclined northern limb
(Belayneh, 2003).
Various fracture patterns have been observed along the beach in different beds, due to their
relative position to the anticline (Engelder and Peacock, 2001) or the thickness of limestone
horizons (Belayneh and Cosgrove, 2004). Although micro-veins appeared during the extension
stage (Belayneh and Cosgrove, 2010; Peacock, 2004), major tectonic features formed during the
basin inversion, with long joint sets striking mostly East-West, sub-normal to the compression
axis (Engelder and Peacock, 2001). Other sets of smaller joints also formed during the inversion,
and mostly consist of non-cross-cutting cracks, roughly perpendicular to the main fractures
(Belayneh and Cosgrove, 2004; Engelder and Peacock, 2001). Such fracture sets are common in
asymmetric anticlines (Figure 3.3). The joint sets generally terminate at the limestone-shale
boundaries, due to the distinct mechanical properties of the two lithologies (Belayneh and
Cosgrove, 2004).
Figure 3.3 Price (1966) classification for fracture patterns observed on asymmetric anticlines.
From Awdal et al. (2016), modified from Price and Cosgrove (1990).
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Rawnsley et al. (1998) observed an anticlockwise rotation of the joint strike during BCB
formation, suggesting a similar rotation of the stress field during the inversion. However,
Belayneh and Cosgrove (2004) suggested a simpler mechanism of formation, consisting in one
single and constant N-S basin inversion. As the formation history is not clear and still debated
(Belayneh and Cosgrove, 2010), further work must focus on characterising the complex joint
network around Lilstock.
The outcrop described in this chapter (51°12′7.44′′N, 3°11′55.27′′W) is located 1.21 km West
from the parking area, and 0.27 km East from the military tower (Figure 3.2). It consists of a
20 × 25 m2 rectangle situated at the eastern edge of the hinge of the Lilstock buttress anticline
described by Engelder and Peacock (2001), on the upper part of the wave-cut platform (Figure
3.4), in front of the boulders present at the foot of the cliff (Figure 3.5).
Figure 3.4 Structural geology map of Lilstock modified from Engelder and Peacock (2001).
The red square shows the location of the outcrop of interest.
The study outcrop is composed of two 15 cm thick horizontal beds of limestone containing
vertical fractures, overlaying a layer of shale. It contains one main set of sub-vertical joints,
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Figure 3.5 Picture of the site location taken from the top of the cliff. Red square delimits the
outcrop of interest, yellow line shows the hinge of the Lilstock buttress anticline. Boulders can
be seen in the foreground.
broadly striking East-West (Figure 3.6a). These joints are consistent with the Alpine joints
described by (Belayneh and Cosgrove, 2004), which are located in the hinge region of the
Lilstock anticline and are subparallel to the fold axis. A secondary set of smaller joints outcrops,
with at first sight no defined preferred orientation (Figure 3.6b). They generally do not cross
cut the main fractures and are partially or totally cemented.
This particular outcrop was selected due to its good exposure. The horizontal bedding also
minimises the bias caused by optical deformation due to dipping while taking photographs from
the drone. Furthermore, the large flat area allows the deployment of a network of geophones for
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Figure 3.6 Fracture and crack sets on the outcrop of interest. Observed (a) long fractures
striking roughly E-W and, (b) non-crossing cracks showing no obvious preferred orientation.
the seismic experiment (See Chapter 4).
For the purpose of this chapter, the generic terms ‘fracture’ and ‘crack’ will be used to refer
to the E-W sets of long joints, and to the intermediate set of short joints, respectively.
3.2.2 Data acquisition
On 6 November 2017, the outcrop of interest was mapped using a drone in order to quantify
fracture attributes, such as preferred orientation, length, intensity, and connectivity.
Aerial photographs were acquired using a DJI™ Phantom 3 Standard drone, equipped with
a 12 megapixels built-in camera installed on a stabilisation gimbal (Figure 3.7). Removable
propellers, lightweight design and small dimensions of the aircraft make it easily transportable
to the field in a small backpack.
The drone was remotely controlled using the DroneDeploy application (available online:
www.dronedeploy.com), which allows automated flight, including take off, photographs acquisi-
tion and landing. DroneDeploy uses Google Maps and Global Positioning System (GPS) to
establish a flight plan. Parameters such as flight path and flight altitude, as well as forward
and lateral overlap between photographs were pre-defined (see Table 5.1 for flight parameters).
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Figure 3.7 DJI Phantom 3 Standard drone and built-in camera used for the mapping survey.
Table 3.1 Input flight parameters.
Path length [m] 350
Altitude [m] 20
Lateral overlap [%] 66
Forward overlap [%] 80
As a result, the drone took a total of 56 photographs covering an area of ∼5000 m2, including
the outcrop of interest, in less than 5 minutes. The photographs were then merged using the
online DroneDeploy platform to create a georeferenced photomosaic of the outcrop, with a
resolution of 1 cm per pixel (Figure 3.8).
3.2.3 Fractures and cracks characterisation
The cracks and fractures of the area of interest were manually digitised into the QGIS1
environment by creating a line shape file on top of the aerial photograph (Figure 3.9). Although
it is a time-consuming method, it avoids misinterpretations, mainly caused by the presence of
boulders and water at the surface. These artefacts are responsible for the large blank areas
visible on the vector plot. The line width of the vectors in Figure 3.9 is not true to scale and
1QGIS is an open source Geographical Information System application (http://www.qgis.org/)
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Figure 3.8 Photomosaic of the wave cut platform at Lilstock. The red square delineates the
outcrop of interest. Coordinates grid: UTM zone 30N. Units are in meters.
different joint apertures were observed on site. The aperture varies between 3 to 4 mm for
the cracks, and is about 5 mm for the long fractures striking East-West. Fractures extending
outside the delineated rectangle were cropped.
The analysis of the vectorised fractures and cracks was performed using two different
softwares packages. I used the QGIS Line Direction Histogram plugin (Tveite, 2015) to quantify
fracture and crack orientation and the FracPaQ MATLABTM toolbox (Healy et al., 2016) to
estimate other attributes such as length, intensity and connectivity.
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Figure 3.9 Fracture traces on the Lilstock outcrop (see red square on Figures 3.2 and 3.4 for
location). Note that the thickness of the lines is not true to scale and overestimate the width of
the fractures and cracks. Coordinates grid: UTM zone 30N. Units are in meters.
3.2.3.1 Fracture orientation
In the scope of this project, I am particularly interested in determining fracture and crack
orientation to better understand the seismic anisotropy observed on the Lilstock outcrop (See
Chapter 4). With the shape file of the vectorised fractures as an input, the QGIS Line Direction
Histogram plugin creates a rose diagram that displays the distribution of the directions of
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the fracture and crack branches. The direction bins are weighted on branch lengths, which
means that the accumulated lengths of the line branches for each bin determines the shape of
the histogram. The rose diagram is normalised, so that the maximum value of the direction
bins corresponds to the sector with the maximum length, and the lengths of the sectors of the
remaining bins are scaled proportionally.
3.2.3.2 Fracture length
Length is the commonly used parameter to define the joint size in surveys from surface
observations (Dershowitz and Einstein, 1988; Rohrbaugh et al., 2002). Outcrops generally
exhibit a wide range of lengths, especially when several fracture sets are present (Healy et al.,
2016; Odling, 1997). Different sets have distinct mean length, according to their mechanical
formation process. For example, at Lilstock, N-S joints formed during the post-Alpine uplift
are short in comparison with long E-W joints formed during the basin inversion (Belayneh,
2003). Quantifying joint length is also relevant as it can be an important parameter for elastic
properties, such as fracture compliance, which was shown to exhibit scaling relationships
(Worthington and Lubbe, 2007).
3.2.3.3 Fracture intensity
Fracture intensity is noted P21 (Sanderson and Nixon, 2015; Zeeb et al., 2013). The Pxy notation
refers the the xth dimension of the sampling region, and the yth dimension of the feature.
P21 gives an estimate of fracture abundance in a determined area. Fracture intensity can be
mathematically described as the total length of trace segments per unit area (Dershowitz and







where Ln is the length of the nth fracture or crack trace present inside a circle of area A (Figure
3.10). Here a search circle with a radius equal to 1.0 m is used.
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Figure 3.10 Search circle used to determine joint intensity by computing the total length of
joint segments around a grid cell. Red lines show the joints intersecting/intercepting the search
circle. Blue lines show the n joint segments of length Ln inside the search circle (Equation 5.1).
3.2.3.4 Fracture connectivity
By analysing the relative amount of Y -, X -, and I -nodes present on the fracture network, it is
possible to infer the degree of connectivity of the outcrop. A well connected fracture network
will have a Y :X :I ratio dominated by the X -nodes, whereas a network of isolated, non cross
cutting fractures will be dominated by I -nodes. The proportion of the three types of nodes can
help describe the fracture and crack network. Results are generally plotted on a triangular or
ternary diagram (Procter and Sanderson, 2017; Healy et al., 2016; Sanderson and Nixon, 2015;
Manzocchi, 2002).
3.3 Results
Figure 3.11 shows the orientation of the fracture and crack branches, vectorised based on the
aerial photographs. The rose diagram highlights the dominance of the long fractures striking in
the West-East direction, as first observed in the field. Although shorter cracks are present at
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every angle, as also reported by Rawnsley et al. (1998) at Lilstock beach, they here tend to
slightly dominate in the North-South direction.
Figure 3.11 Rose diagram showing the orientation of the fracture and crack branches in degrees
from North, normalised and weighted on length.
Figure 3.12 shows a histogram and the cumulative frequency of joint lengths for the mapped
area. Due to the presence of two sets (fractures and cracks), trace lengths range over two orders
of magnitude. Furthermore, it must be noted the dominance of smaller cracks versus long
fractures, as highlighted by the low percentages of fractures longer than 1 meter in Figure 3.12a.
Fractures longer than 5 meters represent less than 0.1 % of the total number of joints present
on the outcrop. More than 90% of the traces are cracks smaller than 1 meter, and the mean
trace length is about 0.31 m. The longest fracture is almost 22 m long and is part of a longer
feature cropped by the sampling window, as it is the case with many of the E-W fractures. The
slope of the log-log cumulative frequency of trace length (Figure 3.12b) presents a power-law
distribution, which is common in most rock systems composed of several sets of cracks and
fractures (Sanderson and Nixon, 2015; Healy et al., 2016; Odling et al., 1999).
Figure 3.13 shows the fracture intensity across the mapped outcrop. Heterogeneity is well
marked, with the area north of the anticline hinge showing an intensity 1 order of magnitude
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Figure 3.12 Fracture length on the Lilstock outcrop. (a) Histogram and (b) log-log plot of
fracture lengths. Red lines highlight the longest trace inside the mapped rectangle.
larger than the bottom half of the sampled rectangle. Note the presence of very low intensity
spots, particularly to the North-East of the outcrop, due to the presence of boulders and water
that make the mapping of the fractures and cracks impossible based on the aerial photograph.
Also, the low values encountered at the edge of the intensity map are biased due to the cropping
of the features outside of the sampling rectangle.
The topological analysis based on the counting of the three types of nodes present on the
fracture network highlights a connectivity dominated by Y -nodes (Figure 3.14). The ratio of
Y :X :I nodes was determined as 0.65:0.08:0.27, which is representative of a poorly connected
network. This lack of connectivity is due to the fact that most of the cracks abut against
fractures and do not cross cut them. Such a ratio is generally approximated by ladder or
brick-like fracture patterns (Sanderson and Nixon, 2018).
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Figure 3.13 (a) Fracture intensity on the Lilstock outcrop. Dashed red line marks the
position of the anticline. (b) Long E-W fractures and (c) short cracks on the Lilstock outcrop.
Coordinates grid: UTM zone 30N. Units are in meters.
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Figure 3.14 Triangular plot of node types proportion on the Lilstock outcrop. Nodes are
classified as isolated tips (I ), abutments (Y ), and cross fractures (X). Note very few of the
joints cross each others.
3.4 Discussion
The trace intensity map highlights a significant level of heterogeneity in the fracture and crack
network shows (Figure 3.13a). Heterogeneity in intensity of the overall fracture network is
controlled by the small cracks (Figure 3.13c), while long E-W fractures show a steady spacing
throughout the outcrop (Figure 3.13b). Such heterogeneity in the trace orientation over short
distances has been previously observed, even on small outcrops (Watkins et al., 2018, 2015).
This heterogeneity is also reflected by others fracture attributes, such as their orientation.
Figure 3.15 shows traces orientations for 9 equal subdivisions of the mapped fracture network.
Although the dominance of the long fractures striking East-West is consistent over the overall
area, note a variation in the distribution of crack orientation at intermediate angles. The 3
rectangles on the bottom part of the map show a strong bi-modality, with a preferred orientation
for the cracks along the North-South axis, normal to the fractures. This configuration can
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be approximate as a ladder pattern, widely observed around the hinge zone (Engelder and
Peacock, 2001; Belayneh, 2004). Moving northward across the outcrop, more of the cracks tends
to exhibit a higher degree of isotropy (random orientation). This is particularly true for the
3 sub-rectangles in the top part of the outcrop (Figure 3.15). The variation of the observed
orientations, from a bi-axial fracture-crack configuration, to a more isotropic spreading of the
cracks, can be related to their relative position on the Lilstock buttress anticline (Figure 3.3).
Similar ladder patterns have been observed on the hinge zone of the anticline (Belayneh and
Cosgrove, 2004), as well as irregular ladder patterns (Belayneh, 2003), involving a condition of
low stress (Rives et al., 1994). Also, different joint patterns and intensities can be explained by
variations in bed thickness (Peacock and Mann, 2005), although a systematic relationship is
difficult to establish (Belayneh, 2003).
3.5 Conclusions
A complete characterisation of the joints outcropping on a wave cut platform located on the
southern margin of the BCB was performed based on a UAV mapping campaign. The selected
outcrop contains a visible joint network, consisting of a single set of long fractures and a more
complicated set of small cracks, striking E-W and N-S, respectively. The N-S oriented crack
set is more diffuse in alignment. The main objective was to quantify joint attributes such as
length, orientation, intensity, and connectivity. Although the mapping was constrained to a
small area, the results show strong heterogeneity in the joint network, mainly highlighted by
the lateral variation of the fracture intensity. These observations will help interpretating seismic
anisotropy measured at the outcrop (Chapter 4) and identify the sources of scatter that the
data can exhibit in such experiments. Surface seismic experiments made on fractured outcrop
generally present the seismic velocity data as a function of azimuth (Foord et al., 2015; Hobday
and Worthington, 2012; Inks et al., 2015; Bamford and Nunn, 1979; Nunn et al., 1983; Crampin
et al., 1980). Heterogeneity in the pattern of cracks and fractures across a region can lead to
scatter in patterns of seismic anisotropy (Foord et al., 2015).
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Figure 3.15 Fracture orientation data for 9 rectangular subdivisions of equal area of the








Field measurements of fracture compliance on a
wave cut platform
Abstract
Seismic surveys using hammer sources are used to estimate fracture compliance ratioon a wave-cut platform in Southwest England. The ratio of normal to tangentialfracture compliance ratio (ZN/ZT ) is a good indicator of permeability and can be
used to study fluid flow in geological reservoirs. Aligned fracture sets lead to seismic anisotropy
which is sensitive to ZN/ZT . P- and S-wave velocities are measured at different azimuths to
investigate the impact of fractures on the seismic anisotropy. Three pairs (P and S) of surveys
were performed after the high tide in order to investigate the effect of water draining on the
fracture compliance. Seismic velocities increase as the water drains, an effect attributed to
a reduction in the effective density of the medium. Systematic variations in ZN/ZT are also
observed over the three surveys: ZN/ZT(1) = 0.18, ZN/ZT(2) = 0.40, ZN/ZT(3) = 0.48. The
increase is mainly due to a dramatic drop of the tangential component in the fracture compliance
(ZT). These variations are attributed to a decrease in the water content of the main fracture
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set as the tide retreats, as well as a loss in lubrication, as the fractures are filled with clay.
4.1 Introduction
Fractures can control and enhance the permeability and the porosity of a material. This
particularly includes the migration of fluids in geological reservoirs, such as magma in volcanic
settings, water in geothermal fields, or hydrocarbon in sedimentary rocks (Vlahovic et al., 2003;
Tang et al., 2005; Harris et al., 2005; Jupe et al., 2003; Khelifa et al., 2014). Fracture-related
fluid flow is of crucial concern due to the recent development of underground waste storage
(Duxbury et al., 2012; Verdon and Wüstefeld, 2013; Stork et al., 2015) and hydraulic fracking
(Wuestefeld et al., 2011b; Baird et al., 2013b). Therefore, imaging fractures is of significant
importance. Reflection seismology is commonly used to image fractures (Lynn and Thomsen,
1990; Hall et al., 2002). More recently microseismicity has been used to study fracturing (Teanby
et al., 2004a; De Meersman et al., 2009; Maxwell and Urbancic, 2001; Duncan and Eisner, 2010).
Aligned fractures lead to seismic anisotropy, when the velocity of the seismic waves depends
of the direction of propagation. This effect of fracture networks on seismic wavespeeds is
controlled by the fracture compliance, which can be resolved into their normal and tangential
(or shear) components, ZN and ZT, respectively (Schoenberg and Sayers, 1995). The fracture
compliance ratio, ZN/ZT 1 has been demonstrated to be an effective indicator of fluid content
and permeability in fractured media (Verdon and Wüstefeld, 2013; Baird et al., 2013b). However,
interpreting fracture compliance is not an easy task, as it can be influenced by various fracture
properties, such as internal architecture, connectivity and fluid viscosity. A review of existing
ZN/ZT measurements has been published by Verdon and Wüstefeld (2013) and updated by
Foord et al. (2015) and Choi et al. (2014). Most of these published data are derived from
laboratory experiments made on core samples (Angus et al., 2009; Macbeth and Schuett, 2007)
or synthetic media (Rathore and Fjaer, 1994; Far et al., 2014). As raised by Worthington and
Lubbe (2007), field measurements are important in addressing upscaling concerns.
1also noted Ω (e.g., Foord et al., 2015)
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In this chapter, azimuthal seismic anisotropy on a fractured beach rock is investigated
using a hammer source to acquire shallow refraction profiles. The rock exposes at the surface
and fracture attributes, such as strike, length, intensity, and spacing, can be mapped and
quantified. These observations are used to constrain the rock physics model and better interpret
the source of anisotropy. Furthermore, the effect of the tide on the fracture saturation and
fracture compliance is also investigated.
4.2 Methods
4.2.1 Inversion of measured seismic velocities for fracture compliance
Measurements of anisotropy cannot be directly used to characterise fracture sets, as other
mechanisms can induce anisotropy, such as grain alignment (Johansen et al., 2004), crystal
preferred orientation (Kendall et al., 2007; Valcke et al., 2006), and sedimentary layering (Backus,
1962; Bakulin, 2003). The observed anisotropy must be related to the cause using rock physics
models. Inversion approaches are then used to recover fracture compliance parameters from
seismic measurements made on the fractured medium (Al-Harrasi et al., 2011; Verdon et al.,
2009; Bakulin et al., 2000; Wuestefeld et al., 2011a; Verdon and Kendall, 2011; Kendall et al.,
2012).
To predict the behaviour of seismic waves in a fractured medium, a rock physics model
is built, with background embedded with fractures. Fracture parameters include orientation,
density, and the compliance ratio. To find the best fitting model, an inversion is performed by
doing a grid search over crack density ξ and ZN/ZT to find the values that minimise the root
mean square (RMS) misfit between measured and modelled velocities. The model construction
is based on the widely used additional compliance approach introduced by Schoenberg and
Sayers (1995), which considers fractures as poorly bonded interfaces representing displacement
discontinuities. The overall compliance of a fractured medium (S) can be represented as the
sum of the compliance of the intact background (Sb), and the fracture compliance (Sf),
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S=Sb +S f , (4.1)
where S, Sb, and Sf are 4th order, 3 × 3 × 3 × 3 tensors.
In the case of the presence of m sets of aligned fractures, the equation can be rewritten, as,
Si j kl = Si j klb +S(m)i j kl f , (4.2)
where,









j +Z (m)j k n(m)l n(m)i +Z (m)i l n(m)k n(m)j +Z (m)j l n(m)k n(m)i ). (4.3)
and nj is the normal to the fracture surface.
If the fractures are considered to be rotationally invariant and with no preferred slip direction,
Zij is simplified and reduced to a three non-zero elements tensor,
Zi j = ZN ni n j +ZT (δi j −ni n j ), (4.4)
where ZN and ZT are the normal and tangential fracture compliance, respectively, and δi j is
the Kronecker delta.
The additional compliance due to a single set of vertical aligned fractures striking in the





ZN 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 ZT 0
0 0 0 0 0 ZT
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E0 and ν0 are the Young’s modulus and the Poisson’s ratio of the isotropic background,
respectively.
Once the compliance tensor has been computed, it is inverted to get the stiffness tensor, C,
as,
C=S−1, (4.8)
which is used in the Christoffel equation to compute P- and S-wave velocities as a function of
azimuth. This is done using the MSAT toolbox developed by Walker and Wookey (2012). For
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each angle, an inversion is performed, searching for the values that minimise the RMS misfit
between measured and modelled seismic velocities.
4.2.2 Lilstock beach
The study area is a beach situated on the southern shore of the Bristol Channel Basin (BCB),
near the locality of Lilstock, South West England. It is part of a ∼20 km long exposed shore of
Mesozoic Blue Lias formation, consisting of alternate layers of limestone and shale (Engelder
and Peacock, 2001). The BCB experiences one of the largest tidal range in the world (Xia
et al., 2010; Uncles and Cox, 1981), which provides an excellent coastal exposure, consisting of
up to 500 m wide wave-cut platform and ∼20 m high cliff sections. Due to the quality of the
outcrops, BCB has been widely studied, including stratigraphy (Hesselbo and Jenkyns, 1998;
Simms et al., 2004), palaeontology (Lomax et al., 2018), structural geology (Brooks et al., 1988;
Glen et al., 2005), and seismic anisotropy (Foord et al., 2015).
The formation of the BCB can be summarised in 3 main stages, the first being basin
extension, with burial and diagenesis (Nemčok et al., 1995). Secondly, a basin inversion took
place, initiated by the Alpine Orogenic collision, including amplification of the folding initially
formed during extension (Dart et al., 1995). The BCB was finally uplifted and exhumed,
resulting in the present-day configuration (Van Hoorn, 1987; Kamerling, 1979).
Although micro-veins appeared during the extension stage (Belayneh and Cosgrove, 2004;
Peacock, 2004), major tectonic features formed during the basin inversion, with long joints
striking sub-normal to the compression axis (Engelder and Peacock, 2001). Posterior sets of
smaller joints formed after the inversion, and mostly consist of non-cross-cutting cracks, abutting
against the older joints. These most recently formed joint sets show various patterns along the
beach on different beds, due to their relative position to the anticline or the thickness of the
underlying shale horizons (Engelder and Peacock, 2001; Belayneh and Cosgrove, 2004). All
joints generally terminate at the limestone-shale boundaries, due to differences in mechanical
properties of the two lithologies (Belayneh and Cosgrove, 2004).
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The outcrop described in this chapter (51°12′7.44′′N, 3°11′55.27′′W) is located 1.21 km West
of the parking area, and 0.27 km East of the military tower (Figure 4.1). It consists in a 20
× 25 m2 rectangle located at the eastern edge of the hinge of the Lilstock buttress anticline
described by Engelder and Peacock (2001), on the upper part of the wave-cut platform, seaward
of the boulders at the foot of the cliff.
Figure 4.1 Location of the site of the seismic survey (red star) on the coast of Somerset, South
West England.
The outcrop is constituted by two 15 cm thick horizontal beds of limestone containing
vertical fractures, overlaying a layer of shale. It contains one main set of sub-vertical joints,
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broadly striking East-West (Figure 4.2). These joints are consistent with the Alpine joints
described by (Belayneh and Cosgrove, 2004), which are located in the hinge region of the
Lilstock anticline and are subparallel to the fold axis (See Figure 3 from Engelder and Peacock,
2001). A secondary set of smaller joints, with no defined preferred orientation is also visible
(Figure 4.2). They generally do not cross cut the main fractures, and are partially or totally
cemented.
Figure 4.2 Fracture sets outcropping at the Lilstock wave-cut platform. (a) Long fractures
striking East-West. (b) Short cracks with no well-defined preferred orientation.
The beach at Lilstock experiences large tides (Figure 4.3). This results in the beach being
submerged at high tide, including the outcrop of interest (Figure 4.4). The seismic survey was
conducted on 21 September 2016. According to the tide table for the Watchet Harbour marina,
located 10 km West of Lilstock, on this day high and low tides occurred at 10:21 and 16:19,
respectively.
For the purpose of this chapter, the generic terms ’fractures’ and ’cracks’ are used to refer
to the E-W sets of long joints, and to the intermediate set of short joints, respectively.
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Figure 4.3 Satellite scenes showing the advance of the sea at Lilstock, from (a) low to (d) high
tide. Note the boulder area between the location of the seismic experiment (red square) and
the cliff, showing the uppermost limit of the tide. Google Earth V7.1.8.3036, (a) 30/06/2006,
(b) 31/12/2010, (c) 31/12/2001, (d) 15/08/2016.
4.2.3 Data acquisition
Seismic surveys using compressional (P) and horizontal shear wave (SH) were carried out on
the Lilstock outcrop. The surveys followed the method described by Hobday and Worthington
(2012) and adapted by Foord et al. (2015) on the Lilstock beach, but both only used P-waves.
A grid of 16 pairs of geophones (4 × 4) was set up on a 15 × 15 m2 square with a 5 m spacing
(Figure 4.5). Each pair is composed of a vertical and an horizontal geophone, recording P- and
S-waves, respectively. In order to firmly couple the geophones to the bare rock and maximise
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Figure 4.4 Photograph taken at 10:45 on 21 September 2016, showing the high tide at Lilstock
beach. Note the presence of boulders at the foot of the cliffs, indicating the uppermost limit of
the tide. Photograph courtesy: J.-M. Kendall.
the energy transfer, the usual spikes were removed and replaced with flat bases, which allow to
stick them to the ground using CrystalbondTM glue. Horizontal geophones were oriented in the
North-South direction, normal to the main fractures. Seismic shots were distributed across 16
locations around the geophone grid, in order to cover the whole range of azimuths (Figure 4.5).
While hammer shots were performed directly on the bare rock to generate P-waves, S-waves
were generated using a “Kirk” source (See Figure 4.6 and Appendix A). At every shot location,
the source was oriented in the North-South direction, parallel to the horizontal geophones. The
seismic traces were recorded using a Geometrics 24-channel Geode seismic recorder, within a
sampling rate of 0.10 ms. Vertical and horizontal geophones had a 10 Hz and 4.5 Hz dominant
frequency, respectively. The raw travel times were transformed into seismic velocities using




Figure 4.5 Configuration of the seismic surveys at Lilstock. Pairs of vertical and horizontal
geophones are represented by numbered circles and hammer source locations by red stars.
The surveys were repeated over time using the same geophone and source locations, in order
to investigate the potential effect of the tide on fracture saturation and fracture compliance.
Three pairs of P- and SH -wave surveys were performed after the high tide, at 13:45, 15:10 and
17:25, respectively (Figure 4.7).
Figure 4.8 shows raw traces from the P-wave surveys at Lilstock. These seismograms
correspond to the shot at the bottom-left source point on the grid (Figure 4.5) for each of
the three surveys. The data show little noise and accurate picking of the first arrivals was
greater than 95% of the 256 recorded traces. The unpicked signals mostly correspond to bad
connections between the geophone and the digitiser, as seen on the 13th channel in Figure
4.8b. The special case of sources belonging to the same location as geophones #1, #2 , #3
and #4, have been ignored, because of their non-relevancy and dramatic picking up inaccuracy
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Figure 4.6 Shear-wave source and generated seismic waves by hammering the metal disc.
Figure 4.7 Tide predicted for Watchet Marina harbour, located 10 km West from Lilstock,
on 21 September 2016 (orange shaded area). The three pairs of surveys are indicated by red
diamond markers.
associated to the very short distance of propagation.
Due to the geometry of the grid, not all horizontal geophones recorded pure SH -waves. To
avoid P-SV conversion, S-waves were only picked when the ray azimuth is between 45 and 135
degrees from North (See Figure 4.6 and Appendix A). Furthermore, the S-wave data were much
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noisier. As a consequence, only ∼33 % of the SH -wave first arrivals were picked.
Figure 4.8 Raw traces recorded by the vertical geophones corresponding to the first shot (red
star at the bottom left location on Figure 4.5) from surveys at (a) 13:45, (b) 15:10, and (c)
17:25. First arrivals are marked by red scores. Geophones numbers refer to Figure 4.5.
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4.3 Results
With the P-wave surveys, raw travel time data were converted into seismic velocities for 24
directions of propagation between 0 and 180 degrees from North. In the case of the SH -wave
surveys, the azimuth coverage drops to a maximum of 12 angles (Figure 4.9a).
Figure 4.9 shows the mean measured seismic velocities as a function of azimuth for each pair
of surveys. Error bars were determined by calculating one standard deviation of the measured
velocities for each angle of propagation. The P-wave velocities show a maximum around 90
degrees from North. The pattern of the SH -wave velocities is less clear, mainly due to fewer
data and the narrower maximum-minimum range expected for horizontal shear waves (Hall,
2000). Nevertheless, a minimum around 90 degrees from North and maximum near 45 and 135
degrees from North are visible.
To identify the best-fitting model, an inversion is performed for the values of ZN and ZT
that minimise the RMS misfit between observed and synthetic velocities. The pattern of the
measured azimuthal velocities can only be reproduced with a rock physics model composed
of a set of aligned fractures oriented East-West, embedded in an isotropic background. The
compressional velocity of the rock matrix has been assumed to be equal to the highest measured
mean velocity, 2750 m s-1. The background density was calculated using the Gardner’s relation
(Gardner et al., 1974), giving a value of 2250 kg m-3. The values of fracture compliance related
to these models are listed in the table 4.1.
Table 4.1 Best fitting fracture compliance parameters for the three pairs of seismic surveys at
Lilstock. Errors estimated by F-test with 90% confidence.
Survey #1 Survey #2 Survey #3
13:45 15:10 17:25
ZN/ZT 0.20 ± 0.08 0.42 ± 0.10 0.46 ± 0.11
ZN [× 10-11 Pa-1] 1.28 ± 0.43 1.44 ± 0.25 1.26 ± 0.23
ZT [× 10-11 Pa-1] 6.38 ± 1.09 3.43 ± 0.56 2.73 ± 0.43
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Figure 4.9 Measured P- (black dots) and SH -wave velocities (black triangles) on the Lilstock
outcrop. Surveys realised at (a) 13:45, (b) 15:10, (c) 17:25. Error bars represent one standard
deviation of the measured velocities. Red and green curves show the best fitting modelled
velocities for P- and SH -waves, respectively. Orange shaded area represents the range of strikes
of the main fracture set.
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4.4 Discussion
4.4.1 Seismic velocities versus azimuth
The velocity pattern observed on the field can only be recovered using a rock physics model
containing a single set of aligned fractures striking E-W. P-wave velocities show a maximum
in the plane parallel to the fracture face and minimum in the normal direction (Hall, 2000;
Bamford and Nunn, 1979; Nunn et al., 1983; Crampin et al., 1980; Foord et al., 2015; Hobday
and Worthington, 2012; Inks et al., 2015). This model also explains the pattern of the SH -wave
velocities (Hall, 2000). The main fracture set observed in the field is assumed to be the dominant
factor influencing the anisotropy. The secondary cracks are randomly oriented and serve to
reduce the seismic velocities. In comparison, Foord et al. (2015) recorded P-wave velocities up to
3500 m s-1 in a limestone bed located 150 meters northward from the study area. Their results
show two fracture sets, orthogonally aligned. A few P-wave propagation angles do not satisfy the
best-fit models (6.9◦, 96.9◦ 113.1◦ North) but these directions contain few data in comparisons
with the other azimuths and are considered to be less representative of the overall anisotropy.
The model assumes homogeneity in fracture compliance and matrix velocities, while some lateral
variation is likely to be expected across the survey area (see Chapter 3). Nevertheless, a model
with a single E-W fracture set explains the bulk of the observable velocities.
Such heterogeneity is also responsible for the significant scattering present in the data.
Hobday and Worthington (2012) attributed these errors to three major causes, the first one
being error in picking the first arrivals. Due to the particularly clear signal, this is assumed
to be relatively low. The second cause is due to the likely variation of fracture compliance
over the surveyed area. Some variation in crack density and aperture were observed on the
grid. The third cause of scatter is lateral variations in the rock matrix velocity. After carrying
out the survey at Lilstock, a fourth possible cause of scatter being of geometrical nature was
identified. There is a slight variation between the in-situ position of the geophones and source
points, and the idealised grid (Figure 4.5) used to perform the travel-time to velocity transform.
For example, it is very likely that the first hammer shot of each one of the three surveys was
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not performed exactly on the same point on the bare rock. Nevertheless, it is assumed that
the heterogeneity of the effective medium, such as variation in fracture characteristics (spacing,
aperture) and matrix properties (seismic velocities, density), is the dominant source of error.
4.4.2 Velocity changes
Figure 4.10 shows the variation of P-wave velocities for each angle of propagation between
the first and the third surveys. An increase in velocities of up to 8% is visible between the
first and the third surveys (Figure 4.10a). Two of the three angles that show a reduction in
velocities correspond to azimuths with few data, while the third one shows a steadier trend,
with a velocity change around zero. Most of the variation occurs between the first two surveys
(Figure 4.10c).
The velocity increase highlights a change in the properties of the fractured outcrop. This
change is attributed to the tide going out during the seismic experiment and the drainage of
the fractures. An increase of the seismic velocities as the tide recedes, which is attributed
to the lower density air replacing relatively incompressible liquids in the fractures. The fluid
substitution at Lilstock impacts more the density than the incompressibility of the rock. The
general form of P -wave velocity is vp =
√
κ+4/3µ
ρ , where κ is the bulk modulus and µ is the shear
modulus. Replacing liquid (sea water) with gas (air) will not affect nor the incompressibility
factor κ and µ, but will reduce ρ, yielding higher velocities.
The increase in velocities is also explained by the fluid substitution theory of Gassmann
(1951). Figure 4.11 shows the P-wave velocity as a function of the fluid saturation. P-wave
velocities first decrease gradually with increasing fluid saturation, because of the effective density
increase. However close to the full saturation Vp increases drastically because the pore fluid
compressibility effect outweighs the density effect. The increasing velocities detected at Lilstock
is thus assumed to be related to a decrease in fluid saturation of the fracture network.
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Figure 4.10 P-wave velocity variation for each measured angle of propagation between (a)
survey #1 (13:45) and survey #2 (15:10), (b) survey #2 (15:10) and survey #3 (17:25), and (c)




Figure 4.11 P-wave velocity as a function of fluid saturation following the fluid substitution
theory developed by Gassmann (1951).
4.4.3 Fracture compliance
The values of ZN/ZT obtained at Lilstock fit into the typical range of published data (Verdon
and Wüstefeld, 2013; Choi et al., 2014; Foord et al., 2015). Fracture compliance results presented
in this study evolve from partially saturated to mostly drained conditions, as the tide goes
out. This dramatic increase in fracture compliance ratio over time is mostly due to a drop of
the shear compliance of 46% between the first and the third survey. Over the same time, the
normal component experiences a decrease of around 8%.
This change is explained by the retreat of the tide and the partial draining of the fractures.
This can lead to a loss of lubrication due to the water flowing out the fractures, which can contain
some natural lubricants, such as algae slime. Most of the rock physics models assumed smooth
fracture faces, but in reality, they are likely to present significant roughness and asperities.
They often exhibit mineralization, such as bridges between fracture faces (Sayers et al., 2009).
Because of the very shallow depth investigated here, changes in hydrostatic pressure is assumed
to be not significant, - the fracture aperture is unchanged, and leads to negligible variation in
ZN.
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Based on a P-wave survey on the Lilstock beach, Foord et al. (2015) found that ZN/ZT
= 0.37 ± 0.06 on an outcrop located about a further 150 m North on the wave cut platform,
and containing two orthogonal fracture sets. Hobday and Worthington (2012) performed a
seismic survey on a fractured wave-cut platform of laminated sandstones on the North coast of
Scotland, and found that ZN/ZT < 0.1. Both studies were performed on locations closer to
the sea shore than the present study area and both concluded that water-saturated fractures
induced low values of fracture compliance ratio.
Laboratory experiments made on core and synthetic samples have shown that ZN/ZT
tends to increase with the drainage of fractures with a stiff fluid (Lubbe et al., 2008; Hsu and
Schoenberg, 1993; Sayers, 1999; Pyrak-Nolte et al., 1990). But unlike for the results of the
present study, this is controlled by an increase of the normal compliance with the removing of
the fluid. Also, these experiments were made in closed systems, preventing the fluid to escape
the fractures and resulting in high values of normal compliance.
Far et al. (2014) presents similar results to the ones presented here, measuring seismic
anisotropy in synthetic fractured medium, with and without rubber inclusions. Smaller ZN/ZT
results with rubber inclusions induced by a decrease of both ZN and ZT, but the tangential
component appears to be the most affected.
4.5 Conclusions
Three near-surface seismic surveys were carried out on a fractured wave cut platform located
on the coast of Somerset, UK. The surveys were performed over a period when the tide was
going out and the fractures were draining. The site exhibits a strong seismic anisotropy caused
by the presence of a single dominant set of aligned fractures. An increase of the seismic
velocities as the tide recedes, which is attributed to the lower density air replacing relatively
incompressible liquids in the fractures. Furthermore, an increase in the fracture compliance
ratio (ZN/ZT) is observed, mainly due to a dramatic drop of the tangential component (ZT).
These behaviours indicate a change in the elastic properties of the outcrop, attributed to a
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decrease in fractures saturation as the tide is going out. The dropping ZT is attributed to
the removal of lubricants. The fractures at Lilstock are filled with clay (Janos Urai, Aachen
University, Personal communication), which acts as a lubricant when combined with water
(Odom, 1984; Schleicher et al., 2006; Tembe et al., 2010).
Azimuthal seismic surveys using P-waves are useful to determine fracture orientation, as
well as changes in fracture saturation. They provide insights into fracture properties at the field
scale. Fractured outcrops near the shoreline and influenced by tide cycles provide good sites to
develop techniques for fracture imaging. Unlike the laboratory experiments, field surveys are
not fully constrained and some assumption have to be made in order to interpret the present
results. A good example is the assumption of rock and fracture homogeneity across the field site.
Further experiments are needed to tackle these uncertainties. It would be worth expanding the
study area to further investigate issues of upscaling. Such relations between fracture length and
fracture compliance are of significant importance while upscaling to reservoir settings, where










Fracture characterisation using shear-wave splitting
at Nabro volcano following the 2011 eruption
Abstract
Nabro Volcano, situated in the Afar depression, erupted on 12 June 2011. This firstever recorded eruption was one of the most unexpected large volcanic events of thelast decade. About 10 weeks after the start of the eruption, a temporary network of
eight three-component seismometers was deployed around the volcano by a team of Eritrean and
British researchers. This study is based on a 4-month dataset containing events manually located
below the caldera. High b-values were calculated, suggesting the presence of a dense fracture
network with fluid content. Shear-wave splitting (SWS) measurements highlight an overall trend
of the fast polarisation, φ, in the NW-SE direction, parallel to the regional maximum stress
component. A shift of φ from an E-W to the NW-SE is observed over time. These results are
attributed to the presence of two sets of fractures, one being activated by the eruption. Delay
time between the fast of the slow shear waves, δt , shows that the anisotropy is localised in the
first three kilometres below the surface. By inverting seismic anisotropy, variations of fracture
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compliance ratio are also observed. In particular, ZN /ZT of the eruption-related fracture set
decreases as a function of time. This is attributed to the fracture set closing and getting less
connected as the fluid pressure is reduced in the hydrothermal system. Nabro Volcano is a
promising geothermal reservoir in Eritrea, and fracture characterisation provides a means to
help investigate such potential.
5.1 Introduction
Nabro volcano (13°22′25.93′′N, 41°42′4.97′′W) is situated in the Northern part of the Afar
triangle, in Eritrea (Figure 5.1). The volcano experienced its first recorded eruption on 12
June 2011, being one of the biggest unexpected volcanic events in recent years. Nabro is a
stratovolcano part of the Bidu Volcanic Complex, which consists in two calderas, Nabro itself and
Mallahle, on both sides of the international border between Eritrea and Ethiopia, respectively.
This volcanic complex is itself the main element of the Nabro Volcanic Range (NVR), which
lines up NNE-SSW, cross-cutting the Danakil micro-plate (Wiart and Oppenheimer, 2005).
Nabro volcano is the main feature of the NVR, reaching 2280 m a.s.l. and exhibiting an 8 km
diameter caldera. Nabro is located on the western margin of the Danakil block, which is in
advanced stages of continental rifting. Danakil is located in the north of the Afar triple junction
and is surrounded by the Arabia, Nubia and Somalia plates and lies between the Gulf of Aden,
the main Ethiopian rift, and the Red Sea (Figure 5.1).
The eruption of Nabro emitted the largest amount of aerosol into the stratosphere since
Mount Pinatubo in 1991 (Fromm et al., 2014). The SO2 initial volume was estimated to be
above 4 Tg during the 15 days following the eruption (Theys et al., 2013), based on observations
of sulphate aerosol forming volcanic clouds (Pinto et al., 1989; Zhao et al., 1995). Such large
volcanic aerosol clouds have the potential to impact climate at a global scale, including surface
temperature and atmospheric circulation, by disturbing the Earth’s radiation balance (Robock,
2000). Aerosol emissions from Nabro eruption reached the upper troposphere and the lowermost
stratosphere (Clarisse et al., 2014; Friberg et al., 2015; Noh et al., 2017; Liu et al., 2019), spread
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Figure 5.1 The Afar triangle (delimited by the black dashed lines), in the North of the East
African Rift (insert). Nabro volcano (red triangle) is located on the western edge of the Danakil
block (yellow shaded polygon). Black arrows show the rate and direction of rifting of the
tectonic plates around the triple junction. Dotted red lines show the plate boundaries.
to Eastern Europe (Mateshvili et al., 2013) and Asia (Uchino et al., 2012; Shin et al., 2015; Noh
et al., 2017), circled the globe northern hemisphere (Liu et al., 2019; Sawamura et al., 2012),
and caused small but non-negligible climate variability (Bourassa et al., 2012; Santer et al.,
2015).
Nabro eruption produced a powerful infrasound impulse detected in Djibouti and Kenya
(Fee et al., 2013), consistent with volcanic emissions of the next days (Goitom et al., 2015).
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Nabro eruption, among others, highlighted the potential of induced infrasound observations for
monitoring volcanic hazards (Matoza and Fee, 2018).
The eruption caused 7 fatalities, many injuries, and forced thousands of people to move
away from the affected zone (Goitom et al., 2015). Material damages, mainly caused by the
induced earthquakes and the ash deposits, were also reported in the area.
The eruption lasted for few weeks, as highlighted by the observations of the lava flow
heading West and an ash plume up to 5.5 km high, respectively observed by the NASA Earth
Observatory on 29 June 2011, and by the Volcanic Ash Advisory Centres (VAAC) of Toulouse
on 16 July 2011 (Global Volcanism Program, 2011). High resolution infrared images and
radiance measurements also show active vents at least until mid-July (Goitom et al., 2015).
Prior to the eruption, a 4.8 ML earthquake was detected on 31 March 2011, being the first
event ever reported by the United States Geological Survey (USGS) for the area. Initially
located 25 km southeast of Nabro volcano by the USGS, the epicentre was relocated within
the Nabro caldera using field observations, eyewitnesses (Ogubazghi and Goitom, 2014) and
regional seismic stations in Ethiopia and Djibouti (Goitom et al., 2015).
Seismic anisotropy is here investigated below the Nabro volcano using shear-wave splitting
(SWS) data from a period of 4 months following the June 2011 eruption. During the last decades,
SWS has been used to study a range of geological reservoirs, including volcanic settings (Nowacki
et al., 2018; Johnson and Poland, 2013; Gerst and Savage, 2004; Baird et al., 2015). Like other
geothermal reservoirs associated with volcanic systems (e.g., Tang et al., 2015; Rial et al., 2005;
Wilks et al., 2017), Nabro volcano is thought to be one the most promising geothermal sites in
the region. This is mainly based on surface manifestations of high temperatures (Figure 5.2 ;
Yohannes, 2009, 2012, 2013, 2015). Nabro is also listed by the United Nations (UN) Environment
Africa Geothermal Inventory Database (see http://agid.theargeo.org/newagid/site/index.html)
as a potential site of geothermal resource in Eritrea.
SWS is arguably the most robust tool to measure and describe anisotropy, which in turn,
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gives insight into the nature of the reservoir. SWS can be used to characterise fracture networks
(Erten et al., 2001; Baird et al., 2015; Nowacki et al., 2018; among others), as they represent a
major pathway for fluid flow in hydrothermal settings (Crampin, 1985). Continuous or repeated
seismic monitoring also provides a way to detect temporal changes in the anisotropy and
reservoir characteristics and better understand the reservoir properties and elastic behaviour
(Gerst and Savage, 2004; Miller, 2002; Verdon and Wüstefeld, 2013; Baird et al., 2015; Teanby
et al., 2004a).
Figure 5.2 Photograph of fumarole activity taken few days after the June 2011 eruption
(source: Yohannes, 2012). Note the basaltic lava in the background.
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5.2 Methodology
5.2.1 Shear-wave splitting
Aligned sets of fractures are a common cause of seismic anisotropy, which can be investigate
though measurements of shear-wave splitting. An anisotropic medium causes a shear wave to
split into two independent quasi shear waves. The two resulting shear waves are orthogonally
polarised and have distinct velocities. The fast shear wave polarisation, φ, provides information
about the symmetry of the anisotropy. In the case of the presence of one set of aligned fractures,
φ approximates the strike orientation of these fractures. More complexity is introduced with
two or more sets of fractures influencing the local anisotropy (Nowacki et al., 2018; Teanby
et al., 2004a). Bias can also be introduced if others sources of anisotropy are present, such
as horizontal sedimentary layering. To minimise the effect induced by non-vertical fracture
anisotropy, a shear window containing only incident angles between 0 and 45 degrees from
vertical up is used. This also avoids the effects of free surface coupling (Booth and Crampin,
1985). These sub-vertical arrivals are easiest to analyse in terms of vertically aligned fracture
sets (Verdon et al., 2011). The delay time between the fast and the slow S-waves, δt , is a
measure of the strength of the anisotropy and can be related to the fracture density.
In this work SWS measurements are performed using the splitting correction method
introduced by Silver and Chan (1991). The method rotates and shifts the horizontal components
to remove the effects of the anisotropy. An analysis window is selected around the shear phase
and a grid search is used to find φ and δt that best remove the effects of the splitting in this
window. In the presence of anisotropy, the particle motion within this selected window is
elliptical. This is linearised after correction for anisotropy. The best splitting parameters (φ
and δt) are those that minimise the second eigenvalue of the particle-motion covariance matrix.
Finally, errors can be assessed using an F-test is used to compute the 95% confidence interval
for the best values for the parameters φ and δt .
This technique can give results that are highly dependent of the selection of the start and
end of the time window, introducing significant uncertainties on the results. Manually testing
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different windows for each SWS measurement is time consuming and not suitable for large
earthquake catalogues. The analysis is hence extended by using the automated multiple windows
approach developed by Teanby et al. (2004b). This technique uses a range of windows with
distinct start and end times (Figure 5.3). A series of N windows are defined around the shear
phase arrival. The beginning of these windows varies between Tbeg0 and Tbeg1 , with Nbeg steps
of ∆Tbeg . Similarly, the end of the sampling windows varies between Tend0 and Tend1 , with Nend
steps of ∆Tend . The total number of analysis windows is therefore given as
N = Nbeg ∗Nend . (5.1)
Here 5 time interval steps are used for both Nbeg and Nend when applying the multiple windows
approach. SWS is estimated for a total of N = 25 windows per ray.
Figure 5.3 SWS using multiple evaluation windows. Start (blue) and end times (red) define a
series of windows around the shear phase (black wavelet).
87
CHAPTER 5. FRACTURE CHARACTERISATION AT NABRO VOLCANO
SWS parameters are calculated for each window. A cluster analysis is then used to identify
the measurements that are stable (steady φ and δt parameters) over many windows, highlighting
the robustness of these measurements. Reliable clusters must contain a minimum number of
stable measurements and show small error bars. The best solution corresponds to the window
which gives the SWS estimates with the smallest uncertainties within a stable cluster.
In order to assess the automated SWS, each measurement is displayed on a diagnostic
plot (Figure 5.4). Several criterions of confidence are to be taken in account to validate the
reliability of the SWS measurements (Teanby et al., 2004a; Schlaphorst et al., 2017): (1) clear
S-phase in the recorded data, (2) energy minimisation of the corrected transverse component,
(3) linearisation of the particle motion in the analysis window after correction, (4) stable cluster
over a large range of time windows, (5) similar fast and slow wavelets, (6) clear unique minimum
in the error contour plot.
Based on the observation of these criteria, 200 source-receiver records were considered as
reliable SWS measurements and used in the analysis of the Nabro volcano anisotropy.
5.2.2 Magnitude-frequency distribution and b-values
The frequency of earthquakes as a function of the magnitude can help infer the state of stress
of a region at a given time period. The most broadly used approach to quantify the magnitude-
frequency distribution of an earthquake population is the Gutenberg-Richter relationship
(Gutenberg and Richter, 1942), which is expressed as,
N (M) = 10(a−bM), (5.2)
or
log10N = a −bM , (5.3)
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Figure 5.4 Example of splitting measured at station NAB1 on a magnitude 1.1 ML event
recorded on 27-08-2011. This event was originated at 3.68 km below the surface. The incidence
angle of the arrival is 45 degrees from vertical up. (a) Filtered (bandpass 1 to 15 Hz) east-west
(E), north-south (N), and vertical (Z) components. Dotted bars show the manually picked P-
and S-phases (Goitom, 2017). Yellow shade delimits the range on which the time windows
were chosen. (b) Uncorrected and corrected radial (R), and transverse (T) components. Radial
refers to the original polarisation of the S-wave in the isotropic medium and transverse is the
component tangential to this. Note the effective minimisation of the energy on the transverse
component after the splitting correction. Grey shade delimits the best result window. (c) Map
of the seismic array (triangles) and the location of the event (asterisk). The station which
recorded the signal is highlighted by the black shaded triangle. (d) Top 2 panels: Fast (red) and
slow (blue) shear waves before (left) and after (right) the splitting correction. Bottom panel:
Particle motion before (red) and after (blue) the splitting correction. Note the good linearisation
of the initially elliptical-shaped particle motion. (e) Surface error plot of the grid search over
fast orientation (φ) and delay time (δt). The solid black line shows the 95% confidence interval
around the best splitting parameters. (f) Cluster of the best fitting solution for 25 analysis
windows. A reliable result is stable and shows a plateau over several time windows, both in φ
and δt .
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where N is the number of events with a magnitude equal to or higher than M , and a and b are
constants representing the intercept and the slope of a straight line, respectively.
First, a Goodness-of-Fit Test (Wiemer and Wyss, 2000) is used with a 95% probability to
compute the required magnitude of completeness, MC , which is defined as the magnitude above
which all events of the earthquake catalogue are recorded (Rydelek and Sacks, 1989; Mignan
and Woessner, 2012). On a logarithmic plot (Figure 5.5), below MC , the cumulative number of
events starts to bend and shows a plateau. This is because the smaller events are more difficult
to detect.
Figure 5.5 Frequency-magnitude relationships at Nabro for (a) the period 31 August to 7
October 2011 (modified from Hamlyn et al., 2014) and (b) the period 31 August to 31 December
2011 (modified from Goitom, 2017). Smooth red lines are the best fits and green dashed lines
are the magnitudes of completeness.
The parameter b (commonly called b-value) describes the gradient of the straight line
fitting the data above MC on a logarithmic scale plot (Figure 5.5). The maximum likelihood
method (Mignan and Woessner, 2012; Aki, 1965) is used to determine the b-value. The b-value
is a measure of the relative proportion of low to high magnitude earthquakes and provides
insights into the rock properties and the state of stress of the region (Scholz, 2015). b-values
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are commonly close to 1 in tectonic settings (Frohlich, 1993). In contrast, b-values higher than
1 describe regions with low rate of high magnitude events, generally indicating more fractured
rock, rich in fluid fill (Ibáñez et al., 2012; Murru et al., 1999). Such high b-values, as previously
observed at Nabro (Figure 5.5), are typical of unrested volcanic settings (Roberts et al., 2015;
Wilks et al., 2017; Murru et al., 1999; Ibáñez et al., 2012). Anomalous b-values lower than
1 have been observed. Although low b-values are generally encountered in tectonic regimes
(Jafari, 2008; Nowroozi and Ahmadi, 1986), they have been observed in volcanic settings (Maher
and Kendall, 2018; Jay et al., 2012). In such environment, low b-values are attributed to a stiff
and closed crustal system, with high stress (Maher and Kendall, 2018; Goitom, 2017).
5.2.3 Seismic dataset
In August 2011, a seismic array was deployed around the Nabro Volcano (Figure 5.6) as an
emergency response to the unexpected June 2011 eruption. This local array consisted in 8
three-component broadband seismometers (Table 5.1) provided by SEIS-UK (Brisbourne, 2012)
and installed on Nabro’s flanks, outside the caldera. Although NAB6 station was flooded early
on and the GPS of NAB7 was not working properly, the array ran for 14 months with high
signal-to-noise ratio (Hammond et al., 2014) and recorded a total of 18,095 events around Nabro
and Mallahle volcanoes (Goitom, 2017).
In this work, the events located manually and reviewed by Goitom (2017) are used. The
horizontal and vertical errors are 6 2 km and 6 5 km, respectively. The data cloud was then
cropped laterally between 13.33 and 13.40 degrees North and 41.66 and 41.72 degrees East
to focus on events beneath the Nabro caldera. This is the main swarm of events where the
hydrothermal system is likely to be located. This is also a region of high b-values, in comparison
with the neighbouring Mallahle Volcano (Hamlyn et al., 2014; Goitom, 2017). In addition, only
events shallower than 7 km depth are considered. This lower limit was chosen as this is the
inferred depth of the magma reservoir, modelled as a Mogi source by analysing radar satellite
data (Hamlyn et al., 2014, 2018; Goitom et al., 2015). The brittle-ductile transition zone was
also estimated around 7 km depth by analysing petrological data from post 2011 eruption
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Table 5.1 Details of eight stations deployed in August 2011 around Nabro volcano. Note the
reduction of the sampling frequency after the October 2011 servicing campaign (modified from
Goitom, 2017).
Station Sensor Sensor Latitude Longitude Elavation Start date End date Sample rate
name ID [°N] [°E] [m a.s.l.] [Hz]
NAB1 6T T6071 13.3873 41.6554 1329 24/08/2011 09/10/2011 100
NAB1 6T T6071 13.3873 41.6554 1329 09/10/2011 06/10/2012 50
NAB2 6T T6014 13.4285 41.7146 1207 26/08/2011 10/10/2011 100
NAB2 6T T6014 13.4285 41.7146 1207 10/10/2011 07/10/2012 50
NAB3 6T T6035 13.3759 41.7549 1283 27/08/2011 11/10/2011 100
NAB3 6T T6035 13.3759 41.7549 1283 11/10/2011 08/10/2012 50
NAB4 6T N/A 13.4786 41.6786 703 23/08/2011 10/10/2011 100
NAB4 6T N/A 13.4786 41.6786 703 10/10/2011 07/10/2012 50
NAB5 40T T4A90 13.3151 41.7082 1272 28/08/2011 14/10/2011 100
NAB5 40T T4A90 13.3151 41.7082 1272 14/10/2011 09/10/2012 50
NAB6 40T T4A96 13.4352 41.6410 965 22/08/2011 30/08/2011 100
NAB7 6T T6216 13.4256 41.7562 893 25/08/2011 11/10/2011 100
NAB7 6T T6216 13.4256 41.7562 893 11/10/2011 01/10/2012 50
NAB8 40T T4A85 13.3348 41.7983 655 29/08/2011 13/10/2011 100
NAB8 40T T4A85 13.3348 41.7983 655 13/10/2011 12/10/2012 50
tephra deposits (Donovan et al., 2018). The final dataset contains 1427 events covering the
period from 27 August 2011 to 31 December 2011.
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Figure 5.6 Seismic stations around Nabro (red squares) and manually located earthquakes
(dots) with raypaths within the shear wave window (incidence angle between 0 and 45 degrees
from vertical). Bottom and right panels show the events as a function of altitude (in meters
above sea level).
5.3 Results
5.3.1 Depth extent of anisotropy
The splitting parameter, δt , provides an estimate of the strength of anisotropy between the
earthquake and the station. Individual results give an average for the raypath variations in
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the anisotropy. However, datasets covering a broad range of depths indicate the dependence of
anisotropy with travelled distance (Liu et al., 1997, 2008; Thomas and Kendall, 2002; Cochran
et al., 2003; Nowacki et al., 2018). The Nabro dataset is composed of events ranged from the
near surface to 7 km deep.
In order to evaluate the strength of the anisotropy the amount of splitting is normalised by








where SWA is the shear wave anisotropy (in per cent), vs is the mean shear wave velocity (Maher
and Kendall, 2018). Raypath is assumed straight between the source and the station (i.e.,
constant velocity). This straight-line approximation can lead to significant under-estimations
for deep events, but considered as a reliable approximation for shallow earthquakes, where the
bending of the ray is minor (Nowacki et al., 2018). Mean velocities (vs) were extracted from
a 1-dimension velocity model of the Afar region (Keir et al., 2009) and previously used for
location seismic events at Nabro (Goitom et al., 2015; Hamlyn et al., 2014).
The δt results vary between 0.01 and 0.10 s and the average is 0.05 ± 0.01 s. No trends of δt
are discernible, either with depth (Figure 5.7a) or with distance from the source to the station
(Figure 5.7b). SWA ranges between 0 and 5% (Figure 5.7c and Figure 5.7d), which is common
for fracture-induced anisotropy in the shallow crust (Crampin, 1987; Liu et al., 1997; Nowacki
et al., 2018; Baird et al., 2015; Maher and Kendall, 2018). There is a lack of shallow (< 1.5 km)
and deep (> 6 km) events. SWS shows a slight decrease with either depth or source-station
distance.
No trends in δt and a decrease of SWA with either distance or depth indicates that the
source of anisotropy is mainly located in the uppermost layers of the crust (approximately in
the first 3 km). In the case of a homogeneous distribution of anisotropy with depth, SWA would
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be constant and show no trend with distance (Liu et al., 1997; Thomas and Kendall, 2002),
while δt would increase monotonously with depth. The results are in agreements with results
from other volcanoes (e.g. Nowacki et al., 2018; Maher and Kendall, 2018; Baird et al., 2015).
Figure 5.7 Measured amount of splitting for the dataset. (a) Delay time (δt) versus depth, (b)
δt versus source-station distance (assuming straight-line raypath), (c) shear wave anisotropy
(SWA) versus depth, and (d) SWA versus source-station distance.
There appears to be a bimodal population in δt and SW S, which does not correlate with
time. This might reflect variations in terms of stress over wavelength scales.
Finally, no trend with distance to the centre of Nabro caldera was detected, nor lateral
variations around the volcano, suggesting that the lateral distribution of anisotropy beneath
the caldera is relatively homogeneous.
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5.3.2 b - value
Local magnitudes at Nabro volcano for the August-December 2011 period range between 0.2
and 3.7 (Figure 5.8a). The frequency distribution shows a magnitude of completeness of MC =
1.30 and a b-value = 1.17 ± 0.06 (Figure 5.8b). These results agree with the range of previous
estimation for Nabro volcano. For the same period (August-December 2011), Goitom (2017)
assessed b-value = 1.14 ± 0.09 (Figure 5.5b), for a data set slightly bigger (1835 events), as the
events extend further laterally and deeper in the crust. The slightly bigger b-value might be
due to a focus on events beneath the caldera, which might be more fractured and fluid-rich than
regions below the flanks of the volcano. Hamlyn et al. (2014) calculated b-value = 1.30 ± 0.08
for a period of 36 days immediately after the deployment of the local seismic array (Figure 5.5a).
This higher b-value is likely due to its temporal proximity to the eruption period, suggesting
there is more fracturing and fluids in the period immediately following the eruption.
5.3.3 Fast shear wave orientation
Due to the location of the seismic stations with respect to the earthquakes swarm, most
of the SWS measurements are made using the NAB1 station (170 of a total of 200 SWS
measurements). Over the August-December period, fast shear wave polarisations exhibit an
overall NW-SE orientation (Figure 5.9). Any lateral variation in φ is investigated by computing
fast orientation φ for the 4 stations (NAB1, NAB2, NAB3, and NAB5), which recorded reliable
SWS measurements (Figure 5.9). The other stations are too distant from the earthquake swarm
to record signals within the shear wave window. Although most of the data are constrained
around NAB1, the 4 clusters show consistency in their trends of fast orientation, suggesting the
source of anisotropy extends evenly beneath the caldera.
This NW-SE orientation is parallel to the Red Sea trend and to the western margin of the
Danakil micro-plate, and perpendicular to the direction of opening between the Arabian and
Nubian plates (Figure 5.1). This trend is also parallel to the maximum horizontal stress, σHmax ,
in the region as highlighted in the 2016 World Stress Map project (Figure 5.10 ; Zoback, 1992;
Heidbach et al., 2018). A series of field- and remote-based observations tends to confirm this
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Figure 5.8 Distributions of earthquake magnitudes for the catalog of manually located earth-
quakes below Nabro. (a) Histogram of the events magnitude (bins are 0.05 magnitude width).
(b) Gutenberg-Richter plot for the events. b-value is the solid red line and the 95% of confidence
intervals are the dashed red lines. Magnitude of completeness (MC ) is indicated by the dashed
vertical green line.
trend, such as the alignment of small pits and volcanic vents along a NW-SE axis (Hamlyn
et al., 2014; Goitom et al., 2015). Tensile cracks up to 10 m long outcropping at the surface and
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Figure 5.9 Orientation of the fast shear wave polarisation (coloured ticks). The colour and
the length of the ticks are proportional to the delay time between the fast and the slow shear
waves (δt). Large rose diagram in insert shows the overall trend of φ. The 4 rose diagrams on
the map show the trends for each cluster related the 4 stations which recorded reliable signals
for SWS measurements.
striking NNW-SSE were also reported just after the eruption (Ogubazghi and Goitom, 2014),




Figure 5.10 Stress map showing the orientation of the maximum horizontal compressional
stress σHmax (ticks of the symbols) around Nabro volcano. Focal mechanisms show a NW-SE
trend of σHmax . Green symbols show strike-slip. Red symbols correspond to normal faulting.
Modified from the 2016 version of the World Stress Map project (Heidbach et al., 2016).
5.4 Discussion
A change in the orientation of the fast shear polarisation is visible before and after 8 October
2011 (Figure 5.11). For the first period, the φ orientation is roughly East-West, with some
signal in the NW-SE direction. The second period is clearly dominated by a NW-SE orientation
of φ, parallel to the Danakil axis.
In order explain the observed delay time and fast polarisation direction, as well as the
temporal variation in φ, a series of rock physics models based on the additional compliance
approach are used to estimate the elastic stiffness tensor (Schoenberg and Sayers, 1995). This
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Figure 5.11 Variations in the fast shear wave polarisations with time at Nabro. Dark blue
rose diagrams show the orientation of the fast shear wave for the periods (a) before and (b)
after the 15 October 2011. Small light blue rose diagrams show 4 subdivisions: (c) 27 August to
15 September 2011, (d) 16 September to 14 October 2011, (e) 15 October to 15 November 2011,
(f) 16 November to 31 December 2011. These highlight a transition between an E-W trend to a
NW-SE trend. (g) Number of events per day. The lack of data between the 8 October and the
15 October 2011 is due to only three stations working during this period. Solid red line shows
the calculated b-values for the 4-month period. Red dashed lines indicate average b-values from
Hamlyn et al. (2014) and Goitom (2017).
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method has been used to explain rapid changes in the state of stress that affect the fracture
properties, including settings such as hydraulic fracturing (Verdon et al., 2009; Verdon and
Wüstefeld, 2013; Baird et al., 2013b), CO2 storage (Verdon et al., 2011), and mining activity
(Wuestefeld et al., 2011a).
The additional compliance introduced by a set of aligned cracks varies as a function of
their orientation (strike and dip), density (Hudson et al., 1996), and compliance (Verdon and
Wüstefeld, 2013). A series of models composed of one or two sets of vertical cracks with different
parameters are tested. A grid search over these parameters is performed to find the model which
minimise the difference between the observed and modelled SWS parameters. In each scenario,
synthetic SWS are produced using the Christoffel equation and misfit with the observations is
calculated, using the Matlab seismic anisotropy toolbox (MSAT; Walker and Wookey, 2012).
An isotropic background was also assumed, since sub-vertical raypaths will not be significantly
affected by horizontal layering (Kendall et al., 2006).
The best fitting model consists of an isotropic background containing 2 sets of vertically
aligned fractures, one oriented NW-SE, and the other oriented NE-SW (Table 5.2). For the first
half of the period (before 8 October 2011), ξ(1) = 0.05 and ZN /ZT (1) = 0.8 for the NW-SE set,
while ξ(2) = 0.05 and ZN /ZT (2) = 0.75 for the NE-SW set (Figure 5.12). For the second-half of
the period (after 15 October 2011), ξ(1) = 0.05, ZN /ZT (1) = 1.00, ξ(2) = 0.01, and ZN /ZT (2) =
0.2 (Figure 5.13).
Table 5.2 Parameters of the best fit models at Nabro for the first and second half of the
period of interest. Note that the strikes are in degrees from North and positive in the clockwise
direction.
Period Strike(1)[◦] ξ(1) ZN /ZT (1) Strike(2)[◦] ξ(2) ZN /ZT (2)
27/08/11 - 08/10/11 130 0.05 0.8 50 0.04 0.7
15/10/11 - 31/12/11 130 0.05 0.9 50 0.01 0.2
The first period shows 2 sets of fractures with similar characteristics. This is highlighted
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in the misfit surface which is displayed as a function of the densities of the two fracture sets
(Figure 5.12c). The SWS observations from the first period require the two fracture densities to
be about the same value.
Figure 5.12 Best fitting model for the 27 August to 5 October 2011 period. (a) Rose diagram
for the fast shear wave orientation. (b) Misfit surface as a function of crack density (ξ(2))
and fracture compliance ratio (ZN /ZT (2)) of the NE-SW fracture set. The minimum misfit is
indicated by the red square. (c) Surface plot of the misfit as a function of the crack density of
the two fracture sets. (d) Upper hemisphere polar plot of the measured shear-wave splitting
results (white ticks). The orientation of the ticks gives φ, while their length marks δt . Black
ticks indicate the synthetic fast shear polarisation and the filled contours show δt for the best
fitting model.
In contrast, during the second half (after 15 October 2011), the NW-SE set tends to be the
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dominant one (Figure 5.13). The fracture density for the NW-SE set must be larger than that
of the NE-SW set. The extreme reduction in crack density of the second set, ξ(2), which tends
to zero, can be assumed to be due to the closure of the cracks in these orientations. Likewise,
the decrease of ZN /ZT (2) represents here a stiffening of the NE-SW fracture set.
Figure 5.13 Best fitting model for the 6 October to 31 December 2011 period. (a) Rose
diagram for the fast shear wave orientation. (b) Misfit surface as a function of crack density
(ξ(2)) and fracture compliance ratio (ZN /ZT (2)) of the NE-SW fracture set. The minimum misfit
is indicated by the red square. (c) Surface plot of the misfit as a function of the crack density
of the two fracture sets. (d) Upper hemisphere polar plot of the measured shear-wave splitting
results (white ticks). The orientation of the ticks gives φ, while their length marks δt . Black
ticks indicate the synthetic fast shear polarisation and the filled contours show δt for the best
fitting model.
The most plausible source of changes in anisotropy over a short period of time (i.e., few
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weeks) is a significant change in the stress field in the medium (Savage, 1999). The most
obvious cause of stress variation is the contemporary volcanic activity at Nabro and the related
magma intrusion in the shallow crust. Based on inversion modelling of the ground deformation
measured by Synthetic Aperture radar (SAR) imagery, a dike striking NW-SE and located
0.3-4.3 km below the caldera has been inferred (Figure 5.14). This dike is aligned with the
maximum principal stress in the region (Goitom et al., 2015; Hamiel and Baer, 2016). This is
also consistent with the observed vents aligned NW-SE (Goitom et al., 2015).
Figure 5.14 Deformation features inferred from SAR analysis of ground displacement at Nabro,
including the NW-SE striking dike (red shaded area). This model also includes a NW-SE
normal fault (blue shaded area) and a Mogi source (orange dot) located 6.3 km below the
surface. Source: Goitom et al., 2015.
Dike injections have been previously described as potential source of stress during volcano
unrest, using shear-wave splitting (Gerst and Savage, 2004) and volcano-tectonic seismicity
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analysis (Roman et al., 2004; Roman, 2005; Roman and Cashman, 2006; Lehto et al., 2010).
As magma is intruded into a vertical dike from a deeper source, the dilatation acts in the
direction of the minimum stress component σh , increasing its magnitude, and perpendicular to
the regional stress σHmax (Figure 5.15 ; Parsons and Thompson, 1991; Gerst and Savage, 2004).
Figure 5.15 Schematic representation of the variation of the local anisotropy below Nabro
volcano. The NW-SE striking dike is represented by a red rectangle. Blue arrow shows the
maximum stress component. White arrow shows the dike-induced local stress field, perpendicular
to the regional σH . Black ticks indicate the orientation of fractures. Adapted from Gerst and
Savage (2004).
At Nabro, one or several sequences of dike inflation likes occurred during the eruption,
causing the local maximum stress component, σH , to migrate to a NE-SW trend. As the fast
shear orientation transitions back to the regional NW-SE trend by October 2011, the first
half of the monitoring period captures the transition between the anomalous NE-SW and the
normal regional NW-SE trend. The surveyed period captures the relaxation of the volcanic
system under Nabro back to the normal stress setting. This is consistent with observations of
continuous surface subsidence measured using satellite imageries during the period following
the eruption (Hamlyn et al., 2018).
Since the seismic array was deployed after the eruption period, the exact moment of the
rotation of the local stress could not been directly observed. However, it is assumed here that
the rotation occurred before the eruption itself, as the magma fills the shallow dike system
(Bianco et al., 2006). Monitoring stress variation under active volcanoes using SWS has thus
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the potential to help forecast major eruption events on a short- to mid-term basis, as suggested
by Gerst and Savage (2004).
This study shows the effectiveness of using a combination of seismic analysis to investigate
fractured reservoirs. SWS is useful to map fractures and detect temporal variations in stress
and fracturing. In addition, high b-values indicate a fractured and fluid-rich system, typical
of volcanic settings, particularly at the start of the recording period, when fluid pressure is
high enough to maintain open two orthogonally oriented sets of cracks. Temporal changes in
anisotropy might help in forecasting at short time scales. Complementary techniques, such as
temperature logs (?) and flow-meter measurements (?), could bring more information about
the hydraulic conductivity of the fractures (Barton et al., 1995), and assess the viability of the
reservoir.
5.5 Conclusions
An array of 8 broadband seismometers was deployed on the flanks of Nabro volcano a few weeks
after it erupted on 12 June 2011. Shear-wave splitting is measured on a dataset consisting of
manually located events detected between the end of August and the end of December 2011.
No trend in δt with depth is detected, showing than most of the anisotropy is contained in the
shallow subsurface (< 3km).
In general, the polarisation of the fast shear wave, φ, aligns with the regional direction
of minimum horizontal stress (NW-SE), which is the trend of the Red Sea opening and the
western margin of the Danakil micro plate. However, an E-W trend in φ is visible early in the
monitoring period, but not in the late period. This is explained by involving the presence of
two fracture sets, one aligned with the regional stress field and a second orthogonal set aligned
with the Nabro-Dubbi volcanic chain. Dike inflation and pressurisation of the hydrothermal
system modify the stress field, opening the second set of fractures at the time of eruption. The
fast orientation re-orients along the regional horizontal maximum stress after the deflation of
the dike and the closure of the orthogonal set of cracks. This study shows the effectiveness
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of using SWS to map fractures and detect temporal variations in stress and fracturing. High
b-values indicate a fractured and fluid-rich system, typical of volcanic settings, particularly at
the start of the recording period, when fluid pressure is high enough to maintain open two
orthogonally oriented sets of cracks. Temporal changes in anisotropy might help in forecasting
at short time scales.
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Throughout this thesis, the focus has been on imaging and characterising fracturenetworks using seismic methods. In this chapter, the main outcomes of this work aresummarised, covering the three chapters presenting the results: (i) fracture mapping
using a UAV, (ii) active seismic experiments at Lilstock, and (iii) fracture characterisation at
Nabro volcano using microseismic. From the observations of fracture-induced anisotropy at
Lilstock and Nabro, fracture compliances and fracture compliance ratios have been evaluated.
The results from chapters 3 and 4 will form the body of a single publication in an international
peer-review journal. The results from shear-wave splitting measurements at Nabro will also be
submitted for review in an international journal. In addition, potential future work is presented
at the end of the chapter.
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6.1 Fracture mapping at Lilstock
The Lilstock wave-cut platform is located on the southern margin of the Bristol Channel Basin,
UK. The limestone outcropping at the surface is highly fractured. A software-controlled UAV
was used to take a series of photographs over a 20 × 25 m outcrop situated on the East-West
oriented hinge of an anticline. A mosaic of high spatial resolution was created from these
photographs. Fractures and cracks were manually digitised, allowing the characterisation of the
joint network within the mapped area. Main results of this mapping campaign are listed below.
• Two sets of joints were detected, the first striking East-West and consisting in long fractures
extending up to tens of meters. The second set contains smaller cracks, generally much
less than 1 meter long. Although these cracks show some alignment in the North-South
direction, they also show populations of orientation at intermediate angles, making the
overall orientation trend of these cracks slightly more random than the long East-West
fractures.
• The joint network of the mapped outcrop exhibits significant heterogeneity, even over
short distances. This is particularly true for the crack intensity and the crack orientation.
These two parameters show large variability between the northern and southern parts of
the outcrop. Such variability in joint parameters is likely to be related to their position
relative to the anticline.
• These quantitative measurements of joint variability highlight the heterogeneity that can
be present at a single outcrop and the related heterogeneity in elastic properties, such
as fracture compliance. This can help better explain the scattering commonly seen in
seismic data that is interpreted in terms of fracture characteristics.
6.2 Seismic experiment at Lilstock
Three pairs of P - and S-wave seismic surveys were performed on the Lilstock wave-cut platform,
at the location of the outcrop mapped using the UAV. The first objective of these surveys was
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to recover the orientation of the observed fractures using observations of seismic wave speeds as
a function of azimuth. Second, time-lapse seismic surveys were used to detect potential changes
in seismic anisotropy due to fractures drainage as the tide recedes. Main findings of the seismic
survey are listed below.
• Because of the configuration of the seismic survey and the clearer first arrivals, the P -wave
surveys give better results in order to investigate fracture-induced anisotropy. They cover
a larger range of azimuths and exhibit a greater difference between the maximum and the
minimum values of velocity. Nevertheless, the SH -wave data help to better constrain the
fracture model that best fits the data.
• The measured azimuthal variation in seismic velocities agrees well with the orientation of
the E-W fractures mapped at the outcrop surface. P -wave velocities show a maximum in
the direction of the strike of the E-W fractures, and a minimum in the N-S direction of
propagation. On the other hand, SH -wave velocity is minimum in the East-West direction,
as expected.
• Local anisotropy is controlled by the long East-West fractures. No detectable signal is
inferred from the cracks.
• An increase in the seismic velocities up to 8% was detected over time, as the tide retreats.
This was mostly pronounced for the case of the P -waves between the first and the second
surveys (i.e., before low tide).
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Figure 6.1 Compilation of ZN /ZT measurements in field settings and for laboratory samples,
respectively above and below the dashed red line. The results for Nabro and Lilstock aare
shown at the top of the plot.
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• Inversion for the normal and tangential fracture compliance was derived from the P - and
S-wave surveys. The fracture compliance ratio at Lilstock varied with the tide. Values of
ZN /ZT from 0.18 to 0.40 and 0.48 were estimated as the fractures drained. However, the
increase in ZN /ZT was mostly controlled by a drop of the tangential component, while
the normal compliance remains stable (Figure 6.1). A suggested reason for this is a loss
of cohesion in the clay filling the fractures.
• Observed fracture length and estimated fracture compliance are consistent with the scaling
relationship proposed by Worthington and Lubbe (2007). The Lilstock results are in
agreement with previous measurements made on laboratory samples and in the field
(Figure 6.2).
Figure 6.2 Results of individual fracture compliance, BN and/or BT , as a function of fracture
length for the seismic experiment at Lilstock (red bar). Modified and updated from Worthington
and Lubbe (2007); Verdon and Wüstefeld (2013); Foord et al. (2015).
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6.3 SWS measurements at Nabro volcano
Nabro volcano, located in Eritrea, erupted on the 12th June 2011. A catalogue of manually
located earthquakes recorded by a surface array and covering a period of 4 months was analysed.
Shear-wave splitting (SWS) analysis is used to investigate fracture-induced anisotropy. The
orientation of the fast shear-wave polarisation, φ, is assumed to be dominated by aligned
sub-vertical fractures, as commonly observed in hydrothermal systems. In addition, delay times
between the fast and the slow shear-waves, δt , indicate the strength of the anisotropy. The
splitting parameters are useful to study the spatial and temporal extent of the fracture-induced
anisotropy. Main results and conclusions are listed below.
• A b-value of 1.17 was calculated for the period of interest. This result is consistent with
previous estimates and indicates a fractured and fluid-rich system.
• Measurements of fast shear-wave polarisation, φ, show an overall NW-SE trend, parallel
to the Red Sea axis and to the western margin of the Danakil micro-plate. No obvious
spatial variations in the fast shear wave polarisation was observed, indicating no lateral
heterogeneity in the anisotropy in the upper crust.
• However, the orientation of the fast shear-wave polarisation varies over time. The
orientation migrates from an E-W trend between September and October to a NW-SE
trend after mid-October. This later trend remains stable during the second half, from
mid-October to the end of December.
• A rock-physics based model composed of two distinct fracture sets is used to explain the
temporal variations in φ. The first set is aligned with the NW-SE regional stress field.
The second set is oriented NE-SW along the Nabro-Dubbi volcanic axis and the trend
in seismicity during the eruption. Between the end of August and mid-October, the two
sets of fractures are both open and show similar densities and compliance ratios. Between
mid-October and the end of December, the NE-SW fractures close, while the NW-SE set
remains open and dominates the local anisotropy.
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• The change in φ is caused by a change in the stress regime, which is attributed to the
emplacement of a dike beneath the caldera. It strikes NW-SE and aligns with the regional
maximum horizontal stress. Over-pressurisation creates a local increase in the NE-SW
horizontal stress and opens fractures in this direction.
• An interpretation of these observations is that, between the eruption and mid-October,
the fluid pressure is high enough to maintain open two orthogonally oriented fracture
sets. After mid-October, the system relaxes back to the ambient state (i.e., pre-eruption
conditions), with a dominant NW-SE fracture set, parallel to the maximum horizontal
stress.
• An unknown parameter is the timing of the switch in φ. It is likely that the switch occurs
before the actual eruption. In which case SWS observations have the potential to be used
as a short- to mid-term forecasting tool.
• No trend in δt with depth or source-receiver distance is observed. The shear-wave
anisotropy shows a decreasing trend with depth (and source-receiver distance), indicating
that the source of anisotropy is located in the upper 3 km of the crust.
• Nabro is a promising site for geothermal energy. The splitting parameters provide insight
into the fracture network, which is useful information in the development of a geothermal
reservoir.
6.4 ZN /ZT
The values of ZN /ZT measured at Lilstock are relatively low, in comparison with the range
of published literature results (Figure 6.1). This is attributed to low connectivity in the joint
network on the wave-cut platform. The UAV-derived topology analyses of the mapped joints at
Lilstock revealed a high proportion of abutting fractures and cracks. Furthermore, the some
small cracks show signs of cementation.
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In comparison, values of ZN /ZT measured at Nabro volcano are higher. This can be
attributed to the hydrothermal system having a well-connected fracture network. Connectivity
is enhanced during the eruption.
The inversion approach for ZN /ZT described in earlier chapters is tested on data from
recently published SWS measurements made on other volcanoes.
Nowacki et al. (2018) measured SWS at Aluto volcano, in the Main African Rift, to
characterise the associated hydrothermal system. They found φ = 13 ± 7 degrees for the overall
dataset and measured δt values between 0.01 and 0.23 seconds. They determined the shear-wave
anisotropy to range between 0 and 14%. They attributed the seismic anisotropy to the presence
of two sets of fractures, being oriented at 12 and 90 degrees from North and having a crack
density of 0.15 and 0.0825, respectively.
Maher and Kendall (2018) investigated crustal anisotropy by measuring SWS at Uturuncu
Volcano, Bolivia. They found φ to show high range of variation, which they attributed to a
combination of magmatic and tectonic stresses. They determined an average δt of 0.06 seconds
and the shear wave anisotropy to range between 0.25 and 6.2%. They interpret their results
by the presence of two orthogonal fault systems, one being oriented NW-SE, and the other
NE-SW.
The splitting parameters measured at Aluto and Uturuncu are inverted for fracture com-
pliance ratios. Table 6.1 summarise the results of the inversion ZN /ZT at Lilstock, Uturuncu,
Nabro and Aluto.
At Aluto, high values of ZN /ZT suggest a high connectivity in the hydrothermal system.
Nowacki et al. (2018) argued that the fluid pressure is able to activate both fracture sets at the
same time. In comparison, such high values (1 < ZN /ZT < 2) have been also observed during
hydraulic fracture stimulation, and attributed to the enhancement of the fracture network
(Verdon and Wüstefeld, 2013). Similar effects are likely to occur in volcanic settings with active
and fluid-rich hydrothermal system, where the fluid pressure is able of opening new fractures
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and holding open existing ones.
At Uturuncu, the estimated values of ZN /ZT are low in comparison with Nabro and especially
with Aluto. This is particularly true for the NE-SW fracture set. Based on earthquakes recorded
between June 2009 and March 2012, Maher and Kendall (2018) calculated unusually low b-values
(0.66). This highlights the poorly developed fracture network and the little influence of fluid
beneath Uturuncu.
Table 6.1 Fracture compliance ratio at Lilstock (UK), Uturuncu (Bolivia), Nabro (Eritrea) and
Aluto (Etiopia). Note that the strikes are in degrees from North and positive in the clockwise
direction.
Str i ke(1) ZN /Z
(1)





Uturuncu 330 0.6 45 0.1
Nabro 130 0.8-0.7** 50 0.9-0.2**
Aluto 12 1.5 90 2.5
*as the tide retreats.
**before-after mid-October.
6.5 Further work and future directions
This section aims to propose potential routes of investigation to extend the work presented
throughout this thesis.
• Additional seismic experiments should be carried out on fractured platforms affected
by tide. So far, only 2 studies made on such outcrops have been published, although
they only consisted of single surveys, not allowing the detection of temporal variations
in fracture attributes (Foord et al., 2015; Hobday and Worthington, 2012). These sites
represent a unique field laboratory to study fracture networks and develop methods of
characterisation. Most of these are easily accessible and have already been structurally
investigated (e.g., Donovan and Foster, 1972; Peacock and Sanderson, 1999; Welch et al.,
2015). They allow experiments at the reservoir scale in known and varying conditions.
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Figure 6.3 shows some examples of fractures outcrops located on the coast line around
the UK that could potentially been investigated using seismic refraction surveys.
Figure 6.3 Non-exhaustive list of fractured wave-cut platforms located in the UK.
• Other complementary geophysics surveys could be carried out on these fractured coastal
platforms. In particular, measurements of resistivity have the potential to provide insights
into fluid saturation (Koster and Harry, 2005; Mack and Degnan, 2003), and bring
complementary data to the seismic observations.
• Laboratory analysis of a fractured rock sample from such outcrop formations should provide
quantitative information about fracture-induced permeability and porosity. Detailed
analysis of the infill material could also give information about the causes of the observed
variations in fracture compliance. These data can help constrain the rock physics model
used in the inversion approach.
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• In the case of Nabro volcano, further effort should be made in locating the events from
January to October 2012. The automatic picking of P- and S-phases does not provide
reliable event locations to confidently analyse the seismic signals and measure shear-wave
splitting. Although manual picking is a time-consuming process, it is a necessary step
to minimise error in the results. Migration methods might provide a more automated
alternative.
• Extending the manual picking can also improve the azimuth-offset coverage of the seismic
data cloud. This could help in the inversions for fracture characteristics, such as fracture
compliance ratio.
• In order to improve future deployments of local seismic arrays on Nabro or other volcanoes,
one or more stations should be located above the main swarm of seismic activity (Figure
6.4). This will result in an increase of the number of signals fitting into the shear wave
window. It would be hence possible to measure SWS over the whole vertical and lateral
extensions of the column of earthquakes. This would lead to a better coverage of the offset
and azimuth of the propagation of shear waves (Figure 6.5). Furthermore, this should
help better constrain the rock physics models used to identify the source of anisotropy
and determine the fracture characteristics.
• Results have the potential to better constrain numerical models of the influence of dike
intrusion on the local stress field.
• At Nabro, SWS analysis on distant stations (e.g., NAB4, NAB7 and NAB8) could confirm
to what extent is the anisotropy confined to the region beneath the volcano. This would
require earthquakes outside the caldera.
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Figure 6.4 Seismic array deployed around Nabro volcano between August 2011 and October
2012 (red squares). The blue circle shows where the deployment of one or more stations should
result in the improvement of the SWS analysis.
Figure 6.5 Polar plot showing improved coverage of arrivals resulting from the installation of











This appendix describes the shear-wave seismic source designed and built at theUniversity of Bristol. The source was initially used during the seismic survey atLilstock to generate horizontal shear waves in the fractured limestone (see Chapter
4). It has been used in several subsequent seismic experiments, including fieldwork with students
from the School of Earth Sciences.
A.1 Introduction
Near-surface seismic surveys usually employ compressional (P) or horizontally polarised shear-
waves (SH ), or a combination of both. These wave types are be easily distinguishable from each
other. P-waves are simply generated by striking a horizontal plate or surface. In contrast, SH
require the use of a more elaborated source.
A common way to create SH -waves require horizontal traction with the ground surface.
The resulting SH -wave energy propagates sub-perpendicular to the strike direction and is then
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registered with an array of horizontal geophones. For SH -wave surveys, both the source and
the geophones are oriented perpendicular to direction of propagation of the SH -wave. Some P-
and SV -waves energy is also generated by such a source but propagate most strongly in the
direction parallel to the strike direction. The 360 degrees radiation pattern for an impulsive
surface traction source is shown in Figure A.1.
Figure A.1 Radiation pattern induced by a hammer shear-wave source. The blue arrows show
the direction of impulse. Modified form Franklin (1979).
A number of sources have been designed in order to perform SH -wave seismic refraction
surveys. The most simple design consists in a wood plank directly placed on the ground
(Franklin, 1979). The plank is struck horizontally on its edge with a sledgehammer. Slippage is
avoided by fixing the bottom of the plank to the ground (e.g., using iron spikes). Due to the
size of the plank, good coupling with the ground is difficult to achieve, especially on bare rock
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or outcrop. Hasbrouck (1977) designed the “Kirk source”, which is a steel, hammer-impact,
shear-wave source. The coupling to the ground is provided by vanes placed under the plate,
which can fit into chipped out trenches Due to some complication in using this technique on
bare rocks and hard surfaces, they were replaced by removable spikes (Hasbrouck, 1983). The
spikes are easier to fit into natural depression, such as fractures, or by drilling holes into the
rock. This source is still used on SH -wave refraction surveys (Ellefsen et al., 2005). Lighter
versions of the Kirk source have been developed, mainly by replacing steel parts by aluminium
components (Haines, 2007).
An optimal SH -source has to satisfy a number of technical criteria in order to be efficient
to used and generate useful and interpretable data. Franklin (1979) listed 4 characteristics of
the ideal SH -wave source. The first is that it would maximise the amount of energy available
for SH -waves, and minimise the P- and SV -waves energy. That can be done using a horizontal
cross-line source, the resulting SH -wave being transmitted in the direction perpendicular to the
impulse. Furthermore, the source has to be strongly coupled to the surface. Second, the SH
source should produce two waves of opposite polarity, to ease the detection of the first arrivals
(Figure A.2). This can be done by performing two strikes at 180 degrees to each other at the
same location. Third, it should be easily transportable in the field, including remote locations
inaccessible with a vehicle. Finally, the amount of energy must be controllable and adjustable.
A hammer-source is limited in terms of incident energy, but the signal can be amplified by
stacking traces from repeated shots, reducing noise and increasing the overall data quality.
The source presented here was designed in the frame of this project to fulfil the previously
listed requirements and is based on the Kirk design (Hasbrouck, 1977, 1983; Haines, 2007).
A.2 Source design
The shear source was designed in collaboration with the workshop of the School of Earth
Sciences of the University of Bristol. The main body of the source consists in two impact
discs in either end, and two 1.2 cm thick and L-shaped aluminium plates (Figure A.3). These
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Figure A.2 Raw traces recorded by horizontal geophones during the survey at Lilstock, South
West England.
opposite discs allow reverse-polarity shots, which facilitates the identification of the SH -wave
arrivals. In addition, shields made of polyvinyl chloride (PVC) are fixed around the impact
discs to provide essential feet protection while hammering.
The source was designed to provide maximum stability of the source on the ground surface,
in order to maximise the amount of energy being transferred into the ground. To do so, the
user can stand on the plate, increasing the pressure applied on the surface (Figure A.4). In
addition, vertical blades and spikes can be screwed on the bottom of the plate to provide further
stability and maximise the coupling mechanism, and thus the amount of energy transferred into
the ground. Finally, a thin rubber sheet can be fixed under the plate, in order to avoid lateral
movement on bare rock and slippery surfaces.
Another important characteristic of the source is that it is easily transportable in the field.
The user can use the large handle fixed on the top of the source. The source can also be fixed on
a load carrier backpack with an external frame. Alternatively, it can be disassembled in seven
different parts: two impacts discs, two aluminium plates, two PVC shields, and one handle.
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Figure A.3 The Bristol shear-wave source.
Dimensions of the shear-source are indicated on the schematic drawings on Figure A.5.
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Figure A.4 Shear source on the field. Photographs courtesy: J.-M. Kendall.
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November 2017 shear wave survey at Lilstock
Abstract
In this section, the configuration of a S-wave survey on a rock platform is discussed. It ismainly based on the survey performed at Lilstock on September 2016, as well as anotherone carried out on the exact same location on November 2017. The aim of this section
is to try to describe an ideal S-wave survey in the Lilstock settings.
B.1 Introduction
As highlighted by the seismic experiment carried out at Lilstock in September 2016, P -wave are
easier to work with on the field and when analysing the raw data. They are easier to generate,
propagate in every direction without transformation and can be recorded by vertical component
geophones, which do not need particular orientation in the horizontal plane. This is particularly
true when working on a rock platform, where the geophones need to be glued firmly to the
ground and cannot be easily moved or displaced.
On the other hand, S-wave require a specific source and geophones with particular orientation.
129
APPENDIX B. NOVEMBER 2017 SHEAR WAVE SURVEY AT LILSTOCK
This is particularly true when doing seismic on bare rock, where geophones cannot simply be
driven into the ground.
B.2 November 2017 survey
On 6 November 2017, a S-wave survey was carried out at Lilstock, on the outcrop previously
investigated (see Chapter 3 and 4). The configuration consists in a quarter circle with 8 branches
at regular interval (Figure B.1). Each branch contains three horizontal geophones, oriented
perpendicular to the branch, and placed at 5 m interval. Sources are located at the centre of
the circle and at the extremity of each branch. Eight pairs of shot are performed (centre +
extremity of one branch) with the source oriented perpendicular to the investigated branch.
The quarter circle configuration was tested, as a 90 degrees azimuth is representative of the
anisotropy controlled by one set of aligned fractures. The aim was to record pure SH -waves at
each branch.
Because of the reduce amount of geophones per angle of propagation and the very localised
data, results are not consider reliable enough. Noisy data, such as S-waves, require a larger
dataset. Foord et al. (2015) manage to generate such large dataset by rotating a straight line of
24 horizontal geophones around a centre point and generating S-wave for each angle of rotation.
This kind of configuration is hard to set up on a outcrop, as the geophones cannot be displaced
so easily.
B.3 Discussion
The quarter circle setup covers a good range of azimuths, but these angles are restricted to one
single branch of the star, and do not address the lateral variations that could be present on
the outcrop. While with the grid presented in Chapter 4, similar angles of propagation are
generated on different locations of the setup.
To tackle these issues, an ideal S-wave survey on a rock platform would consist in a grid setup
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Figure B.1 Configuration of the seismic survey performed at Lilstock on November 2017.
Circled numbers mark the position of the horizontal geophones. Red stars indicate the source
locations. Note the orientation of the numbers showing the orientation of the horizontal
geophones.
with two sets of horizontal geophones, orthogonally oriented. This will ensure a 180 degrees
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