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THE BOREL COMPLEXITY OF VON NEUMANN EQUIVALENCE
INESSA EPSTEIN AND ASGER TO¨RNQUIST
Dedicated to the memory of Greg Hjorth (June 14, 1963 – January 13, 2011)
Abstract. We prove that for a countable discrete group Γ containing a copy of the free group Fn,
for some 2 ≤ n ≤ ∞, as a normal subgroup, the equivalence relations of conjugacy, orbit equivalence
and von Neumann equivalence of the ergodic a.e. free probability measure preserving actions of Γ
are analytic non-Borel equivalence relations in the Polish space of probability measure preserving
Γ actions. As a consequence we obtain that the isomorphism relation in the spaces of separably
acting factors of type II1, II∞ and IIIλ, 0 ≤ λ ≤ 1, are analytic and not Borel when these spaces
are given the Effros Borel structure.
1. Introduction
A fundamental problem of ergodic theory is the conjugacy problem: Given two measure preserv-
ing actions of a countable discrete group Γ on a standard probability space, how does one determine
if they are conjugate actions? A solution to the conjugacy problem should ideally be a method
which, when given two measure preserving actions, can be applied systematically, and will produce
a yes-or-no answer to the conjugacy question.
In those cases where we have nice classification theorems for the probability measure preserving
(p.m.p.) actions of Γ, then the classification also solves the conjugacy problem: For instance,
when Γ = Z (or, more generally is amenable, [26], or even is a non-amenable free group, [1]) and
we consider only Bernoulli actions of Γ, then the conjugacy problem can be solved by computing
the entropy of the two actions, which by a celebrated Theorem of Ornstein [24] is a complete
invariant for conjugacy. However, the conjugacy problem may be viewed as distinct from the
classification problem: Having a method for answering the yes-or-no question of conjugacy clearly
does not provide a classification, and a classification may assign invariants for which it is difficult
to determine if the assigned invariants are isomorphic or not.
The conjugacy problem arguably goes back to Halmos, who posed it in the context of Γ = Z
as Problem 3 in [11, p. 96]. As stated above the conjugacy problem is vague since it is not clear
what is meant by a “method”. One possible way of posing the conjugacy problem in a precise
mathematical way is the following:
Problem 1.1 (Kechris [21, 18.(IVb)]). Is the conjugacy relation for p.m.p. (ergodic, a.e. free)
actions of a countable discrete group Γ a Borel or analytic set? If it is analytic, is it complete
analytic?
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In §2 below we will give an explanation for why this question is closely related to the conjugacy
problem. Roughly speaking, if the conjugacy relation were Borel, then the description of the Borel
set (that is, how it is build up using countable unions and complements) would provide a method
for determining if two actions are conjugate, and this method would use only countable resources.
If, on the other hand, the conjugacy relation is analytic and not Borel, then no generally applicable
method that relies on only countable resources could solve the conjugacy problem; and in case the
conjugacy relation is complete analytic, then the worst possible general method (which we describe
in §2) would also be the best possible.
When Γ = Z, the conjugacy problem was solved by Hjorth in [12], however the solution suffered
from the obvious defect that it only showed that the conjugacy relation on non-ergodic measure
preserving transformations is analytic and not Borel. Only recently was the conjugacy problem
for Z-actions given a satisfactory solution: In [8], Foreman, Rudolph and Weiss showed that the
conjugacy relation on ergodic actions of Z is a complete analytic set (see also [7].) In this paper we
will will prove the following:
Theorem 1.2. Let Γ be a countable discrete group containing a non-amenable free group Fn,
2 ≤ n ≤ ∞, as a normal subgroup. Then the conjugacy relation for weakly mixing a.e. free p.m.p.
actions of Γ is complete analytic, and so it is not Borel.
This in particular settles the conjugacy problem form Γ = Fn for 2 ≤ n ≤ ∞. The hypothesis on
Γ can be weakened considerably, and we will state our result in full in the next section. We note
that Theorem 1.2 and the result of Foreman, Rudolph and Weiss stand in contrast to the recent
result of Hjorth and To¨rnquist [16], where it is shown that conjugacy of unitary representations of
any countably infinite discrete Γ is always Borel.
In addition to conjugacy, there are two other important equivalence relations for the p.m.p.
actions that merit close consideration, namely orbit equivalence and von Neumann equivalence
(also known as W ∗-equivalence.) Let (X,µ) be a standard Borel probability space1, and let σ0, σ1 :
Γy (X,µ) be measure preserving actions. Denote by Eσi the orbit equivalence relation induced by
σi, i ∈ {0, 1}. Recall that σ0 and σ1 are orbit equivalent, written σ0 ≃OE σ1, if there is a measure
preserving Borel bijection T : X → X such that
xEσ0x
′ ⇐⇒ T (x)Eσ1T (x
′)
for almost all x, x′ ∈ X. Recall also that that σ0 and σ1 are said to be von Neumann equivalent,
written σ0 ≃vNE σ1, if the associated group-measure space von Neumann algebras L
∞(X)⋊σ0Γ and
L∞(X)⋊σ1 Γ are isomorphic (see e.g. [29] for a thorough discussion of von Neumann equivalence.)
When Γ is amenable, it was shown in [25] and [2] that all ergodic p.m.p. Γ-actions are both
orbit equivalent and von Neumann equivalent. However, it has recently been shown that when Γ
is non-amenable then Γ admits uncountably many orbit inequivalent (see [5]) and von Neumann
inequivalent (see [17]) ergodic, a.e. free p.m.p. actions. The natural question whether orbit
equivalence of a.e. free p.m.p. Γ-actions is Borel or analytic was raised by Kechris in [21, 18.(IVb)]
along with Problem 1.1 above. We will prove the following:
1In this paper all standard Borel probability spaces are non-atomic unless otherwise stated
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Theorem 1.3. Let Γ be a countable discrete group containing a non-amenable free group Fn,
2 ≤ n ≤ ∞, as a normal subgroup. Then orbit equivalence and von Neumann equivalence of weakly
mixing a.e. free p.m.p. actions of Γ are analytic relations, but they are not Borel.
Again, the assumptions on Γ can be weakened, and we state our results in full in §2. Furthermore,
we note that the proofs of both Theorem 1.2 and 1.3 use entirely different techniques than those
used by Foreman, Rudolph and Weiss in [8]. Namely, our proofs use rigidity techniques, and rely
in particular on Popa’s cocycle superrigidity theorems [29, 30]. Our arguments are also closer to
[37], where it was proven that conjugacy and orbit equivalence are complete analytic equivalence
relations (on the weakly mixing a.e. free actions) when Γ is a countably infinite group with the
relative property (T).
As a consequence of Theorem 1.3, we obtain the following:
Theorem 1.4. The isomorphism relation for separably acting factors of type II∞ and type IIIλ,
for each 0 ≤ λ ≤ 1, is analytic but not Borel when the space of separably acting factors is given the
Effros Borel structure.
It was shown in [32] that the isomorphism relation for separably acting factors of type II1 is in
fact complete analytic, however the argument there did not extend to factors of type II∞ and IIIλ.
The proof of both Theorem 1.3 and 1.4 relies crucially on establishing a technical result in the
theory of Borel reducibility, Theorem 5.6, which shows that there is a sequence Eα, α < ω1, of Borel
equivalence relations which is increasing and unbounded in the class Borel equivalence relations,
when this class is ordered under the relation of countable-to-1 Borel reductions. This result, which
is proved using Stern’s absoluteness method from [34], generalizes a similar result due to Harrington
for the usual Borel reducibility hierarchy.
The paper is organized as follows: §2 is dedicated to preliminaries and background, as well
as the statement of our results in full: We review Popa’s cocycle superrigidity theorems and the
related concepts, and we also briefly review the descriptive set theory (“Global theory”) of measure
preserving actions, as well as the concept of Borel reducibility. In §3 we introduce a variant of
the 1-cohomology group, called the relative 1-cohomology group, which will be our main tool to
distinguish actions up to conjugacy. In §4 we compute the relative 1-cohomology group for certain
families of actions. §5 is dedicated to establishing the technical result on countable-to-1 Borel
reductions described above. Finally, in §6 we combine the results of §4 and §5 to prove Theorem
1.2, 1.3 and 1.4.
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2. Preliminaries and statement of results
2.1. Global theory. The main reference for the global theory of measure preserving actions is
Kechris’ book [21].
Let (X,µ) be a standard Borel probability space. The group of measure preserving transforma-
tions of (X,µ) is denoted Aut(X,µ). We equip this group with the weak topology, i.e., the initial
topology making all the maps
Aut(X,µ)→ [0, 1] : T 7→ µ(T (A)△B)
continuous, where A,B ⊆ X are Borel sets. This makes Aut(X,µ) a Polish group. Let Γ be a
countable group. The set
A(Γ,X, µ) = {σ ∈ Aut(X,µ)Γ : (∀γ1, γ2 ∈ Γ)σ(γ1γ2) = σ(γ1)σ(γ2)}
is closed in the product topology, and each σ ∈ A(Γ,X, µ) defines a measure preserving action of Γ
on (X,µ) almost everywhere. We call the Polish space A(Γ,X, µ) the space of measure preserving
actions of Γ.2 Following [21], let FR(Γ,X, µ) denote the subset of A(Γ,X, µ) consisting of a.e. free
Γ-actions, WMIX(Γ,X, µ) the set of weakly mixing Γ-actions, and let
A⋆wm(Γ,X, µ) = FR(X,Γ, µ) ∩WMIX(Γ,X, µ)
be the set of a.e. free weakly mixing actions. These sets are Borel. The conjugacy relation, denoted
≃C, in A(Γ,X, µ) is defined by
σ0 ≃C σ1 ⇐⇒ (∃T ∈ Aut(X,µ))(∀γ ∈ Γ)Tσ0(γ)T
−1 = σ1(γ).
The relations ≃OE and ≃vNE were defined in the introduction.
Lemma 2.1. The relations ≃C, ≃OE and ≃vNE are analytic.
Proof. For ≃C this is immediate from the definition. For ≃OE this was proven in [37, Lemma 5.5].
For ≃vNE, it follows by [32, Lemma 5] and the proof of [32, Corollary 15]. 
It should be emphasized that the previous Lemma does nothing to rule out the possibility that
≃C, ≃OE or ≃vNE could be Borel.
Notation: For any set X, we use the notation σ : Γ y X to mean that σ is an action of Γ on
X. If (X,µ) is a standard Borel probability space, we write σ : Γ y (X,µ) to mean that σ is a
Borel action of Γ on X which preserves µ (thus this is almost, but not quite, synonymous with the
statement σ ∈ A(Γ,X, µ).) If Λ ≤ Γ and σ : Γ y X is an action, then σ ↾ Λ and Λ yσ X are
both notation for the restriction of the action σ to the subgroup Λ. For σ : Γy X, we will write
σ(γ)(x) or γ ·σ x for the action by σ of γ on x ∈ X.
2More correctly, the space A(Γ,X, µ) should be called the space of boolean actions of Γ, since each σ ∈ A(Γ, X, µ)
only determines an action almost everywhere.
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2.2. Cocycle superrigidity for malleable actions. We now review the cocycle superrigidity
Theorems of Popa (including the relative formulations given by Furman in [9], which may be
consulted for further background), and fix our terminology. At the end of this section we state the
main results of the paper in full.
Let Γ be a countable discrete group, (X,µ) a standard Borel probability space, σ : Γ y (X,µ)
a p.m.p. action, and let G be a topological group. Recall that a cocycle of σ with target group G
is a measurable map α : Γ×X → G that satisfies the cocycle identity
(∀γ1, γ2 ∈ Γ)α(γ1γ2, x) = α(γ1, γ2 ·σ x)α(γ2, x)
almost everywhere.
Let σ : Γy (X,µ) as before, let (Y, ν) be a standard probability space, and suppose ρ : Γy Y
is a quotient (extension) of σ with quotient map p : X → Y . Let Y 7→ P (X) : y 7→ µy be
the disintegration of µ with respect to p (see e.g. [20, 17.35].) The diagonal product action
σ × σ : Γy X ×X preserves the fibered product space3
X ×p X = {(x1, x2) ∈ X ×X : p(x1) = p(x2)}
and preserves the measure
µ×p µ =
∫
µy × µydν(y),
see [9] or [10, 6.3]. We denote this action by σ ×p σ : Γy X ×p X.
Definition 2.2 (See [9, 1.a]). Let σ : Γ y (X,µ), ρ : Γy (Y, ν), p : X → Y be as above, and let
C be a class of topological groups (“target groups”).
1. We say that σ is weakly mixing relative to (p, ρ) if σ×p σ y (X ×pX,µ×p µ) is ergodic. Note
that σ is weakly mixing relative to the trivial quotient (i.e., where ρ is the action on a single point)
precisely when it is weakly mixing.
2. We say that σ is malleable relative to (p, ρ) if the flip (x1, x2) 7→ (x2, x1) is in the connected
component of the identity in Aut(X ×pX,µ×p µ). We will say that σ is malleable if it is malleable
relative to the trivial quotient.
3. The action σ is said to be C -cocycle superrigid relative to (p, ρ) if any measurable cocycle
α : Γ × X → G with target group G ∈ C is cohomologous to a cocycle of ρ. That is, there is
f : X → G measurable and a measurable cocycle ϑ : Γ× Y → G of the action ρ such that
ϑ(γ, p(x)) = f(γ ·σ x)α(γ, x)f(x)
−1.
4. A subgroup Λ ≤ Γ is said to be weakly normal (or w-normal) if there is a wellfounded chain
of subgroups {Λi : i ∈ I} ordered by inclusion, with Λ the least element and Γ the largest, and so
that
⋃
{Λi : Λi ⊂ Λj, i ∈ I} is normal in Λj , for all j ∈ I.
The main classes of target groups we consider are {T} (where T = {z ∈ C : |z| = 1}), the
class of countable groups Gctbl, and the class Ufin of groups realizable as a closed subgroup of the
unitary group of a finite separable von Neumann algebra. The following theorem is Popa’s cocycle
superrigidity theorem for w-rigid groups (with Furman’s relative formulation from [9], which we
make crucial use of in this paper.)
3Our notation differs slightly from that of Furman, who uses X ×Y X and µ×ν µ for what we have chosen to call
X ×p X and µ×p µ. This makes explicit the dependence on the quotient map p.
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Theorem 2.3 (Popa, [29]). Let C = Ufin. Let Γ be a countable discrete group, and let σ : Γ y
(X,µ) be a measure preserving action with quotient ρ : Γ y (Y, ν) and quotient map p : X → Y .
Suppose that there is an w-normal subgroup Λ ≤ Γ such that Γ has the relative property (T) over
Λ. If σ ↾Λ is weakly mixing and malleable relative to (p, ρ) then σ is C -cocycle superrigid relative
to (p, ρ). In particular, if σ is malleable and weakly mixing on Λ then any measurable cocycle with
target group G ∈ Ufin is cohomologous to a group homomorphism ϑ : Γ→ G.
Remark 2.4. In [30], Popa proved a second cocycle superrigidity theorem under a rather different set
of hypotheses. While Theorem 2.3 suffices for most of our purposes, the second cocycle superrigidity
theorem does allow us to carry out our calculations in §4 under a different set of hypothesis. We
refer the reader to Popa’s paper [30] for the statement of the second cocycle superrigidity theorem,
as well as the definition of the notions s-malleable actions and spectral gap.
Recently, Peterson and Sinclair [27] have obtained a cocycle superrigidity theorem which can be
viewed as a simultaneous generalization of both of Popa’s cocycle superrigidity theorems.
Definition 2.5. Let C be a class of target groups. We will say that a group Γ has strongly C -
superrigid malleable (or s-malleable) weakly mixing actions if the conclusion of Theorem 2.3 holds
for any σ : Γ y (X,µ) and any quotient ρ : Γ y (Y, ν) with respect to which σ is weakly mixing
and malleable.
With this definition, it follows from Theorem 2.3 that any group Γ with property (T) has strongly
Ufin-superrigid malleable weakly mixing actions. It would of course be possible to introduce a
relative version of the previous definition which captures Theorem 2.3 exactly, but this would make
our terminology unnecessarily cumbersome below, so we will refrain from doing so.
Definition 2.6. Let Λ be a countably infinite discrete group and suppose ∆ ≤ Λ. We will say that
an action σ0 : Λy N is ∆-suitable if all σ0-orbits are infinite, but σ0 ↾∆ has a finite orbit.
A typical example of a suitable action will be the following: Suppose ∆⊳ Λ as above, and that
Λ ≤ Γ, where Γ is some larger countably infinite discrete group. Then if Λ ⊳ Γ, then the action
of Λ of the left cosets Γ/∆ is easily seen to be a ∆-suitable action of Λ. (See Corollary 6.4 for a
slightly more general statement.)
Having introduced these concepts, we can now state the results of this paper in full.
Theorem 2.7. Let Γ be a countably infinite discrete group, and suppose that ∆ ⊳ Λ ≤ Γ are sub-
groups such that Λ/∆ has strongly {T}-cocycle superrigid weakly mixing malleable actions. Suppose
Γ admits an action σ0 : Γ y N such that σ0 ↾ Λ is ∆-suitable. Then the conjugacy relation for
measure preserving weakly mixing a.e. free Γ-actions is complete analytic (in the sense of [20, 22.9])
as a subset of A⋆wm(Γ,X, µ)
2.
Theorem 2.8. Let Γ be a countably infinite discrete group, and suppose that Γ contains a subgroup
Λ isomorphic to Fn for some 2 ≤ n ≤ ∞. Suppose that there is ∆⊳ Λ such that Λ/∆ has strongly
{T}-cocycle superrigid weakly mixing malleable actions and that Γ admits an action σ0 : Γ y N
such that σ0 ↾Λ is ∆-suitable. Then the relations of orbit equivalence and von Neumann equivalence
of measure preserving a.e. free weakly mixing actions of Γ are analytic, but neither are Borel.
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2.3. Borel reducibility. The proofs of Theorems 2.7 and 2.8 use techniques from the theory
of Borel reducibility in their proof, and we now review the basics of this subject that are most
important for this paper. This also allows us to restate Theorem 2.7 and 2.8 in their final form.
Definition 2.9. Let X and Y be Polish spaces, and let E and F be equivalence relations on X
and Y , respectively.
1. We say that E is Borel reducible to F , written E ≤B F , if there is a Borel function f : X → Y
such that
(∀x, x′ ∈ X)xEx′ ⇐⇒ f(x)Ff(x′).
Note that f induces a 1-1 map from the quotient space X/E to Y/F .
2. We say that E is Borel countable-to-1 reducible to F , written E ≤NB F , if there is a Borel
function function f : X → Y such that
(∀x, x′ ∈ X)xEx′ =⇒ f(x)Ff(x′),
and for all y ∈ Y the inverse image f−1([y]F ) of an F -equivalence class consists of at most countably
many E-classes. Note that f induces a countable-to-1 map from X/E to Y/F .
The isomorphism relation for countable abelian groups, and in particular for torsion free count-
able abelian groups, plays a key role in this paper. We let ABEL and TFA denote the Polish
spaces of abelian and torsion free abelian groups with underlying set N. That is, ABEL consists
of the triples (c, i, e) ∈ NN×N×NN×N such that the operation n+cm = c(n,m) defines an Abelian
group structure on N with inverse given by i(n), and e the neutral element. Then ABEL is a
closed subset of NN×N×NN×N when this space has the product topology, and so ABEL is Polish
in this topology. The set TFA ⊂ ABEL is similarly seen to form a Polish space. The isomorphism
relation in ABEL and TFA is denoted ≃ABEL and ≃TFA, respectively.
In §6 we will prove the following two theorems, which we will see imply Theorem 2.7 and 2.8.
Below and elsewhere we use the following notational convention: For an equivalence relation E on
a set X and A ⊆ X, we write EA for the restriction of E to A.
Theorem 2.10. Under the hypotheses of Theorem 2.7 we have
≃TFA≤B≃
A⋆wm(Γ,X,µ)
C .
Theorem 2.11. Under the hypothesis of Theorem 2.8 we have
≃TFA≤NB≃
A⋆wm(Γ,X,µ)
OE
and
≃TFA≤NB≃
A⋆wm(Γ,X,µ)
vNE .
2.4. The conjugacy problem and Problem 1.1. Before moving on to the proofs, we briefly
discuss the heuristics surrounding the relationship between Problem 1.1 and the somewhat vaguely
stated conjugacy problem. We also refer to the introduction of [8], though the discussion there
differs from ours in some respects. We discuss the situation only for conjugacy where we are aided
by having a natural group action that induces the equivalence relation, but it applies with only a
small modification to orbit equivalence and von Neumann equivalence as well using the fact that
8 INESSA EPSTEIN AND ASGER TO¨RNQUIST
these equivalence relations reduce to orbit equivalence relations induced by the unitary group of
ℓ2, as was proved in [32].
The conjugacy problem asks for a method for deciding a yes-or-no question, and in this sense it is
analogous to the classical decision problems in recursion theory. The question is how good a decision
procedure for the conjugacy problem (or the analogous problem for deciding orbit equivalence and
von Neumann equivalence) can be, and this is why, as we explain below, Problem 1.1 becomes
relevant to the conjugacy problem.
We first need to introduce some standard notation related to trees in descriptive set theory. This
will also be useful later in §5.
Let N<N denote the set of all finite sequences in N, i.e. functions s : k → N for some k ∈ N0
(where make the identification k = {0, . . . , k−1}. Note that we have included the empty sequence,
denoted ∅.) We will write length(s) = k if dom(s) = k, and for j ∈ N we denote by s ↾ j the
restriction of s to j ∩ k. For s, t ∈ N<N, we write t ⊆ s if s extends t, in which case we also say
that t is an initial segment of s, and we write s⌢t for the sequence obtained by appending t at
the end of s. For convenience, we identify i ∈ N with the sequence 〈i〉 of length 1, and so s⌢i is
the sequence s with i appended at the end. A tree on N is a set T ⊆ N<N which is closed under
initial segments. The elements of T are called nodes; an element in T which has no extension in
T is called a terminal node. An infinite branch through a tree T is an element x ∈ NN0 such that
x ↾ k ∈ T for all k ∈ N0. A tree on N is well-founded if it has no infinite branches; otherwise it is
ill-founded. We let Tree(N) denote the set of all trees on N. ([20, Chapter 2] is a good elementary
reference on the basics of trees in descriptive set theory.)
Fix a countable discrete group Γ and a standard Borel probability space (X,µ). The conjugacy
relation ≃C on A(Γ,X, µ) is induced by the continuous action
(T · σ)(γ) = Tσ(γ)T−1.
We will now device a decision procedure for the yes-or-no problem of checking conjugacy only using
this fact. For this, fix a complete compatible metric δ on A(Γ,X, µ) bounded by 1.
Fix σ0, σ1 ∈ A(Γ,X, µ). Let Sn enumerate a dense set in Aut(X,µ) and let d be a complete
compatible metric on Aut(X,µ) which is bounded by 1. We define a sequence T σ0,σ1n ⊂ Nn for
n ∈ N0 by recursion on n as follows: T
σ0,σ1
0 = {∅}, T
σ0,σ1
1 = N
1, and if T σ0,σ1n has been defined,
then we define for s ∈ Nn+1
s ∈ T σ0,σ1n+1 ⇐⇒ s↾n ∈ T
σ0,σ1
n ∧ δ(Ss(n) · σ0, σ1) ≤
1
2n
∧ d(Ss(n), Ss(n−1)) ≤
1
2n
.
It is then clear that
T σ0,σ1 =
∞⋃
n=0
T σ0,σ1n
is a tree, which we call the search tree: The branches of T σ0,σ1 index attempts at finding a Cauchy
sequence in Aut(X,µ) which converges to a transformation conjugating σ0 and σ1.
Observe then that the search tree T σ0,σ1 has an infinite branch if and only if σ0 and σ1 are
conjugate: Namely, if x ∈ NN is an infinite branch then Sx(n) is a Cauchy sequence in Aut(X,µ),
and Sx(n) ·σ0 → σ1 as n→∞. Conversely, if S · σ0 = σ1 for some S ∈ Aut(X,µ) then clearly there
is some x ∈ NN0 such that δ(Sx(n) ·σ0, σ1) ≤
1
2n for all n ∈ N, and d(Sx(n), S) ≤
1
2n+1
for all n ∈ N0,
from which it easily follows that x ∈ T σ0,σ1 .
THE BOREL COMPLEXITY OF VON NEUMANN EQUIVALENCE 9
In this way we have reduced the conjugacy problem to determining whether or not there is an
infinite branch through a tree on N. It is of course well-known that membership in any analytic set
can be tested in this way: The set of all ill-founded trees on N is a complete analytic set, in the sense
that if A is any analytic set in a Polish space X, then there is a Borel function f : X → Tree(N)
such that x ∈ A iff f(x) is ill-founded. So the method above tells us nothing special about the
conjugacy problem, and we can regard it as the worst possible method for deciding conjugacy. The
question therefore is if there is a better method than the method described above.
If the conjugacy relation were a Borel relation, then the answer to that question would be ‘yes’.
Namely, we could fix a description of the Borel set of pairs (σ0, σ1) which are conjugate (that is, a
description of how it is build up from basic open sets), such as for instance the description using
“Borel codes” found in §5 of this paper. The description of how the Borel set is build from basic
open set can be thought of as a recipe for how, in countably many steps, the problem of determining
if the pair (σ0, σ1) are conjugate to determining membership in countably many basic open sets
(which we assume is an easy task.)
The important difference between the method given by a Borel description, and the general
method of search trees, is that the Borel method requires only countable resources to be at our
disposal, whereas the search tree method potentially requires access to uncountable resources, since
the well-founded trees on N can define all countable ordinals, see e.g. [20, 2.G]. If the conjugacy
problem is analytic but not Borel, then no general method for determining conjugacy that use
only countable resources exists, since any definition of the search tree must produce trees defining
arbitrarily large countable ordinals (otherwise it would be Borel.) And if it is complete analytic,
then the algorithm described above, which means checking if the search tree is ill-founded or not,
is best possible, in the sense that deciding if a tree on N has an infinite branch can be reduced to
it.4
3. The relative 1-cohomology group of a measure preserving action
Let Λ be a countable group, and let σ : Λy (X,µ) be a probability measure preserving action. A
1-cocycle is a cocycle with target group T = {z ∈ C : |z| = 1}, i.e., a measurable map α : Λ×X → T
such that for all γ0, γ1 ∈ Λ and almost all x ∈ X we have
α(γ0γ1, x) = α(γ0, γ1 ·σ x)α(γ1, x).
The set of measurable 1-cocycles is denoted Z1(σ) and forms a subgroup under pointwise multipli-
cation. We give Z1(σ) the topology it inherits from L1(Λ×X), which makes it a Polish group. A
1-coboundary is a 1-cocycle of the form
α(γ, x) = f(γ ·σ x)f(x)
∗
for some measurable f : X → T, and the set of 1-coboundaries is a (not necessarily closed) subgroup
of Z1(σ), denoted B1(σ). The 1-cohomology group of σ is defined as H1(σ) = Z1(σ)/B1(σ).
4The difference between analytic non-Borel sets and complete analytic sets is not as big as it may appear at a
first glance: Under relatively modest and reasonable extra set-theoretic hypotheses it disappears entirely, see Remark
6.12.
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Suppose now ∆ < Λ is a subgroup. Let σ ↾∆ denote the restriction of σ to ∆. Then we have the
restriction map
̺ : Z1(σ)→ Z1(σ ↾∆) : α 7→ α↾∆×X.
Definition 3.1. Let ∆ < Λ be countable groups and σ : Λy X as above. We define
Z1:∆(σ) = {α ∈ Z
1(σ) : α↾∆ ×X = 1} = ker(̺)
and B1:∆(σ) = B
1(σ)∩Z1:∆(σ). Elements of Z
1
:∆(σ) will be called ∆-trivial 1-cocycles, and elements
of B1:∆(σ) will be called ∆-trivial 1-coboundaries. The ∆-relative 1-cohomology group of σ is then
defined as H1:∆(σ) = Z
1
:∆(σ)/B
1
:∆(σ).
From this definition little else is clear except that H1:∆(σ) is a conjugacy invariant of the action
σ. Further, we have:
Lemma 3.2. If ∆ is a normal subgroup of Λ and σ ↾∆ is ergodic, then B1:∆(σ) = {1} and
Z1:∆(σ) ≃ H
1
:∆(σ) ≃ Char(Λ/∆).
Proof. Let α ∈ Z1:∆(σ). For δ, δ
′ ∈ ∆ and γ ∈ Λ such that γδ = δ′γ we have
α(γ, δ ·σ x) = α(γδ, x)α(δ, x)
−1 = α(δ′γ, x) = α(δ′, γ ·σ x)α(γ, x) = α(γ, x)
showing that for each γ ∈ Λ the function x 7→ α(γ, x) is ∆-invariant, therefore is constant a.e. For
a ∆-trivial 1-coboundary this invariance amounts to
f(γ · x) = cγf(x) (a.e.)
for some cγ ∈ C. For δ ∈ ∆ we must have cδ = 1, and so f(δ · x) = f(x), whence by the ergodicity
of σ ↾∆ we must have f = 1. 
The previous Lemma indicates that H1:∆(σ) is only potentially interesting as an invariant when
σ ↾∆ is not ergodic. As we will see, H1:∆(σ) is an invariant of the pattern of non-ergodicity of σ ↾∆.
It turns out that H1:∆(σ) can be controlled in some constructions, making it a useful conjugacy
invariant.
3.1. The canonical action of Λ on the ergodic components σ ↾∆. For the purpose of this
section, we fix a standard Borel space X, a countable discrete group Λ with a normal subgroup
∆ ⊳ Λ, κ : Λ → Λ/∆ the canonical epimorphism, and σ : Λ y X a Borel action on X. Let P (X)
denote the Polish space of Borel probability measures on X. Following the notation of [22], we
denote by Iσ(X) ⊆ P (X) the set of σ-invariant measures on X, and by Eσ(X) ⊆ Iσ(X) the set of
σ-invariant ergodic measures on X. These can be seen to form Borel subsets of P (X).
The group Λ acts on P (X) by defining (γ · µ)(A) = µ(γ−1 ·σ A) for all Borel A ⊆ X. When
∆ ⊳ Λ is a normal subgroup, then Iσ↾∆(X) and Eσ↾∆(X) are clearly invariant under the action of
Λ on P (X).
Suppose now µ ∈ Iσ(X) is a fixed σ-invariant measure. Let π : (X,µ) → (Y, ν) and Y → Eσ↾∆ :
y 7→ µy be an ergodic decomposition of σ ↾∆, in the sense that π : X → Y is a Borel map onto Y
which is σ ↾∆ invariant, y 7→ µy is Borel and assigns to each y ∈ Y the unique σ ↾∆-invariant and
ergodic measure supported on π−1(y), and the disintegration identity
µ =
∫
µydν(y)
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is satisfied (see [22, Theorem 3.3].) Recall that this decomposition is essentially unique: If πˆ : X →
Z, Z → Eσ↾∆ : z 7→ µz was another such decomposition, then there is a Borel bijection θ : Y → Z
such that πˆ = θ ◦ π and µy = µθ(y) for almost all y ∈ Y .
Lemma 3.3. With notation as above, there is a ν-preserving Borel action σ∆ : Λy Y which is a
factor of σ with π : X → Y as factor map, i.e.,
π(γ ·σ x) = σ∆(γ)(π(x)) (a.e.)
The action σ∆ is ν-ergodic if and only if σ is µ-ergodic. Moreover, σ∆ ↾∆ is the trivial action on
Y , and so σ∆ factors to an action σ¯∆ : Λ/∆y Y through κ.
Proof. Define σ∆ : Λy Y by
σ∆(γ)(y) = y
′ ⇐⇒ γ · µy = µy′ .
To see that this makes sense and defines an action (at least a.e.), note that for γ ∈ Λ we have
that γ · µy is a ∆-invariant ergodic measure on γ · π
−1(y). Thus πˆ(x) = π(γ ·σ x) and y 7→ γ · µy
provides an ergodic decomposition of µ, and by the uniqueness of the ergodic decomposition we have
γ ·µπ(x) = µπˆ(x) for µ-almost all x ∈ X. Thus σ∆ is defined a.e. and satisfies σ∆(γ)(π(x)) = π(γ ·σx).
Finally, for any measurable A ⊆ Y we have
ν(σ∆(γ)(A)) = µ(π
−1(σ∆(γ)(A))) = µ(σ(γ)(π
−1(A))) = ν(A),
so that σ∆ is ν-preserving. The remaining claims now follow easily. 
Definition 3.4. The action defined in the previous Lemma will be called the canonical action
of Λ (respectively Λ/∆) on the ergodic components of σ ↾ ∆, and it will always be denoted σ∆
(respectively σ¯∆.) The space Y will be denoted X∆ and the factor map π will in general be
denoted by pX∆ : X → X∆ later in this paper.
3.2. The groups H1:∆(σ) and H
1(σ¯∆). For ease of notation, let γ¯ = κ(γ). The factor map
pX∆ = π : X → Y provides a natural homomorphism π˜ : Z
1(σ¯∆)→ Z
1
:∆(σ) by
π˜(α)(γ, x) = α(γ¯, π(x)).
We call π˜ the canonical homomorphism in this context. Note that π˜ is continuous. The next lemma
explains the significance of H1:∆ in terms of the action σ¯∆.
Lemma 3.5. The canonical homomorphism π˜ : Z1(σ¯∆)→ Z
1
:∆(σ) is an isomorphism which satis-
fies π˜(B1(σ¯∆)) = B
1
:∆(σ). Thus π˜ factors to an isomorphism πˆ : H
1(σ¯∆)→ H
1
:∆(σ).
Proof. If α ∈ Z1(σ¯∆) and π˜(α) = 1 then clearly α = 1, so π˜ is injective. On the other hand, if
β ∈ Z1:∆(σ) then for γ ∈ Λ and δ ∈ ∆ we have
β(γ, δ · x) = β(γδ, x)β(δ, x)∗ = β(γδγ−1γ, x) = β(γδγ−1, γ ·σ x)β(γ, x) = β(γ, x)
so that for each γ ∈ Λ the map x 7→ β(γ, x) is ∆-invariant, and therefore constant on almost every
ergodic component. Since clearly β(γδ, x) = β(γ, x), we have that β¯(γ¯, π(x)) = β(γ, x) defines an
element of Z1:∆(σ) such that π˜(β¯) = β.
The inclusion π˜(B1(σ¯∆)) ⊆ B
1
:∆(σ) is clear. For the other inclusion, suppose π˜(α) ∈ B
1
:∆(σ) and
let f : X → T be such that
π˜(α)(γ, x) = α(γ¯, π(x)) = f(γ ·σ x)f(x)
∗.
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Then f(δ ·σ x)f(x)
∗ = 1 for δ ∈ ∆ and so f is ∆-invariant, and therefore invariant on almost every
ergodic component. Thus α ∈ B1(σ¯∆). 
We will refer to the map πˆ : H1(σ¯∆) → H
1
:∆(σ) defined in the previous Lemma as the canon-
ical isomorphism. Since Lemma 3.5 provides that description of H1:∆(σ) in terms of the usual
1-cohomology group of the action σ¯∆ we obtain the following from [33] and [28].
Corollary 3.6. (1) The group B1:∆(σ) is closed if and only if the action σ¯∆ is strongly ergodic.
(2) If Λ/∆ has property (T) then B1:∆(σ) is clopen and H
1
:∆(σ) is countable and discrete.
4. Families of actions with H1:∆ non-trivial and calculable
In this section, we will compute the ∆-relative 1-cohomology group of certain p.m.p. actions of
the form σ × ρ under reasonably general conditions. We make our computations in a somewhat
more general setting than what is narrowly needed for our applications in §6, where it turns out
that we always have that ρ ↾∆ is weakly mixing, in which case it follows from Lemma 3.5 that
H1:∆(σ × ρ) = H
1
:∆(σ), and so only H
1
:∆(σ) must be calculated. The extra effort this requires is
mostly found in the proof of Lemma 4.4 below. We begin with the following elementary observation:
Lemma 4.1. Let σ : Λ y (X,µ) and ρ : Λ y (Y, ν) be p.m.p. actions, and ρ0 : Λ y (Y0, ν0)
a quotient of ρ with quotient map p0 : Y → Y0. Let σ × ρ : Λ y (X × Y, µ × ν) be the diagonal
product, pY : X × Y → Y the projection onto Y , and let p = p0 ◦ pY . Then (σ × ρ) ×p (σ × ρ) is
isomorphic to
(σ × σ)× (ρ×p0 ρ) : Λy ((X ×X)× (Y ×p0 Y ), µ × µ× (ν ×p0 ν)).
Thus, if σ is weakly mixing and ρ is weakly mixing relative to p0, then the diagonal product σ × ρ
is weakly mixing relative to p.
Proof. Let ν =
∫
νwdν0(w) be the disintegration of ν w.r.t. p0. Then µ× ν =
∫
µ× νwdν0(w), and
so
(µ× ν)×p (µ× ν) =
∫
(µ× νw)× (µ× νw)dν0(w).
It follows that the map
(X × Y )×p (X × Y )→ (X ×X)× (Y ×p0 Y ) : ((x, y), (x
′, y′)) 7→ ((x, x′), (y, y′))
provides an isomorphism between (σ × ρ)×p (σ × ρ) and (σ × σ)× (ρ×p0 ρ). 
4.1. The standard diagram. Consider now a countable discrete group Λ with a normal subgroup
∆⊳Λ and p.m.p. actions σ : Λy (X,µ) and ρ : Λy (Y, ν). Let σ× ρ : Λy (X ×Y, µ× ν) be the
product action, and let σ¯∆, ρ¯∆ and (σ × ρ)∆ be the corresponding actions of Λ/∆ on X∆, Y∆ and
(X × Y )∆, respectively. It is in general not the case that (σ × ρ)∆ is the product of σ¯∆ and ρ¯∆,
however the latter are quotients of (σ × ρ)∆. To see this, let pY : X × Y → Y be the projection
onto Y , and note that pY∆ ◦ pY : X × Y → Y∆ is ∆-invariant. Thus p
Y∆ = pY∆ ◦ pY is constant on
almost all ergodic components of σ× ρ↾∆, so it factors through p(X×Y )∆ to p¯Y∆ : (X × Y )∆ → Y∆,
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and p¯Y∆ witnesses that ρ¯∆ is a quotient of (σ × ρ)∆. Note that by definition the diagram
X × Y
p
(X×Y )∆

pY
//
pY∆
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
Y
pY∆

(X × Y )∆ p¯Y∆
// Y∆
commutes. We will refer to this diagram as the standard diagram for σ×ρ relative to ρ and ∆. The
map p¯X∆ : (X × Y )∆ → X∆ witnessing that σ¯∆ is a quotient of (σ × ρ)∆ can be defined mutatis
mutandis, which together with pX , pX∆ and p(X×Y )∆ gives rise to the standard diagram for σ × ρ
relative to σ and ∆.
Definition 4.2. Suppose ∆⊳Λ is a normal subgroup. We will say that σ : Λy X is weakly mixing
(respectively malleable) relative to ∆ if it is weakly mixing relative to the quotient σ∆ (respectively
malleable with respect to the quotient σ∆.)
Lemma 4.3. With notation as in the standard diagram, if σ is weakly mixing and ρ is weakly
mixing relative to ∆ then (σ × ρ)∆ is weakly mixing relative to (p¯Y∆ , ρ¯∆).
Proof. Since we have the sequence of extensions
X × Y
p(X×Y )∆−→ (X × Y )∆
p¯Y∆−→ Y∆
it is enough to show that σ× ρ is weakly mixing relative to pY∆ . This follows directly from Lemma
4.1. 
Note that if ρ ↾∆ × p−1Y∆(y¯) is weakly mixing for ν∆-almost all y¯ ∈ Y∆ then we have that ρ is
weakly mixing relative pY∆ . Of course, in this case we also have that (σ × ρ)∆ is isomorphic to
σ∆ × ρ∆.
4.2. Initial computation of H1:∆. Consider again σ and ρ as above and the standard diagram.
For ease of notation here and in the next lemma, let Z = X × Y and η = µ × ν. Using that the
standard diagram commutes, it follows easily that the map
(4.1) q : ((x, y), (x′, y′)) 7→ (p(X×Y )∆(x, y), p(X×Y )∆(x
′, y′))
of Z×pY∆ Z onto Z∆×p¯Y∆ Z∆ witnesses that (σ × ρ)∆×p¯Y∆ (σ × ρ)∆ is an extension of (σ×ρ)×pY∆
(σ × ρ).
Lemma 4.4. Let ∆ ⊳ Λ, σ and ρ be as above, and let pX∆ : X → X∆ be the canonical quotient
map. Suppose there is a continuous function [0, 1]→ Aut(X ×X,µ × µ) : t 7→ St such that
(1) t 7→ St witnesses that σ is malleable and
(2) St commutes with the action ∆×∆y X ×X : (δ, δ
′) · (x, x′) = (δ ·σ x, δ
′ ·σ x).
Then (σ × ρ)∆ is malleable relative to p¯Y∆.
Proof. For w ∈ X ×X we will write w0 and w1 for the components of w, i.e., w = (w0, w1). For
t ∈ [0, 1], define ft : Z ×pY∆ Z → Z ×pY∆ Z by
ft((x, y), (x
′, y′)) = ((St(x, x
′)0, y), (St(x, x
′)1, y
′))
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and
S˜t(q((x, y), (x
′, y′))) = q(ft((x, y), (x
′, y′))),
where q is as in (4.1). To see that S˜t is a well-defined map on Z∆ ×p¯Y∆ Z∆ to itself, note that if
δ, δ′ ∈ ∆ then by (2) we have
ft(δ ·σ×ρ (x, y), δ
′ ·σ×ρ (x
′, y′)) = (δ ·σ×ρ (St(x, x
′)0, y), δ
′ ·σ×ρ (St(x, x
′)1, y
′)).
Thus q ◦ ft is invariant under the action of ∆ × ∆, and so it factors to a map on Z∆ ×p¯Y∆ Z∆
(namely S˜t) and so S˜t is well-defined. Moreover, since ft ∈ Aut(Z×pY∆ Z, η×pY∆ η), it follows that
S˜t ∈ Aut(Z∆ ×p¯Y∆ Z∆, η∆ ×p¯Y∆ η∆), and since t 7→ ft is continuous, so is t 7→ S˜t.
It remains to show that t 7→ S˜t witnesses that (σ × ρ)∆ is malleable. For this, let ν =
∫
ν∆y¯ dν∆(y¯)
be the disintegration of ν w.r.t. pY∆ and η =
∫
η∆z¯ dη∆(z¯) be the disintegration of η w.r.t. pZ∆ . As
this coincides with the ergodic decomposition of ρ↾∆, the measure ν∆y¯ is ∆-invariant and uniquely
ρ ↾ ∆-ergodic on p−1Y∆(y¯) for ν∆-almost all y¯ ∈ Y∆. Similarly, η∆-almost all η
∆
z¯ are σ × ρ ↾ ∆-
ergodic. Thus for η∆-a.a. z¯ ∈ Z∆ the push-forward measure p
∗
Y [η
∆
z¯ ] is ρ ↾∆-invariant and ergodic
and supported on p−1Y∆(p¯Y∆(z¯)), and so by unique ergodicity we have p
∗
Y [η
∆
z¯ ] = ν
∆
p¯Y∆(z¯)
for η∆-a.a.
z¯ ∈ Z∆. Let η∆ =
∫
η∆,y¯dν∆(y¯) be the disintegration of η∆ w.r.t. p¯Y∆. It follows that for ν∆-a.a.
y¯ the set
Ay¯ = {z¯ ∈ Z∆ : p¯Y∆(z¯) = y¯ ∧ p
∗
Y [η
∆
z¯ ] = ν
∆
y¯ }
has full η∆,y¯ measure. Then for y¯ such that η∆,y¯(Ay¯) = 1 and z¯, z¯
′ ∈ Ay¯ we have
ν∆y¯ (projY (p
−1
Z∆
(z¯))) = ν∆y¯ (projY (p
−1
Z∆
(z¯′))) = 1
In particular, there is y0 ∈ projY (p
−1
Z∆
(z¯))∩projY (p
−1
Z∆
(z¯′)). Let x, x′ ∈ X be such that pZ∆(x, y0) =
z¯ and pZ∆(x
′, y0) = z¯
′. Then
S˜1(z¯, z¯
′) = q ◦ f1((x, y0), (x
′, y0)) = q((x
′, y0), (x, y0)) = (z¯
′, z¯),
and so t 7→ S˜t witnesses that (σ × ρ)∆ is malleable relative to p¯Y∆ . 
Lemma 4.5. Let Λ be a countable discrete group, ∆ ⊳ Λ a normal subgroup, and (X0, µ0) a non-
atomic standard Borel probability space. Let σ0 : Λ y N be an action, let σ : Λ y X
N
0 be the
generalized Bernoulli shift, and let ρ : Λy (Y, ν) be any p.m.p. action. Then the action (σ × ρ)∆
is malleable relative to p¯Y∆.
Proof. We may of course assume that X0 = [0, 1) and µ0 is the Lebesgue measure. Further, w.l.o.g.,
all σ0 ↾∆ are finite. Let X = X
N
0 = [0, 1)
N, µ = µN0 . For x ∈ X
N×{0,1}
0 and i ∈ {0, 1}, write xi
for the element in X defined by xi(n) = x(n, i), for all n ∈ N, so that x 7→ (x0, x1) canonically
identifies X2 and X
N×{0,1}
0 . Define [0, 1)→ Aut(X
N×{0,1}, µN×{0,1}) : t 7→ St by
St(x)(n, i) =
{
x(n, i− 1) if for all δ ∈ ∆, x(σ0(δ)(n), 0), x(σ0(δ)(n), 1) < t
x(n, i) otherwise.
Note that since ∆ is a normal subgroup in Λ, St commutes with the product action σ × σ, and by
definition St commutes with the action of ∆×∆ on X
N×{0,1}. Thus Lemma 4.4 applies. 
We conclude:
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Corollary 4.6. Let Λ, ∆, σ0 and σ be as in the previos lemma, and suppose that σ0 has infinite
orbits so that σ is weakly mixing. Suppose further that Λ/∆ has strongly {T}-cocycle superrigid
malleable weakly mixing actions. Then for any p.m.p. action ρ : Λ y (Y, ν) such that σ × ρ is
weakly mixing relative to pY∆ we have H1((σ × ρ)∆) ≃ H
1(ρ¯∆) and H
1
:∆(σ × ρ) ≃ H
1
:∆(ρ). In
particular this holds for any ρ which is weakly mixing relative to pY∆.
4.3. Ergodic decompositions of generalized Bernoulli actions. Before proceeding with fur-
ther calculations of H1:∆, we pause briefly to give a description of the ergodic decomposition of a
generalized Bernoulli shift.
Let X0 be a compact Polish space equipped with a standard Borel probability measure µ0. Let
σ0 : ∆y N be an action, and let σ : ∆y X
N
0 be the Bernoulli action, µ = µ
N
0 the product measure
on X = XN0 . Also, for B ⊆ N which is σ0-invariant, let σB : ∆ y X
B
0 be the Bernoulli action,
µB = µ
B
0 , and let pB : X
N
0 → X
B
0 denote the projection map. Denote by Eσ and EσB the induced
orbit equivalence relations. Define in XN an equivalence relation
(4.2) x ∼ y ⇐⇒ for all σ0-invariant and finite B ⊆ N we have pB(x)EσBpB(y).
Then ∼ is a closed equivalence relation, and therefore the quotient X/∼ is standard (recall that X0
is compact.) It is clear that the ∼-classes σ-invariant. Let Y = XN0 /∼ and let π : X → Y : x 7→ [x]∼
be the quotient map, ν = π∗[µ] the push-forward measure on Y .
For the purpose of the next Lemma, assume now that all σ0-classes are finite. Evidently the
action of σ on [x]∼ is profinite, and so there is a unique measure µ[x]∼ on [x]∼ induced by giving
pB([x]∼) the normalized counting measure, for each B ⊆ N finite and invariant. The measure µ[x]∼
is σ-invariant and it is ergodic since p∗B [µ[x]∼] is ergodic for σB.
Lemma 4.7. With notation as in the preceding paragraph, the maps π : X → Y and Y → EIσ :
y 7→ µy provides an ergodic decomposition of σ : ∆y X
N.
Proof. It suffices to show that the disintegration identity
(4.3) µ =
∫
µydν(y)
holds. For this, let B ⊆ N be finite and σ0-invariant. It is clear that X
B
0 /EσB is standard, and
that if we let πB : X
B
0 → X
B
0 /EσB be the quotient map and νB = π
∗
B[µB ], then the disintegration
identity
µB(A) =
∫
|[x]EσB ∩A|
|[x]EσB |
dνB([x]EσB )
holds. Further, note that by definition of ∼ the map pˆB : [x]∼ 7→ [x]EσB from X/∼ to X
B
0 /EσB is
well-defined and that πB ◦ pB = pˆB ◦ π. Thus νB = pˆ∗B [ν].
Now fix Ci ⊆ X0 measurable for each i ∈ B, and consider the cylinder set
C = {x ∈ XN0 : (∀i ∈ B)x(i) ∈ Ci}.
For such a cylinder set we have that
µ[x]∼(C) =
|[pB(x)]EσB ∩
∏
i∈B Ci|
|[pB(x)]EσB |
,
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and since the right hand side only depends [pB(x)]EσB = pˆB([x]∼) we have∫
µy(C)dν(y) =
∫
|[x]EσB ∩
∏
i∈B Ci|
|[x]EσB |
dνB([x]EσB ) = µB(C) = µ(C)
as required. 
Dropping again the assumption that all σ0-classes are finite, let N = C0 ∪ C1 where C0, C1 are
σ0-invariant, and C0 consists of all n ∈ N with [n]σ0 finite. Letting σCi : ∆ y X
Ci
0 , (i = 0, 1),
be the corresponding Bernoulli shifts, we have σ = σC0 × σC1 . Note that pC1([x]∼) = X
C1
0 , while
pC0([x]∼) is an ergodic component of σC0 with ergodic invariant measure µpC0([x]∼) as described
above. Since [x]∼ = pC0([x]∼)×X
C1
0 , we conclude:
Lemma 4.8. The maps
π : XN0 → Y : x 7→ [x]∼, Y → IEσ : y 7→ µpC0([x]∼) × µ
C1
0
provide an ergodic decomposition of σ : ∆y XN0 .
4.4. Quotients of generalized Bernoulli shifts. Quotients of Bernoulli shifts were introduced
in [28] where they were used to obtain an infinite family of non-orbit equivalent actions of a
countable group with the relative property (T) over a weakly normal subgroup. These actions were
distinguished by their first 1-cohomology group, which was computed using a forerunner to Theorem
2.3. These ideas were then developed further in [31]. We will now use a similar construction to
obtain a large family of measure preserving actions for which the relative 1-cohomology group is
calculable.
Let A be a (non-trivial) second countable Abelian compact group, and let λA be the normalized
Haar measure on A. The group A acts on X = AN by rotation, i.e., by (a · x)(i) = ax(i), where
a ∈ A, x ∈ AN and i ∈ N, and this action preserves the product measure µ = λNA. Let [x]A denote
the A-orbit of x ∈ AN, let XA = X/A = {[x]A : x ∈ X}, and let pA : X → XA : x 7→ [x]A be
the quotient map. Note that since A is compact the space XA is standard in the quotient Borel
structure. We let νA = p
∗
A[µ]. Let Λ be a countable discrete group and let σ0 : Λy N be an action.
The induced Bernoulli action σ : Λy AN clearly commutes with the action of A on AN, and so σ
induces an action of Λ on XA. We call this action the quotient of σ by A, and denote it by σA.
Our goal now is to establish the following “quotient version” of Lemma 4.6:
Theorem 4.9. Let Λ be a countable discrete group with a normal subgroup ∆⊳Λ, and let A be an
infinite compact second countable Abelian group. Suppose Λ/∆ has strongly {T}-cocycle superrigid
weakly mixing malleable actions. Suppose further that there is a ∆-suitable action σ0 : Λ y N,
and let σ : Λ y AN be the corresponding generalized Bernoulli shift, σA its quotient. Then for
any p.m.p. action ρ : Λ y Y such that σ × ρ is weakly mixing with respect to pY∆ we have
H1:∆(σA × ρ) ≃ H
1
:∆(ρ)× Char(A). In particular, H
1
:∆(σA) ≃ Char(Λ)×Char(A).
4.5. The actions (σA)∆ and (σA × ρ)∆. Before proving Theorem 4.9 we shall give a description
of (σA)∆ and (σA × ρ)∆. Let ∆ ⊳ Λ be countable discrete groups, and let A an infinite second
countable compact Abelian group. Let σ0 : Λ y N be an action, σ : Λ y A
N the induced
Bernoulli action on X = AN, equipped with product measure. Let ∼ be defined as in (4.2), and let
π : X → X/∼: x 7→ [x]∼ and x 7→ µ[x]∼ be defined as before. We identify X/∼ with X∆, and π
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with pX∆ . Note then that A acts on X/∼ by a · [x]∼ = [a · x]∼, and this is well-defined since the
action of A on X commutes with σ. The action of A on X∆ is free on a set of measure one. This
follows since A acts freely on the set
{[x]∼ : (∀i, j, k, l ∈ N)i 6= j =⇒ x(i)x(k)
−1 = x(j)x(l)−1}
which is invariant and has full measure. Because A is compact the quotient X∆,A = X∆/A is
standard, and we equip it with the push-forward measure; we let qA : X∆ → X∆,A be the quotient
map. The action of A on X∆ commutes with the action σ∆ and so the action σ∆ induces a p.m.p.
action on X∆,A which we denote by σ∆,A.
Let now ρ : Λ y (Y, ν) by any probability measure preserving action. The group A acts on the
space X × Y in the first coordinate. This action commutes with σ × ρ, and we let (X × Y )A =
(X × Y )/A be the quotient space (which is standard) and let pYA : X × Y → (X × Y )A be the
quotient map. For ease of notation, we will sometimes write [z]A for p
Y
A(z). Then σ × ρ induces
an action (σ × ρ)A y (X × Y )A which preserves the push-forward measure. On the other hand,
the action of A permutes the ergodic components of σ × ρ ↾∆, and so induces an action of A on
(X × Y )∆ defined by a · p(X×Y )∆(x, y) = p(X×Y )∆(a · x, y). Since the standard diagram
X × Y
p
(X×Y )∆

pX
//
pX∆
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
X
pX∆

(X × Y )∆ p¯X∆
// X∆
for σ×ρ relative to σ and ∆ commutes, the action on A on (X×Y )∆ is free almost everywhere since
the action of A on X∆ is. As before, since A is compact the quotient (X×Y )∆,A = (X×Y )∆/A by
this action is a standard space which we give the push-forward measure, denoted (µ×ν)∆,A; we let
qYA : (X×Y )∆ → (X×Y )∆,A be the quotient map. Finally, the action of A on (X×Y )∆ commutes
with the action (σ× ρ)∆ and so the action (σ × ρ)∆ induces a p.m.p. action on (X × Y )∆,A which
we denote by (σ × ρ)∆,A.
Lemma 4.10. We have ((σ × ρ)A)∆ ≃ (σ × ρ)∆,A and, in particular, (σA)∆ ≃ σ∆,A.
Proof. Consider the quotient map p∆,A = q
Y
A ◦p(X×Y )∆ . Define a map q∆ : (X×Y )A → (X×Y )∆,A
by q([x]A) = p∆,A(x) and note that q∆ is well-defined since pA,∆ is A-invariant. Moreover,
q∆((σ × ρ)A(γ)([z]A)) = q∆(p
Y
A(σ × ρ(γ)(z))) = p∆,A((σ × ρ)(γ)(z))
= (σ × ρ)∆,A(γ)(p∆,A(z)) = (σ × ρ)∆,A(γ)(q∆([z]A))
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for all γ ∈ Λ, thus (σ × ρ)∆,A is an extension of (σ × ρ)A, and we have the following commutative
diagram of extensions:
(4.4) X × Y
p(X×Y )∆
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
p∆,A

pYA
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
(X × Y )∆
qYA ''❖
❖❖
❖❖
❖❖
❖❖
❖❖
(X × Y )A
q∆ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
(X × Y )∆,A
To prove that ((σ × ρ)A)∆ ≃ (σ × ρ)∆,A it suffices to show that the fibre q
−1
∆ (z) is an ergodic
component of (σ × ρ)A ↾ ∆ for almost all z ∈ (X × Y )∆,A. For this, simply note that since A
acts freely on (X × Y )∆ we have p
−1
∆,A(z) = A · p
−1
(X×Y )∆
(z′) for any z′ such that qYA(z
′) = z. It is
therefore clear that pYA(p
−1
∆,A(z)) = q
−1
∆ (z) is an ergodic component of (σ × ρ)A ↾∆. 
From now on we identify ((X × Y )A)∆ and (X × Y )∆,A, as well as ((σ × ρ)A)∆ and (σ × ρ)∆,A.
Proof of Theorem 4.9. The proof is similar to the proof of [28, Lemma 2.10] (see also [37, Lemma
3.2].) For ease of notation, elements of Λ/∆ are indicated with a bar, e.g. γ¯. Let α ∈ Z1(((σ × ρ)A)∆),
and define αˆ ∈ Z1((σ × ρ)∆) be defined by
αˆ(γ¯, w) = α(γ¯, qYA (w)).
Then by Lemma 4.6 there is a function f : (X × Y )∆ → T and ϑ ∈ Z
1(ρ¯∆) such that
αˆ(γ¯, w) = f((σ × ρ)∆(γ¯)(w))ϑ(γ¯, p¯Y∆(w))f(w)
−1.
Note then that the 1-cocycle αˆ(γ¯, w)θ(γ¯, p¯Y∆(w))
−1 is A-invariant, and so the 1-coboundary
(γ¯, w) 7→ f((σ × ρ)∆(γ¯)(w))f(w)
−1
is A-invariant. The A-invariance gives that for all a ∈ A we have
f((σ × ρ)∆(γ¯)(a · w))f((σ × ρ)∆(γ¯)(w))
−1 = f(a · w)f(w)−1,
which proves that the function ζa : w 7→ f(a ·w)f(w)
−1 is (σ × ρ)∆-invariant for each a ∈ A. Since
(σ × ρ)∆ is ergodic it follows that ζa is constant a.e., say ζa(w) = χ(a) ∈ T for all a ∈ A. Thus
f(a · w) = χ(a)f(w), and so f is an A-eigenfunction with χ ∈ Char(A) the associated character
of A. We conclude that any αˆ as above can be written as a product of a 1-cocycle of ρ¯∆ and a
1-coboundary arising from an A-eigenfunction f : (X × Y )∆ → T.
On the other hand, if f : (X × Y )∆ → T is an A-eigenfunction, then the corresponding 1-
coboundary for (σ × ρ)∆ is A-invariant, and so gives rise to a 1-cocycle of (σ × ρ)∆,A. Moreover,
it is easy to see that any two 1-cocycles in Z1((σ × ρ)∆,A) arising in this fashion are cohomologous
in Z1((σ × ρ)∆,A) precisely when their associated characters are the same. At the same time, it
is clear that for any character χ ∈ Char(A) there is a A-eigenfunction f : (X × Y )∆ → T such
that f(a ·w) = χ(a)f(w). Thus we have H1((σ × ρ)∆,A) ≃ H
1(ρ¯∆)×Char(A). This together with
Lemma 3.5 and Lemma 4.10 gives H1:∆((σ × ρ)A) ≃ H
1
:∆(ρ)× Char(A) as required. 
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We conclude this section by stating the following corollary which is the main result that will be
used going forward. For notational simplicity, we let Aˆ stand for Char(A).
Corollary 4.11. Let Γ be a countable discrete group, ∆ ⊳ Λ ≤ Γ subgroups such that Λ/∆ has
strongly {T}-cocycle superrigid wearkly mixing malleable actions. Suppose there is an action σ0 :
Γ y N such that σ0 ↾Λ is ∆-suitable. Then for any ρ : Γ y (Y, ν) be any a.e. free weakly mixing
action such that ρ↾∆ is ergodic. Then the family
〈σAˆ × ρ : A is discrete countable torsion-free Abelian〉
is a family of a.e. free, ergodic p.m.p. actions such for all countable torsion-free Abelian groups A0
and A1 it holds that A0 is isomorphic to A1 if and only if σAˆ0 × ρ is conjugate to σAˆ1 × ρ.
Proof. It is clear that if A0 ≃ A1 then σAˆ0×ρ is conjugate to σAˆ1×ρ. For the other direction, note
that clearly (σ×ρ)Aˆ ≃ σAˆ×ρ, and so it follows from Theorem 4.9 that H:∆(σAˆ×ρ) ≃ Aˆ×H
1
:∆(ρ).
Since ρ↾∆ is ergodic it follows from 3.2 that H1:∆((σAˆ × ρ)∆) ≃ Aˆ×Char(Λ/∆). Since Char(Λ/∆)
is compact and the topological group H1:∆ is a conjugacy invariant of σAˆ × ρ we now have that
σAˆ0 × ρ ≃C σAˆ1 × ρ implies that A0 ≃ A1, as required. 
5. A Stern absoluteness argument
The present section is dedicated to a technical result on many-to-one Borel reductions. The main
aim is to prove Theorem 5.1 below, which is a consequence of results of Harrington and Hjorth.
The argument uses a metamathematical technique developed by Stern in [34], known now as Stern’s
forcing absoluteness, which we briefly review below, and which requires some basic knowledge of
forcing (see e.g. [23]) and effective descriptive set theory as found in e.g. [19, Ch. 2]. Since the
metamathematical techniques will not play any role in subsequent parts of this paper, the reader
who wishes to do so may treat Theorem 5.1 below as a “black box” and move on to the next section.
Recall from §2 that TFA denotes the standard Borel space of countable torsion free Abelian
groups with underlying set N, and that ≃TFA denotes the isomorphism relation on TFA. Recall
also that the notion of a Borel countable-to-1 reduction and the notation ≤NB was defined §2.
Theorem 5.1. Let E be an equivalence relation on a standard Borel space Y , and suppose ≃TFA≤NB
E. Then E is not Borel.
5.1. Borel many-to-1 reducibility. The following Theorem is due to Harrington (unpublished,
see [13]; for a proof that does not use metamathematics, see [15].)
Theorem 5.2 (Harrington). There is a family of Borel equivalence relations Eα, α < ω1, such
that for no Borel equivalence relation E do we have Eα ≤B E for all α < ω1.
Let us make the following definition:
Definition 5.3. Let E, F and R be equivalence relations on Polish spaces X, Y and Z, respectively.
We will say that E is R-to-one reducible to F , written E ≤RB F , if there is a Borel functions
f : X → Y such that
(∀x1, x2 ∈ X)x1Ex2 =⇒ f(x1)Ff(x2),
20 INESSA EPSTEIN AND ASGER TO¨RNQUIST
and for each F -class [y]F there is a Borel function g[y]F : X → Z such that
(5.1) (∀x1, x2 ∈ f
−1([y]F ))x1Ex2 ⇐⇒ g(x1)Rg(x2).
We will say that E is unformly R-to-one reducible to F if there is f as above and a single Borel
g : X → Z such that g[y]F = g satisfies (5.1) for all y ∈ Y .
Fix E, F and R as above, and define F ×R on Y × Z by
(y, z)F ×R(y′, z′) ⇐⇒ yFy′ ∧ zRz′
It is then clear that we have E ≤RB F uniformly precisely when E ≤B F×R. Thus from Harrington’s
theorem we have
Corollary 5.4. Let F and R be equivalence relations on Polish spaces, and let Eα, α < ω1 be as
in Theorem 5.2. If for all α < ω1 we have Eα ≤
R
B F uniformly then either F or R is not Borel.
The aim below is to prove a version of Corollary 5.4 without the uniformity assumption in the
special case when R is equality on N. This will follow from a result of Hjorth once we prove a slight
strengthening of a result due to Harrington, which we now state. We first need several definitions.
(Our notation roughly follows that of [13] with a few minor changes.)
Definition 5.5. Let ǫ be a binary relation on N. We say that (N, ǫ) is an ǫ-structure if
(1) (∀m)(∃n)m ǫ n ∨ n ǫ m.
(2) (N, ǫ) is extensional, that is, for all m,n ∈ N if
{k ∈ N : k ǫ m} = {k ∈ N : k ǫ n}
then m = n.
(3) ǫ is wellfounded.
Two ǫ-structures (N, ǫ0) and (N, ǫ1) are isomorphic if there is a permutation σ : N → N such that
for all n,m ∈ N we have m ǫ0 n if and only if σ(m) ǫ1 σ(n).
For x ∈ 2N×N, let ǫx denote the binary relation on N defined by
m ǫx n ⇐⇒ x(m,n) = 1.
We let B denote the set of x ∈ 2N×N such that (N, ǫx) is an ǫ-structure, and define
x ≃ y ⇐⇒ (N, ǫx) is isomorphic to (N, ǫy).
For α < ω1, let Bα ⊆ B be the set of x ∈ B such that ǫx has rank at most α. Then Bα is Borel,
and it can be shown (see [13]) that so is ≃α=≃↾Bα, the restriction of ≃ to Bα.
Harrington proved Theorem 5.2 by showing that if E is an equivalence relation on a standard
Borel space and ≃α≤B E for all α < ω1, then E is not Borel. Here we prove the following extension
of this:
Theorem 5.6. Let E be an equivalence relation on a standard Borel space. If ≃α≤NB E for all
α < ω1, then E is not Borel.
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5.2. Stern’s absoluteness. We now briefly describe the key elements of Stern’s forcing absolute-
ness. We only give enough detail that we can state the main lemma that we need. The reader
should consult [34] or [13] for the proof of this lemma; for forcing basics we refer to [23].
We will use the notations related to trees on N introduced in §2.4. Per the usual conventions,
for s ∈ N<N we let
Ns = {t ∈ N
N : t ⊃ s},
be the basic open neighborhood in NN determined by s.
Definition 5.7 (See [13] Definition 1.1 and Definition 1.2).
1. A Borel code is a pair (T, f) consisting of a wellfounded tree T ⊆ N<N and a function
f : {t ∈ T : t is terminal} → N<N.
Fix a Borel code (T, f). We define for all s ∈ T the Borel sets B(s, T, f) by backwards recursion
as follows: If s ∈ T is a terminal note then we let B(s, T, f) = Nf(s). If B(t, T, f) has been defined
for all s ⊂ t ∈ T then we let
B(s, T, f) =
⋂
{NN \B(s⌢n, T, f) : s⌢n ∈ T}.
The Borel set coded by (T, f) is the set B(∅, T, f). The rank of the Borel code (T, f) is the rank of
∅ ∈ T (in the sense of [20, 2.E].) One can easily prove that if (T, f) has rank γ < ω1 then B(∅, T, f)
is a Π0γ-set, and that any Π
0
γ-set in N
N has a code of rank γ.
2. A virtual Borel set is a triple (P, p, τ) consisting of a poset P (in the sense of [23]), a condition
p ∈ P, and a P-name τ such that
p P “τ is a Borel code”.
We say that (P, p, τ) is a virtual Borel set of rank γ, for some γ ∈ ON, if
p P “τ is a Borel code of rank γ”.
Note that γ may not be a countable ordinal in the ground model.
3. If P is a poset and G is a filter on P× P then we let
Gr = {p ∈ P : (∃q ∈ P)(p, q) ∈ G}
and
Gl = {q ∈ P : (∃p ∈ P)(p, q) ∈ G}.
4. The cardinals iα for α ∈ ON are defined as follows: We let i0 = ℵ0, iα+1 = 2
iα and for α a
limit we let iα = supβ<α iβ. Since the definition of the function α 7→ iα depends on the model of
set theory M in which we work, we indicate this by writing iMα
With these definitions we can state the key result of Stern that we need ([34], [13, Corollary
1.8]):
Lemma 5.8 (Stern). Let M and N be wellfounded models of ZFC, and let (P, p, τ) ∈ M be a
virtual Borel set of rank γ. Suppose that iM(−1+γ) < ω
N
1 and that
(p, p) P×P “τ [G˙l] codes the same Borel set as τ [G˙r]”,
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where G˙ is the canonical name for the generic. Then there is a Borel code (T, f) ∈ N of rank γ
such that
p P “B(∅, Tˇ , fˇ) equals the Borel set coded by τ [G˙]”.
5.3. The proofs of Theorem 5.1 and 5.6. We will work exclusively with spaces which are finite
or countable products of the spaces 2, N, 2N and NN. We call such spaces products spaces, and
denote them by script letters X , Y , Z , etc.
The proof of Theorem 5.6 is a class-counting argument that uses Lemma 5.8. However, we first
need to prove that the statement “E ≤=NB F” is absolute for Borel equivalence relations. The next
definition allow us to prove absoluteness of such statements in a slightly more general setting.
Definition 5.9. Let F be a Borel equivalence relation. We will say that F has the effective
reductions property (relative to a ∈ NN) if whenever E is a ∆11(b) equivalence relation and E ≤B F
then in fact E ≤∆11(a,b) F , i.e., there is a ∆
1
1(a, b) function f : N
N → NN which reduces E to F .
By [6, Proposition 2 and Theorem 15], two examples of equivalence relations with the effective
reductions property includes equality on N and equality on NN.
For a ∆11(a)-equivalence relation R on X , let R
+ denote the equivalence relation on 2 × X
defined by
(m,x)R+(n, y) ⇐⇒ (m = n = 0) ∨ (m = n = 1 ∧ xRy)
which is also ∆11(a).
Lemma 5.10. Let E, F and R be Borel equivalence relations on product spaces X , Y and Z ,
respectively. Suppose that R is ∆11(a0) and has the effective reductions property relative to a0, and
that R+ ≤B R. Then the statement “f is a witness to E ≤
R
B F” is Π
1
1(a0) uniformly in the codes
for f , E and F and therefore absolute. Whence, the statement “E ≤RB F” is Σ
1
2(a0) uniformly in
the codes for E and F and is absolute.
Proof. Let P ⊆ NN × N×X ×Z and C ⊆ NN be Π11 such that for each a ∈ N
N the family of sets
P(a,n) = {(x, z) ∈ X ×Z : (a, n, x, z) ∈ P},
which is indexed by those n ∈ N such that (a, n) ∈ C, parametrizes the (graphs of) total ∆11(a)
functions. (The existence of such a set follows from [19, 2.8.2].) Let us write g(a,n) for the function
with graph P(a,n).
Fix a ∆11(c) function f witnessing that E ≤
R
B F . For y ∈ Y , let Ey be the equivalence relations
defined on X by
xEyx
′ ⇐⇒ (f(x)Ff(x′)Fy ∧ xEx′) ∨ (¬(f(x)Fy) ∧ ¬(f(x′)Fy))
Note that Ey is ∆
1
1 uniformly in y and the codes for f , E and F , and Ey depends only on [y]F . Since
R has the effective reductions property we must have R+ ≤∆11(a0) R, and saying that f : X → Y
is a witness to E ≤RB F can then be expressed as:
(∀x, x′)(xEx′ =⇒ f(x)Ff(x′))∧
(∀y ∈ Y )(∃(a, n) ∈ ∆11(y, a0, b))“g(a,n) is a Borel reduction of Ey to R”.
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Since saying that g(a,n) is a Borel reduction of Ey to R is Π
1
1 in (a, n) and the codes for Ey and R,
it follows that the statement “f is a witness to E ≤RB F” is Π
1
1(a0) uniformly in the codes for f ,
E, F , for R fixed as above. Thus the statement E ≤RB F is Σ
1
2(a0) in the codes for E and F . 
We note that taking R to be =N or =N
N
, the hypothesis of Lemma 5.10 is satisfied.
Proof of Theorem 5.6. Suppose that F is a Π0γ equivalence relation such that ≃
α≤=
N
B F for all
α < ω1. Choose γ < α < ω1 such that |Vα| = iα (for instance, choose α such that ω+α = α.) Let
P = Coll(ω,iα). Let (Xβ)β<iα+1 enumerate Vα, and let τβ be the canonical name for a real coding
the structure (Vα ∪ {Xβ},∈). Then we have for all β, δ < iα+1 that
(1) P τβ[G˙] ∈ Bˇα
(2) P×P τβ[G˙l] ≃
α+2 τβ[G˙r]
(3) if β 6= δ then P×P τβ[G˙l] 6≃
α+2 τδ[G˙r]
Let f be a Borel function witnessing that ≃α≤=
N
B F . For each β < iα+1, let σβ be a name for a
real such that P f(τβ[G˙]) = σβ[G˙]. Then by (2) above we have that P×P σβ[G˙l]Fˇ σβ [G˙r]. Notice
now that since f witnesses that ≃α≤=
N
B F , it holds for each β < iα+1 that the set
{δ < iα+1 : P×P σβ[G˙l]Fˇ σδ[G˙r]}
has size at most iα (in the ground model.) Thus we can find distinct ordinals βλ < iα+1, for
λ < iα+1, such that if λ0 6= λ1 then
P×P σβλ0 [G˙l] 6Fˇ σβλ1 [G˙r].
For each λ < iα+1, let σ
∗
λ be a P-name for a Borel code for the F -equivalence class of σβλ. Since
F is Π0γ , the family (σ
∗
λ)λ<iα+1 is an enumeration of iα+1 names for Π
0
γ sets. It now follows from
Stern’s Lemma (5.8) that in a model N in which iMγ < ℵ
N
1 and i
M
α ≥ ℵ
N
1 (which can be obtained
by forcing with Coll(ω,iγ), say) that there are at least i
N
2 = 2
2ℵ0 codes for distinct Π0γ sets, a
contradiction. 
Proof of Theorem 5.1. It was proven in [14] that ≃α≤B≃
TFA for all α < ω1. Thus the statement
follows from Theorem 5.6. 
6. Conjugacy, orbit equivalence and von Neumann equivalence are not Borel
In this section we prove Theorems 2.7, 2.8, 2.10 and 2.11. Recall that ABEL denotes the set
of countably infinite Abelian groups with underlying set N, TFA ⊆ ABEL the set of torsion-free
abelian groups. For A ∈ ABEL, let Aˆ be the character group (which is then a compact group that
we equip with the Haar measure.) Fix an action σ0 : Γ y N and, as in §4, let σ : Γ y A
N be the
generalized Bernoulli shift and σAˆ the quotient of σ by Aˆ. We will need the following Lemma.
Lemma 6.1. Let (X,µ) and (Y, ν) be a standard Borel probability spaces, and let Γ be a countably
infinite discrete group.
(1) For any action σ0 : Γy N, there is a Borel function f : ABEL→ A(Γ,X, µ) such that f(A)
is conjugate to σAˆ, where σAˆ is the quotient by Aˆ of the generalized Bernoulli shift on Aˆ
N induced
by σ0.
(2) There is a Borel function g : A(Γ,X, µ)×A(Γ, Y, ν) → A(X,µ) such that g(ρ0, ρ1) is conjugate
to the action ρ0 × ρ1 : Γy X ×X.
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Proof. (1) The proof of [37, Theorem 2 (v.2)] given on pp. 343–344 in [37] proves exactly this.
(2) Routine. 
It is practical to introduce the following notion:
Definition 6.2. We will say that ∆⊳Λ ≤ Γ is a {T}-pseudorigid triple if Γ is a countable discrete
group with subgroups ∆ and Λ such that Λ/∆ has strongly {T}-cocycle superrigid weakly mixing
malleable actions.
6.1. Conjugacy. To sum up, proving Theorems 2.7 and 2.10 amounts to proving the following:
Theorem 6.3. Let ∆⊳Λ ≤ Γ be a {T}-pseudorigid triple. Suppose Γ admits an action σ0 : Γy N
such that σ0 ↾Λ is ∆-suitable. Then ≃
TFA≤B≃
A⋆wm(Γ,X,µ)
C and ≃
A⋆wm(Γ,X,µ)
C is complete analytic.
Proof. If ∆ is finite then let σAˆ : Γy Aˆ
Γ/A be the quotient of the Bernoulli shift of Γ on AˆΓ. Then
for A,A′ ∈ TFA, it follows from Theorem 4.9 that the actions σAˆ ↾Λ, σAˆ′ ↾Λ are conjugate precisely
when A ≃ A′. Thus, if we identify Γ and N, the function f : TFA→ A(Γ,X, µ) in Lemma 6.1.(1)
provides a Borel reduction of ≃TFA to ≃
A⋆wm(Γ,X,µ)
C .
Assume then that ∆ is infinite. Fix a standard Borel probability space (X,µ) and consider ≃ΓC
in A(Γ,X, µ). Let β : Γy {0, 1}Γ be the (usual) Bernoulli shift, where {0, 1} is equipped with the
(12 ,
1
2) measure. By Lemma 6.1 there is a Borel function h : TFA → A(Γ,X, µ) such that h(A) is
conjugate to σAˆ×β, where σAˆ is the quotient by Aˆ of the generalized Bernoulli shift on Aˆ
N induced
by σ0 : Γ y N. Since β ↾∆ is ergodic (indeed mixing), it follows from Theorem 4.11 it holds that
A0 ≃
TFA A1 if and only if h(A0) ≃
A⋆wm(Γ,X,µ)
C h(A1), thus h is the required Borel reduction.
Since ≃TFA was shown in [3] to be a complete analytic equivalence relation, it follows that so is
≃
A⋆wm(Γ,Xµ)
C . 
Let us call a subgroup Λ ≤ Γ almost normal if [γΛγ−1 ∩ Λ : Λ] < ∞ for all γ ∈ Γ. From the
above we get:
Corollary 6.4. If Γ contains a free group Fn, n ≥ 2, as an almost normal subgroup then
≃
A⋆wm(Γ,X,µ)
C is complete analytic.
Proof. We can assume that n is so large that there is an epimorphism ξ : Fn → SL3(Z). Let
∆ = ker(ξ), and let σ0 be the natural action of Γ on Γ/∆. Note that ∆ has infinite index in Fn,
and that the stabilizer of γ∆ under the action of Λ on Γ/∆ is γ∆γ−1 ∩Λ, which must have infinite
index in Λ since Λ is almost normal in Γ. Thus the action of Γ on Γ/∆ is ∆-suitable for Λ, and so
Theorem 6.3 applies. 
6.2. Orbit equivalence and von Neumann equivalence. By Theorem 5.1, proving Theorems
2.8 and 2.11 amounts to proving the following:
Theorem 6.5. Let ∆ ⊳ Λ ≤ Γ be a {T}-pseudorigid triple and suppose that Λ ≃ Fn for some
2 ≤ n ≤ ∞. Let ∆⊳Λ witness this, and suppose Γ admits an action σ0 : Γy N such that σ0 ↾Λ is
∆-suitable. Then ≃TFA≤NB≃
A⋆wm(Γ,X,µ)
OE and ≃
TFA≤NB≃
A⋆wm(Γ,X,µ)
vNE .
The proof of requires a few additional steps of preparation. Consider the usual linear action
ρ0 : SL2(Z) y Z
2, which gives rise to the measure preserving action ρ : SL2(Z) y T
2 when T2 is
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identified with the character group of Z2 (see e.g. [35, §2].) The following easy fact is in various
forms well-known.
Lemma 6.6. For any point a ∈ Z2 \ {0} the stabilizer
stab(a) = {g ∈ SL2(Z) : ρ0(g)(a) = a}
is isomorphic to Z.
Proof. We may of course assume that a = (1, 0). Then stab(a) consists of the upper triangular
matrices with 1’s on the diagonal, which is isomorphic to Z. 
Lemma 6.7. The restriction of ρ to any non-amenable subgroup Λ ≤ SL2(Z) on T
2 is weakly
mixing.
Proof. The Koopman representation of SL2(Z) on L
2
0(T
2) associated to ρ is isomorphic to the
representation of SL2(Z) on ℓ
2(Z2 \ {0}) arising from the linear action of SL2(Z) on Z
2. Hence it
is enough to show that if Λ ≤ SL2(Z) is non-amenable, then all Λ-orbits in Z
2 \ {0} are infinite.
This follows since the stabilizers of any a ∈ Z2 \ {0} is amenable and therefore have infinite index
in Λ. 
The next Lemma follows from the analysis of the co-induced action that can be found in [36] or
[17, Lemma 2.2]. (The reader unfamiliar with the co-induction construction should consult either
of those references for background.)
Lemma 6.8. Suppose Λ0 ≤ Λ ≤ Γ are countable discrete subgroups, and suppose σ : Λ y (X,µ)
is a measure preserving action such that the restriction of this action to any subgroup Υ ≤ Λ
which is isomorphic to a finite index subgroup in Λ0 is weakly mixing. Then the co-induced action
σˆ : Γy XΓ/Λ is weakly mixing when restricted to Λ0.
In particular, if Λ is non-amenable and the restriction of σ to any non-amenable subgroup of Λ
is weakly mixing, then the co-induced action σˆ : Γy XΓ/Λ is weakly mixing when restricted to Λ.
It is well-known that SL2(Z) contains a subgroup (of finite index) isomorphic to F2, and therefore
contains all Fn, 1 ≤ n ≤ ∞. We let ρn = ρ ↾Fn, where we identify Fn with some (fixed) subgroup
in SL2(Z). The key theorem that we need for the proof of Theorem 6.5 is the following result due
to Ioana:
Theorem 6.9 (Ioana, [17, Theorem 1.3 and 4.7]). Let Γ be a countable discrete group containing
a free group Fn, 2 ≤ n ≤ ∞, and let (X,µ) be a standard Borel probability space. Let (σ
i)i∈I be a
family of a.e. free ergodic m.p. Γ-actions. Suppose that ρn is a quotient of σ
i ↾Fn with a quotient
map pi : X → T2 satisfying
(∀γ ∈ Γ)µ({x ∈ X : pi(γ ·σi x) = p
i(x)}) = 0.
Suppose further that σi ↾Fn is ergodic. Then:
(i) Suppose that the family (σi)i∈I consists of mutually orbit equivalent actions. Then
{σi ↾Fn : i ∈ I}
contains at most countably many non-conjugate actions of Fn.
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(ii) Suppose that the family (σi)i∈I consists of mutually von Neumann equivalent actions. Then
{σi ↾Fn : i ∈ I}
contains at most countably many non-conjugate actions of Fn.
With these facts in hand, we can now prove Theorem 6.5.
Proof of Theorem 6.5. Fix ∆ ⊳ Λ ≤ Γ and σ0 as in the statement of the theorem. As in §4, for
A ∈ ABEL, let σAˆ be the quotient of the generalized Bernoulli shift of Γ on Aˆ
N induced by σ0. Let
ρˆn : (T
2)Γ/Λ be the coinduced action. Note that ∆ must be non-amenable since otherwise it would
be isomorphic to {1}, in which case Λ/∆ wouldn’t be rigid, or else it would be isomorphic to Z, in
which case ∆ wouldn’t be normal in Λ. So by Lemma 6.8 the action ρˆn ↾∆ is weakly mixing.
By Lemma 6.1 there is a Borel map h : TFA → A⋆wm(Γ,X, µ) such that h(A) is conjugate to
σA × ρˆn. Theorem 4.11 then gives that A0 ≃TFA A1 if and only if h(A0) ≃C h(A1), making h a
Borel reduction of ≃TFA to ≃
A⋆wm(Γ,X,µ)
C .
The actions σA × ρˆn clearly satisfy Ioana’s Theorem 6.9 (taking p to be the projection onto
the the Λ-coordinate of (T2)Γ/Λ), and therefore at most countably many non-conjugate actions of
the form σA × ρˆn can be orbit equivalent or von Neumann equivalent. Thus h is a countable-to-1
Borel reduction of ≃TFA to ≃
A⋆wm(Γ,X,µ)
OE and ≃
A⋆wm(Γ,X,µ)
vNE , and so by Theorem 5.1 the relations
≃
A⋆wm(Γ,X,µ)
OE and ≃
A⋆wm(Γ,X,µ)
vNE are not Borel. 
Corollary 6.10. If Γ contains a free group Fn, n ≥ 2, as an almost normal subgroup then
≃
A⋆wm(Γ,X,µ)
OE and ≃
A⋆wm(Γ,X,µ)
vNE are analytic and not Borel.
6.3. Isomorphism of factors is not Borel. The map that associates to an element in A(Γ,X, µ)
the corresponding group measure space von Neumann algebra was shown to be Borel in [32], when
the set of von Neumann algebras on L2(Γ×X) is given the Effros Borel structure. It is therefore
clear from the above that isomorphism of II1 factors is not Borel. In [32] it was shown that the
isomorphism relation of II1 factors is even complete analytic. However, no such conclusion about
type II∞ and type IIIλ, 0 ≤ λ ≤ 1 could be drawn from the construction found there. The
actions considered in this paper do allow conclusions to be drawn about the Borel complexity of
isomorphism of factors of type II∞ and IIIλ. Specifically, we have:
Theorem 6.11. The isomorphism relation for factors of type II∞ and type IIIλ for each 0 ≤ λ ≤ 1
is analytic but not Borel.
Proof. The proof follows exactly the same idea as in [32, §3]. LetH = ℓ2(N) be the separable infinite
dimensional complex Hilbert space. Let Γ = Λ = Fn, where n is so large that there is ∆⊳ Fn such
that Fn/∆ ≃ SL3(Z). Let h : TFA → A
⋆
wm(Γ,X, µ) be the Borel map considered in the proof of
Theorem 6.5. Then it follows from [32, Lemma 5] that there is a Borel map h˜ : TFA → vN(H)
(where vN(H) denotes the standard Borel space of von Neumann algebras acting on H, see [4] or
[32] for background) such that h˜(A) ≃ L∞(X,µ) ⋊h(A) Fn for all A ∈ TFA.
Note now that by [17, Theorem 4.3] (see also the discussion before [17, Corollary 4.6]), the factors
h˜(A) are HT -factors. Therefore the argument used to prove [32, Theorem 9] applies. To be specific,
the argument there shows that the map h˜II∞ : TFA→ vN(H ⊗H) : A 7→ h˜(A) ⊗ B(H) is a Borel
countable-to-1 reduction of ≃TFA to isomorphism of II∞ factors since h˜(A)⊗B(H) ≃ h˜(A
′)⊗B(H)
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if and only if h˜(A) ≃ h˜(A′). Thus isomorphism of type II∞ factors is analytic and not Borel by
Theorem 5.1.
Furthermore, it also follows from the proof of [32, Theorem 9] that if N is an injective factor
of type IIIλ, 0 ≤ λ ≤ 1, then h˜(A) ⊗ N ≃ h˜(A
′) ⊗ N if and only if h˜(A) ≃ h˜(A′). Thus the map
h˜IIIλ : TFA → vN(H ⊗ H) : A 7→ h˜(A) ⊗ N is a Borel countable-to-1 reduction of isomorphism
of in TFA to isomorphism in the class of separably acting IIIλ factors. Thus isomorphism of type
IIIλ factors is not Borel. 
Remark 6.12. Following a presentation of the results of this paper by the second author at the XI
Atelier International de The´orie des Ensembles in Luminy, France, Sy Friedman made the following
remark: Under the extra set-theoretic assumption that “0♯ exists” (see e.g. [18]) or, which is more
crude, that there exists a measurable cardinal, any analytic non-Borel set is automatically complete
analytic. Therefore we obtain stronger conclusions in Theorems 6.5 and 6.11 under this extra set-
theoretic assumption.
However, we feel that it is merely a limitation of our proof that the stronger conclusion is not
reached above within standard set theory (ZFC.) In fact we conjecture that the following holds:
Conjecture 6.13. Let Γ be any non-amenable countably infinite discrete group. Then conjugacy,
orbit equivalence and von Neumann equivalence in A⋆wm(Γ,X, µ) are complete analytic equivalence
relations (as subsets of A⋆wm(Γ,X, µ)
2).
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