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Resumo
Focaremos sobre aspectos dinaˆmicos e ergo´dicos de shifts multidimensionais, atentando
especialmente para suas relac¸o˜es com estados fundamentais e quase-cristais em reticulados. Por
exemplo, em mecaˆnica estat´ıstica, dado um potencial invariante por translac¸a˜o, seus estados
fundamentais sa˜o medidas de probabilidade invariantes por translac¸a˜o suportadas no conjunto
de suas configurac¸o˜es fundamentais, isto e´, das configurac¸o˜es com energia espec´ıfica mı´nima.
Estados fundamentais sa˜o naturalmente associados com o bordo de certos pol´ıtopos convexos
dimensionalmente finitos. Esse bordo se torna drasticamente diferente se a dimensa˜o do modelo
em questa˜o passa de d = 1 para d > 1, pois no caso multidimensional existe shift de tipo finito
unicamente ergo´dico sem configurac¸o˜es perio´dicas.
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Abstract
We will focus on dynamic and ergodic aspects of multidimensional shifts, with particular
care to their relations with ground states and quasicrystals in lattices. For example, in statisti-
cal mechanics, given a translation-invariant potential, its ground states are translation-invariant
probability measures supported on the set of its ground configurations, i.e., of configurations
with minimal specific energy. Ground states are naturally associated with the boundary of
certain finite-dimensional convex polytopes. This boundary becomes drastically different if the
dimension of the model in question changes from d = 1 to d > 1, because in the multidimen-
sional case there exists uniquely ergodic shift of finite type with no periodic configurations.
vii
Suma´rio
Introduc¸a˜o 1
1 Conceitos Iniciais 3
1.1 Medidas Invariantes por Translac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Entropia Topolo´gica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3 Entropia Me´trica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 Configurac¸o˜es Minimizantes 20
2.1 Cristais e Quase-cristais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Configurac¸a˜o Fundamental e Estado Fundamental . . . . . . . . . . . . . . . . . 22
3 O Ponto de Vista Projetivo 29
3.1 Cilindros e Regras de Kirchoff . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Limites Projetivos e Medidas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Limites Indutivos e Potenciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4 Shifts de Tipo Finito e Noc¸o˜es de Ladrilhamentos 38
4.1 Shifts de Tipo Finito . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Noc¸o˜es de Ladrilhamentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
viii
A Prova do Teorema Ergo´dico de Birkhoff para Zd-ac¸o˜es 49
Refereˆncias Bibliogra´ficas 62
ix
Lista de S´ımbolos
α∆ Refinamento comum de α− m¯, onde m¯ ∈ ∆
BΘ,∞ Espac¸o vetorial dos potenciais com alcance finito
BΘ,R Espac¸o dos potenciais invariantes por translac¸a˜o com alcance menor que ou igual a R > 0
B(Ω) σ-a´lgebra de Borel
C (Ω) Espac¸o das func¸o˜es reais cont´ınuas sobre Ω
E (Ω) Conjunto das medidas ergo´dicas
Λn Cubo definido por Zd ∩
∏d
i=1[−n, n]
λn Cardinalidade do cubo Λn
C (Ω)∗ Espac¸o dos funcionais lineares cont´ınuos sobre C (Ω)
GC(Φ) Conjunto das configurac¸o˜es fundamentais de Φ
GSΘ(Φ) Conjunto dos estados fundamentais de Φ
BΘ Espac¸os dos potenciais invariantes por translac¸a˜o absolutamente soma´veis
MΘ(Ω) Conjunto das medidas finitas invariantes por translac¸a˜o
M 1(Ω) Conjunto das medidas de probabilidade
M (Ω) Conjunto das medidas finitas
O(ω) O´rbita da configurac¸a˜o ω ∈ Ω
PΘ(Ω) Conjunto das medidas de probabilidade invariantes por translac¸a˜o
S Alfabeto finito de s´ımbolos
Θ Ac¸a˜o sobre o grupo aditivo Zd
x
Θm¯ Aplicac¸a˜o shift sobre Ω
Ω Espac¸o consistindo em todas as configurac¸o˜es ω = (ωn¯)n¯∈Zd
Zd Grupo aditivo  Reticulado d-dimensional
C+,1d (∆n;R) Pol´ıtopo
C+d (∆n;R) Cone positivo em Cd(∆n;R)
Cd(∆n;R) Espac¸o vetorial das combinac¸o˜es lineares de cilindros em Cn
CF,ω¯ Cilindro com F ⊂ Zd e ω¯ ∈ SF
E(PΘ(Ω)) Conjunto dos pontos extremais de PΘ(Ω)
h(α, (X,Θ)) Entropia de (X,Θ) com relac¸a˜o a cobertura aberta α de X
H(α,X) Entropia da cobertura aberta α de X
hµ((X,Θ)) Entropia me´trica da medida µ ∈PΘ(X)
hµ(α, (X,Θ)) Entropia de (X,Θ) com relac¸a˜o a µ-partic¸a˜o α de X
Hµ(α,X) Entropia da µ-partic¸a˜o α de X
Hd(∆n;R) Subespac¸o de Cd(∆n;R) cujos coeficientes satisfazem as regras de Kirchoff
htop((X,Θ)) Entropia topolo´gica de (X,Θ)
xi
Introduc¸a˜o
Dado um conjunto finito de s´ımbolos S, o espac¸o configurac¸a˜o de um modelo de spins sobre o
reticulado Zd e´ o conjunto SZd , consistindo em todas as configurac¸o˜es ω = (ωn¯)n¯∈Zd . Um shift de
tipo finito (STF) e´ um subconjunto de SZd definido atrave´s de regras locais. Shifts de tipo finito
(STF’s) em dinaˆmica simbo´lica sa˜o objetos fundamentais de estudo. Neste caso, um invariante
significativo e´ a entropia topolo´gica, a qual, em poucos termos, mede o crescimento assinto´tico
de restric¸o˜es do STF em regio˜es finitas de Zd. Mesmo tendo sido estudado exaustivamente a
partir de uma perspectiva dinaˆmica, STF’s aparecem naturalmente em outras a´reas. Em teoria
da informac¸a˜o, STF’s foram usados por Shannon como modelos para canais de comunicac¸a˜o
discretos [21], para o qual a entropia descreve a capacidade. Em f´ısica matema´tica, STF’s sa˜o
frequentemente chamados de modelos tipo caroc¸o duro (hard-core models) e sa˜o usados para
descrever uma variedade de sistemas f´ısicos, onde o formalismo termodinaˆmico desempenha um
papel importante no entendimento das propriedades ergo´dicas de tais sistemas [18].
Recentemente, a pre´-publicac¸a˜o [5] evidencia importante diferenc¸a entre shifts unidimen-
sionais e multidimensionais, com particular interesse na existeˆncia de STF’s unicamente ergo´dicos
sem configurac¸o˜es perio´dicas, o qual pode ser visto como um modelo para quase-cristal.
Neste trabalho, estudamos propriedades dinaˆmicas e ergo´dicas de STF’s multidimensionais.
Ale´m disso, caracterizamos o conjunto das medidas finitas invariantes por translac¸a˜o atrave´s de
limites projetivos. O trabalho esta´ dividido em quatro cap´ıtulos, sendo que o primeiro cap´ıtulo
e´ dedicado aos conceitos introduto´rios e a` fixac¸a˜o de notac¸a˜o.
No segundo cap´ıtulo, introduzimos rigorosamente as noc¸o˜es de cristal, quase-cristal, con-
figurac¸a˜o fundamental e estado fundamental. Mostramos que, qualquer potencial invariante por
translac¸a˜o e absolutamente soma´vel, o conjunto de suas configurac¸o˜es fundamentais e´ fechado
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e invariante por translac¸a˜o.
No terceiro cap´ıtulo, caracterizamos em dimensa˜o arbitra´ria o cone das medidas finitas
invariantes por translac¸a˜o atrave´s de limites projetivos. Mais precisamente, mostramos que o
cone das medidas invariantes por translac¸a˜o e´ o limite projetivo do cone positivo de espac¸os
vetoriais de dimensa˜o finita apropriadamente constru´ıdos. Dessa maneira, descrevemos o espac¸o
vetorial dos potenciais de alcance finito ao limite indutivo associado ao limite projetivo das
medidas invariantes por translac¸a˜o.
O u´ltimo cap´ıtulo e´ dedicado a STF’s e a noc¸o˜es de ladrilhamentos. As propriedades de
STF’s no caso unidimensional sa˜o bem conhecidas e especialmente importantes em dinaˆmica
simbo´lica [10]. No caso multidimensional, STF’s sa˜o mais complexos e sua descric¸a˜o ainda e´
precoce [5], [19]. Apresentamos aqui resultado mostrando que, em qualquer dimensa˜o, STF’s
unicamente ergo´dicos completos tem entropia topolo´gica nula. Por fim, definimos ladrilhamen-
tos, enunciamos algumas de suas propriedades e mostramos como relaciona´-los com shifts mul-
tidimensionais.
E´ necessa´rio frisar que esse trabalho surgiu de um estudo aprofundado de parte substancial
da pre´-publicac¸a˜o “On The Geometry of Ground States and Quasicrystals in Lattice Systems”
[4], de autoria de J. Chazottes, J. Gambaudo e E. Ugalde, os quais se mostraram extremamente
atenciosos ao responderem algumas perguntas e ao enviarem a pre´-publicac¸a˜o “On the Finite-
dimensional Marginals of Shift-invariant Measures” [5].
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Cap´ıtulo 1
Conceitos Iniciais
Neste cap´ıtulo, desenvolvemos conceitos preliminares. Sendo assim, alguns resultados na˜o
sera˜o demonstrados. Por convenc¸a˜o, consideramos o conjunto N = {1, 2, . . .}.
Definic¸a˜o 1.1 Dizemos que um conjunto Γ ⊂ Rd e´ um reticulado d-dimensional se existe um
conjunto linearmente independente de vetores, b1, . . . , bd, chamado base do reticulado, tal que
Γ = Zb1 ⊕ · · · ⊕ Zbd,
isto e´, Γ consiste de todas as combinac¸o˜es lineares inteiras dos vetores da base.
Seja Zd ⊂ Rd o reticulado d-dimensional, com pontos denotados por n¯ = (n1, . . . , nd), onde
cada ni ∈ Z, munido da norma ‖n¯‖ = max{|ni| : i = 1, . . . , d}. Considerando um alfabeto finito
S, denotamos por Ω o espac¸o produto SZd , consistindo em todas as configurac¸o˜es ω = (ωn¯)n¯∈Zd .
Chamamos Ω de espac¸o configurac¸a˜o. O conjunto S equipado com a topologia discreta, induzida
pela me´trica ρ : S × S −→ {0, 1}, definida por ρ(x, y) = 1 se x 6= y e por ρ(x, y) = 0 caso
contra´rio, e´ compacto. Isto implica pelo Teorema de Tychonoff que e´ compacto o conjunto Ω
munido da topologia produto, denotada por Tprod. Definimos a me´trica d : Ω× Ω −→ [0,+∞)
por
d(ω, ω′) :=
∑
n¯∈Zd
2−‖n¯‖ρ(ωn¯, ω′n¯).
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Observamos que ∑
n¯∈Zd
2−‖n¯‖ ≤ 1 +
∞∑
n=1
(2n+ 1)d
2n
< +∞. (1.1)
Proposic¸a˜o 1.1 A topologia induzida pela me´trica d coincide com a topologia produto em Ω,
isto e´, (Ω, d) e´ um espac¸o me´trico compacto.
Prova. Para cada n ∈ N, tomamos Λn = {n¯ ∈ Zd : ‖n¯‖ ≤ n}. Dado  > 0, de (1.1) segue que
existe n0 ∈ N tal que ∑
n¯∈Zd \Λn
2−‖n¯‖ <  para todo n ≥ n0.
Dada uma configurac¸a˜o ω = (ωn¯)n¯∈Zd ∈ Ω, consideramos
A =
⋂
n¯∈Λn0
pi−1n¯ ({ωn¯}),
onde pin¯ : Ω −→ S denota a projec¸a˜o canoˆnica. Da´ı segue que A e´ um aberto ba´sico da
topologia produto e que ω ∈ A ⊂ B(ω, ). Para mostrarmos a inclusa˜o contra´ria, tomamos
uma configurac¸a˜o ω = (ωn¯)n¯∈Zd ∈ Ω e um aberto ba´sico A =
⋂m
j=1 pi
−1
n¯j (An¯j) da topologia
produto contendo ω, onde An¯j ⊂ S. Tomando p = max{‖n¯j‖ : j = 1, . . . ,m} e considerando
0 <  < 2−p, temos que ω ∈ B(ω, ) ⊂ A, pois se ω′ = (ω′n¯)n¯∈Zd ∈ Ω verifica que ρ(ωn¯j , ω′n¯j) 6= 0
para algum j = 1, . . . ,m, enta˜o w′ 6∈ B(ω, ). 
Dado A ⊂ Ω conexo, pin¯(A) ⊂ S e´ conexo para cada n¯ ∈ Zd. Como S esta´ equipado com
a topologia discreta, para cada n¯ ∈ Zd temos que pin¯(A) se resume a um elemento de S. Da´ı
segue que A conte´m um u´nico ponto de Ω, isto e´, Ω e´ totalmente desconexo. Ale´m disso, todo
ponto ω ∈ Ω e´ ponto de acumulac¸a˜o.
A σ-a´lgebra gerada pelos abertos da topologia produto e´ chamada σ-a´lgebra de Borel e
denotada por B(Ω). Tomando um conjunto F ⊂ Zd finito na˜o-vazio, para cada configurac¸a˜o
ω = (ωm¯)m¯∈Zd ∈ Ω, denotamos por ωF sua restric¸a˜o ao subconjunto F , isto e´, ωF = (ωm¯)m¯∈F e´
uma configurac¸a˜o em SF . Um cilindro e´ um subconjunto da forma
CF,ω¯ = {ω ∈ Ω : ωF = ω¯},
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onde ω¯ e´ um elemento de SF e F ⊂ Zd e´ um subconjunto finito na˜o-vazio. E´ claro que cada
cilindro CF,ω¯ e´ um subconjunto aberto e fechado de Ω. Ale´m disso, a σ-a´lgebra de Borel B(Ω)
coincide com a σ-a´lgebra gerada pelos cilindros.
Seja C (Ω) o espac¸o de Banach das func¸o˜es reais cont´ınuas sobre Ω, munido da norma do
supremo. Denotamos por C (Ω)∗ o espac¸o dos funcionais lineares cont´ınuos sobre C (Ω), o qual,
quando equipado com a topologia fraca*, e´ um espac¸o topolo´gico metriza´vel, ver [3] ou [17].
Definic¸a˜o 1.2 Dizemos que uma sequeˆncia (Ln)n∈N em C (Ω)
∗ converge fracamente* para um
funcional linear L ∈ C (Ω)∗ se
lim
n→∞
Ln(φ) = L(φ) para todo φ ∈ C (Ω).
Denotamos por M (Ω) o conjunto das medidas finitas sobre B(Ω), e por M 1(Ω) o conjunto
das medidas de probabilidade sobre B(Ω), o qual e´ um subconjunto convexo de M (Ω). Pelo
Teorema da Representac¸a˜o de Riesz, podemos identificar o conjuntoM (Ω) com o cone convexo
dos funcionais lineares positivos em C (Ω)∗ e, assim, introduzir uma topologia emM (Ω) usando
a topologia fraca* induzida. Mais precisamente, para uma medida µ ∈ M (Ω), um conjunto
finito F = {φ1, . . . , φN} ⊂ C (Ω) e  > 0, definimos
V (µ, F, ) :=
{
ν ∈M (Ω) :
∣∣∣∣∫ φjdν − ∫ φjdµ∣∣∣∣ <  para todo φj ∈ F} .
A topologia fraca* em M (Ω) pode ser definida estipulando que os conjuntos V (µ, F, ) consti-
tuem uma base de vizinhanc¸as de µ. Vale lembrar que se X e´ um espac¸o topolo´gico compacto
metriza´vel, o conjunto M 1(X) munido da topologia fraca* tambe´m e´ um espac¸o topolo´gico
compacto metriza´vel, ver [1] para mais detalhes.
Proposic¸a˜o 1.2 Uma sequeˆncia (µn)n∈N em M 1(Ω) converge para uma medida µ ∈ M 1(Ω)
na topologia fraca* se, e somente se,
lim
n→∞
∫
φdµn =
∫
φdµ para todo φ ∈ C (Ω). (1.2)
Prova. Suponhamos va´lida (1.2), consideramos F = {φ1, . . . , φN} ⊂ C (Ω) e  > 0. Para cada
1 ≤ j ≤ N , existe nj ∈ N tal que |
∫
φjdµn −
∫
φjdµ| <  para todo n ≥ nj. Tomamos
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n0 = max{n1, . . . , nN}. Da´ı segue que
µn ∈ V (µ, F, ) para todo n ≥ n0.
Reciprocamente, suponhamos que a sequeˆncia (µn)n∈N converge para uma medida µ ∈M 1(Ω)
na topologia fraca*. Dado  > 0, tomamos o conjunto F = {φ}. Enta˜o existe n0 ∈ N tal que
µn ∈ V (µ, F, ) para todo n ≥ n0, donde segue que |
∫
φdµn −
∫
φdµ| <  para todo n ≥ n0. 
1.1 Medidas Invariantes por Translac¸a˜o
Para cada n ∈ N, consideramos o cubo Λn = Zd ∩
∏d
i=1[−n, n] e denotamos por λn = |Λn|
a cardinalidade de Λn. Sempre que na˜o for especificado, Λn denotara´ o cubo acima. Mais
geralmente, temos a seguinte noc¸a˜o.
Definic¸a˜o 1.3 Um subconjunto finito ∆ em Zd e´ um cubo se existem n¯ = (n1, . . . , nd) ∈ Zd e
um inteiro positivo ` tal que ∆ = Zd ∩∏di=1[ni − `, ni + `]. Quando n¯ = 0, dizemos que o cubo
esta´ centrado em zero. O inteiro positivo ` e´ chamado o tamanho do cubo.
O grupo Zd opera continuamente sobre Ω pela ac¸a˜o Θ = (Θm¯ : m¯ ∈ Zd), onde Θm¯ : Ω −→ Ω
e´ a aplicac¸a˜o shift sobre Ω, isto e´, Θm¯(ω) = ω′ com ω′n¯ = ωn¯+m¯ para todo n¯ ∈ Zd. Por
convenieˆncia, escrevemos ω′ = ω + m¯. Claramente, para cada m¯ ∈ Zd, a aplicac¸a˜o Θm¯ e´ um
homeomorfismo. Dizemos que o par (Ω,Θ) e´ um shift completo. Para cada configurac¸a˜o ω ∈ Ω,
definimos sua o´rbita por O(w) := {ω + m¯ : m¯ ∈ Zd}.
Definic¸a˜o 1.4 Uma medida µ ∈ M (Ω) e´ dita ser invariante por translac¸a˜o se, para todo
B ∈ B(Ω) e qualquer m¯ ∈ Zd, temos
µ(B + m¯) = µ(B)
ou, equivalentemente [13], se, para todo f ∈ C (Ω) e qualquer m¯ ∈ Zd, verificamos∫
f ◦Θm¯dµ =
∫
fdµ.
Denotamos por MΘ(Ω) o conjunto das medidas finitas invariantes por translac¸a˜o e por PΘ(Ω)
o conjunto das medidas de probabilidade invariantes por translac¸a˜o.
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Para exibirmos exemplos de medidas invariantes por translac¸a˜o, observamos que a colec¸a˜o
A formada pelo conjunto vazio e todas as unio˜es finitas de cilindros em
C = {CΛn,ω : n ∈ N e ω ∈ SΛn}
define uma a´lgebra em Ω.
Exemplo 1.1 (Medida de Bernoulli) Para cada s ∈ S, associamos uma probabilidade de
ocorreˆncia p(s) ≥ 0 tal que ∑s∈S p(s) = 1. Para cada F ⊂ Zd finito e qualquer configurac¸a˜o
ω = (ωm¯)m¯∈F ∈ SF , consideramos
µ(CF,ω) =
∏
m¯∈F
p(ωm¯).
Definimos a func¸a˜o µ : A −→ [0,+∞) pondo µ(A) := ∑nk=1 µ(Ak), quando A = ⊔nk=1 Ak
com Ak ∈ C e n ∈ N. A func¸a˜o µ esta´ bem definida e claramente define uma medida em A.
Note que, para ω = (ωm¯)m¯∈Λn ∈ SΛn e n¯ ∈ Zd, vale a igualdade CΛn,ω + n¯ = CΛn−n¯,ω′, onde
ω′ ∈ SΛn−n¯ e´ tal que ω′m¯ = ωm¯+n¯ para todo m¯ ∈ Λn − n¯. Da´ı segue que
µ(CΛn,ω) =
∏
m¯∈Λn
p(ωm¯) =
∏
m¯∈Λn−n¯
p(ω′m¯) = µ(CΛn−n¯,ω′) = µ(CΛn,ω + n¯).
Seja µ∗ ∈M (Ω) a extensa˜o da medida µ. O Teorema de Extensa˜o de Kolmogorov e a igualdade
acima implicam que µ∗ e´ uma medida invariante por translac¸a˜o.
Exemplo 1.2 (Medida de Markov) Tomamos S = {1, . . . , k} e d = 1. Dada P = (Pij)
uma matriz de ordem k com Pij ≥ 0 tal que
∑k
j=1 Pij = 1 para todo i = 1, . . . , k, considere
vetor pi = (pi1, . . . , pik) com pij ≥ 0 tal que pi ·P = pi. Para cada F = {m,m+ 1, . . . ,m+ n} em
Z e qualquer x = (xm, xm+1, . . . , xm+n) ∈ SF , consideramos
µ(CF,x) = pixm
n∏
j=1
Pxm+j−1,xm+j .
Como no exemplo anterior, definimos a medida µ : A −→ [0,+∞) pondo µ(A) := ∑nk=1 µ(Ak),
quando A =
⊔n
k=1 Ak com Ak ∈ C e n ∈ N. Como a medida de cada cilindro CΛn,ω depende
somente da configurac¸a˜o ω e na˜o do cubo Λn, para cada m ∈ Z, temos que µ(CΛn,ω + m) =
µ(CΛn,ω). Seja µ
∗ ∈M (Ω) a extensa˜o da medida µ. Pelo Teorema de Extensa˜o de Kolmogorov,
conclu´ımos que µ∗ e´ uma medida invariante por translac¸a˜o.
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A partir da ordem indicada na Figura 1.1, e´ poss´ıvel fornecer um exemplo de medida de
Markov quando a dimensa˜o do reticulado em questa˜o e´ igual a dois.
Exemplo 1.3 Consideremos Z2 munido com a ordem detalhada na Figura 1.1, bem como a
matriz P e o vetor pi definidos como no exemplo anterior. Para cada conjunto finito F ⊂ Z2
na˜o-vazio e qualquer configurac¸a˜o x = (xm¯)m¯∈F ∈ SF , tomamos
µ(CF,x) = pixη0
|F |−1∏
j=1
Pxηj−1 ,xηj ,
onde η0 e´ o menor elemento de F , η1 o menor elemento de F \{η0} e indutivamente ηn o menor
elemento de F \{η0, η1, . . . , ηn−1}. Como de costume, definimos a medida µ : A −→ [0,+∞)
pondo µ(A) :=
∑n
k=1 µ(Ak), quando A =
⊔n
k=1Ak com Ak ∈ C e n ∈ N.
Figura 1.1: Ordem de Z2 com o ponto (0, 0) sendo o maior elemento
Ale´m destes exemplos, toda configurac¸a˜o perio´dica, ver sec¸a˜o 2.1, esta´ naturalmente asso-
ciada a uma probabilidade invariante por translac¸a˜o, dada pela expressa˜o (2.1).
Verificar que uma medida e´ invariante por translac¸a˜o pode na˜o ser uma tarefa simples. No
Cap´ıtulo 3, caracterizamos o conjunto das medidas invariantes por translac¸a˜o atrave´s do limite
projetivo de espac¸os vetoriais de dimensa˜o finita constru´ıdos usando as regras de Kirchoff. Esta
nova abordagem fornece um ponto de vista geome´trico para tal problema, ver Teorema 3.1.
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Definic¸a˜o 1.5 Um conjunto B ∈ B(Ω) e´ dito ser invariante por translac¸a˜o se B + m¯ = B
para todo m¯ ∈ Zd.
Observemos que se X ⊂ Ω e´ um subconjunto invariante por translac¸a˜o, enta˜o o fecho de X
tambe´m e´ um conjunto invariante por translac¸a˜o, pois, para qualquer conjunto fechado A em
Ω contendo X e para todo m¯ ∈ Zd, temos que A+ m¯ e´ fechado e conte´m X.
Lema 1.1 (Krylov - Bogoulioubov) Seja X ⊂ Ω um subconjunto fechado e invariante por
translac¸a˜o. Enta˜o PΘ(X) e´ na˜o-vazio.
Prova. Seja ν ∈M 1(X) uma medida de probabilidade. Para cada n ∈ N, definimos a medida
µn :=
1
λn
∑
n¯∈Λn(Θ
n¯)∗ν ∈M 1(Ω), onde (Θn¯)∗ν(A) = ν(A+ n¯) para todo A ∈ B(X). Sabemos
que M 1(X) e´ um espac¸o topolo´gico compacto metriza´vel na topologia fraca*, donde segue que
a sequeˆncia (µn)n∈N admite uma subsequeˆncia (µni)i∈N que converge na topologia fraca*. Logo,
existe uma medida µ ∈M 1(X) tal que
lim
i→∞
∫
fdµni =
∫
fdµ para todo f ∈ C (X).
Fixados f ∈ C (X) e m¯ ∈ Zd, obtemos
∣∣∣∣∫ fdµ− ∫ f ◦Θ−m¯dµ∣∣∣∣ = limi→∞
∣∣∣∣∫ fdµni − ∫ f ◦Θ−m¯dµni∣∣∣∣
= lim
i→∞
∣∣∣∣∣∣ 1λni
∑
n¯∈Λni
∫
fd(Θn¯)∗ν − 1
λni
∑
n¯∈Λni+m¯
∫
fd(Θn¯)∗ν
∣∣∣∣∣∣
≤ lim
i→∞
1
λni
∑
n¯∈Λni4(Λni+m¯)
∫
|f |d(Θn¯)∗ν
≤ ‖f‖∞ · lim
i→∞
|Λni 4 (Λni + m¯)|
λni
= 0,
ja´ que
1
λni
|Λni 4 (Λni + m¯)| ≤ 2 ·
(2ni + 1)
d − (2ni − ‖m¯‖)d
(2ni + 1)d
para todo ni > ‖m¯‖.
Como f ∈ C (X) e m¯ ∈ Zd sa˜o arbitra´rios, conclu´ımos que µ ∈M 1(X) e´ uma medida invariante
por translac¸a˜o. 
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Tanto o lema anterior quanto o pro´ximo sa˜o resultados cla´ssicos em Teoria Ergo´dica. Para
convenieˆncia do leitor, suas demonstrac¸o˜es aqui foram inclu´ıdas.
Lema 1.2 Seja X ⊂ Ω um subconjunto fechado e invariante por translac¸a˜o. Enta˜o PΘ(X) e´
um subconjunto compacto e convexo de M 1(X).
Prova. ComoM 1(X) munido da topologia fraca* e´ compacto e metriza´vel, e´ suficiente mostrar-
mos que PΘ(X) e´ um subconjunto fechado em M 1(X). Dada uma medida µ ∈PΘ(X), existe
uma sequeˆncia (µn)n∈N em PΘ(X) tal que
lim
n→∞
∫
fdµn =
∫
fdµ para todo f ∈ C (X).
Fixemos f ∈ C (X) e m¯ ∈ Zd. Enta˜o∫
f ◦Θm¯dµ = lim
n→∞
∫
f ◦Θm¯dµn = lim
n→∞
∫
fdµn =
∫
fdµ.
Da´ı segue que µ ∈PΘ(X). Claramente PΘ(X) e´ um subconjunto convexo em M 1(Ω). 
Definic¸a˜o 1.6 Uma medida de probabilidade µ ∈PΘ(Ω) e´ dita ser ergo´dica se, para qualquer
B ∈ B(Ω) invariante por translac¸a˜o, temos que ou µ(B) = 0 ou µ(B) = 1.
Denotamos por E (Ω) o subconjunto das medidas de probabilidade invariantes por translac¸a˜o
que sa˜o ergo´dicas.
Definic¸a˜o 1.7 Um ponto µ em um subespac¸o compacto e convexo D de um espac¸o vetorial E
e´ extremal se, para cada par de pontos µ1 e µ2 em D e qualquer nu´mero real λ ∈ (0, 1) tais que
µ = λµ1 + (1− λ)µ2, temos que µ1 = µ2 = µ.
Definic¸a˜o 1.8 Seja µ ∈ PΘ(Ω). Dizemos que uma func¸a˜o B(Ω)-mensura´vel f : Ω −→ R e´
Θ-invariante mod µ se, para todo m¯ ∈ Zd, f(ω + m¯) = f(ω) em µ-q.t.p. ω ∈ Ω. Escrevemos
Iµ(Θ) = {A ∈ B(Ω) : µ((A− m¯)4 A) = 0 para todo m¯ ∈ Zd}.
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Teorema 1.1 (Teorema Ergo´dico de Birkhoff) Dadas uma medida µ ∈ PΘ(Ω) e uma
func¸a˜o f ∈ L1(Ω,B(Ω), µ), o limite
f¯(ω) = lim
n→+∞
1
λn
∑
n¯∈Λn
f(ω + n¯) (1.3)
existe em µ-q.t.p. ω ∈ Ω. Ale´m disso, a func¸a˜o f¯ e´ Θ-invariante mod µ e∫
A
f¯dµ =
∫
A
fdµ para todo A ∈ Iµ(Θ). (1.4)
O Teorema Ergo´dico de Birkhoff apresentado acima e´ uma generalizac¸a˜o da formulac¸a˜o
cla´ssica, a qual pode ser encontrada, por exemplo, em [12]. Tendo em vista a importaˆncia do
Teorema Ergo´dico de Birkhoff, uma prova do mesmo encontra-se no apeˆndice.
Dada uma medida µ ∈PΘ(Ω), para cada n ∈ N e f ∈ L1(Ω,B(Ω), µ), chamamos a func¸a˜o
Anf :=
1
λn
∑
m¯∈Λn f ◦Θm¯ de n-e´sima soma de Birkhoff de f .
Proposic¸a˜o 1.3 Sejam µ ∈ PΘ(Ω) e f : Ω −→ R uma func¸a˜o Θ-invariante mod µ . Se µ e´
uma medida ergo´dica, enta˜o f e´ constante em µ-q.t.p.
Prova. Seja A ∈ B(Ω) um conjunto com µ(A) = 0 tal que
f(ω + m¯) = f(ω) para todo ω ∈ Ω \A, m¯ ∈ Zd.
Para cada r ∈ R, definimos Br := {ω ∈ Ω\A : f(ω) > r} ∈ B(Ω), o qual e´ invariante
por translac¸a˜o. Existem r0, r
′
0 ∈ R com r′0 > r0 tais que µ(Br′0) = 0 e µ(Br0) = 1. Tomando
a = inf{r ∈ R : µ(Br) = 0} ∈ R, temos que
µ
(
f−1([a,+∞)) = lim
n→+∞
µ
(
Ba− 1
n
)
= 1 e µ(Ba) = lim
n→+∞
µ
(
Ba+ 1
n
)
= 0.
Da´ı segue que f(ω) = a em µ-q.t.p. ω ∈ Ω. 
Proposic¸a˜o 1.4 Sejam µ ∈ PΘ(Ω) uma medida ergo´dica e f : Ω −→ R uma func¸a˜o B(Ω)-
mensura´vel tal que f ∈ L1(Ω,B(Ω), µ). Enta˜o f¯(ω) =
∫
fdµ em µ-q.t.p. ω ∈ Ω.
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Prova. Sabemos que f¯ e´ Θ-invariante mod µ pelo Teorema Ergo´dico de Birkhoff. Enta˜o pela
proposic¸a˜o anterior temos que f¯ e´ constante em µ-q.t.p. Da´ı segue que∫
fdµ =
∫
f¯dµ = f¯(ω) em µ-q.t.p. ω ∈ Ω.

Consequentemente, se µ ∈ PΘ(Ω) e´ uma medida ergo´dica e se ν ∈ PΘ(Ω) e´ uma medida
de probabilidade tal que ν  µ, enta˜o µ = ν. Com efeito, para cada A ∈ B(Ω), o fato que
χ¯A(ω) = µ(A) em µ-q.t.p. implica que χ¯A(ω) = µ(A) em ν-q.t.p. O Teorema Ergo´dico de
Birkhoff, por outro lado, afirma que ∫
χ¯Adν = ν(A),
donde conclu´ımos que µ(A) =
∫
χ¯Adν = ν(A) para todo A ∈ B(Ω).
Proposic¸a˜o 1.5 Denotando por E(PΘ(Ω)) o conjunto das medidas extremais de PΘ(Ω),
temos que E(PΘ(Ω)) = E (Ω).
Prova. Dada uma medida µ ∈ E(PΘ(Ω)), suponhamos por absurdo que µ 6∈ E (Ω), isto e´, que
existe um conjunto A ∈ B(Ω) invariante por translac¸a˜o tal que 0 < µ(A) < 1. Definimos as
medidas
µA(B) :=
µ(B ∩ A)
µ(A)
para todo B ∈ B(Ω)
e
µΩ\A(B) :=
µ(B ∩ (Ω\A))
µ(Ω\A) para todo B ∈ B(Ω).
As medidas de probabilidade µA e µΩ\A sa˜o distintas, invariantes por translac¸a˜o e verificam que
µ = µ(A)µA + (1− µ(A))µΩ\A, o que e´ um absurdo. Da´ı segue que µ ∈ E (Ω).
Dada uma medida µ ∈ E (Ω), suponhamos que existem medidas µ1, µ2 ∈PΘ(Ω) e λ ∈ (0, 1)
tais que µ = λµ1 + (1− λ)µ2. Da´ı segue que µ1  µ e µ2  µ, o que implica pela observac¸a˜o
anterior que
µ1 = µ = µ2.
Enta˜o µ ∈ E(PΘ(Ω)) e, portanto, provamos que E(PΘ(Ω)) = E (Ω). 
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Definic¸a˜o 1.9 O suporte de uma medida µ ∈M (Ω) denotado por supp(µ) e´ definido por
supp(µ) := {ω ∈ Ω : µ(U) > 0 sempre que ω ∈ U, U ∈ Tprod}.
Observemos que o suporte de uma medida µ ∈M (Ω) e´ fechado. Isto porque se ω ∈ supp(µ),
enta˜o todo conjunto U ∈ Tprod que conte´m ω tambe´m conte´m pontos de supp(µ), o que implica
que µ(U) > 0. Da´ı segue que supp(µ) ⊂ supp(µ). Se µ ∈M (Ω) e´ uma medida de probabilidade,
podemos representar o conjunto supp(µ) como sendo a intersec¸a˜o de todos os subconjuntos
fechados em Ω com medida igual a 1.
Definic¸a˜o 1.10 Dizemos que um conjunto X ⊂ Ω fechado e invariante por translac¸a˜o e´ uni-
camente ergo´dico se conte´m o suporte de uma u´nica medida µX ∈PΘ(Ω).
Equivalentemente, um conjunto X ⊂ Ω fechado e invariante por translac¸a˜o e´ unicamente
ergo´dico se, e somente se, PΘ(X) = {µ}. Da´ı segue que se X e´ um subconjunto unicamente
ergo´dico de Ω e µ ∈PΘ(Ω) e´ a medida tal que o suporte esta´ em X, enta˜o µ ∈ E (Ω).
Dada uma medida µ ∈ PΘ(Ω), para cada n ∈ N e f ∈ L1(Ω,B(Ω), µ), recordamos que
Anf =
1
λn
∑
m¯∈Λn f ◦Θm¯, onde Λn = Zd ∩
∏d
i=1[−n, n] e λn = |Λn|.
Lema 1.3 Sejam X ⊂ Ω um subconjunto unicamente ergo´dico e µ ∈ PΘ(Ω) a medida cujo
suporte esta´ em X. Enta˜o para cada func¸a˜o f ∈ C (X), a sequeˆncia de func¸o˜es (Anf(ω))n∈N
converge uniformemente para a func¸a˜o constante
∫
fdµ.
Prova. Como X e´ unicamente ergo´dico, enta˜o µ ∈PΘ(Ω) e´ uma medida ergo´dica. Se Anf(ω)
converge uniformemente a uma constante, pela Proposic¸a˜o 1.4 essa constante e´ igual a
∫
fdµ.
Suponhamos, por contradic¸a˜o, que Anf(ω) na˜o converge uniformemente para a constante
∫
fdµ.
Enta˜o existe  > 0 tal que, para cada N ∈ N, existem n > N e ωn ∈ X satisfazendo∣∣∣∣Anf(ωn)− ∫ fdµ∣∣∣∣ ≥ . (1.5)
Para cada n > N que verifica (1.5), definimos a medida µn :=
1
λn
∑
m¯∈Λn(Θ
m¯)∗δωn ∈M 1(X),
onde δωn ∈ M 1(X) e´ a delta de Dirac no ponto ωn. Como M 1(X) e´ um espac¸o topolo´gico
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compacto metriza´vel na topologia fraca*, a sequeˆncia (µn) admite uma subsequeˆncia (µni)
convergente, ou seja, existe uma medida µ∞ ∈M 1(X) tal que
lim
i→+∞
∫
gdµni =
∫
gdµ∞ para todo g ∈ C (X).
Para cada m¯ ∈ Λn, trocando a medida (Θm¯)∗ν pela medida (Θm¯)∗δωn na prova do Lema 1.1,
mostra-se de modo ana´logo que µ∞ ∈ PΘ(X). Para cada n > N que verifica (1.5), temos∫
fdµn = Anf(ωn), donde |
∫
fdµn −
∫
fdµ| ≥ . Da´ı segue que∣∣∣∣∫ fdµ∞ − ∫ fdµ∣∣∣∣ = limi→+∞
∣∣∣∣∫ fdµni − ∫ fdµ∣∣∣∣ ≥ ,
o que implica que µ∞ 6= µ. Isso contradiz o fato de X ser unicamente ergo´dico. 
Definic¸a˜o 1.11 Dizemos que um conjunto X ⊂ Ω fechado e invariante por translac¸a˜o e´ mini-
mal se na˜o conte´m nenhum subconjunto fechado pro´prio invariante por translac¸a˜o na˜o-vazio.
Proposic¸a˜o 1.6 Sejam X ⊂ Ω um subconjunto unicamente ergo´dico e µ ∈ PΘ(Ω) a medida
tal que o suporte esta´ em X. Enta˜o o conjunto supp(µ) e´ minimal.
Prova. Dado um ponto ω ∈ supp(µ), desejamos mostrar que ω + m¯ ∈ supp(µ). Para isso,
seja U ∈ Tprod um aberto tal que ω + m¯ ∈ U . Enta˜o U − m¯ ∈ Tprod conte´m o ponto ω. Da´ı
segue que µ(U) = µ(U − m¯) > 0, donde conclu´ımos que supp(µ) + m¯ ⊂ supp(µ). Agora,
basta verificarmos que supp(µ) ⊂ supp(µ) + m¯. Sendo assim, dado ω ∈ supp(µ), sabemos que
ω′ = ω − m¯ ∈ supp(µ), donde segue que ω = ω′ + m¯ ∈ supp(µ) + m¯.
Suponhamos que existe um conjunto fechado N ∈ B(Ω) invariante por translac¸a˜o na˜o-vazio
tal que N ⊂ supp(µ). Consideramos uma medida νN ∈PΘ(N) e definimos
ν(A) = νN(A ∩N) para todo A ∈ B(Ω).
Da´ı segue que ν ∈PΘ(Ω) cumpre supp(ν) ⊂ N . Como X e´ unicamente ergo´dico, conclu´ımos
que µ = ν e, portanto, temos que supp(µ) = supp(ν) ⊂ N . 
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1.2 Entropia Topolo´gica
Nesta sec¸a˜o, introduzimos a entropia topolo´gica por meio de coberturas abertas. Este e´
um importante quantificador do comportamento dinaˆmico da ac¸a˜o Θ, sendo um invariante por
conjugac¸a˜o topolo´gica.
Definic¸a˜o 1.12 Seja α uma cobertura aberta de Ω. Dizemos que β ⊂ α e´ uma subcobertura se
ainda cobre Ω, isto e´,
⋃
B∈β B = Ω. Dada uma cobertura aberta α de Ω, consideremos
N(α) = inf{|β| : β ⊂ α e´ subcobertura finita}.
Definimos a entropia de α por H(α,Ω) := log(N(α)).
Definic¸a˜o 1.13 Uma cobertura aberta β e´ um refinamento da cobertura aberta α, isto sendo
denotado por α < β, se para todo B ∈ β existe A ∈ α tal que B ⊂ A.
Seja α uma cobertura aberta de Ω. Denotamos por α− m¯ = {A− m¯ : A ∈ α} a cobertura
aberta formada por Θm¯-pre´-imagens de conjuntos A ∈ α, onde m¯ ∈ Zd. Sejam α e β coberturas
abertas de Ω. O refinamento comum de α e β e´ a cobertura aberta de Ω definida por
α ∨ β := {A ∩B : A ∈ α,B ∈ β e A ∩B 6= ∅}.
Proposic¸a˜o 1.7 Sejam α e β coberturas abertas de Ω. Verificam-se os seguintes itens:
(i) se α < β, enta˜o H(α,Ω) ≤ H(β,Ω);
(ii) H(α ∨ β,Ω) ≤ H(α,Ω) +H(β,Ω);
(iii) H(α− m¯,Ω) = H(α,Ω) para todo m¯ ∈ Zd.
Prova.
(i)- Seja β′ = {B1, . . . , BN(β)} ⊂ β uma subcobertura com cardinalidade mı´nima. Para cada
Bi ∈ β′ existe Ai ∈ α tal que Bi ⊂ Ai. Enta˜o α′ = {A1, . . . , AN(β)} ⊂ α e´ uma subcobertura,
donde segue que N(α) ≤ N(β).
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(ii)- Sejam α′ = {A1, . . . , AN(α)} ⊂ α e β′ = {B1, . . . , BN(β)} ⊂ β subcoberturas com cardinali-
dade mı´nima. Como α′ ∨ β′ ⊂ α ∨ β e´ uma subcobertura, segue que N(α ∨ β) ≤ N(α)N(β).
(iii)- Fixemos m¯ ∈ Zd e tomemos {A1, . . . , AN(α)} ⊂ α uma subcobertura com cardinali-
dade mı´nima. Como {A1 − m¯, . . . , AN(α) − m¯} ⊂ α − m¯ e´ uma subcobertura, temos que
N(α− m¯) ≤ N(α). Por outro lado, seja {A1 − m¯, . . . , AN(α−m¯) − m¯} ⊂ α− m¯ uma subcober-
tura com cardinalidade mı´nima. Enta˜o {A1, . . . , AN(α−m¯)} ⊂ α e´ uma subcobertura, donde
temos que N(α) ≤ N(α− m¯). 
Definic¸a˜o 1.14 Seja α uma cobertura aberta de Ω. Para um subconjunto finito ∆ ⊂ Zd,
tomamos α∆ =
∨
m¯∈∆ α− m¯ o refinamento comum das coberturas α− m¯. Definimos a entropia
de (Ω,Θ) com relac¸a˜o a cobertura α por
h(α, (Ω,Θ)) := lim sup
n→∞
1
λn
H(αΛn ,Ω),
onde Λn = Zd ∩
∏d
i=1[−n, n] e λn = |Λn|.
Segue pela Proposic¸a˜o 1.7, mais precisamente pelos itens (ii) e (iii), que a entropia de (Ω,Θ)
com relac¸a˜o a qualquer cobertura aberta α de Ω e´ finita, visto que temos a desigualdade
h(α, (Ω,Θ)) = lim sup
n→∞
1
λn
H(αΛn ,Ω) ≤ H(α,Ω) < +∞. (1.6)
Definic¸a˜o 1.15 A entropia topolo´gica de (Ω,Θ) e´ definida por
htop((Ω,Θ)) := sup{h(α, (Ω,Θ)) : α e´ cobertura aberta de Ω}.
Para sistemas dinaˆmicos em geral, a entropia topolo´gica na˜o e´ necessariamente finita. Mas,
como logo abaixo veremos, devido a compacidade de Ω, e´ poss´ıvel mostrar que a entropia
topolo´gica neste caso e´, de fato, finita.
Proposic¸a˜o 1.8 Seja α uma cobertura aberta de Ω tal que, para todo  > 0, existe n ∈ N
cumprindo sup
{
diam(A) : A ∈ αΛn} < . Enta˜o htop((Ω,Θ)) = h(α, (Ω,Θ)).
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Prova. Seja β uma cobertura aberta arbitra´ria de Ω. Seja δ o nu´mero de Lebesgue associado a
β. Isto significa que cada subconjunto de Ω tendo diaˆmetro menor que δ esta´ contido em algum
elemento de β. Tomando n ∈ N tal que sup{diam(A) : A ∈ αΛn} < δ, temos que β < αΛn .
Assim, para cada k ∈ N, segue que βΛk < ∨n¯∈Λk αΛn − n¯. Para cada A ∈ αΛn+k , o fato de
A =
⋂
q¯∈Λn+k
Aq¯ − q¯ =
⋂
n¯∈Λk
 ⋂
q¯∈Λn+k
q¯−n¯∈Λn
Aq¯ − q¯
 = ⋂
n¯∈Λk
( ⋂
m¯∈Λn
A(m¯+n¯) − m¯
)
− n¯
implica que
∨
n¯∈Λk α
Λn − n¯ < αΛn+k . Pela Proposic¸a˜o 1.7, temos
h(β, (Ω,Θ)) = lim sup
k→∞
1
λk
H(βΛk ,Ω) ≤ lim sup
k→∞
1
λn+k
H(αΛn+k ,Ω) = h(α, (Ω,Θ)).
Portanto, provamos que htop((Ω,Θ)) = h(α, (Ω,Θ)). 
Dado um cubo ∆ = Zd∩∏di=1[−`, `], observamos que α = {C∆,ω : ω ∈ S∆} e´ uma cobertura
aberta de Ω. Dado  > 0, existe n0 ∈ N tal que∑
m¯∈Zd \Λn
2−‖m¯‖ <  para todo n ≥ n0. (1.7)
O refinamento comum αΛn0 e´ constitu´ıdo por cilindros CΛ`+n0 ,ω com ω ∈ SΛ`+n0 . Para cada
A ∈ αΛn0 , temos que
d(ω, ω′) =
∑
m¯∈Zd \Λ`+n0
ρ(ωm¯, ω
′
m¯) ≤
∑
m¯∈Zd \Λn0
2−‖m¯‖ para todo ω, ω′ ∈ A,
o que por (1.7) implica que
sup{diam(A) : A ∈ αΛn0} ≤
∑
m¯∈Zd \Λn0
2−‖m¯‖ < .
Segue pela Proposic¸a˜o 1.8 que htop((Ω,Θ)) = h(α, (Ω,Θ)) < +∞, ou seja, a entropia topolo´gica
de um shift completo e´ finita.
Por fim, se X ⊂ Ω e´ um subconjunto fechado e invariante por translac¸a˜o, faz sentido
introduzirmos a entropia topolo´gica de (X,Θ). Naturalmente, consideramos neste caso
htop((X,Θ)) := sup{h(α, (X,Θ)) : α e´ cobertura aberta de X}.
E´ claro que a entropia topolo´gica de (X,Θ) ainda e´ finita, isto e´, htop((X,Θ)) < +∞.
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1.3 Entropia Me´trica
Nesta sec¸a˜o, definimos a entropia de uma medida invariante por translac¸a˜o, um conceito
que traz informac¸o˜es ergo´dicas do sistema dinaˆmico. Por exemplo, a entropia de uma medida
invariante por translac¸a˜o pode ser vista como um nu´mero que mede qua˜o desordenada pode
ser a ac¸a˜o de Θ sobre o suporte de tal medida.
Definic¸a˜o 1.16 Dada uma medida µ ∈M 1(Ω), uma colec¸a˜o α = {Ai : i ∈ I} de subconjuntos
B(Ω)-mensura´veis e´ uma µ-partic¸a˜o de Ω se µ(Ai ∩Aj) = 0 para i 6= j, µ(Ω \(
⋃
i∈I Ai)) = 0 e
µ(Ai) > 0 para todo i ∈ I.
Definic¸a˜o 1.17 A entropia de uma µ-partic¸a˜o α de Ω e´ definida por
Hµ(α,Ω) := −
∑
A∈α
µ(A) log(µ(A)). (1.8)
Dadas uma medida µ ∈ PΘ(Ω) e uma µ-partic¸a˜o α de Ω, para cada m¯ ∈ Zd, denotamos
por α − m¯ = {A − m¯ : A ∈ α} a µ-partic¸a˜o de Ω formada por Θm¯-pre´-imagens de conjuntos
A ∈ α. Sejam α e β µ-partic¸o˜es de Ω. O refinamento comum de α e β e´ a µ-partic¸a˜o de Ω
definida por
α ∨ β := {A ∩B : A ∈ α,B ∈ β e µ(A ∩B) > 0}.
Observamos que se α e β sa˜o µ-partic¸o˜es independentes, isto e´, µ(A∩B) = µ(A)µ(B) para
todo A ∈ α e B ∈ β, enta˜o Hµ(α ∨ β,Ω) = Hµ(α,Ω) +Hµ(β,Ω), ver [11] para mais detalhes.
Definic¸a˜o 1.18 Sejam µ ∈ PΘ(Ω) e α uma µ-partic¸a˜o de Ω. Para um subconjunto finito
∆ ⊂ Zd, tomamos α∆ = ∨m¯∈∆ α− m¯ o refinamento comum das µ-partic¸o˜es α− m¯. Definimos
a entropia de (Ω,Θ) com relac¸a˜o a µ-partic¸a˜o α por
hµ(α, (Ω,Θ)) := lim sup
n→+∞
1
λn
Hµ(α
Λn ,Ω),
onde Λn = Zd ∩
∏d
i=1[−n, n] e λn = |Λn|.
Definic¸a˜o 1.19 A entropia me´trica de uma medida µ ∈PΘ(Ω) e´ definida por
hµ((Ω,Θ)) := sup {hµ(α, (Ω,Θ)) : α e´ µ-partic¸a˜o de Ω com Hµ(α,Ω) < +∞} .
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Como veremos no Teorema 1.2, ao estabelecer a entropia topolo´gica como o supremo das
entropias me´tricas, o Princ´ıpio Variacional indica, pelo discutido na sec¸a˜o anterior, que a en-
tropia me´trica de qualquer medida de probabilidade invariante por translac¸a˜o e´ finita. Em
particular, deduz-se que a entropia de (Ω,Θ) com relac¸a˜o a qualquer µ-partic¸a˜o de Ω tambe´m
e´ finita.
Mais geralmente, se X ⊂ Ω e´ um subconjunto fechado e invariante por translac¸a˜o, enta˜o e´
poss´ıvel introduzir de forma ana´loga a entropia me´trica para medidas em PΘ(X).
Definic¸a˜o 1.20 Seja X ⊂ Ω um subconjunto fechado e invariante por translac¸a˜o. A entropia
me´trica de uma medida µ ∈PΘ(X) e´ definida por
hµ((X,Θ)) := sup {hµ(α, (X,Θ)) : α e´ µ-partic¸a˜o de X com Hµ(α,X) < +∞} .
Tambe´m nesse caso o Princ´ıpio Variacional assinala que a entropia me´trica de qualquer
medida µ ∈PΘ(X) e´ finita.
Teorema 1.2 (Princ´ıpio Variacional) Seja X ⊂ Ω um subconjunto fechado e invariante
por translac¸a˜o. Enta˜o
htop((X,Θ)) = sup
µ∈PΘ(X)
hµ((X,Θ)).
Uma demonstrac¸a˜o do Princ´ıpio Variacional pode ser encontrada, por exemplo, em [11].
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Cap´ıtulo 2
Configurac¸o˜es Minimizantes
Neste cap´ıtulo, introduzimos as noc¸o˜es de cristal, quase-cristal, configurac¸a˜o fundamental
e estado fundamental. Provamos que, para um potencial invariante por translac¸a˜o e absolu-
tamente soma´vel, o conjunto de suas configurac¸o˜es fundamentais e´ fechado e invariante por
translac¸a˜o.
2.1 Cristais e Quase-cristais
Dizemos que a configurac¸a˜o ω ∈ Ω = SZd tem direc¸a˜o perio´dica m¯ ∈ Zd\{0} quando
ω+m¯ = ω. A configurac¸a˜o ω ∈ Ω e´ chamada perio´dica se tem d direc¸o˜es perio´dicas linearmente
independentes. Por outro lado, dizemos que a configurac¸a˜o ω ∈ Ω e´ aperio´dica se na˜o possui
direc¸a˜o perio´dica.
Definic¸a˜o 2.1 Para ω ∈ Ω, dizemos que e´ uma o´rbita perio´dica se ω e´ uma configurac¸a˜o
perio´dica.
Dada uma configurac¸a˜o perio´dica ω ∈ Ω, podemos definir uma medida de probabilidade
invariante por translac¸a˜o associada a ω. Com efeito, tomando um conjunto F ⊂ Zd finito tal
que O(ω) = {ω + m¯ : m¯ ∈ F}, definimos µω : B(Ω) −→ [0, 1] por
µω :=
1
|F |
∑
m¯∈F
δω+m¯. (2.1)
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E´ claro que µω e´ uma medida de probabilidade invariante por translac¸a˜o. Ale´m disso, temos
que supp(µω) = O(ω).
Definic¸a˜o 2.2 Definimos um cristal como uma configurac¸a˜o ω ∈ Ω perio´dica. Sua o´rbita e´
suporte de uma u´nica medida de probabilidade invariante por translac¸a˜o, a saber, µω ∈PΘ(Ω).
Para um cristal ω ∈ Ω, na˜o e´ dif´ıcil ver que htop((O(ω),Θ)) = 0 = hµω((O(ω),Θ)).
A Figura 2.1 representa um cristal cujas direc¸o˜es perio´dicas sa˜o os vetores −→u = (1, 2) e
−→v = (3, 1). Observe que podemos ladrilhar o plano de modo que as entradas em cada ladrilho
sejam as mesmas.
−→u
−→v
Figura 2.1: Configurac¸a˜o perio´dica com S = {+,−} e d = 2
Definic¸a˜o 2.3 Dizemos que a configurac¸a˜o ω ∈ Ω e´ repetitiva se, para qualquer subconjunto
finito F ⊂ Zd, existe r(F ) > 0 tal que, para cada cubo ∆r(F ) ⊂ Zd com tamanho r(F ), podemos
encontrar m¯ ∈ Zd de forma que F + m¯ ⊂ ∆r(F ) e ωn¯+m¯ = ωn¯ para todo n¯ ∈ F .
Teorema 2.1 (Teorema de Gottschalk) Uma configurac¸a˜o ω ∈ Ω e´ repetitiva se, e somente
se, o fecho de sua o´rbita O(ω) e´ um conjunto minimal.
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O Teorema de Gottschalk e´ uma ferramenta importante na verificac¸a˜o de repetitividade
sem utilizarmos diretamente a definic¸a˜o, o que em muitos casos seria extremamente trabalhoso.
Uma prova do mesmo encontra-se, por exemplo, em [8].
E´ claro que toda configurac¸a˜o ω ∈ Ω perio´dica tambe´m e´ uma configurac¸a˜o repetitiva, pois
nesse caso, o fecho de sua o´rbita O(ω) = O(ω) e´ um conjunto minimal. Isto motiva a considerar
repetitividade como um generalizac¸a˜o de periodicidade.
Finalmente estamos em condic¸o˜es de definir quase-cristais. Tendo em vista que o fecho da
o´rbita de um cristal e´ um subconjunto minimal e unicamente ergo´dico com entropia nula, e´
interessante introduzir o seguinte conceito.
Definic¸a˜o 2.4 Dizemos que uma configurac¸a˜o ω ∈ Ω aperio´dica e repetitiva e´ um quase-cristal
se o fecho de sua o´rbita O(ω) e´ um subconjunto unicamente ergo´dico com entropia nula, isto e´,
htop((O(ω),Θ)) = 0 = hµ((O(ω),Θ)),
onde µ ∈PΘ(Ω) e´ a u´nica probabilidade suportada em O(ω).
O ladrilhamento de Penrose apresentado no Cap´ıtulo 4 pode fornecer ao mesmo tempo
exemplo de configurac¸a˜o repetitiva e quase-cristal, ver Figura 4.3.
2.2 Configurac¸a˜o Fundamental e Estado Fundamental
Seja F a famı´lia de todos os subconjuntos finitos na˜o-vazios de Zd. Um potencial e´ uma
famı´lia de func¸o˜es Φ = (ΦB)B∈F , onde cada ΦB : Ω −→ R depende somente da configurac¸a˜o
ω ∈ Ω restrita ao subconjunto B. Em particular, cada func¸a˜o ΦB e´ B(Ω)-mensura´vel. De
agora em diante, um potencial Φ = (ΦB)B∈F sera´ denotado apenas por Φ.
Definic¸a˜o 2.5 Um potencial Φ e´ dito ser de alcance finito se
sup{diam(B) : B ∈ F e ΦB 6= 0} < +∞.
Mais precisamente, Φ e´ dito ser de alcance R > 0 quando
sup{diam(B) : B ∈ F e ΦB 6= 0} = R.
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Exemplo 2.1 Sejam µ ∈ M (Ω) uma medida e R ≥ 1 um nu´mero real. Para cada conjunto
B ∈ F , definimos ΦB : Ω −→ R por
ΦB(ω) := ι(B)µ(CB,ωB) para todo ω ∈ Ω,
onde ι(B) = χ[0,1]
(
1
R
diam(B)
)
. E´ claro que ΦB depende somente da configurac¸a˜o ω ∈ Ω
restrita ao subconjunto B e que Φ = (ΦB)B∈F define um potencial de alcance finito.
Definic¸a˜o 2.6 Um potencial Φ e´ dito ser invariante por translac¸a˜o se
ΦB+n¯(ω) = ΦB(ω + n¯) para quaisquer ω ∈ Ω, n¯ ∈ Zd, B ∈ F .
Exemplo 2.2 Sejam µ ∈MΘ(Ω) uma medida invariante por translac¸a˜o e R ≥ 1 um nu´mero
real. Para cada conjunto B ∈ F , definimos ΦB : Ω −→ R por
ΦB(ω) := ι(B)µ(CB,ωB) para todo ω ∈ Ω,
onde ι(B) = χ[0,1]
(
1
R
diam(B)
)
. Sabemos que Φ = (ΦB)B∈F define um potencial de alcance
finito, mais especificamente, de alcance R ≥ 1. Ale´m disso, temos que Φ e´ invariante por
translac¸a˜o, pois para cada conjunto B ∈ F com diaˆmetro menor que ou igual a R e qualquer
configurac¸a˜o ω ∈ Ω, obtemos
ΦB+n¯(ω) = µ(CB+n¯,ω(B+n¯)) = µ(CB+n¯,ω(B+n¯) + n¯) = µ(CB,(ω+n¯)B) = ΦB(ω + n¯).
A mecaˆnica estat´ıstica fornece va´rios exemplos de potenciais invariantes por translac¸a˜o, ver
[11] para mais detalhes.
Denotamos por BΘ o espac¸o vetorial dos potenciais Φ invariantes por translac¸a˜o tais que∑
B30 ‖ΦB‖∞ < +∞, onde ‖ · ‖∞ denota a norma do supremo. Podemos introduzir uma norma
em BΘ definindo
‖Φ‖0 :=
∑
B30
‖ΦB‖∞.
Na˜o e´ dif´ıcil verificar que o espac¸o vetorial BΘ munido da norma ‖ · ‖0 e´ um espac¸o de
Banach. Denotamos porBΘ,R o subespac¸o vetorial deBΘ constitu´ıdo dos potenciais invariantes
por translac¸a˜o com alcance menor que ou igual a R > 0. Definimos BΘ,∞ :=
⋃
R>0BΘ,R, o
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espac¸o vetorial dos potencias com alcance finito. Introduzimos para um potencial Φ ∈ BΘ,∞ a
func¸a˜o fΦ : Ω −→ R dada por
fΦ :=
∑
B30
|B|−1ΦB.
Observe que a func¸a˜o fΦ : Ω −→ R esta´ bem definida e, ale´m disso, e´ uma func¸a˜o cont´ınua,
pois a soma que a define e´, de fato, finita. Para µ ∈M (Ω), usaremos a notac¸a˜o
〈µ,Φ〉 =
∫
fΦdµ =
∑
B30
|B|−1
∫
ΦBdµ. (2.2)
Definic¸a˜o 2.7 Dados um cubo Λ ∈ F e um potencial Φ ∈ BΘ, o Hamiltoniano sobre Λ para
Φ com condic¸a˜o externa ω′ ∈ Ω e´ a func¸a˜o
HΦΛ,ω′ : Ω −→ R,
dada por
HΦΛ,ω′(ω) =
∑
B:B∩Λ 6=∅
ΦB(ωΛω
′
Λc) para todo ω ∈ Ω,
onde ωΛω
′
Λc ∈ Ω e´ a configurac¸a˜o que coincide com ω em Λ e com ω′ em Λc. O Hamiltoniano
sobre Λ para Φ e´ a func¸a˜o
HΦΛ : Ω −→ R,
dada por
HΦΛ (ω) =
∑
B:B∩Λ 6=∅
ΦB(ω) = H
Φ
Λ,ω(ω) para todo ω ∈ Ω.
Por questa˜o de clareza, sempre que na˜o houver du´vida, denotaremos HΦΛ,ω′ e H
Φ
Λ apenas por
HΛ,ω′ e HΛ, respectivamente. Observamos que a func¸a˜o HΛ,ω′ : Ω −→ R esta´ bem definida e,
ale´m disso, vale a seguinte desigualdade
HΛ,ω′(ω) ≤
∑
B:B∩Λ6=∅
‖ΦB‖∞ ≤
∑
n¯∈Λ
(∑
B3n¯
‖ΦB‖∞
)
< +∞ para todo ω ∈ Ω. (2.3)
Exemplo 2.3 Dado um nu´mero real R ≥ 1, para cada B ∈ F , definimos ΦB : Ω −→ R
pondo ΦB = χ[0,1]
(
1
R
diam(B)
)
. E´ claro que Φ = (ΦB)B∈F define um potencial invariante por
translac¸a˜o tal que
∑
B30 ‖ΦB‖∞ < +∞. Para cada cubo Λ ∈ F e qualquer ω′ ∈ Ω, temos
HΦΛ,ω′ = |{B ∈ F : diam(B) ≤ R e B ∩ Λ 6= ∅}| = HΦΛ .
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Exemplos de Hamiltonianos com motivac¸a˜o f´ısica podem ser encontrados em [11].
Lema 2.1 Dados um cubo Λ ∈ F e um potencial Φ ∈ BΘ, a func¸a˜o HΛ : Ω −→ R e´ cont´ınua.
Prova. Segue de (2.3) que
∑
B:B∩Λ6=∅ ‖ΦB‖∞ < +∞. Enta˜o dado  > 0, existe m0 ∈ N tal que
∑
B:B∩Λ6=∅
B 6⊂Λm
‖ΦB‖∞ =
∣∣∣∣∣∣∣
∑
B:B∩Λ 6=∅
B⊂Λm
‖ΦB‖∞ −
∑
B:B∩Λ 6=∅
‖ΦB‖∞
∣∣∣∣∣∣∣ <  para todo m ≥ m0,
onde Λm = Zd ∩
∏d
i=1[−m,m]. Da´ı segue que∣∣∣∣∣∣∣
∑
B:B∩Λ6=∅
B⊂Λm
ΦB(ω)−
∑
B:B∩Λ6=∅
ΦB(ω)
∣∣∣∣∣∣∣ ≤
∑
B:B∩Λ6=∅
B 6⊂Λm
|ΦB(ω)| <  para quaisquerm ≥ m0, ω ∈ Ω. (2.4)
Para cada m ∈ N, considere a func¸a˜o Hm : Ω −→ R dada por
Hm(ω) =
∑
B:B∩Λ6=∅
B⊂Λm
ΦB(ω).
E´ claro que cada func¸a˜o Hm e´ cont´ınua. De (2.4) segue que a sequeˆncia de func¸o˜es (Hm)m∈N
converge uniformemente para a func¸a˜o HΛ. Finalmente, o Teorema do Limite Uniforme garante
que HΛ : Ω −→ R e´ cont´ınua. 
Dados um potencial Φ ∈ BΘ e um cubo Λ ∈ F , definimos
GCΛ(Φ) :=
ω ∈ Ω : ∑
B:B∩Λ6=∅
ΦB(ω) = min
ω′∈Ω
HΛ,ω(ω
′)
 .
Proposic¸a˜o 2.1 Seja {∆n}n∈N uma sequeˆncia crescente de cubos tal que
⋃
n∈N ∆n = Zd. A
famı´lia {GC∆n(Φ)}n∈N e´ uma famı´lia decrescente de conjuntos compactos na˜o-vazios.
Prova. Para qualquer cubo Λ ∈ F , temos que |SΛ| < +∞. Enta˜o existe ω¯′ ∈ Ω tal que
min
ω′∈Ω
HΛ,ω(ω
′) = HΛ,ω(ω¯′) =
∑
B:B∩Λ 6=∅
ΦB(ω¯
′
ΛωΛc),
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onde ω ∈ Ω e´ fixo. Notemos que HΛ,ω¯′ΛωΛc (ω′) = HΛ,ω(ω′) para todo ω′ ∈ Ω. Assim
min
ω′∈Ω
HΛ,ω¯′ΛωΛc (ω
′) = min
ω′∈Ω
HΛ,ω(ω
′) =
∑
B:B∩Λ6=∅
ΦB(ω¯
′
ΛωΛc).
Da´ı segue que ω¯′ΛωΛc ∈ GCΛ(Φ). Em particular, para cada n ∈ N, temos que GC∆n(Φ) 6= ∅.
Para mostrarmos que o conjunto GC∆n(Φ) e´ compacto, e´ suficiente verificarmos que o mesmo
e´ fechado, pois Ω e´ compacto. Para isso, fixado n ∈ N, na˜o e´ dif´ıcil verificar que a aplicac¸a˜o
T ω
′
∆n
: Ω −→ Ω dada por T ω′∆n(ω) = ω′∆nω∆cn e´ cont´ınua para cada ω′ ∈ Ω. Dado ω ∈ GC∆n(Φ),
existe uma sequeˆncia (ωm)m∈N em GC∆n(Φ) tal que ωm −→ ω. Pelo Lema 2.1, temos que H∆n
e´ cont´ınua, donde segue que
H∆n(ω) = lim
m→+∞
H∆n(ωm) = lim
m→+∞
min
ω′∈Ω
H∆n ◦ T ω
′
∆n(ωm) = minω′∈Ω
H∆n ◦ T ω
′
∆n(ω)
= min
ω′∈Ω
H∆n,ω(ω
′).
Da´ı segue que ω ∈ GC∆n(Φ), donde conclu´ımos que GC∆n(Φ) = GC∆n(Φ). Sejam Λ e ∆ cubos
tais que Λ ⊂ ∆. Mostraremos que GC∆(Φ) ⊂ GCΛ(Φ). Dado ω ∈ GC∆(Φ), suponhamos por
contradic¸a˜o que existe uma configurac¸a˜o ω′ ∈ Ω tal que HΛ,ω(ω) > HΛ,ω(ω′). Da´ı segue que
H∆,ω(ω) =
∑
B:B∩Λ 6=∅
ΦB(ω) +
∑
B:B∩∆6=∅
B⊂Zd \Λ
ΦB(ω) >
∑
B:B∩Λ 6=∅
ΦB(ω
′
ΛωΛc) +
∑
B:B∩∆6=∅
B⊂Zd \Λ
ΦB(ω).
Cada ΦB depende somente da configurac¸a˜o ω ∈ Ω restrita a B ∈ F . Assim
H∆,ω(ω) >
∑
B:B∩Λ 6=∅
ΦB(ω
′
ΛωΛc) +
∑
B:B∩∆6=∅
B⊂Zd \Λ
ΦB(ω
′
ΛωΛc) =
∑
B:B∩∆ 6=∅
ΦB(ω
′
ΛωΛc) = H∆,ω(ω
′),
uma contradic¸a˜o. Em particular, segue que GC∆n+1(Φ) ⊂ GC∆n(Φ) para todo n ∈ N. 
Denotamos a intersec¸a˜o da famı´lia {GC∆n(Φ)}n∈N por
GC(Φ) =
⋂
n∈N
GC∆n(Φ).
Observemos que GC(Φ) independe da escolha da sequeˆncia {∆n}n∈N. Para verificarmos isso,
sejam {∆n}n∈N e {∆˜n}n∈N quaisquer duas sequeˆncias crescentes de cubos tais que⋃
n∈N
∆n = Zd =
⋃
n∈N
∆˜n.
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Consideremos
GC∆(Φ) =
⋂
n∈N
GC∆n(Φ) e GC∆˜(Φ) =
⋂
n∈N
GC∆˜n(Φ).
Dado j ∈ N, existe k ∈ N tal que ∆˜j ⊂ ∆k. Segue da prova da proposic¸a˜o anterior que
GC∆k(Φ) ⊂ GC∆˜j(Φ), o que garante que GC∆(Φ) ⊂ GC∆˜(Φ). Analogamente se verifica que
GC∆˜(Φ) ⊂ GC∆(Φ), donde conclu´ımos que GC∆(Φ) = GC∆˜(Φ) = GC(Φ).
Corola´rio 2.1 O conjunto GC(Φ) e´ invariante por translac¸a˜o.
Prova. Dados m¯ ∈ Zd e ω ∈ GC(Φ), desejamos mostrar que ω + m¯ ∈ GC(Φ). Para cada n ∈ N,
note que
(ω′ + m¯)Λn(ω + m¯)Λcn = ω
′
Λn+m¯ω(Λn+m¯)c + m¯ para todo ω
′ ∈ Ω.
Enta˜o para cada ω′ ∈ Ω, temos que
HΛn,ω+m¯(ω
′ + m¯) =
∑
B:B∩Λn 6=∅
ΦB((ω
′ + m¯)Λn(ω + m¯)Λcn)
=
∑
B:B∩Λn 6=∅
ΦB+m¯(ω
′
Λn+m¯ω(Λn+m¯)c)
= HΛn+m¯,ω(ω
′).
Da´ı segue que
min
ω′∈Ω
HΛn,ω+m¯(ω
′ + m¯) = min
ω′∈Ω
HΛn+m¯,ω(ω
′) = HΛn+m¯(ω) = HΛn(ω + m¯),
ou seja, ω + m¯ ∈ GCΛn(Φ). Por simetria, temos que GCΛn(Φ) + m¯ = GCΛn(Φ). 
Definic¸a˜o 2.8 Dizemos que uma medida ν ∈PΘ(Ω) minimiza a energia espec´ıfica se
〈ν,Φ〉 ≤ 〈µ,Φ〉 para qualquer µ ∈PΘ(Ω).
(Reveja a notac¸a˜o 2.2.)
Definic¸a˜o 2.9 Dizemos que uma configurac¸a˜o ω ∈ GC(Φ) e´ uma configurac¸a˜o fundamental de
Φ e que uma medida µ ∈M 1(Ω) com suporte em GC(Φ) e´ um estado fundamental de Φ.
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O Lema 1.1 e o Corola´rio 2.1 garantem que existe um estado fundamental invariante por
translac¸a˜o, ou seja, que existe uma medida µ ∈PΘ(Ω) tal que supp(µ) ⊂ GC(Φ). Denotamos
por GSΘ(Φ) o conjunto de todas as medidas µ ∈ PΘ(Ω) tal que supp(µ) ⊂ GC(Φ). De agora
em diante, um estado fundamental deve ser entendido como um estado fundamental invariante
por translac¸a˜o.
O teorema a seguir e´ devido a R. Schrader [20]. Ele afirma que, para um potencial Φ ∈ BΘ,∞,
o conjunto das medidas que minimizam a energia espec´ıfica coincide com o conjunto dos estados
fundamentais de Φ.
Teorema 2.2 (Schrader) Para um potencial Φ ∈ BΘ,∞, o conjunto das medidas µ ∈PΘ(Ω)
que minimizam a energia espec´ıfica coincide com o conjunto GSΘ(Φ).
O Teorema de Schrader fornece uma outra caracterizac¸a˜o para o conjunto GSΘ(Φ). Esta
nova caracterizac¸a˜o, por ser mais simples, facilita a busca por estados fundamentais de Φ.
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Cap´ıtulo 3
O Ponto de Vista Projetivo
Neste cap´ıtulo, introduzimos os conceitos de regras de Kirchoff, limites projetivos e indu-
tivos. Mostramos que o conjunto das medidas invariantes por translac¸a˜o pode ser associado ao
limite projetivo de certos espac¸os vetoriais de dimensa˜o finita.
3.1 Cilindros e Regras de Kirchoff
Por convenieˆncia, neste cap´ıtulo, {∆n}n∈N denotara´ uma sequeˆncia crescente de cubos cen-
trados em zero cuja unia˜o e´ Zd. Recordamos que, para cada n ∈ N, ∆n = Zd ∩
∏d
i=1[−ln, ln],
onde ln e´ um inteiro positivo. Para qualquer configurac¸a˜o ω = (ωm¯)m¯∈∆n ∈ S∆n , consideramos
o cilindro
C∆n,ω = {ω′ ∈ Ω : ω′∆n = ω}.
Quando na˜o houver du´vida quanto a` sequeˆncia de cubos utilizada, denotaremos C∆n,ω apenas
por Cn,ω. Podemos identificar a configurac¸a˜o ω ∈ S∆n com o mapa ω : ∆n −→ S definido por
ω(m¯) = ωm¯ para todo m¯ ∈ ∆n. Assim sendo, toda vez que mencionarmos mapa ω ∈ S∆n ,
esta´ subentendida esta identificac¸a˜o. Para cada n ∈ N, denotamos por Cn a famı´lia de todos
os cilindros Cn,ω com ω ∈ S∆n e tomamos C =
⋃
n∈N Cn. Observe que os cilindros em C geram
a topologia produto sobre Ω. Para cada n ∈ N, identificamos o cilindro Cn,ω com a func¸a˜o
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δn,ω : Cn −→ R dada por
δn,ω(Cn,ω′) =
{
1 se ω′m¯ = ωm¯ para todo m¯ ∈ ∆n,
0 caso contra´rio.
Enta˜o qualquer func¸a˜oF : Cn −→ R pode ser escrita unicamente na formaF =
∑
ω∈S∆n αωCn,ω,
onde αω = F (Cn,ω). Feita essa identificac¸a˜o, para cada n ∈ N, definimos o espac¸o vetorial de
dimensa˜o finita das combinac¸o˜es lineares de cilindros em Cn com coeficientes reais por
Cd(∆n;R) :=
{ ∑
ω∈S∆n
αωCn,ω, onde αω ∈ R
}
,
o qual equipamos com a norma ‖∑ω∈S∆n αωCn,ω‖ = ∑ω∈S∆n |αω|. Definimos o cone positivo
em Cd(∆n;R) por
C+d (∆n;R) :=
{ ∑
ω∈S∆n
αωCn,ω, onde αω ≥ 0
}
.
Definic¸a˜o 3.1 Dizemos que uma regia˜o convexa limitada de um espac¸o vetorial n-dimensional
delimitada por um nu´mero finito de hiperplanos e´ um pol´ıtopo.
Para cada n ∈ N, definimos o pol´ıtopo (ou simplexo)
C+,1d (∆n;R) :=
{ ∑
ω∈S∆n
αωCn,ω, onde αω ≥ 0 e
∑
ω∈S∆n
αω = 1
}
,
cujo o bordo denotamos por ∂C+,1d (∆n;R). Esse bordo herda uma estratificac¸a˜o natural em
faces F ω
′
n := V
ω′
n ∩ C+,1d (∆n;R), onde V ω
′
n e´ o subespac¸o pro´prio de Cd(∆n;R) gerado pelo
conjunto Cn \{Cn,ω′}. Para cada n ∈ N, definimos a aplicac¸a˜o linear Evn : C (Ω)∗ −→ Cd(∆n;R)
por
Evn(L) :=
∑
ω∈S∆n
L(χn,ω)Cn,ω para todo L ∈ C (Ω)∗,
onde χn,ω : Ω −→ R denota a func¸a˜o indicadora do cilindro Cn,ω. Finalmente, definimos a
aplicac¸a˜o linear Ev : C (Ω)∗ −→∏n∈NCd(∆n;R) por
Ev(L) := (Evn(L))n∈N para todo L ∈ C (Ω)∗.
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A inclusa˜o in : ∆n −→ ∆n+1 induz uma aplicac¸a˜o sobrejetora pn : S∆n+1 −→ S∆n , a qual
associa cada mapa ω ∈ S∆n+1 ao mapa ω ◦ in ∈ S∆n . Sucessivamente, pn induz uma aplicac¸a˜o
linear sobrejetora (pn)∗ : Cd(∆n+1;R) −→ Cd(∆n;R) dada por
(pn)∗
 ∑
ω∈S∆n+1
αωCn+1,ω
 = ∑
ω∈S∆n+1
αωCn,ω◦in .
Para cada n ∈ N, observamos que
(pn)∗(Evn+1(L)) =
∑
ω∈S∆n+1
L(χn+1,ω)Cn,ω◦in =
∑
ω′∈S∆n
 ∑
ω∈S∆n+1 : ω◦in=ω′
L(χn+1,ω)
Cn,ω′
=
∑
ω′∈S∆n
L(χn,ω′)Cn,ω′ = Evn(L).
(3.1)
Para k ∈ {1, . . . , d}, seja e¯k = (0, . . . , 0, 1, 0, . . . , 0) ∈ Zd, onde 1 esta´ na k-e´sima posic¸a˜o.
Para cada n ∈ N, definimos Rkn := ∆n ∩ (∆n + e¯k) e Lkn := ∆n ∩ (∆n − e¯k). Consideramos
a translac¸a˜o tkn : L
k
n −→ Rkn dada por tkn(m¯) = m¯ + e¯k para todo m¯ ∈ Lkn e introduzimos o
subespac¸o vetorial Hd(∆n;R) de Cd(∆n;R) impondo que os coeficientes αω satisfac¸am∑
ω∈S∆n : ω
Rkn
=ω′
αω =
∑
ω∈S∆n : ω
Lkn
=ω′◦tkn
αω para todo ω
′ ∈ SRkn , k = 1, . . . , d. (3.2)
Consideramos
H+d (∆n;R) = Hd(∆n;R) ∩ C+d (∆n;R) e H+,1d (∆n;R) = H+d (∆n;R) ∩ C+,1d (∆n;R).
Definic¸a˜o 3.2 Para cada n ∈ N, dizemos que os coeficientes de um vetor em H+d (∆n;R)
satisfazem as regras de Kirchoff de ordem n ditadas por (3.2).
3.2 Limites Projetivos e Medidas
Nesta sec¸a˜o, descrevemos a estrutura projetiva das medidas invariantes por translac¸a˜o.
Dados n ∈ N e ∑ω∈S∆n+1 αωCn+1,ω ∈ Hd(∆n+1;R), para cada ω′ ∈ SRkn e k ∈ {1, . . . , d}, temos
∑
ω¯∈SRkn+1\Rkn
 ∑
ω∈S∆n+1 : ω
Rkn+1
=ω′ω¯
αω
 = ∑
ω¯∈SRkn+1\Rkn
 ∑
ω∈S∆n+1 : ω
Lkn+1
=(ω′ω¯)◦tkn+1
αω
 ,
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onde ω′ω¯ ∈ SRkn+1 denota a configurac¸a˜o que coincide com ω′ em Rkn e com ω¯ em Rkn+1 \Rkn.
Da´ı segue que ∑
ω∈S∆n+1 : (ω◦in)Rkn=ω
′
αω =
∑
ω∈S∆n+1 : (ω◦in)Lkn=ω
′◦tkn
αω,
o que implica
(pn)∗(H+d (∆n+1;R)) ⊂ H+d (∆n;R)
e
(pn)∗(H
+,1
d (∆n+1;R)) ⊂ H+,1d (∆n;R).
Definic¸a˜o 3.3 Para cada n ∈ N, definimos os limites projetivos pondo
lim
←(pn)∗
C+d (∆n;R) := {(cn)n∈N : cn ∈ C+d (∆n;R) e (pn)∗(cn+1) = cn, ∀n ∈ N},
lim
←(pn)∗
H+d (∆n;R) := {(cn)n∈N : cn ∈ H+d (∆n;R) e (pn)∗(cn+1) = cn, ∀n ∈ N},
lim
←(pn)∗
H+,1d (∆n;R) := {(cn)n∈N : cn ∈ H+,1d (∆n;R) e (pn)∗(cn+1) = cn, ∀n ∈ N}.
Dada uma medida µ ∈ M (Ω), consideramos o funcional linear Lµ ∈ C (Ω)∗ definido por
Lµ(f) :=
∫
fdµ para todo f ∈ C (Ω). Para cada n ∈ N, tomando Evn(µ) = Evn(Lµ), temos,
como caso particular de (3.1), a relac¸a˜o
Evn(µ) = (pn)∗(Evn+1(µ)) para todo n ∈ N. (3.3)
Note que a famı´lia A formada pelo conjunto vazio e todas as unio˜es finitas de cilindros em
C define uma a´lgebra em Ω, isto e´, verificam-se que Ω ∈ A, Ac ∈ A sempre que A ∈ A e
A ∪B ∈ A sempre que A,B ∈ A.
Teorema 3.1 A aplicac¸a˜o linear Ev satisfaz:
(i) Ev(M (Ω)) = lim
←(pn)∗
C+d (∆n;R);
(ii) quando restrita a M (Ω), Ev e´ uma bijec¸a˜o sobre sua imagem;
(iii) Ev(MΘ(Ω)) = lim←(pn)∗
H+d (∆n;R);
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(iv) Ev(PΘ(Ω)) = lim←(pn)∗
H+,1d (∆n;R).
Prova.
(i)- Segue de (3.3) que
Ev(M (Ω)) ⊂ lim
←(pn)∗
C+d (∆n;R).
Reciprocamente, dada qualquer sequeˆncia (cn)n∈N em lim←(pn)∗
C+d (∆n;R), sejaF : C −→ [0,+∞)
a func¸a˜o tal que
cn =
∑
ω∈S∆n
F (Cn,ω)Cn,ω para todo n ∈ N.
Para cada ω′ ∈ S∆n e n ∈ N, temos de (3.1) que∑
ω∈S∆n+1 : ω◦in=ω′
F (Cn+1,ω) = F (Cn,ω′). (3.4)
Sabemos que todo elemento na˜o-vazio A ∈ A pode ser escrito como unia˜o finita de cilindros
em C dois a dois disjuntos. Dado A ∈ A, seja A = ⊔nk=1 Ak uma unia˜o finita de cilindros em C
dois a dois disjuntos. Definimos a func¸a˜o µ : A −→ [0,+∞) pondo
µ(A) :=
{
0 se A = ∅,∑n
k=1F (Ak) se A =
⊔n
k=1Ak, n ∈ N.
Seja B =
⋃
k∈NBk, onde Bk ∩ Bj = ∅ se k 6= j, B ∈ A e Bk ∈ A para todo k ∈ N. Para
cada n ∈ N, tomando Cn = B \(
⋃n
k=1Bk), temos que Cn
c ∈ Tprod, pois tanto B quanto os Bk
sa˜o conjuntos abertos e fechados na topologia produto. Como Ω munido da topologia produto
e´ compacto e
⋂
n∈NCn = ∅, existem Cn1 , . . . , Cnm tais que
⋃m
i=1Cni
c = Ω, o que implica que
B ∩ (⋃pk=1Bk)c = ∅, onde p = max{ni : i = 1, . . . ,m}. Da´ı segue que B ⊂ ⋃pk=1 Bk ⊂ B, ou
seja, temos que B =
⋃p
k=1Bk. Dado A ∈ A, suponhamos que
⊔m
j=1Cnj ,ωj = A =
⊔p
k=1Cmk,ω¯k .
Tomando n = max{nj,mk : j = 1, . . . ,m e k = 1, . . . , p}, podemos reescrever cada cilindro
Cnj ,ωj (respectivamente Cmk,ω¯k) como unia˜o de seus sub-cilindros de ordem n, ou seja, temos
m′⊔
j=1
Cn,ω′j =
m⊔
j=1
Cnj ,ωj = A =
p⊔
k=1
Cmk,ω¯k =
p′⊔
k=1
Cn,ω¯′k . (3.5)
Podemos supor sem perda de generalidade que m′ ≤ p′. Assim, para cada j ∈ {1, . . . ,m′}, de
(3.5) segue que existe um u´nico k ∈ {1, . . . , p′} tal que
Cn,ω′j =
p′⊔
k=1
(Cn,ω′j ∩ Cn,ω¯′k) = Cn,ω¯′k , (3.6)
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o que implica que m′ = p′. Da definic¸a˜o de µ, por um lado temos que µ(A) =
∑m
j=1F (Cnj ,ωj),
por outro lado temos que µ(A) =
∑p
k=1F (Cmk,ω¯k). De (3.4) temos que
m∑
j=1
F (Cnj ,ωj) =
m′∑
j=1
F (Cn,ω′j) e
p∑
k=1
F (Cmk,ω¯k) =
p′∑
k=1
F (Cn,ω¯′k).
De (3.6) e do fato de m′ = p′, conclu´ımos que
m′∑
j=1
F (Cn,ω′j) =
p′∑
k=1
F (Cn,ω¯′k).
Assim, segue que µ esta´ bem definida e por vacuidade define uma medida em A. Seja enta˜o
µ∗ ∈M (Ω) a extensa˜o de µ, a qual por construc¸a˜o verifica que Ev(µ∗) = (cn)n∈N.
(ii)- Consideremos duas medidas µ, ν ∈ M (Ω) tais que Ev(µ) = Ev(ν). Assim, temos que
µ(Cn,ω) = ν(Cn,ω) para todo Cn,ω ∈ C. Como todo elemento na˜o-vazio em A pode ser escrito
como unia˜o finita de cilindros em C dois a dois disjuntos, temos que µ coincide com ν em A.
Enta˜o, pelo Teorema de Extensa˜o de Kolmogorov, segue que µ = ν.
(iii)- Para todo k ∈ {1, . . . , d}, n ∈ N e ω′ ∈ SRkn , consideremos os cilindros
Ckn,ω′ = {ω ∈ Ω : ωRkn = ω′} e Ckn,ω′◦tkn = {ω ∈ Ω : ωLkn = ω′ ◦ tkn}.
Para cada ω ∈ Ω, observe que (ω− e¯k)Rkn = ω′ se, e somente se, ωLkn = ω′ ◦ tkn, donde segue que
Ck
n,ω′◦tkn = C
k
n,ω′ + e¯k. Para cada µ ∈MΘ(Ω), temos que∑
ω∈S∆n : ω
Lkn
=ω′◦tkn
µ(Cn,ω) = µ(C
k
n,ω′◦tkn) = µ(C
k
n,ω′ + e¯k) = µ(C
k
n,ω′)
=
∑
ω∈S∆n : ω
Rkn
=ω′
µ(Cn,ω).
Da´ı segue que Ev(µ) ∈ lim
←pn∗
H+d (∆n;R). Reciprocamente, dada qualquer sequeˆncia (cn)n∈N em
lim
←(pn)∗
H+d (∆n;R), seja F : C −→ [0,+∞) a func¸a˜o tal que
cn =
∑
ω∈S∆n
F (Cn,ω)Cn,ω para todo n ∈ N.
Para cada n ∈ N, os coeficientes de cn satisfazem as regras de Kirchoff de ordem n. Enta˜o,
para todo ω′ ∈ S∆n e k ∈ {1, . . . , d}, temos que∑
ω∈S∆n : ω
Rkn
=ω′
F (Cn,ω) =
∑
ω∈S∆n : ω
Lkn
=ω′◦tkn
F (Cn,ω). (3.7)
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Definimos a func¸a˜o µ : A −→ [0,+∞) pondo
µ(A) :=
{
0 se A = ∅,∑n
k=1F (Ak) se A =
⊔n
k=1Ak, n ∈ N.
Pelo item (i) temos que µ esta´ bem definida e ale´m disso define uma medida em A. Para cada
n ∈ N, de (3.7) temos que
µ(Ckn,ω′) = µ(C
k
n,ω′ + e¯k) para todo ω
′ ∈ SRkn , k = 1, . . . , d (3.8)
e
µ(Ckn,ω′◦tkn) = µ(C
k
n,ω′◦tkn − e¯k) para todo ω′ ∈ SR
k
n , k = 1, . . . , d. (3.9)
Dados Cn,ω ∈ C e k ∈ {1, . . . , d}, tomemos m ∈ N tal que ∆n ⊂ Rkm ∩ Lkm. Enta˜o, podemos
considerar Cn,ω escrito como⊔
ω′∈SRkm : (ω′◦tkm)∆n=ω
Ckm,ω′◦tkm = Cn,ω =
⊔
ω′∈SRkm : ω′∆n=ω
Ckm,ω′ ,
donde segue que
Cn,ω − e¯k =
⊔
ω′∈SRkm : (ω′◦tkm)∆n=ω
(Ckm,ω′◦tkm − e¯k) e Cn,ω + e¯k =
⊔
ω′∈SRkm : ω′∆n=ω
(Ckm,ω′ + e¯k).
De (3.8) e (3.9) segue que µ(Cn,ω − e¯k) = µ(Cn,ω) = µ(Cn,ω + e¯k). Tanto Cn,ω − e¯k quanto
Cn,ω + e¯k podem ser escritos como unia˜o de cilindros em C dois a dois disjuntos. Aplicando o
mesmo racioc´ınio acima, temos que µ(Cn,ω ± e¯k1 ± e¯k2 ± · · · ± e¯kj) = µ(Cn,ω). De modo geral,
conclu´ımos que µ(Cn,ω + m¯) = µ(Cn,ω) para todo m¯ ∈ Zd. Seja µ∗ ∈ M (Ω) a extensa˜o de µ.
Para cada m¯ ∈ Zd, definimos a medida νm¯ ∈ M (Ω) pondo νm¯(A) = µ∗(A + m¯) para todo
A ∈ B(Ω) e observamos que
µ∗(A) = µ(A) = µ(A+ m¯) = µ∗(A+ m¯) = νm¯(A) para todo A ∈ C, m¯ ∈ Zd.
Segue pelo item (ii) que µ∗(A) = νm¯(A) para todo A ∈ B(Ω), m¯ ∈ Zd. Assim, temos que
µ∗ ∈MΘ(Ω) e por construc¸a˜o esta verifica Ev(µ∗) = (cn)n∈N.
(iv)- Como toda medida finita na˜o-nula e´ obtida de uma medida de probabilidade pela multi-
plicac¸a˜o de um nu´mero real positivo, de (iii) imediatamente temos (iv). 
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3.3 Limites Indutivos e Potenciais
Para cada n ∈ N, consideramos os espac¸os vetoriais duais C∗d(∆n;R) (respectivamente
H∗d(∆n;R)) de formas lineares sobre Cd(∆n;R) (respectivamente Hd(∆n;R)) e a aplicac¸a˜o linear
(pn)
∗ : C∗d(∆n;R) −→ C∗d(∆n+1;R)
dada por
(pn)
∗(τ) = τ ◦ (pn)∗ para todo τ ∈ C∗d(∆n;R).
Definic¸a˜o 3.4 Para cada n ∈ N, definimos os limites indutivos pondo
lim
→(pn)∗
C∗d(∆n;R) =
⋃
j∈N
{
(τn)n≥j ∈
∏
n≥j
C∗d(∆n;R), onde (pn)∗(τn) = τn+1, ∀n ≥ j
}
,
lim
→(pn)∗
H∗d(∆n;R) =
⋃
j∈N
{
(τn)n≥j ∈
∏
n≥j
H∗d(∆n;R), onde (pn)∗(τn) = τn+1, ∀n ≥ j
}
.
Consideremos um potencial Φ ∈ BΘ,∞ com alcance R > 0 e denotemos por n0(Φ) o menor
inteiro n tal que o tamanho l(n) do cubo ∆n e´ maior que R− 1, ver Figura 3.1.
l(3)∆3
R - 1
∆2
∆1 l(1)
l(2)
Figura 3.1: d = 2 e n0(Φ) = 2
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Para cada B 3 0 tal que diam(B) ≤ R, temos que B ⊂ ∆n para todo n ≥ n0(Φ). Como ΦB = 0
para todo B ∈ F que verifica diam(B) > R, enta˜o, para cada ω ∈ S∆n e n ≥ n0(Φ), temos que
fΦ =
∑
B30 |B|−1ΦB restrita a Cn,ω e´ constante. Denotamos essas constantes por fn,ωΦ . Assim,
para cada n ≥ n0(Φ), o potencial Φ define uma forma linear Ev∗n(Φ) : Cd(∆n;R) −→ R dada
por
Ev∗n(Φ)
( ∑
ω∈S∆n
αn,ωCn,ω
)
=
∑
ω∈S∆n
αn,ωf
n,ω
Φ para todo αn,ω ∈ R.
Observemos que
(pn)
∗(Ev∗n(Φ))
 ∑
ω∈S∆n+1
αn+1,ωCn+1,ω
 = Ev∗n(Φ)
(pn)∗
 ∑
ω∈S∆n+1
αn+1,ωCn+1,ω

= Ev∗n(Φ)
 ∑
ω∈S∆n+1
αn+1,ωCn,ω◦in

=
∑
ω∈S∆n+1
αn+1,ωf
n,ω◦in
Φ .
Como Cn+1,ω ⊂ Cn,ω◦in para todo ω ∈ S∆n+1 , temos que fn+1,ωΦ = fn,ω◦inΦ para todo ω ∈ S∆n+1 .
Da´ı segue que
∑
ω∈S∆n+1
αn+1,ωf
n,ω◦in
Φ =
∑
ω∈S∆n+1
αn+1,ωf
n+1,ω
Φ = Ev
∗
n+1(Φ)
 ∑
ω∈S∆n+1
αn+1,ωCn+1,ω
 .
Logo, conclu´ımos que (Ev∗n(Φ))n≥n0(Φ) ∈ lim→(pn)∗C
∗
d(∆n;R). Finalmente, podemos definir a
aplicac¸a˜o linear Ev∗ : BΘ,∞ −→ lim→(pn)∗C
∗
d(∆n;R) por
Ev∗(Φ) := (Ev∗n(Φ))n≥n0(Φ) para todo Φ ∈ BΘ,∞.
Seja (µ,Φ) ∈ M (Ω) ×BΘ,∞. Para cada n ≥ n0(Φ), observamos que fΦ =
∑
ω∈S∆n f
n,ω
Φ χn,ω,
donde segue que
Ev∗n(Φ)(Evn(µ)) = Ev
∗
n(Φ)
( ∑
ω∈S∆n
µ(Cn,ω)Cn,ω
)
=
∑
ω∈S∆n
µ(Cn,ω)f
n,ω
Φ = 〈µ,Φ〉.
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Cap´ıtulo 4
Shifts de Tipo Finito e Noc¸o˜es de
Ladrilhamentos
Neste cap´ıtulo, fornecemos outra caracterizac¸a˜o para entropia topolo´gica e introduzimos o
conceito de shift de tipo finito. Mostramos que qualquer shift de tipo finito unicamente ergo´dico
completo tem entropia topolo´gica nula. Ale´m disso, definimos ladrilhamento e enunciamos
algumas de suas propriedades.
4.1 Shifts de Tipo Finito
Definic¸a˜o 4.1 Dizemos que um conjunto fechado e invariante por translac¸a˜o X em Ω e´ um
shift de tipo finito (STF) se existe um conjunto F ∈ F e um subconjunto P ⊂ SF tal que
X = Σ(F, P ) :=
{
ω ∈ Ω : (ω + m¯)F ∈ P, ∀ m¯ ∈ Zd
}
.
Exemplo 4.1 Seja S = {1, . . . , k}. Podemos interpretar S como um conjunto de cores e
considerar X = Xk ⊂ SZd consistindo de todas as configurac¸o˜es em que pontos adjacentes do
reticulado teˆm cores diferentes. Claramente, X e´ um STF, sendo conhecido por “tabuleiro de
xadrez” quando d = 2, ver [19] para mais detalhes.
Ladrilhamentos tambe´m fornecem exemplos de STF’s, ver, neste sentido, o Teorema 4.3.
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Tomando S = {1, . . . , k}, recordamos que no caso unidimensional X ⊂ SZ e´ um STF se
existe uma matriz de transic¸a˜o quadrada A de ordem k com entradas 0 ou 1 tal que
X = XA :=
{
x = (xn)n∈Z ∈ SZ : A(xn, xn+1) = 1, n ∈ Z
}
.
Proposic¸a˜o 4.1 Seja {∆n}n∈N uma sequeˆncia crescente de cubos cuja unia˜o e´ Zd. Para qual-
quer STF X na˜o-vazio e propriamente contido em Ω, existe n0 ∈ N tal que
Evn(PΘ(X)) ⊂ ∂C+,1d (∆n;R) para todo n ≥ n0.
Reciprocamente, para qualquer medida µ ∈PΘ(Ω) tal que Evn(µ) ∈ ∂C+,1d (∆n;R) para algum
n ∈ N, existe Xµ um STF na˜o-vazio e propriamente contido em Ω tal que µ ∈PΘ(Xµ).
Prova. Consideremos um STF X, um conjunto F ∈ F e um subconjunto P ⊂ SF tais que
X = Σ(F, P ). Fixemos n0 ∈ N tal que F ⊂ ∆n0 . Para cada n ≥ n0, definimos o subconjunto
Pn := {ω ∈ S∆n : ωF ∈ P}, o qual claramente verifica Σ(F, P ) = Σ(∆n, Pn). Dado ω ∈ S∆n ,
observemos que se Cn,ω ∩X 6= ∅, enta˜o ω ∈ Pn. Para cada medida µ ∈PΘ(X), temos que
Evn(µ) =
∑
ω∈S∆n
µ(Cn,ω ∩X)Cn,ω =
∑
ω∈Pn
µ(Cn,ω ∩X)Cn,ω.
Como X esta´ contido propriamente em Ω, existe ω′ ∈ Ω tal que ω′∆n 6∈ Pn, o que implica que
Evn(µ) pertence a` face F
ω′∆n
n ⊂ ∂C+,1d (∆n;R).
Reciprocamente, consideremos uma medida µ ∈ PΘ(Ω) tal que Evn(µ) ∈ ∂C+,1d (∆n;R) para
algum n ∈ N. Definimos Pn := {ω ∈ S∆n , onde µ(Cn,ω) > 0} e tomamos Xµ = Σ(∆n, Pn).
De Evn(µ) ∈ ∂C+,1d (∆n;R), existe ω′ ∈ S∆n tal que Evn(µ) ∈ F ω
′
n , o que implica µ(Cn,ω′) = 0.
Da´ı segue que Xµ esta´ contido propriamente em Ω. Para mostrarmos que Xµ 6= ∅ e que
µ ∈ PΘ(Xµ), observe que supp(µ) ⊂ Ω e´ um conjunto invariante por translac¸a˜o. Assim, se
ω ∈ supp(µ), enta˜o ω + m¯ ∈ supp(µ) para todo m¯ ∈ Zd, donde segue que (ω + m¯)∆n ∈ Pn
para todo m¯ ∈ Zd. Portanto, mostramos que Xµ 6= ∅ e que supp(µ) ⊂ Xµ, o que implica que
µ ∈PΘ(Xµ). 
Definic¸a˜o 4.2 Seja X um STF. Dizemos que X e´ um STF unicamente ergo´dico se X e´ um
conjunto unicamente ergo´dico.
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Sejam {∆n}n∈N uma sequeˆncia crescente de cubos cuja a unia˜o e´ Zd e X = Σ(F, P ) um
STF. Denotamos por n0(F, P ) o menor inteiro positivo n tal que F ⊂ ∆n. Assim, para cada
n ≥ n0(F, P ), definimos
Nn(X) = inf
{|Pn| : Pn ⊂ S∆n e X = Σ(∆n, Pn)} .
Proposic¸a˜o 4.2 Sejam {∆n}n∈N uma sequeˆncia crescente de cubos centrados em zero tal que⋃
n∈N ∆n = Zd e X = Σ(F, P ) um STF unicamente ergo´dico. Supondo que cada cubo ∆n possui
tamanho ln, enta˜o
htop((X,Θ)) = lim sup
n→+∞
1
(2ln + 1)d
logNn(X).
Prova. Tomemos n0 = n0(F, P ) e consideremos α = {C∆n0 ,ω ∈ Cn0 : ω ∈ Pn0} cobertura aberta
de X = Σ(∆n0 , Pn0) com |Pn0| = Nn0(X). Dado  > 0, existe m0 ∈ N tal que∑
m¯∈Zd \Λm
2−‖m¯‖ <  para todo m ≥ m0, (4.1)
onde Λm = Zd∩
∏d
i=1[−m,m]. O refinamento comum αΛm0 e´ constitu´ıdo por cilindros CΛln0+m0 ,ω,
onde ω ∈ SΛln0+m0 . Segue de (4.1) que sup{diam(A) : A ∈ αΛm0} < . Para cada n > n0, existe
mn ∈ N tal que ln0 + mn = ln, o que permite considerar o refinamento comum αΛmn como
sendo uma famı´lia de cilindros C∆n,ω, onde ω ∈ S∆n . Fixado n > n0, tomamos Pn ⊂ S∆n tal
que |Pn| = Nn(X) com X = Σ(∆n, Pn). Considerando β = {C∆n,ω ∈ Cn : ω ∈ Pn} cobertura
aberta de X e β′ = {C∆n,ω1 , . . . , C∆n,ωk} ⊂ αΛmn uma subcobertura com cardinalidade mı´nima
k = N(αΛmn ), temos que β = β′, pois tanto β quanto β′ cobrem X, C∆n,ω ∩X 6= ∅ para todo
ω ∈ Pn, C∆n,ωi ∩ X 6= ∅ para todo i = 1, . . . , k e dois cilindros sobre o mesmo cubo ou sa˜o
disjuntos ou sa˜o iguais. Da´ı segue que N(αΛmn ) = |β′| = |β| = Nn(X). Pela Proposic¸a˜o 1.8,
conclu´ımos que
htop((X,Θ)) = lim sup
m→∞
1
λm
logN(αΛm) = lim sup
n→∞
1
λmn
logN(αΛmn )
= lim sup
n→∞
1
(2ln + 1)d
logNn(X).

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Definic¸a˜o 4.3 Sejam X um STF unicamente ergo´dico e µ ∈ PΘ(Ω) a medida cujo suporte
esta´ em X. Dizemos que X e´ um STF unicamente ergo´dico completo se supp(µ) = X.
Teorema 4.1 Sejam {∆n}n∈N uma sequeˆncia crescente de cubos centrados em zero tal que⋃
n∈N ∆n = Zd e X = Σ(F, P ) um STF unicamente ergo´dico completo. Supondo que cada cubo
∆n possui tamanho ln, enta˜o
lim sup
n→+∞
Nn(X)
|S|22d+1d!ln0 ld−1n
≤ 1,
onde n0 = n0(F, P ). Em particular, X tem entropia topolo´gica nula.
Prova. Para cada n ∈ N, lembremos que ∆n = Zd ∩
∏d
i=1[−ln, ln]. Para qualquer n > n0 tal
que ln > 2ln0 + 1, definimos
∂n0∆n := Zd ∩
(
d∏
i=1
[−ln, ln] \
d∏
i=1
[−ln + 2ln0 + 1, ln − 2ln0 − 1]
)
. (4.2)
Se assumirmos que lim sup
n→+∞
Nn(X)
|S|22d+1d!ln0 ld−1n
> 1, existe n1 > n0 tal que Nn1(X) > |S|22d+1d!ln0 l
d−1
n1 .
Observamos que
|∂n0∆n1| ≤ 2d(2ln0 + 1)(2ln1 + 1)d−1 ≤ 2d(2ln0 + 1)
(
d−1∑
i=0
(
d− 1
i
)
(2ln1)
d−1−i
)
≤ 2d(2ln0 + 1)d!(2ln1)d−1
≤ 22d+1d!ln0ld−1n1 .
Enta˜o, temos
|S∂n0∆n1 | ≤ |S|22d+1d!ln0 ld−1n1 < Nn1(X).
Tomando Pn1 ⊂ S∆n1 tal que X = Σ(∆n1 , Pn1) e |Pn1 | = Nn1(X), existem ao menos duas
configurac¸o˜es ω¯, ω¯′ ∈ Pn1 que coincidem quando restritas a ∂n0∆n1 . Ale´m disso, com relac¸a˜o a`
medida µ ∈PΘ(Ω) cujo suporte esta´ em X, possuem medida estritamente positiva os cilindros
Cn1,ω¯ = C∆n1 ,ω¯, Cn1,ω¯′ = C∆n1 ,ω¯′ ∈ Cn1 . Considerando a func¸a˜o indicadora χn1,ω¯ ∈ C (X), o
Lema 1.3 garante que a sequeˆncia de func¸o˜es (Ajχn1,ω¯(ω))j∈N converge uniformemente para a
func¸a˜o constante µ(Cn1,ω¯ ∩X) = µ(Cn1,ω¯). Dado 0 <  < µ(Cn1,ω¯), pelo Teorema de Birkhoff,
existe j0 ∈ N tal que
1
λj
∑
n¯∈Λj
χn1,ω¯(ω + n¯) > µ(Cn1,ω¯)−  > 0 para todo j ≥ j0, ω ∈ X. (4.3)
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Para cada k ∈ N, consideramos
∆˜k = Zd ∩
d∏
i=1
[−ln1 − k(2ln1 + 1), ln1 + k(2ln1 + 1)].
Tomando k0 ∈ N tal que Λj0 ⊂ ∆˜k0 , de (4.3) temos que
∀ω ∈ X, ∃n¯ ∈ ∆˜k0 | ω + n¯ ∈ Cn1,ω¯. (4.4)
Tomando K0 = ln1 + (k0 + 1)(2ln1 + 1), para cada l ∈ N, consideramos
∆̂l = Zd ∩
d∏
i=1
[−K0 − l(2K0 + 1), K0 + l(2K0 + 1)].
Fixado l ∈ N, observe que |∆̂l| = (2l + 1)d [2ln1 + 2(k0 + 1)(2ln1 + 1) + 1]d = (2l + 1)d|∆˜k0+1|,
ou seja, ∆̂l pode ser escrito como a unia˜o de (2l + 1)
d co´pias transladadas disjuntas de ∆˜k0+1.
Sejam m¯1, . . . , m¯(2l+1)d ∈ ∆̂l os respectivos centros de tais co´pias transladadas. Fixada uma
configurac¸a˜o ω ∈ X, segue de (4.4) que existem n¯1(ω) − m¯1, . . . , n¯(2l+1)d(ω) − m¯(2l+1)d ∈ ∆˜k0
tais que
(ω + m¯i) + (n¯
i(ω)− m¯i) = ω + n¯i(ω) ∈ Cn1,ω¯ para todo i = 1, . . . , (2l + 1)d. (4.5)
Note que a diferenc¸a entre os lados dos cubos ∆˜k0+1 e ∆˜k0 e´ dada por K0− ln1− k0(2ln1 + 1) =
2ln1 + 1, a qual e´ maior que o lado de ∆n1 . Da´ı segue que ∆
i
n1
(ω) := ∆n1 + n¯
i(ω) ⊂ ∆˜k0+1 + m¯i,
onde i = 1, . . . , (2l + 1)d. Finalmente, definimos
η =
{
ηn¯ = ω¯
′(n¯− n¯i(ω)) se n¯ ∈ ∆in1(ω), onde i = 1, . . . , (2l + 1)d,
ηn¯ = ωn¯ caso contra´rio.
Na Figura 4.1, os quadrados cinzas representam co´pias transladadas de ∆˜k0+1, os quadra-
dos azuis, co´pias transladadas de ∆˜k0 , os quadrados pretos, co´pias transladadas de ∆n1 e os
retaˆngulos vermelhos, co´pias transladadas de Zd ∩∏di=1[−ln1 + 2ln0 + 1, ln1 − 2ln0 − 1]. Efeti-
vamente, a configurac¸a˜o η difere da configurac¸a˜o ω apenas nos retaˆngulos vermelhos. Seja
Pn0 ⊂ S∆n0 tal que X = Σ(∆n0 , Pn0). Mostraremos que η ∈ X = Σ(∆n0 , Pn0). Como
ω¯, ω¯′ ∈ Pn1 coincidem quando restritas a ∂n0∆n1 , segue de (4.5) que η e ω coincidem quando
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Figura 4.1: Representac¸a˜o da configurac¸a˜o η com d = 2
restritas a ∂n0∆n1 + n¯
i(ω), com i = 1, . . . , (2l+ 1)d. Assim, temos que η e ω coincidem quando
restritas a
Zd \
(2l+1)d⊔
i=1
(
Zd ∩
d∏
j=1
[−ln1 + 2ln0 + 1, ln1 − 2ln0 − 1]
)
+ n¯i(ω).
Portanto, se m¯ ∈ Zd e´ tal que
(∆n0 + m¯) ∩
(2l+1)d⊔
i=1
(
Zd ∩
d∏
j=1
[−ln1 + 2ln0 + 1, ln1 − 2ln0 − 1]
)
+ n¯i(ω)
 = ∅,
enta˜o (η+ m¯)∆n0 = (ω+ m¯)∆n0 ∈ Pn0 . Por outro lado, se a intersec¸a˜o acima e´ na˜o-vazia, como
a diferenc¸a entre os lados dos cubos em (4.2) e´ dada por ln1 − (ln1 − 2ln0 − 1) = 2ln0 + 1, segue
que ∆n0 + m¯ ⊂ ∆in1(ω) para algum i = 1, . . . , (2l + 1)d. Logo, pela definic¸a˜o de Pn1 ⊂ S∆n1 ,
existe ω′ ∈ X tal que (ω′ + n¯i(ω))∆n1 = ω¯′ = (η + n¯i(ω))∆n1 , o que implica imediatamente que
(η+ m¯)∆n0 = (ω
′+ m¯)∆n0 ∈ Pn0 . Como m¯ ∈ Zd e´ arbitra´rio, segue que η ∈ X. Por construc¸a˜o,
temos que
lim
j→+∞
1
λj
∑
n¯∈Λj
χn1,ω¯(η + n¯) ≤ µ(Cn1,ω¯)−
1
(2K0 + 1)d
,
o que e´ uma contradic¸a˜o. Portanto, devemos ter
lim sup
n→+∞
Nn(X)
|S|22d+1d!ln0 ld−1n
≤ 1.
Em particular, existe N ∈ N tal que
Nn(X) ≤ 2|S|22d+1d!ln0 ld−1n para todo n ≥ N.
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Pela Proposic¸a˜o 4.2, temos
0 ≤ htop((X,Θ)) ≤ lim
n→+∞
22d+1d!ln0l
d−1
n log |S|+ log 2
(2ln + 1)d
= 0,
donde segue que htop((X,Θ)) = 0. 
Definic¸a˜o 4.4 Seja d = 2. Para n1, n2 ∈ N, consideremos ∆n1,n2 := Z2 ∩ [1, n1]× [1, n2]. Para
cada ω ∈ Ω e quaisquer n1, n2 ∈ N, definimos
N(ω, n1, n2) :=
∣∣{(ω + m¯)∆n1,n2 ∈ S∆n1,n2 : m¯ ∈ Z2}∣∣ .
Em poucos termos, N(ω, n1, n2) denota o nu´mero de configurac¸o˜es em S∆n1,n2 que visita a
o´rbita de ω. O pro´ximo teorema e´ um resultado recente provado por A. Quas e L. Zamboni,
uma demonstrac¸a˜o do mesmo pode ser encontrada em [14].
Teorema 4.2 Seja d = 2. Se a o´rbita de ω ∈ Ω na˜o e´ perio´dica, enta˜o
N(ω, n1, n2) >
n1n2
16
para quaisquer n1, n2 ∈ N.
Para d = 2, a proposic¸a˜o a seguir fornece uma indicac¸a˜o sobre as dimenso˜es dos subespac¸os
contidos nas faces de ∂C+,12 (∆n;R), onde esta˜o localizadas as medidas invariantes por translac¸a˜o
de shifts de tipo finito unicamente ergo´dicos completos.
Proposic¸a˜o 4.3 Sejam d = 2, {∆n}n∈N uma sequeˆncia crescente de cubos centrados em zero
tal que
⋃
n∈N ∆n = Z2 e X = Σ(F, P ) um STF unicamente ergo´dico completo que na˜o se reduz
a uma o´rbita perio´dica. Supondo que cada cubo ∆n possui tamanho ln, existe N ∈ N tal que
(2ln + 1)
2
16
< Nn(X) ≤ 2|S|26ln0 ln para todo n ≥ N,
onde n0 = n0(F, P ).
Prova. Pelo Teorema 4.1, existe N ∈ N tal que a estimativa a` direita se verifica. Para mostrar-
mos a estimativa a` esquerda, para cada n ≥ N , tomamos n1 = n2 = 2ln + 1 e consideramos
uma configurac¸a˜o ω ∈ X cuja o´rbita na˜o e´ perio´dica. Como ∆n1,n2 = ∆n + (ln + 1, ln + 1),
temos
N(ω, n1, n2) =
∣∣{(ω + (ln + 1, ln + 1) + m¯)∆n ∈ S∆n : m¯ ∈ Z2}∣∣ ≤ Nn(X). (4.6)
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Pelo Teorema 4.2 e de (4.6), temos
(2ln + 1)
2
16
< Nn(X) para todo n ≥ N,
o que prova o teorema. 
4.2 Noc¸o˜es de Ladrilhamentos
Seja Rd o espac¸o euclidiano d-dimensional equipado com uma base ortonormal B. Sejam
p ⊂ Rd um poliedro e s ∈ S um s´ımbolo. O par ordenado (p, s) denota o poliedro p marcado
por s ∈ S. Dizemos que s ∈ S e´ a marca de (p, s), o qual denotamos apenas por p.
Definic¸a˜o 4.5 Dizemos que um poliedro marcado por uma letra em S e´ uma prototelha.
Definic¸a˜o 4.6 Seja P = {p1, . . . , pn} um conjunto finito de prototelhas. Um conjunto de
poliedros {ti : i ∈ Z} marcados com letras em S e´ um ladrilhamento de Rd atrave´s de P se:
(i)
⋃
i∈Z ti = Rd;
(ii) Int(ti) ∩ Int(tj) = ∅ se, e somente se, i 6= j;
(iii) se ti ∩ tj 6= ∅ e i 6= j, enta˜o ti e tj compartilham uma face d− 1-dimensional;
(iv) para todo i ∈ Z, existem j(i) ∈ {1, . . . , n} e ui ∈ Rd tais que ti = pj(i) + ui e a marca de
ti coincide com a marca de pj(i).
Os poliedros ti sa˜o chamados telhas. Observe que Rd na˜o pode ser ladrilhado por um
conjunto finito de telhas e que obstruc¸o˜es para realizar um ladrilhamento sa˜o devidas exclusi-
vamente a` geometria do poliedro, na˜o de sua marca.
Seja P = {p1, . . . , pn} um conjunto finito de prototelhas do qual e´ poss´ıvel construir um
ladrilhamento de Rd. Denotamos por T (P) o conjunto de todos os ladrilhamentos de Rd
atrave´s de P . O grupo Rd opera naturalmente sobre T (P) pela ac¸a˜o Θ¯ = (Θ¯u : u ∈ Rd), onde
Θ¯u : T (P) −→ T (P) e´ a aplicac¸a˜o translac¸a˜o sobre T (P), ou seja, Θ¯u(T ) = T ′ onde T ′ e´ obtido
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pela translac¸a˜o de todos os poliedros em T pelo vetor u ∈ Rd. Por convenieˆncia, escrevemos
T ′ = T + u.
Denotamos por B(0) a bola aberta com raio  > 0 centrada em 0 ∈ Rd. Dados T, T ′ ∈ T (P)
e u ∈ Rd, (T + u) ∩B 1

(0) = T ′ ∩B 1

(0) significa que T + u e T ′ coincidem em B 1

(0).
Lema 4.1 Para T, T ′ ∈ T (P), definimos
%(T, T ′) := inf
{
{1} ∪
{
 ∈ (0, 1) : existe u ∈ B(0) com (T + u) ∩B 1

(0) = T ′ ∩B 1

(0)
}}
.
Enta˜o % define uma me´trica.
Prova. Provaremos somente a desigualdade triangular. Sem perda de generalidade, suponhamos
que 0 < %(T, T ′) = a′ ≤ b′ = %(T ′, T ′′) com a′ + b′ < 1. Para 0 <  < 1 − (a′ + b′), existem
a, b ∈ (0, 1), u ∈ Ba(0) e v ∈ Bb(0) tais que
a′ +

2
> a com (T + u) ∩B 1
a
(0) = T ′ ∩B 1
a
(0) (4.7)
e
b′ +

2
> b com T ′ ∩B 1
b
(0) = (T ′′ − v) ∩B 1
b
(0). (4.8)
Tomando c = a+ b, temos que 0 < c < 1 com B 1
c
(0) ⊂ (B 1
b
(0)∩B 1
a
(0)). Como caso particular
de (4.7) e (4.8), temos que w = u + v ∈ Bc(0) com (T + w) ∩ B 1
c
(0) = T ′′ ∩ B 1
c
(0). Da´ı segue
que %(T, T ′′) ≤ c = %(T, T ′) + %(T ′, T ′′) + . Como  e´ arbitrariamente pequeno, conclu´ımos a
demonstrac¸a˜o. 
Munido com a topologia induzida pela me´trica %, segue que T (P) e´ um espac¸o topolo´gico
compacto e as ac¸o˜es Θ¯u sa˜o cont´ınuas, ver [15] para mais detalhes.
Denotamos por T0(P) o conjunto de todos os ladrilhamentos T = {ti : i ∈ Z} ∈ T (P)
tal que 0 ∈ Rd e´ o baricentro de alguma telha ti ∈ T . Frequentemente, T0(P) e´ chamado de
transversal canoˆnica do espac¸o dos ladrilhamentos, sendo um conjunto totalmente desconexo,
ver [15]. Observamos que se PS e´ uma colec¸a˜o de cubos unita´rios marcados por letras em S
com |PS | = |S|, de forma que as faces sa˜o paralelas aos vetores da base ortonormal B, enta˜o
T0(P) claramente e´ homeomorfo a Ω = SZd .
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Definic¸a˜o 4.7 Uma prototelha de Wang e´ um quadrado unita´rio cuja as arestas sa˜o coloridas
e paralelas aos vetores da base canoˆnica em R2. O conjunto de cores que colore as arestas do
quadrado unita´rio pode ser vista como sendo sua marca. Com isto, S e´ o conjunto de qua´druplas
de cores, ficando subentendida uma certa ordem de colorac¸a˜o.
SejaW uma colec¸a˜o finita de prototelhas de Wang distintas. Denotamos por TW ⊂ T (W) o
subconjunto dos ladrilhamentos de R2 atrave´s deW tal que qualquer par de arestas adjacentes
tem mesma cor. Chamamos TW de espac¸o dos ladrilhamentos de Wang. Todo ladrilhamento
T ∈ TW pode ser transladado por um vetor uT ∈ R2 de forma que cada prototelha de Wang
esteja centrada sobre um ponto do reticulado Z2, permitindo assim associar ao ladrilhamento
T ∈ TW um elemento em WZ2 .
Definic¸a˜o 4.8 Dado T ∈ TW , consideramos XW,T ⊂ WZ2 como sendo a o´rbita do ladrilhamento
T + uT ∈ WZ2.
O pro´ximo resultado e´ uma u´til observac¸a˜o feita por K. Schmidt. Uma demonstrac¸a˜o pode
ser encontrada, por exemplo, em [19].
Teorema 4.3 Para qualquer colec¸a˜o finita W de prototelhas de Wang distintas e qualquer
ladrilhamento T ∈ TW , temos que XW,T e´ um shift de tipo finito em WZ2.
Conclu´ımos o cap´ıtulo descrevendo ladrilhamentos de Penrose com regras locais, o qual e´
um ladrilhamento constru´ıdo com um conjunto de quarenta triaˆngulos distintos (prototelhas
de Penrose distintas). Para formar este conjunto, consideramos apenas dois triaˆngulos que sa˜o
decorados com setas sobre suas arestas e sa˜o rotacionados por todas as rotac¸o˜es com aˆngulo
mu´ltiplo de pi
5
. Estes triaˆngulos fundamentais sa˜o mostrados na Figura 4.2.
Figura 4.2: Prototelhas de Penrose
O pro´ximo teorema e´ um resultado u´til, uma demonstrac¸a˜o do mesmo podendo ser encon-
trada, por exemplo, em [16].
47
Teorema 4.4 Tomando T (Penrose) como sendo o espac¸o de todos os ladrilhamentos de Pen-
rose, temos que o sistema dinaˆmico (T (Penrose),R2) e´ minimal e unicamente ergo´dico. Ale´m
disso, (T (Penrose),R2) tem entropia nula.
O teorema enunciado acima indica que um ladrilhamento de Penrose, ver Figura 4.3, apre-
senta as propriedades fundamentais de um quase-cristal.
Figura 4.3: Ladrilhamento de Penrose
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Apeˆndice A
Prova do Teorema Ergo´dico de
Birkhoff para Zd-ac¸o˜es
Nesse apeˆndice, para convenieˆncia do leitor, apresentamos uma demonstrac¸a˜o do Teorema
Ergo´dico de Birkhoff para Zd-ac¸o˜es. Ressaltamos que este resultado se encontra registrado na
literatura, como, por exemplo, em [11].
Definic¸a˜o A.1 Um sistema dinaˆmico preservando medida e´ uma qua´drupla (X,A, µ, T ), onde
(X,A, µ) e´ um espac¸o de probabilidade e a ac¸a˜o T = (T g : g ∈ G) do semigrupo G = Zd+ ou do
grupo G = Zd satisfaz:
(i) T g : X −→ X e´ A-mensura´vel e µ(T−gA) = µ(A) para quaisquer A ∈ A, g ∈ G;
(ii) T 0 = IdX e T
g+g′ = T g ◦ T g′ para todos g, g′ ∈ G.
Uma func¸a˜o A-mensura´vel f : X −→ R e´ T -invariante mod µ se, para cada g ∈ G, temos
que f ◦ T g = f em µ-q.t.p. Definimos
Iµ(T ) := {A ∈ A : µ(T−gA4 A) = 0 para todo g ∈ G}
e
I(T ) := {A ∈ A : T−gA = A para todo g ∈ G}.
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Enta˜o Iµ(T ) = I(T ) mod µ, pois para cadaA ∈ Iµ(T ), temos queA′ =
⋃
g∈G
(⋂
h∈G T
−(g+h)A
)
pertence a I(T ) e µ(A4 A′) = 0.
Dizemos que A′ e´ uma sub-σ-a´lgebra de A se A′ e´ uma σ-a´lgebra e esta´ contida em A. E´
fa´cil verificar que I(T ) e Iµ(T ) sa˜o sub-σ-a´lgebras de A e que qualquer func¸a˜o A-mensura´vel
f e´ T -invariante mod µ se, e somente se, f e´ uma func¸a˜o Iµ(T )-mensura´vel.
Seja {e1, . . . , ed} a base canoˆnica do reticulado G. Para cada n ∈ N, definimos
Λn :=
{
g =
d∑
i=1
giei ∈ G : |gi| < n para todo i = 1, . . . , d
}
e λn := |Λn|.
Teorema A.1 (Teorema Ergo´dico de Birkhoff) Seja (X,A, µ, T ) um sistema dinaˆmico
preservando medida. Para cada func¸a˜o f ∈ L1(X,A, µ), o limite
f¯(x) = lim
n→+∞
1
λn
∑
g∈Λn
f(T gx) (A.1)
existe em µ-q.t.p. x ∈ X. Ale´m disso, a func¸a˜o f¯ e´ T -invariante mod µ e∫
A
f¯dµ =
∫
A
fdµ para todo A ∈ Iµ(T ). (A.2)
Observamos que (A.2) define f¯ em µ-q.t.p. no sentido abaixo descrito.
Definic¸a˜o A.2 Seja A′ uma sub-σ-a´lgebra de A. Para cada f ∈ L1(X,A, µ), existe uma
func¸a˜o A′-mensura´vel f˜ que e´ unicamente determinada mod µ pela seguinte propriedade:∫
A
fdµ =
∫
A
f˜dµ para todo A ∈ A′. (A.3)
A classe de equivaleˆncia mod µ da func¸a˜o f˜ e´ chamada esperanc¸a condicional e denotada por
Eµ[f | A′].
Faremos a demostrac¸a˜o do Teorema Ergo´dico de Birkhoff tomando G = Zd+, pois o caso em
que G = Zd se reduz ao caso G = Zd+. Com efeito, para cada σ = (σ1, . . . , σd) ∈ {−1, 1}d,
consideramos a ac¸a˜o Tσ = (T gσ : g =
∑d
i=1 giei ∈ Zd+), onde T gσ := T σ∗g com σ ∗g :=
∑d
i=1 σigiei.
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Mostraremos que todas as σ-a´lgebras Iµ(Tσ) sa˜o ideˆnticas e coincidem com Iµ(T ). De fato,
para A ∈ A e g ∈ Zd, observamos que
µ(T−gA4 A) = µ(T gA4 A). (A.4)
Trivialmente temos que Iµ(T ) ⊂
⋂
σ Iµ(Tσ). Para cada g ∈ Zd, existem σg ∈ {−1, 1}d e g˜ ∈ Zd+
tais que g = σg ∗ g˜. Dado A ∈
⋂
σ Iµ(Tσ), temos que
µ(T−gA4 A) = µ(T−σg∗g˜A4 A) = 0,
donde segue que A ∈ Iµ(T ). Logo, mostramos que Iµ(T ) =
⋂
σ Iµ(Tσ). Dados σ, σ′ ∈ {−1, 1}d,
mostraremos agora que Iµ(Tσ) = Iµ(Tσ′). Dados A ∈ Iµ(Tσ) e g =
∑d
i=1 giei ∈ Zd+, observamos
que
σ′ ∗ g =
d∑
i=1
σ′igiei =
d∑
i=1
σ′iσiσigiei =
d∑
i=1
(σ′iσi)σ ∗ giei.
Como σ′iσi ∈ {−1, 1} para todo i ∈ {1, . . . , d}, consideramos
g+ =
∑
i : σ′iσi=1
giei e g
− =
∑
i : σ′iσi=−1
giei.
Enta˜o σ′ ∗ g = σ ∗ g+ − σ ∗ g−, donde
µ(T−σ
′∗gA4 A) = µ(T−σ∗g++σ∗g−A4 A) = µ(T σ∗g−A4 T σ∗g+A). (A.5)
Segue de (A.4) que
µ(T σ∗g
+
A4 A) = 0 = µ(T σ∗g−A4 A). (A.6)
Usando propriedade da diferenc¸a sime´trica, temos que
µ(T σ∗g
−
A4 T σ∗g+A) ≤ µ(T σ∗g−A4 A) + µ(T σ∗g+A4 A) = 0,
o que por (A.5) implica A ∈ Iµ(Tσ′). Por simetria, temos que Iµ(Tσ′) ⊂ Iµ(Tσ), donde segue
que Iµ(Tσ) = Iµ(Tσ′). O fato que Iµ(T ) =
⋂
σ Iµ(Tσ) implica, enfim, Iµ(T ) = Iµ(Tσ).
Para cada n ∈ N, consideramos Λ+n := Zd+ ∩ Λn e λ+n := |Λ+n |. Supondo va´lido o Teorema
Ergo´dico de Birkhoff para a ac¸a˜o Tσ com σ ∈ {−1, 1}d, enta˜o para cada f ∈ L1(X,A, µ), o
limite
f¯σ(x) = lim
n→+∞
1
λ+n
∑
g∈Λ+n
f(T gσx)
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existe em µ-q.t.p. x ∈ X. Se fosse verdade que∑g∈Λn f◦T g = ∑σ∑g∈Λ+n f◦T gσ , imediatamente
ter´ıamos f¯ = 2−d
∑
σ f¯σ = Eµ[f | Iµ(T )] µ-q.t.p. Essa decomposic¸a˜o de Λn, pore´m, conte´m
elementos que sa˜o contados mais de uma vez. Com efeito, os elementos g =
∑d
i=1 giei ∈ Λn
com exatamente k ı´ndices i para os quais gi = 0 sa˜o contados 2
k vezes. Sendo assim, para cada
k ∈ {1, . . . , d}, tomamos
Ik :=
{
(i1, . . . , ik) ∈ {1, . . . , d}k : ij 6= i` se j 6= `
}
.
Para cada Ik = (i1, . . . , ik) ∈ Ik, consideramos
Λn,Ik :=
{
g =
d∑
i=1
giei ∈ Λ+n : gij = 0 para todo j = 1, . . . , k
}
.
Da´ı segue que
∑
g∈Λn
f ◦ T g =
∑
σ
∑
g∈Λ+n
f ◦ T gσ
− d∑
k=1
(2k − 1)
∑
σ
∑
Ik∈Ik
 ∑
g∈Λn,Ik
f ◦ T gσ
 ,
donde
1
λn
∑
g∈Λn
f ◦ T g =
(
n
2n− 1
)d∑
σ
 1
nd
∑
g∈Λ+n
f ◦ T gσ

−
d∑
k=1
(2k − 1)
∑
σ
∑
Ik∈Ik
nd−k
(2n− 1)d
 1
nd−k
∑
g∈Λn,Ik
f ◦ T gσ
 .
Para quaisquer k ∈ {1, . . . , d}, Ik ∈ Ik e σ ∈ {−1, 1}d, o Teorema de Birkhoff para Zd−k-ac¸o˜es
implica que o limite
lim
n→+∞
1
nd−k
∑
g∈Λn,Ik
f ◦ T gσ
existe µ-q.t.p. Enfim, temos que
f¯ = 2−d
∑
σ
f¯σ = Eµ[f | Iµ(T )] µ-q.t.p.,
pois limn→+∞ n
d−k
(2n+1)d
= 0 para todo k ∈ {1, . . . , d}.
Prova do Teorema Ergo´dico. Faremos a prova por induc¸a˜o na dimensa˜o do reticulado
G = Zd+. Para G = Z+, admitimos o teorema, o qual pode ser encontrado provado na maioria
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dos livros sobre teoria ergo´dica. Por hipo´tese de induc¸a˜o, suponhamos o teorema va´lido para
G = Zd−1+ com d > 1. Para uma func¸a˜o f ∈ L1(X,A, µ), definimos
Snf :=
∑
g∈Λ+n
f ◦ T g, Anf := 1
λ+n
Snf,
A−f := lim inf
n→+∞
Anf, A
+f := lim sup
n→+∞
Anf.
Como f = f+ − f−, podemos supor sem perda de generalidade f ≥ 0.
Passo 1 : Para cada i ∈ {1, . . . , d}, temos que
Anf ◦ T ei = 1
λ+n
∑
g∈Λ+n+ei
f ◦ T g = Anf − 1
nd
∑
g∈Λ+n \(Λ+n+ei)
f ◦ T g + 1
nd
∑
g∈(Λ+n+ei) \Λ+n
f ◦ T g
≥ Anf − 1
n
 1
nd−1
∑
g∈Λ+n \(Λ+n+ei)
f ◦ T g
.
Se d = 1, o termo dentro dos pareˆnteses e´ igual a f . Caso d > 1, podemos aplicar nesse termo
o teorema ergo´dico com G = Zd−1+ . Em qualquer caso, temos
A+f ◦ T ei = lim sup
n→+∞
Anf ◦ T ei ≥ lim sup
n→+∞
Anf = A
+f µ-q.t.p.
Por outro lado, temos que
Snf ◦ T ei =
∑
g∈Λ+n+ei
f ◦ T g =
∑
g∈Λ+n+1
f ◦ T g −
∑
g∈Λ+n+1 \(Λ+n+ei)
f ◦ T g ≤ Sn+1f.
Enta˜o
A+f ◦ T ei ≤ lim sup
n→+∞
1
nd
Sn+1f = lim sup
n→+∞
(
n+ 1
n
)d
An+1f
≤ lim sup
n→+∞
(
n+ 1
n
)d
· lim sup
n→+∞
An+1f = A
+f.
Da´ı segue que A+f ◦ T ei = A+f µ-q.t.p. Como ei e´ arbitra´rio, para cada g ∈ Zd+, conclu´ımos
que A+f ◦ T g = A+f µ-q.t.p.
Passo 2 : Queremos mostrar que ∫
A+fdµ ≤ γd
∫
fdµ,
onde γ1 = 1 e γd = 2
d para d > 1. Para r > 1 e 0 <  < 1, definimos Hr, := (1− )(A+f ∧ r).
Note que 0 ≤ Hr, ≤ (1− )r < r. Pelo Passo 1, temos que Hr, ◦ T g = Hr, µ-q.t.p. para todo
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g ∈ Zd+. Definimos τ : X −→ N pondo τ(x) = min{n ∈ N : Snf(x) ≥ λ+nHr,(x)}. Observamos
que τ(x) < +∞ para todo x ∈ X, pois
• se A+f(x) = 0, enta˜o Hr,(x) = 0 ≤ f(x) = 1λ+1 S1f(x), de modo que τ(x) = 1;
• se 0 < A+f(x) < +∞, enta˜o Hr,(x) ≤ (1− )A+f(x) < A+f(x), donde τ(x) < +∞;
• se A+f(x) = +∞, enta˜o Hr,(x) = (1− )r < +∞, o que garante τ(x) < +∞.
Para M ∈ N, consideramos f˜ := f +Hr, · χ[τ>M ] e τ˜(x) := min{n ∈ N : Snf˜(x) ≥ λ+nHr,(x)},
onde [τ > M ] = {x ∈ X : τ(x) > M}. Observamos que τ˜(x) ≤M para todo x ∈ X, pois
• se τ(x) > M , enta˜o 1
λ+1
S1f˜(x) = f(x) +Hr,(x) ≥ Hr,(x), o que assegura τ˜(x) = 1 ≤M ;
• se τ(x) ≤M , enta˜o Sτ(x)f˜(x) = Sτ(x)f(x) ≥ λ+τ(x)Hr,(x), donde τ˜(x) ≤ τ(x) ≤M .
Para cada x ∈ X, desejamos obter Λ′n(x) ⊂ Λ+n tal que {Λ+τ˜(T gx) + g ⊂ Λ+n : g ∈ Λ′n(x)} seja
uma famı´lia de cubos dois a dois disjuntos em Λ+n com∑
g∈Λ′n(x)
|Λ+τ˜(T gx)| ≥ γ−1d (n−M)d. (A.7)
Para d = 1, tomamos
Λ′n(x) :=
{
ϕk(x) : ϕk(x) ∈ Λ+n−M
}
,
onde ϕ0(x) = 0 e ϕk+1(x) = ϕk(x) + τ˜(T
ϕk(x)x) para todo k ≥ 0. Seja k0 ≥ 0 o maior inteiro
tal que ϕk0(x) ∈ Λ+n−M . Enta˜o, temos
∑
g∈Λ′n(x)
|Λ+τ˜(T gx)| =
k0∑
i=0
τ˜
(
Tϕi(x)x
)
=
k0∑
i=0
[ϕi+1(x)− ϕi(x)] = ϕk0+1(x) > n−M.
Se y ∈ Λ+
τ˜(Tϕk(x)x)
+ ϕk(x), enta˜o ϕk(x) ≤ y < ϕk+1(x), o que implica que{
Λ+
τ˜(Tϕk(x)x)
+ ϕk(x) : ϕk(x) ∈ Λ′n(x)
}
e´ uma famı´lia constitu´ıda por cubos em Λ+n , os quais sa˜o dois a dois disjuntos. Para d > 1,
temos o seguinte lema aplicado a l(g) = τ˜(T gx).
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Lema A.1 Dados inteiros positivos n > M e uma func¸a˜o l : Λ+n −→ {1, . . . ,M}, existe um
conjunto Λ′n ⊂ Λ+n tal que {Λ+l(g) + g : g ∈ Λ′n} e´ uma famı´lia de cubos em Λ+n dois a dois
disjuntos e
∑
g∈Λ′n |Λ
+
l(g)| > 2−d(n−M)d.
Prova. Seja DM uma colec¸a˜o maximal de conjuntos disjuntos da forma Λ
+
M +g com l(g) = M e
g ∈ Λ+n−M . Supondo constru´ıdas as colec¸o˜es DM , . . . , Di para algum 1 < i ≤M , definimos Di−1
como sendo uma colec¸a˜o maximal de conjuntos disjuntos da forma Λ+i−1 + g com l(g) = i − 1
e g ∈ Λ+n−M , para qual quaisquer dois conjuntos distintos em DM ∪ DM−1 ∪ · · · ∪ Di−1 sa˜o
disjuntos. Definimos
Λ′n :=
{
g ∈ Λ+n−M : Λ+l(g) + g ∈
M⋃
i=1
Di
}
.
E´ claro que {Λ+l(g) + g : g ∈ Λ′n} =
⋃M
i=1 Di, uma colec¸a˜o de cubos em Λ
+
n , os quais sa˜o dois a
dois disjuntos. Dado h ∈ Λ+n−M , existe g ∈ Λ′n tal que l(g) ≥ l(h) e (Λ+l(g) + g)∩ (Λ+l(h) + h) 6= ∅.
Tomando Bg = {h ∈ Λ+n−M : Λ+l(h)∩ (Λ+l(g) + g−h) 6= ∅ e l(g) ≥ l(h)}, temos Λ+n−M ⊂
⋃
g∈Λ′n Bg,
donde seque que
|Λ+n−M | = (n−M)d ≤
∑
g∈Λ′n
|Bg| <
∑
g∈Λ′n
(2l(g))d.
A figura abaixo ilustra o argumento por tra´s da u´ltima desigualdade (para d = 2).
Λ+l(g) + g
Λ+l(h) + h
2l(g)
h
g
Figura A.1: Representac¸a˜o da majorac¸a˜o de |Bg|
Assim, conclu´ımos que
∑
g∈Λ′n |Λ
+
l(g)| > 2−d(n−M)d. 
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Da definic¸a˜o de τ˜ , do fato de Hr, ser T -invariante mod µ e de (A.7), podemos estimar
Snf˜(x) =
∑
g∈Λ+n
(f˜ ◦ T g)(x) ≥
∑
h∈Λ′n(x)
∑
g∈Λ+
τ˜(Thx)
+h
(f˜ ◦ T g)(x) =
∑
h∈Λ′n(x)
∑
g∈Λ+
τ˜(Thx)
(f˜ ◦ T g)(T hx)
=
∑
h∈Λ′n(x)
Sτ˜(Thx)f˜(T
hx) ≥
∑
h∈Λ′n(x)
λτ˜(Thx)Hr,(T
hx)
=
∑
h∈Λ′n(x)
|Λ+
τ˜(Thx)
| ·Hr,(x) ≥ γ−1d (n−M)d ·Hr,(x) µ-q.t.p.
Como Hr, < r, temos
Snf = Sn(f˜ −Hr, · χ[τ>M ]) ≥ Snf˜ − r · Snχ[τ>M ]
≥ γ−1d (n−M)d ·Hr, − r · Snχ[τ>M ] µ-q.t.p.
Como
∫
ψ ◦ T gdµ = ∫ ψdµ para todo g ∈ G e qualquer ψ ∈ L1(X,A, µ), temos que∫
fdµ =
1
nd
∫
Snfdµ ≥ γ−1d
(
n−M
n
)d ∫
Hr,dµ− r · 1
nd
∫
Snχ[τ>M ]dµ
= γ−1d
(
n−M
n
)d ∫
Hr,dµ− rµ([τ > M ]).
Enta˜o, temos∫
fdµ ≥ lim
n→+∞
[
γ−1d
(
n−M
n
)d ∫
Hr,dµ− rµ([τ > M ])
]
= γ−1d
∫
Hr,dµ− rµ([τ > M ]).
Note que limM→+∞ rµ([τ > M ]) = 0, donde∫
fdµ ≥ lim
M→+∞
[
γ−1d
∫
Hr,dµ− rµ([τ > M ])
]
= γ−1d
∫
Hr,dµ.
Fazendo  −→ 0, temos ∫
fdµ ≥ γ−1d
∫
(A+f ∧ r)dµ.
Como limr→+∞(A+f ∧ r)(x) = A+f(x), conclu´ımos pelo Teorema da Convergeˆncia Mono´tona
que
∫
A+fdµ ≤ γd
∫
fdµ.
Passo 3 : Queremos mostrar que f¯ = limn→+∞ 1λ+n
∑
g∈Λ+n f ◦ T g existe µ-q.t.p. Para d = 1,
segue da observac¸a˜o que A−φ = −A+(−φ) = M − A+(M − φ) para qualquer 0 ≤ φ ≤M que∫
A−φdµ = M −
∫
A+(M − φ)dµ ≥M −
∫
(M − φ)dµ =
∫
φdµ
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pelo Passo 2. Enta˜o, para M > 0∫
A−fdµ ≥
∫
A−(f ∧M)dµ ≥
∫
(f ∧M)dµ
implica que ∫
A−fdµ ≥ lim
M→+∞
∫
(f ∧M)dµ =
∫
fdµ ≥
∫
A+fdµ.
Como A+f − A−f ≥ 0, conclu´ımos que A+f = A−f µ-q.t.p. Para d > 1, consideramos o
seguinte lema.
Lema A.2 Sejam T = (T g : g ∈ G), F := {f ∈ L2(X,A, µ) : f ◦ T g = f µ-q.t.p. ∀ g ∈ G} e
N := {h− h ◦ T g : h ∈ L2(X,A, µ) e g ∈ G}. Enta˜o F = N⊥.
Prova. Recordamos que para um subespac¸o vetorial N ⊂ L2(X,A, µ), define-se
N⊥ := {h ∈ L2(X,A, µ) : 〈f, h〉 = 0 ∀ f ∈ N}.
Dados f ∈ F e h ∈ N , temos que
〈f, h− h ◦ T g〉 = 〈f, h〉 − 〈f, h ◦ T g〉 = 〈f, h〉 − 〈f ◦ T g, h ◦ T g〉 = 〈f, h〉 − 〈f, h〉 = 0,
ou seja, f ∈ N⊥. Por outro lado, dados f ∈ N⊥ e g ∈ G, enta˜o 〈f, f − f ◦ T g〉 = 0, donde
〈f, f〉 = 〈f, f ◦ T g〉. Da´ı segue que ‖f − f ◦ T g‖22 = 0, ou seja, f ∈ F . 
Como L2(X,A, µ) e´ denso em L1(X,A, µ) com relac¸a˜o a norma ‖ · ‖1, dado  > 0, existe
v1 ∈ L2(X,A, µ) tal que
‖f − v1‖1 =
∫
|f − v1|dµ < .
Tomamos r0 = f − v1. Como N ⊕ N⊥ = L2(X,A, µ), pelo Lema acima, podemos escrever
v1 = f1 + v2 + . . . + vk + r1, onde f1 ∈ F , vj = hj − hj ◦ T gj ∈ N com gj ∈ G (j = 2, . . . , k)
e
∫ |r1|dµ ≤ ‖r1‖2 < . Note que podemos tomar hj = fj + rj, onde cada fj e´ limitada e∫ |rj|dµ < 2k (j = 2, . . . , k). Por exemplo, paraM > 0, temos que hj = hj ·χ[|hj |≤M ]+hj ·χ[|hj |>M ]
com limM→+∞
∫ |hj · χ[|hj |>M ]|dµ = 0. Da escritura de cada vj (j = 2, . . . , k), temos
f = f1 +
k∑
j=2
(fj − fj ◦ T gj) +R, onde R = r0 + r1 +
k∑
j=2
(rj − rj ◦ T gj).
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Por construc¸a˜o, segue que
∫ |R|dµ < 3. Observamos que
A+f ≤ A+f1 +
k∑
j=2
A+(fj − fj ◦ T gj) + A+R,
A−f ≥ A−f1 +
k∑
j=2
A−(fj − fj ◦ T gj) + A−R.
Assim, tomando 4 := A+ − A−, temos que 4f ≤ 4f1 +
∑k
j=24(fj − fj ◦ T gj) +4R. Como
f1 ∈ F , segue que Anf1 = f1 µ-q.t.p., donde A+f1 = f1 = A−f1 µ-q.t.p. Logo, conclu´ımos que
4f1 = 0 µ-q.t.p. Para j = 2, . . . , k, temos
|An(fj − fj ◦ T gj)| =
∣∣∣∣∣∣ 1λ+n
∑
g∈Λ+n
(fj − fj ◦ T gj) ◦ T g
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1λ+n
∑
g∈Λ+n
fj ◦ T g − 1
λ+n
∑
g∈Λ+n+gj
fj ◦ T g
∣∣∣∣∣∣
≤ 1
λ+n
∑
g∈Λ+n4(Λ+n+gj)
|fj ◦ T g|
≤ 1
λ+n
∑
g∈Λ+n4(Λ+n+gj)
‖fj‖∞
≤ 2n
d−1d
nd
· ‖gj‖ · ‖fj‖∞ = 2d
n
· ‖gj‖ · ‖fj‖∞.
Assim, temos
A+(fj − fj ◦ T gj) ≤ lim
n→+∞
2d
n
· ‖gj‖ · ‖fj‖∞ = 0
e
A−(fj − fj ◦ T gj) ≥ lim
n→+∞
(
−2d
n
)
· ‖gj‖ · ‖fj‖∞ = 0.
Da´ı resulta que 4(fj − fj ◦ T gj) = 0 para cada j = 2, . . . , k. Pelo Passo 2, observamos que
0 ≤
∫
4fdµ ≤ 2
∫
A+|R|dµ ≤ 2γd
∫
|R|dµ ≤ 2γd3.
Sendo  > 0 arbitra´rio, o Passo 3 esta´ provado.
Definic¸a˜o A.3 Uma famı´lia F de func¸o˜es A-mensura´veis e´ dita ser uniformemente integra´vel
quando
lim
M→+∞
sup
f∈F
∫
{|f |>M}
|f |dµ = 0
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ou, equivalentemente [7],
lim
r→+∞
sup
f∈F
∫
(|f | − r)+dµ = 0.
Lema A.3 Seja {φn}n∈N uma sequeˆncia de func¸o˜es em L1(X,A, µ). Se assumirmos que F =
{φn : n ∈ N} e´ uma famı´lia de func¸o˜es uniformemente integra´vel e que φn → φ µ-q.t.p., enta˜o
φn → φ em L1(X,A, µ).
Prova. Dado  > 0, existe M > 0 tal que∫
{|φn|>M}
|φn|dµ < 
2
para todo n ∈ N.
Enta˜o, para cada n ∈ N e A ∈ A, temos∫
A
|φn|dµ =
∫
A∩{|φn|≤M}
|φn|dµ+
∫
A∩{|φn|>M}
|φn|dµ < Mµ(A) + 
2
,
donde, pelo Lema de Fatou, obtemos∫
A
|φ|dµ ≤Mµ(A) + 
2
.
Em particular, segue que φ ∈ L1(X,A, µ). Pelo Teorema de Egoroff, existe A ∈ A com
µ(A) < (2M)−1 tal que a convergeˆncia de φn a φ sobre X \A e´ uniforme. Seja N ∈ N tal que
supX \A |φn − φ| ≤  para todo n ≥ N . Enta˜o∫
X
|φn − φ|dµ ≤ +
∫
A
|φn|dµ+
∫
A
|φ|dµ ≤ 3 para todo n ≥ N,
donde φn → φ em L1(X,A, µ). Em particular, temos que limn→+∞
∫
φndµ =
∫
φdµ. 
Passo 4: Finalmente, queremos mostrar que f¯ e´ T -invariante mod µ e∫
A
f¯dµ =
∫
A
fdµ para todo A ∈ Iµ(T ).
Para r > 0, note que Anf − r = An(f − r) ≤ An((f − r)+), donde (Anf − r)+ ≤ An((f − r)+).
Enta˜o, temos
lim
r→+∞
sup
n∈N
∫
(Anf − r)+dµ ≤ lim
r→+∞
sup
n∈N
∫
An((f − r)+)dµ = lim
r→+∞
∫
(f − r)+dµ = 0,
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ou seja, {Anf}n∈N e´ uma famı´lia de func¸o˜es uniformemente integra´vel. Enta˜o, pelo Lema acima,
para cada A ∈ Iµ(T ), segue que∫
A
fdµ = lim
n→+∞
∫
A
Anfdµ =
∫
A
f¯dµ.
Sabemos que A+f ◦T g = A+f µ-q.t.p. para todo g ∈ Zd+, donde claramente f¯ ◦T g = f¯ µ-q.t.p.
para todo g ∈ Zd+. 
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