Let X 1 , X 2 , . . . be independent, identically distributed random variables with mean EX 1 = 0 and variance EX 2 1 = 1. Let S 0 = T 0 = 0 and for n ≥ 1 define S n = X 1 + · · · + X n and T n = max(0, S 1 , . . . , S n ).
is the distribution function for the normal distribution. Several estimates for the error term have been proved on the assumption that E|X 1 | 3 < ∞, the best uniform bound (and best possible uniform bound) being the result of Nagaev [9] 
uniformly in x ≥ 0 (the constant implied by the O−symbol depends only on E|X 1 | 3 ). Sharper error terms are possible when |x| ≥ 1, see e.g. Arak [2] and Chapter 4 of [1] . We are interested here in approximations of the conditional probability which are sharp for a wide range of x, y. By the invariance principle, we expect
for u, v fixed, u ≤ v and v ≥ 0, since this holds for the case of Bernoulli random variables (see (2.1) below). Before stating our results, we motivate the study of R n (x, y) with three examples, two of which are connected with empirical processes.
Three examples
The example which is easiest to analyze is the case of a simple random walk with Bernoulli steps. Let X 1 , X 2 , . . . satisfy P[X i = 1] = P[X i = −1] = 1 2 . By the reflection principle, the number of walks of n steps for which T n ≥ y and S n = x is equal to the number of walks of n steps with S n = 2y − x (by inverting X k+1 , . . . , X n , where k is the smallest index with S k = y). Thus, R n (x, y) = 1 − n n+x−2y 2 n n−x 2
.
Suppose n + x is even, 1 ≤ y ≤ n/2, −n/2 ≤ x < y and 2y − x ≤ n/2. Writing β = (2y − x)/n and α = x/n, so that β > α > 0, we obtain by Stirling's formula, Two special cases are connected with empirical processes. Let U 1 , . . . , U n be independent random variables with uniform distribution in [0, 1] and suppose F n (t) = 1 n U i ≤t 1 is their empirical distribution function and 0 ≤ ξ 1 ≤ · · · ≤ ξ n ≤ 1 are their order statistics.
In his seminal 1933 paper [8] on the distribution of the statistic
Kolmogorov related the problem to a similar conditional probability for a random walk. Specifically, let X 1 , X 2 , . . . , X n be independent random variables with discrete distribution
Kolmogorov proved that for integers u ≥ 1,
Consider now
for u ≥ 0, v > 0. Smirnov in 1939 proved the asymptotic Q n (λ √ n, n) → 1 − e −2λ 2 as n → ∞ for fixed λ. Small modifications to the Kolmogorov's proof yield, for integers u ≥ 1 and for n ≥ 2, that Q n (u, n) = R n (0, u)
for the variables X j described above. When v = n, however, it does not seem possible to express Q n (u, v) in terms of these variables X j . In [5] , reasonably sharp estimates for Q n (u, v) were needed uniformly in the range u > 0 and u + v > n. A more precise uniform estimate was proved in [6] , namely
where w = u + v − n and the constant implied by the O−symbol is independent of u, v and n. This was accomplished using a different collection of X j .
Let Y 1 , · · · , Y n+1 be independent random variables with exponential distribution, i.e. with density function f (x) = e −x for x ≥ 0, f (x) = 0 for x < 0. Letting W k = Y 1 + · · · + Y k , we have by a theorem of Rényi [11] (ξ 1 , ξ 2 , · · · , ξ n )
An easy consequence is
Putting X j = 1 − Y j , so that the X j have mean 0 and variance 1, we conclude that
Statement of the main results
Our aim in this paper is therefore to prove a result analogous to (2.1) and (2.2) for sums of very general random variables X j . We will restrict ourselves to random variables with either a continuous or lattice distribution. Let F be the distribution function of X 1 , F n the distribution function of S n , and φ(t) = Ee itX 1 the corresponding characteristic function. We henceforth assume that either X 1 has a continuous distribution and ∃n 0 : |φ(t)| n 0 dt < ∞ (C) or that X 1 has a lattice distribution (L) If (L), we let f (x) = P(X i = x) and f n (x) = P(S n = x). We also suppose the support of f is contained in the lattice L = {γ + mλ : m ∈ Z}, where λ is the maximal span of the distribution (the support of f is not contained in any lattice {γ + mλ : m ∈ Z} with λ > λ). The support of f n is then contained in the lattice L n = {nγ + mλ : m ∈ Z}.
If (C), let f be the density function of X 1 and f n the density function of S n . To facilitate making statements which apply for both continuous and lattice distributions, if (C) then we define L = R and L n = R, and if (L) we set n 0 = 1.
Define
If u ≥ 1, s ≥ 0 and β u < ∞, then
as s → ∞. Hence we have the following. In what follows, the notation f = O(g) for functions f, g means that for some constant c > 0, |f | ≤ cg for all values of the domain of f , which will usually be given explicitly. Unless otherwise specified, the constant c may depend only on the distribution of X 1 and not on any other parameter. Sometimes we use the Vinogradov notation f g which means the same as f = O(g). Our function R n (x, y) is only defined when f n (x) > 0. In the vacuous case where f n (x) = 0, we may define R n (x, y) = 1.
Here the constant implied by the O−symbol depends on the distribution of X 1 and also on M , but not on n, y or z. Using "almost sure invariance" principles or "strong approximation" theorems (see e.g. [3] , [10] ), one can approximate the walk (S n ) n≥0 with a Wiener process W (n). Assuming that β 4 < ∞ and no higher moments exist, one has S n − W (n) = o(n 1/4 ) almost surely, the exponent 1/4 being best possible (cf. [3] , Theorems 2.6.3, 2.6.4). This rate of approximation is, however, far too weak to prove results as strong as Theorem 1.
In section 4, we list some required estimates for f n (x). Section 5 contains two recurrence formulas for R n (x, y) Although our main interest is in the case when y ≥ x, we shall need estimates when y < x in order to prove Theorem 1. This is accomplished in §6. Finally, in §7, we prove Theorem 1. It is critical to our analysis that the densities f n (x) have regular behavior, and the hypothesis β 4 < ∞ ensures that this is the case for |x| = O( √ n). Extending the range of validity of the asymptotic for R n (x, y) beyond the range of (x, y) covered by Theorem 1 would require that we have more precise estimates for f n (x) for |x| of larger order than √ n. In specific cases, such as the exponential distribution, normal distribution or binomial distribution, exact expressions for f n (x) make it possible to achieve this goal (see e.g. §2).
It is of some interest to know if β 4 < ∞ really is a necessary condition for Theorem 1 to hold.
Estimates for density functions
In what follows, implied constants may depend on n 0 . Lemma 4.1. Assume β 4 < ∞ and either (C) or (L). Then uniformly for n ≥ n 0 and x ∈ L n ,
Proof. If (C), this follows from the proof of the theorem in §47 of [7] . By the discussion on p. 226 in §46, we may replace condition 1) of that theorem with the hypothesis of the existence of n 0 in the proof. If (L), apply Theorem 1 from §51 of [7] . In both cases
Proof. When |x| ≤ n this follows from Lemma 4.1. Now suppose |x| > n, and write Z = ∞ if (C) and Z = π/λ if (L). The characteristic function of f n is φ n , thus
. Let E denote the second integral and define U = 1/(5β 3 ). By Theorem 2 in §40 of [7] ,
By the Mean Value Theorem,
We claim that there is a constant c > 0 so that
If (L), (4.3) follows from the fact that |φ(t)| < 1 for 0 < |t| ≤ Z and the continuity of φ. If (C), then by Theorem 5 of §14 of [7] , we have |φ(t)| < 1 for t = 0. The Riemann-Lebesgue lemma implies that |φ(t)| → 0 as |t| → ∞ and (4.3) readily follows.
Applying integration by parts,
When |u| ≤ U , (4.1) and (4.2) imply Thus,
Combining the estimates for E 2 and E 3 yields |E| = O(n −1/2 |x| −1 ) and this completes the proof.
The preceding two lemmas are now combined into one convenient estimate. 
Proof. If |x| ≤ √ n, this follows from Lemma 4.1 and if |x| > √ n this follows from Lemma 4.2.
Recurrence formulas
It is convenient to work with the function
The last expression stands for d dx P[T n−1 < y, S n ≤ x] when (C) holds. Notice that if f n (x) = 0, then R n (x, y) = 0 by our convention. Proof. If S n = y + s and T n−1 < y, then X n = s + t where t > 0.
Lemma 5.1 expresses R(x, y) with x ≥ y in terms of values of R(x, y) with x ≤ y. The next lemma works the other direction, but is more sophisticated, being motivated by the reflection principle. This principle states that a walk that crosses the point y and ends up at S n = x should be about as likely as a walk that ends up at S n = 2y − x (by inverting the part of the walk past the first crossing of y). We thus expect that for x < y, 
If (L), then for x, y + a ∈ L n , R n (x, y) = f n (x) − f n (y + a) + R n (y + a, y)
Proof. First, we have
If T j ≥ y, then there is a unique k, 1 ≤ k ≤ j, for which T k−1 < y and S k ≥ y. Thus, In the same way
Motivated by the reflection principle, we will apply Lemma 5.2 with a close to y − x. The integral/sum over ξ is then expected to be small, since f n−k (y − x − ξ) − f n−k (x − y − ξ) should be small when ξ is small (by the lemmas in section 4) and R k (y + ξ, y) should be small when ξ is large. This last fact is crucial to our argument, and we develop the necessary bounds in the next section. Proof. We present the proof when (C) holds. The same argument gives the bound lemma when (L) holds by replacing the integrals with associated sums (alternatively, the integrals may be written in terms of expectations). We begin by proving an easy but less precise estimate for R n (y + s, y). Using Lemma 5.1, the trivial bound R n−1 (y − t, y) ≤ f n−1 (y − t), Lemma 4.2 and Proposition 1, we have
Estimates when y ≤ x
To prove the theorem, we may assume that g 4 (s) > 0, otherwise R n (y + s, y) = 0 by (6.1). For n ≥ n 0 + 1 and y ≥ 0, define T (n, y, s) = g 4 (s) n By (6.1), M (n, y) exists and M (n, y) = O(n). In order to prove Theorem 2, we must prove that M (n, y) = O(1). Let D and n 1 be integers, to be chosen later and depending on the distribution of X i , and satisfying
Let n ≥ 10n 1 and s ≥ 0. By Lemma 5.1 and Lemma 5.2 (with x = y − t and a = t + 2D),
Here w + = max(w, 0). We first estimate A 1 . By Lemma 4.3,
Since 
Therefore,
A 1 D 2 T (n, y, s).
When k ≥ n 0 + 1, Lemma 4.3 implies that
for ξ ≥ D and and
In the estimation of A 2 , we use R l (y + ξ, y) ≤ f l (y + ξ). Hence
Using the simple estimation
we conclude that A 2 Dn 6 1 g 4 (s) n 3/2 (s + 1) 3 (y + 1) 3 Dn 6 1 T (n, y, s). Let C 1 be the contribution to C from those triples (k, t, ξ) with ξ ≥ D/2, let C 2 be the contribution from triples with ξ ≤ D/2 and k ≤ D 1/2 , and let C 3 = C − C 1 − C 2 . We note that if ξ ≤ √ n, then (ξ + y + 1) 3 ≥ (ξ + 1) 3 + (ξ + 1)y 2 (ξ + 1) 3 (1 + y 2 /n).
Hence, by (6.4), Recalling (6.2), we obtain C 1 g 4 (D/2)T (n, y, s). (6.8)
Since n 1 ≥ D 2 , whenever ξ ≤ D/2 and k ≤ n − n 1 − 2, we have n − 1 − k > ξ 2 and thus
By (6.5),
Thus,
In the estimation of C 3 , we shall use more fully Lemma 4.1. Let C 3 denote the contribution to C 3 from those triples (k, t, ξ) with t+D ≥ 2 √ k log k and let
Using (6.2) again, we find that 
Hence,
Thus, for a sufficiently small absolute constant
Therefore,
Combined, these estimates give C 3 D −1/4 T (n, y, s). (6.10)
Together, (6.3), (6.6), (6.7), (6.8), (6.9) and (6.10) imply for n ≥ n 1 the estimate R n (y + s, y) D 2 + Dn 6 1 + (D −1/4 + g 4 (D/2))M (n − 1, y) T (n, y, s).
Consequently,
M (n, y) D 2 + Dn 6 1 + (D −1/4 + g 4 (D/2))M (n − 1, y) (n ≥ n 1 ).
Taking D sufficiently large and n 1 large enough to satisfy (6.2) yields
which completes the proof that M (n, y) = O(1).
Proof of Theorem 1
We begin by proving a lemma which is of independent interest. Proof. Assume (C). First,
where we have used (6.5) and integration by parts. For larger n we use Theorem 2 and the bound
The proof when (L) holds is similar.
The quantity
has a simple probabilistic interpretation. For a random walk S 0 , S 1 , . . . which crosses the point y, there is a unique k for which T k−1 < y and S k ≥ y. Then G(y) is the expectation of y − S k and Lemma 7.1 implies that G(y) = O(1). We now prove Theorem 1 (again showing the details only for the case of (C) holding). It suffices to assume that n is sufficiently large. In particular, we suppose that n ≥ 10n 0 . Let x = y − z. Let S 1 be the contribution to the integral in (7.1) from 1 ≤ k ≤ n 0 , let S 2 be the contribution from n 0 + 1 ≤ k ≤ n/2 and S 3 is the contribution from n/2 < k ≤ n − 1. Using Theorem 2, Putting together (7.1), (7.2), (7.3), (7.5) and (7.6), we arrive at R n (x, y) = f n (x) − f n (y + z) + O y + z + 1 n 3/2 .
Since |x| ≤ M √ n, Lemma 4.1 implies f n (x) ≥ c n −1/2 for sufficiently large n, where c is a constant depending on the distribution of X i and also on M . Hence Again the implied constant depends on M . This concludes the proof of Theorem 1.
