Introduction
The Journal Impact Factor (JIF) remains, despite criticism, the most important measure for appreciating the significance of scientific journals as well as the achievement of scientists. For a journal (j), the JIF is calculated as the quotient of citations during the index year (y) referring to articles published in the two preceding years within the considered journal, divided by the total number of articles published in that journal: Every June the JIFs of the preceding year are published in the Journal Citation Report (JCR), and the editorial boards of many journals can commend themselves for an increase in JIF. 1 Although criticised for its deficiency in reflecting the true value of research, the JIF is used more and more as a guide to assigning academic credit and awarding research funding.
Short-term fluctuations in JIFs are common, and Clarivate Analytics, the company that issues the yearly JCR, advises publishers and others to use the numbers wisely. Clarivate points out the potential biases that might temporarily influence impact factor, mainly changes of journal format and journal title, which could lower the average number of citations per article when there are more one-year-old articles than two-year-old articles, because article citation rates tend to increase in the second year after publication. Contrariwise, when the article count of a journal drops, the JIF may rise temporarily. 2 Many journals have made efforts to push their JIF upward by recommending citations of articles published in the journal itself (self-citations), by soliciting review articles, or by categorising some articles as letters so they are not included in the denominator of article count. Criticisms of the JIF have pointed to such possibilities for manipulation and have questioned the value of the JIF for justly gauging the scientific value of articles, authors, and journals. 3 On average, the JIF of scientific journals has increased by some 2.5 per cent annually over the last two decades. 4 Why is this so? The present analysis was initiated to find out whether the JIF really is inflating and, if so, to identify the causes of its inflation.
Bryan Neff and Julian Olden, two biologists, have argued that JIF increases must be viewed against a general background of inflation. 'Much in the same way a modest salary raise effectively means very little in an increasingly costly economy, ' they write, 'an increase in a journal's impact factor must be interpreted with respect to background levels of inflation. ' 5 In examining seventy journals in ecology, they found that almost 50 per cent showed increases in their JIF but at rates lower than the background inflation rate. In other words, they were failing to keep pace with inflation. Exploring the drivers of JIF inflation, Neff and Olden discovered that ecology papers were citing more papers-seven more, on average-in 2007 than they had been a decade before. And, critically, more of these citations by proportion were to recently published papers, which are eligible to count in the calculation of JIF.
Reporting in 2009 on a far larger sample (all journals in the JCR: 4300 titles), Althouse and co-authors found that 80 per cent of the journals listed in the JCR showed a JIF increase between 1994 and 2005 by an average growth rate of 2.6 per cent per year. 6 All disciplines showed inflation except for history and the history and philosophy of science, which both demonstrated decline. The chief explanation for the general inflation was that reference lists had continued to get longer.
In 2012 Tort and co-workers analysed sixty-one neuroscience journals and showed that delays between online and print publication had increased steadily over the last decade. 7 Importantly, such a practice varied widely among journals, as some of them had no delays, while for others the delay was longer than a year. By recalculating the impact factors based on the online publication date, they found that a publication delay of twelve months increased the impact factor by 15 per cent.
Methods
To get a handle on the general dynamics of the JIF, we analysed the data of the JCR for the last two decades. 8 The reference formatting, were introduced), and there is no visible increase in references. The number 6.3 seems plausible, considering that an average paper cites articles not only from the previous two years, but also older ones and maybe a few from the same year. Only the former are reflected in the JIF. The JIF, by definition, treats 'small' journals, those publishing few articles per year, the same as big ones. While this is useful when comparing individual journals, it can introduce artefacts when observing a large number of journals. Losing 10 per cent of citations in a year sounds like a lot but, for small journals, may well be within random variation. When observing the development of the JIF, aggregated over all journals, one should treat such fluctuations differently from cases where 10 per cent means dozens or even hundreds of citations and is almost certainly statistically significant.
To better handle such diverse cases, we defined an auxiliary factor that we call overall impact factor, or OIF. It is the sum of all references in one The growth ratio of the number of additional articles and the additional references referring to publications of the preceding two years has remained nearly constant, with each additional publication referencing, on average, 6.3 publications from the past two years. Therefore, the slope of the straight solid line (the linear model) is 6.3.
Since the number of publications continuously increases with time (see Figure 2) , the order of the dots also implies the corresponding year: the leftmost dot refers to 1999 and the rightmost to 2016. Year
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This is equivalent to taking a weighted average of the JIF where the weighting factor is the number of publications per journal in the preceding two years. The OIF appears less prone to distortion than averaging the individual JIFs, which are already quotients themselves. Using the OIF minimises statistical noise, and the question of whether to use averages, medians, logarithmic averages, or anything else for analysis no longer matters. The OIF correlated strongly with the mean JIF of all listed journals, as depicted in Figure 4 . 
Results and Discussion
Relying on the empirical observation that the number of publications grows exponentially with time and that there is an affine relationship between the number of publications and the number of references, we derived a theoretical model for the development of the OIF over time:
The numbers are rounded for better readability. The factor 60,000 accounts for the fact that the calendar year zero is an arbitrary convention, as is our reference starting year, 1950.
This model predicts an asymptotic growth of the OIF, continuously approaching but never quite reaching a limit value of 3.4, corresponding to the mean JIF of 2.6 ( Figure 1 , the smooth curve).
The asymptotic growth, which gets slower and slower with time, is due to the fact that the number of references is not strictly proportional to the number of published papers but instead has a constant term: the straight line in Figure 3 does not intercept the x-axis in the origin but at around 290,000 publications (= 1.8 • 10 6 / 6.3). In other words, the number of references is not a linear function of the number of publications-that is, of a general form: r[y] = A • p(y)-but an affine function: r(y) = A • p(y) + B, with A and B being some constants. Had it been a linear function, that is, had the intercept been zero, the OIF would be constant at 3.4. As the number of publications rises into millions (what, according to the model, happens automatically over time), the intercept becomes negligible and the OIF approaches its limit value. Mathematically, the denominator of the second fraction in the OIF formula above goes toward infinity with time, the whole fraction toward zero; and in the square bracket, only the linear growth factor 6.3 remains. According to the model, 95 per cent of that limit should be reached somewhere around the year 2050. When the actual number of publications is below 290,000, our model predicts negative OIFs and JIFs. Obviously, this is impossible and suggests that the assumptions behind the model were not always true in the past.
To validate the model, we took a sample of journals that were published both in 1961 needed for computing the JIF for the sample journals over these years. 9 We started with a random sample of 1000 journals that existed in 2016, stratified by JIF quartiles (250 random journals per quartile). From that sample we eliminated all journals that did not exist in 1961. That left us with a list of forty-nine journals. As the sample excludes any journals that appeared after 1961 or disappeared before 2016, it is not representative of all journals. The JIFs in the sample tend to be higher than in the whole set, with the mean reaching 2.99 in 2016. But, having the same journals for the whole time span allowed us to follow closely the development of the impact factors. We could directly compute only the JIFs; for the OIFs we would have needed to work on the complete list of all journals and their publications and references, and not just a sample. However, as shown in Figure 4 , the two are related.
The first important observation is that the number of publications did not always grow exponentially with time. From the mid-1960s to the mid-1990s the growth was mostly linear (not shown). Also, the relationship between the number of publications and the number of references was not constant: somewhere in the 1980s there was an upward bend in the curve ( Figure 5 ). While from 1988 onward (solid line, right) each additional publication carried 5.7 additional JIF-relevant citations in the sample (close enough to 6.3 for the complete set of journals for the years 1997-2016), before 1979 (short line, left) it resulted in only 2.2 additional c itations. For each time period the number of citations can be modelled by a separate affine function, using different constants. Therefore, extrapolation of the model, based on current trends, into the past is not permissible, as the comparison with sample data shows ( Figure 6 ). The theoretical, smooth line (solid line) appears to be heavily influenced by the newcomer journals. The empirical values (black dots) are jagged due to natural variability in the numbers of publications and references, which is exacerbated by the relatively small sample size. It is also flatter than the predicted curve, due to the difference in the growth factor in the model (6.3) and in the sample (2.2-5.7, depending on the year). Extrapolation into the future is also questionable, as we cannot know whether and how long the assumptions behind the model will hold. The number of publications may increase even faster in the future (or may slow down), and the number of additional references per each new publication can also change. Nevertheless, our model is valuable, as it identifies the main causes behind the growth of JIFs: the increasing growth in the number of publications per year and the increasing number of countable references generated by each new publication.
As our analysis has shown, the number of references has been an affine function of the number of publications for almost five decades: 1961-79 and 1988-2016. Only the constant factors changed somewhere in the 1980s (middle dashed line in Figure 5 ). While it is possible that they will change again in the future, it is hard to imagine a scenario in which the number of references per publication grows indefinitely. It is effectively limited by the space publishers are willing to allocate to them, and that space, either on paper or on screen, is finite. Therefore, even if the number of publications keeps growing indefinitely, the OIF and, consequently, the mean JIF will have to reach a plateau. But the number of publications 
