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We describe a simple method to derive high performance semidefinite programming relaxations
for optimizations over complex and real operator algebras in finite dimensional Hilbert spaces.
The method is very flexible, easy to program and allows the user to assess the behavior of finite
dimensional quantum systems in a number of interesting setups. We use this method to bound the
strength of quantum nonlocality in bipartite and tripartite Bell scenarios where the dimension of
a subset of the parties is bounded from above. We derive new results in quantum communication
complexity and prove the soundness of the prepare-and-measure dimension witnesses introduced in
[Phys. Rev. Lett. 105, 230501 (2010)]. Finally, we propose a new dimension witness that can
distinguish between classical, real and complex two-level systems.
PACS numbers:
The realization that certain experimental setups can
only store a finite amount of information, related to the
dimensionality of the underlying quantum system [1],
is one of the most surprising features of quantum the-
ory. Building upon this observation, quantum commu-
nication complexity studies the possibility to conduct a
distributed computation when we limit the dimension of
the quantum systems we allow to exchange [2, 3]. An
upper bound on the dimension of the systems transmit-
ted is also the basis of semi-device independent quantum
key distribution (QKD) and randomness expansion [4, 5].
In the other direction, establishing lower bounds on the
number of quantum levels that new quantum technolo-
gies can effectively control is the key to assess their po-
tential for quantum computation, or as quantum mem-
ories. These bounds can be derived from prepare-and
measure dimension witnesses [6], such as the ones used
in quantum communication complexity and semi-device
independent QKD, or even better, through the degree of
violation of a Bell inequality [7–10]. This last technique
has the advantage that classical degrees of freedom have
no contribution on the certified dimensionality.
The above motivates the need of characterizing the
statistics achievable with quantum systems of a given di-
mension. In this respect, nowadays we have highly effec-
tive variational methods, like see-saw [11, 12], which al-
low us to explore the interior of the set of D-dimensional
quantum correlations for fairly high values of D. How-
ever, we still lack good tools to establish limits on the
strength of such correlations, i.e., to characterize this set
from the outside. So far, all proposed methods to tackle
this problem are either very computationally demanding
[7, 13], cannot be shown to converge [14, 16] or only ap-
ply to particular functionals of the measured probabilities
[8–10, 15, 17].
In this letter, we propose a simple scheme to gener-
ate semidefinite programming (SDP) [18] relaxations of
dimensionally-constrained problems in quantum informa-
tion theory. Such relaxations, whose working principles
stem from noncommutative polynomial optimization the-
ory [19], beat all previous methods in almost all conceiv-
able scenarios. For the sake of clarity, we have chosen to
illustrate how the scheme works by applying it to specific
setups of interest in quantum information theory. A gen-
eral approach to the noncommutative polynomial opti-
mization problem under dimension constraints, together
with an analysis of the convergence of the hierarchies in-
troduced here, will appear elsewhere [20].
Let us start by considering the problem of introduc-
ing dimension constraints in quantum nonlocality. Sup-
pose that we wish to maximize a Bell functional B(P ) =∑
x,y
∑
a,bB
x,y
a,bP (a, b|x, y) under the constraint that each
party has access to a D-level quantum system. That is,
we want to solve the problem:
max
∑
x,y,a,b
Bx,ya,b P (a, b|x, y),
s.t. P (a, b|x, y) = 〈ψ|Exa ⊗ F yb |ψ〉, (1)
where {Exa , F yb } are projection operators acting in CD,
with
∑
aE
x
a =
∑
b F
y
b = ID, and |ψ〉 ∈ CD
2
.
One way to attack this problem is to simply ignore the
dimension restrictions and apply the Navascue´s-Pironio-
Ac´ın (NPA) hierarchy of semidefinite programs for the
characterization of quantum correlations [21, 22].
The NPA hierarchy works by reformulating problems
such as (1) as linear optimizations over the underly-
ing system’s moment matrix. The moment matrix of
a quantum system like the one above, with operators
E˜xa = E
x
a ⊗ I, F˜ yb = I ⊗ F yb and state |ψ〉, is a matrix Γ
whose rows and columns are labeled by strings of these
operators (e.g.: I, F˜ yb , E˜
x
a E˜
x′
a′ ), and such that, for any two
strings of operators u, v,
Γu,v = 〈ψ|u†(E˜xa , F˜ yb )v(E˜xa , F˜ yb )|ψ〉. (2)
It can be easily shown that any finite principal submatrix
of the moment matrix must be positive semidefinite [21,
22]. The operating principle behind the NPA hierarchy
2is to approximate the set of feasible moment matrices R
by the set of normalized positive semidefinite matrices
which belong to the span of R. That last condition is
enforced by imposing that
Γ =
∑
u
cuNu + c
∗
uNu† , (3)
where Nu is a matrix defined by
(Nu)v,w = 1, if v
†w = u;
0, otherwise. (4)
Calling S∞ the matrix subspace defined by (3), the
NPA relaxation to problem (1) is:
max
∑
x,y,a,b
Bx,ya,b ΓE˜xa ,F˜
y
b
s.t. ΓI,I = 1,Γ ≥ 0,Γ ∈ S∞. (5)
By imposing the positivity condition just over the finite
dimensional matrix {Γu,v : length(u), length(v) ≤ n}, we
end up with a finite dimensional problem, the nth-order
relaxation of (5). This happens to be a semidefinite pro-
gram (SDP), a class of optimization problems for which
plenty of efficient numerical tools are available [18].
Although a sound relaxation of problem (1), the NPA
hierarchy is not sensitive to the dimensionality param-
eter D, and so it cannot be used to derive dimension
witnesses. The key to go beyond the NPA approxima-
tion is to acknowledge that S∞ does not capture all lin-
ear restrictions present in moment matrices arising from
systems of dimension D. We will incorporate dimension
constraints to the SDP problem (5) by characterizing ex-
actly the span of such a set of matrices, or, more pre-
cisely, its nth-order truncation. That is, we will identify
a minimal basis of matrices {Mj}Nj=1 such that any trun-
cated feasible moment matrix Γ of order n arising from
a D-dimensional quantum system can be expressed as
Γ =
∑N
j=1 cjMj .
For convenience, we start by making an assumption
on the ranks of the optimal projectors {Exa , F yb }. Call-
ing SD,~r the set of all feasible moment matrices with
rank(Exa ) = r
A,x
a , rank(F
y
b ) = r
B,y
b , the problem we wish
to solve is:
max
∑
x,y,a,b
Bx,ya,b ΓE˜xa ,F˜
y
b
s.t. ΓI,I = 1,Γ ≥ 0,Γ ∈ SD,~r. (6)
In order to conduct its nth-order relaxation, we must
determine the projection SnD,~r of SD,~r onto the space of
nth-order moment matrices.
To that end, we generate randomly quan-
tum states |ψj〉〈ψj | ∈ B(CD2) and projec-
tion operators {Ex,ja , F y,jb } ⊂ B(CD), with
rank(Ex,ja ) = r
A
x,a, rank(F
y,j
b ) = r
B
y,b. For each tu-
ple (|ψj〉〈ψj |, Ex,ja , F y,jb ) of feasible state and projectors,
we build the corresponding nth order moment matrix
Γju,w = 〈ψj |u(E˜x,ja , F˜ y,jb )†w(E˜x,ja , F˜ y,jb )|ψj〉, (7)
where E˜x,ja = E
x,j
a ⊗ ID, F˜ y,jb = ID ⊗ F y,jb and u,w
range over all strings of length smaller than or equal to
n. We thus get a sequence of random feasible moment
matrices Γ1,Γ2, .... Since on one hand we are only inter-
ested in linear combinations of real entries of the system
moment matrix (namely, {ΓE˜xa ,F˜yb }) and, on the other
hand, given a feasible tuple (ψj , Ex,ja , F
y,j
b ), its complex
conjugate (ψj , Ex,ja , F
y,j
b )
∗ is also feasible, it is enough
to consider the real part of the above sequence, i.e.,
Re(Γ1),Re(Γ2), ....
Adopting the Hilbert-Schmidt scalar product 〈A,B〉 =
tr(A†B), one can apply the Gram-Schmidt process to
this sequence of real moment matrices in order to obtain
an orthogonal basis M˜1, M˜2, ... for the space spanned by
such matrices. We will notice that, for some number N ,
M˜N+1 = 0, up to numerical precision. This is the point
to terminate the Gram-Schmidt process and define the
normalized matrices {Mj ≡ M˜j√
trM˜2
j
: j = 1, ..., N}. It is
easy to see that, even though the matrix basis {Mj}Nj=1
was obtained randomly, the space it represents is always
the same, namely, the intersection of SnD,~r with the set of
real symmetric matrices[36].
A brief note on strict feasibility is in order. One can
show that, even if we eliminate one projection opera-
tor from each measurement as in [21, 22] to remove
operator dependencies, for high enough relaxation or-
ders n there are no strictly feasible points for problem
(6) [20]. In other words: there is no positive definite
s × s matrix Γ satisfying the above constraints. This
poses a problem for the implementation of (6), since
many SDP solvers require strict feasiblility to operate.
An easy way to circumvent this issue is to compute
the matrix G ≡ 1
N
∑N
i=1 Re(Γ
(i)) and find an isometry
V : supp(G) → Rs. Then, the positive semidefinite con-
dition over Γ can be replaced by V ΓV † ≥ 0, which, by
construction, admits a strictly feasible point.
We have just described how to perform in practice the
nth order SDP relaxation of problem (6), which, in turn,
is a relaxation of a rank-constrained version of problem
(1). Taking the maximum over all possible rank combi-
nations ~r, we obtain an upper bound on the solution of
(1).
At this point, the reader will probably wonder whether
this method is actually useful for the kind of problems we
usually encounter in quantum information theory. Hence,
we conducted a number of optimizations over the set of
D-dimensional quantum correlations in order to assess its
performance. Such numerical computations, as well as all
subsequent ones presented in this paper, were carried out
3with the MATLAB packages YALMIP [25] and the SDP
solvers SeDuMi [26] and Mosek [27].
First we considered the I3322 inequality, a three-setting
bipartite two-outcome Bell inequality from the INN22
family, defined in [28]. Recently, it has been proven that
qubit systems are not enough to attain the quantum max-
imum ∼ 0.2509 [13, 14]. Rather, the best value in C2×C2
systems is 0.25. Using (6), we certified up to 7 significant
digits that the maximum is 0.25 in dimensions C3×C3 as
well. The computations, which were performed on a nor-
mal desktop PC, took about 5 minutes for a fixed rank
combination of measurements.
We then switched to the four-setting Bell inequality de-
fined in [13] by Eq. (19). Its maximal violation in C2×C2
systems has been upper bounded by 5.8515 [13]. How-
ever, this upper bound turns out to be not tight: using
our new tool one can certify a value of 5.8310, which can
be matched by see-saw variational methods. By raising
the dimension to C3 ×C3, one obtains the same number
again, which must be compared to the maximum value
of 5.9907, achievable in C4 × C4 systems.
Note that relaxation (6) is only valid under the as-
sumption that both parties are conducting projective
measurements. More general measurements are mod-
eled in quantum theory via Positive Operator Valued
Measures (POVMs), i.e., by a collection of operators
{Mxa } ⊂ B(CD) with Mxa ≥ 0,
∑
aM
x
a = ID. It so hap-
pens that, for two-outcome measurements, the extreme
points of the POVM set are given by projective opera-
tors. Relaxation (6) is hence sound in all such scenarios.
In order to study more complex measurement setups,
we can exploit the fact that any d-outcome POVM in
dimension D can be viewed as a projective measurement
in an extended Hilbert space Cd ⊗ CD [29]. In this dila-
tion picture, Alice and Bob’s state would be of the form
|0〉〈0|A′ ⊗ |0〉〈0|B′ ⊗ |ψ〉〈ψ|AB , with dim(A′) = dim(B′) =
d, dim(A) = dim(B) = D, while Alice’s local measure-
ment projectors are given by Exa = U
x(|a〉〈a|⊗ ID)(Ux)†,
where Ux ∈ B(A′ ⊗ A) is an arbitrary unitary operator
(and similarly for Bob). A feasible moment matrix for
this system would thus be generated by sampling ran-
dom unitaries Ux, Vy and states Ψ. In this scheme it may
be convenient to introduce two different ‘identity opera-
tors’ in our moment matrices. One of them would be the
genuine identity IA′B′ ⊗ IAB on Alice and Bob’s target
and ancillary states. The other one would be the pro-
jector |0〉〈0|⊗2A′B′ ⊗ IAB onto Alice and Bob’s target space
AB.
To test the efficiency of the above method, we picked
the Pironio-Bell inequality [7, 30], which is the simplest
tight Bell inequality beyond two-outcome inequalities.
Here Alice has three binary-outcome measurement set-
tings, whereas Bob’s first setting has binary outcomes
and his second setting has ternary outcomes. By al-
lowing general POVM measurements on Bob’s second
setting, we recover the two-qubit quantum maximum
(
√
2 − 1)/2 ≃ 0.2071 up to 8-digit precision on level 3
of the hierarchy. Note the overall quantum maximum
is a larger value of 0.2532 which can be attained with
two-qutrit systems [7].
The method sketched above can be easily extended to
deal with multipartite Bell scenarios where only a subset
of the parties has limited dimensionality. Consider, for
instance, a tripartite scenario where the dimensionality of
Charlie’s system is D, but Alice and Bob’s measurement
devices are otherwise unconstrained. We want to gener-
ate a basis for the corresponding space of truncated mo-
ment matrices, with rows and columns labeled by strings
of operators of the form u(AB)v(C), where u(AB) (v(C))
denotes a string of Alice and Bob’s (Charlie’s) operators
of length at most nAB (nC).
The key is to realize that, in a multipartite (complex)
Hilbert space, the space of feasible moment matrices is
spanned by moment matrices corresponding to separable
states. Hence, in order to attack this problem, we start
by generating a sequence of complex D-dimensional mo-
ment matrices for Charlie’s system alone. After applying
Gram-Schmidt to these complex matrices, we obtain the
basis of Hermitian matrices {Mj}Nj=1. Next, we gener-
ate a basis for Alice and Bob’s moment matrices. Since
their dimension is unconstrained, we invoke eq. (3). The
overall moment matrix for the whole system can then be
expressed as Γ =
∑
u,j(cu,jNu + c
∗
u,jNu†)⊗Mj.
If, as before, we are just interested in optimizing a real
linear combination of real entries of Γ -corresponding to
the measured probabilities P (a, b, c|x, y, z)-, we can take
the real part of the above matrix. We hence arrive at an
SDP involving real matrices and variables.
To check its performance, we chose the following tri-
partite Bell inequality:
CHSHAC + CHSHBC′ ≤ 4, (8)
where CHSHAC = A1C1 +A1C2 +A2C1 − A2C2 is the
famous CHSH expression [31]. Eq. (8) is similar to the
Bell inequality studied in Ref. [32]. Note, however, that
here Charlie’s measurement settings C and C′ are differ-
ent (i.e., he has four settings). Hence, in principle, we
cannot restrict to states where Charlie has support on
a qubit in order to compute the maximal quantum vio-
lation of (8). Actually, by running an SDP for the case
where Charlie holds a qubit, we find the (obviously tight)
upper bound of 2+2
√
2 up to 8-digit precision. This value
shall be contrasted with the overall quantum maximum
of 4
√
2, attainable in four-level quantum systems.
Limiting quantum nonlocality under dimension con-
straints is not the only interesting problem in quantum
information that can be solved with the above scheme.
Consider, for instance, the problem of bounding the effi-
ciency of quantum communication complexity.
Two parties, call them Alice and Bob, receive the
inputs x, y, respectively. They wish to compute the
Boolean function f(x, y) ∈ {0, 1}, for which purpose Al-
ice is allowed to transmit Bob a D-level quantum sys-
tem. The question is: given a prior distribution of the
4inputs p(x, y), what is the maximum probability that Bob
guesses the value of f(x, y)?
This scenario can be modeled by assuming that Bob
performs a binary measurement F yb over the state ρx
sent by Alice. The outcome b ∈ {0, 1} will be Bob’s
guess, which he will output with probability P (b|x, y) =
tr(ρxF
y
b ). The problem we wish to solve is hence:
max
∑
x,y
p(x, y)tr(ρxF
y
f(x,y)),
s.t. tr(ρx) = 1, ρ
2
x = ρx, (F
y
b )
2 = F yb ,
ρx, F
y
b ∈ B(CD). (9)
Here we have exploited the fact that the extreme points of
the distributions P (b|x, y) are generated by pure states
and projective measurements. Note that the maximal
value of prepare-and-measure dimension witnesses, as de-
fined in [6], can also be expressed as a linear optimization
over the set of feasible probabilities P (b|x, y).
There are many ways to reformulate problem (9), e.g.:
by modeling the preparation device via measurements on
one side of a maximally entangled state, as in [16]. Each
of them leads to a different hierarchy of SDP relaxations.
Here we study the most obvious choice: namely, we re-
gard our reference state as the unnormalized maximally
mixed state in dimension D; and ρx, as rank-1 projec-
tors. Hence we obtain our random basis by choosing ran-
domly the projectors ρjx, F
y,j
b ∈ B(CD), with rank(ρjx) =
1, rank(F y,jb ) = r
y
b and using them to construct the mo-
ment matrices Γju,v = tr{u(ρjx, F y,jb )†v(ρjx, F y,jb )}. De-
noting by TD,~r the span of the real part of all such ma-
trices, the resulting program is:
max
∑
x,y
P (x, y)Γρx,Fyf(x,y)
s.t. ΓI,I = D,Γ ≥ 0,Γ ∈ TD,~r. (10)
Let us explore how relaxations of the problem above
perform in practice. In a Quantum Random Access Code
(QRAC) [34], the inputs ~x, y can take values in {0, 1}k
and {1, ..., k}, respectively, and the function to compute
is f(~x, y) = xy. If the inputs are distributed indepen-
dently and uniformly and Alice is allowed to transmit
Bob aD-level quantum system, the average success prob-
ability of the optimal k → log2(D) QRAC is usually de-
noted as Pmax(k → log2(D)) [33].
It was previously known that Pmax(2 → 1) = 1/2 +√
2/4 [34]. Actually, this is the value given by program
(10) at order n = 2, up to computer precision. Likewise,
for D = 3, i.e., when we allow Alice to transmit a qutrit,
program (10) at the same order gives Pmax ≤ 0.90450850,
which is equal up to numerical precision to the lower
bound obtained via see-saw methods.
The second-order relaxation of (10) also performs well
when we increase D and k. Table shows bounds on the
average success probability for QRAC 3 → log2(D) for
D 2 3 4 5 6 7
LB 0.788675 0.832273 0.908248 0.924431 0.951184 0.969841
UB 0.788675 0.832273 0.908248 0.924445 0.954123 0.969841
TABLE I: Lower and upper bounds on Pmax(3 → log2(D)).
different values of D, computed via program (10) in a
normal desktop (using the solver Mosek [27]). It is worth
noting that, except for the cases D = 5, 6, with gaps
between the upper (UB) and lower bounds (LB) of the
order of 10−6 and 10−3, respectively, the values obtained
via see-saw and (10) are equal up to numerical precision.
We also used program (10) to re-compute the opti-
mal quantum value of the dimension witnesses IN de-
fined in [[6], table I]. We found that the second relaxation
produced upper bounds on the maximal violation of IN
that matched the lower bounds obtained via see-saw for
N = 3, 4 and D = 2, 3. To appreciate the importance
of these calculations, note that the conclusions of the ex-
perimental paper [35] relied on the conjecture that the
lower bounds for I4 provided in [6] were optimal.
Finally, we tested the behavior of program (10) to
bound the set of accessible probabilities in scenarios
where measurements have more than two outcomes. Ar-
bitrarily, we chose the reference state of our moment ma-
trix to be Id ⊗ ID, with d being the number of outcomes
(note that we could have chosen |0〉〈0| ⊗ ID as well), and
renormalized our moment matrix accordingly.
Now, suppose that Alice and Bob wish to compute
the function f(x, y) = (1 + 2δx,3)y − x (mod 3), with
x = 0, 1, 2, 3 and y = 0, 1. By dilating the three-outcome
measurements {F ya : a = 0, 1, 2} to three rank-2 pro-
jectors in B(C3 ⊗ C2), both (the renormalized version
of) program (10) at k = 2 and see-saw give a maximum
probability of success of 3/4 when D = 2, the same as
the classical bit value. For D = 3, program (10) returns
0.904508, again coincident with the see-saw value.
So far we have been interested in bounding the behav-
ior of complex quantum mechanical systems, but noth-
ing prevents us from applying the same ideas to char-
acterize the properties of real quantum mechanical sys-
tems as well. Consider the dimension witness V4, de-
fined in [15], and take D = 2. Running the SDP for
the case of complex qubits, we recover the upper bound
Q2C = 2
√
6. This bound is tight and can be saturated
via SIC POVM’s [15]. In the real qubit case, though, we
obtain the upper bound Q2R = 2(
√
2+1), also tight. We
obtained both results in a few seconds on a normal desk-
top PC by using a relaxation level intermediate between
two and three.
Conclusion
We have described a simple method to derive SDP re-
laxations for optimizations over operator algebras under
dimension constraints. This method allows us to attack
a number of relevant problems in quantum information
5theory, such as the characterization of quantum nonlo-
cality under dimension constraints or the determination
of the quantum communication complexity of arbitrary
Boolean functions. As we saw, the method even distin-
guishes between real and complex algebras, and hence it
can be used to certify that a given experimental setup
has control over a complex D-dimensional space.
Note that one can also use the non-deterministic algo-
rithms sketched above to identify the space spanned by
tensor products Γ⊗n of n moment matrices. By impos-
ing the existence of a symmetric separable decomposition
(rather than just positive semidefiniteness) over all ma-
trices belonging to such a space, we hence obtain a non-
trivial relaxation for the convex hull of n-degree polyno-
mials of the system’s average values. It would be inter-
esting to explore whether this scheme leads to good outer
approximations of the (non-convex) set of D-dimensional
quantum correlations.
Acknowledgements
We thank A. Winter for useful discussions. M.N.
acknowledges the European Commission (EC) STREP
”RAQUEL”, as well as the MINECO project FIS2008-
01236, with the support of FEDER funds. T.V. acknowl-
edges financial support from a Ja´nos Bolyai Grant of the
Hungarian Academy of Sciences, the Hungarian National
Research Fund OTKA (K111734), and SEFRI (COST
action MP1006).
[1] A. S. Holevo, Probl. Peredachi Inf. 9, 3 (1973) [Probl.
Inf. Transm. 9, 177 (1973)].
[2] Yao, A. C.-C., Proceedings of the 34th IEEE FOCS,
IEEE, Los Alamitos, CA, pp. 352–360 (1993).
[3] H. Buhrman, R. Cleve, S. Massar, and R. de Wolf, Rev.
Mod. Phys. 82, 665 (2010).
[4] M. Pawlowski and N. Brunner, Phys. Rev. A 84,
010302(R) (2011).
[5] H.-W. Li, M. Pawlowski, Z.-Q. Yin, G.-C. Guo and Z.-F.
Han, Phys. Rev. A 85, 052308 (2012).
[6] R. Gallego, N. Brunner, C. Hadley and A. Ac´ın, Phys.
Rev. Lett. 105, 230501 (2010).
[7] N. Brunner, S. Pironio, A. Ac´ın, N. Gisin, A. A. Me´thot,
V. Scarani, Phys. Rev. Lett. 100, 210503 (2008).
[8] K.F. Pa´l, T. Ve´rtesi, Phys. Rev. A 77, 042105 (2008).
[9] S. Wehner, M. Christandl, A. C. Doherty, Phys. Rev. A
78, 062112 (2008).
[10] J. Brie¨t, H. Buhrman, B. Toner, Comm. Math. Phys.
305 (3), 827 (2011).
[11] R. F. Werner and M. M. Wolf, Quantum Inf. Comput. 1,
1 (2001).
[12] K.F. Pa´l and T. Ve´rtesi, Phys. Rev. A 82, 022116 (2010).
[13] M. Navascue´s, G. de la Torre, T. Ve´rtesi, Phys. Rev. X
4, 011011 (2014).
[14] T. Moroder, J.-D. Bancal, Y.-C. Liang, M. Hofmann, O.
Gu¨hne, Phys. Rev. Lett. 111, 030501 (2013).
[15] N. Brunner, M. Navascue´s, T. Ve´rtesi, Phys. Rev. Lett.
110, 150501 (2013).
[16] P. Mironowicz, H.-W. Li and M. Pawlowski, Phys. Rev.
A 90, 022322 (2014).
[17] J. Bowles, M. T. Quintino and N. Brunner, Phys. Rev.
Lett. 112, 140407 (2014).
[18] L. Vandenberghe and S. Boyd, SIAM Review 38, 49
(1996).
[19] S. Pironio, M. Navascue´s and A. Ac´ın, SIAM J. Optim.
Volume 20, Issue 5, pp. 2157-2180 (2010).
[20] M. Navascue´s and T. Ve´rtesi, in preparation.
[21] M. Navascue´s, S. Pironio, and A. Ac´ın, Phys. Rev. Lett.
98, 010401 (2007).
[22] M. Navascue´s, S. Pironio, and A. Ac´ın, New J. Phys. 10,
073013 (2008).
[23] H. Waki, M. Nakata and M. Muramatsu, Comput. Op-
tim. App. 53 (3), 823-844 (2012).
[24] M. Navascue´s, A. Garc´ıa-Sa´ez, A. Ac´ın, S. Pironio and
M. B. Plenio, New J. Phys. 15, 023026 (2013).
[25] J. Lo¨fberg, YALMIP: A Toolbox for Modeling and Opti-
mization in MATLAB, Proceedings of the CACSD Con-
ference (Taipei, Taiwan, 2004).
[26] J. F. Sturm, Using SeDuMi 1.02, a MATLAB Toolbox
for Optimization over Symmetric Cones, Optimization
methods and software 11, 625 (1999). Special issue on
Interior Point Methods (CD supplement with software).
[27] The MOSEK optimization toolbox for MAT-
LAB manual. Version 7.0 (Revision 140).
Published by MOSEK ApS, Denmark.
http://docs.mosek.com/7.0/toolbox/index.html
[28] D. Collins and N. Gisin, J. Phys. A 37, 1775 (2004).
[29] M. A. Nielsen and I. L. Chuang, Quantum computation
and quantum information, Cambridge Series on Infor-
mation and the Natural Sciences, Cambridge University
Press, UK (2000).
[30] S. Pironio, J. Phys. A: Math. Theor. 47, 424020 (2014).
[31] J.F. Clauser, M.A. Horne, A. Shimony, and R.A. Holt,
Phys. Rev. Lett. 23, 880 (1969).
[32] B. Toner and F. Verstraete, arXiv:quant-ph/0611001
(2006).
[33] H.-W. Li, M. Pawlowski, Z.-Q. Yin, G.-C. Guo, Z.-F.
Han, Phys. Rev. A 85, 052308 (2012).
[34] A. Ambainis, A. Nayak, A. Ta-Shma, U. Vazirani, Jour-
nal of the ACM 49 (4), 496 (2002).
[35] M. Hendrych, R. Gallego, M. Micˇuda, N. Brunner, A.
Ac´ın and J. P. Torres, Nat. Phys. 8, 588 (2012).
[36] Note, however, that, due to rounding errors during the
execution of the numerical calculations, the matrix basis
generated by the computer is just an approximation to
S
n
D,~r. During the course of this work we observed that
this effect sometimes led to ‘upper bounds’ smaller than
the best known lower bound by an amount of order 10−7.
These numerical paradoxes, also reported in other SDP
hierarchies [23, 24], go away by increasing the computer
precision.
