Abstract. We consider differential equations with quadratic right-hand sides that admit two quadratic first integrals, one of which is a positivedefinite quadratic form. We indicate conditions of general nature under which a linear change of variables reduces this system to a certain 'canonical' form. Under these conditions, the system turns out to be divergenceless and can be reduced to a Hamiltonian form, but the corresponding linear Lie-Poisson bracket does not always satisfy the Jacobi identity. In the three-dimensional case, the equations can be reduced to the classical equations of the Euler top, and in four-dimensional space, the system turns out to be superintegrable and coincides with the Euler-Poincaré equations on some Lie algebra. In the five-dimensional case we find a reducing multiplier after multiplying by which the Poisson bracket satisfies the Jacobi identity. In the general case for n > 5 we prove the absence of a reducing multiplier. As an example we consider a system of Lotka-Volterra type with quadratic right-hand sides that was studied by Kovalevskaya from the viewpoint of conditions of uniqueness of its solutions as functions of complex time.
§ 1. Linear systems
We begin by considering a linear systeṁ
admitting a first integral represented by a nondegenerate quadratic form
Our observation is that the phase flow of the system (1.1) preserves the standard measure in R n . In other words, tr A = 0.
3)
The proof is quite simple. The function (1.2) is a first integral of the linear system (1.1) if and only if BA + A T B = 0.
Consequently,
But then tr A = − tr(B −1 A T B) = − tr A, whence (1.3) follows. One can proceed differently. We reduce the quadratic form (1.2) to a 'canonical' form 2H = ±x 2 1 ± · · · ± x 2 n . In these coordinates, the conditionḢ = 0 means, in particular, that all the diagonal elements of the matrix A are equal to zero. Consequently, (1.3) holds.
Thus, if a linear system has just one nondegenerate quadratic integral, then it also admits an additional tensor invariant -the volume n-form
The following result is less obvious. If we require in addition that the nondegeneracy condition det A ̸ = 0 hold, then the system (1.1) turns out to be Hamiltonian with respect to some symplectic structure in R n , and the integral (1.2) will be the Hamiltonian function (see [1] ). In particular, n is even in this case.
On the other hand, if the system (1.1) is degenerate, then it admits a linear integral. In fact, the number of such independent integrals is equal to the dimension of the kernel of the operator A.
Finally, if the system (1.1) is nondegenerate and the quadratic form (1.2) is positive-definite, then this Hamiltonian system admits n/2 independent quadratic integrals. Thus, for n > 2 the existence of just one positive-definite first integral of a nondegenerate system automatically implies the existence of other independent quadratic integrals.
These observations can be extended (with the corresponding changes) to dynamical systems with quadratic right-hand sides:
In contrast to linear systems, these nonlinear equations are no longer integrable in the general case. § 2. Homogeneous systems Equations (1.4) admit the group of dilations:
x → αx, t → t α , α ∈ R.
This property makes it possible to apply Kovalevskaya's method to the system (1.4) and find necessary conditions for the uniqueness of its solutions in the plane of complex time, as well as conditions for the existence of nontrivial tensor conservation laws (see [2] , [3] ).
One of the important examples of equations of the form (1.4) is the Euler-Poincaré equation on a Lie algebra:
Here, ω = (ω 1 , . . . , ω n ) is the velocity of the system (an element of the algebra g), and m = (m 1 , . . . , m n ) is its momentum (an element of the dual algebra g * ); they are connected by linear relations:
In this formula, ∥I pq ∥ = I is a positive-definite matrix (the inertia tensor of the system). Equations (2.1) represented in the variables {ω j } are equations on the algebra g, and in the variables {m k }, equations on the coalgebra g * . The constants c i jk = −c i kj are the structure constants of the Lie algebra; they satisfy the Jacobi identity.
Equations ( For the algebra so(3), equations (2.1) coincide with Euler's dynamical equations describing free rotation of a top about a fixed point. Details can be found, for example, in [4] , [5] .
Another class of systems of differential equations of the form (1.4) consists of the so-called systems of hydrodynamic type (see [6] and the references in this paper). These systems appear after application of the Galerkin method to the equations of motion of an ideal homogeneous fluid.
Other examples of systems with quadratic right-hand sides (systems of LotkaVolterra type and Darboux-Halphen type) can be found in [5] and [7] . § 3. Homogeneous systems with quadratic integrals Suppose that the system (1.4) has two quadratic first integrals
and the quadratic form F is positive-definite. Let λ 1 , . . . , λ n be the roots of the characteristic polynomial det(B − λA) = 0.
Of course, all of them are real. In Hamiltonian mechanics, natural examples of systems with two nondegenerate quadratic integrals are given by generalizations of the Euler top to the algebras so(n) (see [8] ) and e(n) (see [9] ). Theorem 1. If all the numbers λ 1 , . . . , λ n are pairwise different, then a linear change of variables reduces the system of differential equations (1.4) to the forṁ
where c
the other c k ij are equal to zero, and the symbol ′′ means that the summands with numbers i = k or j = k are omitted in the sum.
The proof is based on reduction of the pair of quadratic forms (3.1) to the canonical form:
After this, it is verified that under the condition λ i ̸ = λ j (i ̸ = j), the system of differential equations (1.4) takes the form (3.2) in the 'canonical' coordinates. We omit elementary but somewhat tedious calculations. Of course, the coefficients (3.3) can be arbitrary. Theorem 1 belongs to Volterra. In his paper [10] , equations (3.2) are represented by using the Jacobians of the first integrals:
Volterra's theorem was repeated in [6] , Addendum 1.
Theorem 2. The system (3.2) has the Hamiltonian forṁ
where the 'Lie-Poisson bracket' { · , · } is defined by the following relations:
As in (3.2), here the summation is conducted over all 1 k n except for k = i and k = j. Theorem 2 is also proved by a straightforward calculation taking into account the obvious equation
The property of skew-symmetricity of the coefficients c k ij implies that the function H is a first integral of the system of the form (3.4) . But the bracket (3.5) is not a 'genuine' Lie-Poisson bracket, since it does not satisfy the Jacobi identity in the general case. Lie-Poisson quasibrackets of this kind appear naturally in many problems of mechanics and mathematical physics (see, for example, [11] ). Lie-Poisson quasibrackets are also often called an almost Poisson structure.
Let Φ : R n → R be a smooth function. Theṅ
Consequently, this function is a first integral if and only if it commutes with the Hamiltonian. But in the general case the bracket of two first integrals is no longer an integral of the system (3.4) (because of the absence of the Jacobi identity). It turns out that the bracket (3.5) is always degenerate: the first integral F commutes with all smooth functions on R n . Indeed,
If all the numbers λ 1 , . . . , λ n are pairwise different, then the phase flow of the system (1.4) preserves the volume n-form
Indeed, the right-hand side of equation (3.2) does not contain the variable x k . Consequently, the divergence of the vector field defined by the system of differential equations (3.2) is equal to zero. Obviously, the property of being divergenceless is preserved under all linear transformations. But then (by the well-known Liouville Theorem) the flow of this system preserves the ordinary Lebesgue measure in R n = {x}. Theorem 3 was also known to Volterra. Admittedly, he related this theorem to the theory of the Euler-Jacobi integrating factor. We point out that the class of systems of hydrodynamic type introduced by Obukhov [12] consists of systems of the form (1.4) admitting a positive-definite first integral and satisfying the divergenceless condition:
Theorem 3 is false if the spectrum {λ} contains equal numbers. Here is a simple example of a system in three-dimensional spacė
admitting two independent quadratic integrals
but such that its flow does not preserve the volume of the phase space. Here, λ 1 = λ 2 = 1, λ 3 = 0, and the divergence αx 2 − βx 1 does not become identically zero if α 2 + β 2 ̸ = 0. The phase portrait of the system (3.6) on an invariant sphere
is depicted in Fig. 1 . The plane αx 1 + βx 2 + γx 3 = 0 intersects this sphere in a great circle, which is entirely filled with equilibrium positions. All solutions are double-asymptotic: they tend to equilibrium positions as t → ±∞. The system (3.6) has an invariant measure with the singular density
but does not admit invariant measures that are continuous with respect to the standard Lebesgue measure. Theorem 3 has an important consequence: if λ i ̸ = λ j for i ̸ = j, then almost all phase trajectories of the system (1.4) have the recurrence property (as t → +∞ and t → −∞, the trajectory returns arbitrarily close to every given point of it). Indeed, the system (1.4) admits the invariant measure
such that µ(R n ) < ∞. It remains to apply Poincaré's recurrence theorem. We can make this observation more precise by applying the results of ergodic theory to the restriction of the dynamical system (1.4) to the invariant compact regular manifolds {x ∈ R n : H(x) = h, G(x) = g} of codimension two. For regularity it is necessary that the following hold: g > 0 and h ̸ = λ i g, 1 i n. Thus, under the hypotheses of Theorem 1 the system (1.4) demonstrates 'conservative' behavior. On the contrary, the system (3.6) is not conservative, although it admits two independent first integrals. § 4. Kovalevskaya's method
By substituting into equations (1.4) the meromorphic functions
we obtain an algebraic system of n equations for finding the residues:
Let c 1 , . . . , c n be a nonzero solution of this system (generally speaking, a complex one). By setting
where δ ij is the Kronecker delta. The eigenvalues of this matrix ρ 1 , . . . , ρ n are called the Kovalevskaya exponents. A necessary condition for the uniqueness of solutions of the system (1.4) as functions of complex time is that the Kovalevskaya exponents be integers.
Theorem 4. The Kovalevskaya exponents of the system of differential equations (3.2) include the numbers −1, 2 (of multiplicity two) and satisfy the equation
This assertion is a consequence of the general results on the connection of the Kovalevskaya exponents with tensor invariants of homogeneous systems of differential equations. The exponent ρ = −1 corresponds to the trivial symmetry field v = (v 1 , . . . , v n ) in view of the condition v(c) ̸ = 0. The presence of the exponent ρ = 2 is related to the existence of two invariant differential 1-forms dH and dG in view of their linear independence at the point x = c (see [2] , [3] ). Finally, equation (4.1) is a consequence of the existence of the standard invariant measure in R n (see [3] ). Remark 1. Equation (4.1) is also valid for the system (3.6), although this system does not admit an invariant measure with smooth positive density. But, of course, one should not think that equation (4.1) for the Kovalevskaya exponents is valid in the most general case. In exactly the same way, if among the Kovalevskaya exponents there is a positive integer m, then this still does not mean that there exists a homogeneous polynomial first integral of degree m. A discussion of this range of questions can be found in [2] , [3] . § 5. The case n = 3
Obviously, the hypotheses of Theorem 1 can hold only if n 3. By Theorem 1, for n = 3 the system (1.4) takes the following form:
Here, µ = c (we have taken into account relations (3.3)). Let µ ̸ = 0; in the opposite case, the original system (1.4) degenerates into the trivial oneẋ = 0. We use a linear substitution
to obtain that µ = −1 in equations (5.1). These equations (in view of the fact that µ = −1) coincide with the classical Euler equations on the coalgebra (so(3)) * , and λ 1 , λ 2 , λ 3 play the role of the inverse principle moments of inertia of a rotating top.
For n = 3 the bracket (3.5)
coincides with the Lie-Poisson bracket of the algebra of the rotation group SO(3).
The parameter ρ in (5.2) can be made to be equal to 1 by a suitable dilation x → αx. These observations should be distinguished from the well-known result on the reduction of any system of hydrodynamic type for n = 3 to Euler's equations of a rotating top. As shown by the example of equations (3.6), this cannot be done when there are repeated eigenvalues.
As an example we consider planar-parallel inertial motion of a rigid body in an ideal fluid (see, for example, [4] ). We assume that the homogeneous fluid is in irrotational motion and is at rest at infinity. The dynamical equations have the form of the Euler-Poincaré equations on the algebra e(2) (this is the algebra of the group of isometries of a two-dimensional plane):
Here, m 1 , m 2 are the projections of the momentum of the system 'body + fluid' onto the orthogonal axes attached to the body, m 3 is the angular momentum, and H is the energy of this system (a positive-definite quadratic form in m 1 , m 2 , m 3 ). The Lie-Poisson bracket is defined by the relations
This bracket is, of course, different from the bracket (5.2). The function
is a Casimir function. In a suitably-chosen fixed frame of reference, the kinetic energy reduces to the diagonal form
The positive numbers ρ 1 and ρ 2 are the sums of the mass of the rigid body and the added mass of the fluid along an 'eigendirection'. In the general case,
In view of (5.4) and (5.5), equations (5.3) take the following explicit form:
Since the sum of coefficients in these equations is nonzero, they do not coincide with the classical Euler equations (5.1).
Here we can proceed in a different manner, by swapping the roles of the functions G and H. We reduce the positive-definite quadratic form (5.5) to the sum of squares (x
Then the former Casimir function G will be equal to
In the new variables, equations (5.6) take the form of Euler's equations (5.1), where
For n = 4 the system of differential equations (3.2) takes the following form:
Here (to lighten the notation), we denote by µ 1 , µ 2 , µ 3 , and µ 4 the coefficients c k ij
with account for equation (3.3) . The system (6.1) admits two independent quadratic integrals and its phase flow preserves the ordinary measure in R 4 . Therefore, by the Euler-Jacobi theorem, this system is integrable by quadratures. Furthermore, the four-dimensional phase space is foliated into two-dimensional invariant tori on which the first integrals F and H are constant. In fact, the system (6.1) is super-integrable.
Theorem 5. The following assertions hold:
1) equations (6.1) admit the additional linear integral
2) equations (6.1) admit the representatioṅ
3) the bracket (3.5) is the Lie-Poisson bracket of the Lie algebra R ⊕ so(3) with Casimir functions G and F ; 4) solutions of the system (6.1) are elliptic functions of t.
The existence of an additional linear integral is predicted by Theorem 4: for n = 4 the Kovalevskaya exponents are −1, 2, 2, and 1. The linear integral G was found by Vishik [6] , Addendum 1.
Representation of equations (6.1) by using the Jacobians (6.2) is verified directly. Representation of superintegrable differential equations in the form (6.2) was studied by de la Vallée-Poussin (see [13] ). Locally, in a neighbourhood of a nonsingular point, any system of differential equations (in suitable coordinates) can be reduced to such a form, which fact is a simple consequence of the theorem on rectification of trajectories. In our case, de la Vallée-Poussin's representation holds in the entire phase space.
Differential equations of the form (6.2) in three-dimensional space were considered even earlier by Volterra in connection with studying the dynamics of the Earth's poles [14] . Systems on multi-dimensional tori with a 'complete' set of multivalued integrals were considered in [15] . In the physical literature, equations of the form (6.2) are usually connected with Nambu's mechanics [16] .
For equations (6.1), the bracket (3.5) is defined by the following relations:
This bracket is degenerate: the rank of the skew-symmetric matrix ∥{x i , x j }∥ drops by two. The reason behind this fact is the existence of the two Casimir functions G and F . The bracket (6.3) satisfies the Jacobi identity:
for all i, j, k. Consequently, this bracket is the Lie-Poisson bracket of some four-dimensional Lie algebra. In order to determine the structure of this algebra, we pass to new coordinates m 1 , m 2 , m 3 , m 4 by using the linear transformation
where
. One can verify that in the new coordinates,
Thus, our Lie algebra decomposes into the direct sum so(3) ⊕ R. Formulae (6.4) are well defined if a 2 = µ It remains to show that solutions of the system (6.1) can be expressed in terms of elliptic functions of time. For that we write down equations (6.1) in the new variables m j , 1 j 4. These equations will again have the Hamiltonian forṁ We represent the quadratic form H as the sum
where T is a quadratic form in m 1 , m 2 , m 3 , while a j , 1 j 4, are some constants. We equip the three-dimensional space R 3 = {m} with the standard Euclidean structure; this makes it possible, in particular, for us to define the vector cross product ×. We represent the first three equations of the system (6.5) in the vector formṁ
Since m 4 = const, we can set
By (6.6), λ is a constant vector with components m 4 a 1 , m 4 a 2 , m 4 a 3 . Consequently,
By substituting m = Iω + Λ, Λ = −Iλ = const into (6.7) we obtain a differential equation in R 3 = {ω}:
Equation (6.8) describes rotation of a rigid body about a fixed point with constant 'gyrostatic moment' Λ. This system, called a gyrostat, was considered for the first time by Volterra [14] . In the same paper he showed that equations (6.8) are integrable in elliptic functions of time. Consequently, solutions of the original system (6.1) can also be expressed in elliptic functions.
Remark 2. In dynamics of a rigid body, Lie-Poisson brackets are usually introduced by using the equation {m 1 , m 2 } = −m 3 , . . . . Therefore the first summand on the right-hand side of (6.8) takes the form (Iω) × ω. But this circumstance does not have substantial significance, since the substitution m j → −m j transforms our Lie-Poisson bracket on the algebra so(3) into the standard one. § 7. The case n = 5
The bracket (3.5) is defined by the relations
Here, as before, µ 1 , µ 2 , . . . , µ 10 denote the coefficients c k ij with account for equation (3.
can be expressed linearly in terms of the other two coordinates.
The bracket (7.1) is always degenerate, that is, the rank of the skew-symmetric matrix
is a. e. equal to four, and F is a Casimir function. Moreover, for a certain choice of the coefficients µ i , there are cases where the rank of J drops by two more.
1) the rank of J is equal to two, and the linear functions
are Casimir functions; 2) in this case, the bracket (7.1) is the Lie-Poisson bracket of the Lie algebra so(3) ⊕ R 2 .
For definiteness, we resolve relations (7.3) with respect to µ 1 , µ 2 , µ 3 . Then direct calculations verify the existence of the Casimir functions G 1 and G 2 .
In order to show that the Lie algebra (which is formed by the Lie-Poisson bracket obtained) decomposes into the direct sum so(3) ⊕ R 2 , it suffices to pass to new coordinates m 1 , . . . , m 5 by using a linear transformation of the form
where the coefficients a i , b i , c i depend on µ i . We do not present explicit formulae here, since they are defined by rather cumbersome relations. Nevertheless they can be determined from the condition that in the new coordinates,
In the general case, (7.1) does not satisfy the Jacobi identity. Thus, in a typical case for n = 5, equations (3.2) are not the Euler-Poincaré equations in any five-dimensional Lie algebra. In all probability, this conclusion is valid for all n 5. But in the case n = 5 the following theorem holds. Theorem 7. Suppose that at least one of equations (7.3) fails. If the bracket (7.1) is multiplied by the (reducing) multiplier
c 4 = µ 2 µ 10 − µ 4 µ 9 + µ 6 µ 7 , c 5 = µ 3 µ 10 − µ 5 µ 9 + µ 6 µ 8 , then the new bracket N { · , · } satisfies the Jacobi identity.
When (7.3) holds, all the c i are equal to zero and the reducing multiplier N is not defined. Theorem 7 is proved by a straightforward calculation.
Note that if we perform the change of time dt = N dτ in the original equations (3.4), then these equations can be represented in the 'genuine' Hamiltonian form
Note that in nonholonomic mechanics, systems that can be represented in a Hamiltonian form after change of time are called conformally Hamiltonian.
For the integrability of equations (7.4), we lack one integral independent of the functions F and H (the Euler-Jacobi theorem). Apparently, in the general case there is no such integral in the class of homogeneous polynomials in x 1 , . . . , x 5 . Numerical calculations were conducted that confirm this conjecture, which has not yet been rigorously proved.
In conclusion of this section we consider the 'cascade' system of hydrodynamic type proposed by Gledzer [17] (see also [6] ). In our notation, this system can be represented in the forṁ
The system has the standard invariant measure and the two quadratic integrals
We consider the general nondegenerate case where µ 1 ̸ = 0 and µ 10 ̸ = 0 (otherwise the system (7.5) admits a linear integral). Then After the change of variable dτ = x 3 dt in the system (7.5), the following closed linear system of differential equations with respect to (x 1 , x 2 , x 4 , x 5 ) T = y is isolated:
This system admits the quadratic integral
In view of the assumption that the numbers λ 1 , . . . , λ 5 are pairwise different, we obtain that Φ is a nondegenerate quadratic form. Since
by [1] , § 1.1, the linear system (7.7) is Hamiltonian with Hamiltonian function Φ. The linear system (7.7) is stable, since all the coordinates x 1 , . . . , x 5 are bounded. Consequently, there must exist one more quadratic integral of the system (7.7) independent of Φ (see [1] ).
The quadratic form
) is a first integral of the original nonlinear Gledzer system (7.5), and Ψ − 2d 3 F is a first integral of the linear system (7.7).
Thus, the quadratic system (7.5) is Euler-Jacobi integrable, and in view of Theorem 7 it is also integrable by Liouville's theorem (of course, here we take into account the degeneration of the Poisson bracket).
We point out that the system (7.5) has the set of fixed points which is defined by the relations
Therefore there remains the open question about the types of integral manifolds and the classification of trajectories on them. Apparently, here the situation is similar to the nonholonomic system that was considered in detail in [18] .
Explicit integration of the system (7.5) is conducted by the same scheme as integration of the dynamical equations of Suslov's multi-dimensional nonholonomic problem (see [19] ), which also gives us a substantive example of differential equations with quadratic right-hand sides. Another example of a quadratic system with three quadratic integrals was considered in [20] . § 8. The case n = 6
In this case, the rank of the bracket (3.5) is equal to four. Furthermore, as before, F defines a Casimir function. But it is not possible to find another Casimir function, since it does not exist at all (even locally).
In order to prove this, we consider the linear map
defined by the matrix of the Lie-Poisson quasibrackets
Let Π x ⊂ T x R n be the image of the n-dimensional tangent space T x R n at a point x ∈ R n under the map (8.1). Clearly, Π x , x ∈ R n , defines a distribution of vectors tangent to R n , and dim Π = rank J. Consequently, the dimension of Π x is a. e. equal to the maximal value of the rank of the skew-symmetric matrix (8.2); this number is, of course, even.
Let Φ : R n = {x} → R be a Casimir function of the Lie-Poisson quasibracket.
for all ξ ∈ Π x . Indeed, ξ = Jη for some η ∈ T x R n . Consequently,
by the definition of Casimir functions. If the distribution Π is integrable, then by (8.3) every Casimir function is constant on the integral manifolds of this distribution. Conversely, if there are n−dim Π independent Casimir functions (with account for the function F ), then the distribution Π is integrable: the integral manifolds of the distribution Π will coincide with the common level surfaces of the Casimir functions.
We again return to the analysis of the case n = 6. and the others are c k ij = 0. Then the bracket (3.5) can be defined by using the skew-symmetric matrix
Since rank J = 4, the image of J is determined by four vectors, as which we can take the vectors
Next, we show that the dimension of the linear span of the vectors (8.4) and their commutators is greater than the dimension of the image of J (that is, greater than four).
Indeed, we calculate the commutator
It is easy to verify that the rank of the matrix whose columns are formed by the coordinates of the vectors u i , i = 1, . . . , 5, is equal to five. Thus, it follows from Frobenius' theorem that the vectors (8.4) (and therefore also the image of J) define a non-integrable distribution.
Remark 3. We point out that in the example considered above, the kernel J defines an integrable distribution: Remark 4. Suppose that equations (3.2) admit a formally analytic first integral in the form of a sum
where p ∈ N is the degree of a homogeneous polynomial Φ p that is independent of the quadratic forms F and H. Then, obviously, one of the homogeneous forms Φ p is a new first integral of the system (3.2). A more substantive and difficult problem is about the existence of a nonconstant analytic first integral of the restriction of the system (3.2) to the integral manifolds
By the Euler-Jacobi Theorem, two integrals are lacking for exact integrability of the system of differential equations (3.2) for n = 6. One can produce examples where the system (3.2) for n = 6 admits only one additional integral (and therefore cannot be included in the class of integrable systems). Probably the simplest example is given by the Euler-Poincaré equations on the algebra e(3), the Lie algebra of the group of isometries of three-dimensional Euclidean space, which describes the inertial motion of a rigid body in an ideal fluid (with account for the effect of added masses). Of course, these equations have the form (3.2) , and the c k ij have the meaning of structure constants of the algebra e(3). The equations admit the energy integral H (represented by a positive-definite quadratic form) and two more quadratic integrals -Casimir functions of the Lie-Poisson bracket on e(3). Both Casimir functions are not positive-definite quadratic forms (one of them is a neutral form). But we can compose from them two nondegenerate quadratic forms, one of which (the energy H) is positive-definite, and apply Theorem 1. The parameters λ 1 , . . . , λ 6 will be expressed in terms of the added masses and added moments of inertia of the rigid body. As shown in [21] , for typical values of added masses and moments of inertia, the Euler-Poincaré equations on the algebra e(3) do not admit a nonconstant analytic first integral on the three-dimensional regular integral manifolds of this system. Therefore for n = 6 a general system of differential equations (3.2) should be considered to be non-integrable. § 9. The case where a Casimir function is not positive-definite
We consider the more general case where the system of differential equations (1.4) again admits two first integrals represented by quadratic forms, one of which is nondegenerate. This form can be reduced to the diagonal form
If 0 < p < n, then the second quadratic form, generally speaking, cannot be reduced to a diagonal form simultaneously with the first one (a discussion of this range of questions can be found, for example, in [22] ). But we assume that the other first integral has the form
in the same coordinates.
Theorem 9.
If λ i ̸ = λ j for i < j p and for p < i < j , as well as λ i + λ j ̸ = 0 for i p < j , then a linear change of variables reduces the system of differential equations (1.4) to the following form:
For p = 0 and p = n, Theorem 9 becomes Theorem 1. The meaning of Theorem 9 is in the following: if we succeed in reducing first integrals to the form (9.1) and (9.2) by a linear substitution, then, in the absence of resonances of the second order, in the same 'canonical' coordinates the original equations (1.4) take the form (9.3), (9.4).
In particular, when the hypotheses of Theorem 9 hold, the system (1.4) is divergenceless: its phase flow preserves the ordinary measure in R n . If the common levels of the integrals (9.1) and (9.2) are noncompact, then almost all solutions of the system (9.3), (9.4) either have the recurrence property (are Poisson stable), or go to infinity as time increases and decreases (Hopf's theorem).
Let n = 3 and p = 3 (or p = 0). Then in view of Theorem 9 the system (1.4) reduces to the form (5.1). These are the Euler-Poincaré equations on the algebra so(3). It remains to consider the case where for n = 3 there are two quadratic first integrals
The case of signature +−− obviously reduces to this case by the change of variables 6) then equations (1.4) are reduced to the following form:
These are the Euler-Poincaré equations on the algebra so(2, 1) (see [5] ). As the classical Euler equations for a top in three-dimensional Euclidean space, equations (9.7) are integrable in elliptic functions of time. The quadratic form F is again a Casimir function.
As an example, we consider the system of Lotka-Volterra typė y 1 = y 1 (−y 1 +y 2 +y 3 ),ẏ 2 = y 2 (−y 2 +y 3 +y 1 ),ẏ 3 = y 3 (−y 3 +y 1 +y 2 ), (9.8) which was discussed by Kovalevskaya in a letter to Mittag-Leffler; see [23] , Letter 57. Kovalevskaya showed that this system has two independent quadratic integrals of the form
Consider two such quadratic integrals 2F = y 1 y 3 + y 2 y 3 − 2y 1 y 2 , 2H = y 2 y 3 − y 1 y 2 .
The linear substitution
reduces these integrals simultaneously to the form (9.5), where
Since conditions (9.6) hold, in the new coordinates the system (9.8) takes the form of equations (9.7):
The value of the constant µ is immaterial for us; it is only important that µ ̸ = 0 (since the right-hand sides of the original system (9.8) are not zeros). The linear substitution
reduces the system (9.9) to the symmetric forṁ
This result was noted in [24] . But the authors of that paper incorrectly connected equations (9.10) with the Euler top. The equations are the Euler-Poincaré equations on the algebra so(2, 1), rather than on so(3). Now let n = 4, and suppose that the quadratic form (9.1) has signature + + + − (p = 3). In this case, equations (9.3), (9.4) take the forṁ
The coefficients µ 1 , . . . , µ 4 denote the constants c k ij with account for equations (3.3) . The system (9.11) is, of course, different from (6.1), but it is also superintegrable: apart from the integrals F and H, it admits the linear integral
Equations (9.11) can be represented in the Hamiltonian forṁ x s = {x s , H}, and the bracket is defined by the following equations:
Like the bracket (6.3), this bracket satisfies the Jacobi identity. Equations (9.11) also admit the Vallée-Poussin representation (6.2) and their solutions are also elliptic functions of time.
The remaining case, when the quadratic form (9.1) has signature ++−− (p = 2), is considered in similar fashion.
In conclusion of this section we discuss conditions for the existence of an invariant measure under the condition that the system (1.4) admits two independent quadratic integrals (3.1), but they cannot be reduced simultaneously to a diagonal form by a real linear transformation. Suppose that one of these quadratic forms (say, F ) is nondegenerate (det A ̸ = 0). Then the degree of the characteristic polynomial det(B − λA) is equal to n. We denote again by λ 1 , . . . , λ n the roots of this polynomial (in the general case, complex ones).
Theorem 10. If all the numbers λ 1 , . . . , λ n are pairwise different, then the phase flow of the system (1.4) preserves the ordinary Lebesgue measure of R n = {x}.
This assertion generalizes Theorem 3, and also contains as a special case the assertion on preservation of the standard measure under the hypotheses of Theorem 9.
The divergenceless condition of the system (1.4) is a purely algebraic fact that is invariant under nondegenerate linear transformations. If λ i ̸ = λ j for i ̸ = j, then a nondegenerate linear transformation (generally speaking, a complex one) reduces both quadratic forms (3.1) to diagonal form (and the first of these forms to a sum of squares). Then, in view of Theorem 1, in the new variables the system (1.4) takes the form (3.2). Consequently, the divergence of the right-hand side is equal to zero. By performing the inverse linear transformation we obtain zero divergence of the system (1.4) in the original variables, as required. § 10. Generalized Kovalevskaya systems
We consider the following system in n-dimensional space with quadratic righthand sides:ẋ
This is a system of Lotka-Volterra type; k is a real parameter. For n = 3 and k = 2 we obtain the Kovalevskaya system (9.8).
For k = 2 this system was studied in [5] , [24] . If n = 4 (and k = 2), then equations (10.1) admit the two independent quadratic first integrals
and the third one can be represented in the form
Note that three quadratic integrals were presented in [5] , but, as rightly pointed out in [24] , they turn out to be dependent. The density of an invariant measure in this case is also known and has the form (x 1 x 2 x 3 x 4 ) −1/2 . The Poisson bracket for the case under consideration can be represented in the form
Furthermore, its rank is equal to 2 and the Casimir functions are represented in the form
while the Hamiltonian is equal to
.
It is easy to verify that the functions G 1 , G 2 , and E are dependent with the integrals F 1 , F 2 , F 3 .
Remark 5. We point out the paper [25] , in which the Lie-Poisson bracket was found for the Lotka-Volterra system for n = 3.
For the case considered above one cannot contrive two quadratic first integrals satisfying the hypotheses of Theorem 9, since the divergence of the right-hand side of (10.1) is nonzero. In this connection there remains the open question about the analytic nature of solutions of the system. As shown in [24] , for k = 2 the system (10.1) remains superintegrable also for values n > 5, but a 'complete' set of independent integrals consists of rational functions.
With respect to the generalized Kovalevskaya system (10.1), we can state the following two assertions:
• the flow of the system (10.1) admits an invariant measure with smooth positive density if and only if k = (n + 1)/2; • if k = n−1, then the system (10.1) admits the polynomial integrals of degree
The symbol ∧ over a variable means that it is skipped. These two properties hold simultaneously only for n = 3. The first assertion is a consequence of the fact that the divergence of the right-hand side of (10.1) is equal to zero only for k = (n + 1)/2 and of the general results in [26] . For k = 2 and n 4, the densities of singular measures were indicated in [24] .
The existence of polynomial integrals of the form (10.2) (as in the Kovalevskaya system) is verified by a straightforward calculation. Obviously, it is possible to indicate n − 1 independent first integrals of the form (10.2). Consequently, for k = n − 1 the system of differential equations (10.1) is superintegrable.
Remark 6. As an interesting curiosity, we point out the recent papers [27] , [28] . For example, in [28] the authors again obtain the Kovalevskaya system, but indicate two integrals of the fourth degree. In [27] it was noted that these integrals reduce to quadratic ones, but a representation on the algebra so(2, 1) was not obtained, and merely an embedding into sl(2, R) was indicated. § 11. Hamiltonization problem in nonholonomic mechanics
The systems considered in the paper illustrate the Hamiltonization problem, which is being actively discussed in nonholonomic mechanics.
As is well known, general equations of motion in nonholonomic mechanics can be represented in a skew-symmetric form (see [11] ). Furthermore, in contrast to the examples considered above, the Poisson quasibracket that appears is no longer linear. Moreover, the Jacobi identity holds for it only in the case where constraints become holonomic. In this sense, such a skew-symmetric form turns out to be totally useless for Hamiltonization.
For real-life problems, as a rule, there are symmetry groups, after reduction by which a reduced system is obtained. The resulting system can already be represented in a conformally Hamiltonian form.
For Hamiltonization of nonholonomic systems that can be reduced to studying systems with two degrees of freedom, Chaplygin (see [29] ) developed the theory of the reducing multiplier. Further substantial generalization of this theory is contained in [30] , [31] .
By using the method of the reducing multiplier, a conformally Hamiltonian representation was found for Chaplygin's ball, Veselova's system, and a number of other systems. We point out that in Chaplygin's theory the reducing multiplier is connected with the density of an invariant measure, which fact is not valid for the problem considered here (see Theorem 7).
In conclusion we also present an example of a quadratic system that does not satisfy the assumptions of Theorem 1 but often arises in various physical applications (see, for example, § 3 of Ch. 3 in [32] ). This system can also be considered as a generalization of Euler's equatioṅ
where A = diag(a 1 , a 2 , a 3 ), B = diag(b 1 , b 2 , b 3 ), and '×' is the vector cross product. In nonholonomic mechanics, the system (11.1) arises in the recently considered problem about inertial motion of a platform with omniwheels on a sphere [33] . In this case, γ is a basis vector of a fixed system of coordinates, and M is some angular momentum.
The system (11.1) has an invariant measure with constant density and possesses the three quadratic integrals
furthermore, the value of the last one can be considered to be fixed: F 3 = 1.
In [34] , the Kovalevskaya exponents were calculated for (11.1): a 23 a 21 a 13 , a ij = a i − a j .
(11.2)
In the same paper, for n = 2k + 1 and k ∈ Z an additional integral was found, which turned out to be linear in γ and polynomial of degree k in M .
Remark 7. We point out that this is not the only example of a quadratic system in which there appear polynomial integrals of arbitrarily high degree in the momenta. In [35] a similar integral was found in Suslov's problem, when a full five-dimensional system is considered for angular velocity and one of the basis vectors of a fixed system of coordinates. More details about Suslov's problem can be found in the recent paper [36] .
In the special case B = kA the system (11.1) was integrated in elliptic sigmafunctions in [37] .
