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Abstract
The definition of ordered *-algebras (unital associative *-algebras whose real linear subspace of
Hermitian elements carries a partial order fulfilling rather weak compatibilities with the algebraic
structure) is given and some properties of such algebras are examined. It is especially shown that
the order induces a metrizable topology on Archimedean ordered *-algebras. The main question to
be answered then is: Under which conditions are order properties of such algebras (like existence of
infima and suprema) equivalent to algebraic properties (like existence of inverses or square roots)?
It will be shown that this is the case if the algebra is complete, which suggests the definition of
Su*-algebras as those complete ordered *-algebras which have all these equivalent properties. All
methods used are completely elementary and do not require any representation theory and not
even any assumptions of boundedness, so Su*-algebras generalize some important properties of
C*-algebras to algebras of unbounded operators. Similarly, they generalize some properties of Φ-
algebras (certain lattice-ordered commutative algebras) to non-commutative ordered *-algebras. As
an example, Su*-algebras of unbounded operators on a Hilbert space are constructed. They arise
e.g. as *-algebras of symmetries of a self-adjoint (not necessarily bounded) Hamiltonian operator
of a quantum mechanical system.
1 Introduction
Many important examples of ∗-algebras, especially ∗-algebras of complex-valued functions or ∗-algebras
of adjointable endomorphisms, carry a partial order on their Hermitian elements that is compatible
with the algebraic structure: In the former case, this is the order by pointwise comparison of real-
valued functions, in the latter it is the usual order on Hermitian operators. From a more abstract
point of view, it has long been known that there exists an intrinsic partial order on the Hermitian
elements of a C∗-algebra, which can be defined in many equivalent ways (e.g. by declaring squares
of Hermitian elements to be the positive ones, or elements with non-negative real spectrum). This is
of course not surprising as C∗-algebras can always be represented as ∗-algebras of bounded operators,
∗Boursier de l’ULB, Matthias.Schotz@ulb.ac.be. This work was supported by the Fonds de la Recherche Scientifique
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and in the commutative case even as ∗-algebras of continuous functions. However, a generalization of
this approach seems to be difficult, at least in the realm of topological ∗-algebras: Already Banach
∗-algebras can have extremely pathological order properties. Indeed, as will be discussed later, the
order properties of ∗-algebras are closely related to the C∗-property of (semi)norms. Because of this,
examining ∗-algebras having in some sense “unbounded” elements by means of locally convex ∗-algebras
is a rather hard task.
However, in the commutative case, ∗-algebras are just the complexifications of real associative alge-
bras. So the theory of ordered real algebras, especially of lattice ordered ones like (almost) f -algebras
and Φ-algebras, immediately carries over and yields examples of well-behaved ordered ∗-algebras even
beyond the scope of C∗-algebras. The representation theorem [4, Thm. 2.3] for Φ-algebras as algebras
of functions on a compact Hausdorff space with values in the extended real numbers further exemplifies
the close relation between commutative C∗-algebras and (complexifications of) Φ-algebras.
The aim of the present article is to define and further examine ordered ∗-algebras and ultimately
to determine a class of very well-behaved ordered ∗-algebras that generalize important properties of
C∗-algebras to the unbounded case, as well as properties of Φ-algebras to the non-commutative case.
This includes the existence of suprema and infima of finitely many commuting Hermitian elements,
of absolute values, square roots of positive elements and inverses of elements that are coercive (i.e.
“strictly” positive), as well as automatic continuity of unital ∗-homomorphisms and the uniqueness
of the order. Special attention is given to situations where order-theoretic and algebraic concepts
are equivalent. The most obvious example for this are absolute values: The absolute value |a| of a
Hermitian element a should be, from the purely order-theoretic point of view, the supremum of a and
−a. But from a more algebraic point of view, |a| should be the (positive) square root of a2. This raises
the question whether, or under which circumstances, the two descriptions are equivalent.
It will be shown that every Archimedean ordered ∗-algebra carries a metrizable, translation-invariant
topology. In the bounded case, this topology comes from a C∗-norm, but there is no need for restriction
to this special case: Theorem 10.1 shows that for complete Archimedean ordered ∗-algebras, the first
properties mentioned above (from existence of suprema and infima to existence of inverses) are all
equivalent and then imply the others (automatic continuity, uniqueness of the order and compatibility
as well as equivalence of some further order-theoretic and algebraic concepts). Those algebras where
these equivalent properties are fulfilled will be called Su∗-algebras. They include C∗-algebras as well
as (complexifications of) complete Φ-algebras as special cases. In the end, examples of Su∗-algebras of
unbounded operators, which are neither C∗- nor Φ-algebras, will be constructed.
The article is organized as follows: The next Section 2 explains the notation and gives some basic
and well-known facts especially about ordered vector spaces. Section 3 contains the definition of
(quasi-)ordered ∗-algebras as well as some important examples, both well-behaved and ill-behaved ones.
The following Section 4 deals with some basic results on quasi-ordered ∗-algebras essentially without
the assumption of any additional properties: Positivity of polynomials and the construction of a C∗-
seminorm on uniformly bounded elements. After that, the uniformly bounded elements as well as their
converse, the coercive elements, are examined more closely in Section 5. In Section 6, the previously
constructed C∗-(semi)norm on uniformly bounded elements is extended to a metric on the whole
algebra. One of the key definitions, namely the operations ∨ and ∧, which describe especially well-
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behaved suprema and infima of two commuting Hermitian elements, is given in Section 7. A special case
of this are the absolute values discussed in Section 8, whose construction out of square roots is examined
in Section 9. All this then leads to the main Theorem 10.1 in Section 10, which essentially states that
in the complete case, the existence of suprema, infima, absolute values, square roots and inverses are
equivalent, and motivates Definition 10.2 of Su∗-algebras as those complete ordered ∗-algebras where
these equivalent conditions are fulfilled. Moreover, all the results obtained in the previous sections
(like uniqueness of the order or automatic continuity of unital ∗-homomorphisms) then apply especially
to these Su∗-algebras. Finally, in Section 11, examples of Su∗-algebras of unbounded operators on a
Hilbert space are constructed.
2 Preliminaries
The natural numbers are N = {1, 2, 3, . . . }, N0 := N∪{0} and the sets of real and complex numbers are
denoted by R and C, respectively. If X is a set, then idX : X → X is x 7→ idX(x) := x. A quasi-order
on X is a reflexive and transitive relation, hence a partial order is a quasi-order that is additionally
anti-symmetric. If X and Y are both endowed with a quasi-order ., then a map Ψ: X → Y is called
increasing if Ψ(x) . Ψ(x˜) for all x, x˜ ∈ X with x . x˜, and decreasing if Ψ(x) & Ψ(x˜) for all x, x˜ ∈ X
with x . x˜. If Ψ is injective and increasing and if conversely also x . x˜ holds for all x, x˜ ∈ X with
Ψ(x) . Ψ(x˜), then Ψ is called an order embedding.
A quasi-ordered vector space is a real vector space V endowed with a quasi-order . such that
u+ w . v + w and λu . λv hold for all u, v, w ∈ V with u . v and all λ ∈ [0,∞[. An ordered vector
space is a quasi-ordered vector space whose order is even a partial order, which is then typically denoted
by ≤ instead of .. For every quasi-ordered vector space V , the convex cone (non-empty subset of a
real vector space closed under addition and scalar multiplication with non-negative reals) of positive
elements is V + := { v ∈ V | v & 0 }, and one can check that this describes a one-to-one correspondence
between convex cones in V and orders on V that turn V into a quasi-ordered vector space. From this
point of view, V is even an ordered vector space if and only if V + ∩ (−V +) = {0}. A quasi-ordered
vector space V is called Archimedean if it has the following property: Whenever v . ǫw holds for fixed
v ∈ V and w ∈ V + and all ǫ ∈ ]0,∞[, then v . 0.
The real vector space L(V,W ) of all linear maps Ψ: V → W between two quasi-ordered vector
spaces is again a quasi-ordered vector space by declaring the positive elements to be precisely the
increasing linear maps. Because of this, the increasing linear maps are called positive. Note that a
linear map Ψ: V →W is increasing if and only if Ψ(v) ∈W+ for all v ∈ V +.
In ordered vector spaces it makes sense to discuss suprema and infima of arbitrary non-empty
subsets. A Riesz space (or vector lattice) is an ordered vector space R in which suprema and infima
of all pairs of elements exist. It is well-known that this is already the case if sup{r,−r} exists for all
r ∈ R.
Endowing Riesz spaces with an additional algebraic structure leads to e.g. the concept of almost
f -algebras, which are Riesz spaces R endowed with a multiplication that turns R into a real associative
algebra such that rs ∈ R+ for all r, s ∈ R+ and such that rs = 0 for all r, s ∈ R+ with inf{r, s} = 0.
Similarly, an f -algebra is an almost f -algebra where the condition that rs = 0 for all r, s ∈ R+ with
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inf{r, s} = 0 is replaced by inf{rt, s} = inf{tr, s} = 0 for all r, s, t ∈ R+ with inf{r, s} = 0. An
Archimedean f -algebra with unit is called a Φ-algebra. Such algebras have been extensively studied.
One important result is a representation theorem for Φ-algebras as algebras of extended real-valued
functions on compact Hausdorff spaces [4].
A ∗-vector space is a complex vector space V endowed with an antilinear involution · ∗ : V → V . An
element v of a ∗-vector space V is called Hermitian if v = v∗ and the real linear subspace of Hermitian
elements in V is denoted by VH. Then V = VH⊕ iVH as a real vector space, and this decomposition can
explicitly be described as v = Re(v)+i Im(v) with Re(v) = 12(v+v
∗) and Im(v) = 12i(v−v∗) for all v ∈ V .
The most obvious example of a ∗-vector space is of course given by C with complex conjugation · as
∗-involution. The complex vector space L(V,W ) of all linear maps Ψ: V → W between two ∗-vector
spaces is again endowed with an antilinear involution defined by Ψ∗(v) := Ψ(v∗)∗ for all Ψ ∈ L(V,W )
and all v ∈ V . A linear map Ψ: V → W thus is Hermitian if and only if Ψ(v∗) = Ψ(v)∗ holds for all
v ∈ V , or equivalently, if and only if Ψ(v) ∈WH for all v ∈ VH.
A ∗-algebra is a unital associative complex algebra A which is also a ∗-vector space such that
(ab)∗ = b∗a∗ holds for all a, b ∈ A. Its unit is denoted by 1 or, more explicitly, by 1A, and is
automatically Hermitian. Moreover, a unital ∗-homomorphism between two ∗-algebras is a unital
homomorphism of algebras which is additionally Hermitian, and a unital ∗-subalgebra of a ∗-algebra is
a unital subalgebra that is stable under · ∗. It is not explicitly required that 0 6= 1, but the only case in
which this is not fulfilled is the not very interesting algebra {0}. For a subset S ⊆ A of a ∗-algebra A,
the commutant S′ :=
{
a ∈ A ∣∣ ∀s∈S : sa = as} is a unital subalgebra, and even a unital ∗-subalgebra
if S is stable under · ∗. If S is commutative, then the bicommutant S′′ is again commutative and
S ⊆ S′′ ⊆ S′. Moreover, the map to the bicommutant is a hull operator, which especially implies
S′′ ⊆ T ′′ for all S, T ⊆ A with S ⊆ T ′′. For example, the multiplicative inverse a−1 of an invertible
a ∈ A is in the bicommutant of a, i.e. a−1 ∈ {a}′′ and {a−1}′′ ⊆ {a}′′. A C∗-(semi)norm on a ∗-algebra
A is a (semi)norm ‖ · ‖ for which ‖ab‖ ≤ ‖a‖‖b‖ and ‖a∗a‖ = ‖a‖2 hold for all a, b ∈ A, hence especially
‖a∗‖ = ‖a‖, and a C∗-algebra is a ∗-algebra that is complete with respect to the topology of a C∗-norm.
A (quasi-)ordered ∗-vector space is a ∗-vector space V whose real linear subspace of Hermitian
elements VH is endowed with an order that turns it into a (quasi-)ordered vector space. The properties
of ordered vector spaces and linear functions between them, like being Archimedean or positive, apply
to ordered ∗-vector spaces in the obvious way, i.e. they refer to the order on the Hermitian elements.
Important examples of ordered ∗-vector spaces are given by sesquilinear forms: Let V and W be
two complex vector spaces, then a sesquilinear map is a map S : V × V → W which is anti-linear in
the first and linear in the second argument. For such sesquilinear maps the polarization identity
S(v, v′) =
1
4
3∑
k=0
i−kS
(
v + ikv′, v + ikv′
)
(2.1)
holds for all v, v′ ∈ V and shows that S is completely determined by the values S(v, v) for all v ∈ V .
For a complex vector space D, let S(D) be the complex vector space of all sesquilinear forms on D, i.e.
of all sesquilinear maps to C, with the pointwise operations. Then S(D) becomes a ∗-vector space by
defining s∗ ∈ S(D) for all s ∈ S(D) as s∗(ξ, η) := s(η, ξ) for all ξ, η ∈ D. The polarization identity
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shows that s ∈ S(D) is Hermitian if and only if s(ξ, ξ) ∈ R for all ξ ∈ D and the order
s ≤ t :⇐⇒ ∀ξ∈D : s(ξ, ξ) ≤ t(ξ, ξ) (2.2)
for s, t ∈ S(D)H turns S(D) into an ordered ∗-vector space. If s ∈ S(D)+H , then the Cauchy Schwarz
inequality
|s(ξ, η)|2 ≤ s(ξ, ξ) s(η, η) (2.3)
holds for all ξ, η ∈ D.
Now let D be a pre-Hilbert space, i.e. a complex vector space endowed with a positive Hermitian
sesquilinear form 〈 · | · 〉 which is in addition non-degenerate, i.e. ‖ξ‖ := 〈 ξ | ξ 〉1/2 > 0 for all ξ ∈ D\{0},
then a linear endomorphism a : D → D is said to be adjointable if there exists a (necessarily unique)
linear map a∗ : D → D such that 〈 a∗(ξ) | η 〉 = 〈 ξ | a(η) 〉 holds for all ξ, η ∈ D. In this case, a∗ is called
the adjoint endomorphism. The set of all adjointable linear endomorphisms of a pre-Hilbert space D
is denoted by L∗(D) and is a ∗-algebra with the map to the adjoint endomorphism as ∗-involution.
3 Definition and First Examples
(Quasi-)ordered ∗-algebras are defined analogously to (quasi-)ordered ∗-vector spaces, and have already
been studied in e.g. [5, 8].
Definition 3.1 A quasi-ordered ∗-algebra is a ∗-algebra A whose real linear subspace AH is endowed
with a quasi-order . such that
a+ c . b+ c , d∗a d . d∗b d and 0 . 1
hold for all a, b, c ∈ AH with a . b and all d ∈ A. An ordered ∗-algebra is a quasi-ordered ∗-algebra A
for which AH is partially ordered.
As ∗-algebras are required to have a unit, these axioms especially imply that every (quasi-)ordered
∗-algebra is a (quasi-)ordered ∗-vector space. Note that the convex cone A+
H
of positive elements of a
quasi-ordered ∗-algebra generates AH as a real vector space because 4a = (a+ 1)2− (a−1)2 holds for
all a ∈ AH and because (a± 1)2 ∈ A+H.
Again, the most obvious example of an ordered ∗-algebra is C with the usual order on CH ∼= R.
In many other important examples, the order is determined by a set of algebraically positive linear
functionals: Recall that the convex cone of algebraically positive elements in a ∗-algebra is
A++
H
:=
{∑N
n=1
a∗nan
∣∣∣ N ∈ N; a1, . . . , aN ∈ A
}
. (3.1)
If the ∗-vector space of linear functionals on A is denoted by A∗ := L(A,C), then a Hermitian linear
functional φ ∈ (A∗)H is called algebraically positive if it is positive with respect to the order defined by
A++
H
on AH, i.e. if and only if 〈φ , a∗a 〉 ≥ 0 for all a ∈ A, where 〈 · , · 〉 : A∗ ×A → C describes the
bilinear dual pairing, i.e. the application of a linear functional in A∗ to an element in A. The convex
cone of algebraically positive Hermitian linear functionals on A will be denoted by (A∗)++
H
.
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Proposition 3.2 Let A be a ∗-algebra and P ⊆ (A∗)++
H
a non-empty subset and such that a ⊲ φ ∈ P
for every φ ∈ P and every a ∈ A fulfilling 〈φ , a∗a 〉 = 1, where a ⊲ φ : A → C is defined for all b ∈ A
as 〈 a ⊲ φ , b 〉 := 〈φ , a∗b a 〉. Then the relation . on AH, defined as
a . b :⇐⇒ ∀φ∈P : 〈φ , a 〉 ≤ 〈φ , b 〉
for all a, b ∈ AH, is a quasi-order that turns A into an Archimedean quasi-ordered ∗-algebra. Moreover,
with respect to this quasi-order, the following is equivalent:
i.) A is an ordered ∗-algebra.
ii.) For every a ∈ AH\{0} there exists a φ ∈ P such that 〈φ , a 〉 6= 0.
iii.) For every a ∈ A\{0} there exists a φ ∈ P such that 〈φ , a∗a 〉 > 0.
Proof: It is easy to check that . is a quasi-order on AH and that it turns A into a quasi-ordered
∗-algebra. Then A is even Archimedean: If a ∈ AH and b ∈ A+H fulfil a ≤ ǫb for all ǫ ∈ ]0,∞[, then
〈φ , a 〉 ≤ ǫ〈φ , b 〉 for all φ ∈ P and all ǫ ∈ ]0,∞[, so 〈φ , a 〉 ≤ 0 for all φ ∈ P and thus a . 0.
The equivalence of i.) and ii.) is clear from the definition of the order. If ii.) holds, then for every
a ∈ A\{0} there exists a φ ∈ P such that 〈φ , a 〉 6= 0 because at least one of Re(a) 6= 0 or Im(a) 6= 0
holds. Then 0 < |〈φ , a 〉|2 ≤ 〈φ , 1 〉〈φ , a∗a 〉 by the Cauchy Schwarz inequality for the positive
Hermitian sesquilinear form A2 ∋ (a, b) 7→ 〈φ , a∗b 〉 ∈ C, which shows that ii.) implies iii.).
Conversely, assume that iii.) holds. If a ∈ AH\{0}, then there exists a φ ∈ P such that 〈φ , a2 〉 6= 0.
As 4a2 = (a+1) a (a+1)−(a−1) a (a−1), this implies that 〈φ , (a±1) a (a±1) 〉 6= 0 holds for at least
one choice of the sign ±. Now consider the linear functional (a±1)⊲φ ∈ (A∗)++
H
with this choice of ±,
then 〈 (a±1)⊲φ , 1 〉 6= 0 because otherwise |〈 (a±1)⊲φ , a 〉|2 ≤ 〈 (a±1)⊲φ , 1 〉〈 (a±1)⊲φ , a2 〉 = 0
would give a contradiction. So 〈φ , (a ± 1)2 〉 > 0 and ψ := ((a ± 1)/√〈φ , (a± 1)2 〉) ⊲ φ ∈ P fulfils
〈ψ , a 〉 6= 0. This shows that iii.) implies ii.). 
Special cases of this are:
Example 3.3 Let X be a non-empty set and CX the unital ∗-algebra of all complex-valued functions
on X with the pointwise operations. Then CX with the pointwise order on its Hermitian elements, i.e.
f ≤ g if and only if f(x) ≤ g(x) for all x ∈ X, is an Archimedean ordered ∗-algebra. Consequently, all
unital ∗-subalgebras of CX with this pointwise order are Archimedean ordered ∗-algebras as well.
Special cases of such ordered ∗-algebras of functions are of course those of continuous functions, denoted
by C (X) if X is a topological space, or those of smooth functions, denoted by C∞(X) if X is a smooth
manifold. Another special case are polynomials, which demonstrate that there can be, in general, many
possible orders on the same ∗-algebra:
Example 3.4 Let C[x] be the ∗-algebra of complex polynomials in one variable x, with ∗-involution
given by complex conjugation of all coefficients, i.e.
(∑∞
n=0 pnx
n
)∗
:=
∑∞
n=0 pnx
n. For every subset
S ⊆ R, the S-pointwise order on the Hermitian polynomials, i.e. p ≤ q if and only if p(t) ≤ q(t) for all
t ∈ S, turns C[x] into an Archimedean quasi-ordered ∗-algebra, which is even an Archimedean ordered
∗-algebra if S is not finite, especially if S has non-empty interior.
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Non-commutative examples are provided by ∗-algebras of operators, i.e. O∗-algebras:
Example 3.5 Let D be a pre-Hilbert space and L∗(D) the ∗-algebra of all adjointable endomorphisms
on D. Then L∗(D) with the usual order of Hermitian operators on D, i.e. a ≤ b if and only if
〈 ξ | a(ξ) 〉 ≤ 〈 ξ | b(ξ) 〉 for all ξ ∈ D, is an Archimedean ordered ∗-algebra. Consequently, all unital
∗-subalgebras of L∗(D) (which are called the O∗-algebras on D, see e.g. the monograph [8] for more
details) are Archimedean ordered ∗-algebras as well.
Besides these, there exist two canonical constructions of quasi-ordered ∗-algebras of the type of Propo-
sition 3.2, one with the minimal, one with the maximal choice for P , which clearly yield functors from
the category of ∗-algebras with unital ∗-homomorphisms to Archimedean quasi-ordered ∗-algebras with
positive unital ∗-homomorphisms:
Example 3.6 Let A be a unital ∗-algebra. Then Proposition 3.2 can be applied to A with the choice
P := {0} ⊆ (A∗)++
H
, and the resulting order on AH is the one for which A+H = AH. Similarly,
Proposition 3.2 can also be applied to A with the choice P := (A∗)++
H
.
While the first version yields rather uninteresting examples, this is not true for the second one. Indeed, it
is well-known that e.g. the canonical order on C∗-algebras is exactly of this type, use e.g. [7, Thm. 1.4.4,
Prop. 1.5.4]. There is also another functorial construction, which, in the case of C∗-algebras, yields
the same order:
Example 3.7 Let A be a unital ∗-algebra. Then A with the choice of positive Hermitian elements
A+
H
:= A++
H
is a quasi-ordered ∗-algebra.
For every quasi-ordered ∗-algebra A the inclusion A++
H
⊆ A+
H
⊆ AH holds. Because of this, an order
on A for which A becomes a quasi-ordered ∗-algebra is unique if and only if A++
H
= AH, which is a
rather pathological case. We will see later that this improves if one considers only ordered ∗-algebras.
A generalization of the previous Example 3.7 is:
Example 3.8 Let A be a unital ∗-algebra, G ⊆ AH and define ⟪G⟫pos as
⟪G⟫pos :=
{∑N
n=1
a∗n gn an
∣∣∣ N ∈ N; g1, . . . , gN ∈ G ∪ {1}, a1, . . . , aN ∈ A
}
. (3.2)
Then setting A+
H
:= ⟪G⟫pos turns A into a quasi-ordered ∗-algebra. This order on A will be called
the order generated by G, and ⟪G⟫pos is the smallest (with respect to inclusion) choice of positive
elements that contains G and with which A becomes a quasi-ordered ∗-algebra.
The next well-known example shows that it is indeed possible that A++
H
= AH, and also that even
Banach-∗-algebras (i.e. ∗-algebras that are complete with respect to a norm topology for which ∗-invo-
lution and multiplication are continuous) can have very pathological order properties:
Example 3.9 Let S1 := { z ∈ C | |z| = 1 } and let A be the unital associative algebra A := C (S1),
but endowed with the ∗-involution f∗ := · ◦ f ◦ τ for all f ∈ C (S1) (instead of the usual pointwise one
f∗ := · ◦ f), where τ : S1 → S1 is z 7→ τ(z) := −z. This way C (S1) indeed becomes a ∗-algebra. The
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usual norm ‖f‖∞ := maxz∈S1 |f(z)| turns C (S1) into a Banach space and makes multiplication and
∗-involution continuous. However, id
S1
describes a function in C (S1) for which −1S1 = (idS1)∗ idS1 ∈
A++
H
holds, thus AH = A++H −A++H = A++H .
Finally, the next pair of examples shows that there indeed exist non-Archimedean ordered ∗-algebras,
hence especially ordered ∗-algebras that are not of the type constructed in Proposition 3.2. It also
shows that finite dimensionality does not guarantee uniqueness of the order (even when restricting to
ordered ∗-algebras only) or generally good behaviour:
Example 3.10 The commutative unital subalgebra
A :=
{
Ma,b :=
(
a b
0 a
)
∈ C2×2
∣∣∣∣ a, b ∈ C
}
(3.3)
of the matrix algebra C2×2 with elementwise complex conjugation as ∗-involution becomes a ∗-algebra.
Its algebraically positive elements are
A++
H
=
{
Ma,b
∣∣ a, b ∈ R with a > 0 or a = b = 0} (3.4)
and A with the order induced by these algebraically positive elements is an ordered ∗-algebra, which
is not Archimedean because M0,1 ≤ ǫM1,0 for all ǫ ∈ ]0,∞[. However, setting
A+
H
:=
{
Ma,b
∣∣ a, b ∈ R with a > 0 or ( a = 0 and b ≥ 0 ) } (3.5)
also turns A into an ordered ∗-algebra, which is not Archimedean because again M0,1 ≤ ǫM1,0 for all
ǫ ∈ ]0,∞[. Nevertheless, AH endowed with this second order is a Riesz space in which sup{a,−a} =
max{a,−a} = ±a for all a ∈ AH, with the sign such that ±a ≥ 0.
While typical examples of well-behaved ordered ∗-algebras are of the type of those constructed in
Proposition 3.2, the following results (except of course the example in the last section) do not depend
on this, not even on the existence of non-trivial positive linear functionals in general.
4 Quasi-Ordered ∗-Algebras
Recall that the polynomial algebra C[x] is the unital associative algebra that is freely generated by
one element x, so for every element a of a unital associative algebra A there exists a unique unital
homomorphism of algebras C[x] ∋ p 7→ p(a) ∈ A that extends x 7→ x(a) := a. This is simply given
by evaluating the polynomial p of a. If A is a ∗-algebra and a ∈ AH, then p 7→ p(a) is even a unital
∗-homomorphism. The question arises, under which conditions and for which orders on C[x] it is also
positive:
Lemma 4.1 Given ℓ, u ∈ R ∪ {−∞,∞} with ℓ < u and p ∈ C[x]H that is positive with respect to the
]ℓ, u[-pointwise order from Example 3.4, i.e. p(t) ≥ 0 for all t ∈ ]ℓ, u[. Using the notation for the order
generated by a set from Example 3.8, the following holds:
i.) If ℓ = −∞ and u =∞, then p ∈ A++
H
= ⟪ ∅⟫pos.
8
ii.) If ℓ > −∞ and u =∞, then p ∈ ⟪ {x− ℓ}⟫pos.
iii.) If ℓ > −∞ and u <∞, then p ∈ ⟪ {x− ℓ, u− x}⟫pos.
Proof: This is an application of the fundamental theorem of algebra, see e.g. [9, Prop. 3.1 – 3.3]. For
convenience of the reader, a proof is given here as well: As p is Hermitian and pointwise positive on
]ℓ, u[ it can be factorized as
p = ξ
( I∏
i=1
(
(x− λi)(x− λi)
)αi)( J∏
j=1
(x− µj)βj
)( K∏
k=1
(x− νk)2γk
)( H∏
h=1
(σh − x)δh
)
with I, J,K,H ∈ N0, mutually different roots λ1, . . . , λI ∈ H where H := { z ∈ C | Im(z) > 0 },
µ1, . . . , µJ ∈ ]−∞, ℓ] and ν1, . . . , νK ∈ ]ℓ, u[ as well as σ1, . . . , σH ∈ [u,∞[, a pre-factor ξ ∈ [0,∞[ and
multiplicities α1, . . . , αI , β1, . . . , βJ , γ1, . . . , γK , δ1, . . . , δH ∈ N. Now define
q :=
√
ξ
( I∏
i=1
(x− λi)αi
)( K∏
k=1
(x− νk)γk
)
,
r :=
J∏
j=1
(x− µj)βj =
J∏
j=1
(
(x− ℓ) + (ℓ− µj)
)βj
and s :=
H∏
h=1
(σh − x)δh =
H∏
h=1
(
(σh − u) + (u− x)
)δh ,
then p = q∗rs q. In the special cases that ℓ = −∞ or u = ∞ one has r = 1 or s = 1, respectively.
This especially proves the first point. Moreover, both r and s can be expanded as polynomials in
x− ℓ and u− x, respectively, with non-negative real coefficients because ℓ− µj, σh − u ∈ [0,∞[ for all
j ∈ {1, . . . , J} and h ∈ {1, . . . ,H}. Using this, the second point should be clear as well. Finally, one
notes that
(x− ℓ)(u− x) = (x− ℓ)(u− x)(x− ℓ) + (u− x)(x− ℓ)(u− x)
u− ℓ ∈ ⟪ {x− ℓ, u− x}⟫pos
holds, which is the last ingredient to prove the third point. 
Note that this implies that the ]ℓ, u[-pointwise order on C[x] coincides with the one generated by ∅,
x−ℓ or x−ℓ and u−x, respectively, as the converse to the above Lemma 4.1 is obviously true. However,
this does not generalize to polynomials of several (commuting) Hermitian elements:
It is a well-known fact, essentially dating back to Hilbert, that there exists a polynomial in two
variables p ∈ R[x, y] ∼= C[x, y]H which is pointwise positive on R2, but not an element of C[x, y]++H .
An easy explicit example is p = 1 + x2y2(x2 + y2 − 1), see [8, Expl. 2.6.11] for details.
Proposition 4.2 Let A be a quasi-ordered ∗-algebra and a ∈ AH, then:
i.) The unital ∗-homomorphism C[x] ∋ p 7→ p(a) ∈ A is positive with respect to the R-pointwise
order on C[x].
ii.) If there exists an ℓ ∈ R such that ℓ1 . a, then C[x] ∋ p 7→ p(a) ∈ A is positive with respect to
the ]ℓ,∞[-pointwise order on C[x].
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iii.) If there are ℓ, u ∈ R with ℓ < u fulfilling ℓ1 . a . u1, then C[x] ∋ p 7→ p(a) ∈ A is positive with
respect to the ]ℓ, u[-pointwise order on C[x].
Proof: This is an immediate consequence of the previous Lemma 4.1:
Indeed, if G ⊆ C[x]H and if p ∈ C[x] is positive with respect to the order generated by G like in
Example 3.8, i.e. p ∈ ⟪G⟫pos, and if g(a) & 0 for all g ∈ G, then one can check that p(a) & 0. 
The next step is the construction of C∗-seminorms on arbitrary quasi-ordered ∗-algebras, or at least
on unital ∗-subalgebras thereof. For this, we need some lemmas which will also be helpful later on:
Lemma 4.3 Let A be a quasi-ordered ∗-algebra and a, b ∈ A, then
a∗b+ b∗a . χ−2a∗a+ χ2b∗b
holds for all χ ∈ ]0,∞[.
Proof: This follows from 0 . (χ−1a− χb)∗(χ−1a− χb) = χ−2a∗a− a∗b− b∗a+ χ2b∗b. 
Lemma 4.4 Let A be a quasi-ordered ∗-algebra, a ∈ AH and λ ∈ ]0,∞[, then a2 . λ21 if and only if
−λ1 . a . λ1. If A is Archimedean, then this equivalence also holds for λ = 0.
Proof: If a2 . λ21 with λ ∈ ]0,∞[, then
2a = a1+ 1a . χ−2a2 + χ21 .
(
χ−2λ2 + χ2
)
1
holds for all χ ∈ ]0,∞[ by the previous Lemma 4.3 and shows that 2a . 2λ1, hence a . λ1, if
one chooses χ :=
√
λ. The same holds with −a in place of a as (−a)2 = a2 . λ21. Conversely, if
−λ1 . a . λ1, then λ21− a2 & 0 by Proposition 4.2, part iii.), because λ2 − x2 ∈ C[x]H is pointwise
positive on ]− λ, λ[.
So a2 . 0 implies −ǫ1 . a . ǫ1 for all ǫ ∈ ]0,∞[, and 0 . a . 0 implies a2 . ǫ21 for all ǫ ∈ ]0,∞[.
If A is Archimedean, then this shows that a2 . 0 and 0 . a . 0 are also equivalent. 
Definition 4.5 Let A be a quasi-ordered ∗-algebra, then define the map ‖ · ‖∞ : A → [0,∞],
a 7→ ‖a‖∞ := inf
{
λ ∈ ]0,∞[ ∣∣ a∗a . λ21} , (4.1)
where it is understood that the infimum of the empty set is ∞. An element a ∈ A is called uniformly
bounded if ‖a‖∞ < ∞ and the set of all uniformly bounded elements in A is denoted by Abd. The
algebra A itself is called uniformly bounded if A = Abd. Similarly, the radical of A is defined as the
set Arad := { a ∈ A ∣∣ ‖a‖∞ = 0}.
Lemma 4.4 immediately gives an alternative description of ‖ · ‖∞ on Hermitian elements:
Proposition 4.6 Let A be a quasi-ordered ∗-algebra and a ∈ AH, then
‖a‖∞ = inf
{
λ ∈ ]0,∞[ ∣∣ − λ1 . a . λ1} , (4.2)
where again the infimum of the empty set is ∞.
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In the Archimedean case, these infima are even minima:
Proposition 4.7 Let A be an Archimedean quasi-ordered ∗-algebra and a ∈ Abd, then
a∗a . ‖a‖2∞1 . (4.3)
If even a ∈ (Abd)H, then also
− ‖a‖∞1 . a . ‖a‖∞1 . (4.4)
Proof: From the definition of ‖a‖∞ one sees that a∗a .
(‖a‖2∞ + ǫ)1 for all ǫ ∈ ]0,∞[, hence a∗a .
‖a‖2∞1 as A is Archimedean. If a is even Hermitian, then this implies −‖a‖∞1 . a . ‖a‖∞1 by
Lemma 4.4 again. 
The crucial property of ‖ · ‖∞ is that it yields a C∗-(semi)norm on the uniformly bounded elements.
Recall that a ∗-ideal of a ∗-algebra A is a linear subspace I ⊆ A that is stable under the ∗-involution
and fulfils ab ∈ I for all a ∈ A and all b ∈ I (thus also ba = a∗b∗ ∈ I for all a ∈ A and all b ∈ I).
Proposition 4.8 Let A be a quasi-ordered ∗-algebra, then Abd is a unital ∗-subalgebra of A, and the
restriction of ‖ · ‖∞ to Abd is a C∗-seminorm. The radical Arad is a ∗-ideal of Abd which fulfils
Arad ⊇ { a ∈ A | a∗a . 0 } (4.5)
as well as
(Arad)H ⊇ { a ∈ AH | 0 . a . 0 } , (4.6)
and the restriction of ‖ · ‖∞ to Abd is a norm if and only if Arad = {0}.
Proof: From the definition of ‖ · ‖∞ it is clear that 1 ∈ Abd with ‖1‖∞ ≤ 1 and that αa ∈ Abd with
‖αa‖∞ = |α|‖a‖∞ for all a ∈ Abd and all α ∈ C\{0}, as well as for α = 0 because clearly ‖0‖∞ = 0.
Now given a, b ∈ Abd and λ, µ ∈ ]0,∞[ such that a∗a . λ21 and b∗b . µ21, then
(a+ b)∗(a+ b) = a∗a+ a∗b+ b∗a+ b∗b . a∗a(1 + χ−2) + b∗b(1 + χ2) .
(
λ2(1 + χ−2) + µ2(1 + χ2)
)
1
holds for all χ ∈ ]0,∞[ by Lemma 4.3, and shows that ‖a + b‖∞ ≤ λ + µ if one chooses χ :=
√
λ/µ.
Moreover,
(ab)∗(ab) = b∗a∗a b . λ2b∗b . (λµ)21
shows that ‖ab‖∞ ≤ λµ. Thus ‖a + b‖∞ ≤ ‖a‖∞ + ‖b‖∞ and ‖ab‖∞ ≤ ‖a‖∞‖b‖∞, and especially
a+ b, ab ∈ Abd. So Abd is a unital subalgebra of A and ‖ · ‖∞ a submultiplicative seminorm on Abd.
In order to prove the compatibility of ‖ · ‖∞ with the ∗-involution, let a ∈ Abd be given as well as
λ ∈ ]0,∞[ such that a∗a . λ21. Then
2 a a∗ = (a a∗)1+ 1∗(a a∗) . χ−2a a∗a a∗ + χ21 . (λ/χ)2a a∗ + χ21
holds for all χ ∈ ]0,∞[ by Lemma 4.3 again, and shows that a a∗ . λ21 if one chooses χ := λ.
Thus ‖a∗‖∞ ≤ ‖a‖∞ and especially a∗ ∈ Abd. It follows that Abd is a unital ∗-subalgebra of A and
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‖a∗‖∞ = ‖a‖∞ for all a ∈ A as · ∗ is an involution. The C∗-property also holds: The increasing
and continuous map · 2 : [0,∞[ → [0,∞[ commutes with infima so that Definition 4.5 yields ‖a‖2∞ =
inf
{
λ2 ∈ ]0,∞[ ∣∣ a∗a . λ21}, which coincides with ‖a∗a‖∞ by Proposition 4.6.
Finally, the radical Arad is the set of zeros of the C∗-seminorm ‖ · ‖∞ on Abd, so Arad = {0} if and
only if ‖ · ‖∞ describes a norm on Abd. From the properties of ‖ · ‖∞ it follows immediately that Arad
is a ∗-ideal of Abd. The inclusion (4.5) holds by definition of ‖ · ‖∞, and (4.6) by Proposition 4.6. 
In the Archimedean case one can show slightly more:
Proposition 4.9 Let A be an Archimedean quasi-ordered ∗-algebra. Then Arad is a ∗-ideal of A and
Arad = { a ∈ A | a∗a . 0 } (4.7)
as well as
(Arad)H = { a ∈ AH | 0 . a . 0 } (4.8)
hold.
Proof: From the previous Proposition 4.8 it already follows that Arad is a linear subspace of A and
stable under the ∗-involution. Given a ∈ Arad and b ∈ A, then (ab)∗(ab) = b∗a∗a b . ǫ2b∗b holds for
all ǫ ∈ ]0,∞[, so (ab)∗(ab) . 0 because A is Archimedean. This shows that ‖ab‖∞ = 0, i.e. Arad is a
∗-ideal of A, and also Arad ⊆ { a ∈ A | a∗a . 0 } in the special case b = 1. The converse inclusion holds
in general by the previous Proposition 4.8, and (4.8) follows from (4.7) by Lemma 4.4 like before. 
Corollary 4.10 Let A be an Archimedean quasi-ordered ∗-algebra. Then ‖ · ‖∞ is a norm on Abd if
and only if A is even an Archimedean ordered ∗-algebra.
5 Uniformly Bounded and Coercive Elements
Without any further assumptions on (quasi-)ordered ∗-algebras one should not expect many interesting
properties. In the theory of C∗-algebras, one crucial additional assumption is the uniform boundedness
of the algebra. In the case of general (quasi-)ordered ∗-algebras, one can at least prove some more results
for uniformly bounded elements, and sometimes also for their counterparts, the coercive elements that
will be defined in this section. We will be especially concerned with the following two properties that
one would expect to be fulfilled by well-behaved quasi-ordered ∗-algebra:
Definition 5.1 Let A be a quasi-ordered ∗-algebra, then A+
H
is said to be closed under commutative
products if ab ∈ A+
H
holds for all commuting a, b ∈ A+
H
.
In this case one immediately sees that ac . bc holds for all c ∈ A+
H
and all a, b ∈ {c}′ ∩AH with a . b
because bc− ac = (b− a)c ∈ A+
H
.
Proposition 5.2 Let A be a quasi-ordered ∗-algebra, then the following is equivalent:
i.) A+
H
is closed under commutative products.
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ii.) Whenever a ∈ AH, b ∈ A+H commute and −b . a . b, then a2 . b2.
Proof: Assume that the first point holds and let commuting a ∈ AH, b ∈ A+H with −b . a . b
be given, then b2 − a2 = (b − a)(b + a) & 0 because b − a and b + a commute and are positive.
Conversely, if the second point holds and a, b ∈ A+
H
commute, then −(a+ b) . a − b . a + b implies
4ab = (a+ b)2 − (a− b)2 & 0. 
Note that even in the matrix ∗-algebra C2×2 with the composition of complex conjugation and trans-
position as ∗-involution and the usual order on the Hermitian matrices, which is a C∗-algebra and
certainly should be regarded as one of the most well-behaved ordered ∗-algebras, there exist Hermitian
(but not commuting) matrices a and b with 0 ≤ a ≤ b which do not fulfil a2 ≤ b2. A standard example
is
a =
(
2 2
2 2
)
and b =
(
6 0
0 3
)
.
The other property is essentially the converse:
Definition 5.3 A reasonably (quasi-)ordered ∗-algebra A is a (quasi-)ordered ∗-algebra with the prop-
erty that, whenever a ∈ AH, b ∈ A+H commute and a2 . b2, then −b . a . b.
Being reasonably ordered e.g. rules out the existence of non-trivial Hermitian nilpotent elements:
Proposition 5.4 Let A be a reasonably ordered ∗-algebra and a ∈ AH nilpotent, then a = 0.
Proof: Given a ∈ AH. If a2 = 0, then a2 ≤ 02 implies 0 ≤ a ≤ 0, i.e. a = 0. If an = 0 for some n ∈ N,
then also a(2
m) = 0 for a sufficiently large m ∈ N0, so a = 0 by induction. 
As an immediate consequence, the two ordered ∗-algebras from Example 3.10 are not reasonably ordered.
Even though the two properties described in Definitions 5.1 and 5.3 might look like minor technical
details, they will be important for many results later on. In the following, some sufficient conditions
for these to be fulfilled are discussed:
Lemma 5.5 Let A be a quasi-ordered ∗-algebra, a ∈ (Abd)+
H
and u ∈ ]0,∞[ such that 0 . a . u1.
Then there exist two sequences (pn)n∈N and (qn)n∈N in C[x]H such that the identity a+ qn(a) = p
2
n(a)
as well as the estimates 0 ≤ pn(a) and 0 ≤ qn(a) ≤ 1A/n hold.
Proof: By the (Stone-)Weierstraß theorem, applied to the continuous function
√· : [0, u]→ R, there
exists for every n ∈ N a polynomial p′n ∈ C[x]H such that |
√
t − p′n(t)| ≤ 1/(4n(
√
u + 1)) holds for
all t ∈ [0, u]. Now define pn := p′n + 1C[x]/(4n(
√
u + 1)) and qn := p
2
n − x. Then the estimates
0 ≤ √t ≤ pn(t) ≤
√
t+ 1/(2n(
√
u+ 1)) and thus qn(t) = p
2
n(t)− t ≥
√
t
2 − t = 0 as well as
qn(t) = p
2
n(t)− t ≤
(√
t+
1
2n(
√
u+ 1)
)2
− t = 2
√
t+ 1/(2n(
√
u+ 1))
2n(
√
u+ 1)
≤ 1
n
hold for all t ∈ [0, u]. By Proposition 4.2, this implies 0 ≤ pn(a) and 0 ≤ qn(a) ≤ 1A/n. The identity
a+ qn(a) = pn(a)
2 is clear by construction. 
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Proposition 5.6 Let A be an Archimedean quasi-ordered ∗-algebra as well as a ∈ (Abd)+
H
and b ∈ A+
H
commuting. Then ab ∈ A+
H
as well.
Proof: Let u := ‖a‖∞ so that 0 . a . u1 by Proposition 4.7. Construct the sequences (pn)n∈N and
(qn)n∈N in C[x]H like in the previous Lemma 5.5. Then Lemmas 4.3 and 4.4 show that
−ab = qn(a) b − pn(a) b pn(a) . qn(a) b . χ−2qn(a)2 + χ2b2 . (nχ)−21+ χ2b2
holds for all n ∈ N and all χ ∈ ]0,∞[. Choosing χ :=√1/n yields −ab . (1+ b2)/n for all n ∈ N, so
ab & 0 as A is Archimedean. 
Corollary 5.7 Let A be an Archimedean quasi-ordered ∗-algebra, a ∈ A+
H
and b, c ∈ {a}′ ∩ AH.
i.) If a is uniformly bounded and b . c, then ab . ac.
ii.) If both b and c are uniformly bounded and b . c, then again ab . ac.
Proof: The previous Proposition 5.6 shows that ac− ab = a(c− b) ∈ A+
H
in both cases. 
If the whole algebra is uniformly bounded, one recovers a result from the theory of C∗-algebras:
Corollary 5.8 Let A be an Archimedean and uniformly bounded quasi-ordered ∗-algebra, then A+
H
is
closed under commutative products.
A standard method to transfer such a property to unbounded elements is by inversion:
Definition 5.9 Let A be a quasi-ordered ∗-algebra, then an element a ∈ AH is called coercive if there
exists an ǫ ∈ ]0,∞[ such that ǫ1 . a. Moreover, A is called symmetric if every coercive Hermitian
element has a multiplicative inverse.
So every coercive Hermitian element is especially positive. Note that the inverse a−1 of a positive
Hermitian element a in a quasi-ordered ∗-algebra is again positive Hermitian (if it exists) because
(a−1)∗ = (a−1)∗a∗ (a∗)−1 =
(
a a−1
)∗
(a∗)−1 = (a∗)−1 and a−1 = a−1a a−1 & 0. Moreover, recall
that also a−1 ∈ {a}′′ holds. The above definition of symmetric quasi-ordered ∗-algebras is similar to,
but stronger than the usual definition of symmetric ∗-algebras, where only the existence of inverses
of certain coercive elements is required, like of elements of the form 1 + a∗a with arbitrary algebra
elements a. Coercive elements are to some extend the converse of uniformly bounded ones:
Lemma 5.10 Let A be a quasi-ordered ∗-algebra and a ∈ A+
H
invertible. If ǫ ∈ ]0,∞[ fulfils ǫ1 . a,
then a−1 . ǫ−11. Conversely, if λ ∈ ]0,∞[ fulfils a . λ1, then λ−11 . a−1.
Proof: If ǫ1 . a, then
ǫ−11− a−1 = ǫ−1(a−1(a2 − ǫa)a−1) = ǫ−1(a−1((a− ǫ1)2 + ǫ(a− ǫ1))a−1) & 0 ,
so a−1 . ǫ−11. Conversely, if a . λ1, then λ−11 . a−1 follows from
a−1 − λ−11 = (λa)−1(λ2a− λa2)(λa)−1 = (λa)−1 (a(λ1− a)a+ (λ1− a)a(λ1− a)) (λa)−1 & 0 . 
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Proposition 5.11 Let A be an Archimedean and symmetric quasi-ordered ∗-algebra, then A+
H
is closed
under commutative products.
Proof: Given two commuting a, b ∈ A+
H
, then a + ǫ1 is coercive for all ǫ ∈ ]0,∞[, hence invertible,
and 0 . (a+ ǫ1)−1 . ǫ−11 by the previous Lemma 5.10. Note that (a+ ǫ1)−1 and b commute, so
ab = (a+ ǫ1)b− ǫb = (a+ ǫ1)(b(a+ ǫ1)−1)(a+ ǫ1)− ǫb & −ǫb
holds for all ǫ ∈ ]0,∞[ by Proposition 5.6 and thus ab & 0 because A is Archimedean. 
Proposition 5.12 Let A be an Archimedean quasi-ordered ∗-algebra and a, b ∈ A+
H
commuting and
invertible. If b is coercive and a . b, then b−1 . a−1.
Proof: As b is coercive, b−1 is uniformly bounded by Lemma 5.10 and Corollary 5.7 shows that
0 . ab−1 . 1. So ab−1 is uniformly bounded and thus 0 . b−1 . a−1 by Corollary 5.7 again. 
Proposition 5.13 Let A be an Archimedean and symmetric quasi-ordered ∗-algebra, then A is also
reasonably quasi-ordered.
Proof: First consider the case of an a ∈ AH and a coercive b ∈ A+H such that a and b commute and
a2 . b2. Then (ab−1)2 . 1 with ab−1 = b−1a ∈ AH implies that −1 . ab−1 . 1 due to Lemma 4.4, so
−b . a . b by Corollary 5.7.
In the more general case that a ∈ AH and b ∈ A+H (not necessarily coercive) commute and fulfil
a2 . b2, then also a2 . (b + ǫ1)2 for all ǫ ∈ ]0,∞[. So −b− ǫ1 . a . b + ǫ1 by the first part, which
implies −b . a . b because A is Archimedean. 
6 Uniform Metric
The results from Section 4 show that Archimedean and uniformly bounded ordered ∗-algebras with the
norm ‖ · ‖∞ are pre-C∗-algebras (i.e. ∗-algebras endowed with a C∗-norm). Using some standard results
aboutC∗-algebras (e.g. the possibility to represent every C∗-algebra as a ∗-algebra of bounded operators
on a Hilbert space by the Gelfand–Naimark theorem) one can also show that the converse is true as
well: every pre-C∗-algebra with the canonical order inherited from its completion to a C∗-algebra is
an Archimedean and uniformly bounded ordered ∗-algebra. It will be interesting to extend the concept
of completeness of a C∗-algebra to general Archimedean ordered ∗-algebras. While ‖ · ‖∞ is finite only
on the uniformly bounded elements, and thus does not describe a norm on all Archimedean ordered
∗-algebras, it still allows to construct a translation-invariant metric topology:
Proposition 6.1 Let A be an Archimedean ordered ∗-algebra, then the map d∞ : A×A → [0,∞[,
(a, b) 7→ d∞(a, b) := min
{‖a− b‖∞, 1} (6.1)
is a metric on A and
d∞(a+ b, c+ d) ≤ d∞(a, c) + d∞(b, d) , (6.2)
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d∞(a
∗, b∗) = d∞(a, b) (6.3)
as well as d∞(ea, eb) ≤
(‖e‖∞ + 1)d∞(a, b) (6.4)
hold for all a, b, c, d ∈ A and all e ∈ Abd.
Proof: The only property of d∞ which is not completely obvious or an immediate consequence of the
analogous properties of ‖ · ‖∞ from Propositions 4.8 and 4.9 is the triangle inequality:
If a, b, c ∈ A, then either d∞(a, b) < 1 and d∞(b, c) < 1, in which case d∞(a, c) ≤ ‖a − c‖∞ ≤
‖a− b‖∞ + ‖b− c‖∞ = d∞(a, b) + d∞(b, c), or at least one of d∞(a, b) and d∞(b, c) equals 1, in which
case d∞(a, c) ≤ 1 ≤ d∞(a, b) + d∞(b, c). 
Definition 6.2 Let A be an Archimedean ordered ∗-algebra, then the map d∞ : A×A → [0,∞[ from the
previous Proposition 6.1 is called the uniform metric on A. All topological or metric notions will always
refer to this uniform metric. Moreover, a uniformly complete ordered ∗-algebra is an Archimedean
ordered ∗-algebra which is complete with respect to d∞.
Note that uniformly complete ordered ∗-algebras are always implicitly required to be Archimedean.
While the definition of d∞ might seem slightly unmotivated, the resulting notions of convergent
sequences and Cauchy sequences of Hermitian elements are the very well-established uniform ones: If
A is an Archimedean ordered ∗-algebra and (an)n∈N a sequence in AH, then it is a Cauchy sequence
if and only if for every ǫ ∈ ]0,∞[ there exists an N ∈ N such that −ǫ1 ≤ an − aN ≤ ǫ1 holds for all
n ∈ N with n ≥ N . If aˆ ∈ AH, then (an)n∈N converges against aˆ if and only if for every ǫ ∈ ]0,∞[ there
exists an N ∈ N such that −ǫ1 ≤ aˆ− an ≤ ǫ1 holds for all n ∈ N with n ≥ N . The induced topology
and uniform structure on A are more relevant than the metric d∞ itself, i.e. one should rather see A
as endowed with a metrizable uniform structure than as a metric space.
In this language, C∗-algebras are the uniformly bounded and uniformly complete ordered ∗-algebras.
Note however, that neither the product, nor the left or right multiplication with a fixed element are
continuous in the general case: Consider C (R) with the pointwise comparison, then limn→∞ 1/n = 0
but the sequence N ∋ n 7→ id
R
/n ∈ C (R)H does not converge with respect to d∞. Because of this, it is
in general a non-trivial problem to decide whether the completion of an Archimedean ordered ∗-algebra
is again a ∗-algebra or whether the closure of a unital ∗-subalgebra is again a unital ∗-subalgebra.
However, addition, scalar multiplication with a fixed scalar or multiplication with a fixed uniformly
bounded element as well as ∗-involution are continuous by Proposition 6.1. Moreover:
Proposition 6.3 Let A be an Archimedean ordered ∗-algebra, then AH is closed. Moreover, given
a ∈ AH, then the sets { b ∈ AH | b ≥ a } and { b ∈ AH | b ≤ a } are closed as well.
Proof: As the ∗-involution is continuous, AH is closed. Let (bn)n∈N be a sequence in AH such that
bn ≥ a for all n ∈ N. If this sequence converges against some bˆ ∈ AH, then for all ǫ ∈ ]0,∞[ the
estimate bˆ ≥ bn− ǫ1 ≥ a− ǫ1 holds with a sufficiently large n ∈ N. As A is Archimedean, this implies
bˆ ≥ a. So { b ∈ AH | b ≥ a } is closed and similarly also { b ∈ AH | b ≤ a }. 
Proposition 6.4 Let A be an Archimedean ordered ∗-algebra and S ⊆ AH an arbitrary subset. Then
S′ and S′′ are closed.
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Proof: First consider the case of an element b ∈ AH and a sequence (an)n∈N in {b}′∩AH that converges
against some aˆ ∈ AH. Then for all ǫ ∈ ]0,∞[ there exists an n ∈ N such that −ǫ1 ≤ aˆ−an ≤ ǫ1 holds,
which yields the estimate
i(aˆb− baˆ) = (aˆ− an)(ib) + (−ib)(aˆ− an) ≤ χ−2(aˆ− an)2 + χ2b2 ≤ (ǫ/χ)21+ χ2b2
for all χ ∈ ]0,∞[ by Lemmas 4.3 and 4.4. Choosing χ := √ǫ gives i(aˆb − baˆ) ≤ ǫ(1 + b2). As
{−b}′ = {b}′, the same estimate holds with −b in place of b, so −i(aˆb − baˆ) ≤ ǫ(1 + b2). This shows
that −ǫ(1+ b2) ≤ i(aˆb− baˆ) ≤ ǫ(1+ b2) for all ǫ ∈ ]0,∞[, thus aˆb = baˆ because A is Archimedean.
It follows that {b}′ ∩ AH is uniformly closed, and thus also {b}′ because {b}′ is stable under the
∗-involution and because addition and ∗-involution are continuous. But then S′ =
⋂
b∈S{b}′ and
S′′ =
⋂
b∈S′{b}′ =
⋂
b∈S′∩AH
{b}′ are uniformly closed as well. 
As the metric d∞ is induced by the order, it is not surprising that certain positive linear maps are
automatically continuous:
Proposition 6.5 Let A and B be two Archimedean ordered ∗-algebras and Ψ: A → B a Hermitian
and positive linear map fulfilling Ψ(1A) = 1B. Then Ψ is continuous with respect to d∞ on A and B.
Proof: Given a ∈ (Abd)H, then −‖a‖∞1A ≤ a ≤ ‖a‖∞1A by Proposition 4.7. As Ψ is positive and
Ψ(1A) = 1B it follows that −‖a‖∞1B ≤ Ψ(a) ≤ ‖a‖∞1B, so ‖Ψ(a)‖∞ ≤ ‖a‖∞ by Proposition 4.6. In
the more general case that a ∈ Abd, one sees that
∥∥Ψ(a)∥∥
∞
≤ ∥∥Ψ(Re(a))∥∥
∞
+
∥∥Ψ(Im(a))∥∥
∞
≤ ∥∥Re(a)∥∥
∞
+
∥∥Im(a)∥∥
∞
≤ 2‖a‖∞ .
It is now clear that Ψ is continuous with respect to d∞. 
One way to look at this result is that in the context of ordered ∗-algebras, order-theoretic properties
can be more important than topological ones, which often are just (rather obvious) consequences. For
sake of completeness, this section closes with an observation about uniformly bounded elements in
uniformly complete ordered ∗-algebras which is already well-known from the theory of C∗-algebras:
Proposition 6.6 Let A be a uniformly complete ordered ∗-algebra and a ∈ (Abd)+
H
coercive, then a is
invertible.
Proof: As a is coercive, ‖a‖∞ > 0 holds except in the trivial case A = {0}. The inverse of a now can
explicitly be constructed as the Neumann-series
s =
1
‖a‖∞
∞∑
n=0
(
1− a‖a‖∞
)n
,
which converges absolutely with respect to the norm ‖ · ‖∞ on Abd because multiplication in Abd is
continuous. The series fulfils s‖a‖∞ − sa = s‖a‖∞ − 1 and thus sa = 1, so a−1 = s exists because s
commutes with a by Proposition 6.4. 
17
7 Suprema and Infima
Having understood some general properties of ordered ∗-algebras, we can now examine under which
conditions some special elements exist, and what the consequences are if they exist. This section deals
with suprema and infima, the next two with absolute values and square roots.
Like in Φ-algebras, there should also be a compatibility between suprema, infima and the product
in ordered ∗-algebras. However, it might not be clear immediately what exactly this compatibility
should be in the general, non-commutative case, and why.
Definition 7.1 Let A be an ordered ∗-algebra and a, b ∈ AH commuting. Then a ∨ b is (if it exists)
the element with the following properties:
i.) a ∨ b ∈ {a, b}′′ ∩ AH.
ii.) a ∨ b is the supremum of a and b in {a, b}′ ∩ AH.
iii.) (a ∨ b)2 + ab = (a+ b)(a ∨ b).
Similarly, a ∧ b is (if it exists) the element with the following properties:
i.) a ∧ b ∈ {a, b}′′ ∩ AH
ii.) a ∧ b is the infimum of a and b in {a, b}′ ∩ AH.
iii.) (a ∧ b)2 + ab = (a+ b)(a ∧ b).
Note that a ∨ b and a ∧ b are certainly unique (if they exist), because they are defined as a special
supremum or infimum in a partially ordered set. They will simply be referred to as supremum and
infimum of a and b. The third, algebraic, condition in the above definition might seem arbitrary at
first, but there are many special cases where it is easy to motivate. Just as an example, it is worthwhile
to examine projectors and their counterparts in Riesz spaces, components of 1:
Proposition 7.2 Let A be an ordered ∗-algebra and p ∈ AH, then the following is equivalent:
i.) p2 = p.
ii.) The infimum of p and 1− p in the R-linear span of {1, p, p2} in AH is 0.
iii.) p ∧ (1− p) = 0.
Proof: If p∧ (1− p) = 0, then it follows immediately from Definition 7.1 that p2 = p and that 0 is the
infimum of p and 1− p in {p,1 − p}′ ∩ AH, hence also in the R-linear span of {1, p, p2} in AH. The
converse claims have been proven in [10, Prop. 3.6.1], the proof is repeated here for convenience:
First assume that p2 = p, then also (1− p)2 = 1− p and therefore 0 ≤ p and 0 ≤ 1− p hold. So
0 ∈ {p,1− p}′′ ∩ AH is certainly a lower bound of p and 1− p and also fulfils the algebraic condition
for p ∧ (1− p) because p (1− p) = 0. Given a ∈ {p,1− p}′ ∩ AH with a ≤ p and a ≤ 1− p, then
a = p a p+ (1− p) a (1− p) ≤ p (1− p) p+ (1− p) p (1− p) = 0 ,
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so 0 is the infimum of p and 1− p in {p,1− p}′ ∩AH and p ∧ (1− p) = 0.
Now assume that 0 is the infimum of p and 1−p in the R-linear span of {1, p, p2} in AH. In order to
complete the proof we show that p = p2: From p−p2 ≤ p and p−p2 = (1−p)−(1−p)2 ≤ 1−p it follows
that p−p2 ≤ 0, i.e. p ≤ p2. Conversely, 0 ≤ p ≤ 1 implies (1−p) p = (1−p) p (1−p)+p (1−p) p ≥ 0,
so p ≥ p2. 
In this special case, the algebraic condition p = p2 (i.e. p is a projector) is equivalent to the order
theoretic one that the infimum of p and 1 − p is 0 (i.e. p is a component of 1), and both together
essentially give p∧ (1−p) = 0. In order to derive some general results about these suprema and infima,
the next lemma will be helpful:
Lemma 7.3 Let A be an ordered ∗-algebra and a, b ∈ AH commuting and such that a ∨ b exists. Let
Ψ: {a, b}′ ∩AH → {a, b}′ ∩ AH be a bijection with the following properties:
i.) Both Ψ and Ψ−1 are increasing.
ii.) {Ψ(a),Ψ(b)}′ ⊆ {a, b}′ and Ψ(a ∨ b) ∈ {Ψ(a),Ψ(b)}′′ hold.
iii.) Ψ(a ∨ b)2 +Ψ(a)Ψ(b) = (Ψ(a) + Ψ(b))Ψ(a ∨ b).
Then Ψ(a) ∨Ψ(b) exists and is given by Ψ(a) ∨Ψ(b) = Ψ(a ∨ b).
Proof: The algebraic condition Ψ(a ∨ b)2 +Ψ(a)Ψ(b) = (Ψ(a) + Ψ(b))Ψ(a ∨ b) as well as Ψ(a ∨ b) ∈
{Ψ(a),Ψ(b)}′′ hold by assumption, and one only has to show that Ψ(a ∨ b) is the supremum of Ψ(a)
and Ψ(b) in {Ψ(a),Ψ(b)}′ ∩ AH:
Ψ(a ∨ b) is an upper bound of both Ψ(a) and Ψ(b) because Ψ is increasing and because a∨ b is an
upper bound of both a and b. If c ∈ {Ψ(a),Ψ(b)}′ ∩AH ⊆ {a, b}′ ∩AH is another upper bound of Ψ(a)
and Ψ(b), then Ψ−1(c) ∈ {a, b}′ ∩ AH is an upper bound of a and b because Ψ−1 is increasing, hence
Ψ−1(c) ≥ a ∨ b and thus c ≥ Ψ(a ∨ b) because Ψ is increasing. 
Proposition 7.4 Let A be an ordered ∗-algebra and a, b ∈ AH commuting and such that a ∨ b exists.
Then the following holds:
i.) b ∨ a = a ∨ b exists.
ii.) (a+ c)∨ (b+ c) = (a∨ b) + c exists for all c ∈ {a, b}′ ∩AH for which {a+ c, b+ c}′ ⊆ {a, b}′ and
(a ∨ b) + c ∈ {a+ c, b+ c}′′ hold.
iii.) (d∗a d)∨ (d∗b d) = d∗(a∨ b) d exists for all invertible d ∈ {a, b}′ for which {d∗a d, d∗b d}′ ⊆ {a, b}′
and d∗(a ∨ b) d ∈ {d∗a d, d∗b d}′′ hold.
iv.) (λa) ∨ (λb) = λ(a ∨ b) exists for all λ ∈ [0,∞[.
v.) (λa) ∧ (λb) = λ(a ∨ b) exists for all λ ∈ ]−∞, 0].
Proof: It is clear that i.) holds. For ii.) and iii.) one can use the previous Lemma 7.3: The maps
{a, b}′ ∩ AH ∋ x 7→ x + c ∈ {a, b}′ ∩ AH and {a, b}′ ∩ AH ∋ x 7→ d∗x d ∈ {a, b}′ ∩ AH, with c and d
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having the properties stated above, are clearly well-defined, invertible, and increasing with increasing
inverses, and fulfil condition ii.) of the lemma by assumption. Condition iii.) can be verified easily:
(
(a ∨ b) + c)2 + (a+ c)(b + c) = (a ∨ b)2 + ab+ 2c(a ∨ b) + (a+ b+ 2c)c
= (a+ b)(a ∨ b) + 2c(a ∨ b) + (a+ b+ 2c)c
= (a+ b+ 2c)
(
(a ∨ b) + c)
and (
d∗(a ∨ b) d)2 + (d∗a d)(d∗b d) = (d∗d)2((a ∨ b)2 + ab)
= (d∗d)2(a+ b)(a ∨ b)
=
(
d∗a d+ d∗b d
)(
d∗(a ∨ b) d) .
As a special case of iii.) one gets iv.) for λ > 0, and the case λ = 0 is trivial. Finally, for v.) one first
considers the case λ = −1: Then it is easy to check that −(a ∨ b) ∈ {a, b}′′ ∩AH = {−a,−b}′′ ∩AH is
indeed the infimum of −a and −b in {−a,−b}′∩AH = {a, b}′∩AH, and the algebraic condition clearly
holds as well. The general case then follows from iv.). 
Corollary 7.5 Let A be an ordered ∗-algebra and a, b ∈ AH commuting and such that a ∧ b exists.
Then the following holds:
i.) b ∧ a = a ∧ b exists.
ii.) (a+ c)∧ (b+ c) = (a∧ b) + c exists for all c ∈ {a, b}′ ∩AH for which {a+ c, b+ c}′ ⊆ {a, b}′ and
(a ∧ b) + c ∈ {a+ c, b+ c}′′ hold.
iii.) (d∗a d)∧ (d∗b d) = d∗(a∧ b) d exists for all invertible d ∈ {a, b}′ for which {d∗a d, d∗bd }′ ⊆ {a, b}′
and d∗(a ∧ b) d ∈ {d∗a d, d∗b d}′′ hold.
iv.) (λa) ∧ (λb) = λ(a ∧ b) exists for all λ ∈ [0,∞[.
v.) (λa) ∨ (λb) = λ(a ∧ b) exists for all λ ∈ ]−∞, 0].
Proof: Like before, i.) is clear. Now start with part v.) for λ = −1, which should be clear as well, so
(−a)∨ (−b) = −(a∧ b) exists. Then apply the previous Proposition 7.4, using that {x, y}′ = {−x,−y}′
for all x, y ∈ A for parts ii.), iii.) and iv.), and with −c instead of c in part ii.), and finally use part
v.) of this proposition to get the results for ∧. 
Corollary 7.6 Let A be an ordered ∗-algebra and a, b ∈ AH commuting. Then a∨ b exists if and only
if a ∧ b exists. Moreover, if one, hence both of a ∨ b and a ∧ b exist, then
(a ∨ b) + (a ∧ b) = a+ b and (a ∨ b)(a ∧ b) = ab . (7.1)
Proof: Using {a − (a + b), b − (a + b)}′ = {−b,−a}′ = {a, b}′ and a + b ∈ {a, b}′′ one sees that
Proposition 7.4 and the previous Corollary 7.5 can be applied as follows:
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If a∨ b exists, then a∧ b = −((−a)∨ (−b)) = a+ b− (a∨ b) exists. Conversely, if a∧ b exists, then
a ∨ b = −((−a) ∧ (−b)) = a+ b− (a ∧ b) exists. It is now also clear that (a ∨ b) + (a ∧ b) = a+ b, and
this together with the algebraic identity for a ∨ b shows that
(a ∨ b)2 + ab = (a+ b)(a ∨ b) = (a ∨ b)2 + (a ∧ b)(a ∨ b) ,
hence ab = (a ∧ b)(a ∨ b) = (a ∨ b)(a ∧ b). 
Note that these properties are very similar to those known from Riesz spaces, but one also has to take
care of the algebraic conditions in the proofs. These algebraic conditions for supremum and infimum
are just generalizations of those in (almost) f - and Φ-algebras to the non-commutative case:
Proposition 7.7 Let A be a unital commutative almost f -algebra, then its complexification A ⊗ C
with ∗-involution and multiplication defined by (a ⊗ λ)∗ := a ⊗ λ and (a ⊗ λ)(b ⊗ µ) := ab ⊗ λµ for
all a, b ∈ A and all λ, µ ∈ C is a commutative ordered ∗-algebra, (A ⊗ C)+
H
∼= A+ is closed under
commutative products and c ∨ d as well as c ∧ d exists for all c, d ∈ (A⊗C)H ∼= A.
Proof: It is clear that A ⊗ C is an ordered ∗-algebra, and (A ⊗ C)+
H
is closed under commutative
products as an immediate consequence of the definition of almost f -algebras. Now let c, d ∈ A be
given, then the infimum in A of c and d exists. Denote this by e := inf{c, d} ∈ A = {c, d}′′. In order
to show that c∧ d exists, it only remains to check that e fulfils the algebraic condition for c∧ d, which
is easy: From 0 = inf{c− e, d− e} it follows that 0 = (c− e)(d− e) = cd− (c+ d)e+ e2. So c ∧ d = e
exists for all c, d ∈ (A⊗C)H ∼= A, hence also c ∨ d by the previous Corollary 7.6. 
Proposition 7.8 Let A be a commutative ordered ∗-algebra and assume that a∨b as well as a∧b exist
for all a, b ∈ AH and that A+H is closed under commutative products. Then AH is an almost f -algebra.
If A is also reasonably ordered, then AH is even an f -algebra, and if A is in addition Archimedean,
then AH is a Φ-algebra.
Proof: As A is commutative, a∨b and a∧b are for all a, b ∈ AH the supremum and infimum in AH, so
AH is a Riesz space, and ab ∈ A+H for all a, b ∈ A+H because A+H is closed under commutative products.
Given a, b ∈ AH with a ∧ b = 0, then ab = 0 due to the algebraic condition for ∧, so AH is an almost
f -algebra.
Now let c ∈ A+
H
be given. Then (ac ∧ b)2 ≤ (ac ∧ b)(ac ∨ b) = acb = 0 holds because ac ∧ b ≤
ac ∨ b, because A+
H
is closed under commutative products, and by applying Corollary 7.6. If A is also
reasonably ordered, then this implies ac ∧ b = 0 by Proposition 5.4, and AH is even an f -algebra. In
the Archimedean case it follows that AH is a Φ-algebra. 
So the commutative ordered ∗-algebras A with A+
H
closed under commutative products, in which all
suprema and infima of Hermitian elements exist, are just the complexifications of unital commutative
almost f -algebras. Note also that every Archimedean almost f -algebra is commutative, see e.g. [3],
which means that the restriction to the commutative case in the above Propositions 7.7 and 7.8 only
excludes rather pathological examples. Moreover, the automatic commutativity of Archimedean almost
f -algebras also shows that for non-commutative ordered ∗-algebras, the definition of ∨ and ∧ necessarily
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has to be slightly technical, e.g. has to refer to commutants and bicommutants like in Definition 7.1. We
thus have identified suitable non-commutative generalizations of (almost) f -algebras and Φ-algebras.
The existence of suprema and infima in the sense of Definition 7.1 has important consequences: For
example, they allow to approximate unbounded elements by bounded ones, which are generally better
behaved. This gives a construction of inverses of coercive Hermitian elements:
Lemma 7.9 Let A be an ordered ∗-algebra, a ∈ AH and λ ∈ ]0,∞[. If a ∧ λ1 exists, then it fulfils the
estimate
0 ≤ a− (a ∧ λ1) ≤ a
2
4λ
. (7.2)
Proof: It is clear that a ∧ λ1 ≤ a and from the algebraic condition for a ∧ λ1 it follows that
(a ∧ λ1)2 + λa = (a+ λ1)(a ∧ λ1)
holds. Using that a ∧ λ1 and a commute as well as Lemma 4.3, this implies
a− (a ∧ λ1) = 1
λ
(
a(a ∧ λ1)− (a ∧ λ1)2
)
≤ 1
λ
(
1
2
(
χ−2a2 + χ2(a ∧ λ1)2)− (a ∧ λ1)2
)
for all χ ∈ ]0,∞[. So a− (a ∧ λ1) ≤ a2/(4λ) if one chooses χ := √2. 
Proposition 7.10 Let A be a uniformly complete ordered ∗-algebra and a ∈ A+
H
coercive and such that
a ∧ n1 exists for all n ∈ N, then a is invertible.
Proof: Note that all a∧n1 with n ∈ N are elements of {a}′′ ∩A+
H
and even coercive because a is, and
are clearly uniformly bounded. So by Proposition 6.6, their inverses (a ∧ n1)−1 exist and are again in
{a}′′ ∩ A+
H
.
Givenm,n ∈ N withm ≥ n, then a∧m1 ≥ a∧n1, thus (a∧m1)−1 ≤ (a∧n1)−1 by Proposition 5.12.
For fixed suchm and n consider the coercive and uniformly bounded b := (a∧m1)−1+1/n ∈ {a}′′∩A+
H
.
Then b is invertible by Proposition 6.6 again and b−1 ≤ a ∧ m1 ≤ a as well as b−1 ≤ n1 hold
by Proposition 5.12 again, so b−1 ≤ a ∧ n1 and thus b ≥ (a ∧ n1)−1. Altogether, this shows that
(a ∧m1)−1 ≤ (a ∧ n1)−1 ≤ (a ∧m1)−1 + 1/n, so the sequence N ∋ n 7→ (a ∧ n1)−1 ∈ {a}′′ ∩ (Abd)+
H
is a decreasing Cauchy sequence, hence convergent as A is uniformly complete.
Denote the limit of this sequence by c, then, by Propositions 6.4 and 6.3, c is an element of
{a}′′ ∩ (Abd)+
H
and fulfils c ≤ (a ∧ n1)−1 as well as (a ∧ n1)−1 ≤ c+ 1/n for all n ∈ N. Together with
the estimate 0 ≤ a− (a ∧ n1) ≤ a2/(4n) from Lemma 7.9, this yields
0 ≤ c(a− (a ∧ n1)) ≤ ca2
4n
and 0 ≤ ((a ∧ n1)−1 − c)(a ∧ n1) ≤ a ∧ n1
n
≤ a
n
by Corollary 5.7. Using that ca− 1 = c(a− (a ∧ n1))− ((a ∧ n1)−1 − c)(a ∧ n1) then yields
−a
n
≤ −((a ∧ n1)−1 − c)(a ∧ n1) ≤ ca− 1 ≤ c(a− (a ∧ n1)) ≤ ca2
4n
for all n ∈ N, hence ca = 1 as A is Archimedean by assumption. As c and a commute, this shows that
a−1 = c exists. 
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Corollary 7.11 Let A be a uniformly complete ordered ∗-algebra. If a ∧ n1 exists for all coercive
a ∈ A+
H
and all n ∈ N, then A is symmetric.
8 Absolute Values
The absolute value |a| of a Hermitian element a of an ordered ∗-algebra should be the supremum of
−a and a, at least if one follows the usual order theoretic definitions. However, from a more algebraic
point of view, one would also demand that |a|2 = a2, so that the absolute value should fulfil both
order-theoretic as well as algebraic requirements. This is just a special case of a supremum in the sense
of Definition 7.1:
Definition 8.1 Let A be an ordered ∗-algebra and a ∈ AH, then the absolute value of a is defined (if
it exists) as the element |a| := a ∨ (−a). If the absolute value exists, then one also defines the positive
part a+ :=
1
2(|a|+ a) and the negative part a− := 12(|a| − a) of a.
Applying the definition of ∨ to this special case shows immediately that the absolute value of an element
a ∈ AH is the supremum of a and −a in {a}′ ∩AH, which is additionally required to be an element of
{a}′′ ∩ AH and to fulfil |a|2 = a2. Clearly, |−a| = |a| if |a| exists. The earlier results about suprema
and infima now show that, like in Riesz spaces, the existence of all absolute values already implies the
existence of all suprema and infima of commuting Hermitian elements:
Lemma 8.2 Let A be an ordered ∗-algebra and a ∈ AH. If |a| exists, then also a ∧ (−a) = −|a| as
well as (b+ a) ∨ (b− a) = b+ |a| and (b+ a) ∧ (b− a) = b− |a| for all b ∈ {a}′ ∩ AH exist.
Proof: If |a| exists, then it follows from Corollary 7.6 that a∧ (−a) = (a+(−a))− (a∨ (−a)) = −|a|
exists. Now let b ∈ {a}′ ∩ AH be given. Then {a + b,−a + b}′ = {a, b}′ ⊆ {a}′ = {a,−a}′ and thus
|a| ∈ {a}′′ ⊆ {a + b,−a+ b}′′ and b ∈ {a, b}′′ = {a + b,−a + b}′′ show that Proposition 7.4, part ii.),
and Corollary 7.5, part ii.), can be applied. So (b + a) ∨ (b − a) = (a ∨ (−a)) + b = |a| + b and
(b+ a) ∧ (b− a) = (a ∧ (−a)) + b = −|a|+ b exist. 
Proposition 8.3 Let A be an ordered ∗-algebra, as well as a, b ∈ AH commuting and such that |a− b|
exists. Then a ∨ b and a ∧ b exist and
a ∨ b = a+ b+ |a− b|
2
, a ∧ b = a+ b− |a− b|
2
, and (a ∨ b)− (a ∧ b) = |a− b| . (8.1)
Proof: If |a − b| exists, then the previous Lemma 8.2 shows that (2a) ∨ (2b) = (a + b) + |a − b| and
(2a) ∧ (2b) = (a+ b)− |a− b| exist because a+ b commutes with a− b. Proposition 7.4, part iv.) and
Corollary 7.5, part iv.) allow to devide by 2 and (a ∨ b)− (a ∧ b) = |a− b| is then clear. 
Corollary 8.4 Let A be an ordered ∗-algebra and a ∈ AH such that |a| exists. Then a ∨ 0 = a+,
(−a) ∨ 0 = −(a ∧ 0) = a− as well as a+ ∨ a− = |a| and a+ ∧ a− = 0 exist, and a−a+ = 0.
Proof: The previous Proposition 8.3 with b := 0 shows that a ∨ 0 = a+ and a ∧ 0 = −a− exist, and
Corollary 7.5, part v.) shows that also (−a) ∨ 0 = −(a ∧ 0) = a− exists. Moreover, Lemma 8.2 with
b := |a| shows that 2a+ ∨ 2a− = (|a| + a) ∨ (|a| − a) = 2|a| and 2a+ ∧ 2a− = (|a|+ a) ∧ (|a| − a) = 0
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exist, and Corollary 7.5, part iv.) allows to devide this by 2. Finally, a+a− = (a+ ∧ a−)(a+ ∨ a−) = 0
holds due to Corollary 7.6. 
If all absolute values exist, then Proposition 8.3 shows that all suprema and infima in the sense of
Definition 7.1 exist. Thus we define:
Definition 8.5 An ordered ∗-algebra A with all absolute values is an ordered ∗-algebra in which |a|
exists for all a ∈ AH.
As an application, we show that under certain conditions, the inverse of a bijective positive unital
∗-homomorphism between ordered ∗-algebras is automatically positive. This is similar to the case of
∗-algebras endowed with a Fréchet-topology, where the inverse of a bijective continuous unital ∗-homo-
morphism is automatically continuous by the open mapping theorem.
Proposition 8.6 Let A be a reasonably ordered ∗-algebra with all absolute values, B an ordered ∗-al-
gebra and Ψ: A → B an injective positive unital ∗-homomorphism, then Ψ is an order embedding.
Especially if Ψ is even bijective, then the inverse Ψ−1 : B → A is again a positive unital ∗-homomor-
phism.
Proof: Let a ∈ AH with Ψ(a) ≥ 0 be given. Then a = a+ − a− with a+, a− ∈ A+H and a+a− = 0 by
Corollary 8.4, so on the one hand (a−)
3 ≥ 0 implies Ψ(a−)3 ≥ 0, and on the other, (a−)3 = −
(
a−a a−
)
implies Ψ(a−)
3 = −Ψ(a−)Ψ(a)Ψ(a−) ≤ 0, so Ψ(a−)3 = 0. As Ψ is injective, this implies (a−)3 = 0
and thus a− = 0 by Proposition 5.4, using the assumption that A is reasonably ordered.
If Ψ is even bijective, then the inverse Ψ−1 : B → A is easily checked to be a unital ∗-homomorphism,
and the above shows that Ψ−1 is also positive. 
9 Square Roots
The usual way to construct absolute values is via square roots of the square. In order to guarantee
uniqueness of square roots, the following observation is helpful:
Lemma 9.1 If A is a reasonably ordered ∗-algebra and a, b ∈ A+
H
commute and a2 = b2, then a = b.
Proof: From a2 ≤ b2 and b2 ≤ a2 it follows that a ≤ b and b ≤ a because A is reasonably ordered. 
Proposition 9.2 Let A be a reasonably ordered ∗-algebra and a ∈ A+
H
. Then there exists at most one
b ∈ {a}′′ ∩ A+
H
that fulfils b2 = a.
Proof: If b, c ∈ {a}′′ ∩ A+
H
fulfil b2 = a = c2, then the previous Lemma 9.1 shows that b = c. 
This allows to define square roots in reasonably ordered ∗-algebras:
Definition 9.3 Let A be a reasonably ordered ∗-algebra and a ∈ A+
H
. The square root of a is (if it
exists) the unique element
√
a ∈ {a}′′∩A+
H
fulfilling
√
a
2
= a. Moreover, a reasonably ordered ∗-algebra
with most square roots is a reasonably ordered ∗-algebra in which every coercive a ∈ A+
H
has a square
root, and a reasonably ordered ∗-algebra with all square roots is a reasonably ordered ∗-algebra in which
every a ∈ A+
H
has a square root.
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Discussing also reasonably ordered ∗-algebras with most square roots (and not just those with all square
roots) makes sense because there are important examples: Ordered ∗-algebras of smooth or analytic
functions are clearly reasonably ordered and typically have most, but not all square roots.
The statement about uniqueness of square roots from Proposition 9.2 can even be strengthened if
one knows that a square root exists:
Proposition 9.4 Let A be a reasonably ordered ∗-algebra and a ∈ A+
H
such that
√
a exists. If some
b ∈ {a}′ ∩ A+
H
fulfils b2 = a, then b =
√
a, and especially b ∈ {a}′′.
Proof: As
√
a ∈ {a}′′ by definition, b and √a commute. So Lemma 9.1 applies to √a and b. 
We can now use square roots to construct absolute values:
Proposition 9.5 Let A be a reasonably ordered ∗-algebra with all square roots, then A+
H
is closed under
commutative products, and the absolute value of every a ∈ AH exists and is given by |a| =
√
a2.
Proof: If a, b ∈ A+
H
commute, then ab =
√
b a
√
b ≥ 0, so A+
H
is closed under commutative products.
Moreover,
√
a2 ∈ {a2}′′ ∩A+
H
⊆ {a}′′ ∩ A+
H
fulfils a2 =
√
a2
2
. As A is reasonably ordered, this implies
−
√
a2 ≤ a ≤
√
a2. So
√
a2 is an upper bound of both a and −a, and it only remains to show that it is
even their supremum in {a}′ ∩ AH:
If b ∈ {a}′ ∩AH is another upper bound of a and −a, then b2−
√
a2
2
= b2−a2 = (b−a)(b+a) ≥ 0
because A+
H
is closed under commutative products. As b and
√
a2 commute, and as A is reasonably
ordered, this implies b ≥
√
a2. 
One noteworthy property of reasonably ordered ∗-algebra with all square roots is that their order is
uniquely determined:
Lemma 9.6 Let A be a reasonably ordered ∗-algebra with all square roots, B a quasi-ordered ∗-algebra
and Ψ: A → B a unital ∗-homomorphism. Then Ψ is automatically positive.
Proof: Given a ∈ A+
H
, then Ψ(a) = Ψ
(√
a
2 )
= Ψ
(√
a
)2
& 0. 
Proposition 9.7 Let A be a reasonably ordered ∗-algebra with all square roots, then the order on AH
is unique in the following sense: Denote the order on AH by ≤, as always. Let 4 be another order on
AH such that A with 4 is an ordered ∗-algebra, then ≤ and 4 coincide.
Proof: Consider the identity idA : A → A as a unital ∗-homomorphism from A with ≤ to A with 4.
Then idA is positive by the previous Lemma 9.6. Its inverse, i.e. idA as a unital
∗-homomorphism from
A with 4 to A with ≤, is also positive because Proposition 8.6 applies as A with ≤ has all absolute
values by Proposition 9.5. 
For the algebra from Example 3.10 there do exist two different orders with which it becomes an ordered
∗-algebra, but neither of them is reasonably ordered due to the existence of nilpotent Hermitian elements.
Similarly, on the polynomial algebra C[x] there exist many different possible partial orders like the S-
pointwise of Example 3.4 with S an infinite subset of R. But clearly, there do not exist all absolute
values with respect to any of these.
While in general there do exist reasonably ordered ∗-algebras with most square roots which do not
have all square roots, this is not possible in the uniformly complete case:
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Lemma 9.8 Let A be a uniformly complete reasonably ordered ∗-algebra, aˆ ∈ A+
H
and (an)n∈N a
sequence in {aˆ}′′ ∩ A+
H
with limit aˆ ∈ A+
H
, as well as (bn)n∈N a sequence in {aˆ}′′ ∩ A+H, bounded from
above by some c ∈ A+
H
, and such that b2n = an for all n ∈ N. Then the sequence (bn)n∈N is a Cauchy
sequence. If A+
H
is closed under commutative products or if c ∈ Abd, then √aˆ exists and is the limit of
the sequence (bn)n∈N.
Proof: For all ǫ ∈ ]0,∞[ there exists an N ∈ N such that −ǫ1 ≤ an−aN ≤ ǫ1 holds for all n ∈ N with
n ≥ N because the sequence (an)n∈N is convergent, so b2n ≤ b2N + ǫ1 and b2N ≤ b2n + ǫ1. This implies
b2n ≤ (bN +
√
ǫ1)2 and b2N ≤ (bn +
√
ǫ1)2, so bn ≤ bN +
√
ǫ1 and bN ≤ bn +
√
ǫ1 as A is reasonably
ordered. It follows that (bn)n∈N is a Cauchy sequence. As {aˆ}′′ ∩A+H is closed by Propositions 6.3 and
6.4, and as A is uniformly complete by assumption, this sequence has a limit bˆ ∈ {aˆ}′′ ∩ A+
H
.
It only remains to show that bˆ2 = aˆ, then
√
aˆ = bˆ exists. For all ǫ ∈ ]0, 1] there exists an N ∈ N such
that −ǫ1 ≤ bn− bˆ ≤ ǫ1 holds for all n ∈ N with n ≥ N , so bˆ ≤ bn+ ǫ1 and bn ≤ bˆ+ ǫ1. If A+H is closed
under commutative products, then this implies bˆ2 ≤ (bn+ ǫ1)2 ≤ b2n + ǫ(2bn +1) ≤ an+ ǫ(2c+1) and
an = b
2
n ≤ (bˆ+ǫ1)2 ≤ bˆ2+ǫ(2bˆ+1) by Proposition 5.2. Similarly, if c ∈ Abd, then bn ∈ Abd as well and
thus also bˆ ∈ Abd, and the above reasoning remains valid because (Abd)+
H
is closed under commutative
products by Proposition 5.6. So for every ǫ ∈ ]0, 1] the estimates bˆ2− aˆ = bˆ2−an+an− aˆ ≤ ǫ(2c+21)
and aˆ− bˆ2 = aˆ− an + an − bˆ2 ≤ ǫ(2bˆ+ 21) hold for sufficiently large n ∈ N. This implies that aˆ = bˆ2
because A is Archimedean by assumption. 
Lemma 9.9 Let A be an Archimedean reasonably ordered ∗-algebra with most square roots, then A+
H
is closed under commutative products.
Proof: If a, b ∈ A+
H
commute, then ab =
√
b+ ǫ1 a
√
b+ ǫ1 − ǫa ≥ −ǫa holds for all ǫ ∈ ]0,∞[, so
ab ≥ 0 because A is Archimedean. 
Proposition 9.10 Let A be a uniformly complete reasonably ordered ∗-algebra with most square roots,
then A already has all square roots.
Proof: Given a ∈ A+
H
, then (a+ 1/n)n∈N is a decreasing sequence in {a}′′ ∩A+H with uniform limit a.
As A has most square roots, A+
H
is closed under commutative products by the previous Lemma 9.9 and
the square roots
√
a+ 1/n ∈ {a+ 1/n}′′ ∩A+
H
⊆ {a}′′ ∩A+
H
exist for all n ∈ N and are bounded from
above by
√
a+ 1 because
√
a+ 1/n
2 ≤ √a+ 1 2 for all n ∈ N and because A is reasonably ordered.
So Lemma 9.8 can be applied and shows that
√
a exists. 
10 Su∗-Algebras
Essentially all of the previous results hold for a class of very well-behaved ordered ∗-algebras:
Theorem 10.1 Let A be a uniformly complete ordered ∗-algebra, then the following is equivalent:
i.) A is symmetric.
ii.) A is reasonably ordered and has most square roots.
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iii.) A is reasonably ordered and has all square roots.
iv.) A has all absolute values.
v.) For all commuting a, b ∈ AH, both a ∨ b and a ∧ b exist.
vi.) a ∧ n1 exists for all coercive a ∈ A+
H
and all n ∈ N.
Proof: Most of this has already been shown: The implication ii.) =⇒ iii.) is Proposition 9.10, iii.)
=⇒ iv.) is Proposition 9.5 and iv.) =⇒ v.) is Proposition 8.3. Moreover, v.) =⇒ vi.) is trivial and
vi.) =⇒ i.) holds by Corollary 7.11. Finally, only i.) =⇒ ii.) remains:
If A is symmetric and uniformly complete, hence especially Archimedean, then A is reasonably
ordered by Proposition 5.13. In order to prove the existence of most square roots, let a coercive a ∈ A+
H
be given and ǫ ∈ ]0,∞[ such that a ≥ ǫ1. Then a is invertible with a−1 ∈ {a}′′ ∩ A+
H
and a−1 ≤ ǫ−11
by Lemma 5.10. Let (pn)n∈N and (qn)n∈N be the polynomials constructed like in Lemma 5.5 for a
−1.
Then
(
a−1+ qn(a
−1)
)
n∈N
is a sequence in {a−1}′′ ∩A+
H
with limit a−1 and
(
pn(a
−1)
)
n∈N
is a sequence
in {a−1}′′ ∩A+
H
which fulfils pn(a
−1)2 = a−1 + qn(a
−1) for all n ∈ N and which is bounded from above
by β1 with β := supn∈N‖pn(a−1)‖∞ = supn∈N
√‖a−1 + qn(a−1)‖∞. This supremum is indeed finite
because a−1 + qn(a
−1) is a convergent sequence in Abd. So Lemma 9.8 can be applied and shows that√
a−1 ∈ {a−1}′′ ∩ (Abd)+
H
⊆ {a}′′ ∩ (Abd)+
H
exists. Then a
√
a−1 ∈ {a}′′ is clear and a
√
a−1 ∈ A+
H
holds
by Proposition 5.6. As
(
a
√
a−1
)2
= a2a−1 = a holds, it follows that
√
a = a
√
a−1 exists. 
Definition 10.2 A Su∗-algebra is a uniformly complete ordered ∗-algebra that has one, hence all of
the equivalent properties of the above Theorem 10.1
It is obvious that “Su” refers to “symmetric and uniformly complete”. Besides the equivalent charac-
terizations given by Theorem 10.1, a Su∗-algebra A also has some other interesting properties:
Its convex cone of positive Hermitian elements A+
H
is closed under commutative products by Propo-
sition 5.11. The order on A is simply the algebraic one, i.e. A+
H
= A++
H
, because of the existence of all
square roots, and it is the only possible one that turns A into an ordered ∗-algebra by Proposition 9.7.
Every unital ∗-homomorphism Ψ: A → B into a quasi-ordered ∗-algebra B is automatically positive by
Lemma 9.6. If B is even an Archimedean ordered ∗-algebra, then this also means thatΨ is automatically
continuous with respect to d∞ by Proposition 6.5. In those cases where Ψ is in addition injective, it is
even an order embedding by Proposition 8.6. But unital ∗-homomorphisms between Su∗-algebras are
not only compatible with the algebraic operations (including inverting coercive elements) and positive,
they are also compatible with ∨ and ∧, absolute values and square roots:
Proposition 10.3 Let A and B be two Su∗-algebras and Ψ: A → B a unital ∗-homomorphism. Then
Ψ
(√
a
)
=
√
Ψ(a) holds for all a ∈ A+
H
. Similarly, Ψ
(|a|) = ∣∣Ψ(a)∣∣ as well as Ψ(a+) = Ψ(a)+ and
Ψ(a−) = Ψ(a)− hold for all a ∈ AH. Moreover, if a1, a2 ∈ AH commute, then Ψ(a1) and Ψ(a2)
commute as well and Ψ(a1 ∨ a2) = Ψ(a1) ∨Ψ(a2) and Ψ(a1 ∧ a2) = Ψ(a1) ∧Ψ(a2) hold.
Proof: Given a ∈ A+
H
, then
√
a ≥ 0 and √a2 = a imply Ψ(√a ) ≥ 0 and Ψ(√a )2 = Ψ(√a2 ) = Ψ(a).
As a and
√
a commute, also Ψ(a) and Ψ
(√
a
)
commute. Moreover, it is already known that
√
Ψ(a)
exists because B is a Su∗-algebra, so Proposition 9.4 applies and shows that Ψ(√a ) =√Ψ(a).
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Consequently, if a ∈ AH, then Ψ
(|a|) = Ψ(√a2 ) = √Ψ(a)2 = ∣∣Ψ(a)∣∣ holds by Proposition 9.5,
and then it immediately follows that Ψ(a+) = Ψ(a)+ and Ψ(a−) = Ψ(a)− as well.
Finally, if a1, a2 ∈ AH commute, then it is clear that Ψ(a1) and Ψ(a2) commute as well, and
Proposition 8.3 shows that Ψ(a1 ∨ a2) = Ψ(a1) ∨Ψ(a2) and Ψ(a1 ∧ a2) = Ψ(a1) ∧Ψ(a2) hold. 
Moreover, the order-theoretic and algebraic conditions for ∨ and ∧ are equivalent in Su∗-algebras:
Proposition 10.4 Let A be a Su∗-algebra, a, b ∈ AH commuting and x ∈ {a, b}′ ∩ AH. Then the
following is equivalent:
i.) There is a (real) linear subspace V of AH containing x such that {a, b}′′ ∩AH ⊆ V ⊆ {a, b}′ ∩AH
and in which x is the supremum of a and b.
ii.) x ∈ {a, b}′′ ∩ AH and x is the supremum of a and b in V for every (real) linear subspace V of
AH that fulfils {a, b}′′ ∩ AH ⊆ V ⊆ {a, b}′ ∩ AH.
iii.) x ≥ a and x ≥ b as well as x2 + ab = (a+ b)x hold.
iv.) x = a ∨ b.
Proof: By definition of a ∨ b, the identity (a ∨ b)2 + ab = (a + b)(a ∨ b) holds. Moreover, as a ∨ b ∈
{a, b}′′ ∩AH and as it is the supremum of a and b in {a, b}′ ∩AH, it follows that a∨ b is the supremum
of a and b in every linear subspace V of AH with {a, b}′′ ∩ AH ⊆ V ⊆ {a, b}′ ∩ AH. This shows that
iv.) implies all other points, but also that i.) implies iv.), because the existence of a ∨ b is clear and
the supremum of a and b in one such linear subspace V is uniquely determined. Of course, this also
shows that ii.) implies iv.).
Finally, if x ≥ a and x ≥ b as well as x2 + ab = (a + b)x hold, then 2x − a − b ∈ {a − b}′ ∩ A+
H
and (2x − a − b)2 = 4x2 − 4(a + b)x + (a + b)2 = −4ab + (a + b)2 = (a − b)2. Proposition 9.4 thus
shows that 2x− a− b =
√
(a− b)2 because the existence of
√
(a− b)2 is already clear. It follows that
2x− a− b = |a− b| by Proposition 9.5 and thus x = a ∨ b by Proposition 8.3. So iii.) implies iv.). 
Corollary 10.5 Let A be a Su∗-algebra, a, b ∈ AH commuting and x ∈ {a, b}′∩AH. Then the following
is equivalent:
i.) There is a (real) linear subspace V of AH containing x such that {a, b}′′ ∩AH ⊆ V ⊆ {a, b}′ ∩AH
and in which x is the infimum of a and b.
ii.) x ∈ {a, b}′′ ∩ AH and x is the infimum of a and b in V for every (real) linear subspace V of AH
that fulfils {a, b}′′ ∩ AH ⊆ V ⊆ {a, b}′ ∩ AH.
iii.) x ≤ a and x ≤ b as well as x2 + ab = (a+ b)x hold.
iv.) x = a ∧ b.
Proof: This follows from the previous Proposition 10.4 as suprema can be converted into infima and
vice versa by multiplication with −1 due to Proposition 7.4 and its Corollary 7.5. 
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All these properties are typical for C∗-algebras and complete Φ-algebras, which are important exam-
ples of Su∗-algebras: The uniformly bounded Su∗-algebras are precisely the C∗-algebras, because ‖ · ‖∞
in this case is a C∗-norm on the algebra by Proposition 4.8 and Corollary 4.10, and because conversely,
C∗-algebras are well-known to be uniformly bounded and uniformly complete ordered ∗-algebras, and
thus are also symmetric by Proposition 6.6. The commutative Su∗-algebras are complexifications of
Φ-algebras by Proposition 7.8. Conversely, the complexification of every Φ-algebra gives a commuta-
tive ordered ∗-algebra with all absolute values by Proposition 7.7, so the uniformly complete ones are
Su∗-algebras.
As a consequence, the representation theorems for C∗- and Φ-algebras partly apply: All uniformly
bounded and closed unital ∗-subalgebras of a Su∗-algebra A (especially Abd) are isomorphic to a
C∗-algebra of bounded operators on a Hilbert space. Similarly, all commutative and closed unital
∗-subalgebras of A, that also contain the inverses of all coercive elements (especially bicommutants S′′
of commutative subsets S ⊆ AH), are isomorphic to the complexification of a complete Φ-algebra of
continuous functions on a compact Hausdorff space with values in the extended real line.
Out of the six equivalent characterizations of Su∗-algebras, the most useful one for constructing
examples might be the first one: A Su∗-algebra is a symmetric and uniformly complete ordered ∗-algebra.
This condition can even be weakened a little bit:
Lemma 10.6 Let A be a uniformly complete ordered ∗-algebra, a, b ∈ A+
H
commuting and such that
a ≤ b. If a is coercive and b invertible, then a is invertible as well.
Proof: As a first step we show that a + n−1b is invertible for all n ∈ N: Given n ∈ N, consider
cn := (a+ n
−1b) b−1 = a b−1 + n−11. Then n−11 ≤ cn ≤ (1 + n−1)1 holds due to Corollary 5.7 as b is
coercive and thus b−1 ∈ (Abd)+
H
. This shows that cn is coercive and uniformly bounded, hence invertible
by Proposition 6.6. So the inverse of a+n−1b is (cnb)
−1 = b−1c−1n and dn := b
−1(a+n−1b)−1 = b−2c−1n
fulfils the identity
dn−dN = b−1(a+n−1b)−1
(
(a+N−1b)−(a+n−1b))(a+N−1b)−1 = (N−1−n−1)(a+n−1b)−1(a+N−1b)−1
for all n,N ∈ N because a and b commute.
Now let λ ∈ ]0,∞[ be such that λ1 ≤ a, then λ1 ≤ a + n−1b holds for all n ∈ N and thus
λ−11 ≥ (a + n−1b)−1 by Lemma 5.10. Consequently, the estimate 0 ≤ dn − dN ≤ (N−1 − n−1)λ−2
holds for all n,N ∈ N with n ≥ N by Corollary 5.7 again and shows that (dn)n∈N is an increasing
Cauchy sequence in A and thus converges against a limit dˆ ∈ A because A is uniformly complete.
One can check that 1 − n−1c−1n = abdn holds for all n ∈ N. Using Corollary 5.7 one sees that
cn = ab
−1 + n−11 ≥ ab−1 ≥ λb−1 and thus c−1n ≤ λ−1b, so 1 − n−1λ−1b ≤ abdn ≤ abdˆ for all n ∈ N.
As A is especially Archimedean, this shows 1 ≤ abdˆ. Conversely, given ǫ ∈ ]0,∞[, then there exists an
n ∈ N such that dˆ−dn ≤ ǫ1, so abdˆ = abdn+ab(dˆ−dn) ≤ 1+ ǫab. Again using that A is Archimedean
shows that abdˆ ≤ 1, hence abdˆ = 1. As dˆ commutes with a and b by Proposition 6.4, we see that a is
invertible with inverse a−1 = bdˆ. 
Proposition 10.7 Let A be a uniformly complete ordered ∗-algebra. If for every coercive a ∈ A+
H
there
exists an invertible b ∈ A+
H
such that a and b commute and a ≤ b, then A is a Su∗-algebra.
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11 Construction of Su∗-Algebras of Unbounded Operators
While Su∗-algebras are unbounded generalizations of C∗-algebras, as well as non-commutative gener-
alizations of Φ-algebras, it still remains to give examples of Su∗-algebras that are not of one of these
already well-understood types. Clearly, such examples should especially be provided by ∗-algebras of
unbounded operators, i.e. by O∗-algebras like in Example 3.5. In the general case, when A ⊆ L∗(D)
is an arbitrary O∗-algebra on a pre-Hilbert space D, it was shown that A is an Archimedean ordered
∗-algebra. It remains to find sufficient conditions for A to be symmetric and uniformly complete. Recall
that an element a of a ∗-algebra is called normal if a∗a = a a∗.
Definition 11.1 Let A be a quasi-ordered ∗-algebra. Then a dominant subset of A is a subset Q ⊆ A
of normal and pairwise commuting elements, stable under · ∗, with 1 ∈ Q and such that q∗q is coercive
and λq ∈ Q as well as qr ∈ Q hold for all λ ∈ [1,∞[ and all q, r ∈ Q. For such a dominant subset
define the subset Q↓ of the commutant of Q in A as
Q↓ :=
{
a ∈ Q′ ∣∣ ∃q∈Q : a∗a . q∗q and a a∗ . q∗q } . (11.1)
Lemma 11.2 Let A be a quasi-ordered ∗-algebra and q, r ∈ A commuting and with the property that
q∗q and r∗r are coercive. Then λ2q∗r∗r q is coercive for all λ ∈ ]0,∞[ and there exists a λ ∈ [1,∞[
such that q∗q + r∗r . λ2q∗r∗r q holds.
Proof: Let ǫ ∈ ]0, 2] be given such that q∗q & ǫ1 and r∗r & ǫ1, then λ2q∗r∗r q is coercive for all
λ ∈ ]0,∞[ because λ2q∗r∗r q & λ2ǫ q∗q & λ2ǫ21. Moreover,
(2/ǫ) q∗r∗r q = q∗ (r∗r/ǫ− 1) q + r∗ (q∗q/ǫ− 1) r + q∗q + r∗r & q∗q + r∗r
holds. So q∗q + r∗r . λ2q∗r∗r q if one chooses λ :=
√
2/ǫ ∈ [1,∞[. 
Proposition 11.3 Let A be a quasi-ordered ∗-algebra and Q a dominant subset of A, then Q↓ is a
unital ∗-subalgebra of Q′, hence of A, and Q ⊆ Q↓.
Proof: Clearly 1 ∈ Q ⊆ Q↓, λa ∈ Q↓ for all λ ∈ C if a ∈ Q↓ and Q↓ is stable under · ∗. Let a, b ∈ Q↓
be given, then there are q, r ∈ Q that fulfil a∗a . q∗q, a a∗ . q∗q and b∗b . r∗r, b b∗ . r∗r. Then
b∗a∗a b . b∗q∗q b = q∗b∗b q . q∗r∗r q and similarly also a b b∗a∗ . r∗q∗q r = q∗r∗r q show that ab ∈ Q↓.
Moreover, by the previous Lemma 11.2, there exists a λ ∈ [1,∞[ for which
(a+ b)∗(a+ b) . (a+ b)∗(a+ b) + (a− b)∗(a− b) = 2(a∗a+ b∗b) . 2(q∗q + r∗r) . 2λ2r∗q∗q r
and similarly also (a+ b) (a+ b)∗ . 2λ2r∗q∗q r hold, so a+ b ∈ Q↓. 
For example, if D = H is a Hilbert space, then Q := {λ1 | λ ∈ [1,∞[ } is a dominant subset of
L∗(H) and Q↓ = L∗(H) is the ∗-algebra of all bounded, i.e. of all ‖ · ‖-continuous linear operators on H.
Similar examples generated by a coercive Hermitian, but not necessarily bounded operator in L∗(D)
on a general pre-Hilbert space D can be constructed analogously. The characterization as a ∗-algebra
of continuous adjointable operators carries over as well:
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Definition 11.4 Let D be a pre-Hilbert space and a ∈ L∗(D)+
H
. Then define the positive Hermitian
sesquilinear form 〈 · | · 〉a : D ×D → C as
〈
ξ
∣∣ η 〉
a
:=
〈
ξ
∣∣ a(η) 〉 (11.2)
for all ξ, η ∈ D. The induced seminorm is denoted by ‖ξ‖a :=
√〈 ξ | ξ 〉a for all ξ ∈ D.
Note that the resulting map that assigns to every a ∈ L∗(D)+
H
the seminorm ‖ · ‖a on D is an increasing
map (with respect to the pointwise order of seminorms), and even an order embedding as the positive
Hermitian sesquilinear form 〈 · | · 〉a, hence a, can be reconstructed out of the seminorm ‖ · ‖a with the
help of the polarization identity (2.1).
Recall that the graph topology (see e.g. [8, Def. 2.1.1]) induced by an O∗-algebra A ⊆ L∗(D) on the
pre-Hilbert space D is the locally convex topology defined by all the seminorms ‖ · ‖
1+a∗a with a ∈ A,
or equivalently by all the seminorms ‖ · ‖b with b ∈ A+H because b ≤ 1+ (1+ b)2 for all b ∈ A+H. This
set of seminorms ‖ · ‖b with b ∈ A+H is even cofinal in the set of all seminorms on D that are continuous
with respect to the graph topology, i.e. for every such continuous seminorm p there exists a b ∈ A+
H
such that p ≤ ‖ · ‖b.
Proposition 11.5 Let D be a pre-Hilbert space and Q ⊆ L∗(D) a dominant subset. Then the graph
topology induced by the O∗-algebra Q↓ ⊆ L∗(D) on D is the locally convex topology defined by all the
seminorms ‖ · ‖q∗q with q ∈ Q, and the set of seminorms ‖ · ‖q∗q with q ∈ Q is cofinal in the set of all
seminorms on D that are continuous with respect to the graph topology of Q↓. Moreover, for all a ∈ Q′
the following is equivalent:
i.) a ∈ Q↓,
ii.) a and a∗ are both continuous as maps from D with the graph topology of Q↓ to D with the
‖ · ‖-topology,
iii.) a and a∗ are both continuous as maps from D with the graph topology of Q↓ to itself.
Proof: The locally convex topology on D defined by all the seminorms ‖ · ‖q∗q with q ∈ Q is clearly
weaker than the graph topology of Q↓. Conversely, given b ∈ (Q↓)+
H
, then also b + 1 ∈ (Q↓)+
H
and so
there exists a q ∈ Q such that (b+ 1)2 ≤ q∗q. Consequently ‖ · ‖b ≤ ‖ · ‖(b+1)2 ≤ ‖ · ‖q∗q, and it follows
that the locally convex topology on D defined by all the seminorms ‖ · ‖q∗q and the graph topology of
Q↓ coincide and that the set of seminorms ‖ · ‖q∗q with q ∈ Q is cofinal in the set of all seminorms on
D that are continuous with respect to the graph topology of Q↓.
Now let a ∈ Q↓ be given. Then also a∗ ∈ Q↓ and ‖a(ξ)‖ = ‖ξ‖a∗a ≤ ‖ξ‖1+a∗a as well as ‖a∗(ξ)‖ =
‖ξ‖aa∗ ≤ ‖ξ‖1+aa∗ hold for all ξ ∈ D, which shows that a and a∗ are both continuous as maps from D
with the graph topology of Q↓ to D with the ‖ · ‖-topology, i.e. i.) implies ii.).
Next assume that a ∈ Q′ is continuous as a map from D with the graph topology of Q↓ to D with
the ‖ · ‖-topology. Then there is a q ∈ Q such that ‖a(ξ)‖ ≤ ‖ξ‖q∗q holds for all ξ ∈ D, and thus
‖a(ξ)‖r∗r =
∥∥r(a(ξ))∥∥ = ∥∥a(r(ξ))∥∥ ≤ ‖r(ξ)‖q∗q = ‖ξ‖r∗q∗q r holds for all ξ ∈ D and all r ∈ Q because
a and r commute. This shows that a is continuous as a map from D with the graph topology of Q↓ to
itself. So ii.) implies iii.).
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Finally, assume that a ∈ Q′ is such that a and a∗ are both continuous as maps from D with the graph
topology of Q↓ to itself. Then there especially exist q, r ∈ Q such that ‖a(ξ)‖ ≤ ‖ξ‖q∗q = ‖q(ξ)‖ and
‖a∗(ξ)‖ ≤ ‖ξ‖r∗r = ‖r(ξ)‖ hold for all ξ ∈ D, hence a∗a ≤ q∗q ≤ q∗q + r∗r and a a∗ ≤ r∗r ≤ q∗q + r∗r.
By Lemma 11.2, there exists a λ ∈ [1,∞[ such that a∗a ≤ t∗t and a a∗ ≤ t∗t hold for t := λqr ∈ Q. We
conclude that iii.) implies i.). 
Such dominated ∗-algebras of operators are especially interesting if they are closed: Recall that an
O∗-algebra A ⊆ L∗(D) on a pre-Hilbert space D is closed if D is complete with respect to the graph
topology of A.
Lemma 11.6 Let D be a pre-Hilbert space and A ⊆ L∗(D) an O∗-algebra on D, then
‖a‖∞ = sup
ξ∈D,‖ξ‖=1
‖a(ξ)‖ ∈ [0,∞] (11.3)
holds for all a ∈ A.
Proof: The supremum on the right hand side of (11.3) is by definition the minimum of the set of
λ ∈ [0,∞] for which ‖a(ξ)‖ ≤ λ holds for all ξ ∈ D with ‖ξ‖ = 1, or equivalently, for which a∗a ≤ λ21
holds (where a∗a ≤ ∞21 is defined to be always true). By Definition 4.5 and Proposition 4.7, this
minimum is just ‖a‖∞. 
Proposition 11.7 Let D be a pre-Hilbert space, Q ⊆ L∗(D) a dominant subset and such that Q↓ is a
closed O∗-algebra. Then Q↓ is a uniformly complete ordered ∗-algebra.
Proof: Let (an)n∈N be a Cauchy sequence in Q
↓. Then for every ǫ ∈ ]0,∞[ there exists an N ∈ N
such that ‖an − aN‖∞ ≤ ǫ holds for all n ∈ N with n ≥ N , and due to the previous Lemma 11.6, this
implies that the estimate ‖an(ξ) − aN (ξ)‖q∗q =
∥∥(an − aN )(q(ξ))∥∥ ≤ ǫ‖q(ξ)‖ holds for all ξ ∈ D, all
q ∈ Q and all n ∈ N with n ≥ N . So for every ξ ∈ D, this together with Proposition 11.5 shows that(
an(ξ)
)
n∈N
is a Cauchy sequence with respect to the graph topology of Q↓ on D, and thus converges
against a limit aˆ(ξ) ∈ D. The resulting map aˆ : D → D, ξ 7→ aˆ(ξ) is the pointwise limit of the sequence
(an)n∈N and is easily seen to be a linear endomorphism of D. The convergence is even uniform in the
sense that
∥∥(aˆ− aN)(ξ)∥∥ ≤ ∥∥(aˆ− an)(ξ)∥∥+ ∥∥(an− aN)(ξ)∥∥ ≤ 2ǫ‖ξ‖ holds for all ξ ∈ D if n ∈ N with
n ≥ N is chosen sufficiently large.
Moreover, as the ∗-involution is continuous with respect to d∞ on Q
↓, also (a∗n)n∈N is a Cauchy
sequence in Q↓ and yields a pointwise limit a˜∗ : D → D. The inner product 〈 · | · 〉 : D×D → C is ‖ · ‖-
continuous as a consequence of the Cauchy Schwarz inequality, hence especially continuous with respect
to the graph topology of Q↓ on D. Using this it is easily seen that a˜∗ is the adjoint endomorphism of aˆ,
so aˆ ∈ L∗(D). The previous Lemma 11.6 together with the above uniform convergence estimate imply
that aˆ is the limit of the sequence (an)n∈N with respect to d∞ on L
∗(D).
It only remains to show that aˆ ∈ Q↓: Proposition 6.4 already shows that aˆ ∈ Q′. Moreover, there
exists an n ∈ N with ‖aˆ − an‖∞ ≤ 1, i.e.
∥∥(aˆ − an)(ξ)∥∥ ≤ ‖ξ‖ for all ξ ∈ D, and a q ∈ Q fulfilling
a∗nan ≤ q∗q and ana∗n ≤ q∗q, i.e.
∥∥an(ξ)∥∥ ≤ ‖q(ξ)‖ = ‖ξ‖q∗q and ∥∥a∗n(ξ)∥∥ ≤ ‖ξ‖q∗q for all ξ ∈ D. So∥∥aˆ(ξ)∥∥ ≤ ∥∥(aˆ− an)(ξ)∥∥ + ∥∥an(ξ)∥∥ ≤ ‖ξ‖ + ‖ξ‖q∗q for all ξ ∈ D, which shows that aˆ is continuous as a
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map from D with the graph topology of Q↓ to D with the ‖ · ‖-topology. The same is also true for aˆ∗,
so aˆ ∈ Q↓ by Proposition 11.5. 
This shows that uniform completeness of certain O∗-algebras can be guaranteed essentially by a
completeness-condition for the domain. For the existence of inverses of coercive elements one can
then make use of Proposition 10.7:
Theorem 11.8 Let D be a pre-Hilbert space, Q ⊆ L∗(D) a dominant subset and such that Q↓ is a
closed O∗-algebra. If all q ∈ Q are invertible, then Q↓ is a Su∗-algebra.
Proof: The previous Proposition 11.7 already shows that Q↓ is uniformly complete. It is symmetric,
because for every coercive a ∈ A+
H
there exists a q ∈ Q such that (1+ a)2 ≤ q∗q, thus a ≤ q∗q. As q∗q
is invertible by assumption, it follows from Proposition 10.7 that Q↓ is a Su∗-algebra. 
Example 11.9 Let H be a Hilbert space and h a self-adjoint (not necessarily bounded) operator on H
which is coercive in the sense that there exists an ǫ ∈ ]0,∞[ such that 〈 ξ |h(ξ) 〉 ≥ ǫ〈 ξ | ξ 〉 holds for all
vectors ξ in the domain of h. Let D be the dense linear subspace of H consisting of all smooth vectors
of h, i.e. the intersection of the domains of the operators hn for all n ∈ N, and write q ∈ L∗(D) for the
endomorphism described by the restriction of h to D, which is coercive in the sense of Definition 5.9.
Then D is complete with respect to the locally convex topology defined by all the seminorms ‖ · ‖q2n
with n ∈ N0. Moreover, q is invertible in L∗(D) because the inverse operator h−1 ∈ L∗(H) of the self-
adjoint coercive h restricts to an endomorphism of D as well. The set Q := {λqn ∣∣ λ ∈ [1,∞[, n ∈ N0 }
is a dominant subset of L∗(D) because (λqn)2 is coercive for all λ ∈ [1,∞[ and all n ∈ N0 due to, e.g.,
Proposition 4.2. As q and hence all elements of Q are invertible, the previous Theorem 11.8 applies
and shows that Q↓ is a Su∗-algebra.
One important application of the above Example 11.9 is the case where h is the Hamiltonian operator
of a quantum mechanical system. Then the Su∗-algebra Q↓ is essentially the algebra of all symmetries
of this system. Note that choosing h = 1L∗(H) produces the C
∗-algebra Q↓ = L∗(H), so the construction
of this Example 11.9 is sufficiently general to cover (up to taking suitable ∗-subalgebras) at least all
C∗-algebras, and clearly many more.
Finally, it is worth mentioning that the class of examples constructed in Theorem 11.8 consists of
very well-behaved Su∗-algebras. This can be seen by examining the induced sesquilinear forms:
Definition 11.10 Let D be a pre-Hilbert space and a ∈ L∗(D), then define the sesquilinear form
induced by a as sa : D ×D → C,
(ξ, η) 7→ sa(ξ, η) := 〈 ξ | a(η) 〉 . (11.4)
It is easy to check that sa is indeed a sesquilinear form on D and that the map L∗(D) ∋ a 7→ sa ∈ S(D)
is a positive Hermitian linear map between ordered ∗-vector spaces, injective due to the polarization
identity, and even an order embedding by definition of the order on L∗(D)H. Note that sa = 〈 · | · 〉a
for all a ∈ L∗(D)+
H
. Moreover:
Lemma 11.11 Let D be a pre-Hilbert space, q ∈ L∗(D) and t ∈ S(D)H such that −sq∗q ≤ t ≤ sq∗q,
then |t(ξ, η)| ≤ 3‖ξ‖q∗q‖η‖q∗q holds for all ξ, η ∈ D.
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Proof: As 0 ≤ t+ sq∗q ≤ 2 sq∗q = 2〈 · | · 〉q∗q, the Cauchy Schwarz inequality yields
∣∣t(ξ, η) + sq∗q(ξ, η)∣∣ ≤
√
t(ξ, ξ) + sq∗q(ξ, ξ)
√
t(η, η) + sq∗q(η, η) ≤ 2‖ξ‖q∗q‖η‖q∗q
for all ξ, η ∈ D, hence ∣∣t(ξ, η)∣∣ ≤ ∣∣t(ξ, η) + sq∗q(ξ, η)∣∣ + |sq∗q(ξ, η)| ≤ 3‖ξ‖q∗q‖η‖q∗q . 
Proposition 11.12 Let D be a pre-Hilbert space and Q ⊆ L∗(D) a dominant subset. Given t ∈ S(D),
then the following is equivalent:
i.) t is continuous as a map from D ×D with the graph topology of Q↓ to C.
ii.) Both t and t∗ are continuous as maps from D ×D with the graph topology of Q↓ to C.
iii.) There exists a q ∈ Q such that
− sq∗q ≤ Re(t) ≤ sq∗q and − sq∗q ≤ Im(t) ≤ sq∗q (11.5)
hold.
Proof: Equivalence of i.) and ii.) is easy to check.
Continuity of both t and t∗ is clearly equivalent to continuity of both Re(t) and Im(t). If Re(t)
and Im(t) are continuous, then there exists a q ∈ Q such that ∣∣(Re(t))(ξ, η)∣∣ ≤ ‖ξ‖q∗q‖η‖q∗q and∣∣(Im(t))(ξ, η)∣∣ ≤ ‖ξ‖q∗q‖η‖q∗q hold for all ξ, η ∈ D, hence especially ∣∣(Re(t))(ξ, ξ)∣∣ ≤ ‖ξ‖2q∗q = sq∗q(ξ, ξ)
and |(Im(t))(ξ, ξ)| ≤ ‖ξ‖2q∗q = sq∗q(ξ, ξ) for all ξ ∈ D. This shows that ii.) implies iii.).
Conversely, assume that there is a q ∈ Q fulfilling −sq∗q ≤ Re(t) ≤ sq∗q and −sq∗q ≤ Im(t) ≤ sq∗q,
then
∣∣(Re(t))(ξ, η)∣∣ ≤ 3‖ξ‖q∗q‖η‖q∗q and ∣∣(Im(t))(ξ, η)∣∣ ≤ 3‖ξ‖q∗q‖η‖q∗q hold for all ξ, η ∈ D by the
previous Lemma 11.11. So iii.) implies ii.). 
There is a special case that is worth mentioning: IfD with the graph topology induced by the O∗-algebra
Q↓ ⊆ L∗(D) is a Fréchet space, i.e. if Q↓ is a closed O∗-algebra and Q contains a sequence (qn)n∈N for
which the q∗nqn are cofinal in Q
↓ ∩ L∗(D)+
H
, then all t ∈ S(D) are automatically continuous if they are
separately continuous, see e.g. [6, Thm. 2.17]. One can now derive a generalization of the Lax-Milgram
theorem:
Definition 11.13 Let D be a pre-Hilbert space and Q ⊆ L∗(D) a dominant subset. Then define SQ(D)
as the set of all those sesquilinear forms t on D that are continuous as maps from D × D to C and
fulfil t
(
ξ, q(η)
)
= t
(
q∗(ξ), η
)
for all ξ, η ∈ D and all q ∈ Q.
This space of sesquilinear forms is essentially the form commutant of Q from [8, Chap. 7.2–7.3]. The
following Proposition can be seen as a consequence of Theorem 7.3.6 there, see also [1]. A proof will
be given for convenience of the reader.
It is easy to check that SQ(D) is a linear subspace of S(D) that is stable under the ∗-involution,
and that sa ∈ SQ(D) for all a ∈ Q↓. But one can show even more:
Proposition 11.14 Let D be a pre-Hilbert space, Q ⊆ L∗(D) a dominant subset and such that Q↓ is
a closed O∗-algebra and assume that all q ∈ Q are invertible. Then the map Q↓ ∋ a 7→ sa ∈ SQ(D) is
an isomorphism of ordered ∗-vector spaces.
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Proof: Due to the discussion under Definition 11.10, only surjectivity of the map Q↓ ∋ a 7→ sa ∈
SQ(D) remains: Let H denote the completion of D under ‖ · ‖ to a Hilbert space. With some abuse of
notation we can treat D as a dense linear subspace of H.
It is enough to construct a preimage for every Hermitian element in SQ(D). So given t ∈ SQ(D)H,
then there exists a q ∈ Q for which |t(ξ, η)| ≤ ‖ξ‖q∗q‖η‖q∗q holds for all ξ, η ∈ D. But as Q is stable
under the ∗-involution and as all q ∈ Q are invertible by assumption, this implies
|t(ξ, η)| = ∣∣t((q q−1)(ξ), η)∣∣ = ∣∣t(q−1(ξ), q∗(η))∣∣ ≤ ‖q−1(ξ)‖q∗q‖q∗(η)‖q∗q = ‖ξ‖ ‖η‖(qq∗)2
for all ξ, η ∈ D. So the Fréchet-Riesz theorem shows that for every η ∈ D, there exists an a(η) ∈ H
fulfilling t(ξ, η) = 〈 ξ | a(η) 〉 for all ξ ∈ D and ‖a(η)‖ ≤ ‖η‖(qq∗)2 . Moreover, given r ∈ Q, then
〈 r∗(ξ) | a(η) 〉 = t(r∗(ξ), η) = t(ξ, r(η)) = 〈 ξ ∣∣ a(r(η)) 〉 (∗)
holds for all ξ ∈ D, so a(η) is in the domain of the operator-theoretic adjoint (r∗)† of r∗. As r is
invertible in L∗(D) by assumption, (r∗)† coincides with the operator-theoretic closure of r, so there
especially exists a ‖ · ‖r∗r-Cauchy sequence (ϕn)n∈N in D that converges against a(η) with respect to
‖ · ‖:
Indeed, this Cauchy sequence can be constructed explicitly as ϕn := r
−1(ψn) for all n ∈ N, where
(ψn)n∈N is a sequence in D that converges against a
(
r(η)
)
with respect to ‖ · ‖, because
∣∣〈 ξ ∣∣ r−1(ψn)− a(η) 〉∣∣ = ∣∣〈 (r∗)−1(ξ) ∣∣ψn − a(r(η)) 〉∣∣ ≤ ∥∥(r∗)−1∥∥∞ ‖ξ‖
∥∥ψn − a(r(η))∥∥
holds for all ξ ∈ D by (∗), with ‖(r∗)−1‖∞ = ‖(r∗r)−1‖1/2∞ < ∞ because r∗r is coercive. It follows
that ‖r−1(ψn)− a(η)‖ ≤ ‖(r∗)−1‖∞
∥∥ψn − a(r(η))∥∥ n→∞−−−→ 0. The other claim that (r−1(ψn))n∈N is a
‖ · ‖r∗r-Cauchy sequence is clearly true because (ψn)n∈N is a ‖ · ‖-Cauchy sequence.
As this is true for all r ∈ Q and as D is complete with respect to the graph topology of Q↓, it follows
that a(η) ∈ D. We thus have constructe a map a : D → D, η 7→ a(η), fulfilling t(ξ, η) = 〈 ξ | a(η) 〉 for
all ξ, η ∈ D. Using the properties of t one can check that a is a Hermitian linear endomorphism of D
that fulfils sa = t, and the estimate ‖a(η)‖ ≤ ‖η‖(qq∗)2 for all η ∈ D implies that a is continuous as a
map from D with the graph topology to D with the ‖ · ‖-topology. Moreover, a ∈ Q′ because it follows
from (∗) that 〈 ξ ∣∣ a(r(η)) 〉 = 〈 r∗(ξ) | a(η) 〉 = 〈 ξ ∣∣ r(a(η)) 〉 holds for all ξ, η ∈ D and all r ∈ Q. So
Proposition 11.5 applies and shows that a ∈ Q↓. 
Corollary 11.15 Let D be a pre-Hilbert space, Q ⊆ L∗(D) a dominant subset and such that Q↓ is a
closed O∗-algebra and assume that all q ∈ Q are invertible. Let U ⊆ (Q↓)H be non-empty, bounded
from above by an element b ∈ (Q↓)H and upwards directed, i.e. assume that for every pair u, v ∈ U
there exists a w ∈ U with u ≤ w and v ≤ w. Then the supremum uˆ := supU of U in (Q↓)H exists and
supu∈U 〈 ξ |u(ξ) 〉 = limu∈U 〈 ξ |u(ξ) 〉 = 〈 ξ | uˆ(ξ) 〉 for all ξ ∈ D.
Proof: Consider the increasing map U ∋ u 7→ su ∈ SQ(D). For all ξ ∈ D, the net
(
su(ξ, ξ)
)
u∈U
in
R is also increasing and bounded from above by sb(ξ, ξ), hence convergent. The polarization identity
then shows that the nets
(
su(ξ, η)
)
u∈U
in C are also convergent for all ξ, η ∈ D, because they can be
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expressed as linear combinations of four convergent nets. So define sˆ(ξ, η) := limu∈U su(ξ, η) ∈ C for
all ξ, η ∈ D, then one can check that the resulting map sˆ : D × D → C, (ξ, η) 7→ sˆ(ξ, η) is again a
sesquilinear form on D.
As su(ξ, ξ) ≤ sˆ(ξ, ξ) ≤ sb(ξ, ξ) holds for all ξ ∈ D and all elements u of the non-empty U , Proposi-
tion 11.12 shows that sˆ is continuous with respect to the graph topology of Q↓ on D. Moreover, given
q ∈ Q, then
sˆ
(
ξ, q(η)
)
= lim
u∈U
su
(
ξ, q(η)
)
= lim
u∈U
su
(
q∗(ξ), η
)
= sˆ
(
q∗(ξ), η
)
holds for all ξ, η ∈ D. This shows that sˆ ∈ SQ(D), so by the previous Proposition 11.14, there exists
a unique uˆ ∈ Q↓ fulfilling suˆ = sˆ. It is an immediate consequence of the construction of uˆ that
supu∈U 〈 ξ |u(ξ) 〉 = limu∈U 〈 ξ |u(ξ) 〉 = 〈 ξ | uˆ(ξ) 〉 holds for all ξ ∈ D and thus uˆ is the supremum of U
in (Q↓)H. 
Note that Corollary 11.15 shows that the examples of Su∗-algebras constructed in Theorem 11.8 fulfil
a much stronger completeness property than just being uniformly complete: In the language of ordered
vector spaces, they are Dedekind complete.
This property is very similar to the well-known characterization ofW ∗-algebras as those C∗-algebras
for which all suprema of non-empty upwards directed and bounded sets of Hermitian elements exist as
weak limits with respect to a sufficiently large set of positive linear functionals, see e.g. [2, III.2.4.5.].
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