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はじめに
項目反応理論
大学入試や資格試験，語学能力を測る試験といったテ
ストのデータに対する統計モデルとして，古典的テスト
理論（classical test theory）と項目反応理論（item re-
sponse theory; IRT）の各種モデルが挙げられる。古典
的テスト理論において，回答者の能力はテストに依存し
（項目依存性 item dependence），項目特性は回答者の集
団に依存する（集団依存性 group dependence; 大友，
2009）。この二つの依存性の問題を解決するために，項
目反応理論が生まれた（加藤・山田・川端，2014）。
項目反応理論は，Lord（1952）が提案し，Lord, 
Novick, & Birnbaum（1968）により厳密な理論体系が
作られた。項目反応理論の大きな特徴は，テストの項目
ごとの困難度と回答者の能力を別々に推定し，項目特性
曲線（item characteristic curve; ICC）の形で，同じ尺
度上で評価できることである（加藤ほか，2014）。
項目反応理論では，問題の選択肢が， 2 値か多値であ
るかによりモデルが変わる。 2 値の場合はロジスティッ
クモデル（logistic model; Birnbaum, 1968）が用いら
れ，多値の場合では多段階反応モデル（graded re-
sponse model; Samejima, 1969）などが用いられる。本
研究では，問題に正答したか，否かという 2 値の場合の
ロジスティックモデルを扱う。ロジスティックモデル
は，Lord（1952）によって提案された正規累積モデル
を，Birnbaum（1968）が，ロジスティック分布の分布
関数を用いて近似する方法として提案したものである。
項目反応理論の 2 値ロジスティックモデルとして，多
く用いられる 1 パラメータと 2 パラメータのモデル以外
にも， 3 ～ 5 パラメータのロジスティックモデルも提案
されている（e.g., 豊田，2012）。 3 パラメータのモデル
は， 1 ，2 パラメータロジスティックモデルよりも与え
てくれる情報は多い。しかし一方で，推定時間の経済性
や解釈が容易でなく（大友，1996）， 4 パラメータ以上
のモデルは実用上ほとんど使用されていない（加藤ほ
か，2014）。このことから，本研究では 3 パラメータ以
上のモデルは研究対象から除外し， 1 ・ 2 パラメータの
ロジスティックモデルを扱うこととする。
以下，回答者を i ∈（1,…,I）で，試験項目を j ∈（1,…
,J）で表す。 1 パラメータロジスティックモデルでは，
能力θi を持つ被験者 i が j 番目の項目に正答する確率
を
 （ 1 ）
によって表す。 1 パラメータロジスティックモデルに
おいては，項目に依存するのは j 番目の項目の困難度を
表すパラメータβj のみである。
一方， 2 パラメータロジスティックモデルでは，同じ
P（yij＝1）
＝
１＋exp（－1.7（θi－βj））
1
受稿日201６年11月３0日　受理日201６年12月1９日
1 　本論文は第 1 著者が平成27年度に専修大学人間科学部へ提出した
卒業論文の一部を加筆・修正したものである。
2 　専修大学大学院文学研究科（Graduate School of the Humanities, 
Senshu University）
３ 　専修大学人間科学部心理学科（Department of Psychology, School 
of Human Sciences, Senshu University）
ロジスティック型項目反応理論モデルにおける
JAGS と Stan を用いた推定の比較評価1
北條大樹2・岡田謙介3
Comparative evaluation of parameter estimation methods  
between JAGS and Stan in Bayesian item response theory models
Daiki Hojo2, Kensuke Okada３
Abstract：JAGS と Stan は，項目反応理論モデルのマルコフ連鎖モンテカルロ法を用いたベイズ推定で利用
できる二つの代表的なソフトウェアである。本研究では，項目反応理論の 1 パラメータおよび 2 パラメータロ
ジスティックモデルにおいて，この二つのソフトウェアを用いた推定の精度と速度について，数値シミュレー
ション実験を用いた比較評価を行った。結果として，多くの条件下において，Stan を用いた推定は JAGS を
用いた場合よりも優れた，もしくは同等な推定精度・速度を示した。
Keywords：項目反応理論，ロジスティックモデル，item response theory，JAGS，Stan
専修人間科学論集　心理学篇　Vol. 7, No. 1, pp. 15～2３, 2017
北條大樹・岡田謙介16
正答確率を
（ 2 ）
によって表す。 2 パラメータロジスティックモデルで
はβj のほかにも，αj が項目 j に依存していることがわ
かる。このαj は，j 番目の項目の識別力を表すパラメー
タである。項目識別力は項目特性曲線の傾きに対応し，
識別力が大きいことは，ある能力値を境に正答確率が急
激に増加することを意味する。このように， 1 パラメー
タと 2 パラメータのモデルの大きな違いは，識別力パラ
メータαj の有無である。
項目反応理論におけるベイズ推定
本研究では，従来型の統計学の手法ではなく，ベイズ
統計学の考え方を用いたベイズ推定を用いた項目パラメ
ータおよび能力パラメータの推定を行う。ここでは各パ
ラメータ推定にベイズ推定を用いる動機について論じ
る。
加藤ほか（2014）は，項目パラメータと能力パラメー
タの同時推定を行う同時最尤推定法の欠点として，項目
パラメータの推定値が許容されない値になる問題点や，
すべての回答者が正答，または誤答した項目の項目パラ
メータの推定が行うことができない問題点や，回答者が
増えても項目パラメータの推定量が一致推定量にならな
いことを挙げている。
また，Bock & Lieberman （1970）は，項目パラメー
タだけの推定方法として周辺最尤推定法（marginal 
maximum likelihood estimation; MMLE）を提案した。
しかしながら，こちらもすべての回答者が正答，または
誤答した項目の項目パラメータの推定が行うことができ
ない問題点や，まれに項目パラメータの値が発散して推
定できない問題点が報告されている（豊田，2005）。
これらの問題点を克服する方法の一つが，ベイズ推定
法である。ベイズ推定法を用いることで，すべての回答
者が正答した，または誤答した項目の項目パラメータの
推定を行うことができる。さらに，項目パラメータと能
力パラメータを同時推定することも可能である。もちろ
ん，ベイズ推定法を用いる場合には，すべての回答者が
正答または誤答した項目の項目パラメータの推定が事前
分布にも依存することには注意が必要である（加藤ほ
か，2014）。
ベイズ推定の汎用ソフトウェア
本節と次節では，実際にマルコフ連鎖モンテカルロ法
の各アルゴリズムを用いてベイズ推定を行うソフトウェ
アについて説明する。広く利用されている統計環境 R
から呼び出せるベイズ推定の汎用ソフトウェアとして，
BUGS （Bayesian inference Using Gibbs Sampling），
JAGS （Just Another Gibbs Sampler），Stan （RStan）
などがあげられる。なお BUGS と JAGS の名称はギブ
スサンプリング法を用いた推定に由来しているが，それ
だけでなくメトロポリス・ヘイスティングス法を用いた
推定を行うことも可能である。そして，Stan は単語の
頭文字をとったものではなく，モンテカルロ法の考案者
である Stanislaw Ulam（1909-1984）の名前から名付け
たものである。現在，研究場面において BUGS は開発
が終了されているため，JAGS と Stan が利用されるこ
とが多い。
JAGSと Stan
JAGS は，Plummer（2003）によって開発されたマル
コフ連鎖モンテカルロ法を用いてベイズモデルのパラメ
ータ推定をできる統計解析ソフトである。BUGS 言語と
形式上よく似ているが，JAGS は以下の 3 点が特徴的で
ある（http://mcmc-jags.sourceforge.net/; JAGS 公式
HP）。第 1 に，さまざまな OS 環境から利用できるクロ
スプラットフォーム型になっている。第 2 に，オープン
ソースソフトウェアであるため，研究者が考えるおのお
ののモデルや分布，関数を自由に改変し研究することが
できる。第 3 に，ベイズモデリングのアイデアを実験で
きるプラットフォームを目指して開発されている。ま
た，JAGS は経験的に BUGS よりも収束が速いことが多
いとされる。
一方，Stan は Andrew Gelman を筆頭にした Stan 
Development Team. （2015）によって，2011年に開発さ
れたベイズ推定を行うための統計解析ソフトである。統
計解析ソフトである R 上で動作する RStan 以外にも，
Python 上で動作する PyStan や MATLAB 上で動作す
る MatlabStan といったようにさまざまな版が存在する
が，本研究では RStan を利用する。
Stan におけるコードの記述方法は，BUGS，JAGS と
は異なる部分が大きい。そして，Stan における収束が
速いと期待される理由として，ハミルトニアンモンテカ
ルロ法を導入していることが挙げられる。このアルゴリ
ズムは，ハミルトニアン力学における考え方を援用し
て，事後分布からの比較的満遍なく，受容確率も高い乱
P（yij＝1）
＝
１＋exp（－1.7αj（θi－βj））
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数を得ることを目指すものである（豊田，2015）。
しかし，従来のハミルトニアンモンテカルロ法には，
複数のチューニングパラメータの設定が分析者の経験則
に委ねられているという問題点があった（Nea l，
2011）。この問題を解決したのが Hoffman & Gelman
（2011）により開発され，Stan に導入されている NUTS
（no-U-Turn Sampler）という，チューニングパラメー
タを適応的に最適化しつつ乱数生成を行うアルゴリズム
である。この NUTS の導入により，ハミルトニアンモ
ンテカルロ法を用いた推定が実用的になり，Stan が普
及する大きな要因の一つとなっている。また，Stan の
別の大きな魅力として，操作マニュアルが非常に丁寧で
あることや，開発が盛んであるため頻繁にアップデート
が行われていることなどが挙げられる。
目的
Gelman, Lee, & Guo （2015, Figure 2 ）は，Stan を紹
介する論文において，項目反応理論モデルを用いて，
JAGS と Stan の簡単な推定速度の比較を行い，結果と
して，Stan の推定速度が特に大規模なデータにおいて
速いことを報告している。しかし，これは Stan を用い
た推定の紹介として一つの例を示したものであり，その
詳細な条件設定は記述されていない。また，両者におけ
る推定精度や収束の速さといった結果も検討されていな
い。さらに，彼らが用いたのは階層型 2 パラメータロジ
スティックモデルであり，通常の非階層型モデル，およ
び 1 パラメータモデルにおける結果は報告されていな
い。
そこで本研究では，ベイズ推定ソフトウェアである
JAGS と Stan による， 1 パラメータと 2 パラメータの
ロジスティック型項目反応理論モデルにおける JAGS と
Stan の推定精度と推定速度を，数値シミュレーション
実験を用いて比較する。
方法
装置
本研究で使用したパソコンのスペックは次のとおりで
あった。OS は Windows10 （64bit） を使用した。メモリ
は 8 GB であった。CPU は Intel （R） Core （TM） i 5 -
3317U @1.70Hz であった。
分析ソフト
本研究におけるシミュレーションデータ分析は，フリ
ーの統計環境 R の version 3.2.3を用いた。そのダウンロ
ード，インストールは，The Comprehensive R Archive 
Network（https://cran.ism.ac.jp/）より行った。
JAGS のダウンロード，インストールは，公式ホーム
ページ（http://mcmc-jags.sourceforge.net/）より行っ
た。そして，JAGS を R 上で動作させるために，R パッ
ケージ rjags の version 4-4 を導入した。
Stan のダウンロード，インストールは，公式ホーム
ページ（http://mc-stan.org/）より行った。Stan を R
上で動作させるために，R パッケージ rstan の ver-
sion2.9.0を導入した。さらに，RStan を動作させるため
に必要な C++ コンパイラを含む Rtools（https://cran.
r-project.org/bin/windows/Rtools/index.html）も導入
した。
実験条件
本研究では，真のモデルとして，項目反応理論の 1 パ
ラメータロジスティックモデルと 2 パラメータロジステ
ィックモデルの 2 条件を設定した。項目数については，
5 問と10問の 2 条件を設定した。回答者数である，サン
プルサイズは100と500の 2 条件を設定した。
以上の 2 × 2 × 2 の 8 条件について，JAGS と Stan
のそれぞれのソフトウェアで各50試行セットの乱数デー
タを生成した。このデータを作成するために，R パッケ
ージ psych に含まれる sim.irt （）関数を用いて，項目
困難度パラメータβ，項目識別力パラメータαの真値を
Table 1, 2 のとおり設定し，シミュレーションデータを
作成した。その後，乱数データについて真のモデルでパ
ラメータ推定を行い，推定結果を比較した。
事前分布・尤度・事後分布
本研究での項目反応理論のベイズ推定でもちいたモデ
ルを加藤他（2014）に準じて説明する。
2 パラメータロジスティックモデルの場合，項目パラ
メータと能力パラメータの同時事後分布は
f（θ,α,β|y）∝ L（θ,α,β|y）f（θ,α,β） （ 3 ）
と尤度と事前分布の積に比例する形で表現できる。正
答確率は（ 2 ）式のようになり，これを用いて尤度関数
は
 
（ 4 ）
と表現できる。ここで同時事前分布 f（θ,α,β）にお
いて，能力パラメータと項目パラメータ，および項目パ
ラメータ間は独立であることを仮定するので，
L =ΠΠp（ｙij＝1）yij（1－p（yij＝１））１－yij
I J
i j
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（ 5 ）
となる。
本研究では，この各パラメータの事前分布を繁桝・藤
森（1984）および Curitis（2010）に準じ，次のように
設定した。 2 パラメータロジスティックモデルの項目識
別力パラメータであるαは，項目特性曲線の傾きであ
り，通常のモデルでは能力パラメータθの低い人の正答
率は低く，高い人の正答率が高くなる右肩上がりの S
字曲線を描くので，αj＞0である。そのため，αj の事
前分布を 0 ＜αj＜∞の範囲をとる，平均 0 ，標準偏差
1 の切断正規分布とした。そして，βj，θi のそれぞれ
の事前分布は，平均 0 ，標準偏差 1 の正規分布とした。
1 パラメータロジスティックモデルについては，上記
においてαj= 1 に固定した設定を用いた。
プログラム
本研究の推定に利用したプログラムは，付録に記載し
た。これは Curitis（2010）の BUGS 用 IRT プログラム
を参考にし，JAGS および Stan で動作するように改良
したものである。推定にあたって，各パラメータの初期
値はいずれも 0 に設定した。バーンイン期間を500回に
設定し，MCMC の総回数は5000回に設定した。間引き
（thin）回数は 1 に設定し，連鎖（chain）の数は 2 本と
した。
結果
収束判定
各条件において，Gelman & Rubin （1992）の収束判
定を行い，収束を確認した。この方法は，独立な複数の
chain でマルコフ連鎖モンテカルロ法を行い，不変分布
の分散の推定値が各連鎖で同じかどうかを判定すること
によって，すべての連鎖が不変分布に収束しているかを
判断する方法である（大森，2005）。
JAGS と Stan のマルコフ連鎖モンテカルロ法によ
る，事後分布からの乱数発生過程を可視化するために，
1 パラメータロジスティックモデルにおける各第 2 試行
目における同じパラメータの自己相関プロットを Fig-
ure 1 に，トレースプロットを Figure 2 に示した。
Figure 1 は横軸にラグを，縦軸に自己相関をとったプ
ロットであるが，JAGS よりも Stan の自己相関がすぐ
に下がっていることがわかる。これは，Stan の方が効
率のよい事後分布からのサンプリングができていること
を意味する。Figure 2 から，JAGS よりも Stan のトレ
ースがより密になっていることも同じ理由に解釈でき
る。ここでは第 2 試行目を図示したが，ほかの条件・パ
ラメータにおいても同様の結果が得られた。
推定精度
各項目パラメータ（α，β）と真値の差の絶対値を算
出し，JAGS と Stan で絶対値の小さかった回数を項目
数（ 5 ，10）×総試行数（50）回分数え上げ，比較し
f（θ，α，β）=Πf（θi）Πf（αj）f（βj）
I J
i j
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Figure 1.　JAGS（上の行）と Stan（下の行）の 1 パラメータロジスティックモデル第 2 試行目における自己相関プロット
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た。結果を Table 1 に示す。
この表より， 1 パラメータロジスティックモデルの項
目パラメータβの推定では，すべての条件下で JAGS よ
りも Stan の方が真値との差の絶対値が小さかった回数
が多いか，もしくは同等であった。つまり，平均的に
Stan の推定精度が良いと考えられる。 2 パラメータロ
ジスティックモデルの項目パラメータβの推定では，ほ
とんどの条件下で JAGS よりも Stan の推定精度が良かっ
た。しかし，項目数 5 回答者数500条件のみ，Stan より
も JAGS の推定精度が良かった。そして， 2 パラメータ
ロジスティックモデルの項目パラメータαの推定では，
回答者数100の条件下では Stan の方が JAGS よりも推定
精度が良いことがわかり，回答者数500の条件下では
JAGS の方が Stan よりも推定精度が良かった。
そこで，推定精度に関してさらに調べるために，推定
結果から平均二乗誤差（Root Mean Squared Error; 以
下 RMSE）を算出し， 1 パラメータロジスティックモ
デルを Table 2 ， 2 パラメータロジスティックモデルを
Table 3 にまとめた。Table 2 ，3 における RMSE も，
値が小さくなればなるほど，真値との差が小さく，より
真値に近い値を推定できていることを表す。
Table 2 より， 1 パラメータロジスティックモデルの
RMSE の比較で，すべての条件下において JAGS と
Stan の推定精度に大差はなかった。
Table 3 より， 2 パラメータロジスティックモデルの
RMSE の比較で，回答者数100の条件下では，Stan より
も JAGS の方が推定精度の良い項目パラメータが多く，
回答者数が500の条件では JAGS よりも Stan の方が推定
精度の良い項目パラメータが多かった。そして， 2 パラ
メータロジスティックモデルにおいて，項目数の変動に
よる項目パラメータの推定精度の大きな変動は見られな
かった。
Figure 2.　JAGS（左）と Stan（右）の 1 パラメータロジスティックモデル第 2 試行目におけるトレースプロット
Table 1 　総250（500）試行の各条件で真値との差が小さかった試行数
項目数 5 10
回答者数 100 500 100 500
ソフト JAGS Stan JAGS Stan JAGS Stan JAGS Stan
1 PL_beta 125 125 125 125 247 25３ 2３4 2６６
2 PL_beta 122 128 1３0 120 2３4 2６６ 2３8 2６2
2 PL_alpha 117 1３３ 1３９ 111 248 252 2６2 2３8
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Table 2 　 1 パラメータロジスティックモデルの推定精度比較（RMSE）
項目数 5
真値
10
真値回答者数 100 500 100 500
ソフト JAGS Stan JAGS Stan JAGS Stan JAGS Stan
beta 1 0.３5 0.３5 0.３2 0.３2 －1 0.３7 0.３7 0.３5 0.３5 －1
beta 2 0.24 0.24 0.1９ 0.1９ －0.5 0.３8 0.３8 0.３６ 0.３６ －1
beta ３ 0.2３ 0.2３ 0.18 0.18 0.5 0.22 0.22 0.1９ 0.1９ －0.5
beta 4 0.３６ 0.３６ 0.３1 0.３1 1 0.2３ 0.2３ 0.1９ 0.1９ －0.5
beta 5 0.50 0.50 0.48 0.48 1.5 0.24 0.24 0.1９ 0.1９ 0.5
beta ６ 0.20 0.20 0.18 0.18 0.5
beta 7 0.３９ 0.３９ 0.３６ 0.３６ 1
beta 8 0.３９ 0.３９ 0.３３ 0.３３ 1
beta ９ 0.57 0.57 0.5３ 0.5３ 1.5
beta 10 0.5６ 0.5６ 0.54 0.54 1.5
Table ３ 　 2 パラメータロジスティックモデルの推定精度比較（RMSE）
項目数 5
真値
10
真値回答者数 100 500 100 500
ソフト JAGS Stan JAGS Stan JAGS Stan JAGS Stan
alpha 1 0.３９ 0.40 0.３7 0.３６ 1 0.３９ 0.３９ 0.３7 0.３６ 1
alpha 2 0.24 0.2３ 0.2３ 0.22 0.5 0.18 0.17 0.1９ 0.18 0.5
alpha ３ 0.51 0.54 0.45 0.4６ 1 0.45 0.48 0.4３ 0.44 1
alpha 4 0.1９ 0.18 0.20 0.18 0.5 0.24 0.2３ 0.24 0.2３ 0.5
alpha 5 0.25 0.24 0.３2 0.2９ 1 0.50 0.51 0.40 0.41 1
alpha ６ 0.24 0.24 0.21 0.20 0.5
alpha 7 0.３4 0.３６ 0.40 0.３９ 1
alpha 8 0.20 0.1９ 0.20 0.18 0.5
alpha ９ 0.2９ 0.28 0.３３ 0.３1 1
alpha 10 0.1３ 0.12 0.1６ 0.1３ 0.5
beta 1 0.1９ 0.2３ 0.1６ 0.1３ －1 0.21 0.22 0.14 0.12 －1
beta 2 0.３６ 0.３5 0.22 0.20 －0.5 0.45 0.51 0.21 0.22 －1
beta ３ 0.20 0.20 0.18 0.15 0.5 0.1９ 0.17 0.1３ 0.12 －0.5
beta 4 0.42 0.52 0.20 0.20 1 0.28 0.３0 0.2３ 0.20 －0.5
beta 5 0.３３ 0.4３ 0.22 0.25 1.5 0.24 0.22 0.1３ 0.12 0.5
beta ６ 0.2９ 0.３1 0.1９ 0.17 0.5
beta 7 0.25 0.３0 0.14 0.14 1
beta 8 0.48 0.58 0.1９ 0.1９ 1
beta ９ 0.３7 0.47 0.20 0.24 1.5
beta 10 0.６2 0.77 0.３5 0.44 1.5
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推定速度
JAGS と Stan の推定速度を比較するために， 1 回の
推定にかかる平均推定時間を求め，Table 4 に示した。
1 パラメータロジスティックモデルの項目数 5 の回答
者数100の条件を除き，Stan の推定速度が JAGS の推定
速度を上回った。JAGS と Stan 間で，最も差があった
のは， 2 パラメータロジスティックモデルの項目数10，
回答者数500の条件であり，このとき，Stan が JAGS よ
りも約12倍推定速度が速かった。そして，JAGS は項目
数，回答者数に比例して推定速度が低下していることが
わかった。一方で，Stan は，項目数の増加による推定
速度の低下はあまりなく，回答者数の増加による推定速
度の低下は確認されたものの，その変化量は微少であっ
た。
考察
本研究では，項目反応理論の 1 パラメータロジスティ
ックモデルおよび 2 パラメータロジスティックモデルに
おける，シミュレーションデータを用いた JAGS と
Stan の推定精度および推定速度の比較検証を行った。
結果から，項目反応理論の 1 パラメータロジスティッ
クモデルでは，JAGS と Stan の推定精度に大きな差が
見られなかった。また， 2 パラメータロジスティックモ
デルでは，回答者数が大きくなると JAGS よりも Stan
の推定精度が良く，全条件で JAGS よりも Stan の推定
速度が速かった。これらを踏まえ，非階層型の項目反応
理論モデルは，JAGS よりも Stan を用いた推定がより
推奨できると考えられる。
最も， 2 パラメータロジスティックモデルの回答者数
100の条件では，JAGS の推定精度が Stan よりも良かっ
た。しかしながら，項目反応理論の応用場面では，サン
プルサイズが少なくとも数百以上，場合によっては数
千，数万といった大きな入試や試験データに適用される
ことが多い。本研究の結果では，サンプルサイズを100
から500に増加した際に JAGS よりも Stan の推定精度が
向上した。本研究の条件よりも回答者数を大きくした場
合においても，Stan の推定精度は向上の度合いがさら
に大きくなるだろうと考えられる。
Gelman et al. （2015）は，項目反応理論の階層型 2 パ
ラメータロジスティックモデルで，JAGS よりも Stan
の推定速度が優れていることを報告した。本研究は，項
目反応理論の項目パラメータ推定の推定速度だけでな
く，推定精度の観点も含め，より深く掘り下げて，シミュ
レーション研究を行った。その結果，Gelman et al. 
（2015）と同様に，Stan の推定速度および推定精度が
JAGS よりも優れているという結果が得られた。
しかしながら，今後の研究として，回答者数や項目数
を増やすことは必要不可欠な課題である。項目反応理論
が使われるようなデータにより近く，もしくは，実際の
試験データを用いた際にも，本研究と同様に Stan が優
れているといえるのかについては，さらなる追試が必要
であると考える。
最後に，本研究の結果を踏まえ，JAGS と Stan とい
う二つのベイズ推定ソフトウェアについて，考察する。
本研究の結果では，ほとんどの状況下で JAGS よりも
Stan の方が推定精度および推定速度が同等か優れてい
るという結論に至った。Figure 1 に例示したように，
Stan の自己相関は，JAGS よりもラグに対する減少の度
合いが大きかった。これは，推定アルゴリズム上期待さ
れたとおり，JAGS よりも，Stan が事後分布からの乱数
発生の効率が良いことを示している。
さらに，サンプルサイズが大きくなった場合も，Stan
の推定速度の増分は比較的小さかった。サンプルサイズ
が大きい潜在変数モデルにおいても Stan で効率のよい
推定ができるという結果は，本研究のような項目反応理
論の場面だけでなく，マーケティングや経済学といった
さまざまな領域におけるビッグデータを用いた分析で
も，非常に有効なツールとして用いることができること
を示唆する。
しかしながら，JAGS も決して劣っているわけではな
いことを書き記しておく。Stan は，少なくとも本研究
で用いたバージョン（2.9.0）では，カテゴリカルなパラ
Table 4 　推定速度比較（秒）
項目数 5 10
回答者数 100 500 100 500
ソフト JAGS Stan JAGS Stan JAGS Stan JAGS Stan
1 PL 28.85 ３６.01 180.11 44.９0 5９.84 ３7.70 ３5９.３６ 45.4３
2 PL 2６.６7 22.20 17３.0６ 28.07 5３.９0 22.９３ ３６2.９0 27.22
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メータを扱うことが難しい。また，モデル適合度指標が
自動的には算出されず，分析者自身が算出しなければな
らない。一方で，JAGS はカテゴリカルなパラメータを
も自然に扱うことができ，モデル適合度指標を自動的に
出力する。ゆえに JAGS ではモデル比較も容易に行うこ
とができる。
さらに，Kruschke（2014）が，例題で挙げているコ
インの例などの簡単なモデルを JAGS と Stan で比較す
ると，簡単なモデルにおいては（コンパイル時間も含め
ると）圧倒的に JAGS の推定速度が速いことがわかる。
また，MCMC の収束判定という側面から両ソフトを
比較すると，JAGS，Stan のどちらにも便利なパッケー
ジが用意されている。JAGS では R パッケージ coda
（Plummer, Best, Cowles, & Vines, 2006）を用いること
で，収束の判定やそのプロットを R 上で行うことがで
きる。一方で，Stan は R パッケージ shinystan を用い
ることで，ブラウザ上の GUI 操作でグラフィカルな図
を描くことが可能であり，収束判定も行うことができ
る。
このように，JAGS も，Stan もそれぞれに長所，短所
があり，そのサポートソフトも充実しているといえる。
本研究で扱った項目反応理論の場面では Stan による推
定に歩があった。しかし一般の応用場面では，分析者が
自身の行う分析場面を考慮したうえで，どちらのソフト
が適切であるか，状況に応じてうまく使い分ける，もし
くは併用していくのがよいと考える。
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付録
Stan_Code（ 2 パラメータロジスティックモデル）
data ｛
int<lower=1> p; // number of questions
int<lower=1> n; // number of observations
int<lower=0,upper=1> y［n,p］; // correctness for obser-
vation n
}
parameters ｛
real theta［n］; // mean student ability
real<lower= 0 > alpha［p］; // discrimination of k
real beta［p］; // difficulty for k
}
model ｛
for （j in 1 :p）｛
　alpha［j］ ~ normal（0, 1 ） T［0,］;
　beta［j］ ~ normal（0, 1 ）;
}
for （i in 1 :n）｛
　for （j in 1 :p）｛
　　 y［i,j］ ~ bernoulli_logit（1.7*alpha［j］ * （theta［i］ - beta
［j］））;
　} 
　theta［i］ ~ normal（0, 1 ）;
}
}
JAGS_Code（ 2 パラメータロジスティックモデル）
model｛
for（i in 1 :n）｛
　for（j in 1 :p）｛
　　y［i, j］ ~ dbern（prob［i, j］）
　　logit（prob［i, j］） <- 1.7*alpha［j］ * （theta［i］ - 
beta［j］）
　}
　theta［i］ ~ dnorm（0, 1 ）
}
for （j in 1 :p）｛
alpha［j］ ~ dnorm（0, 1 ） T（0,）
beta［j］ ~ dnorm（0, 1 ）
}
}
