Recently, the notion of circuit complexity defined in symmetry group manifolds has been related to geometric actions which generally arise in the coadjoint orbit method in representation theory and play an important role in geometric quantization. On the other hand, it is known that there exists a precise relation between geometric actions and Berry phases defined in group representations. Motivated by these connections, we elaborate on a relation between circuit complexity and the group theoretic Berry phase. As the simplest setup relevant for holography, we discuss the case of two dimensional conformal field theories. In the large central charge limit, we identify the computational cost function with the Berry connection in the unitary representation of the Virasoro group. We then use the latter identification to express the Berry phase in terms of the Virasoro circuit complexity. The former can be seen as the holonomy of the Berry connection along the path in the group manifold which defines the protocol. In addition, we derive a proportionality relation between Virasoro circuit complexity and the logarithm of the inner product between a particularly chosen reference state and the prepared target state. In this sense, the logarithmic formula turns out to be approximating the complexity up to some additive constant if the building blocks of the circuit are taken to be the underlying symmetry gates. Predictions based on this formula have recently been shown to coincide with the holographic complexity proposals and the path integral optimization procedure. The found connections may therefore help to better understand such coincidences. We also discuss that our findings, put together with earlier
I. INTRODUCTION
One of the most interesting developments in recent years have been achieved by coalescing ideas from holography, quantum field theory, quantum information and theoretical computer science. In particular, many of the findings have tremendously helped to better understand the underlying mechanisms behind the anti-de Sitter (AdS)/conformal field theory (CFT) correspondence [1] [2] [3] , which were elusive for so much time since the first proposal of the duality.
As a key insight which has played a pioneering role, it has been shown that there exists a surprising relation between the entanglement properties of the boundary CFT and certain geometric objects in the bulk spacetime [4] [5] [6] . Such connections are taken as a strong evi-dence that quantum entanglement plays a fundamental role in the emergence of semiclassical spacetime geometry [7] [8] [9] [10] .
The found connections turn out to be even more striking when it comes to the physics of black holes (BHs). While the entanglement entropy, which is holographically dual to extremal codimension two surfaces in the bulk [5, 6, 11, 12] , approaches a constant value with time during BH thermalization, the size of the Einstein-Rosen bridge of the eternal BH in AdS grows further [13] .
In view of these findings, it has been argued that the boundary quantity, which evolves even when thermal equilibrium is reached, is quantum computational complexity [14] . Motivated by these observations, two different conjectures have been proposed which state that complexity in the boundary quantum field theory (QFT) is related to certain codimension one [15] [16] [17] and codimension zero [18, 19] bulk objects, see also [20] . These quantities thus appear to be very suitable for probing the interior regions of BHs in AdS/CFT and therefore play a substantial role in our efforts to better understand the nature of quantum gravity [21] [22] [23] which for sure is one of the most important issues in fundamental science. Since their very first proposal, the holographic complexity conjectures not only have advanced our insights into the deep connection between quantum information and the structure of dynamical spacetime, they also conduce as motivation for introducing a notion of complexity in QFTs.
The concept of computational complexity originates in the field of theoretical computer science. For instance, in a quantum circuit model the unitary operation which prepares the target state by mapping an input reference state can be approximated by elementary building blocks in form of quantum gates. The complexity is then defined as the minimum number of gates constructing the circuit. In the case when the states are fixed, it is required to optimize over all circuits of the latter sort.
Interesting progress towards defining a notion of complexity in QFT has recently been initiated. Many of the ideas are based on the geometric approach proposed by Nielsen and collaborators [24] [25] [26] . According to the latter, determining the optimal circuit is equivalent to finding minimal geodesics in a geometry associated with the space of unitaries which is based on the algebra of the gates. Such techniques thus recast the problem of gate counting, which in general is a highly difficult task, into an optimization problem that can be tackled by using the more conventional technology of differential geometry.
Inspired by this geometric approach, a notion of circuit complexity in QFT has been introduced in [27] where geodesics are determined in the space of unitaries acting on Gaussian states. Many applications and generalizations of this approach have been discussed in recent time [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] . A slightly different, but related proposal is based on ideas for continuous tensor networks [41] [42] [43] and makes use of the Fubini-Study metric [44] . This approach has been utilized in e.g. [34, 45] . Further approaches to (circuit) complexity are for instance discussed in [46] [47] [48] [49] . It is worth mentioning that the described approaches have enabled to consult the notion of complexity as a probe for diagnosing quantum chaos, see e.g. [49] [50] [51] [52] .
A different ansatz for defining complexity in QFT has been motivated by the MERA tensor network representation [53] of the partition function [54] [55] [56] . For related ideas also see [57] . The approach makes use of the observation, that a discretized Euclidean path integral preparing a given CFT state on flat background should, according to its tensor network interpretation, be optimized by performing the path integral on a Weyl rescaled geometry. This change in the path integral then appears in form of the well known Liouville action which has been proposed as a measure of complexity.
We should note that the complexity associated with the path integral optimization procedure can be reproduced within the framework of the geometric approach to circuit complexity. This has recently been shown in [58] by using a path integral formulation developed in the context of tensor networks [59, 60] . Note that a similar formulation also appears in [61] which makes explicit use of the symmetries in the CFT. Apart from the complexity approaches described above, alternative field theoretic developments have been introduced in [62, 63] .
In the present paper, we focus on the circuit complexity approach in the particular case of two dimensional CFTs. Instead of considering geometries in the space of unitaries, we follow the proposal in [51] which defines the circuit complexity in symmetry group manifolds. It has been found that the obtained complexity coincides with the Kirillov geometric action [61] . The latter associated with the coadjoint orbits of the Virasoro group coincides with the Polyakov action of two dimensional gravity [64, 65] . This interesting connection therefore suggests that optimal quantum computation in two dimensional CFTs may be intimately connected to gravity. Geometric actions of the mentioned type appear in the coadjoint orbit method in representation theory [66, 67] which also have applications in the context of geometric quantization [68] .
Apart from the connections above, it is long known that there exists a relation between geometric actions and Berry phases defined in group representations, cf. e.g. [69] [70] [71] . As originally shown in [72] , the Berry phase arises due to adiabatic variations of Hamiltonians which induce geometric transformations of Hamiltonian eigenspaces. More precisely, consider a quantum system with some Hamiltonian depending on continuous parameters. In this situation one can define a connection which gives rise to a purely geometric phase. The latter, i.e. the Berry phase, is picked up by quantum states under adiabatic variations of the Hamiltonian parameters. Analog studies in QFT have shown that nontrivial Berry phases generally appear in many familiar cases and especially in CFTs with nontrivial conformal manifolds [73] . A modified version of the Berry phase has recently been studied in the context of the AdS/CFT as well [74] .
In this paper, we tie on the connections described so far, and elaborate on a relation between Virasoro circuit complexity [55] and the group theoretic Berry phase defined in the unitary representation of the Virasoro group [75] . Our main findings in the present paper are summarized as follows:
• We find that the computational cost function coincides with the (negative) Berry connection in the large central charge limit. This relation we then use to express the Virasoro Berry phase in terms of the circuit complexity plus some constant boundary term which only depends on the endpoints of the path in the group manifold that determines the protocol associated with the circuit.
• We then discuss that the latter relation can be used to derive a proportionality relation between Virasoro circuit complexity and the logarithm of the inner product ψ R |ψ T where |ψ R denotes a chosen reference state and |ψ T corresponds to the target state prepared by the Virasoro symmetry circuit. We should note that recent studies of a logarithmic formula of such type, i.e. a modified version of the Fubini-Study distance discussed in [50] although motivated from a different point of view [76] -have led to certain similarities with holographic complexity predictions and the path integral optimization approach. We discuss our results in view of these findings.
• Lastly, we discuss that the identified connections above, together with earlier observations, may suggest an interesting connection between the Berry phase and the complexity measure in the path integral optimization proposal, i.e. the well known Liouville action.
The remaining part of this paper is structured as follows. In § II, we discuss basic aspects of circuit complexity and introduce the geometric approach adopted in the present paper.
In § III, we review relevant group theoretic properties of the Virasoro group and comment on recent results obtained for computational costs in two dimensional CFTs. In § IV, we introduce the Berry phase and discuss its generalization to group representations where we particularly focus on the unitary representation of the Virasoro group. Our main findings summarized above are contained in § V. The paper is finalized in § VI with a discussion of the results in view of recent findings.
II. CIRCUIT COMPLEXITY

A. Quantum circuits
The notion of computational complexity is a well known concept in theoretical computer science. A protocol of mapping a quantum state describing a certain number of qubits to another state is determined by a function which is a unitary operation.
In a quantum circuit model, the circuit plays the role of the unitary operation and is constructed from quantum gates selected from a fixed set of universal elementary gates.
The complexity of the circuit may be defined as the minimal number of gates required to implement the unitary. Up to some error rate, any unitary operator can be simulated by sequentially applying certain gates picked from the universal elementary gate set. For a given target state, the complexity of any circuit of interest then depends on the initial reference state, a choice of the universal gate set and an error tolerance.
We may write the (relative) complexity between a given reference state |ψ R and a target state |ψ T as
The complexity of a unitary itself just depends on the choice of the fixed universal set of elementary gates denoted in the following by G = {g 1 , g 2 , . . . , g n−1 , g n }. The complexity of that unitary equals to the minimal number of gates g i ∈ G which implement the quantum circuit, i.e.
By design, the gates g i constructing the circuit are invertible such that C(Û ) = C(Û −1 ).
Generally, G is not unique and one may in principal use different gate sets to construct the circuit that simulates the desired unitary. This explains why any notion of circuit complexity for unitaries mapping between different quantum states necessarily depends on the choice of G. In a quantum computation process which relies on quantum circuits, the choice for the structure of G defines a substantial part of the problem.
The concepts discussed so far are well suited for discrete systems. However, for defining a notion of circuit complexity in continuous systems, the idea of counting the number of quantum gates is surely not convenient. An interesting approach for generalizing the concept of complexity to continuous systems via geometrizing the problem has been proposed by Nielsen and collaborators [24] [25] [26] , originally, for systems with a finite dimensional Hilbert space.
B. Geometrizing complexity
The geometric approach to complexity for continuous systems basically uses the idea of associating the elementary gate set with some Lie algebra. The unitary operator can be written as a path ordered exponential with an integral argument expressed in terms of a path dependent generator iH(s) of the algebra which is parametrized by some affine parameter s, i.e.
We should note that the path ordering in (3) is chosen to be left oriented, i.e. gates at earlier times are applied first, see for instance the string of left oriented gates in (2).
The circuit complexity of the unitary, C(U), can be defined by introducing an inner product for the corresponding algebra. Let {iO I } be a basis for the latter, then the inner product may be defined such that it leads to a right invariant Riemannian metric. In terms of the generator from above, which is determined by the following Schrödinger equation
For related ideas also see [77] . In this framework, the operators O I precisely correspond to quantum gates and the control functions 1 Y I decide whether the gate of type I is switched on or off. Using this metric, the computational cost of a trajectory U(τ ) equals to its length and is given by
According to these definitions, the complexity of the unitary can then be expressed as
Thus, the metric choice above associates the usual Riemannian geometry with the length of the trajectory U. However, note that the metric does not need to be Riemannian. More generally, we may write the computational cost (4) in form of the following functional
where the cost function F (U, V ) is a local function of U(s) in the space of unitaries U(s) and V (s) is a vector in the tangent space at the point U(s). It is argued that F must be continuous, positive, homogeneous and should satisfy the triangle inequality, see e.g. [24, 26, 32] . For a recent analysis of different complexity measures from a field theoretic perspective we refer to [78] . Replacing continuity by the criteria of smoothness makes the computational cost (6) defining a length in Finsler space. The latter corresponds to a class of differential manifolds dressed with a quasi-metric. A Finsler geometry therefore generalizes a Riemannian manifold. In this sense, we are left with the problem of finding the geodesics in the resulting geometry. Once the cost function, or in other words, the inner product is appropriately chosen, the complexity C(U) is given by the length of the minimal geodesic in the corresponding space of unitaries connecting the identity 1 and the target unitary U.
Referring to the original situation in which the circuits are constructed by a certain sequence of quantum gates, we may decompose a circuit, expressed in the most generic form as
into infinitesimal gates
where H is referred to as the instantaneous gate living in the tangent space at τ . Note that the infinitesimal gate (8) evolves the initial unitary U(τ ) in (7) to
which explains the indications above. The computation of instantaneous gates, i.e. velocities in the group manifold, is a difficult task and writing a closed form to compute the complexity is not easy to realize. Referring to the recent proposal in [51] , we will be discussing in the following that the problem in hand can drastically be simplified by considering submanifolds associated with symmetry groups.
C. Symmetry gates
As mentioned before, the instantaneous gate H can be seen as an element of a Lie algebra associated with a Lie group in some representation. Similarly, one may identify the set of gates as some unitary representation U of a Lie group G with elements g, together with an associated Lie algebra g. In the Hilbert space H , the representation U would then associate a unitary operator U[g] for each element of the Lie group G.
Within the framework above, continuous protocols are simply defined by paths g(τ ) in the group manifold G and the instantaneous gate equation (9) can be translated into an analogous group equation of the form [61] 
Qg(τ )dτ (10) where for two elements g 1 , g 2 ∈ G the product g 1 · g 2 corresponds to the group product.
The group theoretic infinitesimal gate g Qg in the homologous equation (10) depends on the instantaneous gate
which corresponds to the adjoint transformation of the Maurer-Cartan form. For the Virasoro group the latter will be discussed in more detail in § III.
Once the above identifications are made, we need to specify the form of the cost function F in (6) to compute the computational cost of some path in the group manifold G.
Motivated by Nielsen's original proposal for finite dimensional quantum spin systems where spin operators act as gates [24] , it is natural to consider two different cost functions. These are referred to as the one norm F 1 and the two norm F 2 which may be defined as the first and second moments of the instantaneous gate in the maximally mixed state ρ mix = 1/|H | where |H | denotes the dimension of the system's Hilbert space.
As opposed to the former situation, for infinite dimensional systems such as CFTs, or for more general QFTs, the mentioned definitions do not work properly. One may circumvent such obstacles by replacing ρ mix in the original complexity metrics by the actual density matrix ρ(s) = U(s)ρ 0 U † (s) for some arbitrary reference state ρ 0 . Making such a replacement, the two choices take the form [61]
respectively. The latter is the mentioned Maurer-Cartan form which, together with the instantaneous gate from (11), belongs to the algebra g of the Lie group G in some unitary representation U. The complexity then is taken to be given by the following computational cost functional
where F j corresponds to the cost function of interest, see (12) .
III. VIRASORO CIRCUIT COMPLEXITY A. Virasoro group
In order to apply the previous ideas to the Virasoro group, i.e. the centrally extended lifts of orientation preserving S 1 diffeomorphisms, we first summarize the relevant group theoretic aspects, before we discuss recent results obtained for computational costs in the Virasoro group manifold.
Let diff + (S 1 ) be the group of orientation preserving diffeomorphisms on the circle with S being the group of circle rotations. Any element of diff + (S 1 ) can be represented by a smooth, periodic map g with g ′ (σ) > 0 which satisfies the constraint g(σ + 2π) = g(σ) + 2π ∀ σ ∈ R.
The identity is taken to be e(σ) = σ and the inverse g −1 is defined such that g(g
Note that identifying σ as some light cone coordinate x + , the group diff + (S 1 ) of maps
, more precisely, its universal covering group, becomes the chiral half of the conformal group of a Lorentzian cylinder. In that sense, the covering group, denoted as diff(S 1 ) for simplification, is a group of conformal transformations.
The universal central extension of diff(S 1 ) then coincides with the Virasoro group. As will be clear below, it is defined as the set
with paired elements (g, α) where g ∈ diff(S 1 ) and α ∈ R. The product for the group
is known as the Bott cocycle which measures the symplectic area of triangles on Virasoro coadjoint orbits [79] . Using the Bott cocycle identity, the product law implies that the elements have to be inverted according to (g, α)
Note that the Lie algebra of diff(S 1 ) is the space of vector fields X = X(σ)∂ σ on the circle, i.e. vect(S 1 ), with X(σ) being a 2π-periodic component. The algebra of the group diff(S 1 ) is the extended space vect(S 1 ) ⊕ R with paired elements (X, α) where α ∈ R and X is as before.
To show that the Lie algebra of the group diff(S 1 ) is the Virasoro algebra, one needs to find the Lie bracket of the group elements. This can be done by evaluating the differential of the adjoint representation of diff(S 1 ) defined in (15) . The adjoint representation of a Lie group G is defined as a map which associates with g ∈ G a linear operator
that acts on the Lie algebra g. The adjoint representation of diff(S 1 ) coincides with the transformation law of vector fields on the circle. In the case when the previous group is centrally extended, i.e. diff(S 1 ), the equation (16) generalizes to
As expected, the first entry in (17) corresponds to the centerless case in (16) , whereas the second one is the additional entry due to the presence of the Bott cocycle C and depends on
The bracket 2 of the Lie algebra can now be obtained by differentiating the adjoint repre-sentation (17) and takes the form
Obviously, it does not receive any contribution from the central terms α and β. In addition, let us define the Virasoro generators ℓ n ≡ (−ie inσ ∂ σ , −iδ n,0 /24) and C ≡ (0, −i) where n ∈ Z.
Since the functions X(σ) and Y (σ) are placed on the circle, these can be Fourier expanded, so that elements of the Virasoro algebra can be written as (X, α) = n∈Z X n ℓ n + iαC with the Hermiticity condition for the stress energy tensor, X * n = −X −n . In a unitary representation u of the Virasoro algebra, inserting the latter into the Lie bracket (18) yields the well known relation for the Virasoro generators, i.e.
Observe that in (19) 
B. Virasoro circuits
Having discussed the group theoretic properties of the Virasoro group, we now turn to computational costs in the symmetry group manifold. Let us consider a unitary quantum circuit built from Virasoro symmetry gates associated with a unitary representation U of the Virasoro group. Following the preceding discussion, the protocol is defined by a path g(τ, σ)
in the group manifold. The initial reference state |ψ R at s = 0 is assumed to be associated with U[g(0, σ)], whereas the prepared target state |ψ T at s = τ shall be associated with
In general, note that the product of the paired group elements of the Virasoro group is an operation which, apart from the composition of functions, includes the addition of central terms together with the Bott cocycle. For the relations discussed here, the additional numerical terms in the group product are taken not to be contributing to the computational cost. This simplification assigns a vanishing complexity for the identity operator. It can be shown that this situation corresponds to the case where the geometric phase in the group manifold vanishes.
To tackle the underlying problem, we first write the circuit in path ordered form
as in the original integral representation (7). The instantaneous gate Q, which belongs to the Virasoro algebra, can be written in terms of the stress tensor T (σ) and a velocity function ǫ(s, σ),
Both quantities T (σ) and ǫ(s, σ) can be Fourier expanded on the cylinder in terms of the generators of the Virasoro algebra (19) . Due to symmetry properties of the Virasoro group and the definition of the instantaneous gate according to the group equation (10), one can derive an explicit relation between the velocities ǫ(s, σ) and the path g(s, σ). This allows to express the cost functions F 1 and F 2 in terms of the path which is defined in the group manifold.
However, in order to determine the explicit form of the cost functions, it is necessary to fix the reference state ρ 0 in (12). Due to natural reasons, one may consider a pure eigenstate created by a primary operator with chiral dimension h, i.e.
For the choice from (22) the two cost functions introduced above turn out to be equivalent in the large c limit [61] , i.e. F 2 ≈ F 1 ≡ F , and take the form
where ∂ s g ≡ġ and g ′ is defined as before. This is an interesting result which demonstrates that in the present formulation nonuniversal ambiguities in the definition of circuit complexity become erased for holographic CFTs. This will allow us to work with a unique choice for the geometry in the unitary group manifold. To be noted, recently, an equivalence between two different cost functions has also been achieved by tuning the weighting factor for a certain class of gates in an appropriate way [39] .
Coming back to the present problem, once the explicit form of the cost function (23) is known, inserting it into the computational cost functional (14) yields the following expression
for the complexity between the identity operator and symmetry transformations associated with the path g(τ, σ). Recently, a connection to the (geometric) Schwarzian action has also been found for the relative entropy defined in operator algebraic language which can be seen as a measure for the indistinguishability of two states with respect to some reference [80] .
Recall that only one copy of the Virasoro group has so far been considered. This is of course not the whole story and one needs to include the contribution from the second copy as well. Following an analogous procedure, the full complexity of the CFT then becomes
whereḡ corresponds to the path for the left copy of the Virasoro group.
As already mentioned before, the complexity functional (24) coincides with the Polyakov action of two dimensional gravity. The latter corresponds to the Kirillov geometric action [66] on the coadjoint orbits of the Virasoro group. These relations outlined above therefore suggest a connection between optimal quantum computation in two dimensional CFTs and gravity [61] .
IV. BERRY PHASE IN GROUP REPRESENTATIONS
A. General aspects
In this section, we introduce some general aspects of the Berry phase. Afterwards, we turn to its generalization to group representations and, in particular, to the unitary representation of the Virasoro group.
Let H be the Hilbert space of a given quantum system and H its Hamiltonian which depends on certain external parameters p, say the coordinates of some manifold M. In addition, let us assume that ∀ p ∈ M the energies E n (p), whose spectrum is assumed to be discretized at any p, as we indicate by the label n ∈ N, define a vector bundle with basespace M. Its fibres at each p are subspaces of H generated by the eigenvectors of the related energy eigenvalues.
For simplicity, we consider a specific eigenvalue E n which is assumed to be nondegenerate for all p. The resulting picture is a bundle with one dimensional fibres. If the state |ψ n (p) is a normalized eigenvector of H(p) for each p, then for any function λ(p) on M, the vectors e iλ(p) |ψ n (p) are still normalized eigenvectors with the same eigenvalues E n (p). This is true for infinitely many possible sections of the mentioned complex line bundle which are simply related by U(1) gauge transformations on the basespace.
Suppose that the initial system is given by |ψ n (p) and the the external parameters vary in time resulting in a path γ(s) on M where γ(0) = p. Then, the Hamiltonian depending on γ(s) will vary as well. If this change, for instance, is driven adiabatically, means that eigenvalues of ∂ s H(γ) are much smaller than (∆E) 2 / with ∆E being the smallest energy gap on the path γ, then the wave function at time s can be written as [81] |ψ(s) = e iθn(s) |ψ n (γ(s)) .
Or, in other words, finding the system in the state |ψ n (γ(s)) has probability one. It can be shown that the phase from above is real and has the form θ n = θ n,dyn + θ n,geo (27) where θ n,dyn is the usual dynamical phase and θ n,geo is a purely geometric part. The latter, which is the more interesting contribution, arises due to the fact that |ψ n depends on p ∈ M.
More precisely, the geometric part can be written as an integral of a Berry connection A n which can be associated with the state vectors |ψ n (p) so that
where here A n = i ψ n (γ(s))|∂ s |ψ n (γ(s)) . In general, the Berry connection can be written in terms of the exterior derivative d of the parameter manifold M, which is A n = i ψ n |d|ψ n .
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The integral (28) is invariant under reparametrization of the path, since A n is a one form parametrized by some affine parameter. The latter transforms under a local phase change as
where α(p) denotes a function on M. As mentioned, this is nothing but a U(1) gauge field transformation. Hence, generally, the geometric phase turns out to be gauge dependent due to the explicit dependence on the vector phase. However, in case of closed paths γ, the expression (28) becomes a phase independent quantity. This results in a gauge invariant
Berry phase of the form
The latter corresponds to the holonomy of the Berry connection A n along the path γ.
Alternatively, it can be expressed as the flux of the Berry curvature F n = dA n through some two surface with the path γ identified as its boundary. It is the quantity in (30) which corresponds to the phase that gets picked up by the wave function (26) between s = 0 and s = τ .
B. Unitary group representations
The notion of a Berry phase can be generalized to unitary group representations. In order to do so, suppose G is a connected Lie group with elements g, f, etc. and its algebra g is the tangent space that consists of elements denoted as X, Y and so on. A unitary representation U of G in some Hilbert space H associates a unitary operator U[g] with each element g of the group G. Assume a one parameter subgroup generated by an element X 0 ∈ g contained in G, then U[e sX 0 ] corresponds to an evolution operator with Hamiltonian H = iu[X 0 ] where u corresponds to the differential of U at the identity, i.e. the Lie algebra representation
with u[X] being an anti-Hermitian operator for any X ∈ g. Generally, the choice of the Hamiltonian is not unique so that any element g may be seen as a change of the reference frame and may associate a family of Hamiltonian operators U[g]HU −1 [g] with the Lie group G and its unitary representation U. In this way, the group manifold G can be seen as a parameter space with elements g ∈ G which determine the corresponding Hamiltonian. Now, suppose |φ ∈ H is a normalized eigenvector of H with a nondegenerate, isolated eigenvalue E. Then ∀ g ∈ G the vector U[g]|φ is an eigenstate of the Hamiltoniañ
with the same eigenvalue. Let g be a path in the group manifold G, i.e.
where s ∈ [0, τ ]. Then the Hamiltonian (32) evolves in time as well and under the assumption that this evolution is adiabatic, the initial state goes into the final state according to
by picking up a phase
which is analogous to (26) . As before, the first term is a trivial dynamical part whereas the second contribution is purely geometric due to the dependence on the choice of the path g(s) ∈ G. When the path is closed, i.e. g(τ ) = g(0), this geometric phase results in a Berry phase. By using the unitarity condition, i.e. † → −1, we get
with u being the Lie algebra representation defined in (31).
The argument Θ g is a g valued one form on G which is nothing but the mentioned (left)
Maurer-Cartan form. The latter associates a vectorġ ∈ T g G with the Lie algebra element and is defined as
which of course coincides with the definition in (13) . Expressing the Berry connection A φ in terms of the Mauer-Cartan form (37) for the respective Lie group, the Berry phase of the group's unitary representation takes the form
Note that the latter relies on the assumption of a closed path g in G.
A generalization of the group theoretic Berry phase (40) can be achieved by demanding
In other words, the states only differ by an element h of the stabilizer G φ which leaves invariant the ray of |φ , i.e. g(τ ) = g(0) · h where U[h]|φ = e iα |φ ∝ |φ . The final result takes the form When we take u to be the differential of U at identity, whereas U represents the Virasoro group diff(S 1 ) in (15) , then for all paired elements of the algebra, i.e. ∀ (X, α) ∈ vect(S 1 )⊕R, 4 The quotient denoted as G/G ′ is defined by the equivalence relation g ∼ g · g ′ where g ∈ G and g ′ ∈ G ′ .
the expression in (31) can be generalized to
The Virasoro group representation is such that
where U corresponds to a unitary operator acting on H . It represents the group diff(S 1 ) up to a nonzero phase caused due to the central extension. Namely, note that the group product of (15) implies that the composition has to be of the form
C(f, g) again denotes the Bott cocycle.
Following the procedure in § IV, we can now define a Berry phase associated with symmetry transformations applied to a given energy eigenstate in two dimensional CFT. This can efficiently be conducted by utilizing the relation (40) . In order to do so, we need to find out which space the path has to be projected to, so that the formula (40) can be used.
Note that for the highest weight vector |h the stabilizer G h is the U(1) subgroup of diff(S 1 ) generated by L 0 . General conformal transformations do not act trivially on the state |h . Now, if we take g(s, ·) ∈ diff(S 1 ), then there is a circle diffeomorphism σ → g(s, σ) ∀ s ∈ [0, τ ]. If we demand that the projection of the path g to the quotient diff(S 1 )/S 1 is closed, we need to require that g −1 (0) • g(τ ) defines a rotation operation by an angle θ,
i.e. g −1 (0, g(τ, 0)) = σ + θ, see also (39) . Then, in close analogy to the formula (40), the Berry phase with respect to the path g(s, ·), which is picked up by the state U[(g(s), 0)]|h , can be defined as
Note that The Mauer-Cartan form Θ g does not receive any contribution from the time independent central term, but relies on the Bott cocycle [75] . This is the reason why for the general path (g(s), α(s)) ∈ diff(S 1 ) the central piece α(s) has been set zero without loss of generality. The centrally extended Maurer-Cartan form has a nonzero central piece due to the Bott cocycle and pairs a vector field on the circle and a real number, thus, leading to the Virasoro algebra.
In this sense, the Berry phase from (43) can be seen as the holonomy of its Berry connection on the quotient space with a symplectic Kirillov-Kostant form [66, 67] that coincides with the Berry curvature dA h,c [82] .
Given some family of diffeomorphisms g(s, σ), evaluating the formula (43) principally yields the Virasoro Berry phase in explicit form. This phase is picked up by the primary state undergoing a family of conformal transformations. In group theoretic language, the Berry phase can be interpreted as a flux of the natural symplectic (Kirillov-Kostant) form on an infinite dimensional coadjoint orbit of the Virasoro group through any surface whose boundary is the continous path in the group manifold [75, 83] .
Nondegenerate symplectic forms of the mentioned kind can be used to define geometric actions [66] . The latter, as we previously brought up, generally arise in the coadjoint orbit method in representation theory with applications in geometric quantization [68] . These ideas have recently been discussed in the context of complexity which have led to an interesting connection between Virasoro circuit complexity and the Kirillov geometric action [61] . This could already be seen as an explicit example of a relation between complexity and action as proposed in holography [18, 19] and also long before in the quantum computation context [84] .
Apart from such observations, the connection between geometric actions and Berry phases in group representations has already been pointed out in earlier works. Therefore, it is natural to expect a connection between the latter and the notion of complexity defined in symmetry group manifolds. In the remaining part of this section, we will be elaborating on these aspects in the particular case of the Virasoro group.
B. Berry connection
Following the ideas in [75] , it is possible to derive a more explicit expression for the Virasoro Berry phase on basis of the general formula (43) . It proves useful to start with the computation of the centrally extended Berry connection A h,c which depends on the Maurer-Cartan form Θ g . The computation of A h,c can be achieved by starting with the centreless group diff(S 1 ) and then include its central extension based on the Bott cocycle.
The centrally extended Maurer-Cartan form Θ g becomes the sum of a centreless term Θ g , namely, the one contained in (40) , and a second term D g due to the central extension which corresponds to the second argument derivative of the Bott cocycle. The final result then reads as
with the two contributing pieces of the following form [75] 
If we now add together the expressions (45) and (46) and compare with the Virasoro circuit complexity from (24), we can check that in the large central charge limit the following relation holds
Of course, this limit is particularly interesting, at least from the holographic point of view.
So we can use the relation (47) to express the Virasoro Berry phase (43) in terms of the Virasoro circuit complexity (24) which gives rise to
Note that the second term on the right hand side of the formula (48) does not depend on the choice of the path, since the only contribution comes from its endpoints. Due to that reason we may consider this boundary piece as an additive constant. Recall that g is generally
allowed to be open, see our previous discussion in § IV. This simply means that the defined Berry phase can be treated as some real number which already hints on a proportionality between the Virasoro circuit complexity (14) and the boundary term being fully determined by the path's endpoints, cf. (48).
As we have discussed, the Berry phase generally does only exist when the projection of the path to the quotient space is nontrivial. Importantly, the generalized Berry phase (48) not only depends on the extended connection A h,c which lives on the group manifold.
Rather, its pullback to the quotient by a section of the principal bundle is needed. It is the second boundary term in (43) which completes to the full Berry phase in (48).
C. A simple relation
Having derived a proportionality relation between the Berry phase in the unitary representation of the Virasoro group and the complexity of the Virasoro symmetry circuit, we can rewrite the expression in (48) even further by working out a more explicit form for the logarithmic boundary term. Indeed, as we will see, this gives rise to a simple formula which explicitly depends on the overlap between reference state and the target state.
In order to arrive at the latter stage, recall that we previously required a closeness condition for the path g which has led to the Virasoro Berry phase (43) . Specifically, the assumption was that g −1 (0) • g(τ ) corresponds to a rotation by an angle θ(τ ) = g −1 (0, g(τ, 0)) such that both states differ up to an element of the stabilizer G h . Recall that the primary reference state has been the highest weight state, i.e. |ψ R ≡ |h , which is the eigenvector of L 0 . The target state is nothing but the rotated reference state. Formally, we may therefore
Using the assumptions above as well as the relation (42) which defines the group representation, we can finally bring (48) into the following form
The formula (50) explicitly relates the Virasoro Berry phase to the circuit complexity plus the norm of the logarithm of the inner product between the highest weight reference state |ψ R and the target state |ψ T prepared by the corresponding Virasoro circuit. Of course, one may consider a more complicated path different from the one discussed above. However, this generally is a highly nontrivial operation. In the present case, the only property we have
required is an open path with a closed projection to the quotient which is fulfilled by the rotation operation by the angle θ(τ ).
In addition, let us bring to mind that our discussion so far only focused on one chiral copy of the Virasoro group. As in § III B, for the full CFT circuit complexity C CFT we have to combine left and right sectors. 6 When the second copy is taken into account, left and 6 Consider a two dimensional CFT on a Lorentzian cylinder. The group of its orientation preserving conformal transformations is a direct product diff(S 1 ) × diff(S 1 ). The group's paired elements (g,ḡ) act
) where x ± denote dimensionless light cone coordinates on the cylinder, see § III A. The maps g andḡ are independent diffeomorphisms of R preserving the orientation of the cylinder such that g ′ (x ± ) > 0.
right moving Berry phases combine to the full CFT Berry phase
Note that in general the two paths g andḡ are not related to each other. For instance, one may choose one of the two paths to be the identity. Indeed this is the limit where B CFT reduces to the chiral Virasoro Berry phase (50) . Nevertheless, in a specific case when the left and right central charges do not differ and the logarithmic piece again only depends on the endpoints of the paths, we may write a proportionality relation of the following form
which directly follows from the chiral formula (50) . to an open, nontrivial path. Accordingly, we may deduce from the previous formula (52) an equivalent proportionality relation of the form
Indeed a state dependent complexity measure of the latter type has recently been discussed in detail, although motivated from a different perspective, cf. [76] . At first glance, the relation (53) seems to be too simple for being related to a measure of complexity. However, it has been shown, that in certain cases, computations based on a logarithmic formula of the latter kind coincide with predictions relying on the holographic complexity proposals as well as the complexity measure in the path integral optimization proposal for two dimensional CFTs, cf. [52, 76] .
These are interesting observations, but at this stage they seem to be a coincidence rather than something profound. In light of such findings, the derivations presented above might indeed shed some light on such coincidences. Namely, note that the formula (52) Closely related, it has been argued that (53) cannot be considered as a complexity measure defined in terms of a local cost function as in (14), since it only depends on the initial and final states, but not on the path in the group manifold [78] . However, let us note that our findings have somewhat demonstrated that, up to an additive constant, one might indeed be able to relate a notion of circuit complexity as defined in (14) to the logarithm of the inner product between the initial reference state and final target state, see (50) .
To be noted, the derivations in the present paper are restricted to continuous systems such as CFTs. According to the found connections, the result (52) as well as its equivalent version (53) thus can only be applied to systems of the latter type. As discussed recently, the situation changes in the case of discrete qubit systems where the direct application of such complexity measures leads to certain inconsistencies, see e.g. [76] . In light of these observations, it has been argued that a state dependent proposal of the form (53) cannot be suitable to define a notion of complexity [78] .
To be more precise, let us consider a discrete system and some protocol which connects an initial n-qubit reference state |ψ R n with a final target state |ψ T n . Let the former state be of the form |ψ R n ≡ |q 1 ⊗ |q 2 ⊗ · · · ⊗ |0 ⊗ |q n (54) where q j ∈ {0, 1} for all j = 1, . . . , n. Furthermore, suppose the target state is the same as the initial one, but modified by a single qubit flip, e.g.
|ψ T n ≡ |q 1 ⊗ |q 2 ⊗ · · · ⊗ |1 ⊗ |q n .
Now using the formula (53), one can verify that the complexity for the protocol connecting the two states would result in an infinite amount of complexity. This surely contradicts any reasonable definition of a notion of complexity, since two almost identical states |ψ R ≈ |ψ T (up to one flipped qubit), where the number of qubits n is taken to be sufficiently large, result in a drastic change in complexity. This appears to be the case even though the logarithm introduces some notion of complexity unit. Similar problems arise for the FubiniStudy distance D FS = arccos| ψ R |ψ T | which has been also considered as a measure for the computational cost between two states, see e.g. [50] . In order to resolve the problem of infinities it has been proposed that a state complexity of the form (53) may only be applied to continuous systems [76] . This is exactly what we have shown by deriving the proportionality relation in (52) . The related complexity is associated with a continuous protocol described by the respective path in the Virasoro group manifold.
As a last point, we want to emphasize that our findings, put together with earlier observations, may suggest an interesting connection between the group theoretic Berry phase and the complexity measure in the path integral optimization proposal, i.e. the well known Liouville action. In a similar context, please note that it has recently been discussed whether the Liouville action can be seen as the Euclidean analogue of the Berry phase [58] .
In order to arrive at the mentioned connection above, we start from the formula (50) .
The logarithmic piece we may again rewrite as in (53) . In this way, we can think of a complicated conformal transformation associated with an open path in the group manifold.
In addition, the following proportionality relation
has recently been derived in 2d CFT [76] . Here, S L corresponds to the classical on-shell
Liouville action which drops from the Euclidean action in the original path integral and the inner product is defined between the system's ground state and some field operator eigenstate. The state dependent part can be subtracted from the complete result such that we still can use the relation (56) in our situation where initial and final state may differ from those considered in the original derivation. If we now bring together (50) and (56), what follows is a proportionality relation of the mentioned kind 
