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Auf der 31. Mitgliederversammlung des DFN-Vereins am 12. Juni in Berlin stellte dessen
Wissenschaftlicher Geschäftsführer, Klaus Ullmann, das neue Konzept des Vereins zur
Anbindung des deutschen Wissenschaftsnetzes B-WiN an die USA vor. 
Seit der Kommerzialisierung - insbesondere - des US-amerikanischen Internets ist dessen
Charakter insgesamt deutlicher geworden: Ein Internet ist ein Netz von Netzen, das Internet ist
das weltweite Netz von Netzen in TCP/IP-Technologie. Physisch verbunden sind diese Netze
untereinander durch Router. Verträge der einzelnen Internet Provider untereinander regeln die
wechselseitigen Verkehrsbeziehungen. 
Das heimische Netz des armen Forsches in einer Universität kann offensichtlich immer nur mit
einer endlichen Anzahl von direkten Leitungen mit interessanten Netzen verbunden sein; so
sind BelWü/WiN derzeit mit dem amerikanischen ESNet, mit dem MCI-Net und dem Netz des
Telekom-Partners SPRINT verbunden; alle anderen amerikanischen Netze werden indirekt
über diese direkten Netze errreicht. Dabei hat der DFN-Verein auf die Qualität der
entsprechenden Ü bergägne natürlicherweise nur begrenzten Einfluß. 
Schematisch läßt sich die derzeitige Situation wie folgt darstellen: 
 
Das neue Kozept des DFN-Vereins zur Anbindung der amerikanischen Netze enthält nun
folgende wesentlichen Elemente: 
·Errichtung eines DFN-USA Point of Presence, PoP ·Generelle Erhöhung der Transatlantik-Kapazität ·Oeconomy of Scale-Bandbreiteneinkauf 
·Angebot für garantierte Bandbreite. 
Die Einrichtung eines USA PoPs läßt sich wie folgt darstellen: 
 
Mit einer solchen Konfiguration kann offensichtlich viel schneller auf sich ändernde Situationen
reagiert werden - man muß ggf. nur eine Leitung innerhalb der USA - statt einer
Transatlantic-Leitung - neu anmieten, ändern, etc. 
Der erhöhten Fehleranfälligkeit dieser Lösung - der berüchtigte Atlantic-Bagger - wird durch
Abkommen mit befreundeten Netzen begegnet werden. 
Schließlich benötigt man insgesamt mehr Transatlantik-Kapazität. Das entsprechende
DFN-Konzept läßt sich folgendermaßen darstellen - 1 x 155 Mbit/s werden auf ATM-Ebene in
vier 34 Mbit/s Pfade unterteilt: 
 
Diese Oeconomy of Scale-Lösung ermöglicht eine erhebliche Einsparung gegenüber dem
Anmieten von z.B. zwei einzelnen 34 Mbit/s-Verbindungen. 
Für den Standardverkehr in die USA stehen damit 34 Mbit/s zur Verfügung; wer Geld übrig
hat kann dann innerhalb der weiteren DFN 34 Mbit/s-Bandbreite für seine Organisation
reservieren lassen. 
Der DFN-Verein hofft, diese Lösung noch im Jahre 1996 zu realisieren. Zusammen mit dem
TEN34-Vorhaben, das die derzeitigen EuropaNet-Leitungen zwischen den Forschungsnetzen
auf 34 Mbit/s bringen wird (siehe BI. 5/6 1996) - werden Nordamerika und Europa dann im
Wissenschaftsbereich durchgängig über 34 Mbit/s-Verbindungen verfügen. Das letzte Problem
bleibt dann die schwache Verbindung zwischen dem EuropaNet und EBONE. Historisch
repräsentierte EBONE die eigentlichen IP-Pioniere in Europa - ursprünglich z.B. die
skandinavischen Länder. Die EBONE-Interessen sind heute stärker kommerzieller Natur; das
französische Forschungsnetz RENATER - ge-tragen von France Telecom - ist derzeit der
wichtigste EBONE-Partner. 
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Menschen-Methoden-Medien-Maschinen - B-WiN4M, unter diesem Titel beginnen derzeit an
einigen Universitäten des Landes eine Reihe von Anwendungsvorhaben, die typischerweise
Hochgeschwindigkeitsnetze wie das ATM-basierte B-WiN benötigen. 
Die Vorhaben werden vom DFN-Verein aus Finanzmitteln des BMBF gefördert. Ihr Ziel ist die
Entwicklung und Erprobung von neuartigen Anwendungen, die nur über ausreichend hohe
Leitungsbandbreiten sinnvoll verwendbar sind. Damit sollen die Möglichkeiten der neuen
Netztechnik erschlossen werden, wie sie auch das ATM-basierte B-WiN derzeit bietet und in
zukünftigen Ausbaustufen aufweisen wird. 
Die folgende Tabelle zeigt in einem Ü berblick die acht Teilprojekte des Gesamtvorhabens mit
den jeweiligen Projektverantwortlichen: 
Nr. Kurztitel Titel, Verantwortlichkeit 
1 NIP
NetzwerkIntegrations-Projekt 
Rechenzentrum Universität Stuttgart 
Robert Stoy 
2 DFN-RPC
Bereitstellung des DFN-Remote Procedure Call Tools 
Rechenzentrum Universität Stuttgart 
Rolf Rabenseifner 
3 ElPub
Aufbau eines elektronischen wissenschaftlichen Publikationsverbundes 
Rechenzentrum Universität Stuttgart 
Barbara Burr 
4 NumLab
Verteiltes Numeriklabor Baden-Württemberg 
Rechenzentrum Universität Stuttgart 
Andreas Wierse 
5 SimCP
Hochgeschwindigkeitsdatenübertragung 
von Simulationsergebnissen in Computational Physics 
Universität Tübingen, Computational Physics 
Prof. Dr. Heinz Herold 
6 VRSLab
VR-basiertes, verteiltes Simulationslabor Baden-Württemberg 
Rechenzentrum Universität Stuttgart 
Dr. Ulrich Lang 
7 VSB
Verteilte Softwarebereitstellung 
Rechenzentrum Universität Stuttgart 
Barbara Burr 
Universität Tübingen, Zentrum für Datenverarbeitung 
Dr. Eva Kanellopoulos 
8 Umwelt
Integration von Diensten in das Umweltinformationssystem Baden-Württemberg 
Universität Stuttgart, Institut für Kernenergetik und Energiesysteme 
Dr. Fritz Schmidt 
Eine ausführlichere Beschreibung der einzelnen Teilprojekte und die Adressen der jeweiligen
Ansprechpartner finden Sie im WWW unter: 
http://www-ks.rus.uni-stuttgart.de/B4M 
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Paul Christ, NA-2515 
E-Mail: christ@rus.uni-stuttgart.de 
Abkürzungen 
·ATM: Asynchroner Transfer Mode ·BMFT: Bundesministerium für Bildung, Wissenschaft, Forschung und Technologie ·B-WiN: Breitband-Wissenschaftsnetz ·DFN: Deutsches Forschungsnetz 
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