The dynamics between agents and the environment are an important component of multi-agent Reinforcement Learning (RL), and learning them provides a basis for decision making. However, a major challenge in optimizing a learned dynamics model is the accumulation of error when predicting multiple steps into the future. Recent advances in variational inference provide model based solutions that predict complete trajectory segments, and optimize over a latent representation of trajectories. For single-agent scenarios, several recent studies have explored this idea, and showed its benefits over conventional methods. In this work, we extend this approach to the multiagent case, and effectively optimize over a latent space that encodes multi-agent strategies. We discuss the challenges in optimizing over a latent variable model for multiple agents, both in the optimization algorithm and in the model representation, and propose a method for both cooperative and competitive settings based on risk-sensitive optimization. We evaluate our method on tasks in the multi-agent particle environment and on a simulated RoboCup domain.
Introduction
Many real world problems where multiple agents operate in the same environment can be cast as multi-agent systems. Examples include autonomous vehicles (Lee et al., 2017; Chen et al., 2017; Schmerling et al., 2017) , navigation in environments with humans (Ivanovic et al., 2018) , learning communication between agents (Mordatch & Abbeel, 2018) , and multiplayer games (Stone, 2000; Silver et al., 2016) .
In recent years, following advances in deep learning and reinforcement learning (RL) in particular (Sutton & Barto, 1998) , there have been many attempts to apply RL to multiagent domains. Research in RL can be classified into two Preliminary work. Under review by the International Conference on Machine Learning (ICML). Do not distribute. We plot the trajectories predicted for two random latent variable draws in the RoboCup domain. Blue and cyan lines denote the two offense players (controlled by the agent) and red lines denote the defense players. The purple line denotes the ball. Trajectories are divided into segments of 10 time steps, and circles indicate segment starting points. In (a) the agent plans a strategy where the blue player advances alone and shoots the ball from the left. In (b) the strategy is different, and incorporates blue catching the ball and passing it to cyan. main approaches: model-free RL and model-based RL. In model-free RL, agents attempt to learn a policy -a mapping directly from states to actions, tuned to solve a specific task (Sutton & Barto, 1998) . In model-based RL, learning techniques are applied to model the dynamics governing the environment. The learned model is then used for planning, enabling control in tasks for which agents were not specifically trained. In addition, model-based approaches are generally more sample efficient, thus converging faster and saving time when training RL agents in complex environments (Deisenroth & Rasmussen, 2011; Kurutach et al., 2018 ). Finally, model-based methods are interpretable -it is relatively easy to roll out a trajectory using a learned model, and analyze the knowledge encoded in it. In light of these benefits, this work focuses on model-based RL.
The application of model-based RL to complex, multi-agent domains presents significant challenges. The typical approach for model learning involves predicting a single next state conditioned on past states and actions (Abbeel & Ng, 2005) . This method has some significant drawbacks, such as tending to accumulate error when rolled out multiple time arXiv:1901.10251v1 [cs. LG] 29 Jan 2019 steps into the future. When the dynamics are stochastic or the observation is noisy, both in single agent and multi-agent environments, this problem amplifies.
While multi-agent RL is difficult, game theory provides many guaranteed ways to solve multi-agent problems (Cesa-Bianchi & Lugosi, 2006) , but has mostly been studied in a 'strategy space' formulation, where single actions are played against other agents, e.g. in matrix games. The aim of our work is to combine such strategic decision making into highfidelity problems that can be captured by RL formulations, such as continuous control domains.
For single-agent model-based RL, several recent studies proposed to mitigate the error accumulation problem by learning deep generative models of multi-step trajectory segments (Mishra et al., 2017; Ke et al., 2019; Hafner et al., 2018; Rhinehart et al., 2018) . Here, we collectively refer to these methods as multi-step generative models. The idea in these approaches is to learn a distribution of future trajectory segments in an unsupervised manner, using a deep generative model (e.g. a VAE, Kingma & Welling 2014) , and perform planning by searching in the latent space of the model. In essence, the latent space captures a compact 'strategy space' of the agent, and it has been shown that optimization over this latent space is more effective than optimizing over single-step actions.
We propose to solve multi-agent problems more efficiently by extending multi-step generative models to domains with multiple agents. Our idea is that by training a generative model for predicting trajectories of several interacting agents, we can capture a lower dimensional, more generalized representation of the states and actions that are likely in the data, thus comprising a 'strategy space' of agent interaction, which can then be optimized using game theoretic ideas. An illustrative example in the RoboCup domain (Kitano et al., 1997) is provided in Fig. 1 : here, different values of the latent variables correspond to different offense strategies, and optimization can be performed in a high-level strategy space instead of using low-level actions.
We present a practical algorithm for trajectory optimization of multiple agents based on risk-sensitive optimization, and discuss several approaches to modeling trajectories for multiple agents that comply with planning based on latent-space search. We show that our method can learn effective models for continuous multi-agent domains with complex dynamics, both in the multi-agent particle environment (Lowe et al., 2017) and on a simulated RoboCup domain.
Related Work
Many approaches consider model-based RL in domains with complex, stochastic dynamics. Our work is inspired by the Temporal Segment Models (TSMs) developed by Mishra et al. (2017) and more recent approaches (Ke et al., 2019; Hafner et al., 2018) which use conditional variational autoencoder (CVAE) based dynamics models to predict multiple time steps into the future based on a previous segment of states and actions. The dynamics model is then used to optimize over agent trajectories for a specific task. A different approach is taken by Nagabandi et al. (2018) , who use neural network dynamics models, combined with Model Predictive Control (MPC) and model-free fine tuning to achieve effective control and stable gaits in the MuJoCo baseline environment. Williams et al. (2017) also use MPC to learn from a trained dynamics model, achieving high levels of performance on both simulated and actual hardware tasks. The models used, however, are single time-step, fully connected neural network models, and all the approaches described above consider only a single agent.
Recently, model based approaches have also been successfully used to predict the behavior of multiple agents in both cooperative and competitive environments. Most of these owe their success to advances in deep variational inference (Kingma & Welling, 2014) . Lee et al. (2017) predict vehicle trajectories in environments with multiple counterparts, such as other vehicles and pedestrians. Ivanovic et al. (2018) and Schmerling et al. (2017) use CVAEs to predict human behavior for human-robot interaction. Zheng et al. (2016) use deep RNN models to recreate trajectories of a team of basketball players. They provide the interesting observation of interpreting a latent variable as a 'macro-goal', which controls the strategy of an agent for a given period of time. This is similar to our interpretation of the latent space as a 'strategy space' for the agent to optimize in. To the best of our knowledge, our attempt to use the deep generative model and the prediction of agent behavior to optimize over trajectories for a given task in a multi-agent environment is, as of yet, a novel contribution.
Background
Many dynamical systems can be described and analyzed as Markov Decision Processes (MDPs, Sutton & Barto 1998) . At each time step of an MDP, the system is in some state x t ∈ X and agents can perform actions u t ∈ U, where X and U are the sets of all possible states and actions, respectively. The dynamics of the system are some function f such that x t+1 = f (x t , u t ) (or some probability distribution P(x t+1 |x t , u t )), governing the transitions from one state of the system to the next. Given a reward function r(x), the typical goal is to maximize the expected sum of rewards E T t=0 r(x t ) . 1
Multi-step Generative Models
The traditional approach for modelling dynamics attempts to approximate the transition function f (Hunt et al., 1992; Depeweg et al., 2017) . Multi-step generative models (such as Mishra et al. 2017; Rhinehart et al. 2018; Ke et al. 2019 ) learn a more generalized form of the system dynamics. Consider segments (or "chunks") of H past agent observations X − = {x t−H+1 , ..., x t } and segments of future observations X + = {x t+1 , ..., x t+H }. Multi-step models learn a distribution P (X + |X − ) to predict the segment of future states based on past states, thus enabling consideration of delayed effects of previous actions and capturing longer temporal relations between states than a single-step model.
In this work we focus on the Temporal Segment Models (TSMs) of Mishra et al. (2017) , but the ideas presented here can be generalized to other multi-step generative models. TSMs use a CVAE architecture (Kingma & Welling, 2014) , where an encoder learns a distribution over a latent variable Z conditioned on future observations: Q(Z|X + ), while a decoder reconstructs X + :X + = D(X − , Z). The CVAE model encodes the input X + to obtain the parameters µ Z , σ Z of a Gaussian distribution for the latent variable. The optimization objective is then a variational lower bound of the data log likelihood (Kingma & Welling, 2014) :
where P prior (Z) = N (0, I), and P (X + |X − , Z) = N (D(X − , Z), I). Each instance of the latent variable describes a segment of observations, and the decoder can be used as a generative stochastic dynamics model, to create future segmentsX + using samples from the prior.
One of the motivations for learning a dynamics model is to later use this model to solve the MDP problem. Assume that the total horizon of interest T can be segmented to k segments of length H. Then, the learned model for future segment distribution P (x) (X + |X − , Z) can be rolled out k times to produce a distribution for a T -length trajectory, which we denote as P (x) (x t |x 0:t−1 , z (1:k) ), where z (1:k) denotes k samples of the latent variable Z. Mishra et al. (2017) suggest the following trajectory optimization problem: 2
(2)
Note that the optimization is over the latent space Z -the latent space of the agent trajectory. In this sense, we are optimizing over the possible strategies that the agent can perform, as displayed in the data used for training the model. Problem (2) can be solved using gradient descent. 3
Multi-Agent Multi-Step Generative Models
In this paper, we consider an extension to the MDP model for a multi-agent setting known as a Markov Game (Littman, 2001) . For simplicity, we present the case of two agents, but our results can easily be extended to more players (e.g. as described by Littman 2001) . Consider two agents x and y acting in a dynamic environment. At time-step t, the states of the agents are denoted by x t and y t , respectively. The agents each select an action a t ∈ A and b t ∈ B, out of their respective action sets. The dynamics of the environment are then governed by the distribution (or function) P(x t+1 , y t+1 |x t , y t , a t , b t ), and the agents obtain rewards r x (x t , y t ) and r y (x t , y t ), respectively. This formulation can be used to define adversarial scenarios (e.g. by selecting zero sum rewards), cooperative scenarios (e.g. by selecting the same reward function for both agents), or various combinations thereof. To simplify our presentation, in this work we focus on the case of deterministic dynamics, given by
In our setting, we consider a case where only agent x is controlled, while the policy and reward driving agent y are not known. In particular, we do not assume that y has any fixed behavior. Our goal is to optimize the sum of rewards for agent x in this case. In the remainder of this section, we first describe our optimization criterion, and later discuss how to learn suitable generative multi-step models in order to optimize it.
Risk-Sensitive Optimization Formulation
To solve the multi-agent decision problem above, we propose to learn a probabilistic model for the possible behaviors of y, as seen in the data, and optimize a risk-sensitive behavior policy for x, where the risk attitude would correspond to our belief about the nature of agent y's policy. In particular, we consider the conditional value at risk measure (CVaR, a.k.a. expected shortfall, Rockafellar & Uryasev 2000) . The CVaR at level α% of a random variable denotes the expectation of the variable on the worst (or best) α% of cases.
Intuitively, as we optimize for the worst (best) cases, we take into consideration the adversarial (cooperative) nature of the other agents in the game. This statement has been made concrete by Artzner et al. (1999) . In this work, therefore, we opt to maximize the risk-averse CVaR of agent x's sum of rewards:
where Q α denotes the α-quantile of the sum of rewards, and the expectation is taken with respect to agent y's behavior. Note that when α = 1, we obtain the expected sum of rewards, while for α → 0 we optimize for the worst case. 5
Solving the risk-averse optimization problem would correspond to planning for an adversarial y, while computing a risk-seeking behavior would correspond to the assumption that y is cooperative. Solving for the expectation, in this case, would be a 'middle ground' between assuming that y is adversarial or cooperative. We next discuss how to learn suitable models for the behavior of y.
Multi-Agent Temporal Segment Models
In the following, we extend the TSM (and general multi-step generative models) to the Markov game setting.
As discussed above, for the risk-sensitive optimization criterion (and also for other traditional game theoretic formulations, Cesa-Bianchi & Lugosi 2006) we require a model for the possible behaviors of y. For a single-step dynamics model, it is easy to learn the distribution of y's actions from data. Recall, however, that the main motivation behind multi-step generative models is to eliminate the need to model the effect of single actions on the state, and instead model state trajectory segments for both agents.
We begin with an important observation: in the standard TSM and MDP setting, we can interpret the latent variable Z as a code for the sequence of actions in a segment {u t , ..., u t+H−1 }. The reason is that any feasible trajectory {x t+1 , ..., x t+H } in the system can be realized by some sequence of actions, so a distribution on the trajectories can be represented by a distribution on the actions that induce them (as it is just a change of variables).
To simplify notation, we restrict our presentation to optimizing a single segment. The extension to a full trajectory is done by rolling out several segments, as in Eq. 2. Similarly to the definitions of X − and X + , let Y − and Y + denote the segments of H past and future observations for agent y. For a two player game, we would like to learn a generative model for the distribution P (X + , Y + |X − , Y − ) with two latent components, Z and W , which correspond to the sequences of actions in a segment for agent x, {a t , ..., a t+H−1 }, and agent y, {b t , ..., b t+H−1 }, respectively. Such a representation would allow us to cast the trajectory optimization problem in a standard game theoretic formulation, where the spaces of Z and W denote the possible strategies for each agent. For the CVaR objective, we would have:
However, learning such a generative model is not trivial, since the contribution of each action sequence to agent trajectories in the segment depends also on the dynamical system f , which is not known in advance. In the rest of this section, we propose two approaches for overcoming this problem. The first is by learning disentangled latent representations, and the second is by learning conditional models, which we show are sufficient under certain assumptions.
DISENTANGLED MULTI-STEP GENERATIVE MODELS
Latent spaces in multi-step generative models are generally unstructured (Mishra et al., 2017; Rhinehart et al., 2018) , and cannot be queried to control various aspects of the predicted segment. Here, we propose a representation where the elements of the latent space are disentangled with respect to their effect on the two agents' strategies. That is, some elements in the latent space control the strategy of agent x, while other elements control the strategy of y.
To learn such a representation, we borrow ideas from Chen et al. (2016) and Klys et al. (2018) , and propose to use the notion of mutual information to induce dependency between elements in the latent space and desired elements in the predicted trajectory.
The mutual information between random variables Q and V is:
where H(Q) denotes the entropy of Q, and H(Q|V ) denotes the conditional entropy (Cover & Thomas, 2012) . Following the discussion above, to induce a disentangled latent representation for X and Y we would like to maximize the mutual information between Z and X, and between W and Y . We therefore propose the following loss function for training the generative model:
is the evidence lower bound (Kingma & Welling, 2014) , and λ 1 > 0 and λ 2 > 0 are weights on the mutual information terms. To optimize (4) in practice, we use the lower bound proposed by Chen et al. (2016) We provide a full algorithm (Alg. 1) in the supplementary material.
CONDITIONAL MULTI-STEP GENERATIVE MODELS
An alternative disentangled model representation can be obtained by conditioning.
, we can learn two independent models: one for P (X + |X − , Y − ) with a latent variable Z, and one for P (Y + |X − , Y − , X + ) with a latent variable W . Such will guarantee that the latent variables Z and W represent the strategies of X and Y , respectively. However, such a formulation is not necessarily compatible with our CVaR optimization approach.
Since we are optimizing over Z, and P (X + |X − , Y − ) does not depend on the value of W , we are effectively letting agent x 'play first', and choose its trajectory, while agent y can only react to the trajectory of x that has already been chosen. 6 This gives a clear advantage to player x, which we demonstrate in our experiments in a scenario where players can block each other (see fig. 2 ).
However, the conditional representation is still appropriate under some conditions. Consider a system where the dynamics of the agents are independent, i.e., can be written as x t+1 = f x (x t , a t ) and y t+1 = f y (y t , b t ), while the coupling between the agents is realized only through the reward function r(x, y). In such cases, learning two independent models for the agents is compatible with the CVaR optimization. While this representation is limited in its applicability, its simplicity is an advantage in practice and, as we show in our experiments, it is suitable for several interesting domains such as the RoboCup simulation.
Model Architecture
We now discuss the implementation details of our approach for solving the multi-agent problem defined above. In this section, we describe the data collection process, model architecture and training, and how we use the learned models for optimization in the latent space.
Data Collection
In this work, we follow the approach of Mishra et al. (2017) , and assume that data for training the dynamics model is generated from a predefined exploration policy. This policy should be diverse enough to 'cover' the interesting strate- 6 Conversely, if we model the distribution as P (Y + |X − , Y − )P (X + |X − , Y − , Y + ), we are giving an advantage to player y. Numbers indicate the segment order in time. Fig. 2a shows a trajectory predicted by the conditional model. Since x is independent of y, which only 'responds' to its actions, the optimization cannot imagine a trajectory for which x is blocked by y en route to the goal, even in the worst case (risk-averse optimization). In fig. 2b , a sample is shown from the predictions of the disentangled model, where x chooses to go left, since it assumes y will block it in the right passage. gies that the model can learn. For the multi-agent case, we assume that we have an exploration policy both for the agent x and for the adversary y. We note that in our experiments, designing a suitable exploration policy was relatively straightforward, by stochastic action selection with some heuristic direction.
Models and Training
Following the two approaches described in Sec. 4.2, we train a separate TSM for each agent in the conditional model, and a shared TSM with a disentangled latent space for the disentangled model. All models are based on the architecture described by Mishra et al. (2017) , using CVAEs with dilated causal convolutions in both encoder and decoder. Full implementation details are in the supplementary material.
Multi-Agent Trajectory Optimization
Recall that in our problem formulation, we seek to find a risk-sensitive policy against the probabilistic behavior of the opponent y (see Sec. 4.1). Therefore, we propose the following trajectory optimization problem:
The function f (x,y) denotes the CVAE decoder, and depends on the type of model used. For the disentangled model, it is the decoder for both x and y, while for the conditional model, each agent has its own decoder (cf. Section 4.2.2). Note that this is a formulation of problem (3) for our case, with notation following the setting described in Sec. 4.1.
To practically solve problem (5), we use a combination of sampling and gradient descent. It is well known that the CVaR (or the CVaR gradient) at level α% of a random variable Ξ can be estimated by taking m samples of Ξ, and averaging the smallest α% of the samples (or their gradient) (Hong & Liu, 2009 ). Thus, we can replace the expectation in (2) with an average of the α% smallest values of T t=0 r x (x t , y t ), where the sample comes from sampling the w i values from P prior (W ). This results in a deterministic optimization problem, which we can solve using gradient descent. In our implementation, we used Adam (Kingma & Ba, 2015) , with multiple restarts from random initial values of z 1 , ..., z k , sampled from P prior (Z). Detailed pseudocode is given in the supplementary material (see Alg. 2).
Trajectory Execution
The trajectory optimization described above can only solve for a desired trajectory in state space for our agent x. However, to execute the trajectory in the system, we need to select actions that 'carry out' the imagined future steps. Here, we exploit the fact that in many systems, designing a tracking controller can be much simpler than designing a full policy (Schaal, 2006) .
We propose to use the training data to also learn, in addition to the TSM models, an inverse dynamics model P (u t |x t , x t+1 ). Using such a model, and the predicted state sequence for the agent x 0 , . . . , x T (the result of trajectory optimization), we can compute actions that execute the desired trajectory. Training an inverse dynamics model is a standard supervised learning problem, and in our experiments we found that standard multi-layered perceptrons (MLPs) work well. To execute a full trajectory in the system, we adopt a model predictive control approach (MPC, Nagabandi et al. 2018): at the beginning of each segment i, we solve the trajectory optimization problem for the remaining segments i, i + 1, . . . , k, starting from the current state of the agents, to obtain the desired trajectory for the agent at the current segment x +,i . We then use the inverse model to track this trajectory segment. Then, at segment i + 1, we observe the current position of the agents, solve the trajectory optimization again for the remaining i + 1, . . . , k segments, and repeat. This approach reduces the effect of drift from the imperfect inverse model, and also updates the controllable agent x's policy against the real observations of the non-controlled agent y. In both cases, the chasing agent (blue) starts to the left of the wall, while the target (red) starts to the right across from it. The trajectories are marked at every tenth step to enable temporal comparison, which coincides with the segment lengths for the TSM case. Both models imagine a successful chase of the prey. However, the TSM trajectory successfully circumvents the obstacle to reach the expected average location of the prey, while the baseline exploits an error in the the single step model and completely ignores the wall, which would fail at execution.
Experiments
To test our models, we use simulators and data collected from two domains: Multi-Agent Particle Environments -a standard benchmark for multi-agent RL (Lowe et al., 2017) , and 2D RoboCup Soccer Simulation (Kitano et al., 1997; Kalyanakrishnan et al., 2006 ).
Multi-Agent Particle Environments
Multi-Agent Particle Environments are a highly versatile RL playground, proposed by Mordatch & Abbeel (2018) and used extensively in other work (e.g., Lowe et al. 2017 ). The Particle Environment world allows for an arbitrary number of interacting agents, with user defined state and action spaces, and a highly configurable set of landmarks. For our experiments, we designed three simple environments:
(1) Box-bumper: a small, closed world where one agent attempts to reach a specified location behind an obstacle, while the other agent attempts to block it (see fig. 2 ).
(2) Predator-prey: similarly to the scenario created by Lowe et al. (2017) , a single agent chases an escaping target around an obstacle (see fig. 3 ). Predator reward is negative distance to the prey.
(3) Safe zone predator-prey: modification of the previous environment, where prey has a 'safe zone' at the bottom right corner of the game (see fig. 4 )
The data we collected to train the world model for all multiagent particle environment domains consists of 30k trajectories of 50 steps each, where the agent applies 5 steps in Table 1 . Results (average distance to prey, lower is better) for predator-prey domain using a trajectory optimization policy. Each row represents a different initial setup of predator and prey relative to the wall obstacle. The results were obtained by averaging over 20 trajectories starting on the same side, and 60 from different locations on different sides. Our model outperforms the single-step baseline and the original exploration policy from both locations, with a larger advantage when the agents start on different sides of the wall (harder scenario).
Locations TSM (Ours, Single Random (Relative to wall) risk neutral)
Step Same side 0.7204 0.9223 1.5512 Different sides 0.9486 1.2537 1.7213 a random direction, then continues to move with inertia, selects a new direction and repeats. This type of exploration provides trajectories which are relatively evenly distributed around the playing field, along with a sizable percentage of collisions with the obstacles, which are important for learning an accurate world model.
BOX BUMPER DOMAIN
The box bumper domain consists of a square playing area, with a horizontal wall set in the bottom half of the field. Two agents, which are relatively large compared to the area of interest, move around the field by applying forces in one of the four cardinal directions. Due to the limited size of this domain, the agents tend to collide often and block each other's way. The task of one agent in this environment is to reach the goal location, which is located below the middle of the wall. The other agent may attempt to block its path.
The experiments in this domain are qualitative in nature, and serve as an example to the case where the conditional multi-step generative model (see Sec. 4.2.2) may not be suitable, and the disentangled models (see Sec. 4.2.1) may be necessary for a correct solution. We trained two multi-agent TSMs on this domain: the first was trained in the conditional form, where one controlled agent attempts to reach the goal, and the second agent plans trajectories conditioned on the path of the first; a second, disentangled model was trained using the mutual information maximization technique. Fig. 2 presents the results of trajectory prediction using both models.
PREDATOR-PREY
The predator-prey domain simulates a chase scenario, with one agent chasing the other around a vertical wall obstacle. The cost incurred by the agent is the sum of distances between the agent and target along a complete trajectory.
Data was collected with the exploration policy described above. Using the collected data, we trained two world models: a TSM and a single-step MLP dynamics model to serve Figure 4 . Predator-Prey domain, with a safe zone for prey. The predator agent (blue, starts to the left of the obstacle) attempts to reach the prey (red, starts to the right), while the prey has a 'safe zone' (marked by the green box) where the predator gets no reward for capturing it (and consequentially, the prey's reward grows). Left: A risk-averse optimization, selecting the worst-case target trajectories and therefore anticipating that the prey goes towards the safe zone. Right: An optimistic optimization, where the best case prey trajectory moves away from the safe zone. as a baseline for comparison. We used both learned models to optimize over trajectories as described above (see Alg. 2 in the supplementary material). Despite exploring multiple network architectures and conducting a hyper-parameter search, none of the single step baselines we trained were able to correctly predict collisions with the wall. This enabled the baseline agent to exploit the failures of the model when optimizing for the best trajectories, as can be seen in fig. 3 . The same figure shows the success of our model in the same case. We compared the models quantitatively by executing their optimized trajectories in the simulator using MPC, playing against a target which used the aforementioned exploration policy. A comparison of the performance of the different models can be seen in Table 1 .
SAFE ZONE PREDATOR-PREY
In this scenario, there exists an area where the predator incurs no reward for being near the prey, and the prey is not penalized for the predator being close to it. This scenario is ideal for conducting CVaR optimization, the results of which we show in fig. 4 . Comparing the various cases, it is clear that risk-averse or risk-seeking optimization leads to either competitive or cooperative behavior, respectively.
In addition to the visual results in fig. 4 , we tested the model over 100 episodes with random starting locations for predator and prey, with the predator using the learned TSM, and the prey escaping using a worst-case selection from the exploration policy. Table 2 compares the results of trajectory optimization when optimizing for the risk-averse (worst case) and the neutral (average) behavior of the prey. The results show clearly that using a risk-averse optimization scheme fares better against an adversarial opponent.
RoboCup 2D Simulation
RoboCup (Kitano et al., 1997 ) is a well-known and diverse robotic soccer domain, which poses a challenge for many fields of research, from robotics to RL. The RoboCup 2D Soccer Simulation is a subdomain of RoboCup which focuses on agent strategy and cooperation. We use the Half Field Offense (HFO) environment (Kalyanakrishnan et al., 2006; Barrett et al., 2017) , which is based on RoboCup 2D Simulation, to test our method in a challenging multi-agent environment. The scenario we play is a 2 vs. 2 game, where two offensive agents holding the ball attempt to score against a defender and a goalkeeper. The game ends when either a goal is scored, the defense touches the ball, the ball goes out of bounds or a certain time limit is reached.
The exploration policy we use to collect data for the HFO domain is a hand coded one, native to the RoboCup simulator, named Agent2D. We collected 17k trajectories of Agent2D agents playing against each other, where the observation space includes the locations and velocities of all agents and the ball, as well as player distance from the ball.
Using this data, we trained TSMs for the various agents (see implementation details in the supplemental material).
Rather than creating a model for each player separately, we consider the offense agents as one player (x) and the defense players as the adversary (y). Looking at both offensive players as a single agent allows us to plan a strategy for the entire offense, and does not limit us to the local actions of each player. The model for the offensive agent predicts the dynamics of the whole game, while the adversarial model is conditioned on the offense segment, following the conditional setting described in Sec. 4.2.2.
Using the models learned from this dataset, we perform trajectory optimization for the task of scoring a goal. We incur a cost of 0 when a goal is scored and 1 for each time step without a goal. Using trajectories optimized for this task, our models predict scoring in scenarios where the Agent2D policy fails to do so (starting from the same initial positions). Due to technical difficulties with the HFO domain (such as inaccurate state information) we were not able to execute predicted trajectories in the simulator. Therefore, our results are qualitative examples (in fig. 5 and the supplementary material) demonstrating multi-agent optimization.
An additional observation arising from the HFO experiments is that the resulting latent space does indeed encode a strategy space, as different areas in the latent space correspond to different offensive strategies -see fig. 1 and the supplementary material for examples.
Conclusion
In this work, we extended the idea of multi-step generative models to handle multi-agent problems, building on risk-sensitive optimization and sampling. We have applied our two suggested methods, of disentangled mutual information models and conditional models, to two domains, a predator-prey game (with several sub-tasks) and a simulated RoboCup environment. Our results show that the multi-agent TSM models effectively capture a reasonable 'strategy space' of the agents, and that optimization in this space leads to realistic plans for execution. This results in an effective and interpretable decision making algorithm.
A. Training Algorithm
The following algorithm is the training flow for our models.
Enc and Dec are the encoder and decoder of the Conditional Variational Autoencoder, and their architecture depends on the specific model (see below). When training the conditioned model (see Sec. 4.2.2, the decoder is also conditioned on y + and y − . InfoEnc are additional encoders arising from the mutual information lower bound described by Chen et al. (2016) :
We model Q(Z 1 |X + 1 ) as an additional encoder, which attempts to reconstruct Z 1 fromX + 1 mentioned above. Since the prior for Z (and consequently, Z 1 and Z 2 ) is fixed, we can ignore it and only optimize for the expectation term, which can be interpreted as the negative MSE between Z 1 and Q(Z 1 |X + ). We used three weighting factors (γ, λ 1 , λ 2 ) to weight the different parts of the loss function. We find that some hyper-parameter tuning on those coefficients is needed to receive working models. µ z , σ z = Enc(x + ) 10: for all samples j in m do 10:
for all game segments do 11:
end for 14: opt.step() 21: end for 22: Return trajectory x i,j that corresponds to the lowest i in loss i and the highest j in loss i,j
C. Predictions from the Disentangled Model
To ensure that our disentangled setting of the model learns representations where different parts of the latent space control different parts of the output (i.e. different players), we run a simple experiment: we set one part of the latent space (z 1 ) to a constant value, and sample from the prior distribution to obtain values for the other part (z 2 ). We then use this latent variable construct, along with past segments, to predict future segments using our decoder. We expect to produce trajectories where one agent acts in a deterministic manner (as given Z, D(X − , Z) is a deterministic function) and the other agent producing a distribution over possible trajectories. Fig. 6 shows example results of this experiment. Figure 6 . Two examples of the bumper box domain, sampled from the disentangled model with one part of the latent space 'frozen' (set to a constant value), and the other part sampled from the prior. As expected, the behavior displayed is deterministic for one player, and distributed for the other. Red marks the distributed predictions for one agent, caused by sampling its latent variable from the prior. Blue trajectories are the ones predicted when the latent variable is 'frozen', thus causing deterministic behavior. Magenta and cyan lines denote the original trajectories collected from data, for reference.
D. Detailed Implementation Parameters for Bumper Box
Data for the box bumepr domain was collected using the exploration policy described in 6.1, modified such that the random direction selection is weighted towards the location of the other agent to promote collisions between the agents, which are an area of interest in the state space. The observation for each agent is the location and velocity of both itself and its counterpart. Similarly to Mishra et al. (2017) , we used an encoder with two layers of dilated causal convolutions and Tanh activations, and a decoder with three dilated causal convolution layers and an additional 1-dimensional convolution at the output. The decoder activation functions are the same as suggested for this type of architecture (Van Den Oord et al., 2016) and used by Mishra et al. (2017) :
where * denotes a convolution, is element-wise multiplication, s is the output of the previous layer, z is the latent variable and both V and W are learned weights. For the disentangled model (Sec. 4.2.1), we added two additional encoder networks to enable mutual information maximization between parts of the latent space and corresponding parts of the output. We found that a segment length of 10 steps and latent spaces of dimension 8 or 12 were a good choice for accurately learning the environment dynamics. We trained our model with Adam for 2000 epochs, using the standard hyper-parameters.
E. Detailed Implementation Parameters for Predator Prey
In this domain, we used a slightly different observation space, reflecting the fact that agents rarely interact and are dependent only in their reward. Each agent's observation space included its location, its velocity and a vector pointing to the middle of the obstacle. During training, we offset the agent location (but not the obstacle vector) by the first location in the segment. In this manner, we trained the same models for both predator and prey agents. Similarly to the bumper box domain, we used an 8-dimensional latent space and 10-step segments. As this domain is somewhat less complicated, training tended to converge faster (even though we used somewhat smaller batch sizes). All other architecture parameters were the same as described in the previous section. As described in Sec. 6.1.2, we also trained a single-step baseline for this scenario. After conducting an architecture search, we concluded that a fully-connected, 3-layer MLP performed as well as any of the other architectures, and used it as a baseline for its simplicity of implementation.
F. Detailed Implementatin Parameters for HFO 2 vs. 2
As in the Multi-Agent Particle Environment, we found an 8-dimensional latent space and a 10-step segment were suitable to capture the dynamics. We also used a similar architecture to the one described above. However, we found we needed our models to be somewhat more expressive, and added channels to each convolution. Moreover, instead of predicting the next agent location directly, the models we trained for this domain predict the change in location and velocity, and add it to the previous known location to create future states. Finally, for ease of training, we equalized the length of all collected data trajectories to 100 time steps, truncating longer ones and repeating the final state of shorter ones. This enables us to train without some sort of 'end scenario' signal.
G. Additional examples for Strategy Space Planning in HFO
As described in Sec. 6.2 and demonstrated in Fig. 1 , drawing different samples from the latent space can provide completely different strategies for the offensive agents, and does not just affect the trajectory details. This can be clearly seen in fig. 7 , in which each trajectory is the (non-optimized) result of different samples of the latent space, all from the same starting location.
(a) Single player, left (b) Single player, right (c) One pass (d) Two passes Figure 7 . Plots of the trajectories predicted for four random latent variable draws. Blue and cyan lines are the two offense players (controlled by the agent) and red lines denote the defense players. The purple line denotes the ball. Trajectories are divided into segments of 10 time steps, and circles indicate the segment index. In 7a the agent plans a strategy where the blue player advances alone and shoots the ball from the left. In 7b a different strategy arises, with the blue player dribbling the ball towards the right of the field and kicking from there. In 7c the strategy is yet again different, and incorporates blue catching the ball and passing it to cyan, who in turn shoots. 7d shows an altogether different strategy, in which the cyan player catches the ball and passes it to blue.
