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Abstract
We study the Ornstein-Uhlenbeck operator and the Ornstein-Uhlenbeck
semigroup in an open convex subset of an infinite dimensional separable
Banach space X. This is done by finite dimensional approximation. In
particular we prove Logarithmic-Sobolev and Poincaré inequalities, and
thanks to these inequalities we deduce spectral properties of the Ornstein-
Uhlenbeck operator.
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Introduction
In this paper we describe the properties of the Ornstein-Uhlenbeck operator LΩ,
and of the semigroup generated by it (TΩ(t))t≥0, in L2(Ω, γ). Here Ω is an open
convex subset of an infinite dimensional separable Banach space X endowed
with a centered non-degenerate Gaussian measure. We define the Ornstein-
Uhlenbeck operator as the self-adjoint associated to the quadratic form (see e.g.
[10], [11]) ∫
Ω
〈∇Hu,∇Hv〉Hγ(dx), u, v ∈W 1,2(Ω, γ)
where W 1,2(Ω, γ) is the Sobolev space defined in Section 1, and ∇H is the
gradient along the Cameron-Martin space H .
We approximate LΩ by finite-dimensional Ornstein-Uhlenbeck operators, by
using the cylindrical approximation of Ω made in [9]. For finite dimensional
Ornstein-Uhlenbeck operators we use the results of [2] and some properties that
we prove here. In particular we show that
[TΩ(t)(fg)]2 ≤ TΩ(t)(f2)TΩ(t)(g2), a.e. in Ω, ∀f, g ∈ L2(Ω, γ), ∀t ≥ 0,
and
|∇HTΩ(t)(f)|H ≤ e−tTΩ(t)|∇Hf |H , a.e. in Ω, ∀f ∈W 1,2(Ω, γ), ∀t ≥ 0.
Moreover we prove that (TΩ(t))t≥0 is a submarkovian semigroup, namely
0 ≤ f(x) ≤ 1, γ-a.e. implies 0 ≤ (TΩ(t)f)(x) ≤ 1, γ-a.e. for every t > 0. These
properties are used to show the Poincaré inequality∫
Ω
∣∣∣∣f − ∫
Ω
f dγ
∣∣∣∣2 dγ ≤ ∫
Ω
|∇Hf |2Hdγ,
1
and the Logarithmic-Sobolev inequality∫
Ω
f2 log(f2)dγ ≤
∫
Ω
|∇Hf |2Hdγ + ‖f‖2L2(Ω,γ) log(‖f‖2L2(Ω,γ)),
that hold for every f ∈ W 1,2(Ω, γ).
Such inequalities can also be deduced from the theorems shown in [8, Sec-
tion 6] where the proofs make heavy use of Malliavin calculus and Stochas-
tic Analysis. Our proof is much simpler and relies on analytic tools and on
the Deuschel-Strook’s method. Infinite dimensional Poincaré and Logarithmic-
Sobolev inequalities are proved in [3] for Ω = X through the Wiener chaos
decomposition. In our case we don’t have an explicit representation formula
for the semigroup neither any sort of Wiener chaos decomposition or explicit
expression of the eigenfunctions.
As expected, thanks to the Poincaré inequality we prove spectral properties
of LΩ.
1 Construction of Ornstein-Uhlenbeck operator
and some properties of semigroups
Let X∗γ be the closure of X
∗ in L2(X, γ) and let Rγ : X∗γ → (X∗)′ be the
covariance operator of γ defined by
Rγf(g) :=
∫
X
f(x)g(x) γ(dx), f ∈ X∗γ , g ∈ X∗.
The range of Rγ is contained in X , that is for every f ∈ X∗γ there exists a
unique y ∈ X such that Rγf(g) = g(y) for all g ∈ X∗ (see [3, p. 44]). The
Cameron-Martin space H is given by Rγ(X∗γ ), i.e., it consists of all h ∈ X such
that there exists hˆ ∈ X∗γ for which
h = Rγ hˆ.
The Cameron-Martin space H is a separable Hilbert space equipped with the
inner product
〈h, k〉H =
∫
X
Rγhˆ(x)Rγ kˆ(x) γ(dx),
and the norm |h|2H := 〈h, h〉H for h, k ∈ H , see [3, p. 60]. Let {hn}n∈N be
an orthonormal basis of H . For f : X → R we denote by ∂nf the directional
derivative in the direction of hn
∂nf(x) = lim
t→0
f(x+ thn)− f(x)
t
,
whenever such limit exists.
We recall the integration by parts formula∫
X
∂jf ϕ dγ = −
∫
X
f(∂jϕ− hˆj)dγ, (1)
that holds for every f , ϕ ∈ C1b (X) (e.g., [3, Thm. 5.1.8]).
In finite dimension we denote byDi the directional derivative in the direction
of the i−th vector of the canonical basis of Rn.
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Definition 1.1. FCkb (X) is the space of cylindrical functions of the form
f(x) = ϕ(l1(x), . . . , ln(x)),
with ϕ ∈ Ckb (Rn), li, . . ., ln ∈ X∗ and n ∈ N.
If f ∈ FC1b (X) then the Taylor expansion to the first order of f at x0 ∈ X
is
f(x) = f(x0) + f
′(x0)(x − x0) + o(‖x− x0‖X)
where f ′(x0) ∈ X∗. Since H is continuously embedded in X , the map h 7→
f ′(x0)h, from H to R, belongs to H∗. Then, there exists a unique y ∈ H such
that
〈y, h〉H = f ′(x0)h ∀h ∈ H.
We put ∇Hf(x0) := y.
LetΩ be an open set ofX . We denote by FCkb (X)|Ω the set of the restrictions
to Ω of the elements of FCkb (X).
Proposition 1.1. The operator ∇H : FC1b (X)|Ω → L2(Ω, γ;H) is closable in
L2(Ω, γ). The closure is still denoted by ∇H .
Proof. Let fn ∈ FC1b (X) be such that fn|Ω → 0 in L2(Ω, γ), and ∇Hfn|Ω → G
in L2(Ω, γ;H), as n→∞. To show that G = 0, it is sufficient to prove that for
every j ∈ N we have ∫
Ω
〈G, hj〉Hϕdγ = 0, (2)
for every ϕ ∈ C1b (X) with support contained in Ω. For such functions ϕ and for
every n ∈ N we have ∫
Ω
〈∇fn, hj〉Hϕdγ =
∫
X
∂jfn ϕdγ
so that, using (1),∫
Ω
〈∇fn, hj〉Hϕdγ = −
∫
X
fn(∂jϕ− hˆjϕ)dγ = −
∫
Ω
fn(∂jϕ− hˆjϕ)dγ
and (2) follows letting n→∞ in both members.
Definition 1.2. We denote by W 1,2(Ω, γ) the domain of ∇H .
The space W 1,2(Ω, γ) is a Hilbert space with the inner product
〈f, g〉W 1,2(Ω,γ) :=
∫
Ω
f g dγ +
∫
Ω
〈∇Hf,∇Hg〉H dγ,
and the norm (equivalent to the graph norm)
‖f‖2W 1,2(Ω,γ) =
∫
Ω
f2dγ +
∫
Ω
|∇Hf |2Hdγ. (3)
The quadratic form
E(u, v) =
∫
Ω
〈∇Hu,∇Hv〉Hγ(dx) u, v ∈ W 1,2(Ω, γ) (4)
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is therefore a symmetric, closed, and coercive form, according to the notation
of [10]. It is used to define the Ornstein-Uhlenbeck operator LΩ : D(LΩ) ⊂
L2(Ω, γ)→ L2(Ω, γ) by setting
D(LΩ) := { u ∈W 1,2(Ω, γ) : ∃f ∈ L2(Ω, γ) s.t.
E(u, v) = −
∫
Ω
fvdγ, ∀v ∈W 1,2(Ω, γ)
}
(5)
and LΩu = f . The operator LΩ : D(LΩ) 7→ X is self-adjoint in L2(Ω, γ)
and dissipative (that is 〈LΩu, u〉L2(Ω,γ) ≤ 0 for every u ∈ D(LΩ)), hence it is
the infinitesimal generator of an analytic contraction semigroup (TΩ(t))t≥0 in
L2(Ω, γ). So TΩ(t)f ∈ D(LΩ) for every t > 0 and
∂
∂t
TΩ(t)(f) = LΩTΩ(t)(f) ∀f ∈ L2(Ω, γ). (6)
See [10, Sect. I.2].
For every function v : X 7→ R we set as usual v+(x) := max{v(x), 0}.
Lemma 1.1. The semigroup TΩ(t) is sub-markovian, that is for all ϕ ∈ L2(Ω, γ)
such that ϕ ≥ 0 a.e. in Ω and for all t ≥ 0 we have 0 ≤ (TΩ(t)ϕ)(x) ≤ 1 a.e.
in Ω.
Proof. By [10, Prop. I.4.3] it is sufficient to show that for every u ∈ D(LΩ) we
have ∫
Ω
LΩu(u− 1)+dγ ≤ 0.
To this aim we show preliminarly that for every v ∈W 1,2(Ω, γ) the function v+
belongs to W 1,2(Ω, γ). We set
gn(ξ) =
1
2
(
ξ +
√
ξ2 +
1
n
)
, ξ ∈ R.
Let {vn} ⊂ FC1b (X) be a sequence that approaches v in W 1,2(Ω, γ) and point-
wise a.e. in Ω. Then the function gn ◦ vn belongs to FC1b (X) and approaches
(v + |v|)/2 = v+ in W 1,2(Ω, γ). Indeed, gn ◦ vn → v+ in L2(Ω, γ) by the Do-
minated Convergence Theorem, and ∇H(gn ◦ vn) = (g′n ◦ vn)∇Hvn converges to
∇Hv1l{v>0}+∇Hv1l{v=0}/2 in L2(Ω, γ;H), still by the Dominated Convergence
Theorem. So, v+ ∈W 1,2(Ω, γ) and ∇Hv+ = ∇Hv1l{v>0} +∇Hv1l{v=0}/2.
Let now u ∈ D(LΩ). Then u−1 ∈ W 1,2(Ω, γ), so that (u−1)+ ∈W 1,2(Ω, γ),
and by definition∫
Ω
LΩu(u− 1)+dγ = −
∫
Ω
〈∇Hu,∇H(u − 1)+〉Hdγ.
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Therefore,∫
Ω
LΩu(u− 1)+dγ = −
∫
{u>1}
〈∇Hu,∇H(u − 1)〉Hdγ
−1
2
∫
{u=1}
〈∇Hu,∇H(u− 1)〉Hdγ
= −
∫
{u≥1}
|∇Hu|2Hdγ −
1
2
∫
{u=1}
|∇Hu|2Hdγ
≤ 0.
2 Properties in finite dimension
Let γd be the standard Gaussian measure on Rd. Then, H = Rd and |x|H =
|x|Rd for every x ∈ Rd. As a canonical basis of H we take the canonical basis of
Rd. So, ∇Hf = ∇f for every f ∈ C1b (Rd).
Throughout this section O is an open convex set in Rd with C2+α boundary,
for some α > 0.
According to Definition 1.2, the space W 1,2(O, γd) is the domain of the
closure of the operator ∇ : C1b (Rd)|O 7→ L2(O, γd;Rd). Namely, it is the set of
all f ∈ L2(O, γd) such that there exists a sequence (fn) ⊂ C1b (Rd) such that
fn|O → f in L2(O, γd), and (Difn) converges in L2(O, γd) for every i = 1, . . . , d.
The norm (3) is now
‖f‖2W 1,2(O,γd) :=
∫
O
|f |2dγd +
d∑
i=1
∫
O
|Dif |2dγd.
Similarly,W 2,2(O, γd) is the domain of the closure of the operator f 7→ (∇f,D2f) :
C2b (R
d)|O → L2(O, γd;Rd)×L2(O, γd;Rd2) in L2(O, γd), whereD2f denotes the
Hessian matrix of f (the proof of the closability of this operator is the same as
in Proposition 1.1). Its norm is
‖f‖2W 2,2(O,γd) :=
∫
O
|f |2dγd +
d∑
i=1
∫
O
|Dif |2dγd +
d∑
i,j=1
∫
O
|DiDjf |2dγd.
Lemma 2.1. The Sobolev space W 1,2(O, γd) coincides with the set of the func-
tions f ∈ W 1,2loc (O, dx) such that f ∈ L2(O, γd) and whose weak first order
derivatives are in L2(O, γd). Similarly, the Sobolev space W 2,2(O, γd) coincides
with the set of the functions f ∈ W 2,2loc (O, dx) such that f ∈ L2(O, γd) and whose
weak derivatives of order up to 2 are in L2(O, γd).
Proof. We give the proof of the second statement. Let f ∈ W 2,2(O, γd), ζ ∈
C∞0 (R
d) , and let {fj}j∈N ⊂ C2b (Rd) be a sequence such that fj|O → f in
W 2,2(O, γd). Then the sequence {ζfj}j∈N converges to ζf ∈ W 2,2(O, dx),
whence f ∈ W 2,2loc (O, dx). It is easily seen that the derivatives in the sense
of W 2,2(O, γd) can be taken for the derivatives in the sense of W 2,2loc (O, dx).
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The proof of the converse is a rephrasing of Lemma 3.1 of [1]. First, we con-
sider a compactly supported function f ∈W 2,2loc (O, dx) such that f ∈ L2(O, γd)
and whose weak first and second order derivatives are in L2(O, γd). Then, f ∈
W 2,2(O, dx) and, since ∂O is C2, it has an extension belonging toW 2,2(Rd, dx).
Such extension is approximated in W 2,2(Rd, dx) by a sequence of smooth func-
tions (fn) with compact support. The restrictions of the functions fn to O
approach f in W 2,2(O, dx) and in W 2,2(O, γ), therefore f ∈W 2,2(O, γ).
If f has not compact support we consider a smooth cut-off function θ such that
θ ≡ 1 in B(0, 1), θ ≡ 0 outside B(0, 2), and we define fn(x) := f(x)θ(x/n). Each
fn belongs to W 2,2(O, γ), and using the Dominated Convergence Theorem it is
easy to see that fn and its first and second order derivatives converges to f and
to its first and second order derivatives, respectively, in L2(O, γ). Therefore,
f ∈W 2,2(O, γ).
Let L˜ : D(L˜)→ L2(O, γd) be defined by
D(L˜) =
{
f ∈ W 2,2(O, γd) : ∆f − 〈x,∇f〉 ∈ L2(O, γd) and ∂f
∂ν
= 0
}
where ν(x) is the exterior normal vector to ∂O at x, and
L˜f(x) = ∆f(x)− 〈x,∇f(x)〉 for every f ∈ D(L˜) and for a.e. x ∈ O. (7)
Lemma 2.2. If f ∈ D(L˜) then f ∈ D(LO), and LOf = L˜f . Therefore LO is
a self-adjoint extension of L˜.
Proof. Let f ∈ D(L˜) and ϕ ∈ W 1,2(O, γd). Using the integration by parts
formula we get∫
O
∆f(x)ϕ(x) γd(dx) =
∫
O
(−〈∇f(x),∇ϕ(x)〉 + 〈x,∇f(x)〉)γd(dx)
(the boundary integral vanishes, since ∂f/∂ν = 0). Therefore,∫
O
(∆f(x) − 〈x,∇f(x))ϕ(x)γd(dx) =
∫
O
〈∇f(x),∇ϕ(x)〉γd(dx).
So we conclude that f ∈ D(LO), and LOf = L˜f .
The operator L˜ is self-adjoint, see [1]. Since self-adjoint operator have not
proper self-adjoint extensions, we get L˜ = LO.
We put
C1ν (O) =
{
g ∈ C1b (O) :
∂g
∂ν
(x) = 0, x ∈ ∂O
}
(8)
The realization of ∆f − 〈·,∇f〉 in Cb(O) is studied in [2]. In particular they
proved that for every f ∈ Cb(O) there exists a unique bounded solution u(t, x)
of problem
ut(t, x) −∆u(t, x) + 〈x,∇u(t, x)〉 = 0, t > 0, x ∈ O,
∂u
∂ν
(t, x) = 0, t > 0, x ∈ ∂O,
u(0, x) = f(x) x ∈ O,
(9)
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Setting Ptf = u(t, ·), then (Pt)t≥0 is a positivity-preserving contraction semi-
group in Cb(O). Moreover
Pt : Cb(O)→ C1ν (O) for all t > 0. (10)
By [2, Proposition 4.1] we get
|∇Ptf(x)| ≤ e−tPt|∇f(x)| ∀f ∈ C1ν (O), ∀x ∈ O, t ≥ 0 (11)
The following lemma is useful for generalizing the previous estimate.
Lemma 2.3. Let O ⊂ Rd be a convex therefore∫
∂O
GddH
d−1 <∞,
where Gd(x) = e
−|x|2/2(2pi)−d/2 and Hd−1 is the Hausdorff (d− 1)-dimensional
surface measure.
Proof. Firs we suppose that O is bounded then O ⊂ Br where Br is the the ball
centered in the origin with radius r. Therefore the projection piO : Rd → Rd is
a 1−Lipschitz function, piO(∂Br) = ∂O and
Hd−1(∂O) = Hd−1(piO(∂Br)) ≤ Hd−1(∂Br) = d ωdrd−1
where ωd is the surface of the d−dimensional unit sphere. Therefore
pγ(O,Rd) := 1
(2pi)d/2
∫
∂O
e−|x|
2/2Hd−1(dx) ≤ dωd
(2pi)d/2
rd−1.
Then the perimeter of a convex, contained in a ball, grows polynomially with
the radius of the ball.
Now let O be an unbounded convex set, then
pγ(O, Rd) =
∞∑
n=0
pγ(O, Bn+1\Bn).
We observe that
pγ(O, Bn+1\Bn) = 1
(2pi)d/2
∫
∂O∩(Bn+1\Bn)
e−|x|
2/2Hd−1(dx)
≤ e
−n2/2
(2pi)d/2
∫
∂O∩(Bn+1\Bn)
Hd−1(dx)
≤ e
−n2/2
(2pi)d/2
∫
∂O∩Bn+1
Hd−1(dx),
moreover ∫
∂O∩Bn+1
Hd−1(dx) ≤ Hd−1(∂Bn+1)dωd(n+ 1)d−1.
Therefore
pγ(O, Rd) =
∞∑
n=0
pγ(O, Bn+1\Bn) ≤ dωd
(2pi)d/2
∞∑
n=0
(n+ 1)d−1e−n
2/2 <∞.
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The estimate (11) may be extended to Sobolev functions, as follows.
Lemma 2.4. (i) TO(t) = Pt on Cb(O).
(ii) The space C1ν (O) is dense in W 1,2(O, γd).
(iii) For all f ∈W 1,2(O, γd) we have
|∇TO(t)f(x)| ≤ e−tTO(t)|∇f(x)|
for a.e. x ∈ O and t ≥ 0.
Proof. To prove statement (i) we introduce the operator
D(A) = {u ∈ Cb(O) ∩W 2,p(O ∩B(0, R)) ∀p > 1, R > 0 :
∆u− 〈·,∇u〉 ∈ Cb(O), ∂u∂ν = 0 at∂O}
Au = ∆u− 〈·,∇u〉, u ∈ D(A),
which is the weak generator of Pt in Cb(O) ([2, Proposition 3.4]). In particular,
Ptu ∈ D(A) and APtu = Pt(Au) for every u ∈ D(A) and t > 0.
As a first step, we show that Ptu = TO(t)u, for every u ∈ D(A). By [2,
Proposition 3.5], D(A) ⊂ C1b (O). By Lemma 2.1, this implies that D(A) ⊂
W 1,2(O, γd). Moreover, for every u ∈ (A) and ϕ ∈W 1,2(O, γd) we have∫
O
〈∇u,∇ϕ〉dγd = −
∫
O
Auϕdγd. (12)
Indeed, the functions un := uθn, where θn are the cut-off functions used in
Lemma 2.1, belong to W 2,2(Rd) and have compact support. Therefore,∫
O
〈∇un,∇ϕ〉dγd = −
∫
O
Aun ϕdγd +
∫
∂O
∂un
∂ν
ϕGd dH
d−1
where Gd(x) = e−|x|
2/2(2pi)−d/2 and Hd−1 is the Hausdorff (d− 1)-dimensional
surface measure. Since ∇un(x) = θ(x/n)∇u(x) + 1nu(x)∇θ(x/n), by the Domi-
nated Convergence Theorem the left hand side converges to the left hand side of
(12) as n → ∞. Similarly, the first integral in the right hand side converges to
the right hand side of (12), since Aun(x) = Au(x)θ(x/n) + u(x)( 1n2∆θ(x/n) −
1
n 〈x,∇θ(x/n)〉) − 2n 〈∇u,∇θ(x/n)〉. Since ∂un/∂ν(x) = 1nu(x)〈∇θ(x/n), ν(x)〉,
the modulus of the boundary integral does not exceed
1
n
‖u‖∞‖∇θ‖∞
∫
∂O
GddH
d−1
(we recall that
∫
∂O
GddH
d−1 is finite, see Lemma 2.3), and therefore the bound-
ary integral vanishes as n→∞.
So, (12) holds, and it implies that u ∈ D(LO) and LOu = Au. Still by [2,
Proposition 3.4], ‖Phu−u‖∞/t is bounded for 0 < h < 1, and limh→0((Phu)(x)−
u(x))/h = Au(x) for every x ∈ O, so that by the Dominated Convergence
Theorem we have also limh→0(Phu − u)/h = Au in L2(O, γd), and by the
semigroup property, limh→0(Pt+hu− Ptu)/h = APtu = LOPtu in L2(O, γd) for
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every t ≥ 0. So, d/dt(Ptu−TO(t)u) = 0 for every t ≥ 0. Since P0u = TO(0)u =
u, it follows that Ptu = TO(t)u for every t > 0.
Let now f ∈ Cb(O), fix any λ > 0 and set u = R(λ,A)f . Since LO is an
extension of A, we have u = R(λ, LO)f , and for every t > 0
Ptf = Pt(λu−Au) = (λI −A)Ptu = (λI − LO)TO(t)u = TO(t)(λu − LOu)
= TO(t)f,
namely statement (i) holds.
Now we prove statement (ii). If f ∈W 1,2(O, γd) there exists {fn} ⊂ C1b (O)
such that fn → f in W 1,2(O, γd) and, up to a subsequence, a.e. in O; now
TO(t)fn → fn for t→ 0+ in W 1,2(O, γd) and thanks to (10) we have TO(t)fn ∈
C1ν (O). If we set gn = TO( 1n )fn then gn ∈ C1ν (O) for all n ∈ N and gn → f in
W 1,2(O).
Let us prove the third statement. For f ∈W 1,2(O, γd) there exists a sequence
{gn}n∈N ⊂ C1ν (O) such that gn → f in W 1,2(O). Along a subsequence {gnk}
we have
lim
k→∞
|∇TO(t)gnk(x)| = |∇TO(t)f(x)| a.e. in O
and again, up to a subsequence
lim
k→∞
(
TO(t)|∇gnk |
)
(x) =
(
TO(t)|∇f |) (x) a.e. in O.
By applying (11) we get
|∇TO(t)f(x)| = lim
k→∞
|∇TO(t)gnk(x)| ≤ lim
k→∞
e−t
(
TO(t)|∇gnk |
)
(x)
= e−t
(
TO(t)|∇f |) (x)
for a.e. x ∈ O.
Proposition 2.1. For all f , g ∈ L2(O, γd) we have[
TO(t)(fg)
]2 ≤ TO(t)(f2)TO(t)(g2) a.e. in O, and t ≥ 0.
Proof. First we consider f, g ∈ C1ν (O). We fix ε > 0 and we put
vε(t, x) =
√
(TO(t)(f2)(x) + ε) · (TO(t)(g2)(x) + ε).
Notice that vε is well defined since TO(t) is positivity-preserving by Lemma 1.1.
For convenience we set
α = α(t, x) = TO(t)(f2)(x), β = β(t, x) = TO(t)(g2)(x).
Then vε =
√
(α+ ε)(β + ε), and we remark that
Div
ε = Di(
√
(α+ ε)(β + ε)) =
1
2
√
(α+ ε)(β + ε)
((β + ε)Diα+ (α+ ε)Diβ)
moreover
vεt =
∂vε(t, x)
∂t
=
1
2
√
(α+ ε)(β + ε)
(
∂α
∂t
(β + ε) + (α + ε)
∂β
∂t
)
=
1
2
√
(α+ ε)(β + ε)
((β + ε)LOα+ (α+ ε)LOβ).
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Then
LOvε =
d∑
i=1
Diiv
ε − xiDivε =
d∑
i=1
Di(Div
ε)− xiDivε
=
d∑
i=1
Di
(
1
2
√
(α+ ε)(β + ε)
((β + ε)Diα+ (α+ ε)Diβ)
)
+
− xi
(
1
2
√
(α + ε)(β + ε)
((β + ε)Diα+ (α+ ε)Diβ)
)
=
d∑
i=1
−1
4
1
((α+ ε)(β + ε))3/2
((β + ε)Diα+ (α+ ε)Diβ)
2
+
+
1√
(α+ ε)(β + ε)
Diα ·Diβ+
+
1
2
√
(α+ ε)(β + ε)
((β + ε)LOα+ (α + ε)LOβ)
= vεt +
d∑
i=1
−1
4
1
((α+ ε)(β + ε))3/2
[
((β + ε)Diα)
2 + ((α+ ε)Diβ)
2+
+2(α+ ε)(β + ε)Diα ·Diβ] + 1√
(α+ ε)(β + ε)
Diα ·Diβ
= vεt +
d∑
i=1
−1
4
1
((α+ ε)(β + ε))3/2
[
((β + ε)Diα)
2 + ((α+ ε)Diβ)
2
]
+
1
2
√
(α+ ε)(β + ε)(α+ ε)(β + ε)
(β + ε)Diα · (α+ ε)Diβ
= vεt +
d∑
i=1
−1
4
1
((α+ ε)(β + ε))3/2
((β + ε)Diα− (α+ ε)Diβ)2
≤ vεt .
Therefore vεt ≥ LO(vε), vε(0, x) =
√
(f(x)2 + ε)(g(x)2 + ε) and vε satisfies the
Neumann boundary condition, thus for the maximum principle ([2, Proposition
2.1]) we have vε(t, x) ≥ TO(t)[
√
(f2 + ε)(g2 + ε)](x) for all for all x ∈ O, t ≥ 0
and all ε > 0, that is
TO(t)(
√
(f(x)2 + ε)(g(x)2 + ε))(x) ≤
√
(TO(t)(f2)(x) + ε) · (TO(t)(g2)(x) + ε).
Taking the L2-limit as ε→ 0+ we obtain
TO(t)(|fg|)(x) ≤
√
TO(t)(f2)(x) · TO(t)(g2)(x)
for all x ∈ O, t ≥ 0 and f , g ∈ C1ν (O). Now if f , g ∈ L2(O, γd) there exist {fn},
{gn} ⊂ C1ν (O) such that fn → f and gn → g in L2(O, γd). For subsequences
{fnk}, {gnk} we have
TO(t)(|fnkgnk |)→ TO(t)(|fg|) a.e. in O
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and again, up to subsequences we have
TO(t)
(
f2nk
)→ TO(t)(f2) a.e. in O,
TO(t)
(
g2nk
)→ TO(t)(g2) a.e. in O.
Therefore
TO(t)(|fg|)(x) = lim
k→∞
TO(t) (|fnkgnk |) (x)
≤ lim
k→∞
√
TO(t)
(
f2nk
)
(x) · TO(t) (g2nk) (x)
=
√
TO(t)(f2)(x) · TO(t)(g2)(x)
for a.e. x ∈ O.
3 The Ornstein-Uhlenbeck operator in infinite di-
mension
The following lemma will be used several times, the proof is easy and it is left
to the reader.
Lemma 3.1. If u ∈ L2(Ω, γ) and∫
Ω
uϕ|Ω dγ ≤ 0, ∀ϕ ∈ FCb(X), ϕ ≥ 0,
then u ≤ 0 a.e. in Ω.
For the next proof we will use the approximating sequence of cylindrical
open convex sets {Ωn}n defined in [9]: for each n ∈ N, Ωn = pi−1n (On) (see
[9, Proposition A.5]), where On is an open smooth convex subset of a finite
dimensional subspace Fn ⊂ H , of dimension j = j(n), moreover Fn ⊂ Fn+1 for
all n ∈ N. Let {hi}i∈N be an orthonormal basis of the Cameron-Martin space
H such that
Fn = span{h1, . . . , hj(n)}.
The map pin : X → Fn is the finite dimensional projection defined by
pin(x) =
j(n)∑
i=1
ĥi(x)hi.
Moreover Ωn+1 ⊂ Ωn, ∂On is smooth, Ω ⊂ Ωn and we have
Ω =
⋂
n∈N
Ωn, γ(∂Ω) = γ(∂Ωn) = 0, and γ
(⋂
n∈N
Ωn\Ω
)
= 0.
Let L(n) : D(L(n)) → L2(Ωn, γ) be the self-adjoint operator associated to
the quadratic form (4) with Ω = Ωn, and D(L(n)) is defined by (5) with Ω = Ωn.
Let (T (n)(t))t≥0 be the semigroup generated by L(n) in L2(Ωn, γ).
We recall the Proposition 3.3 proved in [9]:
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Proposition 3.1. For any f ∈ L2(X, γ) and any λ ∈ C\(−∞, 0],
lim
n→∞
(
R(λ, L(n))(f|Ωn)
)
= R(λ, LΩ)(f|Ω) in W
1,2(Ω, γ),
and
lim
n→∞
(T (n)(t)u|Ωn)|Ω = T
Ω(t)u|Ω in W
1,2(Ω, γ)
for any u ∈ L2(X, γ) and t > 0.
Fix n ∈ N, let q ∈ N with q ≥ j(n) = dimFn and let G = span{h1, . . . , hq}.
Let piG : X → G be the finite rank projection defined by
piGx =
q∑
i=1
ĥi(x)hi.
We denote by γG the induced measure γ ◦ pi−1G in G. If G is identified with
Rq through the isomorphism x 7→ (ĥ1(x), . . . , ĥq(x)) for x ∈ G, then γG is the
standard Gaussian measure in Rq. Setting d = q− dimFn, let O := On×Rd so
that piG(Ωn) = O; we remark that O is an open convex subset of G. Let LG be
the Ornstein-Uhlenbeck operator defined by (4) with Ω = O and γ = γG and
let TG(t) be the associated semigroup.
Lemma 3.2. If w ∈ D(LG) then the map x 7→ w(piG(x)) belongs to D(L(n))
and
L(n)(w ◦ piG) = (LGw) ◦ piG.
Proof. We show that there exists f ∈ L2(Ωn, γ) such that, given ϕ ∈W 1,2(Ωn, γ)
we have ∫
Ωn
〈∇Hw(piG(x)),∇Hϕ(x)〉Hγ(dx) =
∫
Ωn
f(x)ϕ(x)γ(dx). (13)
We remark that
〈∇Hw(piG(x)),∇Hϕ(x)〉H =
q∑
i=1
∂w
∂ξi
(piG(x))
∂ϕ
∂hi
(x)
Moreover ϕ(x) = ϕ(piG(x)+(I−piG)(x)), the space X can be split asX = G×G˜
where G˜ = (I − piG)(X) and also γ = γG⊗ γG˜ where γG˜ = γ ◦ (I − piG)−1). Let
ξ ∈ Rq and let
gy(ξ) := ϕ(ξ1h1 + . . .+ ξqhq + y), y ∈ G˜
then∫
Ωn
〈∇Hw(piG(x)),∇Hϕ(x)〉Hγ(dx)
=
∫
Ωn
q∑
i=1
∂w
∂ξi
(piG(x))
∂ϕ
∂hi
(piG(x) + (I − piG)(x))γ(dx)
=
∫
G˜
∫
O
q∑
i=1
∂w
∂ξi
(ξ)
∂gy
∂ξi
(ξ)γG(dξ) γG˜(dy)
= −
∫
G˜
∫
O
LGw(ξ)gy(ξ)γG(dξ) γG˜(dy) = −
∫
Ωn
(LGw)(piG(x))ϕ(x)γ(dx).
Then w ◦ piG ∈ D(L(n)) and L(n)(w ◦ piG) = (LGw) ◦ piG.
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Lemma 3.3. Let v˜ ∈ C∞b (G). Then the function defined by
g(t)(x) := TG(t)v˜|O(piG(x)), t > 0, x ∈ Ωn
belongs to C((0,∞);D(L(n))).
Proof. By Lemma 3.2 it follows that g(t) ∈ D(L(n)) for all t > 0. Let us prove
that g is continuous at t0 > 0. For t > 0 we have∫
Ωn
|g(t)(x) − g(t0)(x)|2γ(dx)
=
∫
Ωn
|TG(t)v˜|O(piG(x)) − TG(t0)v˜|O(piG(x))|2γ(dx)
=
∫
O
|TG(t)v˜|O(ξ)− TG(t0)v˜|O(ξ)|2γG(dξ)
that goes to zero as t→ t0 thanks to the strong continuity of TG(t) in L2(O, γG).
Moreover∫
Ωn
|L(n)g(t)(x)− L(n)g(t0)(x)|2γ(dx)
=
∫
Ωn
|L(n)TG(t)v˜|O(piG(x)) − L(n)TG(t0)v˜|O(piG(x))|2γ(dx)
=
∫
O
|LGTG(t)v˜|O(ξ)− LGTG(t0)v˜|O(ξ)|2γG(dξ)
that goes to zero as t→ t0 since t 7→ TG(t)v˜ belongs to C((0,∞), D(LG)). Then
g ∈ C((0,∞), D(L(n))).
Theorem 3.1. For all f ∈W 1,2(Ω, γ) and all t ≥ 0 we have
|∇HTΩ(t)f |H ≤ e−tTΩ(t)|∇Hf |H a.e. on Ω. (14)
Proof. First we prove that (14) holds true for the restriction to Ω of any cylin-
drical regular function. Let f ∈ FC∞b (X) and ϕ ∈ FCb(X) with ϕ ≥ 0. Then
f(x) = v(l1(x), . . . , lk(x))
ϕ(x) = w(lk+1(x), . . . , lk+m(x))
with li ∈ X∗, v ∈ C∞b (Rk) and w ∈ Cb(Rm), w ≥ 0. We want to estimate the
integral ∫
Ωn
ϕ(x)|∇HT (n)(t)f|Ωn(x)|Hγ(dx).
Let G := span{Fn, Rγ(l1), . . . , Rγ(lk+m)}. Then G is a subspace of H of dimen-
sion q ≤ n + k +m; setting d = q − dimFn let O := On × Rd. Let {ĥi}qi=1 be
an orthonormal basis of G such that {ĥ1, . . . , ĥj} is an orthonormal basis of Fn
if dimFn = j.
Finally we write:
f(x) = v˜(piG(x))
ϕ(x) = w˜(piG(x))
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where v˜ ∈ C∞b (G), w˜ ∈ Cb(G).
Now we prove that
(T (n)(t)f|Ωn)(x) = T
G(t)v˜|O(piG(x)) := g(t)(x) t > 0, x ∈ Ωn. (15)
We know that the function t 7→ TG(t)v˜|O belongs to C([0,∞) ;L2(O, γG)) ∩
C1((0,∞);L2(O, γG))∩C((0,∞);D(LG)) and it is the unique classical solution
of {
u′(t) = LGu(t), t > 0
u(0) = v˜|O
in the space L2(O, γG). Then for fixed t0 ∈ [0,+∞) we have∫
Ωn
|g(t)(x) − g(t0)(x)|2γ(dx)
=
∫
Ωn
|TG(t)v˜|O(piG(x)) − TG(t0)v˜|O(piG(x))|2γ(dx)
=
∫
O
|TG(t)v˜|O(ξ)− TG(t0)v˜|O(ξ)|2γG(dξ)
that goes to zero for t → t0 thanks to the strong continuity of TG(t) in
L2(O, γG). Let us prove the differentiability of g at t0 ∈ (0,+∞). For any
t such that t+ t0 > 0 we have∫
Ωn
∣∣∣∣g(t+ t0)(x) − g(t0)(x)t − LGTG(t0)v˜|O(piG(x))
∣∣∣∣2 γ(dx)
=
∫
Ωn
∣∣∣∣∣TG(t+ t0)v˜|O(piG(x))− TG(t0)v˜|O(piG(x))t − LGTG(t0)v˜|O(piG(x))
∣∣∣∣∣
2
γ(dx)
=
∫
O
∣∣∣∣∣TG(t+ t0)v˜|O(ξ)− TG(t0)v˜|O(ξ)t − LGTG(t0)v˜|O(ξ)
∣∣∣∣∣
2
γG(dξ)
which tends to zero as t → 0. Then g′(t0) = LGTG(t0)v˜|O(piG(·)). Moreover g′
is continuous with values in L2(Ωn, γ) at any t0 > 0 since∫
Ωn
|g′(t)(x) − g′(t0)(x)|2γ(dx)
=
∫
Ωn
|LGTG(t)v˜|O(piG(x)) − LGTG(t0)v˜|O(piG(x))|2γ(dx)
=
∫
O
|LGTG(t)v˜|O(ξ)− LGTG(t0)v˜|O(ξ)|2γG(dξ)
that goes to zero as t→ t0. By Lemma 3.3, g ∈ C((0,∞);D(L(n))) and
g′(t) = LG(TG(t)v˜|O)(piG(x)) = L
(n)(TG(t)v˜|O(piG(x))) = L
(n)g(t), t > 0.
Moreover
g(0) = TG(0)v˜|O(piG(x)) = v˜|O(piG(x)) = f(x)|Ωn .
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Therefore g is a classical solution to{
g′(t) = L(n)g(t), t > 0
g(0) = f|Ωn ,
in L2(Ωn, γ), so that g(t) = T (n)(t)f|Ωn and (15) is proved.
Now using Lemma 2.4 we have:∫
Ωn
ϕ(x)|∇HT (n)(t)f|Ωn(x)|Hγ(dx)
=
∫
Ωn
w˜(piG(x))|∇HTG(t)(v˜|O)(piG(x))|Hγ(dx)
=
∫
O
w˜(ξ)|∇TG(t)(v˜|O)(ξ)|γG(dξ)
≤
∫
O
w˜(ξ)e−tTG(t)|∇(v˜|O)(ξ)|γG(dξ)
=
∫
Ωn
w˜(piG(x))e
−tTG(t)|∇H(v˜|O)(piG(x))|Hγ(dx)
=
∫
Ωn
ϕ(x)e−tT (n)(t)|∇Hf|Ωn(x)|Hγ(dx).
Therefore for every f ∈ FC∞b (X) and ϕ ∈ FCb(X), ϕ ≥ 0 and every n we
have∫
Ωn
ϕ(x)|∇HT (n)(t)f|Ωn(x)|Hγ(dx) ≤
∫
Ωn
ϕ(x)e−tT (n)(t)|∇Hf|Ωn(x)|Hγ(dx).
Now thanks to Proposition 3.1 we can take the limit as n→∞ obtaining∫
Ω
ϕ(x)|∇HTΩ(t)f|Ω(x)|Hγ(dx) ≤
∫
Ω
ϕ(x)e−tTΩ(t)|∇Hf|Ω(x)|Hγ(dx)
and by Lemma 3.1
|∇HTΩ(t)f|Ω(x)|H ≤ e−tTΩ(t)|∇Hf|Ω(x)|H for a.e. x ∈ Ω.
If f ∈ W 1,2(Ω, γ) then there exists {fn} ∈ FC∞b (X) such that fn|Ω → f in
W 1,2(Ω, γ); along a subsequence {fnk} we have
lim
k→∞
|∇HTΩ(t)fnk(x)|H = |∇HTΩ(t)f(x)|H a.e. in Ω
and again up to a subsequence we have
lim
k→∞
TΩ(t)|∇Hfnk(x)|H = TΩ(t)|∇Hf(x)|H a.e. in Ω.
Therefore
|∇HTΩ(t)f(x)|H = lim
k→∞
|∇HTΩ(t)fnk(x)|H
≤ lim
k→∞
e−tTΩ(t)|∇Hfnk(x)|H = e−tTΩ(t)|∇Hf(x)|H
for a.e. x ∈ Ω.
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Proposition 3.2. For all f , g ∈ L2(Ω, γ) we have[
TΩ(t)(fg)
]2 ≤ TΩ(t)(f2)TΩ(t)(g2) a.e. in Ω
Proof. As before we consider f, g, ϕ ∈ FCb(X) and using Proposition 2.1 we
prove that∫
Ωn
ϕ(x)[T (n)(t)f(x)g(x)]2γ(dx)
≤
∫
Ωn
ϕ(x)
√
T (n)(t)(f2)(x) · T (n)(t)(g2)(x)γ(dx).
The proof is similar to the previous one. Then taking the limit for n → ∞ we
get∫
Ω
ϕ(x)[TΩ(t)f(x)g(x)]2γ(dx) ≤
∫
Ω
ϕ(x)
√
TΩ(t)(f2)(x) · TΩ(t)(g2)(x)γ(dx).
Since the restrictions to Ω of the functions of FCb(X) are dense in L2(Ω, γ) we
obtain our claim.
Now we prove the Poincaré inequality. We set
mΩ(ϕ) =
1
γ(Ω)
∫
Ω
ϕ dγ, ϕ ∈ L1(Ω, γ).
We recall that if O ⊂ RN is an open convex set then the Poincaré inequality
holds (see Proposition 4.2 in [1]), that is∫
O
|ψ −mO(ψ)|2dγN ≤
∫
O
|∇ψ|2dγN , ∀ψ ∈W 1,2(O, γN ). (16)
Proposition 3.3. For each ϕ ∈W 1,2(Ω, γ) we have∫
Ω
|ϕ−mΩ(ϕ)|2dγ ≤
∫
Ω
|∇Hϕ|2Hdγ (17)
Proof. First we prove that (17) holds for every cylindrical function. Let f ∈
FC1b (X),
f(x) = v(l1(x), . . . , lk(x))
with v ∈ C1b (Rk) and l1, . . . , lk ∈ X∗. Let G := span{Fn, Rγ(l1), . . . , Rγ(lk)}.
Then G is a subspace of H of dimension q ≤ n + k; setting d = q − dimFn let
O := On×Rd. Let {ĥi}qi=1 be an orthonormal basis of G such that {ĥ1, . . . , ĥj}
is an orthonormal basis of Fn if dimFn = j. Then we have
f(x) = ϕ(piG(x)), ϕ ∈ C1b (G),
mΩn(f) =
1
γ(Ωn)
∫
Ωn
f(x) γ(dx) =
1
γG(O)
∫
O
ϕ(ξ) γG(dξ) =: mO,γG(ϕ),
lim
n→∞
mΩn(f) = mΩ(f).
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Applying (16) we obtain∫
Ωn
|f(x)−mΩn(f)|2γ(dx)
=
∫
Ωn
|f(x)−mO,γG(ϕ)|2γ(dx) =
∫
O
|ϕ(ξ) −mO,γG(ϕ)|2γG(dξ)
≤
∫
O
|∇ϕ(ξ)|2γG(dξ) =
∫
Ωn
|∇Hf(x)|2Hγ(dx).
Taking the limit as n→∞ we get∫
Ω
|f(x) −mΩ(f)|2γ(dx) ≤
∫
Ω
|∇Hf(x)|2Hγ(dx).
Let now f ∈ W 1,2(Ω, γ). There exists a sequence {fn} ⊂ FC1b (X) such that
fn|Ω → f in W 1,2(Ω, γ). It follows that∫
Ω
|f −mΩ(f)|2dγ = lim
n→∞
∫
Ω
|fn −mΩ(f)|2dγ
≤ lim
n→∞
∫
Ω
|∇Hfn|2Hdγ =
∫
Ω
|∇Hf |2Hdγ.
The Poincaré inequality (17) implies that if ∇Hϕ vanishes in Ω, then ϕ is
equal to a constant a.e. in Ω. By the definition of LΩ, this implies that the
kernel of LΩ consists of constant functions. As a consequence of the Poincaré
inequality other spectral properties of LΩ follow.
Proposition 3.4. For all ϕ ∈ L2(Ω, γ) we have
‖TΩ(t)ϕ−mΩ(ϕ)‖L2(Ω,γ) ≤ e−t‖ϕ‖L2(Ω,γ), t > 0, (18)
and consequently
σ(LΩ)\{0} ⊂ {λ ∈ C : ℜ(λ) ≤ −1}. (19)
Proof. Let f ∈ D(LΩ) be such that mΩ(f) = 0. By using (17) we get∫
Ω
LΩf · fdγ = −
∫
Ω
〈∇Hf,∇Hf〉Hdγ = −
∫
Ω
|∇Hf |2Hdγ ≤ −‖f‖2L2(Ω,γ).
For every ϕ ∈ L2(Ω, γ), mΩ(ϕ) = 0, TΩ(t)ϕ ∈ D(LΩ) for t > 0. Therefore
d
dt
‖TΩ(t)ϕ‖2L2(Ω,γ) = 2
∫
Ω
LΩTΩ(t)ϕ TΩ(t)ϕ dγ ≤ −2‖TΩ(t)ϕ‖2L2(Ω,γ), t > 0.
It follows that
‖TΩ(t)ϕ‖2L2(Ω,γ) ≤ e−2t‖ϕ‖2L2(Ω,γ), t > 0. (20)
Let now ϕ ∈ L2(Ω, γ). Then∫
Ω
|TΩ(t)ϕ−mΩ(ϕ)|2dγ =
∫
Ω
|TΩ(t)(ϕ−mΩ(ϕ))|2dγ ≤ e−2t
∫
Ω
|ϕ−mΩ(ϕ)|2
= e−2t
(∫
Ω
|ϕ|2dγ − γ(Ω)[mΩ(ϕ)]2
)
≤ e−2t
∫
Ω
|ϕ|2dγ.
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Note that ϕ 7→ mΩ(ϕ) is the orthogonal projection on Ker(LΩ). Splitting
L2(Ω, γ) = Ker(LΩ) ⊕ (Ker(LΩ))⊥, TΩ(t) maps (Ker(LΩ))⊥ = Ker(mΩ) into
itself and the infinitesimal generator of the restriction of TΩ(t) to (Ker(LΩ))⊥
is the part L0 of LΩ in (Ker(LΩ))⊥. By (20), the spectrum of L0 is contained
in {λ ∈ C : Re(λ) ≤ −1}. Since the spectrum of LΩ consists of the spectrum
of L0 plus the eigenvalue 0, (19) follows.
Now we have all the ingredients to prove the logarithmic Sobolev inequality
by using the Deuschel-Strook’s method. We write down the proof for the reader’s
convenience.
Proposition 3.5. For all f ∈ W 1,2(Ω, γ) we have∫
Ω
f2 log(|f |)dγ ≤
∫
Ω
|∇Hf |2Hdγ + ‖f‖2L2(Ω,γ) log(‖f‖L2(Ω,γ)). (21)
Proof. First we assume that f ∈ FC1b (Ω) and f ≥ c > 0 in Ω. Setting ϕ = f2
we have
∇Hf = 1
2
∇Hϕ√
ϕ
so (21) is equivalent to∫
Ω
ϕ log(ϕ)dγ −
∫
Ω
ϕdγ log
(∫
Ω
ϕdγ
)
≤ 1
2
∫
Ω
1
ϕ
|∇Hϕ|2Hdγ.
We remark that
d
dt
∫
Ω
TΩ(t)(ϕ) log(TΩ(t)(ϕ))dγ =
∫
Ω
LΩTΩ(t)(ϕ) log(TΩ(t)(ϕ))dγ
+
∫
Ω
LΩTΩ(t)(ϕ)dγ.
The second term vanishes by the invariance of γ, while for the first we recall
that ∫
Ω
(LΩψ)g(ψ)dγ = −
∫
Ω
g′(ψ)|∇Hψ|2Hdγ
with g(ξ) = log ξ and ψ = TΩ(t)ϕ. Hence
d
dt
∫
Ω
TΩ(t)(ϕ) log(TΩ(t)(ϕ))dγ = −
∫
Ω
1
TΩ(t)(ϕ)
|∇HTΩ(t)(ϕ)|2dγ.
Since
(|∇HTΩ(t)(ϕ)|H )2 ≤
(
e−tTΩ(t)|∇H(ϕ)|H
)2
and(
TΩ(t)|∇H(ϕ)|H
)2
=
[
TΩ(t)
(√
ϕ
|∇Hϕ|H√
ϕ
)]2
≤ TΩ(t)(ϕ)TΩ(t)
( |∇Hϕ|2H
ϕ
)
,
we have
d
dt
∫
Ω
TΩ(t)(ϕ) log(TΩ(t)(ϕ))dγ ≥ −e−2t
∫
Ω
TΩ(t)
( |∇Hϕ|2H
ϕ
)
dγ
= −e−2t
∫
Ω
|∇Hϕ|2H
ϕ
dγ.
(22)
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We recall that, by (17),
lim
t→∞
TΩ(t)ϕ = mΩ(ϕ), in L2(Ω, γ).
Then
lim
t→∞
∫
Ω
| log(TΩ(t)ϕ) − log(mΩϕ)|2dγ = 0
indeed by assumption, we have that ϕ ≥ c2 and, by Lemma 1.1, follows that
TΩ(t)ϕ ≥ c2. Moreover mΩ(ϕ) ≥ c2, and
∣∣log(TΩ(t)ϕ)− log(mΩ(ϕ))∣∣ =
∣∣∣∣∣
∫ mΩ(ϕ)
TΩ(t)ϕ
1
s
ds
∣∣∣∣∣
≤ 1
min{TΩ(t)ϕ,mΩ(ϕ)} |T
Ω(t)ϕ−mΩ(ϕ)|
≤ 1
c2
|TΩ(t)ϕ−mΩ(ϕ)|.
Then
lim
t→∞
∫
Ω
TΩ(t)(ϕ) log(TΩ(t)(ϕ))dγ = mΩ(ϕ) log (mΩ(ϕ))
Integrating (22) with respect to t between 0 and ∞ we get
mΩ(ϕ) log (mΩ(ϕ)) −
∫
Ω
ϕ log(ϕ)dγ ≥ −1
2
∫
Ω
|∇Hϕ|2H
ϕ
dγ.
Now let f ∈ W 1,2(Ω, γ) and f ≥ 0 a.e. in Ω. Then there exists a sequence
{fn} ⊂ FC1b (Ω) such that fn ≥ 1/n and fn → f in W 1,2(Ω, γ) and almost
everywhere. Since t2 log(t) > −1 for all t > 0, we can apply the Fatou’s lemma
and obtain∫
Ω
f2 log(f)dγ ≤ lim
n→∞
∫
Ω
f2n log(fn)dγ
≤ lim
n→∞
[∫
Ω
|∇Hfn|2Hdγ + ‖fn‖2L2(Ω,γ) log(‖fn‖L2(Ω,γ))
]
=
∫
Ω
|∇Hf |2Hdγ + ‖f‖2L2(Ω,γ) log(‖f‖L2(Ω,γ)).
For a general f ∈ W 1,2(Ω, γ), (21) follows from the fact that |f | ∈ W 1,2(Ω, γ)
and |∇H |f ||H = |∇f |H almost everywhere.
Remark 3.1. The Logarithmic-Sobolev inequality allows to prove an interesting
property of the spaceW 1,2(Ω, γ), namely if f ∈ W 1,2(Ω, γ) and v is a measurable
function with |v(x)| ≤ k(‖x‖X + 1) for some k > 0 and for a.e. x ∈ Ω, then
fv ∈ L2(Ω, γ). To this aim we recall that, by the Fernique Theorem [7], there
exists a constant α > 0 such that∫
X
eα‖x‖
2
Xdγ <∞.
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Fix c < α/4. Then we have∫
Ω
(f(x)v(x))2dγ
≤ k2
∫
Ω
f(x)2(‖x‖X + 1)2dγ ≤ 2k2
∫
Ω
f(x)2‖x‖2Xdγ + 2k2
∫
Ω
f(x)2dγ
= k2
∫
{x∈Ω: c‖x‖2
X
>log |f(x)|}
f(x)2‖x‖2Xdγ
+ k2
∫
{x∈Ω: c‖x‖2
X
≤log |f(x)|}
f(x)2‖x‖2Xdγ + 2k2‖f‖2L2(Ω,γ)
≤ k2
∫
X
‖x‖2X e2c‖x‖
2
Xdγ +
k2
c
∫
Ω
|f(x)|2 log |f(x)|dγ + 2k2‖f‖2L2(Ω,γ)
≤ k2
(∫
X
‖x‖4Xdγ
)1/2(∫
X
e4c‖x‖
2
Xdγ
)1/2
+
k2
c
∫
Ω
|f(x)|2 log |f(x)|dγ + 2k2‖f‖2L2(Ω,γ)
≤ C + k
2
c
(∫
Ω
|∇Hf |2Hdγ + ‖f‖2L2(Ω,γ) log(‖f‖L2(Ω,γ))
)
+ 2k2‖f‖2L2(Ω,γ),
that is fv ∈ L2(Ω, γ). The above estimate shows that the functional Λv : f 7→
fv, maps bounded subsets of W 1,2(Ω, γ) into bounded subsets of L2(Ω, γ); this
implies that Λv is continuous.
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