Abstract. Multigrid algorithms are developed to solve the discrete systems approximating the solutions of operator equations involving pseudo-di erential operators of order minus one. Classical multigrid theory deals with the case of di erential operators of positive order. The pseudo-di erential operator gives rise to a coercive form on H ?1=2 ( ). E ective multigrid algorithms are developed for this problem. These algorithms are novel in that they use the inner product on H ?1 ( ) as a base inner product for the multigrid development. We show that the resulting rate of iterative convergence can, at worst, depend linearly on the number of levels in these novel multigrid algorithms. In addition, it is shown that the convergence rate is independent of the number of levels (and unknowns) in the case of a pseudo-di erential operator de ned by a single layer potential. Finally, the results of numerical experiments illustrating the theory are presented.
The goal of this paper is to develop a technique for de ning and analyzing multigrid algorithms for solving equations which involve discretizations of pseudo-di erential operators of negative order. Standard multilevel methods most often apply to discretizations of di erential operators of positive order (cf. 1 
]{ 4], 7]{ 9], 16], 17]).
Let be a polygonal domain in R 2 . For nonnegative real s, let H s ( ) denote the Sobolev space of real valued functions with norm k k s (see, 14] ). In addition, we shall use Sobolev spaces of negative index. For the purpose of this paper, we shall de ne H ?1 ( ) to be the set of distributions for which the norm kvk ?1 = sup 2H 1 ( ) (v; ) k k 1 is nite. Here ( ; ) denotes the inner product in L 2 ( ). For 0 < s < 1, the spaces H ?s ( ) are de ned by the real method (K-method) of interpolation 13] between L 2 ( ) and H ?1 ( ). These spaces are Hilbert spaces and we shall let < ; > ?s be the corresponding inner product.
As a canonical example of a pseudo-di erential operator of negative order, we consider an operator which is de ned in terms of a symmetric bilinear form V( ; ) on H ?1=2 ( ).
We will assume that the above form satis es the following coercivity and boundedness inequalities: (1.1)
Here and in the remainder of this paper, C with or without subscripts denotes a generic positive constant which can take on di erent values in di erent places. These constants will always be independent of mesh sizes and the number of levels in subsequent multigrid schemes. Multigrid schemes will be developed in this paper for the e cient solution of the problem:
Given a bounded linear functional F on H ?1=2 ( ), nd U 2 H ?1=2 ( ) satisfying (1.2) V(U; ) = F( ) for all 2 H ?1=2 ( ):
This problem has a unique solution by the Riesz Representation Theorem.
The basic philosophy of a multigrid/multilevel algorithm is that simple relaxation schemes can be used to reduce the high eigenvalue components of the errors while a coarser grid problem is used to reduced the smooth components. This works very well in the case of di erential operators of positive order since the high eigenvalue components of the differential operator correspond to highly oscillatory components of the error and thus all components are reduced either by smoothing or correction. In contrast, in the case of pseudo-di erential operators of negative order, the high eigenvalue component is smooth and thus neither relaxation nor coarse grid correction reduces the oscillatory components.
The solution to the above problem is to use a base inner product which corresponds to a weaker norm than that induced by the form V( ; ). We use the norm in H ?1 ( ).
This e ectively changes the relationship between eigenvalues and eigenvectors so that the eigenvectors with large eigenvalues correspond to highly oscillatory components in the eigenspace decomposition.
Smoothers for the multigrid algorithm are developed in terms of discrete inner products which are equivalent to the inner product in H ?1 ( ) on the respective subspaces. The discrete inner products are de ned in Section 3 in terms of a discretization of a second order problem. The use of smoothers involving di erences for this type of problem was suggested earlier in 12] although no supporting theory was included.
There are three basic theories for providing estimates for V-cycle multigrid algorithms. The rst is the so called \regularity and approximation theory" and provides estimates as long as elliptic regularity results are available for the underlying operator V 2], 3]. The second theory requires the weakest hypotheses but gives rise to estimates which depend on the number of levels in the multigrid algorithm 7]. The third theory does not require elliptic regularity and often leads to uniform estimates on the rate of iterative convergence 4].
We prove the conditions required for the application of the \no-regularity" theory of 7] in Section 4 provided that (1.1) holds. In Section 5, we reduce to the case when the form V is given by the single layer potential The assumption on k implies that
The inequality (2.4) shows that the smoothing operator is properly scaled 3]. In addition, k should be bounded by a xed multiple of k . In standard applications, it is often more e ective to use smoothers de ned by variations of Gauss-Seidel iterative methods 5]. However, in the case of the integral equation application of this paper, Gauss-Seidel smoothing is inappropriate whereas the smoother de ned by (2.3) is both computable and theoretically justi ed.
The multigrid algorithm is de ned in terms of a sequence of operators B k : M k 7 ! M k which \approximately" invert V k . The following algorithm provides the simplest V-cycle algorithm. (1) Set (2.5) x 1 = R k g: (2) De ne x 2 = x 1 + q where q = B k?1 P k?1 (g ? V k x 1 ):
The multigrid algorithm is presented this way for theoretical purposes. Even though the use of the inner product on H ?1 ( ) is often not computationally feasible, it is possible to implement the above algorithm in practice provided that the inner products ; ] k are appropriately de ned. These inner products are de ned in Section 3. They are critical from both the theoretical and implementation points of view. The concrete realization of the algorithm in terms of matrices is also given in Section 3.
The rst and last step in the above algorithm correspond to smoothing. The second step is the coarser grid correction step. More general versions of this algorithm involving increased smoothing on the various levels as well as more iterations in the coarser grid step with B j de ned by Algorithm 2.1. Thus, our algorithm is the usual symmetric V-cycle multigrid algorithm described in a notation which is convenient for our analysis. Note that B k is clearly a linear operator for each k.
Nonsymmetric cycling algorithms are de ned by avoiding Steps 1 or 3 (cf. 3]). Both the symmetric and nonsymmetric versions are covered by the analysis to be presented. The symmetric operator B j given above can also be used as a preconditioner in, for example, the conjugate gradient algorithm. We de ne the discrete inner products ; ] k used in the de nition of the smoothing operators in this section. As we shall see, there are two distinct cases depending on whether the functions in M k are continuous or not. The discrete inner product will always be de ned in terms of a di erence operator A k : M k 7 ! M k .
We shall only consider multigrid algorithms for nite element approximations to (1.2) in this paper. Because the form V( ; ) is so weak, the nite element approximation subspaces need only be in H ?1=2 ( ). However, for simplicity, we shall rst consider the case when M k consists of continuous piecewise linear nite element functions.
To this end, we start with a coarse triangulation f i 0 g of . Assuming that f i k?1 g has been de ned, the ner triangulation f i k g is de ned by breaking each triangle in f i k?1 g into four by connecting the midpoints of the sides. The space M k , for k = 0; : : : ; j, is de ned to be the set of functions which are piecewise linear with respect to f i k g and continuous on .
To avoid the inversion of Gramm matrices in the multigrid implementation, we next consider a diagonal inner product approximating the L 2 ( ) inner product on the subspace. Let ( ; ) k be de ned for v 2 M k by
Here j i k j denotes area of i k and fx The operator A k is clearly symmetric (in both the A( ; ) and ( ; ) k inner products) and positive de nite. In this case, the discrete inner product used in the multigrid algorithm is de ned by (3.5) u; v] k = (A ?1 k u; v) k for all u; v 2 M k :
As we shall see later, the implementation of the multigrid algorithm using this discrete inner product only requires the evaluation of the action of A k (not A ?1 k ). The next lemma shows that the norm corresponding to this inner product is uniformly equivalent to the norm in H ?1 ( ). The constant C 2 is independent of k. We note that 
Let be in M k . We de ne a shifted rectangular mesh f~ i k g by connecting the centers of the original rectangles and denote by k , the union of the shifted rectangles contained in . Note that k di ers from by a strip of width h k =2. Let denote the function which is continuous on k , piecewise bilinear with respect to the shifted rectangles, and interpolates on the vertices of the shifted rectangles. We extend to all of in a piecewise bilinear fashion. For example, the bilinear function on the shifted triangle~ i k in Figure 1 is extended bilinearly into the shaded region. This extension is also denoted by . It is easy to see that 2 H 1 ( ) and furthermore, it is elementary to see that
for all 2 M k . Local extension regions.
We now prove the upper bound of (3.6). By (3.18), This proves (3.20) and hence completes the proof of the lemma. We now present the matrix form of Algorithm 2.1 since this elucidates its computational implementation. A common notation for the two cases can be developed if we de ne ( ; ) k = ( ; ) in the case when M k consists of discontinuous constants.
We shall use a bar for denoting matrices and vectors. Let n k = dim(M k ) and f l k g n k l=1
be the natural basis functions for M k . Note that by scaling the basis functions, we may assume that ( i k ; l k ) k = il , where il is the Kronecker Delta. Here u is the vector of coe cients in the expansion of the function u in the basis f i j g and F is the vector fF( i j )g.
We consider the matrix operator B j de ned by the following algorithm. As we shall see in the subsequent proposition, this algorithm provides a concrete realization of the operator B j . To compare the results of the second steps of the algorithms, we note that the previous Such a bound implies that the corresponding preconditioned conjugate gradient iteration also converges rapidly. Remark 4.2: There is no problem extending the results of this section to the case when consists of a union of polygonal faces and forms the boundary of a domain in R 3 .
5. The case of a single layer potential.
In this section, we consider the case when the form V is de ned from the single layer The above norms denote the norms in H s (S) and H s+1 (S). The following lemma will be critical in the analysis provided in the remainder of this section. Its proof will be given at the end of this section. The domain can be extended to be the smooth boundary of a bounded domain in R 3 .
We shall denote this extended surface by S. The above inequality must be proved for l k and some < 1 not depending on l, k, or j. We rst note that We consider the case when the subspaces are given by piecewise constant functions on a rectangular mesh. Let m k = 2 k+1 and de ne the k'th mesh by partitioning the domain into m k m k square subdomains of side length 1=m k . The approximation space M k is de ned to be the set of functions which are picewise constant with respect to this mesh. Equations involving B 0 are solved exactly.
Because of the fact that the mesh lines are parallel to the x and y axes, the integrals required for the entries of the matrix V k can be computed analytically. Moreover, since V k is translationally invariant, its action can be computed in O(kn k ) operations by use of the fast discrete Fourier transform 6].
We will present results using the multigrid operator as a preconditioner in a preconditioned conjugate gradient iteration. One factor which can be used to interpret the e ciency of the proposed iterative scheme is the number of iterations required to achieve a certain accuracy. Let NI be the number of steps required to reduce the initial error by the factor of 10 ?6 , i.e. We compare two iterative schemes for computing the solution of (3.23). The rst is the conjugate gradient algorithm using the multigrid preconditioner of Algorithm 3.1. The second is the conjugate gradient algorithm (CG) applied directly to (3.23). In Tables   6.1 and 6 .2, we report the condition numbers, ( B j V j ) and ( V j ) respectively and the number of iterative steps required to satisfy the condition (6.1). The use of the multigrid preconditioner results in signi cant improvements in both the condition number as well as the number of iterations required to satisfy (6.1). Note the condition numbers in Table  6 .1 appear bounded. This is in agreement with the theoretical results of Theorem 5.1. 
