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Important acronyms and symbols
CDT coherent destruction of tunneling (see chapter 4)
I–V current–voltage
PAT photon-assisted tunneling (see chapter 6)
RWA rotating-wave approximation (see chapter 4)
TLS two-level system (see chapter 5)
n index of wire site (n = 1, . . . ,N)
` lead index (` = L: left, ` = R: right)
n` wire site connected to lead ` (nL = 1, nR = N)
α, β indices of Floquet state
k sideband/Fourier index
Ω angular frequency of driving field
T driving period (= 2pi/Ω)
∆ tunneling matrix element of adjacent wire sites
c†n, cn creator and annihilator of wire electron in site n
c†q`, cq` creator and annihilator of lead electron
|n〉 wire site, orbital (n = 1, . . . ,N)
|χα(t)〉, |φα(t)〉 Floquet states, Floquet modes
eα − ih¯γα complex quasienergy
v
Important acronyms and symbols
G(t, t′) retarded Green function
G(k)(e) Fourier coefficient of retarded Green function
Σ imaginary part of self-energy
Γ` (e) spectral density of lead `
ξ`(e) noise operator of lead `
f (e) Fermi function (= [1+ exp(e/kBT)]−1)
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1. Introduction
The development in chip technology over the past 50 years has been truly
breathtaking. As a consequence of the ongoing miniaturization, we have
reached a situation where the fabrication of integrated circuits based on
complementary metal oxide semiconductors (CMOS) encounters severe lim-
itations. The structure size of the next chip generation expected in 2007 will
be 45 nm with a gate oxide that is only three atoms thick. Pursuing the top-
down approach further by manufacturing with the help of lithography even
smaller structures, undesirable quantum mechanical effects like tunneling
start to play a decisive role. The tunneling of electrons results in consider-
able leakage currents which is one of the main issues in microelectronics
nowadays (Narendra and Chandrakasan, 2005).
A conceptually different idea is the bottom-up method approaching from
the other side: Atoms or molecules constitute the functional units of inte-
grated circuits at the nanoscale. This idea initiated the field of molecular
electronics. A milestone of molecular electronics is the paper by Aviram
and Ratner (1974) in which they suggested electrical rectification by a sin-
gle molecule with suitable asymmetry. One of the first experiments in the
field has been performed by Mann and Kuhn (1971) who studied the trans-
port through alkane chains in ordered Langmuir-Blodgett monolayers. The
Langmuir-Blodgett technique and self-assembly are by now a standard way
to form a monolayer of molecules on a surface (Ulman, 1991). By sandwich-
ing such a film between metal electrodes, a rectification effect characterized
by an asymmetric current–voltage curve has been observed (Geddes et al.,
1992; Metzger et al., 1997). Meanwhile, there exists a rich variety of molecu-
lar rectifiers (for an exhaustive survey see Metzger, 2003).
All the measurements discussed so far have in common that presumably
many molecules are involved in the electron transfer. A very elegant way for
probing conductance through single molecules is the technique of mechan-
1
1. Introduction
ically controllable break-junctions which has been developed in the context
of atomic point-contact experiments (for a recent review see Agraït et al.,
2003). The first experiment of this kind by Reed et al. (1997) used molecules
bonding via thiol groups to the gold electrodes of an open break-junction.
They concluded from conductance measurements that the number of active
molecules could be as few as one. A similar but more systematic and clear-
cut experiment has been performed by Reichert et al. (2002, 2003) using
both a symmetric and an asymmetric molecule. The symmetry properties of
the sample are reflected in the current–voltage characteristics. This as well
as the sample to sample fluctuations in the conductance clearly pointed at
transport mediated by an individual molecule. A large number of review
articles, special issues and books on the topic of molecular electronics have
been published recently (Joachim et al., 2000; Hänggi et al., 2002; Heath and
Ratner, 2003; Nitzan and Ratner, 2003; Cuniberti et al., 2005).
The investigation of transport phenomena in such nanoscale conductors is
a fascinating field. In order to gain a more profound insight into the physics
at work, the examination of the noise characteristics in small electric con-
ductors proves to be a powerful tool (Blanter and Büttiker, 2000; Beenakker
and Schönenberger, 2003; Kohler et al., 2005). This is best summarized by
the saying of Rolf Landauer: “The noise is the signal.” From an experimen-
tal point of view, an instructive noise signal in nanoconductors is extremely
small and it is a challenging task to detect fluctuations which can be solely
attributed to features of the conductor itself. The mostly undesired back-
ground noise inherent to the measuring apparatus might be of the same
order of magnitude and might even exhibit similar characteristics. Noise in
electrical currents was first discussed by Schottky (1918) for vacuum tubes,
where the current in the device fluctuates due to the stochastic nature of
the electron emission process. This so-called shot noise possesses a spec-
tral density which is proportional to the time-averaged current. However,
if quantum coherence is important for the electrical conduction, then noise
properties different from shot noise are to be expected. Exploring theoreti-
cally the noise behavior of conductors helps to interpret experimental results
and might yield suggestions for improving the setup.
In order to construct useful devices, however, it is not sufficient to have a
2
current flowing through a molecule, but one also needs the ability to control
this current. This can in principle be achieved by the so-called single elec-
tron transistor setup in which a gate electrode is placed close to the molecule.
Applying a gate voltage thus allows influence upon the transport across the
molecule. In more complex circuits, the need for a large number of contacts
or electrodes close to the molecule may constitute a major obstacle. In fact,
already the implementation of a single gate electrode which creates a suffi-
ciently strong field at the molecule is a demanding task (Liang et al., 2002;
Zhitenev et al., 2002; Lee et al., 2003). Therefore, other means of controlling
the current through a nanosystem should be explored.
One possibility is to replace the static field of a gate electrode by a suit-
able external ac field. Recent theoretical work by Lehmann et al. (2003a) has
demonstrated that, by using a coherent monochromatic field, one should in-
deed be able to control the electrical current flowing through a nanosystem
connected to several leads. In the present work, we extend this idea and
investigate the influence of an alternating field in a two-terminal device on
the noise characteristics. The molecule connects the two metallic electrodes
in the manner of the open break-junction experiments. A possible realiza-
tion of those periodically driven systems are molecular wires exposed to
infrared laser excitation. The corresponding experiments are still in their
infancy. Many problems arise resulting from thermal effects both in the elec-
trodes and the tunneling contact (Weber and Würfel, priv. communication).
A more promising approach to conduction experiments in driven nano-
conductors is the implementation of quantum dots. They are often referred
to as artificial atoms (Kastner, 1993; Blick et al., 1996) since the confinement
of the electrons in space leads to the formation of a discrete energy spectrum
resembling that of atoms. Quantum dots can be manipulated in a very con-
trolled way so as to pronounce physical effects of interest. For instance the
coupling to the electrodes can be tailored via the thickness of the tunneling
barriers. Also the level structure within a dot can be readily tuned by means
of appropriate gate voltages.
Very intriguing effects like nonadiabatic electron pumping (Wagner and
Sols, 1999; Levinson et al., 2000) can be observed in coherently coupled dots.
A double lateral quantum dot coupled in series and capacitively driven
3
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by microwaves might be operated as a quantum pump (Oosterkamp et al.,
1998): If no external bias voltage is applied, this ac driven setup yields an
dc current provided that a spatial asymmetry is present. Electron pumps
can be regarded as a mesoscopic realization of the ratchet effect: Counter-
intuitively to the second law of thermodynamics, directed transport occurs
although the net bias of all external forces vanishes (Feynman et al., 1963;
Jülicher et al., 1997; Reimann, 2002; Astumian and Hänggi, 2002). This the-
sis goes beyond existing theoretical studies (Stafford and Wingreen, 1996;
Brune et al., 1997) and explores the shot noise behavior of coupled quantum
dots for nonadiabatic driving.
Based on the idea of Landauer (1957), coherent transport of electrons can
be interpreted as scattering processes across the conducting region. As a
result, the conductance is expressed in terms of transmission probabilities.
The physical understanding of static transport through mesoscopic struc-
tures in terms of quantum mechanical scattering events is well established
(Landauer, 1992; Datta, 1995; Imry, 1997; Imry and Landauer, 1999). We de-
rive a generalized scattering formalism extending the Landauer approach
to periodic time-dependent systems. In particular, our expressions for the
time-averaged current and the current fluctuations are valid for arbitrary
driving frequency and strength and for arbitrary coupling strength of the
nanoscale conductor to the leads. Formal expressions for the current have
been derived for instance by Datta and Anantram (1992) and Jauho et al.
(1994) employing nonequilibrium Keldysh techniques. Unlike these authors,
we will make use of the time-periodicity of the system.
Outline of the present work
This thesis is organized as follows. In chapter 2, the model system is intro-
duced, where the conductor is described in a tight-binding approximation
as a linear chain of orbitals and the terminating sites couple to the metal-
lic leads. The current and the associated noise are computed in terms of
the single-particle Green function, therefore effectively our method is re-
stricted to noninteracting electrons. An efficient method for constructing the
retarded Green function is presented in terms of a Floquet-Green formalism
in chapter 3. In addition, the effect of certain symmetries on the Floquet
4
states is discussed there. We address in chapter 4 the analytical solution of
the time-dependent system at hand in the spirit of a rotating-wave approx-
imation. A particular challenge represents the consistent treatment of the
connecting leads in presence of ac fields. Chapter 5 is dedicated to the shot
noise control in a driven two-level system. This is closely related to the phe-
nomenon of coherent destruction of tunneling which was discussed the first
time for an isolated system by Grossmann et al. (1991) and is briefly recapit-
ulated in the chapter 4. In chapter 6, a realization of a nonadiabatic electron
pump in terms of two coherently coupled quantum dots is presented. In
particular, we study the noise characteristics of the setup aiming for an op-
timization of the system parameters. Appendix A comprises the electronic
transport quantities of particular static tight-binding systems.
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The quantum transport in nanoscale conductors exposed to time-dependent
external fields is of course mainly manifested by the dc current through the
system. Yet, to learn more about the actual nature of transport, the noise
characteristics is even more revealing. In order to account for the symmetry
of the many-particle states of electrons, the transport problem is formulated
in second quantization. Thereby one ensures a consistent and elegant de-
scription to avoid conceptual errors, as for instance not including the Pauli
exclusion principle properly. We will derive explicit expressions for the cur-
rent and the associated noise power in terms of the retarded Green function
by solving the Heisenberg equations of motions for the electron creation and
annihilation operators. The retarded Green function solves the correspond-
ing Schrödinger equation and therefore fully describes the coherent electron
transfer through the nanoconductor. A very important step is the elimina-
tion of the electronic states of the leads. In the reduced system, we account
for the influence of the metallic leads by a self-energy term. The derivation
presented here follows basically the line of reasoning of Kohler et al. (2005)
and Hänggi, Kohler, Lehmann, and Strass (2005).
The intuitive physical picture behind the presented formalism allows one
interpret the transport in terms of inelastic scattering events incorporating
transmission probabilities (Camalet et al., 2003, 2004). At the end, we ar-
rive at an expression for the current which assumes a Landauer-type form,
however, generalized for time-dependent systems and valid beyond the lin-
ear response regime, i.e., for arbitrary driving strength and coupling to the
metallic leads.
In this chapter we make use of the time-periodicity of the driven con-
ductor already to a certain extent. Nonetheless, a practicable form of the
retarded Green function in terms of Floquet states and quasienergies will
not be presented until the next chapter.
7
2. Time-dependent scattering formalism
2.1. The model system
To set the stage, the basic working model is introduced. The central conduct-
ing region referred to as the wire in the following is sandwiched between
two lead contacts. The related time-dependent Hamiltonian can be written
in compact form as
H(t) = Hwire(t) + Hleads + Hcontacts , (2.1)
in which the individual terms describe the driven quantum wire, the elec-
tron reservoirs in the leads, and the coupling of the leads to the wire. To
model for instance the macroscopic contacts of a realistic metal–molecule–
metal junction is a challenging task already (e.g., Yaliraki and Ratner, 1998;
Xue and Ratner, 2003b). Here we focus on phenomena which originate solely
from the driving of the wire itself. Furthermore, no influence of the external
field on the leads is assumed and consequently the time-dependence only
enters via the wire part. For molecular wires which are subject to infrared
laser light, this is a rather crude approximation. At least thermal effects are
to be expected (Weber and Würfel, priv. communication). However, we can
certainly exclude driving-induced photo-electrons stemming from the leads,
since the frequency of a laser in the infrared is below the work function
of common metals. Note that these approximations, related with the leads,
are not an issue for the coupled quantum dots driven by a central ac gate
voltage, as the driving field does not affect the lead contacts.
A further simplification is the disregard of electron–electron interaction,
which is well justified for few electron systems. Also, electron spin is ne-
glected for simplicity assuming for instance the injection of spin polarized
electrons onto the wire. In addition, the wire couples to no other environ-
mental degrees of freedom than the leads.
Within the framework of a tight-binding approximation, the time-depen-
dent wire Hamiltonian consisting of N localized states, each representing a
site, reads
Hwire(t) =
N
∑
n,n′
Hnn′(t)c
†
ncn′ . (2.2)
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Figure 2.1: Driven tight-binding system consisting of N = 5 sites where the uniform
intersite coupling is characterized by the tunneling matrix element ∆. The wire
is attached to the leads described via the coupling constants ΓL and ΓR. A time-
periodic external force acts solely on the wire quantified by the driving with the
angular frequencyΩ and the field strength along the axis of extension. Each site
position is scaled by a factor xn. In addition, a voltage drop V = (µR − µL)/e is
applied.
Depending on the investigated physical system, the matrix elements Hnn′(t)
will be specified in the appropriate sections. Also the localized states re-
flect either molecular orbitals (Hückel model) or discrete states in quantum
dots which can be interpreted as artificial orbitals. The energy diagram of
the paradigmatic model is sketched in Fig. 2.1. The fermion operators cn,
c†n destroy and create, respectively, an electron in the state |n〉. As usual,
these operators obey the anticommutation relations [cn, c†m]+ = δnm and
[cn, cm]+ = [c†n, c†m]+ = 0 implying that the states are mutually orthonor-
mal. Of particular interest is the time-periodicity of the wire Hamiltonian
Hnn′(t) = Hnn′(t+ T ) due to the external alternating field with the angular
frequency Ω = 2pi/T of the driving. It eventually allows applying Floquet
theory for an efficient treatment of the time-dependent problem.
The metallic leads are described as ideal Fermi gases, i.e., noninteracting
9
2. Time-dependent scattering formalism
electrons by means of the Hamiltonian
Hleads =∑
q
∑
`=L,R
eqc†q`cq` , (2.3)
where the operator c†q` and cq` creates and annihilates respectively, an elec-
tron in the lead ` with energy eq. Since the lead states are orthogonal to the
wire states, the anticommutation rules [cn, c†q`]+ = [cq`, c
†
n]+ = 0 hold. Natu-
rally, for the wire states the relations [cq`, c†q′`′ ]+ = δ``′δqq′ and [cq`, cq′`′ ]+ =
[c†q`, c
†
q′`′ ]+ = 0 are fulfilled. To fully specify the dynamics of the system, we
employ as initial conditions for the electrons in the leads a grand-canonical
ensemble at temperature T and with the electro-chemical potentials µL,R.
The uncorrelated lead electrons are described by the equilibrium Fermi func-
tion f`(eq) = {1+ exp[(eq− µ`)/kBT]}−1 which implies at initial time t0 the
density matrix
ρ0 ∝ e−(Hleads−µLNL−µRNR)/kBT . (2.4)
The operator N` = ∑q c†q`cq` counts the electrons in the respective lead. Even-
tually, all expectation values of the lead operators can be traced back to the
expression
〈c†q′`′cq`〉 = δ``′δqq′ f`(eq) . (2.5)
Furthermore, an external bias voltage V is mapped to the difference in chem-
ical potentials of the lead contacts as indicated in Fig. 2.1: V = (µR − µL)/e,
where−e is the electron charge. Note that the case of oscillating bias voltages
in heterostructures is described by our model system (2.1), as well. Camalet
et al. (2004) demonstrated that the resulting time-dependence in the lead
Hamiltonian can be eliminated by a gauge transformation and transformed
to the wire part (2.2).
The terminating orbitals |1〉 and |N〉 couple by means of tunneling matrix
elements Vq` to the state |q`〉 in the respective lead. The Hamiltonian which
mimics this interaction has the form
Hcontacts =∑
q
(
VqLc†qLc1 +VqRc
†
qRcN
)
+H.c. (2.6)
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As mentioned earlier, we do not aim at modeling the rich structure of the
tunneling contacts for molecular junctions. For example Yaliraki et al. (1999)
and Xue and Ratner (2003a) argued that the interface has a rather small im-
pact on the conduction. We therefore use a rate description similar to Fermi’s
golden rule which is well established from tunneling in mesoscopic systems
and we do not care for detailed structure of the contact. The tunneling from
the lead states which are assumed to be dense to the discrete spectrum in
the wire is fully described by the spectral density
Γ` (e) = 2pi∑
q
|Vq`|2δ(e− eq) . (2.7)
To derive the expression for the current and its noise in the following, the
energy dependence is carried along to preserve the general validity of the
presented result. However, to obtain an applicable form for the retarded
Green function in terms of the Floquet states in chapter 3, the coupling
strength is presumed to be energy independent there:
Γ` (e) = Γ` = const. (2.8)
This so-called wide-band limit is well justified as long as the bandwidth
of the conduction band in the leads is much larger than the energy regime
where transport proceeds.
2.2. Electrical current
2.2.1. Landauer scattering approach
Following the idea of Landauer (1957, 1970), the coherent transport for non-
interacting electrons can be interpreted as a quantum mechanical scatter-
ing process. Thereby the in- and outgoing electronic states scattered in the
mesoscopic, possibly disordered conductor are considered as plane waves.
The pivotal quantity which determines the conductance of the system is
the total transmission probability, which sums over all elastic transmission
channels: T(E) = ∑n Tn(E). Historically, the Landauer formula for the lin-
ear conductance was derived for time-independent conductors in the linear
11
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response limit and reads for a two-terminal device
G =
e2
h
T(EF) , (2.9)
where EF denotes the Fermi energy. The corresponding static current can be
written as
I =
e
h
∫
dE T(E) [ fR(E)− fL(E)] . (2.10)
There exist some generalizations and extensions of this current formula. Just
to state a few, derivations of Landauer-type expressions have been presented
for the linear conductance of time-independent systems (Fisher and Lee,
1981), for tunnelling barriers (Caroli et al., 1971) and mesoscopic conductors
(Meir and Wingreen, 1992) in the static case for finite voltage, and for a wire
consisting of levels that couple equally strong to both leads (Jauho et al.,
1994).
It has to be emphasized that the scattering approach has contributed a
great deal to the understanding of the transport in mesoscopic systems (for
a review see Stone and Szafer, 1988). Nonetheless, the Landauer theory was
originally postulated ad hoc. In the following we will derive rigorously a scat-
tering formalism for the time-dependent system introduced in the previous
section.
2.2.2. Heisenberg equations of motion
In order to derive the time-averaged current, we first have to provide an
expression for the time-dependent current operator. As a consequence of
the continuity equation, the net current traversing the contact ` has to be
equal to the time derivative of the charge accumulated in that contact with
respect to the initial time t0 since the total charge must be conserved. With
the charge operator Q`(t) = eN`(t) − eN`(t0), the current operator in the
Heisenberg picture follows as
I`(t) = e
d
dt
〈N`〉 = ieh¯ 〈[H(t),N`]〉 , (2.11)
12
2.2. Electrical current
where N` = ∑q c†q`cq`. Hence, we work from now in the Heisenberg picture
and have to solve the Heisenberg equations of motion for the annihilation
operators in lead ` which reads
c˙q` = − ih¯
(
eqcq` +Vq`cn`
)
, (2.12)
where cn` denotes the terminating sites connected with lead `, i.e., nL = 1
and nR = N. Integrating yields the solution
cq`(t) = cq`(t0)e−ieq(t−t0)/h¯ − ih¯Vq`
∫ t
t0
dt′ e−ieq(t−t
′)/h¯cn`(t
′) , (2.13)
where the first term describes the transient behavior. Likewise, the Heisen-
berg equations of motion for the annihilation operators of wire operators
are given by
c˙n` = −
i
h¯∑n′
Hn`n′(t)cn′ −
i
h¯∑q
V∗q`cq` , (2.14)
c˙n = − ih¯∑n′
Hnn′(t)cn′ , n = 2, . . . ,N − 1 . (2.15)
Inserting (2.13) into these equations of motion we obtain
c˙n`(t) = −
i
h¯∑n′
Hn`n′(t)cn′(t)−
i
h¯
∫ ∞
0
dτ Γ` (τ)cn`(t− τ) + ξ`(t) , (2.16)
c˙n(t) = − ih¯∑n′
Hnn′(t)cn′(t) , n = 2, . . . ,N − 1 . (2.17)
Note that here we applied the asymptotic limit t0 → −∞ as will be done
henceforth. We are not interested in effects that stem from the initial prepa-
ration and therefore all transients are eliminated in the long time limit.
The previous set of linear coupled equations corresponds to the Quantum-
Langevin equations of the system. Having a closer look, the expression con-
taining the lead response function Γ` (t) can be interpreted as a damping
term. Γ` (t) is defined by the Fourier transformation of the spectral den-
sity (2.7),
Γ` (t) =
∫ de
2pih¯
e−iet/h¯ Γ` (e) . (2.18)
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Making use of the wide-band limit (2.8), the response function becomes
Γ` (t) = Γ` δ(t). The integro-differential equations of motion then reduce to
ordinary differential equations.
In contrast, the operator-valued noise
ξ`(t) =
i
h¯∑q
V∗q` e
−ieq(t−t0)/h¯cq`(t0) (2.19)
reflects a fluctuating force field due to the coupling to the leads which repre-
sents a random source of Gaussian distributed electrons. Therefore, from a
stochastic point of view, the leads have been eliminated in favor of a stochas-
tic force similar to Grabert et al. (1984) for bosonic environment, but here for
fermions. The Langevin equations describe the reduced dynamics of the sys-
tem. As a consequence of the grand-canonical initial preparation, the noise
operator is completely characterized by the relation 〈ξ`(t)〉 = 0 and the
correlation function
〈ξ†`′(t− τ)ξ`(t)〉 = δ``′
∫ de
2pih¯2
e−ieτ/h¯ Γ` (e) f`(e) . (2.20)
These expectation values can be derived straightforwardly starting from the
definition (2.19) and employing the initial condition (2.4) of uncorrelated
lead electrons. The correlation function is very closely related to the lesser
Green functions g<q`(t, t
′) = i〈c†q`(t′)cq`(t)〉 put forward for a similar but time-
independent setup by Meir and Wingreen (1992) applying a nonequilibrium
Keldysh technique. It fully establishes together with the tunneling matrix
elements Vq` the influence of the leads.
2.2.3. Retarded Green function
The formal solution of the inhomogeneous integro-differential equations
(2.16) and (2.17) can be stated in closed form as
cn(t) = ih¯ ∑
`=L,R
∫ ∞
0
dτ Gnn`(t, t− τ)ξ`(t− τ) (2.21)
involving the retarded Green operator G(t, t′) = −(i/h¯)U(t, t′)Θ(t− t′). Its
matrix elements are defined by Gnn′(t, t′) = 〈n|G(t, t′)|n′〉. Note that G(t, t′)
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explicitly depends on two times and not just on the time difference in con-
trast to the static system (see Appendix A). In particular, the equation of
motion for the retarded Green function which in fact represents the dynam-
ics of the integro-differential equations assumes the Schrödinger-like form(
ih¯
d
dt
−Hwire(t)
)
G(t, t′) + i
∫ ∞
0
dτ Γ(τ)G(t− τ, t′) = δ(t− t′) . (2.22)
Here, Hwire(t) = ∑n,n′ |n〉Hnn′(t)〈n′| denotes the single-particle Hamilto-
nian corresponding to (2.2) and the term Γ(t) = |1〉ΓL(t)〈1|+ |N〉ΓR(t)〈N|
incorporates the impact of the leads. As a matter of fact, the associated
single-particle propagator U(t, t′) obeys in the asymptotic limit t0 → −∞
the time-periodicity of the wire Hamiltonian caused by the external electro-
magnetic field (see e.g., Grifoni and Hänggi, 1998), which means
U(t, t′) = U(t+ T , t′ + T ) . (2.23)
This property devolves to the retarded Green function whose Fourier repre-
sentation reads thus
G(t, e) = − i
h¯
∫ ∞
0
dτ eieτ/h¯U(t, t− τ) = G(t+ T , e) . (2.24)
Therefore, we eventually arrived at an expression for the solution of the
reduced dynamics of the system. Yet, this only constitutes a formal solution,
in the next chapter an applicable form of the retarded Green function will
be constructed with the help of Floquet theory.
As a result of the time-periodicity (2.24), the latter expression can also be
expanded into the Fourier series G(t, e) = ∑k e−ikΩtG(k)(e) with the coeffi-
cients
G(k)(e) =
1
T
∫ T
0
dt eikΩtG(t, e) . (2.25)
Accordingly, the solution of the wire operator (2.21) can be written in energy
representation as
cn(t) =
i
2pi ∑
`=L,R
∫ ∞
−∞
de e−iet/h¯Gn,n`(t, e)ξ`(e) , (2.26)
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Figure 2.2: Influence of leads on central conducting system. With increasing cou-
pling strength the peaks in the spectral function A are shifted in energy and
broadened. For an isolated conductor, the peaks become δ functions
where the Fourier representation of the noise operator is defined as
ξ`(e) =
∫
dt eiet/h¯ξ`(t). (2.27)
Physically, the expression under the integral in Eq. (2.22) contains the self-
energy term which modifies the energy spectrum (e.g., Datta, 1995, chap-
ter 3). The eigenenergies of the isolated system are renormalized by acquir-
ing an additional, in general complex-valued term. The real part causes a
shift in energy and the imaginary part relates to the finite lifetime of an elec-
tron injected into the conductor. To exemplify the influence of the leads on
the conductor, the spectral function A = i(G − G†) for different lead–wire
coupling strength is depicted qualitatively in Fig. 2.2 illustrating three dif-
ferent coupling situations. Here, G† denotes the advanced Green function.
Before turning our attention back to the current, we would like to state
the very useful identity
G†(t, e′)− G(t, e) =
(
ih¯
d
dt
− e′ + e
)
G†(t, e′)G(t, e)
+ i
∫ ∞
0
dτ eieτ/h¯G†(t, e′)Γ(τ)G(t− τ, e)
+ i
∫ ∞
0
dτ e−ie
′τ/h¯G†(t− τ, e′)Γ†(τ)G(t, e)
(2.28)
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which corresponds to the identity put forward for the case of weak lead–
wire coupling by Datta and Anantram [1992, Eq. (20)]. A proof requires the
Fourier transformation of Eq. (2.22) with respect to t′ and then multiplying
the outcome by G†(t, e) from the left. The difference between the resulting
expression and its Hermitian adjoint with e and e′ interchanged yields the
above identity.
2.2.4. Average current
We are now able to proceed onto evaluating the time-dependent current.
From the definition (2.11) the expression
IL(t) =
ie
h¯ ∑q
(
V∗qLc†1cqL −H.c.
)
(2.29)
for the current through the left contact is obtained after a bit of algebra.
Upon inserting the Heisenberg operator (2.13) and the definition (2.19) of
the noise operator, we arrive at
IL(t) =
e
h¯
∫ ∞
0
dτ
[
ΓL(τ)c†1(t)c1(t− τ) + Γ∗L (τ)c†1(t− τ)c1(t)
]
− e
[
c†1(t)ξL(t) + ξ
†
L(t)c1(t)
] (2.30)
and a corresponding expression for IR(t). Putting this current operator into
context with the Keldysh formalism, the terms in the first line can be at-
tributed to the lesser Green functions, whereas the second line stems from
contributions of the retarded Green function. As a next step, the mean value
of the current is finally determined by the expectation value of the current
operator (2.30). By using the solution (2.26) for the wire operator and the
correlation function
〈ξ†` (e)ξ`′(e′)〉 = 2piΓ` (e) f`(e)δ(e− e′)δ``′ , (2.31)
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which is the Fourier representation of Eq. (2.20), we obtain
〈IL(t)〉 = eh ∑
`=L,R
∫
de
∫ ∞
0
dτ
[
eieτ/h¯G∗1`(t, e)ΓL(τ)G1`(t− τ, e)Γ` (e) f`(e)
+ e−ieτ/h¯G∗1`(t− τ, e)Γ∗L (τ)G1`(t, e)Γ` (e) f`(e)
]
+ ie
∫
de [G∗11(t, e)− G11(t, e)] ΓL(e) f`(e) .
(2.32)
It should be noted that this current formula is valid beyond the linear trans-
port regime describing nonadiabatic driving and holds for any lead–wire
coupling. Nonetheless, a scattering-like form in the spirit of the Landauer
approach requires us to eliminate the back-scattering terms G11 present in
the unsymmetric expression (2.32) for the current formula. Here, the last
line of the current corresponds to the left-hand side of the identity (2.28)
when extracting the appropriate matrix elements G11 there. Consequently
substituting the back-scattering terms, one arrives at the symmetric form
〈IL(t)〉 = eh
∫
de [TLR(t, e) fR(e)− TRL(t, e) fL(e)]− ddt qL(t) (2.33)
for the ac current, where the definition
TLR(t, e) = 2<
∫ ∞
0
dτ eieτ/h¯ΓL(τ)G∗1N(t, e)G1N(t− τ, e)ΓR(e) (2.34)
for the transmission coefficient of an electron transferred from the right
to the left lead has been used. Accordingly, for the reversed transmission
TRL(t, e) the replacement (L, 1)↔ (R,N) has to be made. Comparing this to
the static case (2.10), one immediately realizes that the transmission in the
driven situation depends explicitly on time. In addition, the extra term
qL(t) =
e
2pi
∫
de ΓL(e)∑
n
|Gn1(t, e)|2 fL(e) (2.35)
occurs, which denotes a periodically oscillating charge between the left lead
and the wire. Note that any contributions stemming from a displacement
current are contained in this expression.
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Upon time-averaging over one driving period T , this charging term will
cancel and we obtain as one of the main results in this chapter for the dc
current the expression
I¯ =
e
h
∞
∑
k=−∞
∫
de
[
T(k)LR (e) fR(e)− T(k)RL (e) fL(e)
]
, (2.36)
where the transmission probabilities are given by
T(k)LR (e) =
1
T
∫ T
0
dt eikΩtTLR(t, e) = ΓL(e+ kh¯Ω)ΓR(e)
∣∣G(k)1N(e)∣∣2 (2.37)
and T(k)RL (e), again with L interchanged by R and 1 by N. This definition re-
lates the transmission to the propagator in the spirit of Fisher and Lee (1981).
Physically, it describes the propagation of a transmitted electron with initial
energy e from one lead to the other lead undergoing scattering events with
emission (k < 0) or absorption (k > 0) of |k| photons, or being transmitted
elastically (k = 0). The index k is also often referred to as sideband index.
Note that for the derivation of the dc current, we made use of the Fourier
coefficients (2.25) of the retarded Green function here. Furthermore, the in-
dex L for the left contact has been dropped in Eq. (2.36) as a consequence of
charge conservation which renders the time-averaged current through the
right contact equal, except for the sign.
For the time-independent situation, the transmission functions T(k)LR (e)
and T(k)RL (e) are identical and solely the contributions with k = 0 are nonzero.
Therefore, it is possible to write the current (2.36) in the form (2.10) as a
product of a single total transmission T(e), which is independent of the di-
rection, and the difference fR(e)− fL(e) of the Fermi functions. For a driven
conductor, this is no longer the case.
2.3. Current fluctuations
2.3.1. Noise power
Experimentally relevant since measurable is the zero-frequency component
of the current noise indicating the noise power of a conductor. The noise
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through the contact ` is defined via the symmetric auto-correlation function
of the current fluctuation operator ∆I`(t) = I`(t)− 〈I`(t)〉 to read
S`(t, t′) =
1
2
〈[∆I`(t),∆I`(t′)]+〉 . (2.38)
It explicitly depends on both times as a consequence of the external field.
Moreover, the noise possesses for asymptotic times (t0 → −∞) the same
time-periodicity as the propagator (2.23), S`(t, t′) = S`(t+ T , t′+ T ). Finally,
the noise power is obtained by time-averaging the zero-frequency compo-
nent over one driving period
S¯ =
1
T
∫ T
0
dt
∫ ∞
−∞
dτ S`(t, t− τ) . (2.39)
Note that similar to the absolute value of the average dc current, the noise
power of a two-terminal setup does not depend on the contact ` anymore
due to charge conservation. This is why the index ` has been omitted. To
evaluate S¯ involves some rather tedious algebra using the current opera-
tor (2.30), its expectation value (2.32) and the solution (2.26) of the Heisen-
berg equations of motion. We want to spare the reader from the details and
only state the final result
S¯ =
e2
h ∑k
∫
de ΓR(ek)
{
ΓR(e)
∣∣∣∑
k′
ΓL(ek′)G
(k′−k)
1N (ek)
[
G(k
′)
1N (e)
]∗∣∣∣2fR(e) f¯R(ek)
+ ΓL(e)
∣∣∣∑
k′
ΓL(ek′)G
(k′−k)
1N (ek)
[
G(k
′)
11 (e)
]∗ − iG(−k)1N (ek)∣∣∣2 fL(e) f¯R(ek)
}
+ same terms with the replacement (L, 1)↔ (R,N) ,
(2.40)
with the shorthand notation ek = e+ kh¯Ω and f¯`(e) = 1− f`(e). Again, to
arrive at a more compact notation, the identity (2.28) has been applied here.
Surprisingly enough, the current noise (2.40) depends on the phase of the
transmission amplitudes in contrast to the static situation where only the
transmission probability enters (see Eq. (A.5) in the Appendix).
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2.3.2. Shot noise
A very insightful quantity characterizing the relative noise strength of a
conductor is the so-called Fano factor (Fano, 1947)
F =
S¯
e| I¯| . (2.41)
As a reference point for noise the case of uncorrelated tunneling events de-
noted as the Poisson value of shot noise S¯ = e| I¯| for which F = 1 is consid-
ered. Shot noise was discussed the first time by Schottky (1918) in connection
with vacuum tubes. He explained how electrons are emitted from the cath-
ode with a certain stochastic probability depending on whether they can
overcome the work function. Consequently, the resulting particle flux fluc-
tuates randomly around the mean value of the current. Shot noise describes
therefore the kinematics of transport processes out of equilibrium which re-
sult from the discreteness of the charge carriers. Measuring both the average
dc current and the shot noise allowed, for example, the experimental con-
firmation of the fractional Hall effect predicted by Laughlin (1983). It took
some time till de Picciotto et al. (1997) verified for the first time the fractional
charge q = −1/3.
Pure shot noise corresponds to F = 1 meaning that the electrons creating
a current are totally uncorrelated. Any value lower than unity indicates shot
noise suppression (sub-poissonian noise), whereas any value above unity is
called super-poissonian behavior. Note that historically the Poisson value is
defined by 2e|I| resulting from a different definition—in comparison to our
derivation—of the Fourier transform in the noise power. Hence, in order to
obtain F = 1 for a Poisson process, the factor 2 has been omitted in the Fano
factor (2.41).
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Now that we have derived general expressions for the current and the asso-
ciated noise in terms of the retarded Green function, we are still obligated to
actually compute the Green function. Since the wire is subject to an intense
monochromatic field, it is state of the art to treat the external electromagnetic
field in a semiclassical approach by means of a dipole approximation (Ar-
avind and Hirschfelder, 1984). We will justify the dipole coupling to the wire
in more detail from a physical point of view. Based on the time-periodicity
of the driven quantum system, a natural basis for an expansion of the re-
tarded Green function into eigenfunctions is provided by the Floquet ansatz.
Floquet theory is well established, for instance, in atomic physics (for a re-
view see Manakov et al., 1986) or quantum tunneling driven by intense,
periodic fields (for a review see Grifoni and Hänggi, 1998). Note that for
the decomposition into Floquet states the dipole coupling of the external
field is not a prerequisite. A Floquet approach is generally applicable for
any time-periodic system.
In contrast to usual Floquet theory, we address here a non-Hermitian prob-
lem because the nanoscale wire couples to environmental degrees of free-
dom in terms of the leads. The lead states have been already eliminated in
the previous chapter in favor of the self-energy. Therefore we will construct
now a solution of the retarded Green function for this dissipative system. A
nonunitary propagator and complex eigenvalues are the consequence.
3.1. Solution in composite Hilbert space
3.1.1. Tight-binding system driven by a dipole field
The penalty paid to keep the application of Floquet theory feasible is the
fact that we effectively consider noninteracting electrons. Coulomb inter-
23
3. Dissipative Floquet theory
action effects could be accounted for by constructing many-particle states
based on a Floquet ansatz. However, this is beyond the scope of this work
and consequently we consider a single-particle problem. The corresponding
time-dependent wire Hamiltonian reads in the tight-binding basis of the
orbitals
Hwire(t) = −∆
N−1
∑
n=1
(|n〉〈n+ 1|+ |n+ 1〉〈n|) +∑
n
[En + xn f (t)]|n〉〈n| . (3.1)
This constitutes a linear chain of orbitals with constant nearest neighbor
coupling ∆ as sketched in Fig. 2.1 on page 9. Note that ∆ depends on the
distance of adjacent sites since it is related to the hopping rates of electrons
across tunneling barriers. The orbital |n〉 possess the on-site energy En which
could be extracted from experimental spectroscopy data to describe a spe-
cific setup. In our model, the influence of the external field, specified by the
harmonic driving
f (t) = A cos(Ωt) , (3.2)
renders the site energies time-dependent. The field amplitude A having the
dimension of an energy varies as a function of the length of the wire. It
corresponds in terms of the molecular wires to the electrical field strength
along the axis of lateral expansion, i.e., along the electrode–electrode axis
multiplied by the electron charge and again the distance of neighboring sites.
For coupled quantum dots, the electrical field strength is replaced by the
microwave amplitude of an oscillating gate voltage. Moreover, the driving
couples to the site |n〉 scaled by the factor
xn =
1
2
(N + 1− 2n) (3.3)
which has been chosen such that the difference between adjacent sites is
always one.
The electric dipole approximation is well justified if the wavelength of the
driving field is much larger than the spatial extension of the nanoconductor
because the propagation of the electromagnetic field can be disregarded (Pel-
legrini, 1993). For both quantum dots and molecular wires investigated here,
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this condition is fulfilled. Typical length and energy scales will be provided
in the corresponding chapters.
3.1.2. Decomposition into Floquet basis
A further prerequisite to keep our approach feasible within the Floquet
ansatz is the assumption of energy-independent lead–wire coupling. The
solution of a time-periodic problem is based on the work of Floquet (1883)
who developed a method to solve linear ordinary differential equations with
periodic coefficients. The discrete time translation symmetry due to a peri-
odic potential allows the separation of the solution of the wave function
into a phase factor and a time-periodic contribution. As mentioned earlier,
the equation of motion (2.22) for G(t, t′) represents an integro-differential
equation. Employing the wide-band limit Γ` (t) = Γ` δ(t) hence yields an or-
dinary differential equation. In order to go beyond the wide-band limit, the
retarded Green functions could be expanded within Floquet theory in terms
of matrix continued fractions (Martinez, 2003; Arrachea, 2005). However, the
convergence of the matrix continued fractions has to be assured, which is a
difficult task (Martinez, 2005).
Solving the dynamics of the reduced system for the retarded Green func-
tion is equivalent to computing the solution for the Schrödinger-type equa-
tion
ih¯
d
dt
|Ψ(t)〉 = (Hwire(t)− iΣ) |Ψ(t)〉 . (3.4)
As a consequence of the wide-band limit the real part of the self energy
caused by the coupling to the leads vanishes. Hence, no renormalization in
terms of a shift of the wire energies as discussed after Eq. (2.26) is present,
but the imaginary part of the self-energy, which is given by
Σ = |1〉ΓL
2
〈1|+ |N〉ΓR
2
〈N| , (3.5)
broadens the energy levels of the wire.
According to the Floquet theorem, a complete set {|Ψα(t)〉} of solutions of
the linear time-dependent Eq. (3.4) with periodic coefficients can be stated
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as
|Ψα(t)〉 = e−i(eα/h¯−γα)t|φα(t)〉 (3.6)
with the time-periodic Floquet states |φα(t)〉 = |φα(t+ T )〉, which are also
denoted as Floquet modes, and the complex quasienergies eα − ih¯γα in anal-
ogy to Bloch theory (see Ashcroft and Mermin, 1976, chapter 8). By inserting
this ansatz into (3.4), it can be easily verified that it solves this equation. It is
worthwhile to note that this ansatz separates time scales. The long-time be-
havior is governed by the exponential phase factor, whereas the time span
of one driving period is governed by the Floquet modes. Owing to their
time-periodicity, we can decompose the Floquet states into a Fourier series
|φα(t)〉 =
∞
∑
k=−∞
e−ikΩt|φαk〉 , (3.7)
|φαk〉 = 1T
∫ T
0
dt eikΩt|φα(t)〉 . (3.8)
The index k is often referred to as the sideband or Floquet index. In corre-
spondence with Bloch theory, there exist an infinite number of solutions on
equal footing with eα and |φα(t)〉 related by the replacement
eα → eα + kα h¯Ω , |φα(t)〉→ eikαΩt|φα(t)〉 (3.9)
with kα = ±1,±2, . . . These classes of solutions marked by the set of in-
dices {kα} are physically equivalent. To identify a unique set of states it
is sufficient to select those Floquet modes whose real quasienergies are sit-
uated within an energy range of h¯Ω. Thus, we can restrict ourself to the
energies
−h¯Ω
2
≤ eα < h¯Ω2 (3.10)
also called first Brillouin zone. Within this range there are the same number
of Floquet states as for the static, i.e., undriven, system which is the number
of sites N corresponding to the dimension of the configuration Hilbert space
of the wire.
Now we are able to reformulate the originally time-dependent problem
in terms of a stationary problem in a Hilbert space extended by the periodic
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time coordinate. The corresponding eigenvalue equation, also called Floquet
equation (Shirley, 1965), has the form(
Hwire(t)− iΣ− ih¯ ddt
)
|φα(t)〉 = (eα − ih¯γα)|φα(t)〉 . (3.11)
The operator defined by the bracket on the left-hand side denotes the Flo-
quet Hamiltonian which is an operator in the composite Hilbert spaceR⊗T
as well as the Floquet modes |φα(t)〉 are eigenvectors of this Hilbert space
first noted by Sambe (1973). As indicated earlier, this solution is not unique.
Also
|φαk(t)〉 := eikΩt|φα(t)〉 (3.12)
and eαk := eα+ kh¯Ω as the corresponding real part of the eigenvalues solves
the eigenvalue problem.
A inner product of the square integrable, T -periodic functions within the
Hilbert space T is defined by
(u, v) :=
1
T
∫ T
0
dt u∗(t)v(t) . (3.13)
The complete set of basis functions spanning the temporal space is given by
the Fourier vectors e−ikΩt, where
1
T
∫ T
0
dt ei(k−k
′)Ωt = δkk′ (3.14)
denotes the condition of orthonormality. Likewise, the vectors |ψ〉 of the
configuration space R possess the usual inner vector product 〈ψ′|ψ〉. Let us
assume, there exists a complete and countable set {|n〉} of states which obey
〈n|n′〉 = δnn′ , ∑
n
|n〉〈n| = 1 , (3.15)
where the unity operator 1 acts upon the configuration space R.
Therefore combining the temporal and configuration Hilbert space, a in-
ner product in the composite Hilbert space is set up via the relation
〈〈φ′ |φ〉〉 := 1T
∫ T
0
dt 〈φ′(t)|φ(t)〉 , (3.16)
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where the notation |φ〉〉, introduced by Sambe (1973) for the elements of
R⊗T, has been used. The double bracket means integration over one driv-
ing period and over all configuration space. Generally, the Floquet modes
are only mutually orthogonal at equal times. In order to state the com-
pleteness relation, we need the adjoint eigenstates. However, for the non-
Hermitian Floquet Hamiltonian defined by the eigenvalue equation (3.11),
the (right) eigenvectors |φα(t)〉 are not mutually orthogonal. We also have
to solve the Floquet equation for the adjoint Hamiltonian Hwire(t) + iΣ. The
corresponding eigenvalue equation reads(
Hwire(t) + iΣ− ih¯ ddt
)
|χα(t)〉 = (eα + ih¯γα)|χα(t)〉 , (3.17)
where |χα(t)〉 denotes the left eigenvectors. The left and right Floquet modes
now form at biorthogonal basis at equal times t (Morse and Freshbach, 1953,
chapter 7):
〈χα(t)|φβ(t)〉 = δαβ , ∑
α
|φα(t)〉〈χα(t)| = 1 . (3.18)
This allows us to construct the propagator U(t, t′) already introduced after
Eq. (2.22) which can be expressed now in terms of the left and right eigen-
vectors
U(t, t′) =∑
α
e−i(eα/h¯−iγα)(t−t
′)|φα(t)〉〈χα(t′)| , (3.19)
where the sum runs over all Floquet states within one Brillouin zone. The
initial condition U(t, t) = 1 is ensured by the completeness (3.18) of the Flo-
quet states. Therefore, the Fourier coefficients of the retarded Green function
have the form
G(k)(e) = − i
h¯
∫ T
0
dt
T e
ikΩt
∫ ∞
0
dτ eieτ/h¯U(t, t− τ) (3.20)
= ∑
α,k′
|φα,k′+k〉〈χα,k′ |
e− (eα + k′ h¯Ω− ih¯γα) . (3.21)
Hence, solving the eigenvalue problem defined by (3.11) and its adjoint
counterpart (3.17), the current and the noise power are fully determined.
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3.1.3. Numerical methods
There exists a wealth of methods to actually compute the Floquet states and
complex quasienergies (see e.g., Grifoni and Hänggi, 1998, and references
therein). Since we set up an eigenvalue problem in the previous section, the
natural choice to compute the solution is by means of direct diagonalization.
This method is not suited for systems with a fairly large number of wire
sites due to the fact that a sufficiently large cut-off for the sideband index k
determining basically the size of involved matrices is required to assure con-
vergence. However, coherently coupled quantum dots and simple molecules
are well within the scope of our approach.
In the following, we will expand the Floquet modes in terms of the set
{|unk〉〉} of orthonormal basis states defined by
|unk(t)〉 := e−ikΩt|n〉 . (3.22)
The Fourier coefficients of the right Floquet modes |φα(t)〉 of this decompo-
sition into the basis vectors might be written as
cnkα = 〈〈unk|φα〉〉 = 〈n|φαk〉 . (3.23)
The last equality is readily verified using Eq. (3.8). A corresponding expres-
sion is obtained for the left Floquet states |χα(t)〉. The representation free
Floquet Hamiltonian belonging to the eigenvalues eα − ih¯γα is assumed to
have the general form
HF(t) = H0 +
∞
∑
l=1
Al cos(lΩt+ ϕl)Hl − iΣ− ih¯ ddt . (3.24)
Here, we separated the contributions of the wire Hamiltonian into its static
part H0 and a term taking care of the driving. Note that the most general
form of driving has been assumed including higher harmonics—not only
the first one—as well as arbitrary phase shifts ϕl . Expanding the Floquet
equation into the basis states (3.22) and employing the orthogonality condi-
tions (3.14) and (3.15), we arrive at the very compact matrix representation
∑
n′ ,k′
Hkk
′
nn′cn′k′α = (eα − ih¯γα)cnkα , (3.25)
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where the matrix elements of the Floquet Hamiltonian are defined as
Hkk
′
nn′ =
[
〈n|H0|n′〉 − kh¯Ωδnn′ − i2 (ΓLδ1nδ1n′ + ΓRδNnδNn′)
]
δkk′
+
∞
∑
l=1
Al
2
〈n|Hl |n′〉
(
δk,k′−leiϕl + δk,k′+le−iϕl
)
.
(3.26)
The matrix elements associated with the left eigenstates are obtained upon
complex conjugation. Hence in order to solve the Floquet eigenvalue prob-
lem the Fourier coefficients of the left and right Floquet modes have to be
evaluated. The numerical effort reduces, however, in case of vanishing phase
shifts, ϕl = 0. Then, HF(t) is symmetric and the relation
〈n|φαk〉 = 〈χαk|n〉 (3.27)
holds (Morse and Freshbach, 1953, p. 886). As a consequence, only one type
of coefficients has to be computed. Generally, the Floquet matrix (3.26) is
band-diagonal. Most of our calculations are restricted to harmonic driving
which means all contribution with l > 1 vanish. Hence, solely diagonal and
first off-diagonal elements are present.
3.2. Fundamental symmetries
As a consequence of the discrete time translation symmetry t → t + T ,
a complete set of solutions given by the Floquet states has been already
reduced to states in one Brillouin zone. The numerical effort can be fur-
ther minimized exploiting additional symmetries of the system Hamilto-
nian H(t). Furthermore, the breaking of certain symmetries, for instance,
by means of a small phase shift, constitutes an excellent test for the im-
plemented numerics. The average current depends sensitively on the phase
shift for driving with higher harmonics (Lehmann et al., 2003b). Note that
the breaking of symmetries is required to observe pump and ratchet effects
(Reimann et al., 1997; Linke et al., 1999; Flach et al., 2000; Reimann, 2002).
The basic idea behind a ratchet is that due to some spatial asymmetry an av-
erage current as a response to an alternating external field occurs although
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no net bias is applied. According to the principle of Curie (1894), there is
always a current present unless it is prevented by some symmetry.
In the following we characterize the relevant symmetry transformations
for systems driven by a dipole field. For ease of notation, the tight-binding
basis is replaced for the moment by a continuous basis in position repre-
sentation. This allows one to write the symmetry transformations in a more
general form also avoiding the distinction between lead and wire states. Dis-
cussing the implications on the transmission probabilities of transport pro-
cesses, we will refer nevertheless again to the tight-binding basis since this
involves G1N and GN1. Hence, we make a step back and consider the full
Hamiltonian (2.1) including the lead states. The corresponding Floquet equa-
tion incorporating the dipole force x f (t) due to the external field (Cohen-
Tannoudji et al., 1992) has the from
HF(x, t)φα(x, t) = eαφα(x, t) (3.28)
with the Floquet Hamiltonian
HF(x, t) = H0(x) + x f (t)− ih¯ ddt . (3.29)
The contributions of the leads and the tunneling contacts are included in the
static part H0(x) here and therefore no self-energy is present. Accordingly,
the Fourier coefficients (3.8) read in position space
φαk(x) =
1
T
∫ T
0
dt eikΩtφα(x, t) . (3.30)
Note that since we are operating on the composite Hilbert space R⊗T, we
have to consider the effect of transformations on both the position and the
time in order to find symmetries which yield the Floquet equation with the
harmonic driving f (t) invariant.
A Hamiltonian H(t) is invariant under an unitary symmetry operation S
if they commute: [S ,H(t)] = 0. The corresponding Schrödinger-like equa-
tion for the transformed propagator U˜(t, t′) = S†U(t, t′)S reads
± ih¯ d
dt
U˜(t, t′) = H(t)U˜(t, t′) , (3.31)
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where the minus sign applies for symmetry operations involving time-inver-
sion. Formally integrating the equation and then comparing it to the equiv-
alent expression for U(t, t′) results in the following condition for the Green
function
〈x|U˜(t, t′)|x′〉 = 〈x|S†U(t, t′)S|x′〉 = 〈x|U(t, t′)|x′〉(∗) , (3.32)
Note that in case of time-inversion the complex conjugation put in brack-
ets has to be executed as a consequence of the minus sign in Eq. (3.31):
〈x|U(t, t′)|x′〉∗ = 〈x′|U(t′, t)|x〉. If the condition (3.32) is fulfilled, a scat-
tering process and its symmetric counterpart possess the same transition
probability which means they are equally likely. This statement will become
clearer illustrating certain symmetries below. It is important to mention that
S|x′〉 6= |x〉 is required, otherwise the two scattering processes are identical.
3.2.1. Time-reversal symmetry
Although an explicit time-dependence in the Hamiltonian breaks in general
time-reversal symmetry, this is not the case for sinusoidal driving. In order
to leave the Floquet Hamiltonian invariant under the time-inversion
ST : (x, t)→ (x,−t) , (3.33)
the condition HF(x, t) = H∗F(x,−t) has to be fulfilled. For this symmetry the
Floquet modes must obey φα(x, t) = φ∗α(x,−t) which means
φαk(x) = φ∗αk(x) (3.34)
for the corresponding Fourier decomposition. Therefore the Fourier coeffi-
cients are real which helps to decrease the numerical effort. In terms of the
propagator, time-reversal symmetry yields according to Eq. (3.32) the condi-
tion
〈1|U(t, t′)|N〉 = 〈N|U(−t′,−t)|1〉 . (3.35)
Note that we made here the transition to the discrete tight-binding basis.
Writing the Fourier representation of these Green functions by employing
the definition (3.20), we obtain G(k)1N(e) = G
(−k)
N1 (e + kh¯Ω). Therefore, the
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relation of the transmission functions for two scattering events with equal
probability is given by
T(k)RL (e) = T
(−k)
LR (e+ kh¯Ω) . (3.36)
To illustrate this, the two processes which are associated with each other by
the time-reversal symmetry are depicted in Fig. 3.1(a).
3.2.2. Time-reversal parity
The combination of time-inversion and parity transformations allows to
check for the so-called time-reversal symmetry defined by the operator
STP = STSP : (x, t)→ (−x,−t) . (3.37)
The Floquet Hamiltonian is invariant under the transformation STP in case
of HF(x, t) = H∗F(−x,−t) and for the Floquet coefficients the condition
φαk(x) = φ∗αk(−x) (3.38)
must hold. Important to note here is the fact that our Floquet equation
obeys the time-reversal symmetry if two things come together. In the first
place the driving must be an odd function which implies f (t) = − f (−t)
and secondly H0(x) has to be invariant under space-inversion x → −x, i.e.,
H0(x) = H0(−x). Then, the two additional minus signs acquired by the
transformation STP compensate for each other. However, a spatial symmetry
in the static part H0(x) requires, in terms of the reduced system dynamics,
that the lead–wire coupling is symmetric, ΓL(e) = ΓR(e).
In the tight-binding basis the effect of the parity operator is described by
SP : (qL, n) ↔ (qR,N − n+ 1), where n = 1, . . . ,N denotes the wire states
and qL, qR states in the left and right lead, respectively. The condition for
the transition amplitude of equally likely scattering events related by time-
reversal parity reads
〈1|U(t, t′)|N〉 = 〈1|U(−t′,−t)|N〉 (3.39)
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Figure 3.1: Scattering processes indicated by solid and dashed lines related to each
other by certain symmetries. The two processes occur each with equal transmis-
sion probability. Depicted is (a) the time-reversal symmetry, (b) the time-reversal
parity and (c) the generalized parity.
34
3.2. Fundamental symmetries
and the Fourier representation yields G(k)1N(e) = G
(−k)
1N (e+ kh¯Ω). The corre-
sponding scattering processes are sketched in Fig. 3.1(b); for the transmis-
sion probability we obtain
T(k)RL (e) = T
(−k)
RL (e+ kh¯Ω) . (3.40)
Lehmann et al. (2003b) discussed the subtle role of time-reversal parity
for different wire–lead couplings. They found within their master equation
approach that for systems subject to harmonic driving and satisfying the
time-reversal parity, the dc current obeys I¯ ∝ Γ2 for Γ → 0, while it is
generally of the order Γ for broken time-reversal symmetry.
3.2.3. Generalized parity
If the driving field obeys f (t) = − f (t+ T /2), the Floquet Hamiltonian is
invariant upon the so-called generalized parity
SGP = SGSP : (x, t)→ (−x, t+ T /2) . (3.41)
The time is shifted by half a period and the position is subject to parity.
Here, the Floquet Hamiltonian has to satisfy HF(x, t) = H∗F(−x, t + T /2).
Applying the transformation on the Floquet modes demonstrates that they
are either even or odd under this symmetry, SGP φα(x, t) = ±φα(x, t). Here
we used that S2GP = 1. As a consequence, also the Fourier coefficients can be
classified by even and odd functions,
φαk(x) = ±(−1)kφ∗αk(−x) . (3.42)
Similar to the time-reversal parity, for generalized parity to hold the wire–
lead coupling has to be symmetric too. For the corresponding process with
identical likelihood, the condition (3.32) yields
〈1|U(t, t′)|N〉 = 〈N|U(t+ T /2, t′ + T /2)|1〉 . (3.43)
After deploying the Fourier decomposition, we find G(k)1N(e) = G
(k)
N1(e), and
the transversing of electrons obeying generalized parity is characterized by
T(k)RL (e) = T
(k)
LR (e) . (3.44)
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The related events are depicted schematically in Fig. 3.1(c).
With the help of this symmetry, the quasienergy spectra of superlattices
exposed to laser radiation can be characterized as done by Holthaus (1992b).
It also explains the degeneracy of quasienergies for tunneling in bistable
potentials (Großmann et al., 1991).
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Studying the case of high-frequency driving enables one to gain a deeper
insight into intriguing effects like the coherent suppression of tunneling in
two-level systems (Großmann and Hänggi, 1992), superlattices (Holthaus,
1992a), and double-well heterostructures (Wagner, 1995). In the high-fre-
quency regime a separation of time scales between the inherent tunneling
dynamics of the conductor and the external force field occurs. Employing
this feature allows us to solve the ac driven problem analytically by an ap-
proximate reduction to a time-independent system.
First, we will recapitulate the basic idea behind the coherent destruction
of tunneling (CDT). This phenomena was first investigated by Grossmann
et al. (1991) for closed systems in the context of tunneling in a bistable poten-
tial driven by an intense monochromatic field. Subsequently, we will derive
a perturbation scheme based on Floquet theory which is applicable for high-
frequency driving. Resonant transitions can be also treated as long as only
one basic resonance frequency is involved. The case of arbitrary many levels
with identical on-site energies—no internal resonances are present then—
might be denoted within our approach formally as the zeroth resonance.
Hence, the method we introduce in this chapter can be interpreted in the
spirit of the familiar rotating-wave approximation (RWA) of Rabi et al. (1954).
However, a novel aspect here is the consistent incorporation of environmen-
tal degrees of freedom like the coupling to the leads (Kohler, Camalet, Strass,
Lehmann, Ingold, and Hänggi, 2004;Strass et al., 2005b). In addition, this ap-
proximation scheme is not limited to a small field coupling in contrast to
the traditional RWA, i.e., it is valid for arbitrary driving amplitude A under
the condition that the driving quanta h¯Ω defines the largest energy scale of
the problem.
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Figure 4.1: Quasienergy spectrum as a function of the driving amplitude for a unbi-
ased two-level system, i.e., identical on-site energies E1 = E2 = 0. The system is
driven harmonically with angular frequency Ω = 10∆/h¯. Exact crossings occur
whenever J0(A/h¯Ω) = 0.
4.1. Coherent destruction of tunneling
In a double-well potential, a particle localized in one of the wells can tunnel
back and forth across the central barrier characterized by the tunnel split-
ting which corresponds to ∆ in our model. The relevant time scale for these
tunneling events is given by
h¯
e2 − e1 =
h¯
∆
, (4.1)
where e1 and e2 denote the energies of the ground and first excited state, re-
spectively, in the doublet. For the driven case, however, these energies have
to be replaced by the quasienergies e1 and e2. As can be observed in Fig. 4.1,
the spectrum of the quasienergies calculated for fast driving (h¯Ω  ∆) as
a function of the driving amplitude exhibits exact crossings. At these cross-
ings, the tunneling time characterized by (4.1) diverges and consequently
the tunneling dynamics comes to a standstill as the particle is totally local-
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ized in one of the wells. The driven degenerate two-level system (TLS) is
modeled by the Hamiltonian
HTLS(t) = −∆2 σx +
A
2
cos(Ωt)σz , (4.2)
where we used the notation in the pseudo-spin basis denoted by the Pauli
matrices σx = |1〉〈2| + |2〉〈1| and σz = |1〉〈1| − |2〉〈2|. The location of the
crossings can be approximately determined by a transformation into a rotat-
ing frame which accounts for the time-dependent part of HTLS(t) and sub-
sequently averaging over one cycle of the driving period. This corresponds
to a separation of time scales and yields the static Hamiltonian
HTLS,eff = −∆eff2 σx (4.3)
with the renormalized tunneling matrix element ∆eff = J0(A/h¯Ω)∆ (Groß-
mann and Hänggi, 1992). Here, J0 is the zeroth order Bessel function of the
first kind and the values of A/h¯Ω for its zeros coincide with the crossings
in Fig. 4.1.
4.2. Rotating-wave approximation for driven transport
Transport problems, however, imply open systems. Thus we need to extend
the ideas from the preceding section and find a proper RWA treatment not
only for the wire system but also for the coupling to the leads. Within Flo-
quet theory, the time-dependent system is addressed as a eigenvalue prob-
lem with the crucial benefit that we can apply stationary perturbation the-
ory in the composite Hilbert space R⊗T. This has been asserted by Shirley
(1965) and Sambe (1973). The RWA presented here is the lowest order degen-
erate perturbation theory in the sense that the zeroth order Floquet states
and the first order quasienergies are involved.
As a starting point, we consider the static part of the wire Hamiltonian as
a perturbation. Therefore, let us assume the single-particle Hamiltonian (3.1)
can be written as follows:
Hwire(t) = H0 +H1 f (t) , (4.4)
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where H1 = ∑n xn|n〉〈n| and H0 = H′0 +H
′′
0 . Thereby, the separation of
the static Hamiltonian H0 into the two contributions H′0 and H
′′
0 has to be
chosen such, that
H′′0 =∑
n
rn h¯Ω|n〉〈n| , (4.5)
where rn = 0,±1,±2, . . . , while all matrix elements of H′0 are assumed to
be much smaller than the driving quanta h¯Ω. Hence, from a physical point
of view, the way H′′0 is defined implies that either all internal transitions of
the wire must be close to resonance with the driving field, or have to be
much smaller than h¯Ω. The latter case is formally the zeroth resonance. The
situation of higher-order resonances, which might occur for large driving
amplitudes, is accounted for by rn > 1. If no internal resonance is present,
the case rn = 0 for all n applies, i.e., H′′0 = 0. Note that we demand in
addition that solely resonant transitions emerge which are characterized by
an unique angular frequency Ω.
The key point of this approximation is that the photon energy h¯Ω of the
driving field which defines the energy scale of the time-dependent Hamil-
tonian is much larger than the matrix elements of the static part H′0. Hence
for fast driving, the latter contribution represents a perturbation. The eigen-
states of the unperturbed Floquet Hamiltonian near resonance,
∑
n
[rn h¯Ω+ xn f (t)]|n〉〈n| − ih¯ ddt , (4.6)
assume thus the form
|φ(0)nk (t)〉 = e−iθn(t)+ikΩt|n〉 . (4.7)
These eigenstates mark the zeroth order Floquet states with the quasiener-
gies kh¯Ω and the time-dependent phase is defined as
θn(t) =
1
h¯
∫ t
0
dt′[rn h¯Ω+ xn f (t′)] . (4.8)
Each k in the Floquet states defines a degenerate subspace of the composite
Hilbert space. Hence, to compute the first-order correction of the Floquet
40
4.2. Rotating-wave approximation for driven transport
states and quasienergies, we can restrict ourselves to the subspace defined
by k = 0 for which the zeroth order quasienergies are equal to zero. This sub-
space is complete in the sense that it contains all physically distinct Floquet
modes. In order to obtain a perturbative solution including the self-energy Σ,
we have to solve the time-independent eigenvalue equation(
Heff − iΣ
)
|ψα〉 =
(
e
(1)
α − ih¯γ(1)α
)
|ψα〉 . (4.9)
The effective HamiltonianHeff is defined by the matrix elements of the static
tunneling Hamiltonian H′0 with the unperturbed states (4.7) to read
(Heff)nn′ = 1T
∫ T
0
dt 〈φ(0)n (t)|H′0|φ(0)n′ (t)〉 . (4.10)
Having a closer look at the degenerate perturbation theory, we remark that
as a result of the time integral, the quasienergies e(1)α − ih¯γ(1)α are obtained
to first order in 1/Ω when solving the time-independent eigenvalue prob-
lem (4.9). The corresponding perturbed Floquet state can be written as
|φα(t)〉 = U0(t)|ψα〉 (4.11)
with the unitary transformation
U0(t) =∑
n
e−iθn(t)|n〉〈n| . (4.12)
The time-dependent phase factor (4.8) is T -periodic,
e−iθn(t) = e−iθn(t+T ) , (4.13)
and, thus, the operator U0(t) = U0(t+ T ) also satisfies the time-periodicity
of the external field. Consequently, the exponential function (4.13) can be
expanded into the Fourier series
e−iθn(t) =∑
k
anke−ikΩt , (4.14)
ank =
1
T
∫ T
0
dt eikΩte−iθn(t) . (4.15)
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Figure 4.2: Typical energy-dependence of the renormalized transmission func-
tion Teff(e) and the effective electron distributions f`,eff(e) for a two-site sys-
tem harmonically driven in the high-frequency regime. The step transitions in
f`,eff(e) are smeared out depending on the temperature, while the step width
corresponds to the driving quanta h¯Ω.
Upon inserting the Floquet states (4.11) into the definition (3.8) of the Fourier
coefficients, we find 〈n|φαk〉 = ank〈n|ψα〉. Hence when compared with the
retarded Green function (3.21) for arbitrary driving, we note that within the
presented approximation the retarded Green function can be expressed as
G(k)nn′(e) =∑
k′
an,k+k′ an′k′G
eff
nn′(e− k′ h¯Ω) , (4.16)
where
Geff(e) =∑
α
|ψα〉〈ψ†α|
e− e(1)α + ih¯γ(1)α
(4.17)
denotes the retarded Green function which solves the time-independent
eigenvalue problem (4.9). Here, the adjoint state |ψ†α〉 corresponds to the
left Floquet states |χα(t)〉 introduced in chapter 3.
In order to evaluate the dc current (2.36) in the wide-band limit, we apply
the sum rule
∑
k′
an,k+k′ a
∗
nk′ = δk0 , (4.18)
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which follows from the Fourier decomposition (4.15) and shift the energy
argument e → e+ k′ h¯Ω to arrive at
I¯RWA =
e
h
∫
de [ fR,eff(e)− fL,eff(e)] Teff(e) . (4.19)
Comparing this approximate current formula to the outcome of the static
conductor (see Appendix A), we realize that this expression is formally the
same as in the time-independent case, but with the transmission function
substituted with the effective transmission
Teff(e) = ΓLΓR|Geff1N(e)|2 , (4.20)
and with the Fermi functions replaced by the effective electron distributions
fL,eff(e) =∑
k
|a1k|2 fL(e+ kh¯Ω) (4.21)
and fR,eff(e), respectively. The expression for the latter is obtained by in-
terchanging (1, L) ↔ (N, R). For cosine driving for instance, the Fourier
coefficients ank become Bessel functions. The effective Fermi distribution re-
sembles not a simple step function anymore, but exhibits many steps having
the width h¯Ω weighted by the factor |a1/N,k|2 for the kth step. Physically,
the steps can be interpreted as processes in which an electron of energy
e is transfered from the lead to the conducting region under absorption
(emission) of |k| photons for k < 0 (k > 0). The renormalized quantities
are depicted for illustration for a two-site system with harmonic driving in
Fig. 4.2. Note that for an unbiased system (E1 = E2 = 0), the effective trans-
mission function is sharply peaked around e = 0 where the Lorentzian-like
peak width is of the size (Γ2+∆2)1/2 and the effective electron distributions
are thus for fast driving Ω  ∆, Γ constant in the relevant transport energy
regime.
The expression for the noise power is obtained by inserting the retarded
Green function (4.16) for the high-frequency regime into the noise expres-
sion (2.40). Again employing the sum rule (4.18) and disregarding any terms
with Geff(e − kh¯Ω)Geff(e − k′ h¯Ω) for k 6= k′, the noise assumes the same
form as in the static case, but with the renormalized quantities Teff(e) and
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f`,eff(e). One arrives at
S¯RWA =
e2
h
∫
de
{
Teff(e)[ fL,eff(e) f¯L,eff(e) + fR,eff(e) f¯R,eff(e)]
+ Teff(e)[1− Teff(e)][ fR,eff(e)− fL,eff(e)]2
}
,
(4.22)
where f¯`,eff = 1− f`,eff.
To highlight the RWA from a different angle, it is interesting to note that
the unitary transformation U0(t) defines the interaction picture of our sys-
tem which means H′0 denotes the corresponding interaction Hamiltonian.
Therefore, the interaction picture of the wire Hamiltonian is defined as
H˜eff(t) = U†0 (t)Hwire(t)U0(t)− ih¯U˙†0 (t)U0(t) . (4.23)
Note that the unitary transformation is constructed such that H˜(t) satisfies
the time-periodicity of the original problem (2.1). In order to recognize its
accordance with the perturbative scheme presented so far, we should note
that the time-average of H˜eff(t) over one driving period yields Eq. (4.10).
Physically, it is very instructive to interpret U0(t) as a rotation of the ref-
erence frame in the spirit of the magnetic resonance interpretation of Rabi
as anticipated already in Eq. (4.11). The transformation basically separates
time scales between the slow tunneling dynamics and the fast oscillating
Floquet modes. Hence, averaging the whole system over one driving period
still reproduces the essential dynamics, but at the end of the day we are
left with a time-independent problem characterized by an effective electron
distribution and an effective transmission function.
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As a paradigmatic effect for coherence phenomena in nanoconductors which
originate from the influence of a monochromatic dipole field, we discuss in
detail the setup of a two-level system (TLS) which displays coherent trans-
port suppression. In particular, we are interested in understanding the mech-
anisms that contribute at the same time to a reduction of the relative noise
level. Tunneling suppression in closed systems has been studied theoreti-
cally in a number of cases (Grossmann et al., 1991; Holthaus, 1992a; Wag-
ner, 1995; Creffield and Platero, 2002). The investigation in the context of
a transport setup with two leads connected to the wire, however, has been
accomplished only recently by Camalet et al. (2003) within the scattering
formalism presented in this work and by Lehmann et al. (2003a) within a
master equation approach. Coherence effects of a great variety of systems in
physics and chemistry can be described qualitatively based on the two-level
model (e.g. Allen and Eberly, 1975; Slichter, 1996). Therefore, we focus here
on a wire consisting of two sites (Kohler, Camalet, Strass, Lehmann, Ingold,
and Hänggi, 2004). Beyond that, the shot noise control has been also ad-
dressed for wires comprising three (Camalet et al., 2003; Strass et al., 2005b)
and four sites (Camalet et al., 2004).
A crucial requirement for the appearance of noise suppression is the fact
that the on-site energies of the TLS have to oscillate relative to each other.
This is achieved in our model by the dipole driving. In the case of spatially
homogeneous driving in which all on-site energies are shifted equally by
the external driving, the wire can be described with the theory developed
by Tien and Gordon (1963). Applying a gauge transformation, the homo-
geneous driving can be mapped onto a system with oscillating chemical
potentials in the leads while the potential inside the conductor becomes
time-independent. Thus, Tien and Gordon modeled driven transport by an
ac bias voltage which only modulates the energies of the electrons in the
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Figure 5.1: Level structure of a nanoconductor with two sites. Each site is coupled
to the respective lead with chemical potentials µL and µR = µL + eV and the
sites are connected via the tunneling matrix element ∆. The system is driven
harmonically with f (t) ∝ cos(Ωt).
leads. As an extension of this theory, the noise properties of such systems
have been explored by Tucker and Feldman (1979; 1985). However, the Tien-
Gordon approach is not sufficient if the internal levels oscillate with a phase
lag as employed for the coherent suppression of tunneling.
5.1. Unbiased two-level system
The model system which has been already introduced briefly in the context
of CDT in section 4.1 is depicted in Fig. 5.1 and the corresponding wire
Hamiltonian in the localized basis |1〉 and |2〉 reads
HTLS(t) = −∆σx + A2 cos(Ωt)σz . (5.1)
The system does not possess an internal bias. To simplify the resulting ex-
pression for the current and its noise, the energy scale has been shifted such
that the on-site energies are zero and the chemical potentials µR = +eV/2
and µL = −eV/2 define a bias voltage. It is important to note that an ex-
ternal bias voltage possibly shifts the on-site energies thereby creating a po-
tential profile along the wire induced by a static dipole force (Pleutin et al.,
2003; Nitzan et al., 2002). We disregard the influence of such a voltage profile
because it does not alter the relevant coherence effect for a two-level system
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Figure 5.2: (a) Time-averaged current I¯ (solid) and zero-frequency noise S¯ (dashed)
as a function of the driving amplitude A for driving frequency Ω = ∆/h¯. (b)
Corresponding Fano factor for different frequencies Ω. The other parameters
are given by the coupling strength Γ = 0.5∆ and the voltage V = 48∆/e.
in a qualitative way (Lehmann et al., 2003a). Thus, a symmetric voltage drop
solely at the contacts is assumed.
The dc current (2.36) and the zero-frequency noise (2.40) are calculated nu-
merically in the zero temperature limit. This is well justified from a physical
point of view because for molecular wires at room temperature and quan-
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tum dots at helium temperature thermal excitations do not play a significant
role. As a consequence, the Fermi functions are simple step functions. This
fact spares a numerical computation of the energy integral because the re-
tarded Green function (3.21) can be evaluated analytically once the Floquet
modes and quasienergies have been determined by direct diagonalization.
Figure 5.2 depicts the current and noise for relatively large voltage. Note
that we assume that each site couples equally strongly to the respective
lead, ΓL = ΓR = Γ. The transport for excitation energies h¯Ω, which are of
the same size or somewhat larger as the resonant tunneling energies deter-
mined by ∆, is investigated. An oscillating behavior of the current and the
noise as a function of the driving amplitude can be observed in Fig. 5.2(a).
The dc current exhibits distinct minima accompanied by maxima for the
noise and vice versa. For small driving frequency Ω = ∆/h¯, the Fano factor
displays only a single minimum in Fig. 5.2(b) in case of small amplitudes.
The structure becomes richer for larger frequencies for which a double mini-
mum with a notably low value (F ≈ 0.25) appears. In addition, a shift of the
minima towards smaller amplitudes occurs.
5.2. Suppression of shot noise
5.2.1. High-frequency approximation
To shed light onto the shot noise reduction characterized by the minima
in the Fano factor, it is insightful to explore the high-frequency limit. We
can apply therefore the RWA discussed in chapter 4. For the unbiased TLS,
this high-frequency approximation denotes formally the zeroth resonance
case as there is no resonant transition present. Thus, the time-dependent
phase (4.8) with rn = 0 for the sites n = 1, 2 becomes
θn(t) = (−1)n A2h¯Ω sin(Ωt) . (5.2)
Then, the coefficients ank defined by (4.15) turn out to be Bessel functions.
Making use of the definition (4.10), the effective Hamiltonian describing the
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driven system becomes
HTLS,eff = −∆eff σx . (5.3)
Within a high-frequency approximation, the driven two-site system (5.1)
hence acts as an unbiased static system with the effective hopping matrix
element
∆eff = J0
(
A
h¯Ω
)
∆ , (5.4)
where J0 is the zeroth order Bessel function of the first kind. The driving am-
plitude A and frequency Ω can now be chosen such that ∆eff vanishes and
consequently tunnelling between the two sites no longer occurs as argued
for the coherent destruction of tunneling (cf. section 4.1).
Accordingly, the effective electron distributions can be evaluated and for
the relevant energy regime e = 0 (cf. Fig. 4.2) and we obtain
f`,eff(0) = ∑
k<µ`/h¯Ω
J2k
(
A
2h¯Ω
)
. (5.5)
The resulting expressions for the approximate current and noise can be
nicely put in terms of the static quantities in the limit of very large voltage
which are stated in Appendix A. With the replacement ∆ → ∆eff in (A.11)
and (A.12), we denote the time-averaged current and the zero-frequency
noise in this limit by I¯∞ and S¯∞. Substituting f`(e) by f`,eff(e), the transport
for high-frequency driving is eventually described by
I¯RWA = λ I¯∞ =
eΓ
2h¯
λ∆2eff
∆2eff + (Γ/2)
2
, (5.6)
S¯RWA = λ2S¯∞ +
e
2
(1− λ2) I¯∞
=
e2Γ
h¯
2λ2∆2eff(Γ
4 − 2Γ2∆2eff + 8∆4eff)
(4∆2eff + Γ
2)3
+
1− λ2
2λ
eI¯RWA , (5.7)
where
λ = fR,eff(0)− fL,eff(0) = ∑
|k|≤K(V)
sgn(V) J2k
(
A
2h¯Ω
)
. (5.8)
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Figure 5.3: Fano factor F∞ as a function of ∆/Γ. For ∆  Γ, the bottleneck of the
transport is the tunnelling process between the two sites yielding a Fano factor
F∞ = 1. In the opposite limit ∆  Γ, we obtain transport through a double-
barrier structure with a corresponding Fano factor F∞ = 1/2. In the intermedi-
ate regime the Fano factor assumes a minimum at the position indicated by the
special ticks in the plot.
Here, K(V) is a shorthand notation for the integer part of e|V|/2h¯Ω. Note
that the Fano factor FRWA = S¯RWA/eI¯RWA for fixed A/Ω reaches its minimal
value in the infinite voltage limit. Since Jk(x) ≈ 0 for x > k and ∑k J2k (x) =
1, the dc current and the zero frequency noise are well approximated for
A < eV by their asymptotic values for infinite voltage, I¯RWA ≈ I¯∞ and
S¯RWA ≈ S¯∞. We remark that, in contrast to the static case, the result (5.7)
contains contributions stemming from the first term in the noise expression
(A.5) even in the zero-temperature limit.
In order to explain the shot noise suppression in detail, it is very helpful
to discuss briefly the static case I∞ and S∞ stated by (A.11) and (A.12), re-
spectively. In Fig. 5.3, the Fano factor F∞ = S∞/eI∞ is depicted as a function
of the ratio of the tunnelling matrix element ∆ and the level width Γ. For
weak wire–lead coupling Γ  ∆, the two contacts between the TLS and the
leads form the limiting step of the transport process. We effectively arrive
at transport through a double-barrier system with a Fano factor F∞ = 1/2
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(Chen and Ting, 1991). On the other hand, for Γ  ∆ the two sites hybridize
with the adjacent lead and effectively only a single barrier remains. This
yields a Fano factor F∞ = 1. At the crossover between these two regimes,
the channel is optimally transparent and, consequently, the Fano factor as-
sumes a minimum. From the expression (A.13), we find the optimal hopping
matrix element ∆ =
√
5/12 Γ yielding a minimal Fano factor of F∞ = 7/32.
We remark that the minimum decreases further if the number of sites in the
system is increased (Camalet et al., 2003).
5.2.2. Comparison with exact results
Figures 5.4(b), (c) and (d) depict by solid lines the time-averaged current,
the zero-frequency noise and the Fano factor at zero temperature obtained
within our numerically exact Floquet-Green scattering formalism. Note that
the particular value of V = 48∆/e for the voltage has been selected to avoid
the chemical potentials to lie closely to multiples of h¯Ω. A comparison of
these numerically exact results for current and noise with the approximate
expressions (5.6) and (5.7) depicted by dashed lines shows a good agree-
ment for the parameters chosen. The agreement improves with increasing
frequency: already for Ω = 10∆/h¯, it is found that the exact and approxi-
mate results can practically no longer be distinguished.
The exact numerical results show even stronger suppressions compared to
Fig. 5.2 of both the current and the noise for certain driving amplitudes. This
behavior can be explained within the high-frequency approximation: When-
ever the ratio A/h¯Ω corresponds to a zero of the Bessel function J0, the effec-
tive hopping matrix element ∆eff vanishes [cf. Fig. 5.4(a)] and consequently
the current and the noise become zero. Note that the exact result exhibits
still a residual current and noise. The suppressions of the current and noise
lead to peaks of the Fano factor F as a function of the driving amplitude
as revealed in Fig. 5.4(d). For sufficiently small driving amplitudes, these
peaks are accompanied by minima which correspond to |∆eff| '
√
5/12 Γ
indicated by the dotted line in Fig. 5.4(a).
For driving amplitudes A . eV, the finite voltage results (5.6) and (5.7)
for the dc current and the noise strength are well described by the results
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Figure 5.4: (a) Effective hopping matrix element |∆eff|, (b) time-averaged current I¯, (c)
zero-frequency noise S¯, and (d) Fano factor as a function of the driving ampli-
tude A. Shown are the numerically exact results (solid lines), the approximative
results for finite (dashed) and infinite voltage (dashed-dotted). All parameters
are as in Fig. 5.2 except for Ω = 5∆/h¯. The dotted line in (a) marks the value√
5/12 Γ for which the Fano factor assumes its minimum.
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Figure 5.5: Time-averaged current I¯ as a function of the driving amplitude A. Shown
are the numerically exact result (solid line), the approximate result (5.6) for
finite voltage (dashed line) and the infinite voltage result (dashed-dotted line).
The coupling strength is Γ = 0.5∆, the driving frequency is Ω = 5∆/h¯, and the
voltage reads V = 5∆/e.
(A.11) and (A.12) for infinite voltage with ∆ replaced by ∆eff. In this regime,
the Fano factor reaches the maxima F = 1. In contrast, for larger driving
amplitudes A > eV, we find a Fano factor larger than that predicted by the
static expression (A.13), as already discussed below (5.8). In particular, the
Fano factor can assume values F > 1.
Finally, we consider in Fig. 5.5 the case of intermediate voltages such that
∆, Γ < eV < 2h¯Ω. Then, only the zero photon channel contributes and
hence the current I¯ = I¯∞ J20 (A/2h¯Ω) is considerably lower than that for
large voltages. Now, in addition, a new type of suppression appears at twice
the amplitude compared to the suppressions discussed above. The physical
reason for this new kind of suppression lies in the fact that the effective
distribution functions in the two leads are equal at the relevant energies and
therefore no dc current can flow. Nevertheless, the noise remains finite and,
consequently, the Fano factor diverges.
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VL = VR
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eVac cos(Ωt)
Figure 5.6: Model potential for the double-well heterostructure. In the numerical
calculations, we employ barriers with the heights VL = VR = 90meV, VC =
40meV and the widths dL = dR = 5 nm, dC = 15 nm. The dotted lines mark the
energy of a metastable tunnel doublet with splitting energy 2∆. The left well is
subject to an electric dipole field generated by an alternating gate voltage with
amplitude Vac.
5.3. Current suppression in heterostructures
Semiconductor heterostructures represent a popular physical system for the
investigation of mesoscopic transport (Beenakker and van Houten, 1991;
Imry, 1997) and tunnelling phenomena (Esaki and Tsu, 1970; Tsu and Esaki,
1973; Capasso and Datta, 1990). The main reason for this is the high mobility
and the rather long mean free path of the charge carriers populating them.
Standard beam epitaxy techniques make the accurate growth of alloys of
such materials on substrates possible, and the nearly identical lattice param-
eters, together with the possibility of controlling the band gap, turns the
combination GaAs/AlGaAs into an ideal candidate for building complex
low dimensional structures with quantum wells and tunnel barriers. More-
over, these setups open various ways to study tunnelling in time-dependent
systems.
An experimental setup of a TLS can be realized by a triple-barrier struc-
ture as depicted in Fig. 5.6. The barrier heights and widths correspond to
typical values in GaAs/AlGaAs heterostructures (Capasso and Datta, 1990).
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Note that in contrast to the model (5.1), the driving acts solely on one well,
while the other one remains unaffected by the external field. A standard ap-
proach to investigate theoretically the tunneling currents in such systems is
the transfer-matrix method. Within this method, the Floquet states are de-
composed into plane waves throughout the driven heterostructure, so that
they can be appropriately matched with the inelastic scattering channels in
the leads characterized by E+ kh¯Ω. This decomposition allows to separate
the time- and the space-dependent parts of the wave function. For a spatially
constant potential with a time-dependent gate voltage Vac(t) = Vac cos(Ωt),
the solution of the Schrödinger equation is readily obtained to read
ψ(E, z, t) =
+∞
∑
k=−∞
ψk(z) exp
(
− i
h¯
(E+ kh¯Ω)t− iφ(t)
)
(5.9)
with the accumulated phase
φ(t) =
e
h¯
∫ t
0
dt′ Vac(t′) = φ(t+ T ) . (5.10)
Its time-periodicity follows from the zero time-average of the gate voltage.
Now the time-dependent Schrödinger equation can be solved by assum-
ing a piecewise constant potential. The heterostructure is cut therefore into
layers. At the borders of adjacent layers, the two different wave functions
at each side have to be matched. The matching conditions are incorpo-
rated into transfer matrices. We presented here only the basic idea of the
transfer-matrix technique. A exhaustive overview to this method gives Wag-
ner (1995).
The results discussed here are presented in more depth by Rey, Strass,
Kohler, Sols, and Hänggi (2005). Surveying the time-averaged current in
Fig. 5.7 calculated numerically from the transfer-matrix method and the
Floquet-Green approach within a tight-binding description, we observe cur-
rent minima for distinct values of eVac/h¯Ω for frequencies in the microwave
regime. The reason for the current suppressions becomes apparent by com-
parison with the high-frequency approximation along the line of section 5.2,
which exhibits minima close to those of the transfer-matrix and tight-bind-
ing Floquet-Green curves. The approximate current vanishes whenever the
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Figure 5.7: (a) Time-average current I¯ vs. driving amplitude Vac obtained numeri-
cally from tight-binding Floquet-Green (solid) and transfer-matrix (dashed line)
methods. Also shown is the high-frequency approximation (dashed-dotted).
The inset depicts the value of the first current minimum as a function of the
driving frequency. Solid (tight-binding) and dashed (transfer-matrix) line decay
approximately as 1/Ω. (b) Corresponding Fano factor. The chosen parameters
are h¯Ω = 1.15meV, V = 6.0mV, Γ = 0.16meV and ∆ = 0.23meV. The parame-
ters for the barrier structure are those of Fig. 5.6.
ratio eVac/h¯Ω assumes a zero of the Bessel function J0, i.e., for the values
2.405, 5.520, 8.654, . . . , since then ∆eff ∝ J20 = 0. By varying the ratio be-
tween driving amplitude and frequency, we can thus tune the tunnelling
between the two wells and thereby control the current as already discussed
in section 5.2.2. For a frequency Ω = 5∆/h¯, the analytical expression shows
a remarkable agreement with the exact Floquet-Green result for Vac . V.
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The inset of Fig. 5.7 shows the minimum current at the first suppression
decays as a function of the driving frequency Ω. This is expected from the
good agreement between the numerical results and the high-frequency ap-
proximation, because the approximation accounts for the first order term
in a perturbative scheme in 1/Ω [see discussion after Eq. (4.10)]. Higher
order contributions are included in a numerically exact calculation, which
results in a nonvanishing current at the minima. A similar Ω-dependence is
observed also for the transfer-matrix formalism.
While the general shape and magnitude of the current are very similar for
both models, there still appears to be a small difference in the location of the
minima for the relatively low barriers chosen in Fig. 5.7. For a continuous
potential (dashed line), the current assumes minima at values of eVac/h¯Ω
higher than those predicted by the tight-binding description (solid line). We
can match the curves even better by using larger barrier heights (Rey, Strass,
Kohler, Sols, and Hänggi, 2005). As a consequence, the wave functions of the
well states become more localized. This situation corresponds in the tight-
binding picture of the Floquet-Green formalism to a lead–well coupling Γ
that is almost energy independent and thus mimics the wide-band limit. Fur-
thermore, this argument is used to explain the smaller deviation observed
with thinner barriers, since VL is much larger in that case.
The noise strength of the current for the tight-binding approximation de-
scribed by the Fano factor is depicted in Fig. 5.7(b). For zero driving ampli-
tude, we find F ≈ 1/2 which is characteristic for the transport through a
double barrier as illustrated in Fig. 5.3. Note that the central barrier is con-
siderably lower and, thus, the outer barriers determine the transport. At the
current suppression, the central barrier becomes the bottleneck. Then, the
setup corresponds to a tunneling point contact with F ≈ 1. In the crossover
region, the transport can be considered “barrier free” and the Fano factor
assumes its minimum.
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An alternating potential can induce inelastic tunneling events when the elec-
trons absorb or emit photons from the oscillating external field. If only the
exchange of discrete energies is involved, this phenomena is referred to as
photon-assisted tunneling (PAT). For an exhaustive review see Platero and
Aguado (2004). Quantum dots are especially suited for the experimental im-
plementation of PAT because the discrete dot levels can be readily tuned by
means of gate voltages (van der Wiel et al., 2003). In this chapter we explore
the case of two coherently coupled quantum dots exposed to microwave
radiation in the pumping configuration.
Thereby, in mesoscopic conductors, a cyclic variation of the parameters
can induce a pump current: A nonvanishing dc current flows in the absence
of any external bias voltage or even against a bias (Kouwenhoven et al., 1991;
Pothier et al., 1992; Switkes et al., 1999). If the driving frequency is much
larger than the inverse of the typical time-scale for an electron to traverse
the conductor, the pump is said to operate in the adiabatic regime (Brouwer,
1998; Altshuler and Glazman, 1999; Moskalets and Büttiker, 2002). For adi-
abatic quantum pumps, two time-periodic parameters with a phase lag are
required. The transfered charge per cycle is determined by the area enclosed
in the parameter space during the cyclic evolution (Brouwer, 1998; Altshuler
and Glazman, 1999). This implies that the resulting current is proportional
to the driving frequency and, thus suggests that in the nonadiabatic regime,
electron pumping is more effective. For practical applications, it is not only
desirable to yield a large pump current, but also to keep the noise level
reasonably low.
It has been found by Avron et al. (2001) that adiabatic pumps can be practi-
cally noiseless. This happens, however, at the expense of acquiring a small or
even vanishing current (Polianski et al., 2002). Therefore, the question arises
whether it is possible to boost the pump current by increasing the driving
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µL = 0 µR = 0
ΓL ∆ ΓR
h¯Ω
Figure 6.1: Level structure of the asymmetric double quantum dot in a pump config-
uration (µL = µR = 0). The solid lines mark the relevant levels |1〉 and |2〉 with
the energies ±e0/2. The arrows indicate the dominating scattering process of a
transmitted electron for the coherent photon-assisted tunneling.
frequency while keeping the noise level very low. Brune et al. (1997) and
Stafford and Wingreen (1996) addressed the nonadiabatic pump current in
coupled quantum dots theoretically and Oosterkamp et al. (1998) measured
it in the regime of strong interdot coupling. However, it was not until re-
cently that the noise characteristics of nonadiabatic quantum pumping has
been investigated (Strass et al., 2005a).
6.1. The double-dot model
For reasonable low temperatures (like for helium temperature), intradot ex-
citations do not play a role such that we only consider the lowest unoccupied
level in one dot and the highest occupied in the other one. Therefore, each
dot is well described by a single energy level as sketched in Fig. 6.1. The
double quantum dot Hamiltonian in the discrete level basis of the left and
right dot reads
Hdots(t) = −∆2 σx +
e(t)
2
σz , (6.1)
where the energy difference e(t) = e0 + A cos(Ωt) is characterized by the
static internal bias e0 and time-dependent bias stemming form an oscillating
gate voltage. Typical driving frequencies range up to 100GHz (van der Wiel
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et al., 1999) such that the wavelength exceeds the size of the setup by far
since the extension of double dots is in the sub-micron range. Thus, the
implicitly assumed dipole approximation for the driving is well justified.
Moreover, the energy scale is set such that µL = µR = 0 and therefore the
dot levels possess the energies +e0/2 and −e0/2, respectively.
6.2. Resonant electron pumping
6.2.1. Symmetry considerations
Before computing the current and the noise, we like to elucidate the sym-
metries in our system. From classical considerations (Flach et al., 2000), we
know that the existence of a dc current in systems driven by time-dependent
fields depends on whether symmetry operations are present which lead to
a change in the sign of the current, I(t) → −I(t), and leave the underlying
equations of motion invariant. In other words we need some type of symme-
try breaking in order to obtain a pump current. This argument applies both
for adiabatic and nonadiabatic driving.
For harmonic driving, the total Hamiltonian H(t)—including the leads
and the tunneling contributions—obeys time-reversal symmetry and hence,
each individual scattering process has a time-reversed partner which occurs
with the same probability as argued in section 3.2.1. Thus, it is tempting to
conclude that the net current of both partners and, consequently, the pump
current vanishes in our setup. This, however, is not the case because the
driving enables inelastic, i.e., energy nonconserving, scattering. In particu-
lar, there exist processes like the one sketched in Fig. 6.1: With the leads
initially at equilibrium, an electron from the right lead with energy below
the Fermi surface is scattered into a state in the left lead with energy above
the Fermi surface. This process contributes to the current. By contrast, the
time-reversed process as indicated in 3.1(a) does not transport an electron
because the respective initial state is not occupied. The net effect is transport
of electrons from the lower level to the higher level, i.e., from right to left.
None the less, the pumpmight vanish due to the presence of an additional
symmetry, such as generalized parity (x, t) → (−x, t+ pi/Ω) which relates
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Figure 6.2: (a) Pump current I¯ (dashed line) and its noise power S¯ (solid) as a func-
tion of the driving frequency Ω for coupling strength Γ = 0.3∆, driving ampli-
tude A = 3.7∆, and internal bias e0 = 5∆. The dotted lines mark the analyti-
cal results (6.7) and (6.8) with the first three resonances labeled by their order.
Panel (b) depicts the corresponding Fano factor.
two scattering processes with identical initial energies as discussed in sec-
tion 3.2.3. Their contributions to the current cancel each other. With equally
strong coupling to the leads, ΓL = ΓR = Γ, generalized parity is satisfied
for H(t) solely at zero internal bias e0 = 0. For finite bias e0 6= 0, however,
this symmetry is broken and, consequently, a finite pump current emerges.
We remark that this current increases proportional to e0 until the internal
bias exceeds the interdot coupling ∆. Moreover, this pump current exhibits
resonance peaks depicted in Fig. 6.2 including higher-order resonances as
has been already found by Stafford and Wingreen (1996).
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6.2.2. High-frequency driving
In order to obtain analytical results within the RWA introduced in chapter 4,
we focus on strongly biased situations, e0  ∆, and driving frequencies
close to the internal resonances of the double dot, mh¯Ω = (e20 +∆
2)1/2 ≈ e0.
In this regime, the dynamics of the dot electrons is dominated by the sec-
ond term of the Hamiltonian (6.1) while the tunneling contribution, which
is proportional to ∆, represents a perturbation. Thus, the time-dependent
phase (4.8) becomes
θn(t) =
(−1)n
2
(
mΩt+
A
h¯Ω
sin(Ωt)
)
, (6.2)
where we used x1/2 = ±1/2 and r1/2 = ±1/2. Note that rn is not an integer
for the chosen setup as a consequence of setting the level energies of the
dots to ±e0/2. Furthermore, for the effective dot Hamiltonian, we arrive at
Hdots,eff = −∆eff2 σx −
δ
2
σz (6.3)
with δ = mh¯Ω− e0 and the effective tunnel matrix element
∆eff = (−1)m Jm
(
A
h¯Ω
)
∆ , (6.4)
where Jm is the mth order Bessel function of the first kind. We remark that
the structure of the transformed Hamiltonian (6.3) is similar to the unbiased
case [cf. (5.3)] except for the term with the small detuning δ. Accordingly,
the impact on the leads is expressed by
fL/R,eff(e) =
∞
∑
k=−∞
J2k
(
A
2h¯Ω
)
fL/R
(
e+
[
k± m
2
]
h¯Ω
)
, (6.5)
which can be interpreted as an effective electron occupation number of the
levels in lead `. At zero temperature, it exhibits steps at e = µ` + (k ±
m/2)h¯Ω and is constant elsewhere. Note that in contrast to the energy shift
before Eq. (4.19), we shifted here the argument e → e + (k′ ∓ m/2)h¯Ω in
order to arrive at symmetric expressions for the left and right electron occu-
pation with respect to zero energy.
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Both the dc current and the noise power can be expressed now in terms
of the effective transmission probability Teff(e) of an electron with energy
e. For a two-level system in the wide-band limit, one obtains similar to the
derivation in Appendix A
T(e) = Γ2|Geff12 (e)|2 =
Γ2∆2eff
|(2e− iΓ)2 −∆2eff − δ2|2
. (6.6)
For the remaining evaluation of the energy integrals in the current (4.19) and
the noise (4.22), it is important to note that the transmission is practically
zero for e2 & ∆2eff + Γ2 + δ2. Thus, for h¯Ω & ∆eff, Γ, δ, the effective electron
occupation (6.5) is constant in the relevant energy range and can be replaced
by its value at e = 0 (cf. Fig. 4.2). This yields close to the mth resonance
I¯(m)RWA =
eΓ
2h¯
λm∆
2
eff
∆2eff + Γ
2 + δ2
, (6.7)
S¯(m)RWA =
e2Γ
4h¯
λ2m∆
2
eff[2(Γ
2 + δ2)2 −∆2eff(Γ2 − 3δ2) +∆4eff]
(∆2eff + Γ
2 + δ2)3
+
1− λ2m
2λm
eI(m) ,
(6.8)
where
λm = fR,eff(0)− fL,eff(0) = ∑
|k|≤m/2
J2k
(
A
2h¯Ω
)
(6.9)
with |λm| ≤ 1 and k being an integer. Quite remarkably, for resonant driving
(δ = 0), the pump current assumes a maximum while the noise power S¯
generally assumes a local minimum as can be seen in Fig. 6.2(a). This results
in an even more pronounced minimum for the Fano factor.
6.2.3. Comparison with exact result
Figure 6.2(a) depicts the numerically exact pump current and its noise power
at zero temperature. We find that the current exhibits peaks which are lo-
cated at the resonance frequencies Ω = (e20 +∆
2)1/2/mh¯ as mentioned ear-
lier. This agrees well with our analytical results (dotted lines), albeit the RWA
predicts the location of the current maxima only to zeroth order in ∆, i.e., at
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Figure 6.3: Comparison of time-averaged current I¯ and zero-frequency noise S¯ for
exact and approximated result at the first resonance (m = 1, δ = 0) dependent
upon the driving amplitude A. The current and noise suppressions coincide
with the zeros of J1(A/h¯Ω). The other parameters are as in Fig. 6.2 and the
arrow indicates the driving amplitude used in that plot.
the slightly shifted frequencies Ω = e0/mh¯. For the chosen parameters, the
zero-frequency noise S¯ possesses clear minima, each accompanied by two
maxima. In the vicinity of the resonance, the noise is considerably below the
shot noise level eI¯ looking at Fig. 6.2(b). This feature is notably pronounced
at the first resonance. Far from the resonances, the current becomes smaller
and the Fano factor is close to F = 1.
For the current and noise as a function of the driving amplitude at the
first resonance, we find in Fig. 6.3 an excellent agreement between numer-
ical results and the RWA with δ = 0. The reduction of the dc current and
the noise strength as a consequence of the coherent suppression of tunnel-
ing similar to the unbiased two-level system (cf. Fig. 5.4) is located close to
the zeros of the Bessel function J1 originating from ∆eff. The Bessel function
becomes zero for the values A/h¯Ω = 3.812, 7.016, 10.174, . . . Note, how-
ever, that the low values for the time-averaged current at every odd noise
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Figure 6.4: Time-averaged current I¯ and zero-frequency noise S¯ for low driving fre-
quency from Floquet-Green formalism. The plot denotes a blow-up of the lower
left corner of Fig. 6.2(a). The straight lines serve as guide to the eyes. The current
vanishes as Ω2 whereas the noise is proportional to Ω.
peak have their origin in the effective electron distributions (6.5) or more
correctly speaking in the difference of those which reads λ1 = J20 (A/2h¯Ω)
from the definition (6.9). Furthermore, we observe a characteristic shoulder
for S¯ (dashed and dotted line) which results in the minimum of the Fano
factor depicted in Fig. 6.2 for m = 1. The corresponding driving amplitude
for this minimum is indicated by the arrow.
6.2.4. Adiabatic vs. nonadiabatic pump
As a proof that our Floquet scattering formalism really accounts for the nona-
diabatic regime of the electron pump, we consider briefly the adiabatic limit
Ω → 0. Reaching for smaller frequencies, the spectrum of the quasiener-
gies becomes dense and thus also higher sidebands k yield a substantial
contribution to the current. Solving the Floquet equation for slow driving is
numerically rather costly as a huge number of sidebands have to be consid-
ered to assure convergence. Still already Fig. 6.4 clearly reveals that in the
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adiabatic limit, the pump current vanishes proportional toΩ2. This is in con-
trast to the behavior of electron pumps driven in the adiabatic operational
regime as the dc current vanishes linear in Ω there (Moskalets and Büttiker,
2004). For the noise power, however, we observe a linear frequency depen-
dency which is the same as for an adiabatic pump in the low-temperature
regime (Moskalets and Büttiker, 2004). Considering the efficiency of nona-
diabatic pumping, we find, for instance, for the parameters in Fig. 6.2, that
approximately 0.1 electrons are transfered per driving cycle at the first res-
onance. Ideally, an adiabatic pump can shuffle one electron per cycle across
the conductor. However, as the frequency is considerable lower for adiabatic
pumping, we obtain a much better efficiency for purely nonadiabatic driv-
ing.
6.2.5. Tuning the pump
The comparison of the numerically exact results with the current (6.7) and
the noise power (6.8) in Figs. 6.2 and 6.3 leads to the conclusion that the
RWA predicts both the current maxima and the noise minima fairly well to
employ these expressions for a parameter optimization towards low-noise
pumping. We have already seen that the condition of large current and low
noise is met at the internal resonances of the biased double-dot setup. Thus,
we can restrict the search for optimal parameters to resonant driving with
h¯Ω = e0/m. As a figure of merit for the noise strength we employ the Fano
factor for δ = 0,
F(m)RWA =
S¯(m)RWA
eI¯(m)RWA
=
1
2λm
− λm
2
Γ2(3∆2eff − Γ2)
(∆2eff + Γ
2)2
, (6.10)
which is a function of λm and ∆eff/Γ. The second term is minimal for
∆eff/Γ =
√
5/3, yielding F(m)RWA = 1/(2λm) − 9λm/32. Thus, the optimal
Fano factor is assumed for λm = 1 and reads Fopt = 7/32 ≈ 0.219. In the
following, we restrict ourselves to the fundamental resonance (m = 1) for
which ∆eff = J1(A/h¯Ω)∆ and λ1 = J20 (A/2h¯Ω). A similar analysis can be
performed also at higher resonances m > 1, where the same optimal Fano
factor can be reached but for larger driving amplitude. At the first resonance,
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Figure 6.5: Fano factor F at the first resonance (m = 1) for various dot–lead coupling
strengths Γ. The exact Floquet calculation (solid lines) is compared with the
RWA for δ = 0 (dashed). The inset depicts the minimal Fano factor dependent
upon Γ for the internal bias e0 = 5∆ at the first resonance. The dotted lines
mark the optimal Fano factor Fopt = 7/32.
the value λ1 = 1 is assumed for A = 0 which means ∆eff = 0; this unfor-
tunately implies a vanishing current (6.7). Therefore, the central question
is whether it is possible to find a driving amplitude providing on the one
hand an appreciably large pump current, while on the other hand yielding
a noise level close to Fopt. The numerical results depicted in Fig. 6.5 indeed
suggest this possibility: The Fano factor is close to the optimal value already
for a finite amplitude. A closer investigation reveals that the location of the
minimum corresponds to ∆eff = J1(A/h¯Ω)∆ =
√
5/3 Γ, in compliance with
our analytical considerations. In particular, the minimum is shifted towards
smaller values of A/h¯Ω for weaker coupling Γ. Moreover, we emphasize
again that the RWA results (6.7) and (6.8) agree very well with the numeri-
cally exact results, although they slightly underestimate the noise.
The data in Fig. 6.5 also reveal that in the interesting regime, the ratio
A/h¯Ω is considerably smaller than unity and hence, we can employ the
approximations J0(x) ≈ 1− x2/4 and J1(x) ≈ x/2 valid for small arguments.
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It is now straightforward to obtain in lowest order of A/h¯Ω the expressions
∆eff = A∆/2h¯Ω and F
(1)
RWA = 7/32+ (5A/16h¯Ω)
2.
For instance, choosing A = 0.3 h¯Ω, the noise level lies merely 5% above
Fopt and the condition ∆eff =
√
5/3 Γ corresponds to Γ ≈ 0.1∆, i.e., to weak
dot–lead coupling. This estimate is confirmed by the inset in Fig. 6.5 which,
in addition, demonstrates that F ≈ Fopt for Γ . 0.1∆. For such a small
coupling Γ, interaction-induced electron–electron correlations typically play
a minor role.
The typical tunnel coupling ∆ between the two dots is characterized by
the range of 10–60 µeV (Oosterkamp et al., 1998). Choosing ∆ = 25 µeV,
the internal bias e0 = 5∆ corresponds to the resonance frequency Ω =
5∆/h¯ ≈ 2pi × 60GHz. Tuning the lead coupling to Γ = 0.1∆ results within
the RWA in an optimized pump current of the order 100 pA with a Fano
factor F ≈ 0.23. The relevant measurements for the pump current by Oost-
erkamp et al. (1998) operate in the strong interdot coupling regime which
means that ∆ is of the same order as the internal bias e0. They detected a
value of roughly 0.5 pA for the first resonance peak. For this regime, how-
ever, the RWA is no longer valid since the required condition e0  ∆ is not
fulfilled. Unfortunately, it is neither possible to extract from their data the
dot–lead coupling Γ which has been used in the experiment. This, and the
fact that a very low microwave field power corresponding to the driving am-
plitude A was presumably applied, render a reliable comparison with the
experiment impossible and serve as an explanation for the large discrepancy
in terms of the absolute value of the pump current predicted by the RWA.
6.3. Current–voltage characteristics
Finally, exploring the current–voltage (I–V) curve of the asymmetric double
dot driven at the first resonance, which is depicted in Fig. 6.6, allows us to
gain some specific insight into the discrete energy exchange of the electrons
with the external alternating field typical for photon-assisted tunneling. Fig-
ure 6.6 also shows the dependency of the noise power on the external bias
voltage. So far we operated our setup with zero voltage (µL = µR = 0) as
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Figure 6.6: (a) Time-averaged current I¯ and zero-frequency noise S¯ within the exact
Floquet-Green formalism and the RWA as a function of the transport voltage V
at the 1-photon resonance. The driving amplitude reads A = 15∆ and the re-
maining parameters are those of Fig. 6.2. The current and its noise strength
exhibit steps of width 2h¯Ω = 2(∆2 + e20)
1/2 = 2
√
26∆ for the chosen parame-
ters and the exact case. The arrows indicate three different transport situations
which are illustrated by the energy diagrams in (b), (c) and (d), respectively.
illustrated in Fig. 6.6(c). This modus operandi corresponds to the pump con-
figuration. Reaching for higher voltages and approaching the situation of
panel (d), a step occurs in the I–V characteristics at V = (∆2 + e20)
1/2/me for
the mth resonance.
The enhancement of the current can be comprehended with help of the
RWA. For the double dot at resonance (δ = 0), the effective Hamiltonian (6.3)
has the same form as in the static case without internal bias (e0 = 0). The dif-
ference in the effective electron distribution (6.5) in presence of a transport
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voltage V is modified as
λm = ∑
|k|≤Km(V)
sgn(V + e0) J2k
(
A
2h¯Ω
)
, (6.11)
where Km(V) denotes the largest integer not exceeding |eV/2h¯Ω + m/2|.
Hence, besides the zero photon conduction channel (k = 0) for the pump
configuration, additional channels also contribute to the current now for the
setup in panel (d) since the sum in (6.11) comprises the first sideband k = −1
and k = 1. Physically, an electron transmitted from the right to the left lead
absorbs and emits one photon. The subsequent steps for even higher bias
voltage are attributed to larger sideband contributions. The probability for
the absorption and the emission processes of k photons is denoted by the
square of the Bessel function namely J2k (A/2h¯Ω).
Going the other way toward negative values of V and approaching the sit-
uation in panel (b), the dc current is reversed once the dot levels are aligned
with the chemical potentials in the respective lead. Note that based on the
fact that a symmetric voltage drop µL = −µR is applied in Fig 6.6, the bias
voltage is defined as V = 2µR/e. Therefore, also the factor of 2 emerges for
the step width of the staircase of the I–V curve which amounts to 2h¯Ω.
Regarding the noise, the conduction channels contribute differently to the
noise power. Although the time-averaged current (solid and dashed-dotted
lines) is enhanced for positive voltage, the noise power (dashed and dotted
lines) exhibits a lower value.
If we decrease the dot–lead coupling as has been done in Fig. 6.7, we ob-
serve a sub-structure in the I–V jumps for sufficiently low Γ for the exact
Floquet calculation. These intermediate jumps are a consequence of the so-
called Rabi splitting (Stafford and Wingreen, 1996). The level in each dot
hybridizes with the sidebands of the other level due to the external driving.
As the RWA constitutes a degenerate perturbation scheme for the Floquet
transport theory, the degeneracy is removed in case of strongly localized
states (e0  ∆) due to the weak interdot coupling. The corresponding level
splitting is obtained by diagonalizing the first order perturbation Hamilto-
nian defined by (4.10). For the system at hand it corresponds to the effective
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Hamiltonian (6.3) and we then obtain for the level splitting
e± = ±∆2 Jm
(
A
h¯Ω
)
(6.12)
at the mth photon resonance. The corresponding Rabi frequency thus reads
ΩR =
|e+ − e−|
h¯
=
∆
h¯
Jm
(
A
h¯Ω
)
. (6.13)
72
6.3. Current–voltage characteristics
The dot–lead coupling has to be sufficiently low in order to resolve the small
Rabi splitting since for zero temperature the width of the jumps is deter-
mined solely by the coupling constant Γ. Hence, the condition Γ  ΩR
must hold. Similar to the step width of the big steps, the factor of 2 in the
step width of the intermediate jumps 2h¯ΩR is a result of the symmetric
voltage drop.
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In this thesis, we studied in a Floquet-Green formalism the noise character-
istics of nanoscale conductors under the influence of an oscillating external
field. In the first part we derived general expressions for the time-averaged
current and the zero-frequency noise in terms of the retarded Green func-
tion by solving the Heisenberg equations of motion. Thereby, the metallic
leads are eliminated in favor of a self-energy term. The form of the dc cur-
rent implies transmission probabilities which incorporate inelastic scattering
channels. Hence, our approach can be interpreted as an extension of the Lan-
dauer formalism to time-dependent scattering. As a next step, we presented
an expansion of the retarded Green function in terms of a Floquet ansatz
for which the electrons are effectively noninteracting in order to obtain an
efficient, numerically exact solution.
Developing a perturbation scheme based on Floquet theory, the driven
system has been reduced to an effectively time-independent problem with
a renormalized wire Hamiltonian and renormalized electron distributions.
This scheme is applicable for high-frequency driving which is relevant for
many experiments. In particular, it also works for the resonant case, as long
as the photon energy of the driving field defines the largest energy scale of
the system. Hence, this perturbative solution of the time-dependent problem
can be interpreted as a rotating wave approximation for driven transport. It
allows one to evaluate analytically the transport properties with the help
of the current and the noise expressions for the static case, but with the
renormalized quantities mentioned above.
This approach proves to be extremely successful in order to elucidate the
mechanism for the shot noise suppressions that we observe for an unbiased
two-level system. The results of the high-frequency approximation are in-
deed in excellent agreement with the numerically exact outcome from the
Floquet scattering formalism. We find that the purely coherent influence
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of an oscillating external field can suppress transport in the manner of the
coherent destruction of tunneling. Depending on the ratio of driving ampli-
tude and driving frequency, the time-averaged current and the noise power
assume characteristic minima. The relative noise strength characterized by
the Fano factor exhibits remarkably low minimal values in the vicinity of
current suppressions.
Consequently, the results of this work demonstrate that the control of a
current through a molecule by means of a time-periodic driving provides a
viable alternative to the traditional single electron transistor setup based on
a gate electrode. Furthermore, a suitable choice of the transistor’s working
point permits operation in a low noise regime with a small Fano factor. The
current and noise properties that we found for the driven quantum system
hopefully prove to be useful for the development of novel molecular elec-
tronics devices. In any case, they yield a qualitative understanding of the
underlying transport mechanism.
As a further result, we showed that our driven tight-binding model can be
matched with a transfer-matrix approach which is a standard technique to
compute the exact tunneling currents in heterostructures. For the setup of a
triple-barrier structure driven by an alternating gate voltage, we compared
the dc current obtained within the two methods. Again, we verified the effect
of coherent suppression of tunneling. By adjusting the barrier heights, we
came to the conclusion that the two different approaches yield very similar
results under the condition that the barriers are sufficiently high. Large bar-
rier heights assure energy-independent coupling constants which are inher-
ent to our model system. Hence, the Floquet scattering formalism together
with the analytical approximation provides a valid tool for studying theoret-
ically the coherent control of time-dependent electron transport which can
be investigated with today’s semiconductor technology.
Exploring coherently coupled quantum dots, we moreover discussed the
intriguing phenomena of nonadiabatic electron pumping. As a consequence
of the spatial asymmetry of the double dot, the ac driven setup provides
a dc current although no external bias voltage has been applied. Effective
electron pumping is accomplished for resonant driving beyond the adia-
batic regime. With the help of the rotating wave approximation we obtained
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an analytical solution for the transport problem, which allowed us to de-
termine systematically the ideal modus operandi. We conclude that a large
internal bias at resonant driving in combination with a weak dot–lead cou-
pling is required. In particular, the pump current assumes a maximumwhile
the (absolute) noise power exhibits at the same time a minimum. Hence, the
resulting minimum for the Fano factor is even more pronounced. Our find-
ing convincingly suggests that coupled quantum dots are ideal for pumping
electrons effectively and reliably at a low noise level.
Considering a molecular setup, the stability of metal–molecule–metal junc-
tions is still a major issue. To the best of the author’s knowledge, no conduc-
tion measurements for molecules irradiated by laser light have been con-
ducted successfully so far, although currently attempted by several groups.
Within the standard method of open break-junctions, the pointed illumi-
nation of molecules denotes a truly challenging task because thermal ef-
fects stemming from the irradiation of the leads are dominant. However, a
very promising approach might be the implementation of near-field T-tips
(Matzelle et al., 2003; Fischer, 1993). Here, a cutting edge of a glass substrate
is coated with a metallic film on the touching sides such that the edge it-
self remains uncoated. When bringing this tip close to an opposite metal
substrate, the molecules can bridge the gap by chemisorption to the metal
surfaces. Now shining with a laser onto the glass, the tip acts as a prism
focusing the light on the molecule without illuminating the leads.
The measurement of shot noise properties in driven nanoconductors is a
rather delicate subject. To measure shot noise in molecular systems seems
to as a consequence of the stability issues discussed in the previous para-
graph a highly nontrivial task. However, for heterostructures at sufficiently
low temperatures—in order to suppress the background of 1/ f -noise—the
situation is much more promising. Very recent experiments by Song et al.
measuring photo-generated electron tunneling through multiple barriers in
an undoped superlattice structure indicated that the Fano factor approaches
values close to 1/3 for weak driving, i.e., in the low-electric field regime.
In the context of driven transport, there are more questions that deserve
a future investigation. A fascinating field is the heat transport in nanoscale
conductors connected to leads. The energy transfer in such systems can be
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evaluated within the framework of our Floquet-Green formalism. An inter-
esting question is, for instance, whether it is possible to extract heat from
one of the leads depending on the driving of the external field. As a fur-
ther extension of our model it would be desirable to explore the role of
electron–electron interactions for time-dependent systems. However, the Flo-
quet scattering approach presented here can not be generalized for this case
straightforwardly. For this purpose, a many-particle Floquet theory has to
be developed which is a very demanding task.
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In order to interpret the results for the current and the noise for driven
quantum wires, it is very helpful to consider the time-independent case. The
Landauer scattering formula for the current has already been introduced in
2.2.1. To check our time-dependent scattering approach for consistency, we
will verify that in the static limit the current and the noise power derived in
chapter 2 match the established results known in literature. In addition, we
derive analytical expression for a two-level and a three-level system in the
limit of a large voltage drop and energy-independent lead–wire coupling.
A.1. Scattering formalism
By setting the driving amplitude A = 0 in the wire Hamiltonian (3.1), the
time-reversal symmetry is contained. Since no inelastic scattering channels
are present in the time-independent system, all sidebands except for k = 0
disappear. This leads to T(0)LR (E) = T
(0)
RL (E) = T(E) according to Eq. (3.36).
The transmission probability of electrons transmitted across the wire thus
reads
T(E) = ΓL(E)ΓR(E)|G1N(E)|2 (A.1)
with the retarded Green function of the static situation calculated via
G(E) = [E1−Hwire − iΣ]−1 . (A.2)
Note that the spectral density is assumed to be energy dependent. Therefore,
no wide-band limit is applied here. Inserting the transmission function into
the formula (2.36), the current assumes the same form as for the Landauer
approach which is—for the sake of completeness—stated once more
I =
e
h
∫
dE T(E) [ fR(E)− fL(E)] . (A.3)
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This formula or variations thereof has been derived for sundry mesoscopic
structures within the framework of linear-response theory (Langreth and
Abrahams, 1981; Engquist and Anderson, 1981; Sols, 1991) and nonequilib-
rium Green function techniques (Wingreen et al., 1993; Wacker and Jauho,
1998)—just to name a few. To compute the zero-frequency noise of a static
conductor, it is convenient to employ the relation
|ΓLG11(E) + i|2 = 1− T(E) (A.4)
noted by Datta (1995) in order to eliminate the back-scattering terms in the
noise formula (2.40). By doing so, the current noise does not depend on the
phase of the transmission amplitude in contrast to the time-dependent case.
Finally, we arrive at the result
S =
e2
h
∫
dE
{
T(E)[ fL(E) f¯L(E) + fR(E) f¯R(E)]
+ T(E)[1− T(E)][ fR(E)− fL(E)]2
}
,
(A.5)
which matches exactly the expression already obtained by Büttiker (1992).
Again the shorthand notation f¯`(E) = 1 − f`(E) has been adopted. Two
different contributions are characterized by the zero-frequency noise in the
static limit as remarked by Blanter and Büttiker (2000). The terms in the
first line describe the temperature-dependent equilibrium quantum noise
also called Johnson-Nyquist noise according to the dissipation-fluctuation
theorem (Callen and Welton, 1951). It vanishes for zero temperature and for
a finite bias voltage V 6= 0, only the shot noise in the second line is present
then. It is easily verified that if both temperature and bias voltage are zero,
the current, as well as the noise, vanish. It should not pass uncommented
that in presence of a driving field, i.e., A 6= 0, this is no longer the case.
A.2. Two-level system
To explicitly exemplify the derivation for the current and the noise power, a
two-level system with no internal bias is considered. The derivation mimics
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Kohler, Camalet, Strass, Lehmann, Ingold, and Hänggi (2004). For conve-
nience, the energy scale is chosen such that the on-site energy of the two
resonant levels are zero and are situated exactly halfway between the trans-
port bias window defined by the chemical potentials µR and µL (see Fig. 5.1).
In the wide-band limit (2.8), the Heisenberg equations of motion read
c˙1 =
i
h¯
∆ c2 − ΓL2h¯ c1 + ξL(t) , (A.6)
c˙2 =
i
h¯
∆ c1 − ΓR2h¯ c2 + ξR(t) . (A.7)
The solution of these two inhomogeneous equations in the asymptotic limit
t0 → −∞ yields
cn(t) =
∫ ∞
0
dτ [Gn1(τ)ξL(t− τ) + Gn2(τ)ξR(t− τ)] (A.8)
with n = 1, 2. Assuming equal coupling to the leads, ΓL = ΓR = Γ, the
retarded Green function is given by
G(τ) = e−Γτ/2h¯
(
cos(∆τ/h¯) i sin(∆τ/h¯)
i sin(∆τ/h¯) cos(∆τ/h¯)
)
Θ(τ) , (A.9)
where Θ(τ) is the Heaviside function. G(τ) depends solely on the time dif-
ference contrary to the driven case. According to Eq. (A.1), the transmission
becomes
T(E) =
Γ2∆2
|(E− iΓ/2)2 −∆2|2 . (A.10)
We now consider voltages larger than all other energy scales in the problem.
As a consequence, the current noise will entirely be due to shot noise. In
the expression (A.3) for the current, the difference of the Fermi distributions
practically equals one for energies where the transmission is nonvanishing
in the limit of large voltages. Then, the results for the current and the noise
strength will not depend on temperature. The current thus reads
I∞ =
e
2pih¯
T =
eΓ
2h¯
∆2
∆2 + (Γ/2)2
, (A.11)
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where T =
∫
dE T(E) is the total transmission. With the same line of reason-
ing we find from Eq. (A.5) for the zero-frequency noise
S∞ =
e2Γ
h¯
2∆2(Γ4 − 2Γ2∆2 + 8∆4)
(4∆2 + Γ2)3
. (A.12)
The Fano factor F = S/eI becomes
F∞ =
Γ4 − 2Γ2∆2 + 8∆4
(4∆2 + Γ2)2
. (A.13)
This relative noise level reaches its minimum at ∆ =
√
5/12Γ which means
the transport across the two-level system is optimal there.
A.3. Three-level system
Similar for a three-level system, the quantities characterizing transport can
be calculated analytically (Strass et al., 2005b). The on-site energies are again
set to zero. For the transmission, one obtains
T(E) =
Γ2∆2
|(2iE+ Γ)(2iE2 + EΓ− 4i∆2)|2 . (A.14)
For the current, the expression (A.11) as for the two-level system is acquired.
However, the noise results in
S∞ =
e2Γ
h¯
∆2(Γ4 − 4Γ2∆2 + 16∆4)
(4∆2 + Γ2)3
(A.15)
and the corresponding Fano factor reads
F∞ =
Γ4 − 4Γ2∆2 + 16∆4
2(4∆2 + Γ2)2
. (A.16)
The minimal Fano factor F∞ = 1/8 is obtained for ∆ = Γ/2.
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