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ABSTRACT Acoustic emission (AE) and vibration signal are significant criteria of damage identification
in structural health monitoring (SHM) engineering. Multi-disciplinary knowledge and synergistic parameter
effects are technical challenges for damage assessment modelling. This study proposes a structural damage
cause-and-effect analysis method based on parameter information entropy. Monitoring data is used to form
a time-domain feature wave (TFW). The structural strength degradation factor (DF) would be used to define
structural damage information entropy (SDIE) vector. The structural damage cause and effect model is
developed in a probability sense. A fatigue index is adopted for damage assessment, and a causal strength
index is proposed to locate the most likely damage cause. A sandstone-truss structure experiment was
conducted to show that the proposed method is effective for damage evaluation and the experimental results
provide strong support. This is a statistical damage identification method based on causal logic uncertainty,
meaning a complicated mechanics calculation can be avoided.
INDEX TERMS Structural health monitoring, acoustic emission, cause-and-effect analysis, parameter
information entropy.
I. INTRODUCTION
Structural health monitoring (SHM) is significant to ensure
engineering system safety. Damage evaluation system detects
the physical parameter changes using sensors. The structural
data changes are monitored through mathematical models
and intelligent algorithms. Subsequently, the safety status is
evaluated combining structural features and environmental
impacts [1]. In addition to the monitoring of abnormal param-
eter changes, the damage level assessment, damage cause
identification and locating, etc., are also significant issues in
SHM. Furthermore, issues such as sensor aging, reliability
reduction, and data loss would occur due to unexpected harsh
environment. Thus, an ideal monitoring system should be
adaptive to environment changes. The parameter learning and
data intelligence mining are also necessary functions [2], [3].
The associate editor coordinating the review of this manuscript and
approving it for publication was Chao Tan .
Acoustic emission (AE) is a physical consequence that
the structure releases elastic waves to reach a steady state
when subjected to stress [4]. The AE signal contains a
rich variety of structural damage information [5] and has
been widely used in fault diagnosis engineering [6]–[8].
Parametric analysis (PA) has been frequently used in SHM
in areas such as bridge construction, mechanical wear, and
tool flaw detection [9]–[12]. Conventional damage assess-
ment methods are usually based on signal frequency domain
analysis (such as Wavelet transform (WT), fast Fourier trans-
formation (FFT)) and time domain analysis (such as autore-
gressive model with exogenous input (ARX), eigensystem
realization algorithm (ERA)), etc [13]–[16]. As monitoring
data expands, the required storage capacity and computing
power increases. Pattern recognition based on the logical
association between sensor data and damage has become a
viable solution in recent years. Various network models have
been developed for different damage issues. For example,
in [17] the logical associations between AE energy, cracking
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damage and environmental noise were investigated. Based
on that, damage in a welded steel pipe was successfully
detected through the Bayesian theory. In [18] a non-linear
localization framework was proposed to localize acoustic
emission sources. In [19] an adaptive neuro-fuzzy inference
system was integrated to quantify the damage index accu-
rately. In [20] a machine learning framework integrating
multiple intelligent algorithms for aircraft damage identifi-
cation was developed, where simulation experiments were
also included to show the advantages of this model in strategy
reliability and harvested energy. Vibration is a basic physical
reaction of structure destruction. Damage information can be
reflected well by features extracted from vibration signals.
Vibration-based methods, such as modal analysis, frequency-
time domain analysis, impedance analysis, etc., are signifi-
cant tools in SHM engineering. Much research has been done
using vibration analysis methods. In [21] a vibration-based
damage detection method was proposed through vibration
model identification theory. An application example showed
that this method is suitable for complicated structures with
no parameters available. In [22] a modal parameter tracking
system was deployed on an arch bridge for long-time damage
monitoring. The feasibility of the monitoring strategy was
demonstrated combined with intelligent algorithms. In [23]
two types of features were extracted from the damage signal.
The numerical example showed that output-only vibration
measurement problems can be solved under changing envi-
ronmental conditions.
Actual engineering damage can be caused by a combina-
tion of diverse environmental factors (EFs). Damage occurs
randomly as the accumulative consequence of various EFs
over time and space. The monitored physical parameters and
structural damage are usually coupled and one is related to the
other. However, there is not sufficient existing literature avail-
able that discusses the such relationship between damage and
EF in a multi-disciplinary way systematically. The profound
relationships among damage level, monitored parameters and
EF are still worth investigating and the technical reasons are
as follows:
a). Synergistic effect exists between the damage events
and EFs. A damage event may be caused by multiple EFs,
and an EF can cause multiple damage events. For example,
structure brittleness can be affected by many EFs, including
temperature, humidity, and stress. On the other hand, in addi-
tion to stiffness decreases, potential of hydrogen (PH) can
also cause damage such as cracking displacement and local
expansion. There are multidimensional disparities in moni-
tored parameters and damage types. The specific relationship
between each parameter and damage depends on multidis-
ciplinary areas such as structural mechanics, geotechnical
mechanics, and materials science. Thus, the resultant model
can be extremely complicated combining multiple facades of
such a system.
b). Signal parameters are diverse, and the structural char-
acteristics reflected by each parameter can be quite differ-
ent. The appropriate parameter types may vary with the
application scenario and environmental conditions. Conven-
tional signal parameter selecting methods tend to be subjec-
tive and lack universal standards.
c). The occurrence of damage is also a random event
governed by unidentified probabilistic models. An EF may
not cause direct structural damage, but it can increase the
probability of safety-affecting accidents. Structural damage
is a macroscopic consequence of cumulative EFs in many
aspects. The determination of the relationship between EF
and damage is critically dependent on the rationality of
assessment results. The diversity and possible inconsistency
among multiple factors, including monitoring mathemati-
cal model complexity, a multidisciplinary knowledge frame-
work, local cluster computing power, and system portability
can be technical challenges for the investigation of a SHM
system.
Damage is caused by cumulative EFs randomly, and
the structural health degradation process and the associated
causes can be reflected in the historical damage data. For
the sake of reciprocal analysis between damage events and
EF with multi-parameter integrated influence, a structural
damage cause-and-effect analysis model based on param-
eter information entropy is proposed in this study. This
model quantifies the damage occurrence from the perspec-
tive of probability uncertainty. A time-domain feature wave
(TFW) is created according to the signal parameters, and
then the structural damage information entropy (SDIE) is
defined to represent the structural damage level based on a
strength degradation factor (DF) matrix. Furthermore, fatigue
index and causal strength index are proposed to charac-
terise the possibility of damage caused by an EF. Based
on that, both damage level assessment and identification of
the most likely cause and location can be obtained. This
method combines the statistical causal analysis and the basic
engineering parameters. Multi-dimensional monitoring data
is processed collaboratively. The damage assessment and
location can be conducted only using the basic physical
parameters. Compared with traditional damage signal pro-
cessing methods (such as Moment tensor, Artificial neural
networks), the uncertainty information of multiple damage
factors can be considered synergistically. Complex calcula-
tions such as constitutive equations, vibration characteristics
analysis, multi-physics coupling effect, etc., are not required.
II. METHODOLOGY
The model for basement damage assessment and the most
likely cause identification and location of sandstone-truss
structure is considered to illustrate our proposed method.
AE signal is collected, and the feature parameters are calcu-
lated to obtain the judgements used for damage assessment.
Since only the arrival time of vibration signal is captured for
damage locating, the parameters extraction is not required.
In this section, original signals are stacked into a TFW
which contains all parameter information over time. The
uncertainty of damage is estimated through calculating the
parameter interval, the DF matrix, and the SDIE vector.
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FIGURE 1. The procedure of the model.
Finally, cause-and-effect analysis is carried out. The severity
of damage degree is assessed based on a fatigue index, and
the most likely damage cause is represented using a causal
strength index. The procedure is shown in Fig 1.
A. TIME-DOMAIN FEATURE WAVE
Let a set of SHM system acoustic signals collected at a given
appropriate sampling frequency be denoted as A(A1, A2,
. . .Anum), where num is the number ofmonitoring nodes. For a
node z, the time domain monitoring signal can be represented
asAz(a1, a2, . . . an), where n is the number of samples. Signals
can be further analyzed to obtain time and frequency domain
feature parameters, such as energy, mean, peak frequency
and so on. Assume that the parameter matrix obtained from
the monitoring signal is B(b1, b2, . . . bm), where m is the
number of feature parameters. It can be represented in the
time domain as follows:
B =

b11 b12 ... b1l
b21 ... ... b2l
... ... ... ...
bm1 ... ... bml
, (1)
where l is the number of valid signal segments. For a feature
parameter i, the parameter vector can be expressed as Bi(bi1,
bi2, . . . bim).
Conventional PA methods discuss the changes of a single
parameter under external excitation in a time sequence. Even
though these methods can well reflect the response of a single
parameter to an EF, it is desirable to improve the following
aspects for overall damage assessment:
a.) The dominating feature parameter set may change
significantly with only some of the environmental stimuli.
However, appropriate parameter selection to capture those
stimuli largely relies on expert’s skills and experience.
b.) The damage level assessment is obtained based on
many specific parameters. Even though these parameters can
easily be isolated, there lacks reasonable insight to reveal their
relationship.
To collectively analyse multi-parameter effects in damage
assessment over time, the original signal is converted to a
TFW containing the parameter information during the entire
time interval of interest. Each row of the parameter matrix B
represents one parameter sample sequence. Each row of BT
is defined as a TFW unit and a TFW vector BTF is defined
FIGURE 2. Structural degradation flow curve.
as the row vector (b11, b21, . . . bm1; b12, b22, . . . bm2 ; . . . ; b1h,
b2h, . . . bmh;. . . ; b1l , b2l , . . . bml), where h ∈ [1, l]. The TFW
vectors are homogenous in the time domain. Though TFW
is a combination of various parameters, its parameter compo-
nents are consistent with the conventional parametermatrix in
the time domain. Thus, the conventional time domain analysis
algorithms are still feasible.
B. STRUCTURAL STRENGTH DEGRADATION
FACTOR (DF) MATRIX
Consider SHM systems situated in structurally critical areas,
usually under high temperatures, and subject to pressure
and stress constraints. Harsh monitoring environments cause
numerous problems for damage detection systems which use
the sensor output as the underlying data source. Issues such
as sensor aging, reliability reduction, and information loss
are challenges for accurate disaster prediction. In this paper,
a damage evaluationmethod based on cause-and-effect analy-
sis was proposed. The detailed damage evaluation process can
be roughly described by a structural degradation flow curve
in a parameter interval, as shown in Fig 2.
EFs cause damage, thus EFs can be regarded as causal
events, and damage can be regarded as resultant events.
In Fig 2, R is structural strength degree. tp and tq are the
start point of the causal and resultant event, respectively. v is
the retention parameter. Resultant event occurrence under the
conditions of certain causal events can be reflected by the
cumulation of degradation flow curve. To evaluate damage
associated with external stimuli and sensor characteristics,
we simplify the degradation factors presented in [24]. Let the
causal events set beC{C1,C2, . . .Ccn}, and the damage events
set be D{D1, D2, . . .Ddn}. Then the DF from causal event Cj
to Dr damage event can be modelled as:
φjr =
∫ tq
tp
exp(−t/v). (2)
When the interval between causal and resultant event is
small, the structural damage is slight due to the tiny
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external stimulus. The integral value in this case is also
small, and vice versa. Thus, DF is directly proportional to
the conditional probability of damage. Structural damage
has continuous and accumulative effects; the next damage is
developed from the previous damage. Hence, a logical rela-
tionship exists between the continuous signal wave parame-
ters. The TFW sequence is defined as the difference between
the start of the causal and the resultant signals, i.e. ∇tgh =
bgh−bg(h−1), where g ∈ [1,m], h ∈ [1, l−1]. The parameter
interval matrix can be obtained as follows:
∇t =

∇t11 ∇t21 ... ∇tm1
∇t12 ... ... ...
... ... ... ...
∇t1(l−1) ... ... ∇tm(l−1)

=

b12 − b11 b22 − b21 ... bm2 − bm1
b13 − b12 ... ... ...
... ... ... ...
b1l − b1(l−1) ... ... bml − bm(l−1)
.
(3)
Then, the DFmatrix can be calculated based on the parameter
interval, as follows:
φ =

φ11 φ21 ... φm1
φ12 ... ... ...
... ... ... ...
φ1(l−1) ... ... φm(l−1)
. (4)
Each element of the DF matrix represents the system health
degradation factor of a particular causal event to a resultant
event.
C. STRUCTURAL DAMAGE INFORMATION
ENTROPY (SDIE) VECTOR
Information entropy is a measurement of uncertainty. For
a random variable vector X , its information entropy is
defined as:
H (X ) = −
∑
P(xd )× log(P(xd )), d ∈ N , (5)
where xd is a random variable component, P(xd ) is the prob-
ability of xd . Structural damage is a stochastic problem. The
combined strength changes from causal event Cj and damage
event Dr can be expressed as
φr = φ1,r + φ2,r + ...+ φcn,r , (6)
and
φj = φj,1 + φj,2 + ...+ φj,dn, (7)
where cn is the number of causal events, dn is the number of
damage resultant events. The likelihood of cause and resultant
events can be represented as the probability of the joint
events:
P
(
φjr
) = P(Cj,Dr ), (8)
where P(Cj, Dr ) is the probability that causal event Cj and
resultant event Dr occur simultaneously. From the perspec-
tive of uncertainty, the probability of a damage resultant event
is (causal events can also be expressed as such, and will not
be repeated here):
P(φr ) = k1 × P(φ1r )+ k2 × P(φ2r )+ ...kcn × P(φ(cn)r )
= k1 × P(C1,Dr )+ k2 × P(C2,Dr )+ ...
+ kcn × P(Ccn,Dr ), (9)
where P(φr ) ∈ [0, 1]. k is the contribution weight vector
from each causal event to the damage result and can be dif-
ferent under diverse situations according to the environmen-
tal disparities. For example, when the structural material is
hydrophilic, the humidity factor should be given a lower and
a higher weight in a dry and humid environment, respectively.
Expanding the formula based on the probability calculation
criteria, we get:
P(φr )= k1×P(C1)×P(Dr |C1)+k2×P(C2)×P(Dr |C2)+...
+ kcn × P(Ccn)× P(Dr |Ccn)
=
cn∑
gm=1
kgm × P(Cgm)× P(Dr |Cgm), (10)
where P(Dr |Ccn) is the conditional probability that the resul-
tant event Dr occurs given causal event Ccn. Damage occur-
rence is uncertain. The uncertainty caused by multiple EF has
a cumulative effect, which determines whether the damage
authentically occurs. Let the causal event leading to a resul-
tant event be a random variable, the uncertainty of damage
events set D can be expressed by SDIE as:
H (D) = −
∑
P(φ)× log(P(φ)). (11)
Expand it further as:
H (D)=−
dn∑
r=1
cn∑
j=1
P(φjr )× log(P(φjr ))
=−
cn∑
j=1
P(φj)× log(P(φj))
=−
cn∑
j=1
kj×P(Cj)×P(D|Cj)×log(kj×P(Cj)×P(D|Cj)
=−
dn∑
r=1
cn∑
j=1
kjr × P(Cj)× P(Dr |Cj)
× log(kjr × P(Cj)× P(Dr |Cj), (12)
where kjr is the contribution weight from each causal event to
resultant event. P(Dr |Cj) is the damage probability under the
condition of causal event. For the probabilistic expression of
the DFmatrix, normalization scaling factorNor is introduced
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here, which is expressed as
Nor=

1/
l−1∑
c=1
φ1c 1/
l−1∑
c=1
φ2c ... 1/
l−1∑
c=1
φmc
1/
l−1∑
c=1
φ1c ... ... ...
... ... ... ...
1/
l−1∑
c=1
φ1c ... ... 1/
l−1∑
c=1
φmc

. (13)
The original DF matrix is normalized by column, and the
result is:
φNor
=φ ∗ Nor
=

φ11/
l−1∑
c=1
φ1c φ21/
l−1∑
c=1
φ2c ... φm1/
l−1∑
c=1
φmc
φ12/
l−1∑
c=1
φ1c ... ... ...
... ... ... ...
φ1(l−1)/
l−1∑
c=1
φ1c ... ... φm(l−1)/
l−1∑
c=1
φmc

,
(14)
where ∗ is the Hadamard operator. The DF reflects the occur-
rence of resultant events under the conditions of certain causal
events. Thus, the normalized DF indicates the magnitude of
damage probability caused by the causal event. SDIE vector
can be expressed as
H (D) = −
cn∑
j=1
dn∑
r=1
kjr × P(Cj)× φNorjr
× log(kjr × P(Cj)× φNorjr ). (15)
DFs are summed due to the cumulative effect, and the SDIE
is expressed as the damage uncertainty under the various
parameters, as
H (D) = −
l−1∑
y=1
kp × P(Cp)× φNorpy
× log(kp × P(Cp)× φNorpy ), p ∈ [1,m]. (16)
To show the probability uncertainty under each parameter,
the SDIE is expressed as
H (D) = {HC1 (φ),HC2 (φ), . . . ,HCcn (φ)}. (17)
The accumulated damage uncertainty can be expressed as
Hv =
∑
H (D) =
cn∑
s=1
H s (φ) . (18)
SDIE can assess the damage uncertainty of this monitor-
ing signal segment under multi-parameters. The smaller the
value, the greater the damage confidence, and the more likely
damage is to occur.
D. SHM CAUSE AND EFFECT ANALYSIS
1) FATIGUE ASSESSMENT
Local energy is a significant parameter of damage assessment
in structural mechanics. In [25], an energy-based rock struc-
tural damage assessment index was proposed, which consists
of three energy indicators: additional energy required (dWx),
unloading elastic energy (dWue), and dissipation energy of
pre-peak stage (dWd ). The expressions are as follows:
dWx = (σ 2P − σ 2R)/2M , (19)
dWue = (σ 2P − σ 2R)/2E, (20)
dWd =
εP∫
0
σkdεk−σ 2P/2E, (21)
where σP is the peak stress, σR is the residual stress, σk is the
pre-peak stress curve function, M is the post-peak modulus,
E is the elastic modulus, εP is the strain corresponding to the
peak stress, εk is the strain curve function. Combining these
three energy indicators, the damage can be assessed as
Da = dWx/(dWue + dWd )
= E(σ
2
P − σ 2R)
M
/(2E ×
εP∫
0
σkdεk−σ 2R). (22)
The integral term approximates to the accumulation of the
product of stress and strain, as
εP∫
0
σkdεk∝
∑
σk×εk , εk ∈ [0, εp], σk ∈ [0, σp]. (23)
It is widely accepted that the trend of rock strain and crack
propagation obeys a Weibull Distribution [26]. The probabil-
ity density function (PDF) of strain can be expressed as
f (ε) = αβ × (εβ)α−1 × exp[−(εβ)α], (24)
where α is sharp parameter, β is scale parameter. By integrat-
ing both sides of (24), the distribution probability of strain
can be expressed as follows:
F(ε)=
εP∫
0
f (ε)dε=1− exp[−(εβ)α], ε ∈ [0, εp]. (25)
Assume the probability distribution of the stress curve is
F(σ ), the damage probability value can be expressed as
Pv (Da)= E
(
σ 2P−σ 2R
)
M
/
(
2E×F (ε)×F (σ )−kR×σ 2R
)
,
(26)
where kR is the scale coefficient. SDIE represents dam-
age probability. Many experimental studies have shown that
structural damage is positively correlated with stress values
under constant conditions [27]–[29]. Thus, SDIE can be
employed to replace stress distribution probability. Although
the residual stress fluctuates with the external environment,
it has a small variation range compared with external stress
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and is not dominant, hence, its influence can be ignored [30].
M and E are constants which can be ignored under a given
physical state. For describing the damage probability quanti-
tatively, the fatigue index of Dr can be defined as follows:
ϕ(Dr ) = σ
2
P
Kg × Hv× (1− exp(−(εβ)α)) , (27)
where Kg is the adjustment coefficient. The structural fatigue
state under multi-parameter synergy can be described through
this index.
2) CAUSE TRACING
The SDIE vector reflects the damage uncertainty under vari-
ous parameter components. Let the parameter be an EF, and
each SDIE component be the posterior probability of damage
occurrence under this EF. The probability of contribution of
EF under this damage result can be calculated using Bayesian
method. The damage causal strength index of Cj can be
defined as follows:
θ (Cj) = P(Cj)× H
s(φ)
l−1∑
f=1
P(Cf )× H f (φ)
, (28)
where H s(φ) is the sth element of the SDIE vector, P(Cj)
is the priori probability of Cj. The EF most likely to cause
damage can be identified from the multi-dimensional sensor
information through this index. Thus, incentive matching and
source localization can be achieved.
III. EXPERIMENT
A. EXPERIMENT SYSTEM
1) SANDSTONE FATIGUE ASSESSMENT BASED ON AE
Sandstone has good hydrophilicity due to the transparent
internal cracks, thus moisture content has a great influence
on its structural stability. Many studies indicate that with the
increase of moisture content, sandstone structure tends to be
unstable and it is likely to collapse [31]–[33]. This struc-
tural anomaly can be clearly reflected in AE signal mode.
There will be significant change in AE parameters such as
energy, ring count and so on alongwith disparities ofmoisture
content. Moisture content is a crucial driving factor for AE
parameter fluctuation. In order to simplify the experiment
process, other driving factors are ignored in this experiment.
The moisture weighing method was used to simulate the
damage and generate a series of causal events. Sandstones
with different moisture content were used as experimental
samples to justify these changes for SHM. Uniaxial pressure
was applied to excite AE events, and the damage state was
assessed by AE signal. This experimental system consisted of
a hydraulic device, AE sensors, an AE signal process system
and a host computer. The system schematic and scene are
shown in Fig 3(a) and (b) respectively. The AE sensors are
resonant piezoelectric produced by Pengxiang Technology
Company in Changsha,
China, and the model number is PXR03. There are buffer
and voltage comparison modules in AE acquisition system.
FIGURE 3. (a) System schematic of fatigue assessment experiment.
(b) Real scene of fatigue assessment experiment. (c) Drying oven.
(d) Electronic scale. (e) Dry samples and typical AE signal. (f) Samples
with 25% moisture content and typical AE signal. (g) Samples with 75%
moisture content and typical AE signal. (h) Saturated samples and typical
AE signal.
Thus, only the maximum AE event would be captured when
simultaneous AE overlap. This experiment simulated dif-
ferent damage levels by accurately controlling the moisture
content. Four moisture contents, measured by the level of
saturation, namely 0% (dry), 25%, 75% and 100% (satu-
rated), were used. The drying oven and electronic scale are
shown in Fig 3(c) and (d). The samples with diverse moisture
contents and the typical AE signals are shown in Fig 3(e)-(h).
It is apparent that the time-domain energy characteristics,
such as amplitude, powerful duration etc., of dry samples
are more intense than in saturated samples. The AE signal
becomes more stable when humidity increases. First, inter-
nal energy accumulates under loading. Microcracks emerge
when rock particles overcome the bonding energy [34], [35].
Cracks extend further under the rock strain energy effect. The
particle friction becomes influential from that point, and its
proportion increases along with the growth of cracks. The
strain energy and bonding energy releases drastically when
loading reaches peak value. At the same time, friction energy
enhances rapidly. Particle friction, which is dominant during
the crack extension, is weakened by moisture. Thus, the AE
signal enters a smooth fluctuation state.
2) TRUSS DAMAGE LOCATING
The basement can be damaged by external force, environ-
mental erosion and so on, which affects the stability of the
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FIGURE 4. (a) The system schematic of damage location experiment.
(b) Real scene of damage location experiment. (c) The signal flow.
superstructure. Trusses are widely used structures in many
infrastructure engineering fields, such as large-span facto-
ries, exhibition halls, etc. The rods in a truss structure are
mainly subjected to tension and pressure. The shear force
distribution and bending moment inside the structure can be
balanced using appropriate deployment. Therefore, a truss
has great stability and anti-interference. Besides, sandstone is
a sedimentary rock with good hydrophilicity and brittleness.
Moisture content controlling and AE generation experiments
are easy to carry out. Thus, a sandstone-truss structure was
suitable as the experimental platform. Damage occurs ran-
domly in structural engineering. The analysis of multiple
types information can obtain a more accurate locating. The
fusion of acoustic emission and vibration sensor is conducted
in this research. The arrival time interval of vibration and
acoustic emission signal is the original basis in the dam-
age causal tracing algorithm. Sensors should be installed in
reliable positions to avoid noise interference and to obtain
stable monitoring data. This experiment simulated a main-
stream rock-truss form building. A platform consisting of a
sandstone basement and a polyvinyl chloride (PVC) truss was
built. The system schematic and experiment scene are shown
in Fig 4 (a) and (b) respectively. The basement was divided
into four areas, and a collision was applied to the second area
to simulate the damage. AE sensors were installed around
the basement sandstone to acquire AE signal. The arrive time
parameter was extracted as a causal event. Vibration sensors
were deployed at each node of the truss. The vibration signal
was used as a resultant event. The damage to the basement
was located through the causal strength index. The signal flow
is shown in Fig 4 (c). The AE signal process mainly included
the steps of amplification, filtering, and Analog/Digital (AD)
conversion. The magnitude of arrive time parameter was
tiny. For accurate timing synchronization, Altera cyclone
3 was used as the core processor to arrange an indepen-
dent hardware trigger line. The vibration signal processing
FIGURE 5. (a) Definitions of AE parameters. (b) Time-domain feature
waves.
system set interruption time through the MSP430 inter-
nal counter. The number of interruptions were recorded,
and the vibration sensing time with unified standard was
acquired.
B. DISCUSSION
1) DAMAGE ASSESSMENT
There are various AE parameters, among which energy, dura-
tion, ring count and rise time are widely utilized in SHM,
hence they are taken as the criteria in this experiment. The
definitions of parameters are shown in Fig 5(a). First, uni-
axial pressure was applied to all 9 dry samples, and 3 AE
signals were collected for each sample. Then, 3 samples were
randomly selected to control the moisture content to 25%,
75% and 100%, respectively, and 3 AE signals were collected
for each sample again. The AE parameters were calculated
to form a TFW. For the 3 samples with varying moisture
content as examples, the TFW is shown in Fig. 5(b), where
the abscissa is time domain number.
The change characteristics of AE parameters were
reflected clearly in Fig. 5 (b). Overall, TFW turns to a trend
with decreased fluctuation and reduced amplitude with the
increase of moisture content. As shown in the first half of
the waveform, the differences of AE parameters are close in
dry state. The parameter values have overlap, and the change
law is difficult to describe. The valid period characteristics
of AE signal is weakened due to the softening effect of
moisture. When moisture content rises (the second half of
TFW), the gaps emerge increasingly, especially in the small-
value parameters. Besides, the higher the moisture content,
the more obvious the gaps are.
The retention parameter describes the decreasing rate of
structural reliability. To make the subsequent DF calculation
more reasonable, suitable v was identified through compara-
tive experiments using the energy parameter. The time inter-
vals of the energy parameter were taken to obtain DF (Fig 6)
with different v ranging from 1 to 100.
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FIGURE 6. DFs of a single parameter under different v .
FIGURE 7. (a) Normalized DF matrices of sample with 25% moisture.
(b) Normalized DF matrices of sample with 75% moisture. (c) Normalized
DF matrices of sample with 100% moisture.
Fig 6 shows that the DF of the energy parameter has a
gradually slowing upward trend. DF may be unrecognizable
if v is too small. The increasing rate of DF slows down when
v is more than 20. Thus, the retention parameter v was set
to 20 in this study. 6 AE signals were collected for each
sample. That is, 5 sets of parameter intervals were obtained.
The number of AE parameters was 4, thus the dimension
of DF matrix was 4∗5. The normalized DF matrices of the
3 experimental samples are shown in Fig 7, where (a)-(c)
respectively correspond to the moisture content of 25%, 75%
and 100%.
Fig 7 shows that the mutations of strength state were
indicated clearly in DF matrix elements. The third AE event
(i.e. the third column of the matrix) was the sampling time
when moisture changed. For all samples, the DF peaks occur
when the state turns from dry to damp. Moisture weakens
the friction between rock particles. Subsequently, AE signal
tends to be less strong. The values of parameters such as
energy, duration, and rise time accordingly decline. The DF
fluctuation of the sample with 25% moisture content was
more stable than that of the saturated sample. Besides, mois-
ture has no significant impact on the frequency character-
istics, thus, the mutation is not obvious for the ring count
parameter.
The causal event in this experiment is parameter value
change, and the resultant event is moisture damage. Let the
contribution weight k be 1 since the above four AE parame-
ters have no significant difference in sandstonemoisture dam-
age assessment. As the damage reflected in each parameter is
same, the prior probability P(C) is defined as 1. The SDIE
FIGURE 8. (a) The structural damage information entropies of the
experimental groups and the dry control groups. (b) The fatigue index
results.
of the experimental groups and the dry control groups are
shown in Fig 8 (a). SDIE indicates the uncertainty of moisture
damage through the causal reasoning analysis. The probabil-
ity of damage would be higher if internal rock particles are
softened by moisture, and the damage uncertainty would be
lower. It is obvious that the SDIE of the 3 moisture damage
groups are significantly lower than the control groups. The
saturated sample was the most likely to have damage (i.e. had
the lowest damage uncertainty), and the SDIE was smallest.
SDIE value and moisture content are inversely related.
It is known from the Kaiser effect that the stress which
excites AE has a memory characteristic [36]. Although the
subsequent uniaxial stress changes, the stress value fluctuates
weakly due to the irreversibility of AE [37]. Thus, the first
stress that causes damage and excites AE can be considered
as the peak stress. Sandstone has the characteristics of brit-
tleness and small elastic deformation. Peak stress was set
to 52MPa according to the experimental study [38] on the
relationship between stress and AE. The values of α and β
are usually determined by fitting in practical applications.
Here, α and β were set to 0.8 and 3.125, respectively based
on the sandstone research in literature [39]. The cause of
damage in this experiment was only the moisture-bearing
effect, and the comparison benchmark was equal. Kg was
taken to be 1 to simplify the calculation. In [40], the strain
rate inflection point of sandstone was obtained under creep
uniaxial compression conditions, which was the moment of
damage occurrence. The Kaiser effect explains the overlap
between the damage occurrence andAE events, thus the strain
value was set to 5.2∗10−3. The fatigue degree results are
shown in Fig 8 (b).
Fig 8 (b) shows that the fatigue degree of the dry groups
(green cylinder) is around 3. The fatigue degrees of the
damaged samples are apparently larger than dry groups.
As the moisture content increases, the fatigue index shows an
upward trend. These disparities are consistent with the experi-
mental settings. The moisture softening effect on sandstone is
demonstrated and the rationality of this method is supported.
C. DAMAGE LOCATING
The vibration signal is digital, and the TFW value is the same
with the origin signal, thus it is not described here. The time
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FIGURE 9. (a) The parameter interval of causal and resultant event. (b)
Normalized DF matrix. (c) Results of SDIE. (d) The causal strength index
result.
interval of AE is taken as the parameter interval. Since the
AE signal and vibration signal are of different magnitudes,
the resultant event needs to be normalized. Let C ′sta and C ′end
be the maximum start time and the minimum end time of the
causal event, respectively. Dmin and Dmax are the minimum
and maximum values of the resultant event respectively. The
normalized formula for Dr is
DNorr = C ′sta + (Dr − Dmin)×
C ′end − C ′sta
Dmax − Dmin . (29)
The original AE signal, normalized AE parameter interval,
and the vibration signal time interval are shown in Fig 9(a).
The terminal signal collected by sensors is composed of effec-
tive AE signal and unpredictable noise. Besides, sandstone
has anisotropy, and the wave refraction has a negative impact
on the signal shape during the propagation process. Thus,
the AE signals captured by the four sensors are discrepant
even if the damage source is the same. The normalized DF
matrix is shown in Fig 9(b). Fig 9(b) indicates that the DF
values vary greatly with the different installation positions of
the AE and vibration sensors. Overall, the crests appear in
positions far away from damage, and the troughs appear in
positions close to damage. This is because the arrival time
of the signal is longer when the distance between sensor
and damage position is further. Accordingly, the contribu-
tion of location probabilities is smaller in causal reason-
ing. Prior probability P(C) for each causal event was set
as 1. The SDIE and causal strength index are shown in
Fig 9 (c) and (d), respectively. The maximum values of SDIE
and causal strength index both appear in area 2. This result
indicates that the causal logics between AE and vibration
sensors reached a maximum in area 2. Damage occurs in
this area with the largest probability based on the fusion of
multiple sensor information. The location output is consistent
with the experimental settings, and the feasibility is verified.
IV. CONCLUSION
This paper has proposed a structural damage cause-and-effect
analysis method based on parameter information entropy for
structural health monitoring. A TFW is defined to collect
the parameter information during the entire time sequence.
The difference between adjacent parameters is used to
obtain the parameter interval. Then the DF matrix has been
developed to reflect the structural strength degradation due
to the harsh monitoring conditions. The logical associa-
tion between causal and resultant events is decomposed and
combined from a probabilistic perspective. The normalized
degradation factor is taken as the conditional probability. The
concept of information entropy has been adopted to form an
SDIE vector to analyse the uncertainty between damage event
and EF. According to the local energy and stress-strain proba-
bility distribution theory, a novel fatigue index has been intro-
duced to facilitate the damage assessment. A causal strength
index has been presented to locate the most likely damage
cause based on Bayesian method. This method intelligently
exploits monitoring data. The advantages are as follows:
a). The assessment method is totally data-driven. Damage
occurrences are analyzed based on probability uncertainty
without the need of complex multidisciplinary knowledge.
Thus, it is effective with equipment scalability and portability.
b). Multidimensional AE parameters are applied syner-
gistically, and the subjectivity of expert experience can be
avoided during the parameter selection.
c). Undesirable issues concerning monitoring environ-
ment, such as sensor aging, reliability reduction and so on, are
considered in the evaluation of sensor output characteristics.
In the damage assessment experiment, the TFWof samples
with different moisture damage shows a significant dispar-
ity. The DF changes intensely when the moisture content
increases. SDIE quantitatively describes the difference of
damage degree. In the damage cause location experiment,
despite the difference in arrive time of each sensor being tiny
due to the narrow basement, the causal strength index locates
the most likely damage cause.
This study has some limitations: (1) There are lots of driv-
ing factors that can lead to AE signal change, and moisture
content is one of them. The parameters suitable for causal rea-
soningmay change under multi-driving factor effects. (2) The
prior probability used in the experiment is 1 as no literature
offers detailed weight differences of AE parameters. Our
future work may concentrate on addressing the limitations
mentioned above. Diverse damage driving factor experiments
would be conducted to generate more causal events and deter-
mine the suitable AE parameter types. A massive monitoring
database would be built through more AE excitation experi-
ments. The prior probability information would be explored
using intelligent algorithms.
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