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Resumo
A indústria automóvel está altamente dependente de informação e empresas como a Volkswagen
Autoeuropa estão permanentemente a recolher dados na forma de métricas para monitorizar e con-
trolar o estado da empresa. No entanto, essas métricas são referentes ao passado, o que impede
uma abordagem estratégica proativa. Este projeto usa Machine Learning, Data Mining, Estatís-
tica e Inteligência Artificial para prever o valor que um indicador de eficiência irá assumir no
dia seguinte. Foi realizado um estudo empírico, comparando alguns algoritmos: Random For-
est, Partial Least Squares, Artificial Neural Networks, M5, Support Vector Machines e k-Nearest
Neighbors foram testados. Foram também comparados treze conjuntos diferentes de variáveis
preditivas.
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Abstract
The automotive industry heavily relies on information and companies such as Volkswagen Au-
toeuropa are permanently acquiring data in the form of metrics to monitor and control the state
of the company. However, those metrics are referred to the past, preventing a proactive strategic
approach. This project uses Machine Learning, Data Mining, Statistics and Artificial Intelligence
to predict the value that a major efficiency indicator will assume one day ahead. We carried out
an empirical study, comparing several algorithms: Random Forest, Partial Least Squares, M5, Ar-
tificial Neural Network, Support Vector Machines and K Nearest Neighbors were tested. Thirteen
different sets of predictive variables were tested.
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“If you’re going to try,
go all the way.
There is no other feeling like
that.
You will be alone with the gods,
and the nights will flame with fire.
You will ride life straight to
perfect laughter, it’s
the only good fight there is.”
Henry Bukowski
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Chapter 1
Introduction
The business world and more specifically the automotive industry is on permanent change needing
to accelerate their strategic performance. In order to be competitive, companies have to access
information to be able to act under different conditions. In this paradigm, the automotive industry
is permanently collecting data about the business that is used to calculate high level performance
indicators. Those are organized on Performance Management Systems (PMS) and help on the
decision making process, giving information to monitor and control the state of the company.
On the other hand, a critical misalignment can be observed between strategic and operational
layers. Enterprises apply reactive optimization and improvement methods (contrarily to predictive
ones) based on feedback information, strictly related with past actions. That happens due to the
lack of knowledge and support tools to forecast future manufacturing systems’ behaviour, basing
their planning processes in oversimplified approaches.
Due to this fact, the necessity of predicting future values for key performance indicators (KPI)
becomes more and more clear. This feature grants a company the capacity of acting in anticipation.
It closes the gap between strategic plan and operational execution, opening a perspective that
allows the strategic layer to control the operational one with anticipation instead of acting after
events occur. Predictive KPIs are obtained recurring to Data Mining (DM), Machine Learning
(ML), Statistics and Artificial Intelligence.
A predictive performance indicator model using data from the automotive industry was pre-
viously created ( "Performance Management System Analytics for the Automotive Industry") [2].
It was a preliminary work that was able to develop a predictive model by testing and comparing
five different algorithms. However, the author recognized that the project should have continuity
and be improved. The plant was only considered as a whole without any domain separation. The
data set should be larger and with more external variables to make the model more reliable. A
more diverse set of algorithms should also be considered. A phase of deployment should also be
implemented, integrating the developed model with a performance measurement engine (PME)
tool [2].
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1.1 Objectives
The main objective of this project is testing and comparing different algorithms for the prediction
of the Hours per Unit KPI with a data set provided by Volkswagen Autoeuropa. It is divided into
two main phases:
The first one is based on the project "Performance Management System Analytics for the
Automotive Industry" [2]. It consolidates that approach, testing and analysing more algorithms
with more complete data sets to improve the results. Those data sets contemplate one entire year
of observations instead of four months. The observations are also separated by car models (instead
of only analysing the plant as a whole).
The second phase focuses on a feature engineering problem. With the same information that
existed before, a new dataset is built in order to get one that is better suited for the desired outputs.
It demands a thorough analysis before the attempts and extensive testing to verify if the accuracy
increases at each experience.
Chapter 2
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In this chapter, the basis of the project is presented as well as the previous projects related to this
one. The concepts of Performance Management System (section 2.1), Performance Measurement
(section 2.2), Key Performance Indicator (section 2.3), Machine Learning (section 2.4) and Data
Mining (section 2.5) are explained. The intuition behind the algorithms used in the project is also
given in section 2.8. Two projects that served as a basis to this one are summarized in section 2.9.
This project deals with a time-series problem, treating it as a regression problem.
2.1 Performance Management System
A Performance Management System (PMS) is a permanent communication process that works as
an assistant to accomplish strategic objectives of the organization, including the clarification of
expectations, the identification and establishment of objectives, feedback and results verification
[11]. It makes it possible to examine and discuss the individual contribution for the organization
development [12] creating a consistent relationship between strategy, planning, implementation
and controlling [13]. The clarification of expectations and objectives increases the team motivation
and company’s efficiency and growth, allowing a better organization performance [14] [15].
2.2 Performance Measurement Engine
Measuring performance is a necessary part of any PMS. It consists in measuring the system in-
dicators to obtain the necessary quantitative data to understand if the critical objectives are being
obtained in terms of efficiency and effectiveness. It provides methods and tools for measuring,
monitoring and managing processes.
A part of the performance measurement system at Volkswagen Autoeuropa is a performance
measurement engine (PME). It is an interface software responsible for the communication between
the measurement system and the user.
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The difference between a Performance Measurement System and a Performance Management
System is that the first one does exclusively measurements while a Performance Management Sys-
tem chooses a particular course of action and studies how those actions relate to other departments
and the overall achievement of company strategy [2][16][17].
2.2.1 Historical Development of Performance Measurement
There were three main stages for the development of the Performance Measurement that exists
nowadays. Those are described below:
• Stage 1 (1850-1925): Focused on the development of costs and management accounting
that evolved from the older accounting systems that were revealed as insufficient due to
the evolution of businesses into multiple plants and multi-division firms. The new systems
were able to compare the performance between multiple sites and to monitor fluctuations in
demand and production.
• Stage 2 (1974-1992): The multi-dimensional performance measurement became neces-
sary as well as the budgetary planning and control. In spite of it, the critics pointed that
these plans lacked strategic focus and encouraged short-term thinking. Because of it, multi-
dimensional frameworks were developed. The mind-set also changed during this time from
“goods-producing” to “customer satisfying” and an emphasis was placed on non-financial
performance measures.
• Stage 3 (1992-2000): Development of strategy maps, business models and cause-effect di-
agrams. These newly developed models, an evolution on the balanced scorecard, translated
the concept of "leading and lagging indicators" into a visual representation where each ele-
ment of performance is linked to another. Organizations developed systems to statistically
correlate the main drivers for success, using historic performance measurement data [2][18].
2.3 Key Performance Indicator (KPI)
The Key Performance Indicators are quantitative values that help measuring the progress of the
company relative to its own objectives [19]. Those measurements allow the achievement of infor-
mation related to the main performance dimensions, allowing its permanent monitoring and the
immediate acknowledgement of the behavior of the organization.
Therefore, when defining a KPI, it is critical to properly specify the architecture of the system
to be controlled, through the definition of the data structuring and grouping, as well as its outcomes
when applicable.
To properly define a KPI, it is also important to specify its metric, which can be represented
by a hierarchical tree, and target values.
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The KPIs may be divided between KPI0 and high level KPIs (KPI1+). The KPI0 are the
ones that are directly extracted from the performance measurement engine. They are then used to
calculate high level KPIs by mathematical operations defined previously.
The target KPI to be predicted in this project is Hours Per Unit (HPU).
2.3.1 The historical evolution of KPIs
The evolution of the KPIs have depended of the evolution of the business itself, which dynamics
tend to accelerate over the time.
The development of KPIs have passed through 3 stages (waves) as it is described below:
• First Stage: Focused on what had happened historically to individual product lines and
strategic business units (SBUs). The information was not centralized or structured as a unit.
The Operational Managers forced to calculate, track and react to KPIs that were completely
retrospective.
• Second Stage: During this phase the focus changed from a siloed product/SBU mind-set to
an enterprise perspective, being the data integrated into data warehouses. The focus started
to incorporate the customer, process and learning perspectives rather than just the financial
aspects. The measurements did not only target the past results but also the present health of
the company.
• Third Stage: This approach is not fully implemented on most companies and is the main
focus of this project. It consists on changing from a reactive paradigm (on which the com-
pany tried to react to past data) to a proactive paradigm (where the data is predicted and the
company tries to react to the predictions the best way possible). [2][1]
The historical evolution of KPIs is summarized in fig. 2.1.
Figure 2.1: The Three stages of KPI Development [1]
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2.4 Machine Learning
Machine Learning is a field of computer science. Its definition is not consensual. According to
Arthur Samuel it is "Field of study that gives computers the ability to learn without being explicitly
programmed" [20]. Another definition by Tom Mitchel for a well-posed learning problem is: "A
computer program is said to learn from experience E (observed examples) with respect to some
task T and some performance measure P if its performance on T, as measured by P, improves
with experience E." [21]. In other words, the machine has the hability to learn a given task by
experience and the more experience it has, the better its performance on accomplishing that task.
2.5 Data Mining
Data Mining is the process of analyzing a great quantity of data from different perspectives and
summarizing it to find interesting padrons to obtain relevant information. It is an interdisciplinary
subject that involves Database Systems, Data Wharehouse, Statistic, Machine Learning and Com-
puting [22][23].
There are several types of DM algorithms being each one used according to the context [13].
More than one algorithm can be used on the same data set depending on the situation and more than
one algorithm might be used for the same situation producing different results. A few examples of
algorithms that might be used on KPI predictions are following presented:
• Classification Algorithms: predict one or more discrete variables, based on other attributes
on the dataset
• Regression Algorithms: predict one or more continuous variables, based on other attributes
on the dataset
2.5.1 Supervised Learning
The learning process is based on example pairs: an input and the respective output. A supervised
learning algorithm is able to determine the value of a new output based on different input values.
2.5.2 Unsupervised Learning
In this type of learning, there are inputs but they are not associated to any output (they are not
labeled). The learning algorithm as the function of finding some structure in the data (for example,
dividing it on clusters).
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2.5.3 Data Mining Tasks
2.5.3.1 Clustering
Clustering consists on grouping the similar data in the same group so that the data can have the
greatest similitude degree inside a cluster and the lowest possible similitude degree outside that
one. It makes it possible to analyse the data collectively instead of individually [23][24].
2.5.3.2 Association
This task consists on a method based on the discovery of interest relations and variables on big
databases, describing and associating rules (strong rules) discovered on databases using different
interest measures. [24]
2.5.4 Data Mining Methodology
The Cross Industry Standard Process for Data Mining (CRISP-DM) is a structured process model
used to implement DM projects creating a more accessible management.
It has four different levels of abstraction: [3][25]
1. Phases: A data mining project is broken down into six different phases. They are following
explained and summarized in fig. 2.2.
(a) Business Understanding: focused on understanding the objectives and requirements
of the project from a business point-of-view and on converting that knowledge on the
definition of a DM problem and on a preliminary plan.
(b) Data Understanding: this phase collects the initial data and then performs activities
that allow the familiarization with the data including the identification of the problems
related to its quality and the acquirement of new perspectives about the data.
(c) Data Preparation: necessary activities for the final data model building that serves
as an input for the modeling tool. It changes the data set in order to avoid misleading
results and obtain better results
(d) Modeling: several modeling techniques are selected and applied and their parameters
are calibrated to apropriate values.
(e) Evaluation: the model is analyzed to assure that the project objectives are clear.
Therefore, the process shall be reviewed and a decision must be made about how to
use the DM results.
(f) Deployment: several plans are developed to monitor and maintain the previously cre-
ated model as well as to present it in a way that allows the end user to use it.
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Figure 2.2: Phases in the DM process [2]
2. Generic Tasks: constitute each phase. They are called this way because they should be so
general that it is possible to cover every DM possibility. They should be complete (in a way
that all the DM process and applications are covered) and stable (to make the model adapta
ble to non-predicted developments).
3. Specialized Tasks: describe how generic tasks action should be taken on specific situations.
4. Process Instances: compilation of action decisions and results of a DM application imple-
mentation.
Figure 2.3: Four Level Breakdown of the CRISP-DM Methodology for Data Mining [3]
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2.5.5 Data Mining Evaluation
To evaluate data mining models, the data set must be divided into a train and a test set. The first one
is used to fit the parameters and learn. The model can not be tested with the training set to prove
its capacity to generalize. For that reason, a test set that has not played any part in the formation
of the classifier is necessary. Both sets come from the the same data set in order to minimize the
effects of data discrepancies.
During the train phase, the training set may be divided into a train and a validation set. The
validation set is used by the model to know how well it has performed on the training task and to
know which is the best path to follow.
Once the evaluation is complete, all the data can be used to form the final classifier.
Usually, the larger the training data the better the classifier. The larger the test data the more
accurate the error estimate. Due to this, it is important to find a good trade-off between the sizes
of the train and the test set [26][27].
2.6 Exploratory Data Analysis (EDA)
Exploratory Data Analysis is a statistical method for data description. Application of EDA tech-
niques largely determines the types of other techniques which a data analyst can use to examine
a given set of data. It includes measures of central tendency, dispersion measures and distribution
measures [28]. A robust statistic is one that is not much affected by extreme values. An outlier
is an observation that lies an abnormal distance from other values in a random sample from a
population [29]. In the following formulas, Xi is a variable, θ 2 is the variance, n is the number of
observations, xi is an observation, X¯i is the mean value of a variable and s is the standard deviation
of the sample.
2.6.1 Measures of central tendency
Measures of central tendency are the ones that try to describe a set of data by identifying the
central position within that set of data. Examples of measures of central tendency are:
• Mean: It is not a robust value.
• Median: used to observe the symmetry of a distribution or the existence of outliers. It is
more robust than the mean.
• Trimmed Mean: Discards the examples on the extremes of an ordered sequence. It is
necessary to define the percentage of examples to eliminate on each extreme (percentile). It
adds robustness to the mean.
• Quartiles: divides the data into four parts:
1st Quartile (Q1): Value for which 25% of the values are inferior to this one.
2nd Quartile (Q2): Median
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3rd Quartile (Q3): Value for which 75% of the values are inferior to this one.
• Box Plots: Graphical description of the data dividing it on quartiles as showed on fig. 2.4
Figure 2.4: Box plot model
2.6.2 Measures of Dispersion
Measures of dispersion are the ones that describe a set of data by showing how spread that data
is. Examples of measures of dispersion are range, variance, standard deviation, average absolute
deviation and interquartille range.
• Range: difference between the maximum and minimum value
• Variance: measures how spread out the numbers are from the mean.
θ 2(Xi) =
1
n−1
n
∑
i=1
(xi− X¯i) (2.1)
• Standard Deviation: square root of the variance.
• Average Absolute Deviation: average of the absolute deviations from a central point.
AAD(Xi) =
1
n
n
∑
i=1
|xi− X¯i| (2.2)
• Interquartile Range: difference between the upper and lower quartiles
2.6.3 Distribution Measures
Measures of distribution are the ones that describe a set of data by showing the shape that it takes
including its symmetry and flatness.
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2.6.3.1 Moment
In statistics, the moment measures the shape of a data set.
momentk(Xi) =
∑ni=1(xi− X¯i)k
n−1 (2.3)
If k =1, it is the first central moment
If k=2, it is variance, the 2nd central moment
If k=3, it is skewness, the 3rd central moment
If k=4, it is kurtosis, the 4th central moment
The first two moments are location and dispersion measures, respectively.
The 3rd and 4th moments are distribution measures, showing how the values are distributed.
2.6.3.2 Skewness
Skewness measures the symmetry of the distribution around the mean. It is divided by the standard
deviation to make it independent from the scale.
skewness(Xi) =
moment3(Xi)
s3
=
∑ni=1(xi− X¯i)3
(n−1)s3 (2.4)
If skewness = 0 -> normal distribution
If skewness > 0 -> distribution concentrated on the left side
If skewness < 0 -> distribution concentrated on the right side
2.6.3.3 Kurtosis
Kurtosis measures the flatness of the distribution function.
kurtosis(Xi) =
moment4(Xi)
s4
=
∑ni=1(xi− X¯i)4
(n−1)s4 (2.5)
2.7 Regression
Regression is a statistical technique used in DM to find the relationships between variables, search-
ing for a model that best characterizes a given data sample. It estimates the quantitative effect of
the causal (dependent) variables upon the variables that they influence (independent variables).
Mathematically, the regression predicts a value for the dependent variable Y through the for-
mula:
Y = F(x,θ)+ e (2.6)
Being Y a set of dependent variables to predict (y1,y2, . . . ,yn), F(x,θ) the function that defines
the sample depending on the set of independent variables X(x1,x2, . . . ,xn) and the set of param-
eters θ(θ1,θ2, . . . ,θn) and being the error (e) associated to the prediction process. A model of a
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regression problem with a single predictor is represented on fig. 2.5, where the points represent
the predictor’s values and the line represents the achieved prediction.
Figure 2.5: Non-linear regression with a single predictor [4]
2.7.1 Evaluate the Regression Quality
Two of the most used methods to obtain the resulting error when a regression is calculated are the
Root Mean Square Value (RMSE) and the Mean Absolute Error (MAE).
RMSE =
√
1
n
n
∑
j=1
(y j− yˆ j)2 (2.7)
MAE =
1
n
n
∑
j=1
| y j− yˆ j | (2.8)
Being n the number of samples, y j the predicted value for the index j and yˆ j the predicted value
for the index j [30] [31].
2.8 Algorithms
2.8.1 Decision Trees
Decision tree is a method used both for classification and regression. The goal is to create a model
that predicts the value of a target variable by learning simple decision rules inferred from the data
features.
As established in fig. 2.6 there is a root node, branches and leaf nodes. In the branches, the
conditions on the predictor variables are settled and a path is chosen between the root node and
the leaf node through a if-then rule. Each node leads to other nodes through the accomplishment
of more conditions until it reaches the leaf node.
On decision tree learning the most basic algorithm (ID3) [32][33] consists on a top-down
approach that starts by finding the best attribute to be used as the test at the root node of the tree.
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A descendant of the root attribute is then created for each possible value of this attribute and the
training examples are sorted to the appropriate descendent node [21]. The whole process is then
repeated at each descendent node. To improve the predictive accuracy of the constructed tree,
pruning is used to reduce its overfitting to the data. It consists on going up to the leaf of the tree
and make an error estimation. If the error is small, the tree is kept and if not, the tree is discarded.
In fig. 2.6 a scheme of a decision tree may be observed, where the input leads to the division into
three different trees to reach the final output. [28]
Figure 2.6: Decision tree model
2.8.2 Random Forest (RF)
Random Forest is an ensemble of B trees. To produce an output for an object, B outputs are created
(one for each tree). If it is a classification algorithm, each tree votes and the most voted classifier
is chosen. If instead the algorithm is a regression one, an average of the set of the output values is
calculated to get the final output. A scheme of a random forest may be observed on fig. 2.7. [34]
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Figure 2.7: Random Forest model [5]
2.8.3 M5
M5 is a modified regression tree algorithm used for regression. It passes through three main steps
to make a prediction [35] [32]:
2.8.3.1 Building
The tree is built using a splitting criterion. It calculates the reduction of error that comes from each
possible outcome of a following leaf. The error formula is stated in the following equation:
∆e = σ(T )−∑
n=1
|Ti|
|T | ×σ(Ti) (2.9)
Where ∆e is the error difference, σ is the standard deviation, T is the set of example that
reaches the node and Ti is the resulted set from splitting the node according to the selected attribute.
The splitting process ceases when all the instances that reach a node vary less than 5% of the
standard deviation of the original instance or when only a few instances remain.
2.8.3.2 Pruning
Pruning is the second step of the M5 model. The process is already described in section 2.8.1.
M5 calculates the error by multiplying the residual of the error by (n+ ν)/(n− ν), where n is
the number of training cases and ν is the number of parameters in the model. It is on to do not
underestimate the error. If the estimated error is lower at the parent, the leaf node may be dropped.
2.8.3.3 Smoothing
The tree is smoothed to avoid sharp discontinuities at the leaves of the tree after the pruning
process. It consists on adjusting the values along the root to the leaf of a given predicted value.
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2.8.4 Partial Least Squares (PLS)
Partial least squares is a linear regression technique. It decomposes the predictors’ matrix and the
target matrix into principal components that maximize the variance of the data using Principal
Components Analysis (PCA). The variables that were correlated before are replaced by a usually
smaller set of uncorrelated variables carrying almost the same information. That way, the data is
projected into a smaller dimensional subspace, retaining most of the information. The regression
is then made between the principal components of each of the variables [36] [37].
Figure 2.8: Partial Least Squares model: x1, x2 and x3 are predictors, y1, y2 and y3 are target
variables and T1 and U1 are the respective principal components [6]
2.8.5 K-Nearest Neighbors (k-NN)
K-nearest neighbors is an algorithm that may be used for classification and regression. It starts
by looking for the closest trained values relative to the test point. The number of trained points
considered is the value of k (a parameter of the algorithm).
If it is a classification problem, each one of the considered trained points votes with its own
classification. The most voted one will classify the test point.
In a regression, the process depends on the cost function. If the objective is to minimize the
quadratic error, the mean value of the values of the trained objects is calculated and equals the
value of the prediction for the test point. If the objective is to minimize the absolute deviation, the
median is used instead of the mean. [28]
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Figure 2.9: k-NN model [6]
2.8.6 Artificial Neural Networks (ANN)
ANNs functioning is based on the way the human brain works. On a human neuron, the dendrite
receives the signal and sends electrical signals through axons to other neurons. This process is
called synapse.
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(a) Components of a neuron [7]
(b) Functioning of a synapse
Figure 2.10: Models of the components (2.10a) and the functioning of a synapse (2.10b) [7]
ANNs try to simulate the neural activity deducing the essential functions of neurons and their
interconnections.
Figure 2.11: A machine neuron model [7]
Most of the functions of ANNs are on the field of pattern recognition. They do not follow a
linear path unlike most computational systems. Instead, information is processed collectively and
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in parallel through a network of nodes.
Figure 2.12: Model of neural connections [8]
The nodes change its internal information structure based on the information flowing through
them. Learning is done by adjusting weights (a number associated to each connection that controls
the signal between two neurons). If the ANN generates the desired output, there is no need to
adjust the weights. On the other hand, if the error is significant, the weights are adjusted. [7][8]
2.8.7 Support Vector Machines (SVM)
This section is divided between rigid margin SVMs (2.8.7.1) and SVM applied to non-linear func-
tions (2.8.7.2).
2.8.7.1 Rigid Margin SVMs
Consider the data representation in fig. 2.13.
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Figure 2.13: Data set representation. The red and blue dots belong to different classes.
If it is intended a division with a straight line between the two classes that allows a classifica-
tion of a new object, it would be intuitively drawn in the middle of the two classes. That happens
because it would create a safety space between the two classes if the line is as far as possible from
both classes, minimizing the risk of failure as shown on fig. 2.14.
Figure 2.14: Data set representation with a division straight line.
2.8.7.2 SVMs applied to non-linear functions
Non-linear functions may not be separated by straight lines. A technique called mapping is used.
The data is mapped into higher dimensions where it exhibits linear patterns and a linear model
may be applies in the new input space. In other words, the feature representation is changed.
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Figure 2.15: Mapping technique. [9]
2.9 Related Projects
The main basis for this project is Performance Management Analytics for the Automotive Industry
by Oliveira [2]. It consisted on the creation of a predictive model for the indicator units per hour
based on the data collected on the company Autoeuropa – Automóveis, Lda. and used DM and
ML techniques. After understanding the business and data and preparing the data, 5 different
algorithms were used to train the data set. The problem was elaborated considering the time-series
as a regression. All of them were tested and the error was tested using RMSE and MAE to select
the best model.
Proactive Supply Chain Performance Management with Predictive Analytics by Nenad Ste-
fanovic [13] describes how to create a predictive model for a Supply Chain using predictive KPIs
to measure its performance. It started by explaining the importance of a proactive thinking corre-
lating Business Intelligence and Key Performance Indicators with the needs of the supply chain.
Later on, two approaches for building KPI prediction models were used: data mining dimensions
and prediction tables. Data mining dimensions is a dimension with a special father-son relation-
ship on the data defined through DM application instead of user defined. Prediction Tables are
usually used to measure a group. Data mining predictions are performed within ETL (extract,
transform and load) process. ETL package pulls data from the data source, performs a prediction
task and loads the results into a prediction table.
Chapter 3
Case Study
In this chapter the case study is explained following the CRISP-DM methodology phases (section
2.5.4). In section 3.1 the main aspects of the business are explained. In section 3.2, the problem is
formulated mathematically. The process to collect the data that is used to predict is explained in
section 3.3. The main topics of data analysis are stated in section 3.4.
3.1 Business Understanding: Volkswagen Autoeuropa
The unprocessed data was provided by Volkswagen Autoeuropa, Lda.. It is an automotive produc-
tion company located in Palmela, Portugal. It started activity in 1995, representing an investment
of 1970 million euros with a production area of 1 100 000 square meters. In 2015 it produced
three Volkswagen models: Scirocco, EOS and MPV.
On such a complex industry, information as a high impact on performance. For that reason
Volkswagen Autoeuropa is permanently acquiring KPIs, including Hours per Unit (HPU).
However, while those KPIs are past related, a proactive strategic thinking is not happening.
The change of paradigm is of crucial importance for the company.
Besides all of that, the business strategy of Volkswagen Autoeuropa is Make to Order (MTO),
which means that the factory produces after receiving the orders [38].
3.2 Problem Formulation
Let X be a matrix of n predictors and X1,X2, ...,Xn be each one of the predictors. Let Xit be one
observation of each predictor Xi and XiT its latest. Let Y be the target variable, Yt an observation
and YT its last observation. The objective is to predict YT+1 based on Xi j and Yj ( j ≤ T ).
3.3 Data Collection
The data is being permanently collected at Volkswagen Autoeuropa plant. It is provided on Excel
data files: raw data. There are three types of raw data files used to calculate the target indicator:
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• Structure: classifies the cost centers. It indicates which cost centers and employees are and
are not accountable for the Harbour calculation.
• Status: classifies each employee indicating his cost center, position, function and working
schedule.
• Hours: indicates the number of hours that each employee worked and on which task.
• Train: states the number of hours spent on training by each employee and the type of
training they received.
(a) Example of the first six lines of a Structure data file
(b) Example of the first six lines of a Status data file
(c) Example of the first six lines of a Hours data file
(d) Example of the first six lines of a Train data file
Figure 3.1: Examples of the first six lines of each of the raw data files types. From the top to the
bottom, the first one is an example of a Structure data file, following Status, Hours and Train data
files examples
However, raw data can not be analysed in this form. It enters on an Extract, Transform and
Load (ETL) software. It groups and transforms all the data into KPI0 (KPIs that are not calculated
using other indicators), storing it on a Mongo database (DB). The data stored on MongoDB may
be accessed and explored.
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Figure 3.2: Inside MongoDB using the software MongoChef
The data stored in MongoDB is handled by TSDBase. It establishes a client-server connec-
tion with MongoDB. TSDBase performs the necessary mathematical operations to acquire KPI1+
(KPIs calculated based on other KPI values) for a given period of time. To send requests, the user
has to use JQuery requests. The interface software used to send requests was Postman.
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(a) Example of JQuery request sent via Postman
(b) Example of JQuery response received via Postman
Figure 3.3: Example of JQuery request and response using the software Postman
Statistics are then compiled on the performance measurement engine (PME) used by Volkswa-
gen Autoeuropa. The user may access it to see statistics, analysis and reports.
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Figure 3.4: Data extraction model
3.4 Data Understanding
3.4.1 Harbour Variable
The main objective is to calculate the KPI Hours per Unit. It states how many hours are necessary
to produce one unit:
HPU =
Number o f workinghours
Volumes
(3.1)
However, there are several ways of calculating the number of working hours, which creates
different types of HPU indicators. One of those is Harbour. In Harbour, the number of working
hours equals the number of hours that are paid in total (Payroll), excluding the hours spent by
employees on business travels (Travel) and training (Training). The hierarchical tree that describes
the dependences of the Harbour indicator is shown in fig. 3.5.
Harbour =
Payroll−Travel−Training
Volumes
(3.2)
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Figure 3.5: Hierarchical tree of the Harbour KPI
3.4.2 Plant Data Set
Given that the data set was referred to the total production on the plant of the industry on an
entire year, there were three hundred and sixty-five observations. The days that production did
not occur (weekends, holidays, etc.) were excluded, with two hundred and fifty-four observations
remaining. The original files contained six variables, as shown on fig. 3.6:
• Payroll
• Travel
• Training
• Hours (= Payroll - Travel - Training)
• Volumes
• Harbour
Another variable was created. In each observation it assumes the value of Harbour in the next
one. That variable is called HarbourNextDay and it is the target one.
Figure 3.6: First six lines of the plant data frame
3.4 Data Understanding 27
3.4.3 Plant Data Set with individual model features
Another provided data file contained the plant data set taking into account the domain separation
by car model produced. There are three different models in the data set (EOS, Scirocco and MPV)
and the sum of the hours and volumes of three of them is equal to the value on the previous data
set. The new data set maintained the first one plus fifteen more variables (Payroll, Travel, Training,
Hours and Volumes for each of the models).
Figure 3.7: First six lines of the added variables to the plant data set
3.4.4 Exploratory Data Analysis
Many statistical analyses were conducted. In this section the most relevant ones are described.
In figure 3.8 the box plots that expose the most relevant information are shown. The points
outside of the boxes are possible outliers. It is important to identify and analyse them so that they
can be identified as outliers or not. Only the most relevant ones are presented here.
(a) Box plot of Payroll of the
plant
(b) Box plot of HarbourNext-
Day of plant
(c) Box plot of volumes of EOS
model
(d) Box plot of volumes of MPV
model
(e) Box plot of volumes of SCI
model
Figure 3.8: Most relevant box plots from the data set
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The first box plot has many possible outliers. Looking at the dependence KPI tree (fig. 3.5), it
becomes clear that Payroll is dependent on three other variables. It is enough to vary one of those
to vary Payroll which justifies the variation of this variable.
Looking at the second box plot, a value is clearly out of the other values range. However,
it was not far enough to be treated as an outlier and it was only considered an atypical day of
production. It is justifiable by the date when it happened (last day of production of the year, right
before holidays and Christmas). This value does not appear in the Harbour column because it was
the last day of production and the last row of the Harbour variable was deleted so that missing
values would not appear. It is used for all the models and predictions.
The third, fourth and fifth box plots are unusually strange because of the number of possible
outliers that are presented. However, this is normal due to the business strategy (MTO) (section
3.1) applied at Volkswagen Autoeuropa. If the number of cars produced are dependent of the
number of orders, then it is normal that in some days the production of a specific model is very
high or low. In spite of this, there is a value that stills curious: only six units of the EOS model
produced on the eleventh of August. This one, after analysis, was considered an outlier. The value
of the sum of the production of the three models is different from the value of the whole plant and
therefore the observation was deleted from the data set.
Plant EOS MPV SCI
Payroll 18426 1842.56 11055.35 5527.68
Travel 51.33 5.15 30.77 15.42
Training 100.62 10.04 60.41 30.17
MEAN Hours 18274.07 1827.33 10964.19 5482.05
Volumes 447.69 44.56 268.35 134.19
Harbour 40.84 - - -
HarbourNextDay 40.88 - - -
Payroll 48.72 4.90 29.44 14.72
Travel 18.85 1.93 11.25 5.66
Training 1.10 1.21 6.32 3.18
STANDARD DEVIATION Hours 54.21 5.44 32.73 16.37
Volumes 10.14 2.78 7.11 3.57
Harbour 0.94 - - -
HarbourNextDay 1.17 - - -
Payroll 23.73 854.34 213.59
Travel 355.45 3.71 126.94 32.11
Training 110.77 1.21 39.89 10.10
VARIANCE Hours 2938.47 29.31 1058.32 265.02
Volumes 102.77 7.41 36.65 9.39
Harbour 0.88 - - -
HarbourNextDay 1.38 - - -
Payroll 336.61 33.66 201.97 100.98
Travel 109 11 65 33
Training 69 7 42 21
RANGE Hours 326 32 196 98
Volumes 51 41 30 15
Harbour 4.67 - - -
HarbourNextDay 13.57 - - -
Table 3.1: Mean and standard deviation value for each of the variables
In table 3.1 it may be observed that both the standard deviation and the mean of the target
variable present low value. About the same variable, the range is not extremely low but the one
for the Harbour variable is, which demonstrates that the only observation that highers the range of
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HarbourNextDay is the last day of production (The only different value between the two variables).
That means that the value of the target variable is around the value of the mean almost always.
3.5 Data Preparation
Before the predictions are made the data must be pre-processed in order to avoid misleading re-
sults. Action need to be taken according to the format of data. Starting with the original data set,
several changes are applied to the format of data. Feature engineering techniques were applied
with the goal of creating a data set that is better suited to the algorithms.
Data set 1 is described in section 3.4.2. It is the original data set provided by Volkswagen
Autoeuropa (plant data set). It serves as the main basis to build other data sets with different
features. Data set 2 was provided by Volkswagen Autoeuropa that described the domain separation
by car model produced. The data set building process is described in section 3.4.3. Adding
information to the data set could improve the results. Due to the lack of improvement in the
results, the domain separation was not taken into account in the following experiments. Another
data set was built trying to expose more information that could positively influence the results. It
characterized the day of production, reporting the day of the week, the week and the month of that
day (Data Set 3). To put more emphasis in the past information, a data set was created joining
Data Set 3 and the information about the day before to each observation (Data Set 4). Data sets 5,
6, 7 and 8 are equal to Data Set 4 except that each observation also includes the information about
the past two (Data Set 5), three (Data Set 6), four (Data Set 7) and five previous days (Data Set
8).
Given that all these data sets resulted in experiments that have a very similar predicted value for
the target variable, data sets were created that put emphasis on the differences between consecutive
days. The target variable is the difference between the value of an observation in the Harbour
column and the day ahead observation in the same column. Data Set 9 is equal to data set 3
plus the variables that represent the difference of values between the previous observations and
the values on the day before. Data Sets 10, 11, 12 and 13 are equal to data set 9 except that
each observation also includes the variable differences between the current day and two, three,
four and five days respectively. Data set 14 is based on the data set 3 except that it adds variables
representing the differences between each the values of each observation to a given variable and
the mean value of the same variable.
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Data Set Information
Data Set 1 Plant Data Set
Data Set 2 Data Set 1 and domain separation by car model produced
Data Set 3 Data set 1 plus days description (month, week, day of the week)
Data Set 4 Data set 3 plus information about 1 day before each observation
Data Set 5 Data set 3 plus information about 2 days before each observation
Data Set 6 Data set 3 plus information about 3 days before each observation
Data Set 7 Data set 3 plus information about 4 days before each observation
Data Set 8 Data set 3 plus information about 5 days before each observation
Data Set 9 Data set 3 plus differences between the value of each observation and the previous one
Data Set 10 Data set 9 plus differences between the value of each observation and 2 days before
Data Set 11 Data set 10 plus differences between the value of each observation and 3 days before
Data Set 12 Data set 11 plus differences between the value of each observation and 4 days before
Data Set 13 Data set 12 plus differences between the value of each observation and 5 days before
Data Set 14 Data set 3 plus differences between the value of each observation variables’ mean value
Table 3.2: Compilation of the information per observation in the built data sets
Chapter 4
Results
In this chapter, the experimental setup is clarified in section 4.1, exposing the way data is split
(4.1.1) and the way parameters are tuned (4.1.2). The obtained results for each of the tested data
sets and algorithms is presented in section 4.2.
4.1 Experimental Setup
4.1.1 Data Splitting
The data set is a time series and that time dependence must be taken into account when the splitting
is made. The technique that was used is sliding window. The process consists on orderly slide the
train set and the test set at each prediction made, has represented on fig. 4.1. The initial window
has fifty observations and the horizon has one observation.
Figure 4.1: Sliding window process [10]
The first trained set has fifty observations and another one is predicted at each iteration
4.1.2 Parameters
The parameters are tuned using the R language. The main package used to train the algorithms is
the Caret package. [10]
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Random Forest needs to receive as input the number of variables sampled as candidates at each
split (section 2.8.2).
The PLS algorithm receives as an input the number of components to be used in the model
(section 2.8.4).
To build the model of M5, three steps may be implemented. However, they are not necessary
for the algorithm to work. For that reason, the algorithm is tuned choosing between implementing
or not each one of those steps (section 2.8.3).
The kNN algorithm receives the number of neighbors to be accountable for the experiment
(section 2.8.5).
4.2 Results
A baseline had to be created to validate or not the obtained results. To do that, it was assumed that
the efficiency tomorrow would be the same as it is today. It was called Naive Prediction.
Data set 1
Parameters: default
Random Forest Partial Least Squares M5 K Nearest Neighbors Naive Prediction
RMSE 1.28 1.24 1.23 1.27 1.52
MAE 0.85 0.80 0.79 0.85 1.10
Table 4.1: Error results from data set 1 with the default tuned parameters
Parameters:
• Random Forest (RF) [39]
mtry: varies between 1 and the number of predictors of the data set, 1 by 1
• Partial Least Squares (PLS) [40]
ncomp: varies between 1 and 6, 1 by 1.
• M5 [32]
pruned: varies between "Yes" and "No"
smoothed: varies between "Yes" and "No"
rules: varies between "Yes" and "No"
• k-Nearest Neighbors (k-NN) [10]
k: varies between 1 and 15, 1 by 1.
The parameters are always tuned this way along the project.
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.27 1.24 1.23 1.25
MAE 0.84 0.801 0.80 0.84
Table 4.2: Error results from data set 1 with tuned parameters
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It may be observed that the tuning of parameters does not reflect a significant improvement
on any of the algorithms. However, the parameters kept tuned the same way on the following
experiments.
Data set 2
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.27 1.25 1.24 1.25
MAE 0.85 0.81 0.81 0.85
Table 4.3: Error results from data set 2 with tuned parameters
The addition of the domain separation by car models, as observed on table 4.3, does not im-
prove the results. For that reason, the additional variables of this data set relative to data set 1 are
not kept into account on the following experiments.
Data set 3
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.24 1.25 1.26 1.25
MAE 0.80 0.82 0.83 0.84
Table 4.4: Error results from data set 3 with tuned parameters
The characterization of production days (data set 3) does not increase or decrease the quality
of results. In spite of it, the number of variables in this case is not as large as it is in data set 2 and
therefore the risk of curse of dimensionality is smaller. For that reason the variables in data set 3
are kept along the next experiments.
Data set 4
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.24 1.24 1.25 1.26
MAE 0.80 0.81 0.82 0.84
Table 4.5: Error results from data set 4 with tuned parameters
The information about the past on each observation represents a small decrease of the error
using the Random Forest algorithm. The other algorithms kept the same results. More experiments
were practised, increasing the information about the past by one day at each data set in data sets
5, 6, 7 and 8.
Data set 5
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Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.24 1.24 1.26 1.26
MAE 0.81 0.82 0.83 0.84
Table 4.6: Error results from data set 5 with tuned parameters
Data set 6
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.24 1.25 1.26 1.27
MAE 0.81 0.82 0.86 0.86
Table 4.7: Error results from data set 6 with tuned parameters
Data set 7
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.24 1.26 1.29 1.27
MAE 0.81 0.83 0.88 0.85
Table 4.8: Error results from data set 7 with tuned parameters
Data set 8
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.24 1.26 1.33 1.26
MAE 0.81 0.83 0.90 0.84
Table 4.9: Error results from data set 8 with tuned parameters
As observed on data sets 4, 5, 6, 7 and 8, the data set with information at each observation of
the past does not reflect a significant improvement, oscillating between increases and decreases of
the error results.
Data set 9
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.30 1.27 1.28 1.53
MAE 0.88 0.84 0.83 1.11
Table 4.10: Error results from data set 9 with tuned parameters
Data set 10
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.31 1.34 1.31 1.55
MAE 0.88 0.93 0.89 1.11
Table 4.11: Error results from data set 10 with tuned parameters
Data set 11
4.2 Results 35
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.31 1.36 1.32 1.55
MAE 0.89 0.95 0.90 1.12
Table 4.12: Error results from data set 11 with tuned parameters
Data set 12
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.29 1.37 1.33 1.56
MAE 0.87 0.97 0.89 1.12
Table 4.13: Error results from data set 12 with tuned parameters
Data set 13
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.28 1.31 1.31 1.55
MAE 0.86 0.91 0.87 1.13
Table 4.14: Error results from data set 13 with tuned parameters
From the experiments with data sets 9 to 13, it may be concluded that the focus on the differ-
ences between observations (instead of the values of the observations itself) increases the value of
the error. However, that happens due to the fact that the algorithms tested with other data sets are
spotting a very similar result on the objective variable at every observation, making the predicted
values constant. Due to that, and observing fig. 4.2 it becomes clear that data sets 9 to 13 are
more suited than the other ones, following the variation that the true values suffer. It may also be
observed that the kNN algorithm loses its validity when the data set is built this way (all the error
values are above the baseline ones for this algorithm). Besides that, adding information consider-
ing the differences between more than one day, does not add value to the results (data sets 9,10,
11, 12 and 13 present similar results).
Data set 14
Random Forest Partial Least Squares M5 K Nearest Neighbors
RMSE 1.23 1.25 1.26 1.25
MAE 0.80 0.82 0.83 0.84
Table 4.15: Error results from data set 14 with tuned parameters
Experiments with data set 14 led to the same conclusions taken from the experiments carried
out with data sets 1 to 8. The fact that the difference between the value of each observation and
the value of the mean for the target variable present a low value, the predicted values for the target
variable do not follow the variations of the true values. The plots resulting from the experiments
carried out with data set 14 are similar to the one presented on fig. 4.2a.
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(a) Example of resulting plot from a partial least squares experiment from
one of the first eight experiments
(b) Example of resulting plot from a partial least squares experiment from
one of the last five experiments
Figure 4.2: Examples stating the differences between plots from one of the first eight experiments
(top) and one of the last five experiments (bottom). The black line represents the real values and
the green line the predicted ones
Support Vector Machines (SVM) and Artificial Neural Networks (ANN) were also tested with
data set 1. SVM took a long time processing and that, conjugated with the fact that its results
were similar to the ones obtained by the other algorithms(RMSE=1.25, MAE=0.83), led to the
abandonment of the experiments with this algorithm. Artificial Neural Networks tested with data
set 1, besides the long processing time, had results much worse than the expected (RMSE=40.17,
MAE=40.16), reasons enough to quit the experiments with this algorithm.
Chapter 5
Conclusion
The permanent change that occurs on complex businesses makes the reactive thinking insufficient
to be sustainable. A proactive thinking is required and to achieve that, the future needs to be
predicted as accurately as possible.
Considering this, an empirical study of six different algorithms to predict an efficiency indi-
cator value in the automotive industry one day ahead was developed. The original data set was
changed in order to obtain one that led to better results. This fact conducted to the creation of
fourteen different sets of variables were tested to improve the obtained results.
The fact that the error values are almost always lower than the ones from the baseline, seems to
give full validity to the results. However, the results were contradictory: a low error was achieved
because the prediction kept its values almost constant. On the other hand, when the variations of
the true values were followed by the prediction, the error increased.
There are some ways of improving this project. More algorithms may be tested and more
feature engineering techniques may be applied in order to lead to more accurate results. The anal-
ysis of results may be extended. Larger data sets with different values should be tested. Besides
that, the predictions that are accurate enough may be implemented in a performance management
software to facilitate its access.
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