












In der vorliegenden Arbeit wird die Anwendung eines bereits im 2D-Fall benutzten
Mechanismus zur MPI{basierten Koppelrandkommunikation [GEW97] auf das 3D{
FEM{System SPC PMPo-3D [AMT95] beschrieben. Insbesondere soll der Einu der





ur das entsprechende Untersuchungen bereits in [Rei96] durchgef

uhrt wurden,
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Das in [GEW97] vorgestellte Verfahren einer MPI{basierten Koppelrandkommunikation (im
folgenden als MPI CBC bezeichnet) zeigte im 2D{Fall gute Laufzeiteigenschaften. Ein Ziel
dieser Arbeit ist es zu untersuchen, inwieweit dies auch im 3D{Fall gilt. Als Vergleichssy-
stem wird dabei eine Programmvariante herangezogen, in der Send{/Recv{Aufrufe sowie
kollektive Operationen auf MPI abgebildet werden, die Koppelrandkommunikation aber in
der urspr

unglichen Form belassen wurde (im folgenden MPI genannt).
In [Rei96] wurde durch verschiedene Partitionierungsverfahren in Verbindung mit der im





ze, ein deutlicher Ezienzgewinn gegen

uber der linearen Verteilung erzielt. Die benutzten
spektralen Methoden sind aber relativ aufwendig und daher kaum zur dynamischen An-
wendung zur Laufzeit geeignet. In [Rei96] wird davon ausgegangen, da die Partitionierung
lediglich als Preprocessing{Verfahren eingesetzt wird und daher der Aufwand keine gr

oere





onnen aber solche Verfahren nur f

ur die Ausgangsverteilung benutzt
werden, im Laufe der Rechnung m

ussen weniger aufwendige, lokale Verfahren benutzt wer-
den. Aus diesem Grunde sind Kommunikationstechniken erforderlich, die auch mit weniger
angepaten Partitionierungen noch ein ezientes Arbeiten erm

oglichen.
Die Beurteilung, ob das vorgestellte Verfahren hierzu bereits geeignet ist oder durch
weitere Optimierung eine Basis f

ur ein solches Verfahren darstellen kann, ist die zweite
Zielstellung.
2 Die Anwendung des Verfahrens im 3D{Fall
2.1 Spezika des 3D{Falls
In [GEW97] wurde bereits festgestellt, da eine Modikation bez

uglich der Numerierung der
auszutauschenden Vektoren f

ur den 3{D Fall erforderlich ist.
Dies liegt daran, da die Identikation einer Kette hier nicht durch 2 Crosspoint{Nummern,
sondern durch (maximal) 4 erfolgt. Damit w

urde die Umrechnung auf einen einzelnen Wert
sehr schnell zu einem

Uberlauf des verwendeten Integer{Formats f

uhren. Hinzu kommt, da
hier die Anzahl der auszutauschenden Vektoren i.a. ohnehin h

oher als im 2D{Fall ist, was
die Umrechnung auf einen Wert zus

atzlich als nicht praktikabel erscheinen l

at.
Aus diesem Grund wurde die Nutzerschnittstelle um einen zus

atzlichen Parameter erwei-
tert, der die L









atzliches Problem tritt bei Verwendung des BPX Vorkonditionierers auf. W

urden
hier wie in den anderen F

allen ausschlielich die Crosspoints zur Bildung des Identikators
benutzt, so w






urde. Hier kann man die Tatsache ausnutzen, da die L

angen der Ketten
(wenn diese nicht 0 sind und damit diese Ketten ohnehin nicht aufgenommen werden), die
durch identische Crosspoints beschrieben werden, verschieden sind. Somit kann man die





unfte Komponente des Identikators nutzen und damit die lokale Eindeutigkeit
sichern.
2.2 Vergleich zur Ausgangsversion
Die folgenden Abschnitte dienen demVergleich zu den in [Rei96] gemachten Untersuchungen.
Der Aufbau ist daher stark an diese Arbeit angelehnt.
Wie in dieser Arbeit werden als Beispiel die Netze cube768 (s. Abb. 1) und spc3-123 (s.
Abb. 2) benutzt.
Abbildung 1: FE-Netz cube768 mit 768 Tetraederelementen
Abbildung 2: FE-Netz spc3-123 mit 1398 Tetraederelementen
Die verwendeten Partitionierungsverfahren werden hier nicht beschrieben. Dazu sei auf
[Rei96] und die darin enthaltenen Literaturangaben verwiesen.
2.2 Vergleich zur Ausgangsversion 3
2.2.1 Allgemeine Testbedingungen
Alle Rechnungen wurden auf dem an der TU Chemnitz installierten GC/PowerPlus aus-
gef

uhrt. Dabei wurde eine 16MB{Version des Programms mit Grak benutzt. Als Vorkon-





ur das Netz spc3-123 wurde von 2 bis 16 Prozessoren mit 2, von 16 bis 64 Prozesso-
ren mit 3, f

ur cube768 von 2 bis 8 Prozessoren mit 2 und von 8 bis 64 Prozessoren mit 3
Verfeinerungsschritten gerechnet.
2.2.2 Lineare Verteilung und Rekursive Spektralbisektion
Die Ergebnisse sind analog zu den in [Rei96] erzielten. F






uhrt eine lineare Verteilung zu den besten Ergebnissen. F

ur spc3-123 ist dagegen die Spek-
tralbisektion (RSB) die g

unstigere Variante. Allerdings ist erkennbar, da der Geschwindig-
keitsnachteil durch lineare Verteilung f

ur dieses Netz bei Verwendung von MPI CBC deutlich
verringert werden kann. Insgesamt zeigt sich sowohl f

ur lineare Verteilung als auch f

ur RSB
mit MPI CBC f

ur die meisten Situationen eine geringere Laufzeit.

































































































Abbildung 3: Rechenzeiten f

ur lineare Verteilung und RSB
4 2. DIE ANWENDUNG DES VERFAHRENS IM 3D{FALL
2.2.3 Lokale Nachbesserung mittels KL
Die folgenden Messungen wurden unter Verwendung von Partitionierungen durchgef

uhrt, die
aus Ausgangsverteilungen durch RSB entstehen, die mittels der Heuristik von Kerninghan
und Lin (KL) nachgebessert wurden.
Die Verbesserung durch KL ist f

ur MPI CBC nicht in jedem Fall gegeben. Teilweise
tritt sogar eine Verschlechterung ein. F

ur die meisten F
























































































Abbildung 4: Rechenzeiten f

ur RSB und RSB+KL
2.2.4 Quadri{ und Oktasektion

Ahnlich zu den in [Rei96] erhaltenen Ergebnissen, konnte durch die Verwendung dieser Ver-
fahren keine nennenswerte Verbesserung erreicht werden. Demgegen

uber verschlechterten
sich die Ergebnisse in einigen F

allen zum Teil signikant.
Die Verh

altnisse zwischen MPI und MPI CBC sind dementsprechend

ahnlich zu den bis-




oere Prozessorzahlen und Problemgr

oen
zeigt MPI CBC, insbesondere f

ur das Netz spc3-123, ein besseres Laufzeitverhalten.
RSO wirkt sich f

ur cube768 besonders ung































































































Abbildung 5: Rechenzeiten f

ur RSB+KL, RSQ+KL und RSO+KL
2.2.5 Weitere Optimierungen im Postprocessing
Anpassung der Partitionierung an das Hypercubemodell F

ur MPI CBC ist durch
dieses Verfahren nat

urlich keine Verbesserung zu erwarten, da hier nicht auf der Basis des
Hypercubes gearbeitet wird. Dennoch ist ein Vergleich interessant, da diese Variante (RM)
die Performance des Originalsystems steigert.
F






es jedoch, insbesondere f

ur RSB, zu etwas abweichenden Ergebnissen. Insgesamt lassen sich
f

ur diese Verteilungsvariante keine deutlichen Laufzeitvorteile einer der Programmversionen
erkennen.




uberlegen, ob mit einem ge

anderten Postprocessing{Verfahren
eine bessere Anpassung an MPI CBC zu erreichen ist, um dessen Ergebnisse weiter zu ver-
bessern.






































































































































Abbildung 6: Rechenzeiten f

ur RSB, RSQ und RSO mit und ohne spezielle Anpassung der
Verteilung an die Hypercube{Topologie f

ur cube768














































































































Abbildung 7: Rechenzeiten f

ur RSB, RSQ und RSO mit und ohne spezielle Anpassung der
Verteilung an die Hypercube{Topologie f

ur spc3-123
























































































Abbildung 8: Rechenzeiten f

ur RSB+KL+RM, RSQ+KL+RM und RSO+KL+RM
2.2 Vergleich zur Ausgangsversion 9
Erh

ohung der Anzahl innerer Ecken Die Erh






ur den Fall n

utzlich, da in dem entsprechenden Programm eine

Uberlappung von
Rechnung und Kommunikation durchgef

uhrt wird. Dies ist hier nicht der Fall, so da von




















































































Abbildung 9: Rechenzeiten f

ur RSB+KL+RM und RSB+KL+RM+IV
Globale Nachbesserung der Partitionierung Bei diesemVerfahren (RP) wird zun

achst
das Gewicht der Schnittkanten zwischen jedem Partitionspaar bestimmt. Danach wird in der
Reihenfolge von dem Paar mit der gr

oten Grenze zu dem mit der kleinsten zwischen je-
dem Paar Kernighan{Lin Nachbesserung durchgef

uhrt. Dieser Algorithmus kann in mehreren
Iterationsschritten angewendet werden.
Im Gegensatz zu den Ergebnissen ohne globale Nachbesserung ergibt sich hier gegen

uber
RSB eine z.T. deutliche Verbesserung mit RSO, insbesondere f























































































































































Abbildung 10: Rechenzeiten f































































































































Abbildung 11: Rechenzeiten f







Dieses Verfahren soll hier nicht weiter beschrieben werden, hierzu sei wiederum auf [Rei96]
verwiesen. Da auch hier eine optimale Verteilung an die Hypercube{Topologie das Ziel ist,
sind wiederum f





















































































Abbildung 12: Rechenzeiten f

ur RSB+KL+RM+10*RP und RSB+KL+TP
3 Zusammenfassung
Betrachtet man beide Netze sowie die hier verwendeten Verfahren, so kann f

ur die Original-
variante die Verteilung mit Terminal Propagation als g

unstigster Fall angesehen werden. F

ur
MPI CBC lieferte eine globale Nachbesserung der Partitionierung mit 10 Iterationsschritten
die besten Ergebnisse.
Die folgende Abbildung zeigt die Ergebnisse f

ur diese Verteilungsvarianten im Vergleich.
Wie in der Abbildung zu erkennen ist, f

uhrt MPI CBC bei spc3-123 zu einer erheblichen
Ezienzsteigerung. F






ur sind zum einen die durch die regelm

aige Struktur des Netzes sehr gute Anpassung an
den Hypercube und die relativ groe Anzahl serieller Kommunikationsschritte von MPI CBC
f

ur dieses Netz. Der Grund hierf

ur liegt im Vorhandensein vieler verschiedener Kommunika-
tionsbeziehungen je Knoten, die im gegenw
















































Abbildung 13: Rechenzeiten f







oglichung einer solchen Zusammenfassung und damit die Einsparung serieller
Kommunikationsschritte ist Gegenstand gegenw

artiger Arbeiten.
An dieser Stelle mu noch angemerkt werden, da die Partitionierungen durch die An-
passung an den Hypercube f

ur die Kommunikationsstruktur des Ausgangssystems optimiert
sind und daher MPI CBC in gewisser Weise benachteiligt ist. F

ur nicht an den Hypercube
angepate Partitionierungen, wie etwa lineare Verteilung oder Verteilung durch rekursive
Spektralbisektion, zeigte MPI CBC deutliche Laufzeitvorteile. Ein weiterer Schwerpunkt ak-
tueller Arbeiten ist daher die Untersuchung von f

ur MPI CBC optimierten Partitionierungs{
bzw. Postprocessing{Strategien, von denen weitere Ezienzsteigerungen zu erwarten sind.
Ein f

ur den GC/PowerPlus nicht erkennbarer Vorteil des Verfahrens liegt noch in ei-











uberhaupt erst die M

oglichkeit, innerhalb von MPI optimierte kollektive Operationen zu
nutzen, insbesondere f

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