Chaos in the motion of atoms and molecules composing fluids is a new topic in nonequilibrium physics. Relationships have been established between the characteristic quantities of chaos and the transport coefficients thanks to the concept of fractal repeller and the escape-rate formalism. Moreover, the hydrodynamic modes of relaxation to the thermodynamic equilibrium as well as the nonequilibrium stationary states have turned out to be described by fractal-like singular distributions. This singular character explains the second law of thermodynamics as an emergent property of large chaotic systems. These and other results show the growing importance of ephemeral phenomena in modern physics.
Introduction
The vast majority of natural phenomena are transient processes we could call ephemeral phenomena. Examples of such phenomena are the unimolecular reactions and the decays of radioactive nuclei or unstable particles. At the macroscopic level, the irreversible processes of relaxation toward the thermodynamic equilibrium also provide examples of ephemeral phenomena. These transient processes are characterized by a lifetime or a relaxation time associated with an exponential decay. Such exponential decays seem a priori incompatible with a microscopic time evolution which is time-reversal symmetric as it is the case for almost all known forces of nature. But theoretical advances have shown that these exponential decays are the natural feature of time-reversible quantum or classical dynamical systems.
In quantum mechanics, scattering theory 1 has already shown that exponential decays of the wavefunction can be understood in terms of poles of the scattering matrix at complex energies E r = ε r − iΓ r /2.
2 These poles are associated with quantum resonances appearing in the scattering cross-sections or in other signals measured in a scattering experiment. The lifetime of these quantum resonances is given in terms of the imaginary part of the energy according to τ r =h/Γ r . These quantum resonances provide a fundamental interpretation for the one-particle decay processes in nuclear, atomic and molecular reactions.
Less known is the possibility of very similar considerations in classical mechanics, where exponential decays also exist. 3 Examples are here the classical motion of a particle in a potential with a maximum point such as in the inverted harmonic potential. The motion near a typical maximum point is dynamically unstable, leading to an exponential decay of statistical ensembles of trajectories, as shown below. The dynamical instability or sensitivity to the initial conditions is characterized by the rate of exponential separation between initially close trajectories. This rate is called a Lyapunov exponent, 4 which turns out to be equal to the rate of exponential decay in the given example. In more complicated potentials, the dynamical instability also generates a dynamical randomness which is called chaos. Recent work has revealed that such results are of great importance to understand relaxation processes in statistical mechanics.
On the one hand, many studies have shown that typical systems of statistical mechanics are dynamically unstable with a full spectrum of positive Lyapunov exponents, one for each unstable perturbation on the trajectories of these many-body systems. 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 This microscopic chaos occurs on a time scale corresponding to the intercollisional time between the particles composing the fluid, which is of the order of 10 −10 sec in a gas at room temperature and pressure. In this regard, we should distinguish the microscopic chaos from the macroscopic one. This latter evolves on the much longer time scale of the hydrodynamic collective motions of the fluid, 4,15 although the microscopic chaos drives the thermal fluctuations and the other stochastic processes such as Brownian motion (see below).
3
On the other hand, quantitative relationships have been discovered between the characteristic quantities of the microscopic chaos and the transport coefficients. 16, 17, 18, 19, 20 The basis of such relationships is the existence of exponentially decaying nonequilibrium states which have fractal properties generated by the microscopic chaos. These nonequilibrium fractal structures have been discovered in different approaches 18, 19 and, in particular, in the escaperate formalism 17, 21, 22, 23 and in the related Liouville-equation approach.
3,24,25
The escape-rate formalism is a scattering theory of transport in which a nonequilibrium state is defined by the set of unstable trajectories forever trapped in a finite domain of the space of the positions and velocities of all the particles (the so-called phase space). These trapped trajectories form a fractal repeller. 3 Since most trajectories do not remain trapped the fractal repeller is characterized by a rate of exponential decay called the escape rate. This rate is related, on the one hand, to the transport coefficients and, on the other hand, to the characteristic quantities of chaos, hence the relationships between these quantities.
17,21,22,23
The Liouville-equation approach considers the exponential relaxation toward equilibrium in a closed system without escape. This relaxation is described by the so-called hydrodynamic modes, of which several approximations are known. 26, 27, 28 The crudest approximation is the one given at the hydrodynamic level of description by the linearized Navier-Stokes equations. For dilute fluids, more detailed approximations are given at the kinetic level of description by the solutions of the linearized Boltzmann equation. However, until recently, no exact solution has been known for the hydrodynamic modes. The study of simple models of diffusion such as the multibaker map and the Lorentz gases has shown that the hydrodynamic modes are not defined by regular distributions with a density function, but by singular distributions without density function. 3, 24, 25 Moreover, these singular distributions have fractal properties originating from the microscopic chaos. As a corollary of their singular character, these distributions have the remarkable property to relax exponentially under the deterministic microscopic dynamics (see below).
A most remarkable result is that the fractal-like singular character of the hydrodynamic modes provides an explanation for the second law of thermodynamics. Indeed, it has been possible to show explicitly on simple models of diffusion that the entropy production is positive and has the value expected from nonequilibrium thermodynamics because of the fractal-like singular character of the hydrodynamic modes.
29,30
The purpose of the present paper is to review these new results of nonequilibrium statistical mechanics and to place them in a broader perspective.
This review is organized as follows. The basic properties of microscopic chaos are described in Sec. 2. The methods of statistical mechanics which allow the determination of the classical resonances of the Liouville equation are presented in Sec. 3. Section 4 gives a summary of the scattering theory of transport which is the escape-rate formalism. The recent results on the hydrodynamic modes and the nonequilibrium steady states are summarized in Secs. 5 and 6, respectively. The consequences of these results to the problem of the second law of thermodynamics are discussed in Sec. 7. Conclusions and perspectives are drawn in Sec. 8.
Microscopic chaos
Since Newton, the time evolution of systems of interacting particles is described by differential equations. For fluids or solids at room temperature and pressure, classical mechanics constitutes an excellent approximation for the motion of atoms and molecules. If the system is composed of N particles at positions r i and momenta p i , moving in a d-dimensional physical space, the state of the system follows a trajectory in the 2dN -dimensional phase space of coordinates X = (r 1 , p 1 , r 2 , p 2 , ..., r N , p N ). According to classical mechanics, the motion of the particles is determined by Hamilton's equations
in terms of the so-called Hamiltonian function H(X).
Dynamical instability
The trajectory of the system is uniquely determined by the knowledge of the initial conditions, but the predictability of the Newtonian scheme is affected by the possible instability of the trajectories. Indeed, the initial conditions are always known with some error bar which may amplify during the time evolution if the trajectory is unstable. This possible dynamical instability is studied by linearizing Hamilton's equations (1) . If F(X) denotes the Hamiltonian vector field in the right-hand side of Eqs. (1), the trajectory X t and its infinitesimal perturbation δX t evolve according to
The trajectory is unstable if the infinitesimal perturbation grows exponentially in time and, therefore, if the so-called Lyapunov exponent:
is positive. There exist as many Lyapunov exponents as there are linearly independent initial perturbations δX 0 . Since the dimension of the space of the perturbations δX is equal to the dimension of the phase space, there are 2dN Lyapunov exponents which form the so-called Lyapunov spectrum:
In Hamiltonian systems, the symplectic character of the vector field F(X) implies that the Lyapunov exponents appear in pairs {+λ i , −λ i }, which is known as the Hamiltonian pairing rule. 3 As a consequence, the sum of all the Lyapunov exponents vanishes i λ i = 0 in accordance with Liouville's theorem which guarantees the preservation of phase-space volumes under a Hamiltonian time evolution.
Numerical methods have been developed to compute the Lyapunov exponents and the Lyapunov spectrum of many-particle systems has been obtained for fluids, solids, or plasmas. 8, 9, 10 Fig. 1 depicts the spectrum of the non-negative Lyapunov exponents for a hard-disk model of Brownian motion. 31 In this two-dimensional model, the system is composed of a large disk surrounded by many small disks. The large disk represents a heavy colloidal particle in a fluid. The total number of disks is here equal to N = 64 so that the phase-space dimension is 4N = 256. As a consequence of the conservation of total momenta and energy, 6 Lyapunov exponents are zero. Fig. 1 shows that 2N − 3 = 125 Lyapunov exponents are positive which is a typical situation as observed in many studies. 8, 9, 10 In Fig. 1 , we furthermore observe that the Lyapunov exponents increase with the diameter of the Brownian particle.
In a dilute gas, the typical value of a Lyapunov exponent can be estimated as shown in Fig. 2 . If the particles have the diameter d, the mean velocity v, and the mean free path , a perturbation by an angle δθ on the velocity of a particle just after a collision is amplified at the next collision according to
During a time t, the particle undergoes about vt/ collisions so that the perturbation is amplified by a factor which grows exponentially with time as
Accordingly, a typical Lyapunov exponent is given by Krylov's formula
as recently confirmed by kinetic theory.
11,14
This dynamical instability may generate the escape of trajectories out of an open system, as well as a dynamical randomness of deterministic origin.
Dynamical randomness
The dynamical randomness is the disorder that the trajectory of the system presents as a function of time. This time disorder is characterized by an entropy per unit time introduced by Kolmogorov and Sinai 4,32,33 who were inspired by Shannon's work on information theory. 34 The entropy per unit time is the rate of production of information during the coarse-grained stroboscopic observation of a system. This observation is performed by a measuring device which records the instantaneous state of the system by an integer number ω with a sampling time ∆t. To each integer ω corresponds a cell C ω in the phase space of the system. That the measuring device records the number ω n at time t n = n∆t means that the trajectory visits the corresponding cell at that time: X tn ∈ C ωn . If the cells are disjoint (i.e., C ω ∩ C ω = ∅ if ω = ω ) they form a so-called partition P of the phase space. This partition characterizes the measuring device used to observe the system. The stroboscopic observation records the classical history of the system by the sequence of cells visited ω 0 ω 1 ω 2 · · · ω n · · ·. The rate h P of production of information is given by the decay rate of the multiple-time probability
δθ δθ' Figure 2 . Geometry of a collision between two particles and growth of a perturbation on the velocity of a particle: δθ → δθ .
as the number n of times increases, n → ∞. In order to characterize intrinsically the dynamics of the system independently of the measuring device, Kolmogorov and Sinai have considered the supremum of all the rates h P over all the possible measuring devices, i.e., over all the possible coarse-graining P of the phase space and they defined the so-called Kolmogorov-Sinai (KS) entropy per unit time:
32,33
Later, the connection between the dynamical instability and randomness was established with the formula 4,35,36
where γ is the so-called escape rate of trajectories out of an open system, as considered in the processes of chaotic scattering. 3 When the system is closed, the escape rate vanishes, γ = 0, and Eq. (10) reduces to Pesin's formula. 37 Therefore, the formula (10) shows that the dynamical instability may generate dynamical randomness and escape: dynamical instability dynamical randomness escape For a mole of dilute gas in a closed container, the escape rate vanishes and the KS entropy per unit time can be estimated by multiplying the typical Lyapunov exponent (7) by the expected total number of positive Lyapunov exponents, which is of the order of three times the Avogadro number so that
for a gas at room temperature and pressure. 7 This estimation has recently been confirmed by kinetic theory.
12 Accordingly, the dynamical randomness is huge for the microscopic motion of the particles in a fluid at room temperature. This KS entropy is the rate of production of information that would be required if we wished to trace all the particles in the fluid. In this sense, it characterizes the microscopic chaos.
In the example of Brownian motion, 31 the KS entropy is given by the area below the curve of the Lyapunov spectrum in Fig. 1 and, as a consequence, the KS entropy increases with the diameter of the Brownian particle. The huge dynamical randomness due to the many positive Lyapunov exponents is at the origin of the erratic character of the Brownian motion itself. Indeed, the Brownian motion is characterized by an entropy per unit time associated with the sole observation of the Brownian particle with a spatial resolution ε.
38
This ε-entropy per unit time h Pε has been measured in a recent experiment, 39 which showed that this entropy is positive and scales like D/ε 2 where D is the diffusion coefficient of the Brownian particle. According to the definition (9), this ε-entropy is a small fraction of the KS entropy h KS = λi>0 λ i and, thus, a small fraction of the area below the Lyapunov spectrum shown in Fig. 1 . For such a model of Brownian motion, the ε-entropy is thus some fraction of the sum of positive Lyapunov exponents generated by the internal microscopic dynamics. The same result holds for the model of a Rayleigh flight in a finite box, which is obtained in the limit where the small disks reduce to point particles only interacting with the large disk.
We remark that, in systems without Lyapunov exponents, the KS entropy or its quantum generalizations 40, 41 can alone be used to define chaos instead of positive Lyapunov exponent, as discussed elsewhere for lattice gas automata 23 and quantum systems. 42 In support of this proposition, we notice that there exist open non-chaotic systems with a positive Lyapunov exponent but a zero KS entropy and for which the escape rate is given by γ = λ (see below). A classification of the processes of statistical mechanics in terms of their entropy per unit time has been carried out elsewhere.
3,38
3 Statistical mechanics and exponential decay
Statistical ensembles
We could compare statistical mechanics to a computer. A computer has a hardware which cannot be changed. On this hardware, different softwares can run. Each software must be compatible with the hardware but there is no limit to the variety of different softwares beside this constraint of compatibility. Statistical mechanics is similar as it is built on the basis of a given mechanics of particles which cannot be changed.
One of the extra-mechanical assumptions introduced by statistical mechanics is the concept of statistical ensemble of trajectories which can be motivated by different reasons. One reason is that the initial conditions of an experiment are in general not fully reproducible so that slight differences may appear from one experiment to the next. These differences may be due to the preparation of the initial conditions, which depends in general on other systems surrounding the system under study. The uncertainties on the initial conditions acquire a great importance if the system is chaotic because of the high sensitivity of its trajectories to the initial conditions. 15 The purpose of statistical mechanics is to study the statistical properties which emerge -such as the probability law of large numbers -after repeating many times the same experiment. In nonequilibrium statistical mechanics, the statistical properties of interest are dynamical so that a typical experiment consists in observing the time evolution of the system between an initial time t = 0 and a final time t.
This time evolution is known in principle as soon as we know the trajectories X t = Φ t X 0 which are the solutions of the equations of motion (1). If we have a statistical ensemble of such trajectories {X
, a probability density can be defined by
which allows us to evaluate the mean values of the observable quantities A(X) as
Liouville equation
The time evolution of the probability density (12) is induced by the mechanical law (1) in a similar way as a software is driven by the underlying hardware. Accordingly, the probability density obeys the Liouville equation
where the so-called Liouvillian operator takes one of the following forms:
where {·, ·} Poisson denotes the Poisson bracket. The time integral of the Liouville equation gives the probability density at the current time t in terms of the initial density as
which defines the Frobenius-Perron operator. This operator has one of the following forms:
Hamiltonian system :
We notice that ∂Φ t ∂X = 1 for Hamiltonian systems because they preserve the phase-space volumes, hence Eq. (19) .
We remark that various kinds of boundary conditions can be imposed on the solutions of the Liouville equation whether the system is at the thermodynamic equilibrium or out of equilibrium, in a similar way as boundary conditions are needed to solve the Navier-Stokes and Boltzmann equations. 
Time asymptotics
The relaxation toward an equilibrium or nonequilibrium thermodynamic state is a phenomenon occurring in the limit of long times, t → ∞. Methods have been developed in order to expand the mean values (13) An example of such asymptotic expansion is given by The states appearing in the expansion (20) are the right-and lefteigenstates of the Frobenius-Perron operator: 
Particle moving on a hill
As a simple example of time asymptotics, 3 let us consider a particle moving in a one-dimensional potential under the Hamiltonian
The potential V (r) is supposed to have a maximum at r = 0 and to become constant at large distances r → ±∞ (see Fig. 3a ). This system presents a dynamical instability without chaos. Indeed, the particle remains at the top of the hill if it has no momentum, so that r = p = 0 is a stationary solution. However, this trajectory is unstable with a positive Lyapunov exponent given by λ = − 1 m ∂ 2 V ∂r 2 (0). Fig. 3b depicts different trajectories issued from N 0 initial conditions which are very close to the point r = p = 0. Fig. 3c represents the fraction N t /N 0 of trajectories which are still in the interval −a ≤ r ≤ +a at the current time t. We observe that this fraction decays exponentially at long times. The rate of decay defines the escape rate γ of the hill. Since the trajectories which escape at very long times are issued from very near the point r = p = 0, we can understand that the long-time decay is controlled by the dynamical instability near r = p = 0 and, thus, that the escape rate is equal to the Lyapunov exponent: γ = λ. In Fig. 3d , the portrait is drawn of several trajectories of the system in the phase space X = (r, p). Special trajectories X (±) s,u (τ ) known as the stable and unstable manifolds are connected to the stationary solution at X = 0. The signs denote both branches of these manifolds.
For t → +∞, the probability density tends to concentrate along the unstable manifold. We can check that the distribution
is an exact eigenstate of the Frobenius-Perron operator
and because the flow is area-preserving in the plane of the variables X = (r, p). The eigenstate (24) is associated with the escape rate γ = λ, which is a generalized eigenvalue of the corresponding Liouvillian operator (16) .
This simple example shows that an exponential decay may be considered as an exact property of a classical system if the decaying state is supposed to be a Gel'fand-Schwartz distribution instead of a function. A full asymptotic expansion can be obtained for t → ±∞. For t → −∞, the eigenstates are concentrated on the stable manifold instead of the unstable one. Accordingly, a spontaneous breaking of the time-reversal symmetry appears between both asymptotic expansions, defining two semigroups with distinct domains of application: either t > 0 or t < 0.
Scattering theory of transport
The particle moving on a hill is a simple example of scattering systems with a unique trajectory which is forever trapped at finite distance for t → ±∞. Most often, the scattering process is chaotic because the trapped trajectories form an uncountable set which is invariant under the dynamics and which is characterized by a positive KS entropy.
3 If all the trapped trajectories are unstable, the invariant set may be a fractal characterized by positive Lyapunov exponents and an escape rate, which are related to the KS entropy according to Eq. (10). For this so-called fractal repeller, partial information dimensions d i can be associated with each unstable direction, 4 which allows us to decompose the KS entropy on the spectrum of positive Lyapunov exponents according to h KS = λi>0 d i λ i . Introducing the partial codimensions as c i = 1−d i , Eq. (10) shows that the escape rate has a similar decomposition γ = λi>0 c i λ i . In this framework, a scattering theory of transport can be constructed, which extends an early theory by Lax and Phillips.
58
A connection to the transport coefficients can be established by noticing that each transport property corresponds to the diffusive motion of the center of one of the conserved quantities in a many-particle system. For instance, viscosity is given by the diffusivity of the center of the momenta of the particles, heat conductivity by the diffusivity of the center of the energies of the particles, diffusion itself by the diffusivity of a tracer particle, etc... The centers of the transport properties are called the Helfand moments (see Table 1 ). 59 The microscopic current associated with a transport property is given as the time derivative of the Helfand moment:
The transport coefficients can equivalently be expressed either in terms of the microscopic current by the Green-Kubo formula, or the Helfand moment by the process moment
Einstein formula:
Accordingly, each Helfand moment G (α) t performs a random walk so that the probability density that G (α) t = g obeys a diffusion equation with the transport coefficient α as diffusion coefficient
A fractal repeller will be defined by selecting the trajectories of the manyparticle system for which the Helfand moment associated with the transport property of interest performs its random walk between absorbing boundaries
separated by distances large enough with respect to the mean free path. Escape occurs when the Helfand moment reaches the absorbing boundaries. The escape rate can be calculated by solving Eq. (27) with the absorbing boundary conditions p(±χ/2) = 0, yielding the solution
with γ j = α jπ χ 2 , and j = 1, 2, 3, ...
The slowest decay rate controls the escape over the longest time scale so that the escape rate can be estimated as
Combining with the formula (10), we obtain a relationship between the transport coefficient and the characteristic quantites of chaos evaluated on the fractal repeller defined by the absorbing boundary conditions at g = ±χ/2:
(32) The thermodynamic limit N, V → ∞ (with N/V kept constant) may be necessary to perform before the limit χ → ∞ because the absorbing boundaries must be contained inside the volume V .
An example is diffusion in the periodic Lorentz gas. In this case, the Helfand moment reduces to the position of the point particle undergoing elastic collisions in a periodic array of hard disks fixed in the plane. Imposing absorbing boundaries is essentially equivalent to removing all the disks outside the region delimited by the boundaries. The point particle escapes to infinity in free motion as soon as the boundaries are reached as illustrated in Fig. 4 . 21 This open Lorentz gas is an example of chaotic scattering. 
for absorbing boundaries on a hexagon with vertices at the distance L from the center. The escape-rate formalism can also be considered in the presence of external fields to determine the mobility coefficient such as the charge conductivity. 
Hydrodynamic modes
The hydrodynamic modes are exponentially decaying solutions of Liouville's equation. The remarkable result is that such solutions have been recently constructed in simple chaotic models of diffusion. 3, 24, 25, 63, 64, 65 These constructions have revealed the singular and fractal character of these hydrodynamic modes, which turn out to be mathematical distributions without a density function, in contrast to what has been commonly assumed in kinetic theory.
The chaotic models which have been considered are the multibaker map 66 and the periodic Lorentz gases with hard-disk scatterers 67, 68 or with attractive screened Coulombic scatterers. 69 These systems are periodically extended in space and have a fully chaotic dynamics. The periodic Lorentz gases are 
described by the Hamiltonian function
where l is a vector of the lattice of scatterers and V is a potential which is for hard-disk scatterers of radius a, and
for attractive screened Coulombic scatterers. 69 The chaotic diffusion of both Lorentz gases is illustrated in Figs. 6 and 7. These Hamiltonian flows can be reduced to area-preserving Poincaré mappings by considering the intersections of the trajectory with a surface of section. These Poincaré mappings have been extensively studied. 3, 4, 15 The multibaker map is a simplification of such Poincaré mappings and, in this regard, it constitutes a model of chaotic diffusion.
3,66
The periodicity of the potential allows us to introduce a wavenumber k by the spatial Fourier transform of the density of trajectories. Each Fourier component of the density evolves in time independently of the other components Figure 7 . Periodic Lorentz gas in which a charged particle of mass m = 1 moves in a square lattice of screened Coulomb potentials with κ = 2 at energy E = 3: Pair of trajectories issued from initial conditions differing by one part in a million, in order to illustrate the chaotic property of this system. so that, for periodic systems, the Frobenius-Perron operator (17) decomposes into a different operatorQ t k for each value of the wavenumber. Each of these operators may thus have a spectrum of decay rates, i.e., of Pollicott-Ruelle resonances {γ k }, which depend on the wavenumber k:
The smallest decay rate controls the long-time hydrodynamic relaxation of the k-component of the density and, accordingly, it gives the dispersion relation of the hydrodynamic modes of diffusion. This dispersion relation is equivalently given in terms of the Van Hove intermediate incoherent scattering function 27, 28, 70 by
where D is the diffusion coefficient. The eigenstate Ψ k corresponding to this smallest decay rate is not a function but a mathematical distribution which has a cumulative function
where X θ denotes a one-dimensional family of points in phase space. Such cumulative functions have been exactly constructed in the multibaker map, where they are given by de Rham complex functions. 24, 63, 64, 65 The plot of [Re F k (θ), Im F k (θ)] in the complex plane is a fractal curve having a Hausdorff dimension 0 ≤ D H (k) ≤ 2 which is determined by the diffusion coefficient D and by the Lyapunov exponent λ according to
as recently proved for multibaker maps. 30 This formula has a structure very similar to the escape-rate formula (33).
Nonequilibrium steady states
Nonequilibrium steady states occur when we consider a fluid of diffusive particles between two reservoirs of particles at different concentrations. This difference of concentration generates a gradient g = ∇c. After a relaxation time, a nonequilibrium steady state is established between both reservoirs. For reservoirs separated by a large distance, such steady states can be defined in terms of the long-wavelength hydrodynamic modes according to 25, 71 
A simple calculation shows that this formula leads to the result 3,44
where (r, v) denote the position and velocity of the particle moving in the lattice. The density (42) is time invariant as expected for a steady state in a system with a constant diffusion coefficient. An average over the distribution of velocities shows that the steady state has a mean linear profile of concentration: Ψ g v = g · r. However, the fine velocity distribution wildly fluctuates so that the density (42) is not a function but a singular distribution. Its associated cumulative function is thus continuous but nondifferentiable. For the dyadic multibaker map, this cumulative function has been shown to be given by the Takagi function, 71 and this function is indeed known to be continuous but nowhere differentiable. The curve [θ, T (θ)] has remarkable self-similar structures with the Hausdorff dimension D H = 1.
For the two-dimensional Lorentz gases (34)- (36), the phase-space point X θ in Eq. (43) is taken as a position and a velocity making an angle θ with respect to the x-axis and the gradient of concentration can be considered in Figure 9 . Periodic Lorentz gas in which a charged particle of mass m = 1 moves in a square lattice of screened Coulomb potentials (36) with κ = 2: Cumulative functions of nonequilibrium steady states for a motion at the energies E = 2, 3, 4, 5. The plot depicts Ty(θ) − Ty(π/2) versus Tx(θ), with Eq. (43) integrated over all the initial conditions of a particle starting from the vicinity of a Coulomb center, with a velocity making an angle θ with respect to the x-axis.
the directions x or y. In this way, two generalized Takagi functions T x (θ) and T y (θ) are defined. The plot of [T x (θ), T y (θ) − T y (π/2)] is depicted in Figs. 8 and 9 for both Lorentz gases considered. The geometry of these curves is determined by the lattice of the system. For the hard-disk scatterers, the lattice is triangular and the interaction potential is repulsive so that the curve has a hexagonal symmetry and presents protruding self-similar structures. For the screened Coulombic scatterer, the lattice is squared and the potential is attractive so that the curve has a fourfold symmetry and presents intruding structures due to the backscattering of the moving particle upon collision on each attractive Coulomb center. These fractal curves reveal a very subtle order underlying the chaotic diffusion process over the lattice (compare with Figs. 6 and 7) . The nonequilibrium steady states can also be constructed for the other transport processes.
3,25 A steady state of gradient g associated with the transport property α is given in terms of the corresponding microscopic current J (α) and Helfand moment G (α) by
Fick's and Fourier's laws are consequences of these steady states because the average microscopic current J (α) is related to the gradient and the transport coefficient by
which is obtained by Eq. (26) and by noticing that
Recently, diffusion-reaction systems have been studied along similar lines and the chemical modes of relaxation have also been constructed. 72, 73, 74 These chemical modes are also given in terms of singular and fractal distributions without density function.
The singular character of the decay modes which control the hydrodynamics turns out to be a very general property which has nowadays been observed in many different volume-preserving systems. In the next section, we explain why this singular character is so much important for our understanding of the second law of thermodynamics.
Fractals and the second law of thermodynamics
According to the second law of thermodynamics, the entropy of a system is either exchanged with the external environment or irreversibly produced inside the system:
This law is fundamental for hydrodynamics, macroscopic electrodynamics, and chemical or biochemical kinetics. Already, Boltzmann has provided an explanation for this law in terms of the most probable evolution followed by the trajectory of the system between its initial and final conditions. Moreover, Boltzmann's equation is the prototype of a kinetic equation for which a H-theorem can be proved. 18 However, such kinetic equations have all been obtained by some approximation which introduces a nondeterministic stochastic element which is absent in the original mechanical system even if this latter is chaotic. Accordingly, since Boltzmann's work, a missing link has remained between mechanics and thermodynamics. The discovery of the singular and fractal character of the hydrodynamic modes in volume-preserving chaotic systems fills this gap and provides an explanation for the second law of thermodynamics, which is based on Hamiltonian mechanics and which is thus intrinsic to the dynamics of the system.
29,30
Indeed, if the long-time relaxation toward the thermodynamic equilibrium state is controlled by a hydrodynamic mode which is a singular distribution and not a smooth distribution, the usual reasoning based on the existence of a density function no longer holds to understand the asymptotic time evolution of the physical observables and, in particular, of the entropy. A step-bystep calculation of the time evolution of the entropy in a multibaker model shows that taking into account the singular character of the hydrodynamic modes makes a fundamental difference: Instead of finding a vanishing entropy production, the obtained value is precisely the one expected from irreversible thermodynamics
in the limit of a small gradient ∇c of concentration c. 30 The explicit calculation given below shows that the phenomenological value (47) is recovered because the cumulative functions of the hydrodynamic modes and, especially, of the nonequilibrium steady state have some nondifferentiability, i.e., because the distribution is singular.
For the dyadic multibaker map φ, the nonequilibrium probability measure evolves in time according to
where B is a small cell in phase space. The entropy of a phase-space domain A, which is coarse-grained into cells {B}, is defined by
where µ is the invariant equilibrium measure. Under the discrete-time evolution of the map, the entropy changes in time because of two contributions:
These contributions are the entropy flux
and the entropy production
resulting from Eqs. (50)- (51) and the identity S t (φ −1 A : {B}) = S t+1 (A : {φB}).
Let us suppose that the cells B are of size ∆y where y is the phasespace coordinate in the direction of the stable manifolds where the fractal structure of the hydrodynamic modes develops. It has been shown that the nonequilibrium measure of the cell B can be expanded in powers of the mean gradient of concentration g t = ∇c t according to 29, 30, 71 
where T (y) is the continuous and nondifferentiable Takagi function which is solution of the following recursive equation
The nondifferentiability of the Takagi function implies that its second difference vanishes linearly as ∆y → 0:
instead of quadratically which is the crucial step to obtain a positive entropy production. Indeed, the gradient expansion of the theoretical entropy production (52) shows that
in a unit square A of the multibaker. Thanks to the property (55) and the fact that the number of cells in the sum is equal to (1/∆y), we find that the theoretical entropy production coincides with the phenomenological entropy production
(up to higher-order terms in the gradient) because the diffusion coefficient of the dyadic multibaker map is D = 1/2.
If the hydrodynamic mode was given by a regular distribution, the Takagi function (which is a cumulative function) would be differentiable and its second difference (55) would vanish as ∆y 2 . Hence the theoretical entropy production (57) would also vanish as ∆y 2 in the limit ∆y → 0 of arbitrarily fine coarse graining, which would be a contradiction with respect to the phenomenological entropy production (47) . In the simple example of the multibaker map, the second law is therefore a direct consequence of the singular and fractal character of the hydrodynamic modes which control the asymptotic relaxation toward the equilibrium state. We notice that the result holds for arbitrarily fine coarse-graining. Accordingly, the result is essentially independent of the coarse-graining and is robust in this regard. The result extends to other chaotic systems as well.
Conclusions and perspectives
Recent progress in nonequilibrium physics has shown that exponential relaxation toward the thermodynamic equilibrium proceeds via hydrodynamic modes which are singular and fractal. The singular property is a consequence of the dynamical instability in the microscopic dynamics (see Subsec. 3.4) while the fractal property is a consequence of the dynamical randomness, i.e., of the microscopic chaos in the dynamics of particles. On this basis, it has been possible to derive the second law of thermodynamics. In this regard, it turns out that the second law of thermodynamics has a fractal origin.
In the derivation carried out in Sec. 7, the second law is a consequence of the spectral decomposition (20) of the Frobenius-Perron operator and of the fact that its eigenstates are singular distributions without density function. For dynamically unstable systems such as the chaotic systems, the time evolution splits into a forward semigroup valid for 0 < t < +∞ and a backward semigroup for −∞ < t < 0. The eigenstates of the forward semigroup are singular in the stable phase-space directions and regular in the unstable directions and vice versa in the case of the backward semigroup. The splitting of the time evolution into two semigroups is a spontaneous breaking of the timereversal symmetry due to the dynamical instability. This symmetry breaking occurs at the statistical level of description. The positive entropy production (57) holds for the forward semigroup and is thus a result of the spontaneous symmetry breaking. For the backward semigroup the entropy production would be negative but the present theory shows that such anti-thermodynamic behaviour will never occur during the lapse of time 0 < t < +∞. Indeed, the backward semigroup is not valid for 0 < t < +∞ because its spectral decomposition does not converge for the positive times.
3 Therefore, the use of the backward semigroup is restricted by a fundamental horizon at the origin of time t = 0 when the initial density is given. This fundamental horizon is a consequence of the spontaneous breaking of the time-reversal symmetry and it limits the range of applicability of thermodynamics to evolutions from the present toward the future. In chaotic systems, the time-reversal symmetry turns out to be spontaneously broken at the statistical level of description, which can explain how the irreversible behaviour of thermodynamics emerges out of a microscopically reversible dynamics of particles.
Since the key of the previous reasoning is the analytic continuation of the Liouvillian resolvent toward complex frequencies where the Pollicott-Ruelle resonances lie, the previous explanation is very similar to Gamow's explanation of exponentially decaying quantum states.
2 An important difference with respect to quantum systems is that, in classical mechanics, such exponentially decaying states can only be defined in terms of singular distributions. Fig. 10 depicts three famous examples of probability distributions. The first one is the familar Gaussian distribution which is regular since its density is the well-known bell-shaped function. The next example is the Cantor singular distribution without density function. Its cumulative function is known as the devil staircase which has a zero derivative almost everywhere but is nevertheless increasing because its derivative is infinite on Cantor's set. Therefore, the singularities of the density are concentrated on a fractal set of zero probability on the unit interval. Such distributions appear in the escape-rate formalism in which the invariant set is a fractal repeller. The third example is the Lebesgue singular distribution without density function but only a cumulative function. 76 In this last example, the singularities of the density are dense in the unit interval as it is the case for the hydrodynamic modes and the nonequilibrium steady states of infinite systems without escape. For long time, the relevance of such singular distributions to nonequilibrium physics has remained uncertain but recent work has shown that they play a fundamental role to explain the most subtle aspects of statistical mechanics.
One of the major preoccupations of nonequilibrium physics is to understand the time-dependent phenomena and explain the various observed timedependence such as dynamical chaos, exponential decay, power-law decay, finite-time collapse or blow-up, etc... Work in this field is revealing the growing importance of transient and unstable processes, which we referred to as ephemeral phenomena in the Introduction. We notice that the stable structures which are observed in Nature are the result of dynamical evolutions in which the ephemeral phenomena have manifested themselves. Dynamical perturbations of the stable structures reactivate these unstable and transient processes, which points out that the stable structures emerge out of a vast and shorter time scales. This is the case in the study of thermodynamics and transport processes, as summarized in this paper. The concept of dynamical instability is also at the basis of the theory of far-from-equilibrium patterns such as Turing patterns. 15, 77, 78, 79 The interest for ephemeral phenomena is also the trend in chemical kinetics with the advent of femtochemistry allowing to study and control chemical reactions on the time scale of the internal motion of molecules. 80, 81, 82 In order to illustrate how general this trend can be, we have plotted in Fig. 11 the lifetime of high-energy particles versus their mass. 83 As their mass increases, their lifetime tends to decrease. Yet, the particles of the highest masses are fundamental to explain the long-lived particles at lower masses. Similarly, the understanding of atomic nuclei has required the study of unstable and short-lived nuclei, which are the parents of the stable nuclei. In this perspective, the stable structures of matter are the result of unstable and transient processes, which appears as a physical principle of evolution. The dynamical instability performs a kind of selection of the stablest among all the possible particles and structures of matter.
It is striking how general such a principle of evolution can be since it extends apparently from fundamental physics to the other natural sciences such as chemistry, geology, and biology. In this discussion, we think that it is worthwhile to emphasize the similarities which could exist with the principle of biological evolution where the concepts of transient phenomena and of selection also play essential roles. Far from being independent disciplines, all the natural sciences acquire a unity in the perspective given by the recent advances in nonequilibrium and nonlinear science.
