Abstract. We consider different notions of solutions to the p(x)-Laplace equation
Introduction
During the last fifteen years, variational problems and partial differential equations with various types of nonstandard growth conditions have become increasingly popular. This is partly due to their frequent appearance in applications such as the modeling of electrorheological fluids [2, 25] and image processing [20] , but these problems are very interesting from a purely mathematical point of view as well.
In this paper, we focus on a particular example, the p(x)-Laplace equation (1.1) − ∆ p(x) u(x) := − div(|Du(x)| p(x)−2 Du(x)) = 0 with 1 < p(x) < ∞. This is a model case of a problem exhibiting so-called p(x)-growth, which were first considered by Zhikov in [27] . Our interest is directed at the very notion of a solution to (1.1) . Since this equation is of divergence form, the most natural choice is to use the distributional weak solutions, whose definition is based on integration by parts. However, if the variable exponent x → p(x) is assumed to be continuously differentiable, then also the notion of viscosity solutions, defined by means of pointwise touching test functions, is applicable. Our objective is to prove that weak and viscosity solutions to the p(x)-Laplace equation coincide. The proof also implies the uniqueness of viscosity solutions of the Dirichlet problem.
For a constant p, similar results were proved by Juutinen, Lindqvist, and Manfredi in [17] . The modern theory of viscosity solutions, introduced by Crandall and Lions in the eighties, has turned out to be indispensable. It provides a notion of generalized solutions applicable to fully nonlinear equations, and crucial tools for results related to existence, stability, and uniqueness for first and second order partial differential equations, see for example Crandall, Ishii, and Lions [7] , Crandall [6] , and Jensen [14] . Viscosity theory has also been used in stochastic control problems, and more recently in stochastic games, see for example [24] . The variable exponent viscosity theory is also useful. Indeed, as an application, we prove a Radó type removability theorem: if a function u ∈ C 1 (Ω) is a solution to (1.1) outside its set of zeroes {x : u(x) = 0}, then it is a solution in the whole domain Ω. A similar result also holds for the zero set of the gradient. We do not know how to prove this result without using both the concept of a weak solution and that of a viscosity solution.
To prove our main result, we show that viscosity supersolutions of the p(x)-Laplace equation are the same class of functions as p(x)-superharmonic functions, defined as lower semicontinuous functions obeying the comparison principle with respect to weak solutions. The equivalence for the solutions follows from this fact at once. A simple application of the comparison principle for weak solutions shows that p(x)-superharmonic functions are viscosity supersolutions. The reverse implication, however, requires considerably more work. To show that a viscosity supersolution obeys the comparison principle with respect to weak solutions, we first show that weak solutions of (1.1) can be approximated by the weak solutions of (1.2) − ∆ p(x) u = −ε and then prove a comparison principle between viscosity supersolutions and weak solutions of (1.2). The comparison principle for viscosity sub-and supersolutions can be reduced to this result as well. Although the outline of our proof is largely the same as that of [17] for the constant p case, there are several significant differences in the details. Perhaps the most important of them is the fact that the p(x)-Laplace equation is not translation invariant. At first thought, this property may not seem that consequential, but one should bear in mind that we are dealing with generalized solutions, not with classical solutions. The core of our argument, the proof of the comparison principle for viscosity solutions, is based on the maximum principle for semicontinuous functions. Applying this principle is not entirely trivial even for such simple equations as
with a smooth and strictly positive coefficient a(x). In the case of the p(x)-Laplacian, the proof is quite delicate. We need to carefully exploit the information coming from the maximum principle for semicontinuous functions, and properties such as the local Lipschitz continuity of the matrix square root as well as the regularity of weak solutions of (1.2) play an essential role in the proof. In addition, we have to take into account the strong singularity of the equation at the points where the gradient vanishes and p(x) < 2. Further, since 1 < p(x) < ∞, the equations we encounter can be singular in some parts of the domain and degenerate in others, and we have to find a way to fit together estimates obtained in the separate cases. For a constant p, this problem never occurs. Finally, if we carefully compute ∆ p(x) u, the result is the expression
where
is the normalized ∞-Laplacian. Obviously, the first order term involving log |Du| does not appear if p(x) is constant. The p(x)-Laplacian (1.1) is not only interesting in its own right but also provides a useful test case for generalizing the viscosity techniques to a wider class of equations as indicated by (1.3) . One important observation is that our proof uses heavily the well established theory of weak solutions. More precisely, we repeatedly exploit the existence, uniqueness and regularity of the weak solutions to (1.1). In particular, we use the fact that weak solutions can be approximated by the weak solutions of (1.2). To emphasize this point, we consider another variable exponent version of the p-Laplace equation, given by
The study of this equation has been recently set forth in [3] , and it certainly looks simpler than (1.4). Indeed, one can quite easily prove a comparison principle for viscosity subsolutions and strict supersolutions. However, owing to the incompleteness of the theory of weak solutions of (1.5), the full comparison principle and the equivalence of weak and viscosity solutions remain open. In this section, we discuss the variable exponent Lebesgue and Sobolev spaces. These spaces provide the functional analysis framework for weak solutions. Most of the results below are from [19] .
Contents
Let p : R n → [1, ∞), called a variable exponent, be in C 1 (R n ) and let Ω be a bounded open set in R n . We denote
and assume that
Observe that our arguments are local, so it would suffice to assume that (2.1) holds in compact subsets of Ω. However, for simplicity of notation, we use the stronger assumption.
The variable exponent Lebesgue space L p(·) (Ω) consists of all measurable functions u defined on Ω for which the p(x)-modular
is finite. The Luxemburg norm on this space is defined as
Equipped with this norm
(Ω) reduces to the standard Lebesgue space. In estimates, it is often necessary to switch between the norm and the modular. This is accomplished by the coarse but useful inequalities
which follow from the definition of the norm in a straightforward manner. Note that these inequalities imply the equivalence of convergence in norm and in modular. More specifically,
A version of Hölder's inequality,
, and the space L p(x) (Ω) is reflexive. The variable exponent Sobolev space W 1,p(x) (Ω) consists of functions u ∈ L p(·) (Ω) whose weak gradient Du exists and belongs to L p(·) (Ω). The space W 1,p(·) (Ω) is a Banach space with the norm
The density of smooth functions in W 1,p(x) (Ω) turns out to be a surprisingly nontrivial matter. However, our assumption p(x) ∈ C 1 , or even the weaker log-Hölder continuity, implies that smooth functions are dense in the Sobolev space W 1,p(x) (Ω), see [8, 26] . Due to the Hölder inequality (2.3), density allows us to pass from smooth test functions to Sobolev test functions in the definition of weak solutions by the usual approximation argument.
The Sobolev space with zero boundary values, W
(Ω), is defined as the completion of C ∞ 0 (Ω) in the norm of W 1,p(x) (Ω). The following variable exponent Sobolev-Poincaré inequality for functions with zero boundary values was first proven by Edmunds and Rákosník in [9] . (Ω), the inequality
holds with the constant C depending only on the dimension n and p.
Notions of solutions
In this section, we discuss the notions of weak solutions, p(x)-superharmonic functions and viscosity solutions to the equation
for every nonnegative test function ϕ ∈ C ∞ 0 (Ω). For subsolutions, the inequality in (3.2) is reversed, and a function u is a weak solution if it is both a super-and a subsolution, which means that we have equality in (3.2) for all ϕ ∈ C ∞ 0 (Ω). If u ∈ W 1,p(x) (Ω), then by the usual approximation argument, we may employ test functions belonging to W 1,p(x) 0
(Ω). Note also that u is a subsolution if and only if −u is a supersolution.
Since (3.1) is the Euler-Lagrange equation of the functional
(Ω) for a given g ∈ W 1,p(x) (Ω) readily follows by the direct method of the calculus of variations. Moreover, by regularity theory [1, 4, 10] , there always exists a locally Hölder continuous representative of a weak solution.
Assume for a moment that p(x) is radial, and that p + < n. In such a case, we may modify a well-known example, the fundamental solution of the p-Laplacian. Indeed, consider the function 
In the case of the Laplace equation, that is, p(x) ≡ 2, this potential theoretic definition of superharmonic functions goes back to F. Riesz. For constant values p = 2, p-superharmonic functions and, in particular, their relationship to the weak supersolutions were studied by Lindqvist in [21] . We next review briefly some relevant facts known in the variable exponent case. We shall use the lower semicontinuous regularization
First, every weak supersolution has a lower semicontinuous representative which is p(x)-superharmonic. With these results in hand, we may conclude that being a weak solution is equivalent to being both p(x)-super-and p(x)-subharmonic. Indeed, any function with the latter properties is continuous and hence locally bounded. Then Theorem 3.4 implies that the function belongs to the right Sobolev space, and verifying the weak formulation is easy. For the converse, it suffices to note that the comparison principle for the continuous representative of a weak solution follows from Theorem 3.3.
Next we define viscosity solutions of the p(x)-Laplace equation. To accomplish this, we need to evaluate the operator ∆ p(x) on C 2 functions. Carrying out the differentiations, we see that
for functions ϕ ∈ C 2 (Ω), where
is the normalized ∞-Laplacian. In order to use the standard theory of viscosity solutions, ∆ p(x) ϕ(x) should be continuous in x, Dϕ, and D 2 ϕ. Since Dp(x) is explicitly involved, it is natural to assume that p(x) ∈ C 1 . However, this still leaves the problem that at the points were p(x) < 2 and Dϕ(x) = 0, the expression ∆ p(x) ϕ(x) is not well defined. As in [17] , it will turn out that we can ignore the test functions whose gradient vanishes at the point of touching.
and Dϕ(x 0 ) = 0, it holds that
is a viscosity subsolution to (3.1) if it is upper semicontinuous, finite a.e., and (3) holds with the inequalities reversed.
Finally, a function is a viscosity solution if it is both a viscosity superand subsolution.
We often refer to the third condition above by saying that ϕ touches u at x 0 from below. The definition is symmetric in the same way as before: u is a viscosity subsolution if and only if −u is a viscosity supersolution. Observe that nothing is required from u at the points in which it is not finite.
One might wonder if omitting entirely the test functions whose gradient vanishes at the point of touching could allow for "false" viscosity solutions for the equation. Our results ensure that this is not the case. Indeed, we show that the requirements in Definition 3.5 are stringent enough for a comparison principle to hold between viscosity sub-and supersolutions, and, moreover, that the definition is equivalent with the definition of a weak solution. Finally, we want to emphasize that Definition 3.5 is tailor-made for the equation −∆ p(x) v(x) = 0, and it does not work as such for example in the case of a non-homogeneous
Equivalence of weak solutions and viscosity solutions
We turn next to the equivalence between weak and viscosity solutions to (3.1). This follows from the fact that viscosity supersolutions and p(x)-superharmonic functions are the same class of functions. This is our main result. As an immediate corollary we have Corollary 4.2. A function u is a weak solution of (3.1) if and only if it is a viscosity solution of (3.1).
Let us now start with the proof of Theorem 4.1. Proving the fact that a p(x)-superharmonic function is a viscosity supersolution is straightforward, cf. for example [22] : Suppose first that v is p(x)-superharmonic. To see that v is a viscosity supersolution, assuming the opposite we find a function ϕ ∈ C 2 (Ω) such that v(x 0 ) = ϕ(x 0 ), v(x) > ϕ(x) for all x = x 0 , Dϕ(x 0 ) = 0, and
By continuity, there is a radius r such that Dϕ(x) = 0 and
Then ϕ is a weak subsolution in B(x 0 , r), and ϕ ≤ v on ∂B(x 0 , r). Thus ϕ ≤ v in B(x 0 , r) by the comparison principle for weak sub-and supersolutions, Lemma 5.1 below, but
which is a contradiction.
The proof of the reverse implication is much more involved. Let us suppose that v is a viscosity supersolution. In order to prove that v is p(x)-superharmonic, we need to show that v obeys the comparison principle with respect to weak solutions of (3.1). To this end, let D ⋐ Ω and let h ∈ C(D) be a weak solution of (3.1) such that v ≥ h on ∂D. Owing to the lower semicontinuity of v, for every δ > 0 there is a smooth domain
The reason for passing to D ′ is that we aim to use h as boundary values and therefore it should belong to the global Sobolev space instead of W
For ε > 0, let h ε be the unique weak solution to [1, 5] , v + δ ≥ h ε on ∂D ′ because of the smoothness of D ′ , and it follows from Lemma 5.2 below that h ε → h locally uniformly in D ′ as ε → 0. Hence, in order to prove that v ≥ h in D, it suffices to prove that v + δ ≥ h ε in D ′ and then let first ε → 0 and then δ → 0. As v + δ is also a viscosity supersolution of (3.1), the proof of Theorem 4.1 thus reduces to 
A similar statement holds for viscosity subsolutions u, and locally Lipschitz continuous weak solutions h ε of
The proof for Proposition 4.3 turns out to be both long and technically complicated. It requires three Lemmas for weak solutions that we prove in Section 5 below. The proof itself is given in Section 6.
We 
Three Lemmas for weak solutions
In this section, we prove three lemmas that are needed in the proofs of Theorem 4.1 above, and of Proposition 4.3 in the next section. The following well-known vector inequalities will be used several times below:
In particular, we have
for all ξ, η ∈ R n such that ξ = η and 1 < p(x) < ∞.
We begin with the following form of the comparison principle. Note that the second assumption holds if u is a weak subsolution, and v a weak supersolution. For this reason, the lemma is also the basis of the proof of the p(x)-superharmonicity of weak supersolutions, Theorem 3.3.
Lemma 5.1. Let u and v be functions in
(Ω), then u ≤ v almost everywhere in Ω.
Proof. By the assumption and (5.2), we see that
Thus D(u − v) + = 0, and since (u − v) + has zero boundary values, the claim follows.
Lemma 5.2. Let u ∈ W 1,p(x) (Ω) be a weak solution of
in Ω, and u ε a weak solution of
(Ω). Then u ε → u locally uniformly in Ω,
Proof. We begin the proof by deriving a very rough estimate for |Du − Du ε | in L p(x) . To this end, since u ε minimizes the functional 
Alternatively, we could start by testing the weak formulation for u ε with
(Ω), use Young's inequality, and then continue in the same way as above. Using (2.2) again, and absorbing one of the terms into the left gives
with a constant C independent of ε for all ε > 0 small enough, and thus
.
Next we use
(Ω) as a test-function in the weak formulations of −∆ p(x) u = 0 and −∆ p(x) u ε = ε, and subtract the resulting equations. This yields
The right hand side can be estimated as above:
In order to obtain a suitable lower bound for the left hand side of (5.5), we use the two inequalities in (5.1), and therefore we need to consider separately the subsets Ω − := {x ∈ Ω : 1 < p(x) < 2}, and Ω + := {x ∈ Ω : p(x) ≥ 2}.
Let us first concentrate on Ω − . By using Hölder's inequality (2.3), and the modular inequalities (2.2), we have
The vector inequality (5.1), Young's inequality, and the fact that 1 <p − ,p + ≤ 2 imply
for any 0 < δ < 1, to be chosen later. Combining this with (5.3), which can be used to bound the term (1 + Ω − (|Du| + |Du ε |) p(x) dx), we obtain
for 0 < δ < 1 and for a constant C depending on u but independent of ε and δ.
For Ω + = {x ∈ Ω : p(x) ≥ 2}, (5.1) gives
and summing up this with (5.6) and using (5.5) yields
, and have
Owing to (5.4) and the modular inequalities, we obtain
It follows from this and another application of Poincaré's inequality as well as inequalities (2.2) that
Then we choose ε 1 and ε 2 such that ε 1 ≥ ε 2 and subtract the corresponding equations to get
for positive ϕ. According to Lemma 5.1, we have u ε 1 ≥ u ε 2 almost everywhere. This together with (5.7) implies that u ε → u almost everywhere in Ω.
The claim about the locally uniform convergence follows from C α loc -estimates for u ε which are uniform in ε due to the results in [10, Section 4] .
We use the next lemma to deal with the singularity in the equation in the region where 1 < p(x) < 2.
Suppose that ϕ ∈ C 2 (Ω) is such that v ε (x 0 ) = ϕ(x 0 ), v ε (x) > ϕ(x) for x = x 0 , and that either x 0 is an isolated critical point of ϕ, or Dϕ(x 0 ) = 0. Then lim sup
Proof. We may, of course, assume that x 0 = 0. We make a counterassumption, which yields a radius r > 0 such that Dϕ(x) = 0 and − ∆ p(x) ϕ(x) < ε for 0 < |x| < r. We aim at showing first that ϕ is a weak subsolution of (5.8) in B r = B(0, r). Let 0 < ρ < r. For any positive η ∈ C ∞ 0 (B r ), we have
by the divergence theorem. The left hand side tends to zero as ρ → 0, since
By the counterassumption,
Letting ρ tend to zero, we see that
which means that ϕ is indeed a weak subsolution. Now a contradiction follows from the comparison principle in a similar fashion as in the first part of the proof of Theorem 4.1. Indeed, we have m = inf ∂Br (v ε − ϕ) > 0. Then ϕ = ϕ + m is a weak subsolution such that ϕ ≤ v ε on ∂B r , but ϕ(0) > v ε (0).
The comparison principle
As seen in Section 4, Proposition 4.3 is the core of the proof of the equivalence of weak and viscosity solutions. To prepare for its proof, we write ∆ p(x) ϕ(x) in a more convenient form. For a vector ξ = 0, ξ ⊗ ξ is the matrix with entries ξ i ξ j . Let
and F (x, ξ, X) = trace(A(x, ξ)X) + B(x, ξ) for x ∈ Ω, ξ ∈ R n , and X a symmetric n × n matrix. Then we may write
if Dϕ(x) = 0. We prove the claim about viscosity subsolutions in Proposition 4.3, the case of supersolutions then following by symmetry. For the convenience of the reader, we repeat the statement before proceeding with the proof. Proposition 6.1. Let Ω be a bounded domain, and suppose that u is a viscosity subsolution to the p(x)-Laplace equation, and v is a locally Lipschitz continuous weak solution of
Proof. The argument follows the usual outline of proving a comparison principle for viscosity solutions to second-order elliptic equations. We argue by contradiction and assume that u − v has a strict interior maximum, that is,
We proceed by doubling the variables; consider the functions
Let (x j , y j ) be a maximum of w j relative to Ω × Ω. By (6.2), we see that for j sufficiently large, (x j , y j ) is an interior point. Moreover, up to selecting a subsequence, x j →x and y j →x as j → ∞ andx is a maximum point for u − v in Ω. Finally, since
and v is locally Lipschitz, we have
and hence dividing by |x j − y j | 1−δ we get
Observe that although u is, in general, an extended real valued function, it follows from Definition 3.5 that u is finite at x j .
In what follows, we will need the fact that x j = y j . To see that this holds, let us denote
and observe that since
for all x, y ∈ Ω, we obtain by choosing x = x j that
for all y ∈ Ω. That is, ϕ j touches v at y j from below, and thus (6.4) lim sup
by Lemma 5.3. On the other hand, a calculation yields
,
by the choice of q. Hence if x j = y j , we would have lim sup
contradicting (6.4) . Thus x j = y j as desired. For equations that are continuous in all the variables, viscosity solutions may be equivalently defined in terms of the closures of super-and subjets. The next aim is to exploit this fact, together with the maximum principle for semicontinuous functions, see [6, 7, 18] . Since (x j , y j ) is a local maximum point of w j (x, y), the aforementioned principle implies that there exist symmetric n × n matrices X j , Y j such that
where J 2,+ u(x j ) and J 2,− v(y j ) are the closures of the second order superjet of u at x j and the second order subjet of v at y j , respectively. Further, writing z j = x j − y j , the matrices X j and Y j satisfy
Observe that (6.5) implies
for all ξ, ζ ∈ R n . Now, u is a viscosity subsolution of the p(x)-Laplace equation, and v a viscosity solution of −∆ p(x) v = ε. By the equivalent definition in terms of jets, we obtain that
Here it is crucial that
is nonzero as observed above. This guarantees that the p(x)-Laplace equation is non-singular at the neighborhoods of (x j , η j , X j ) and (y j , η j , Y j ), which in turn allows us to use jets. Notice also that since v is locally Lipschitz, there is a constant C > 0 such that |η j | ≤ C for at least large j's, for the reason that (η j , Y j ) ∈ J 2,− v(y j ).
Since η j = 0, A(·, ·) is positive definite, so that its matrix square root exists. We denote A 1/2 (x j ) = A(x j , η j ) 1/2 and A 1/2 (y j ) = A(y j , η j ) 1/2 . Observe that the matrices X j , Y j as well as A(·, ·), and A 1/2 (·) are symmetric. We use matrix calculus to obtain
where A
1/2
k (x j ) denotes the kth column of A 1/2 (x j ) This together with (6.6) implies
The last inequality is the local Lipschitz continuity of A → A 1/2 , see [13, p. 410] , and λ min (M ) denotes the smallest eigenvalue of a symmetric n × n matrix M . Since p(x) ∈ C 1 (R n ), and
Moreover,
and
The first two terms on the right hand are easily shown to converge to 0 as j → ∞. Indeed, since x j →x, p(x) > 1 and |η j | ≤ C, we have that |η j | p(x j )−1 |log |η j || remains bounded as j → ∞. Thus, owing to the continuity of x → Dp(x), the first term converges to zero as j → ∞. The second term is treated in a similar way.
Finally, we deal with the third term. Recalling that
Further, we write
, and note that choosing δ > 0 so small that 1 − δ(p + − 1) > 0 suffices for the third term to converge to zero as j → ∞. A contradiction has been reached.
7. An application: a Radó type removability theorem
The classical theorem of Radó says that, if the continuous complex function f is analytic when f (z) = 0, then it is analytic in its domain of definition. This result has been extended for solutions of various partial differential equations, including the Laplace equation and the p-Laplace equation, see the references in [16] . Here we prove a corresponding removability result for p(x)-harmonic functions. Thus the original problem has been reduced to proving the removability of U , which is locally a C 1 -hypersurface. There are at least two ways to accomplish this. One option is to apply [16, Theorem 2.2], which means using viscosity solutions and an argument similar to Hopf's maximum principle. The second alternative is to use a coordinate transformation and map U to a hyperplane, and then prove the removability of a hyperplane by a relatively simple computation. The price one has to pay in this approach is that the equation changes, but fortunately this is allowed in [23, Lemma 2.22]. Remark 7.2. We do not know how to prove Theorem 7.1 without using viscosity solutions, not even in the simpler case when p(x) is constant. In particular, the removability of a level set is an open question for the weak solutions of (3.1) when p(x) is, say, only continuous. Theorem 7.1 fails if u is assumed to be only Lipschitz continuous.
The normalized p(x)-Laplacian
There has recently been some interest in another variable exponent version of the p-Laplacian, called the normalized p(x)-Laplacian
In particular, the weak solutions of the equation −∆ N p(x) u(x) = 0, or rather a scaled version of it, were studied by Adamowicz and Hästö [3] in connection with mappings of finite distortion. In this section, we prove the comparison principle for viscosity subsolutions and strict viscosity supersolutions of this equation. Hence we obtain an almost exact analogue of Proposition 4.3. However, owing to the fact that some of the major tools in the weak theory (comparison principle, uniqueness, stability) for the normalized p(x)-Laplace equation are still missing, the uniqueness of viscosity solutions and the equivalence of weak and viscosity solutions remain open.
The normalized p(x)-Laplacian has a bounded singularity at the points where the gradient Du vanishes, and the viscosity solutions can thus be defined in a standard way, by using the upper and lower semicontinuous envelopes of the operator (8.1). For any constant c ∈ R, we say that an upper semicontinuous function v : Ω → R is a viscosity subsolution to −∆ N p(x) v(x) = c if, whenever ϕ ∈ C 2 (Ω) is such that v(x 0 ) = ϕ(x 0 ), v(x) < ϕ(x) for x = x 0 , then and let (x j , y j ) be a maximum of w j relative to Ω × Ω. For j sufficiently large, (x j , y j ) is an interior point. Moreover, j|x j − y j | 4 → 0 as j → ∞, and x j , y j →x andx is a maximum point for u − v in Ω.
Again we see that v + Ψ j (x j , ·) has a local minimum at y j , and thus
If p(y j ) ≥ 2, this implies that ε ≤ ∆Ψ j (x j , y j ) + (p(y j ) − 2)λ max (D 2 Ψ j (x j , y j )) = j(n + 2) |x j − y j | 2 + 3j(p(y j ) − 2) |x j − y j | 2 , and if 1 < p(y j ) < 2, then ε ≤ ∆Ψ j (x j , y j ) + (p(y j ) − 2)λ min (D 2 Ψ j (x j , y j )) = j(n + 2) |x j − y j | 2 + j(p(y j ) − 2) |x j − y j | 2 .
In particular, in any case we must have x j = y j . Since (x j , y j ) is a local maximum point of w j (x, y), the maximum principle for semicontinuous functions implies that there exist symmetric n × n matrices X j , Y j such that (D x Ψ j (x j , y j ), X j ) ∈ J 2,+ u(x j ), (−D y Ψ j (x j , y j ), Y j ) ∈ J 2,− v(y j ), and
We have D 2 Ψ j (x j , y j ) = j |z j | I −I −I I + 2j z j ⊗ z j −z j ⊗ z j −z j ⊗ z j z j ⊗ z j , Remark 8.3. Suppose that the following holds for an upper semicontinuous function u: whenever x 0 ∈ Ω and ϕ ∈ C 2 (Ω) are such that u(x 0 ) = ϕ(x 0 ), u(x) < ϕ(x) for x = x 0 , and Dϕ(x 0 ) = 0, we have −∆ N p(x) ϕ(x 0 ) ≤ 0. Then u is a viscosity subsolution of −∆ N p(x) v(x) = 0. In other words, the testfunctions with vanishing gradient at the point of touching can be completely ignored.
To see this, we argue by contradiction, and suppose that a function u satisfying the condition above is not a subsolution. Then there is x 0 ∈ Ω and ϕ ∈ C 2 (Ω) touching u from above at x 0 such that Dϕ(x 0 ) = 0, D 2 ϕ(x 0 ) = 0, and
for some ε > 0. In particular, ϕ is a viscosity supersolution of −∆ N p(x) v(x) = ε in some small ball B(x 0 , δ) and u ≤ ϕ on ∂B(x 0 , δ). We can now run the proof of Proposition 8.1 with v replaced by ϕ and Ω by B(x 0 , δ), and contradict the assumption that u− ϕ has an interior maximum at x 0 . Therefore such a test-function cannot exist, and u is a subsolution as claimed.
