A set S of vertices in a digraph D = (V, A) is a kernel if S is independent and every vertex in V − S has an out-neighbor in S. We show that there exist O(n2
Introduction
Let D be a digraph. For an arc xy in D, y is an out-neighbor of x and x is an inneighbor of y. The number of out-neighbors (in-neighbors) of x is denoted by d + (x) (d − (x));
x). A set S of vertices is a kernel if S is independent and every vertex in V (D) − S has an out-neighbor in S.
Notice that not every digraph has a kernel. For example, the directed 3-cycle (with vertices x, y, z and arcs (x, y), (y, z), (z, y)) has no kernel. In fact, all odd length directed cycles and most tournaments (orientations of complete graphs) have no kernels. It is easy to see that every acyclic digraph has a kernel. This sufficient condition for a digraph to have a kernel has been generalized by several authors. For short accounts on the topic see [4, 6] . Kernels in digraphs were introduced in different ways in [22, 27] . It seems that von Neumann and Morgenstern [27] were the first to introduce kernels when describing winning positions in 2-person games. For important applications of kernels in game theory see [13, 14, 26] . Applications of kernels are widespread and appear in diverse fields such as logic, computational complexity, artificial intelligence, graph theory, combinatorics and coding theory. For recent applications to counterexamples to the 0-1 laws in fragments of monadic second order logic, see, e.g., [24, 25] .
Chvátal proved (see [18] ) that the problem of deciding whether a digraph has a kernel is NP-complete. Fraenkel [13] showed that the problem remains NP-complete even for planar digraphs D with degree constraints d + (x) ≤ 2, d − (x) ≤ 2 and d(x) ≤ 3 for all vertices x. Finding kernels in special classes of digraphs seems to be a mostly open field of study. It has been shown [5] that the kernel problem is polynomial time solvable for locally semicomplete digraphs, digraphs in which the out-neighbors (in-neighbors) of every vertex are adjacent. Kernels in some classes of planar graphs were investigated in [23] .
In this paper we study the problem of finding a kernel in a digraph using methods of parameterized complexity [10] ; see [10] for all undefined parameterized complexity terms. We study the following parameterized problem (Kernel): given a digraph D and a positive integer k, as a parameter, check whether D has a kernel with at most k vertices. Similarly, we can define the dominating set problem (Dominating Set) and the independent dominating set problem (Independent Dominating Set); a set S in an undirected graph G is dominating if any vertex in V (G) − S has a neighbor in S; S is independent dominating if S is both independent and dominating.
Notice that every graph has an independent dominating set as every maximal independent set is independent dominating. This is in contrast to the non-existence of kernels in some digraphs.
Since an independent dominating set in an undirected graph G is a kernel in the digraph obtained from G by replacing every edge {x, y} by the pair xy, yx of arcs and since Independent Dominating Set is W [2]-complete (see [10] , p. 464), Kernel is W [2] -hard. This means that Kernel is fixed-parameter intractable unless very unlikely collapses occur of parameterized complexity classes (see [10] for details). Thus, in this paper, we concentrate on Kernel for planar digraphs, Planar Kernel. We will see that this problem is FTP (although its recognition version is NP-complete) and will derive relatively fast exact algorithms for the problem.
This situation is similar, in a sense, to that for Dominating Set. Several researchers studied Dominating Set (and some of its variations including Independent Dominating Set) for planar undirected graphs. Already in 1995 [12] claimed an algorithm of complexity O(11 k n) for checking whether a planar graph on n vertices has a dominating set with at most k vertices. The analysis of the algorithm there turned out to be flawed. In [2] , a similar analysis is used to correctly prove the existence an O(8 k n)-algorithm. An important breakthrough was discovery of an algorithm with sub-exponential f (k); such a result, O(c √ k n)) with c ≤ 4 6 √ 34 , was first obtained by Alber et al. [1] . Recently, the upper bound on the constant c was improved to 2 27 [19] and further to 2 15.13 [17] . Also, [2] , [16] and [17] 
, respectively. Notice that the last three 'additive FPT' algorithms are of complexity cubic in n.
The O(c √ k n)) complexity has a good chance to be optimal, in a sense. Indeed, Cai and Juedes [9] showed that there cannot be a 2 o(
, which is considered to be unlikely.
Returning to Planar Kernel, recall that it is more general than Independent Dominating Set. Nevertheless, in this paper we show that some results in [1] and [19] Our results are also of interest because the parameterized complexity of problems in digraphs has generally proved to be surprisingly difficult to establish, and a number of basic problems are still unresolved, such as Directed Feedback Vertex Set (open even for planar digraphs), and the problem of determining whether a digraph has a subgraph consisting of two sets of vertices A and B, each of size k, with an arc from every vertex of A to every vertex of B. The last problem was posed in [21] , a paper on data-mining the internet to identify on-line communities. The problem seems to be an obvious and perhaps easy candidate for W [1]-hardness, but in fact has resisted much effort [15] .
Small kernels in planar digraphs
We start from a well-known definition of a tree decomposition of a graph.
Definition 2.1 A tree decomposition of an undirected graph G = (V, E) is a pair (T, S), where T is a tree and S is a set of subsets of vertices of G, called bags. S is in 1-1 correspondence with the nodes of the tree T such that the following conditions are satisfied:
1. Every vertex of G is contained in at least one bag,
Both end-vertices of every edge are contained in at least one bag,

For every vertex x of the graph, if x appears in bags S i and S j then it appears in every bag corresponding to the vertices which lie on the path in the tree T between the nodes i and j.
Notice that we call vertices of T nodes to distinguish them from the vertices of G. The width of a tree decomposition (T, S) is the maximum cardinality of a bag S i minus one. The treewidth of G is the minimum width over all possible tree decompositions of G.
Computing treewidth of graphs in general is NP-complete, however the problem is FPT. Moreover there exists a linear time algorithm to check if a graph has bounded treewidth [7, 20] .
Alber et al. [1] were the first to prove that a planar graph G of domination number k has treewidth O( √ k). They actually showed that the treewidth of G is at most 6 √ 34 √ k+8. This result was improved to 16.5 √ k+50 by Kanj and Perkovic [19] . The current best result of this kind is due to Fomin and Thilikos [17] (using branch decomposition algorithms by Seymour and Thomas [29] and a transformation from a branch decomposition to a tree decomposition by Robertson and Seymour [28] To facilitate our description below we make use of a nice tree decomposition (see, e.g., [20] ). In a nice tree decomposition, we have a binary rooted tree T , i.e., T is a rooted tree such that every node has at most two children. The nodes of T are of four types:
• An insert node i. The node i in T has only one child j and there is a vertex x ∈ V not in S j such that S i = S j ∪ {x}.
• A forget node i. The node i in T has only one child j and there is a vertex
• A join node i has two children p and q. The bags S i , S p and S q are exactly the same.
• A leaf node i is simply a leaf of T .
It is not hard to transform a tree decomposition of G into a nice tree decomposition. In fact, the following holds.
Lemma 2.3 [20] Given a tree decomposition of a graph G with n vertices that has width k and O(n) nodes, we can find a nice tree decomposition of G that also has width k and O(n) nodes in time O(n).
The underlying graph of a digraph D = (V, A) is a graph G = (W, E) such that W = V and {x, y} ∈ E if and only if either xy ∈ A or yx ∈ A (or both). Our algorithm below is based on the following simple observation.
Proposition 2.4 If a planar digraph D has a kernel of size at most k, then its underlying graph G has a dominating set of cardinality at most k.
The proof of the following result is similar, but has certain differences with the proof of the corresponding theorem in [1] . 
The vertices in DC i may have an out-neighbor in Q, or not. Since (
gives us the size of a minimal size kernel in D.
Let i be a node of T . We show how to compute all possible
In fact we can also compute the actual minimum (
time, but we will leave the details of this to the reader. This will imply the desired complexity above as T has O(n) vertices. We consider the cases when i is a leaf, i has one child and i has two children, separately. We assume that if i does have some children, then all κ i 's are known for these children. We will for each step argue that we find the correct values. 
Case 2. Assume i has one child. Let j be the child of i in T . By the definition of a nice tree decomposition, S j and S i are identical, except for one vertex, say x, which lies in either S i or S j . We consider the following cases.
If x ∈ S j , then we have the following:
As all the above cases can be considered in O(|S i |) time, we get the time complexity O(|S i |3 |S i | ) = O(4 t ) for computing κ i 's for all possible partitions. Case 3. Assume i has two children. Let j and l be the two children, and recall that 
Since each κ i (K i , M C i , DC i ) is computed correctly above, we note that our algorithm will return the correct value of µ in (1). If we remember a minimum ( 
This theorem and Proposition 2.4 imply
Theorem 2.7 Let D = (V, A) be a planar digraph of order n. In polynomial time, one can check whether D has a kernel of size O(log 2 n) and, if D has such a kernel, then find one of minimal size.
In Section 3 we need the following extension of Theorem 2.6, which can be proved similarly to Theorem 2.6 (in every partition, we have 
Additive FPT algorithms
We start by giving a short description of a general approach to obtain an additive FPT algorithm from a multiplicative one (see [8, 11] ). 
Notice that we can obtain an algorithm that runs in time O(n α + h (k)) for any α > 1 at the cost of a blow-up of the function h .
In the remainder of this section we describe an algorithm which is only singly exponential in √ k and quadratic in n. Let D be a planar digraph. Assuming that D has a kernel of cardinality at most k we show first that we can reduce D to a digraph D of order O(k 3 ), and a set S of subsets of vertices of D , such that the following holds. If there is a kernel of size at most k in D, then the size of a minimum kernel in D will have the same size as a minimum kernel in D , which contains at least one vertex from each set in S, and fulfills some additional properties, which we will describe below. Furthermore there will be at most O(k 9 ) subsets in S. We describe how to construct D below.
We color some of the vertices red in the process. We color the vertices of D red if they must be contained in any kernel of cardinality at most k of D for a reason described below. All red vertices remain vertices of D . Some vertices are removed from D , and other vertices remain uncolored. During the process of constructing D we keep the following condition invariant: D has a kernel K of size at most k if and only if K is a kernel in D containing all red vertices and such that for every set S ∈ S at least one element is in K.
Initially D = D, all vertices are uncolored and S = ∅. Clearly the invariant is valid in this initial stage. We will now show that the above can be done in O(n 2 ) time. Let x be an arbitrary vertex. Mark all vertices adjacent to x, and for each y ∈ V (D) count how many marked vertices y is adjacent to. This can be done in O(n) time, as there are O(n) edges in a planar graph. If y has at least 3k + 1 marked neighbors, then {x, y} is one of the pairs we were looking for above. So by repeating the procedure for every x ∈ V (D), we can find all pairs {x, y}, with the above property, in O(n 2 ) time. By Lemma 3.4 (and k ≥ 1) there are at most O(n) such pairs, so for each of them we can delete their common neighborhood, and remember the sets S z in O(n) time, resulting in an overall time complexity of O(n 2 ) (note that there will be at most n sets in S, as each of them is an out-neighborhood of a vertex in D, and there are at most n vertices in D).
The next lemma shows that vertices of large degree must belong to the kernel. In the third stage of our algorithm we delete multiple copies of the same set in S, for all sets of size one or two. This is not difficult to do for all sets of size one in O(n) time, and for all sets of size two in O(n 2 ) time. Simply run through all sets in S, and mark the sets of size one or two which exist in S, and then run through all sets of size one and two to see which ones have been marked. This gives the desired bound as |S| ≤ n. Since every set in S is a subset of the out-neighbors of some vertex in D, we note that we cannot have three distinct vertices belonging to three sets in S, as this would imply the existence of a subgraph isomorphic to K 3,3 in the underlying graph of D. Therefore |S| is at most
Notice that also in this final stage the invariant is valid. We next show that the number of sets in S is at most a polynomial in k. Combining the result of Lemma 3.7 with that of Lemma 3.6 we obtain: 
Discussion
In this paper, we applied fixed-parameter complexity approaches to develop relatively fast algorithms for finding minimal size kernels in planar digraphs that have kernels of size at most k. In particular, we obtained an O(k 36 + 2 19.1 √ k k 9 + n 2 )-time algorithm. Since f (k) = k 36 + 2 19.1 √ k k 9 is a fast growing function, the algorithm seems to loose practicality, in the worst case, even for relatively small values of k (see p. 13 of [10] ). However, it may well be that our theoretical estimate of the worst case complexity is, in fact, far from optimal. Moreover, some preprocessing may improve efficiency of the algorithm. Perhaps, better reductions will lead to faster algorithms for Planar Kernel. In particular, it would be interesting to know whether in Planar Kernel D can be reduced to F such that D has a kernel of size at most k if and only if F has a kernel of size k , where the order of F is linear in k and k ≤ ck for some constant c. (Unlike in our reduction above, no set S is allowed.) For Planar Dominating Set such a reduction of both theoretical and practical significance was given in [3] .
