We describe the design and implementation of an automated theorem prover realising a fully general notion of cyclic proof. Our tool, called Cyclist, is able to construct proofs obeying a very general cycle scheme in which leaves may be linked to any other matching node in the proof, and to verify the general, global infinitary condition on such proof objects ensuring their soundness. Cyclist is based on a new, generic theory of cyclic proofs that can be instantiated to a wide variety of logics. We have developed three such concrete instantiations, based on: (a) first-order logic with inductive definitions; (b) entailments of pure separation logic; and (c) Hoare-style termination proofs for pointer programs. Experiments run on these instantiations indicate that Cyclist offers significant potential as a future platform for inductive theorem proving.
Introduction
In program analysis, inductive definitions are essential for specifying the shape of complex data structures held in memory. Thus automated reasoning about such definitions, a.k.a. inductive theorem proving, is a key activity supporting program verification. Unfortunately, the explicit induction rules employed in standard inductive proofs pose considerable problems for proof search [10] . Cyclic proof has been recently proposed as an alternative to traditional proof by explicit induction for fixed point logics. In contrast to standard proofs, which are simply derivation trees, a cyclic proof is a derivation tree with "back-links" (see Figure 1 ), subject to a global soundness condition ensuring that the proof can be read as a proof by infinite descent à la Fermat [5] . This allows explicit induction rules to be dropped in favour of simple unfolding or "case split" rules.
Cyclic proof systems seem to have first arisen in computer science as tableaux for the propositional modal μ-calculus [23] . Since then, cyclic proof systems have been proposed for a number of applications, including: first-order μ-calculus [22] ; verifying properties of concurrent processes [20]; first-order logic with inductive definitions [4, 9] , bunched logic [6]; and termination of pointer programs [7] . However, despite the fairly rich variety of formal cyclic proof systems, automated tools implementing these formal systems remain very thin on the ground.
In this paper we describe the design and implementation of a new cyclic theorem prover, called Cyclist, based on a generic theory of cyclic proofs and instantiable to a wide variety of logical systems. We have implemented three concrete instantiations of Cyclist: (a) a system for a fragment of first-order
Left: a typical proof structured as a finite tree, with the parent-child relation between nodes (•) given by a set of inference rules. Right: a typical cyclic pre-proof, structured as a tree proof with "back-links" between nodes (shown as arrows).
logic with inductive definitions, based on the formal system in [4]; (b) a system for entailment in separation logic, extending the one in [8] ; and (c) a Hoare-style system for termination of pointer programs using separation logic, based on [7].
In Section 2, we give our general cyclic proof framework and, in parallel, discuss our implementation of Cyclist using its instantiation (a) to first-order logic as a running example.
As above, cyclic proofs can be generally characterised as derivation trees with back-links ("pre-proofs") obeying a global, infinitary soundness condition qualifying them as bona fide cyclic proofs. The soundness condition states that every infinite path in the pre-proof must possess a syntactic trace that "progresses" infinitely often; informally, a trace can be thought of as a well-founded measure and its progress points to strict decreases in this measure. Our generic theory formalises this characterisation of cyclic proofs, which is entirely independent of the choice of any particular logical formalism.
There are two main technical obstacles to implementation of cyclic proof, both stemming from the structural complexity of cyclic proofs compared to standard proofs. First, the prover must be able to form back-links in the derivation tree. This inevitably leads to a global view of proofs, rather than one localised to the current subgoal as in most theorem provers. Second, the prover must be able to check whether or not a given pre-proof satisfies the general soundness condition. Our approach to both difficulties is described in Section 2.
Section 3 briefly describes our instantiations (b) and (c) of Cyclist to separation logic frameworks. Then, in Section 4, we examine some of the issues pertaining to automated proof search in Cyclist, and report on our experimental evaluation of the prover's performance in all three instantiations. Particular issues for cyclic proof search include looking for potential back-links in the proof, and deciding when to invoke the (potentially expensive) soundness check. Other issues, such as the priority ordering of rules and the conjecture / application of appropriate lemmas during a proof, are features of inductive theorem proving in general. Finally, Section 5 compares our contribution with related work, and Section 6 outlines directions for future work.
The theoretical framework on cyclic proofs in Section 2 is based on its earlier presentation in the first author's PhD thesis [5] .
