We study a system of charged, noninteracting classical particles moving in a Poisson distribution of hard-disk scatterers in two dimensions, under the effect of a magnetic field perpendicular to the plane. We prove that, in the low-density (Boltzmann-Grad) limit, the evolution of the test particle distribution is described by a generalized linear Boltzmann equation, previously derived and solved by Bobylev et al. [BMHH, BMHH1, BHPH] . In this model, molecular chaos fails, and the kinetic equation includes non-Markovian terms. We show that, nevertheless, the method of [G69] can be adapted to validate the effective equation rigorously.
Introduction
We consider a uniform Poisson distribution of fixed hard disks (scatterers, obstacles) of radius ε in R 2 and denote by c1, . . . , cN ∈ R 2 their centers. Given µ > 0, the probability density of finding N obstacles in a bounded measurable set A ⊂ R 2 is
where |A | = meas(A ) and cN = (c1, . . . , cN ). One single particle is moving in the plane and bouncing among the obstacles, as in the classical Lorentz model for electron conduction in a random array of ions [L] . This model (even without including its quantum analogue) has a long history both in the physics and in the mathematics literature, see e.g. [H, S1, Sz] . In particular it was considered by Gallavotti to give the first rigorous proof of the Boltzmann limit conjecture by Grad [G69, G70] , see also [S, LS, BBS, DP, BNPP, N, LT] for related results and subsequent developments. These works refer to the low-density (Grad) regime in which the intensity µ of the obstacles is rescaled as µε = ε −1 µ .
We will denote by Pε, Eε the corresponding probability density and expectation.
In the present paper the particle moves, between one obstacle and the other, under the action of a uniform, constant, magnetic field orthogonal to the plane. It is therefore subject to a force F (v) = Bv ⊥ where B is the magnitude of the magnetic field and v ⊥ = (v2, −v1). With no loss of generality we will assume the charge q and the mass m of the particle to be unit, as well as the modulus of its velocity |v| = 1. At contact with an obstacle, the particle is reflected elastically. Between two consecutive scatterers it moves with constant angular velocity Ω = qB/m = B and performs an arc of circle of Larmor radius RL = |v|/B = 1/B (see Figure 1 for a pictorial representation of the particle motion). Notice that, for slight modifications of this model, a Markovian equation has been derived rigorously in [MN] . At finite densities, the transverse magnetic field produces a rich phenomenology due to the formation of traps consisting of Larmor orbits or clusters of scatterers ( [KS] ). Moreover, it also affects the derivation of the linear Boltzmann equation in the limit of Grad. Bobylev et al. indeed showed that both closed orbits and a certain class of recollisions are not negligible in this limit.
The following simple computation turns out to give a good heuristic argument. Consider the probability of performing a complete cyclotron orbit starting from a given position and velocity (x, v) ∈ R 2 × S 1 , without ever hitting any obstacle (circling particle). One easily gets
where C is the event such that zero obstacles appear in the annulus Aε(RL) of radii (RL − ε, RL + ε). Namely, there is a non vanishing probability in the limit ε → 0 that the test particle is a circling particle, simply due to the fact that the mean free path in the lowdensity regime is finite. Clearly these events are not described by the standard Boltzmann equation. More interestingly the same computation shows that there is a finite probability of returning to a scatterer, via a cyclotron orbit, for additional encounter (recollision). Hence, a non-Markovian structure is not surprising and the standard Boltzmann picture will break down, as the absence of correlations prior to a collision fails. In order to take into account these effects, a linear kinetic equation with memory, i.e. a generalized Boltzmann equation, has been derived and studied in [BMHH, BMHH1, BHPH] . It reads (in the case of hard disks)
where χ(A) denotes the characteristic function of the set A. In the right hand side of (1.2) ν = 2µ is the collision frequency and TL = 2π/Ω is the cyclotron period where Ω = qB/m = B is the frequency. Furthermore
is the generator of the free cyclotron motion with frequency Ω and [t/TL] the number of cyclotron periods TL completed before time t, being [x] the integer part of x. In the gain term the operator σn is defined by where φ(v) is an arbitrary function of v. The precollisional velocity v = v − 2(v · n)n becomes v after the elastic collision with the hard disk (see Figure 2 ). Note that v · n < 0. In the loss term, the precollisional velocity v is from the hemisphere v · n < 0. Finally, the operator S −k n rotates the velocity v by the angle −kθ, where θ is the scattering angle (from v to v) and acts as the identity on the position x.
The unknown f G (t, x, v) is related to the probability density f (t, x, v) of finding the test particle at time t in position x with velocity v, by
In fact for times t ≥ TL the distribution function f (t, x, v) splits into two parts. The particle is trapped in a free cyclotron orbit with probability exp (−νTL) (circling particle). With probability (1 − exp (−νTL)), it collides with an obstacle, and in that case it will collide with arbitrarily many different ones as predicted by (1.2) (wandering particle).
Recollisions with a given obstacle are possible, but only if no other scatterer has been hit in the meantime. The admissible recollisions are therefore chains of subsequent recollisions (self-recollisions) in which the scattering angle has always the same value θ. The sum over k in (1.2) takes into account the number of such possible recollisions, each one weighted with a factor exp (−νTL).
Despite a memory term appears in the equation, the low-density limit significantly simplifies the picture, as explained in [BMHH] . Indeed the differential cross section becomes independent of B and the test particle is either a circling particle or a wandering particle, thus avoiding to be trapped in clusters of a finite number of scatterers.
The aim of this paper is to provide a rigorous derivation of the generalized linear Boltzmann Eq. (1.2). We denote by γ −t c N ,ε (x, v) the (backward in time) Hamiltonian flow, solution to the Newton equations for the tagged particle with initial datum (x, v) (cf. (2.1)) in a given sample of obstacles cN . For a given initial datum f0 = f0(x, v), the particle distribution function at times t ≥ 0 reads
(1.4) eq:expect-density
We are now ready to state our main result.
thm:main Theorem 1.1 Let f0 ∈ Lip(R 2 × R 2 ) be a probability density and f ε be defined as in (1.4).
Then there exists a time T > 0 such that for all t ∈ [0, T ] it holds
where f is the unique solution to the generalized linear Boltzmann Eq. (1.2) with initial data f0.
Our purpose is to present a simple argument. In particular: (i) We have considered only scatterer configurations which interact with the test particle as hard disks. However the method works as well for more general short range potentials, where additional difficulties originate from a strictly positive (for ε > 0) scattering time and from singularities in the differential cross-section. (ii) Theorem 1.1 is stated without any explicit rate of convergence. We leave an analysis of leading order corrections to future work.
The proof of Theorem 1.1 is based on an extension of the one in [G69, G70] . The main ingredient is a suitable parametrization of the scatterers in terms of impact times and impact vectors, combined with a monotonicity argument.
We conclude the introduction by recalling that, in the case of periodic (deterministic) configurations of scatterers, the validity of the Bolzmann equation in the limit of Grad is known to fail [CG1, CG2, M, MS] . The model considered in this paper shows that the background randomness may be not enough to ensure a Markov property and the presence of an external force field can strongly affect the asymptotic behaviour. Other examples of this feature have been studied in [DR1, DR2] .
The paper is organized as follows: in Section 2 we analyse the single scatterer problem; the generalized Boltzmann dynamics is studied in Section 3; Section 4 is devoted to the proof of Theorem 1.1.
2 Dynamical problem of the tagged particle sec:dynamics
The particle motion takes place along cyclotron (circular) orbits and collisions make the particle pass from one orbit to the next. That is, as a result of the particle colliding, the center of the cyclotron orbit jumps to another position. We can consider for instance the case of three subsequent collisions with the same obstacle (cf. [BMHH1] ): see Figure 3 below. Let the initial cyclotron orbit be the one labeled as 1. In the first encounter with the hard disk the electron is scattered over an angle θ, and switches to cyclotron orbit labeled as 2. From the symmetry of the event it is clear that cyclotron orbit 2 has its center at the same distance ∆ from the center of the scatterer as the orbit 1. As a result, orbit 2 intersects the scatterer in precisely the same way as orbit 1, only shifted by an angle 2β along the circumference of the disk. As observed in [BMHH1] , during the evolution the orbits will densely fill a ring-shaped area around the scatterer, with outer radius ∆ + RL. Moreover, in the Boltzmann-Grad limit two important simplifications arise: (i) the differential cross section becomes independent of the magnetic field and is given by the standard formula for hard disks; (ii) on the length scale set by the size of the scatterer, the cyclotron orbits degenerate into straight lines. This implies that the accumulated scattering angle after k successive encounters with the scatterer equals kθ, where θ is the scattering angle of the first collision. For 0 = tm < · · · < t1 < t0 = t we define the (backward) particle flow γ −s c N ,ε iteratively by
We distinguish between the obstacles of the configuration cN = (c1, . . . , cN ) which up to the time t influence the motion, called internal obstacles, and the external ones. To this end we introduce the following definitions:
def:int-ext Definition 2.1 (Internal and external obstacles) Given a set of variables (t, x, v, c1, . . . , cN ), we define internal obstacles the set of points ci ∈ {c1, . . . , cN } such that
where ξ ε (s) refers to the spatial part of the flow, namely
In oder to parametrise the internal obstacles we introduce the notions of impact times and impact vectors:
ef:times-vectors Definition 2.2 (Impact times and impact vectors) Given a set of variables (t, x, v) and an internal obstacle ci ∈ (c1, . . . , cN ), we define the impact time of the scatterer ci as
When ti > 0, the impact vector of the scatterer ci is ni ∈ S 1 given by
Moreover, we say that internal obstacles are ordered if t = t0 > t1 > t2 > t3 · · · > 0.
Definition 2.3 (Recollisions)
Let ti ∈ (0, t) be the impact time of the scatterer labelled by i. A collision with the same scatterer occurring at a time τ < ti is called recollision. We denote by T rec the set of all recollision times associated to the internal scatterers. Moreover, we say that a recollision at time τ is a self-recollision if the last collision (in the backward motion) in (τ, t) took place with the same scatterer.
We observe that the above definition takes into account the following situation: the presence of the magnetic field B for times larger than the Larmor time TL may produce an almost closed orbit which hits the exact same obstacle (see Figure 4) , that is what we called self-recollision. To include this situation in our description of the dynamics, we define S −k i n i , the ε-shift map which rotates the velocity and displaces the position of the particle on the scatterer's boundary (cf. Figures 2, 3 ). More precisely, Definition 2.4 (ε-shift map) Let ci be an internal scatterer. Given ki ∈ N and ni ∈ S 1 , for every (x, v) ∈ ∂Bε(ci) × S 1 we define the ε-dependent shift map
where β ε i is given by and θ ε i is the corresponding velocity shift (see Figure 3 ). Here ∆ ε i indicates the distance between the center of the scatterer and the center of the orbit, and Rα the α−rotation
.
(2.4) eq:rotationR
Moreover R i α is the shift on ∂Bε(ci) caused by the rotation of an angle α.
. We observe that the effect of the shift operator on the one-particle dynamics is to describe the daisy shape of the trajectory around each single obstacle. More precisely, def:daisy Definition 2.5 (Daisy) For a given configuration of ordered internal obstacles c1, . . . , cn and a given sequence of numbers ki, for i = 1, . . . , n, we say that D k i (ci) is the daisy with ki petals and daisy disk centred in ci with radius ε if the tagged particle performs ki selfrecollisions with the obstacle ci. We refer to each single self-recollision j = 1, . . . , ki as to the j-th petal of the daisy associated with obstacle ci.
Remark 2.6 We notice that e.g. in Figure 4 the daisy D k i (ci) with ki = 3 is represented.
3 Series solution to the generalized Boltzmann Eq.
( 1.2) sec:GBE To express the solution to (1.2) in series, we split the time interval into two parts: {t | t < TL} and {t | t ≥ TL}. We denote
Thus we can consider separately the equations for f1 and f2 as follows:
We can deal with Eq. (3.2) as done in [MN] . We recall that f1 can be expressed as
is the backward flow associated to the Boltzmann equation with magnetic field and [x]+ = x χ({x > 0}). More precisely, let 0 = tm < · · · < t1 < t0 = t scattering times and n1, . . . , nm scattering vectors, then γ −t is defined iteratively by the following ODEs
where k = 2, . . . , m and t − k−1 , t + k−1 denotes respectively the limit from the past and from the future. More precisely, for τ ≥ 0,
Therefore, we are left with the study of Eq. (3.3). By iterating Duhamel's formula twice, we can express the solution of (3.3) as follows
where the operator S −k i n i is defined as
7)
eq:shift
where R −k i θ i is given in (2.4). Therefore, by using notation (3.7) and iterating m times, we get
where Γ (t 1 ,...,tm,k 1 ,...,km)
and, for t > TL, γ −t is the backward flow defined in (3.5), (3.6) associated with the dynamics of the generalized Boltzmann equation with constant magnetic field (1.2).
4 Proof of Theorem 1.1 sec:proof Our goal is to compare f1 + f2 with (1.4). In the same spirit of (3.1), we define
(4.2) eq:f2eps
The convergence of f ε 1 to f1 follows by a simple adaptation of [MN] , while f ε 2 describes the motion of the wondering particle and its convergence towards f2 is the main novelty of this work. For this reason we focus on f ε 2 in subsections 4.1-4.2 and in subsection 4.3 we present a brief recollection of the main steps of the proof in [MN] adapted to the hard-disk interaction case in the low-density limit. Subsection 4.4 collects the previous results, concluding the proof of Theorem 1.1 by means of a monotonicity argument.
Expansion for
where for a given configuration of obstacles cN = (c1 . . . cN ) we denote by γ −t c N ,ε (x, v) the Hamiltonian flow with initial datum (x, v). Then, for (x, v) ∈ R 2 × R 2 , t > 0, we have
where B ε t (x) := B(x, t) \ B(x, ε) are the disks centered in x with radius t and ε respectively. We now decompose a given configuration cN = bm ∪ bn where bm is the set of all the internal obstacles and bn the set of all the external ones, defined as in Definition 2.1.
Notice that if m = 0 there are no internal obstacles and therefore the trajectory is a closed periodic orbit.
Integration over the external obstacles. Notice that the flow (2.1) does not depend on bn, hence we can perform the integration over the external obstacles and get
where T (bm) is the tube-like region in the position space given by
Change of variables. For any fixed initial configuration (x, v) ∈ R 2 ×R 2 and m > 0 we order the obstacles b1, . . . , bm according to the scattering sequence, as explained in Definition 2.2. This means that we are inserting in (4.4) the characteristic function of the event {bm ordered}. Let 1 and t1 be respectively the impact parameter and the backward entrance time of the light particle in the disk centered in b1, namely B(b1, ε). Then we perform the following change of variables: b1 → 1, t1, db1 = dt1d 1 (4.6) eq:change var1
Conversely, fixed the impact parameter 1 and the hitting time t1, we construct the center of the obstacle b1 = b( 1, t1) and a trajectory γ −s bm,ε (x, v) := (ξ ε (s), η ε (s)), s ∈ [0, t1]. We now iterate this procedure by performing the change of variable for each obstacle of the ordered configuration bm one step after the other and constructing at each step the corresponding trajectory γ −s bm,ε (x, v) := (ξ ε (s), η ε (s)), s ∈ [ti−1, ti] for i = 1, . . . , m.
To be more precise, we now consider the second step. Following the same reasoning we can change variables b2 → 2, t2, db2 = dt2d 2 (4.7) eq:change var2 and construct the trajectory γ −s bm,ε (x, v) := (ξ ε (s), η ε (s)), s ∈ [t1, t2]. Moreover, we stress that, due to the presence of the external magnetic field, we can write
where D k 1 (c1) is the daisy with k1 petals associated with obstacle c1 (cf. Definition 2.5). We can now iterate this procedure up to the last obstacle m. The i−th step then reads:
bi → i, ti, dbi = dtid i (4.9) eq:change var and (4.8) becomes
is the daisy with ki−1 petals associated with obstacle ci−1. We notice that the sum stops at t i−1 T L , which represents the number of cyclotron periods completed at time ti−1, or equivalently the maximal number of self-recollisions a particle may undergo with an obstacle. Moreover, we observe that, given a collision time ti−1 the next collision time ti always exists because the test particle is either a circling or a wondering particle. This is due to the fact that no periodic orbit are possible within self-recollisions. More precisely, periodic orbits due to self-recollisions are associated with an angle β and we know that for β ∈ Q all orbits are periodic, while for β ∈ R \ Q every orbit is infinite and dense (cf. for instance Theorem 2 in Chapter 10 of [Si] ). In particular, configurations leading to periodic orbits have Lebesgue measure zero.
We stress that the change of variables (4.9) is well defined as soon as external recollisions do not occur. To this end, we insert the characteristic function of the complement of the set of external recollisions. Then, using the step-by-step change of variables described above, we can rewrite f ε 2 (t, x, v) (cf. (4.4)) as . ..,tm,k 1 ,...,km) (x, v)) .
(4.11)
Using that ε −ε dρi = 2ε 1 −1 dρi for i = 1, . . . , m and 2µεε = 2µ, we get ρ 1 ,. ..,tm,ρm)|
(1 − χ({T rec ext }))χ({t ≥ TL})f0( Γ (t 1 ,...,tm,k 1 ,...,km) (x, v)) . (4.12) eq:Nformula2
The flux Γ (t 1 ,...,tm,k 1 ,...,km) is constructed step by step through the change of variables (4.9) and it is given by the following expression ...,tm,k 1 ,. ..,km)
is the ε-shift map defined in (2.2) and we used the notation b m i = bi, . . . , bm for i = 1, . . . , m − 1, being b m 1 = bm. Bound on the tube-like region.
We are now left with the tube-like region T (t1, ρ1, . . . , tm, ρm). We decompose it into a sum of m partial tubes and bound it from above as follows
where we used that the measure of the parts of the tube which do not belong to petals of a daisy are bounded from above by 2 ε (ti−1 − ti) since the particle moves with constant angular velocity Ω = B on a cyclotron orbit of radius RL = 1/B. The above estimate leads to the lower bound
[ni · η ε (ti)]+ f0( Γ (t 1 ,...,tm,k 1 ,...,km) (x, v)) (4.13) eq:f2eps-lower where in the last identity we performed the change of variables
with Jacobian equal to m i=1 (ni · η ε (ti)). The quantity ζ(ε) = O(ε) represents the time shift due to the fact that the cyclotron orbit does not close completely as obstacles have size ε 2 .
For later convenience, we denote by f2 ε the r.h.s. of (4.13):
[ni · η ε (ti)]+ f0( Γ (t 1 ,...,tm,k 1 ,...,km) (x, v))
Stability of the flow sec:stability
Our goal is now to construct the limit flow
. This reduces to study the distance of the flow Γ (t 1 ,...,tn,k 1 ,...,kn) from Γ (t 1 ,...,tn,k 1 ,...,kn) , when starting with initial data which are at distance ε. To this end, we give some preliminary results. 
lemma:shift-conv
(x, v) ∈ R 2 × R 2 , | S −k n (x, v) − S −k n (x, v)| ≤ Ckε ,(4.
14)
eq:shift-conv for some C > 0.
The proof follows directly from the definitions of S −k n , S −k n , β ε i , θ ε i . We now show that the flow γ −t is stable under perturbations of the initial data.
:stability-gamma Lemma 4.2 Let z = (x, v) andz = (x,v) be two points in the phase space R 2 × R 2 such that |z −z| ≤ ε. Then, for every t ≥ 0, there exists a positive constant C such that
(4.15) eq:stability-gamma Proof: Let γ −t (z) = (ξ(t), η(t)) and γ −t (z) = (ξ(t),η(t)) be solutions of (2.1) with initial data (x, v) and (x,v) respectively. We observe that the system (2.1) with initial datum (x, v) has solution
(4.16) eq:ode-solution-flow Analogously, (2.1) with initial datum (x,v) has solution (ξ(t),η(t)), whereξ(t) andη(t) are given by (4.16) by replacing x and v byx andv. Hence, denoting by (v1, v2) and (η1(t), η2(t)) the vector components of v and η(t) and by (x1, x2) and (ξ1(t), ξ2(t)) the vector components of x and ξ(t) respectively, we obtain
By Grönwall inequality
(4.17) eq:velocity We proceed analogously for |ξ(t) −ξ(t)|:
thus, using the bound (4.17) for the velocity flow, we get
(4.18) eq:space Therefore, there exists a positive constant C such that
Assumption |z −z| ≤ ε concludes the proof.
prop:flow-conv Proposition 4.3 Fix m ∈ N and let (x, v) ∈ R 2 × R 2 , then ∃C > 0 such that
Proof: To bound the difference of the particle flow from the limiting flow, we add and subtract the quantity
where we replaced in Γ (t 1 ,...,tm,k 1 ,...,km) (x, v) the ε-shift map S −k 1 n 1 acting on obstacle m = 1 by its limit S −k 1 n 1 :
On the first term on the r.h.s. of the above expression we use Lemma 4.2
As for the second term we add and subtract the quantity
where we replaced S −k 2 n 2 by its limit S −k 2 n 2 . Applying again Lemma 4.2 and proceeding iteratively, we get Γ (t 1 ,...,tm,k 1 ,...,km) (x, v) − Γ (t 1 ,...,tm,k 1 ,...,km) (x, v) ≤ C ε e Bt m−1 i=1 ki We notice that ki ≤ t i T L and ti ≤ t for each i = 1, . . . , m − 1, whence (4.15) is proven.
Expansion for f
For (x, v) ∈ R 2 × R 2 and t > 0, Eq. (4.1) can be written as
(4.20) eq:f1eps1
Following the same reasoning of Section 4.1 we decompose a given obstacle configuration cN into the set of all the internal obstacles bm and the set of all the external ones bn and performing the integration over the external obstacles we obtain
(4.21) eq:f1eps2 where T (bm) is the tube-like region in the position space given by (4.5). We notice that, differently from f ε 2 , for t < TL the set of self-recollisions is empty and we just have to deal with the external recollisions. As we did for f ε 2 , we introduce the characteristic function of the complementary set of T rec ext and obtain a lower bound that allows us to use a monotonicity argument (cf. subsection 4.4). More precisely, we first estimate the measure of the tube (that has no petals of daisies in this case, as self-recollisions have zero measure) by |T (bm)| ≤ 2εt.
(4.22) eq:estFreeTube
Using (4.22) and recalling that µε = µε −1 , we obtain
(4.23) eq:f1eps3 According to a classical argument introduced in [G70], we remove from f ε 1 all the pathological events that prevent the light particle's trajectory to be the Markov process described by f1 (cf. Eq. (3.4) ). For any fixed initial condition (x, v), we order the obstacles according to the scattering sequence as in Definition 2.2 and we perform the change of variables (globally) b1 . . . bm → ρ1, t1, . . . ρm, tm.
(4.24) eq:GlobChangeVar
Conversely, fixed the impact parameters {ρi} and the hitting times {ti} we construct the centers of the obstacles bi = b(ρi, ti). The map (4.24) is one-to-one, and hence the change of variables is well defined, as soon as the pathological events such as external recollisions do not occur. To this end, we insert the characteristic function (1 − χ({T rec ext })) and perform the change of variables, thus obtaining
[η ε (ti) · ni]+ f0(γ −t ε (x, v)) =: f1 ε (t, x, v) , (4.25) eq:lower-f1eps
where γ −t ε (x, v) = (ξ ε (t), η ε (t)) is defined iteratively as the flow under the effect of the Lorentz force Bv ⊥ until the particle collides with a hard disk. We can repeat the proof of Section 4.2 with γ −t ε = Γ (t 1 ,...,tm,0,...,0) to prove that γ −t ε is stable with respect to small perturbations of the initial data.
End of the Proof sec:end
In this section we show that f ε (t, ·, ·) converges to f (t, ·, ·) in L 1 (R 2 × R 2 ). First we observe that, for i = 1, 2, t > 0 and (x, v) ∈ (R 2 × R 2 ), fi ε (t, x, v) converges pointwise in (x, v) to fi(t, x, v) as ε → 0 because of Proposition 4.3 and the fact that f0 ∈ Lip(R 2 × R 2 ). More precisely, for f1 ε we have: i) for ti > 0, i = 1, . . . , m, limε→0 η ε (ti) = η(ti) since a simple version of Proposition 4.3 yields γ −t ε → γ −t as ε → 0, where γ −t is defined after Eq. (3.4); ii) for t > 0 and f0 ∈ Lip(R 2 × R 2 ), limε→0 f0(γ −t ε (x, v)) = f0(γ −t (x, v)). Indeed, for (
where L is the Lipschitz constant of f0 and the last identity is a consequence of a simple version of Proposition 4.3.
Hence, i) and ii) imply that f1 ε defined in (4.25) converges pointwise to f1 defined in (3.4). As for f2 ε defined in Eq. (4.1):
1. we proved at the end of subsection 4.1 that ζ(ε) = O(ε) and thus goes to zero as ε → 0; 2. for ti > 0, i = 1, . . . , m, limε→0 η ε (ti) = η(ti) because of Proposition 4.3;
3. for t > 0 and f0 ∈ Lip(R 2 × R 2 ), f0( Γ (t 1 ,...,tm,k 1 ,...,km) (x, v)) converges pointwise to f0(Γ (t 1 ,...,tm,k 1 ,...,km) (x, v)) as ε → 0. Indeed, for (x, v) ∈ R 2 × R 2 , lim ε→0 |f0( Γ (t 1 ,...,tm,k 1 ,...,km) (x, v)) − f0(Γ (t 1 ,...,tm,k 1 ,...,km) (x, v))| ≤ lim ε→0 L | Γ (t 1 ,...,tm,k 1 ,...,km) (x, v) − Γ (t 1 ,...,tm,k 1 ,...,km) (x, v)| = 0 , where L is the Lipschitz constant of f0 and the last identity is a consequence of Proposition 4.3.
Hence, 1., 2. and 3. imply that f2 ε defined in (4.1) converges pointwise to f2 defined in (3.8). We recall that, for i = 1, 2 and t > 0, fi ε ≤ f ε i and f ε i (t, ·, ·) ∈ L 1 (R 2 × R 2 ). Hence, by dominated convergence theorem, fi
