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1. INTRODUCTION 
Much research has been devoted to the asymptotic relationship between 
the solutions of a differential system 
Y’ ==fWY (1) 
and those of a perturbed system 
7f =f@) 72 + g(4 4. (2) 
Results for the systems 
and 
where 
Lx = 0 (3) 
Lu = g(t, u )..., dk-I)), (4) 
Lx = x(k) +f&) d-1) + .‘. +fo(t) x, k > 1, (5) 
are often obtained by replacing (4) and (5) with equivalent systems of the 
forms (1) and (2), and applying the theory developed for the latter. 
This procedure actually involves three steps: 
I. Replacing (4) and (5) by equivalent systems (1) and (2). 
II. Using variation of parameters to represent solutions of (2) in the 
form v(t) = Y(t) c(t), where Y(t) is a fundamental solution matrix of (1) 
and c(t) is a solution of 
c’ = h(t, c), (6) 
with 
h(t, c) = Y-l(t)g(t, Y(t) c). 
38 
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III. Applying results on solutions of systems of the form (6) to the 
parameter vector c(t). 
In Step III it is customary to impose conditions on g(t, c) and Y(t) which 
permit application of the comparison principle. However, restrictions on 
Y(t) involve restrictions not only on the solutions of (3), but also on their 
first K - 1 derivatives. For some systems, these additional assumptions are 
superfluous (for example, see [lo] and [I l]), and can be avoided by omitting 
Step I and applying variation of parameters directly to (4). Although this is 
an entirely elementary observation, it is worth emphasizing, because it 
permits more economical hypotheses and sharper conclusions, particularly 
if (3) is self adjoint, or if some of u’,..., z&l) are missing from the right side 
of (4). We shall illustrate this in Section 3. 
2. Two LEMMAS 
We first present two lemmas on the behavior of solutions of the system 
c’ = h(t, c). (7) 
Lemma 1 is a special case of a recent result of Ladas, Lakshmikantham and 
Leela [6, Theorem 21, due also in part to Brauer [l] and Hallam and Heidel[4]. 
We believe Lemma 2 is new, although its proof uses standard arguments. 
Throughout this paper, J = (0, oo), Rn is n-dimensional space (real), 
and (( I/ is any norm. 
Assumption A. Let h E C[/ x R”, R”], and suppose w(t, X) is positive 
and continuous on J x [0, co), nondecreasing in X for each t, and satisfies 
i 
m 
w(t, A) dt < co, x 3 0. . 
LEMMA 1. Suppose Assumption A holds and 
II h(t, c)ll < 44 II c II)> (t, c) E J x R”. 
Then, for each h > 0, there is a T = T(h) such that any solution of (7) which 
satisfies (1 c(t,)lI < h for some t, > T is continuable to injkity and 
‘,ill c(t) = c(c0) (8) 
exists. Moreover, for any given m-vector c(m), there is a solution of (7) which 
satisfies (8). 
there is a solution of (7) such that 
kil /I z-l(t)(c(t) - v)II < c. 
Proof. If c(t) is a solution of (7) on [T, t], then 
C(t) = CC'> + j” h(S, C(S)) ds; 
7 
hence 
Z-l(t) c(t) = Z-l(t) C(T) + Z-l(t) jt h(s, c(s)) ds, 
7 
and, from (9), 
u(t) < M (O(T) + j’ I/ 2-W h(s, c(s))11 ds), t 3 T 3 t, 
T 
Now (10) yields 
4t) < M (4~) + ,I 4, u(s)) ds), t > 7 > t, . 
Suppose ;\I > MX > 0 and choose E,, > 0 and T = T(A) so that 












LEMMA 2. Let the m x m matrix Z(t) b e nonsingular and continuous in 
Jo = [to , co), and suppose lim,,, Z-‘(t) exists and 
jl Z-l(t) Z(T)11 d M, t 3 7 b to. (9) 
Suppose Assumption A is satisfied and 
II Z-l(t) h(4 4ll < 44 II Z-l(t) c II), (t, c) E Jo x R”“. (10) 
De$ne 
u(t) = II Z-l(t) c(t)ll- 
Then, for each h > 0, there is a T = T(X) such that any solution of (7) 
which satisfies a(t,) < h for some t, > T is continuable to infinity, and 
lim,,, Z-l(t) c(t) exists. Moreover, if E > 0 and v is an arbitrary m-vector, 
ASYMPTOTICS OF bl = g(t, U,..., U(k-1)) 41 
Let t, > T, suppose c(t) is a solution of (7) for which 
and let [t, tl) be a right maximal interval of existence of c(t). If tr < CO, then 
lim t+t,PO // c(t)11 = CO [5, Theorem 3.1, p. 121, and therefore lim,,,f+~(t) = 03. 
Consequently, the set 
S = {t / U(S) .< A, for t, < s < t}, 
which is nonempty because h < h, (since M 3 l), has a finite least upper 
bound t. However, (13) (with 7 = t, and t = t), (14), (15), and (16) 
imply u(i) < h, , a contradiction. Hence, c(t) is continuable to infinity and 
u(t) < A, 9 t 3 t,. (17) 
Writing (12) with t = 71 and t = 72 , subtracting one of the resulting 
equations from the other, and applying estimates based on (9), (lo), (17), 
and Assumption A yields 
Ii Z-YTJ 4~2) - 2371) c(~Jl G I/ Z-Y721 - ~-Y7dl II c(~>ll 
+ 2M j-m w(s, Al) ds, TV 3 TV >, ‘T > t, ; 
7 
hence, Cauchy’s convergence criterion and the existence of lim,,, Z-l(t) 
imply the existence of lim,,, Z-l(t) c(t). 
To see that (7) has a solution which satisfies (1 l), suppose 
and choose T, so that if t, 3 T, , then: (i) /I Z-l(&) 2, I/ < X; (ii) any solution 
of (7) for which a(t,) < X satisfies (17); and 
(iii) 
(From the first part of this proof, requirement (ii) is met if T1 > T(X).) 
Then, from (12) with 7 = t, , any solution of (7) such that c(tl) = ZI (for 
some t, > Z’J satisfies (11). This completes the proof of Lemma 2. 
The hypotheses of Lemma 2 imply 
II Z-W < K t > to, 
for some K. If /I Z(t)11 is also bounded, say 
II Wll < Kl 9 t 2 to, 
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then (10) implies 
and the hypotheses of Lemma 1 are satisfied. Therefore, since the conclusions 
of Lemma 1 are stronger than those of Lemma 2, the latter is of interest 
only if j/ Z(t)]/ is unbounded at infinity. 
3. MAIN RESULTS 
We now consider the systems (4) and (5) under the following assumption. 
Assumption B. The n x n matrices f0 ,..., fk-r are continuous on J, 
g E C[’ x RO” x .‘. x RF-_, , R”] (where Ron = ... = REdI = Ii”), and 
/I g(t, u,..., dk-1) >I1 < At, II 21 II,...> II dk-l) II), 
where p(t, h, ,..., A,-,) is continuous and nondecreasing in each Xi for t > 0, 
A, 3 0 )..., A,-, > 0. 
We shall say that the n x 12 matrices X0(t),..., Xkml(t) form a fundamental 
set of solution matrices for (3) if their nk columns are linearly independent 
solutions of (3). By variation of parameters, u(t) is a solution of (4) if and only 
if 
k-l 
u(i)(t) = c X,(i)(t) cj(t), O<i<k-1, (18) 
j=O 
where the n-vector functions co(t),..., c,-,(t) are solutions of 
G ’ = YJt)g (t, y xj(t) C$ ,...) g xj’“-l’(t) Ci). (19) 
j-0 
Here Y,(t),..., Yk&t) are the 71 x n matrices that satisfy 
k-l 
c X:‘(t) Yj(t) = 8i,kJ, 0 < i < k - 1; 
stacked vertically with Y,(t) at the top and Y,_,(t) at the bottom, they form 
the last n columns of the inverse of the block matrix 
(X?‘(t)), i,j = 0 ,..., k - 1. 
The columns of YoT(t),..., Yzbl(t) satisfy the system adjoint to (3), 
k--l 
Y’“) + ,co (-l>"-' (frV)y)(C) = 0, (20) 
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if the indicated derivatives exist; hence we shall call Y,(t),..., Y&t) the 
adjoint fundamental set of matrices associated with X,,(t),..., Xkel(t). 
Throughout this section {X,,(t),..., Xkel(t)} is a fundamental set of solution 
matrices for (3), and {Y,,(t),..., Y,-,(t)} is the associated adjoint fundamental 
set; mi(t) is the maximum of the norms of the nk columns of Xf’(t),..., X&(t), 
and m,(t) is the maximum of the norms of the nk rows of Y,,(t),..., Ykel(t). 
We associate with each solution of (4) the &-dimensional parameter vector 
c(t) = col[co(t),..., clc-&)I, (21) 
where c,,(t),..., ckel(t) are the parameter vectors defined in (18). 
THEOREM 1. Suppose (4) satisjes Assumption B, and 
I’ 
m 
m.,,(t) p(t, %,(t),..., h+,(t)) dt < ~0, h > 0. (24 
Then, for each h > 0, there is a T = T(A) such that any solution of (4) which 
satisfies 11 c(t,)ll < h for some t, > T is continuable to injinity, and 
h+(t) = c(c0) (23) 
exists. Moreover, for any given nk-vector C(W), there is a solution of (4) which 
satisfies (18) and (23). 
Proof. With c(t) as defined in (21), the system (19) is of form (7) with 
II h(t, c)ll < amA 11 g (4 g 4(t) cj ,.-, 2 X,!“% cj)ll 
< mA(t)p(t, Pmo(t) IIc /I~-.~ b&) II c II), 
where c1 and ,!I are constants which depend upon the choice of norm. Hence (7) 
satisfies the hypotheses of Lemma 1, with 
w(t, A) = ama p(t, V%(t),..., V++Jt)), 
which completes the proof. 
Theorem 1 contains a result of Locke [7, Theorem 31 for a scalar equation 
of the form (4), under more specific assumptions on g. 
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COROLLARY 1. If f,. E P)(O, co) for Y = O,..., k - 1, then the conclusions 
of Theorem 1 remain valid if m,(t) is redejined to be the maximum of the norms 
of any nk linearly independent solutions of the adjoint equation (20). 
COROLLARY 2. If (3) is se2f adjoint, then the conclusions of Theorem 1 
remain valid with m,(t) replaced by m,,(t). 
Remark 1. The integrability condition (22) does not involve mi(t) unless 
adi) actually occurs on the right side of (4). For example, if (4) is of the form 
then, with obvious modification of Assumption B, Theorem 1 remains valid 
with (22) replaced by 
s 
cc 
m,(t)p(t, Am,(t)) dt < ~0, X 3 0, 
or, if (3) is self adjoint, 
s 
m 
m,(t)p(t, Am,(t)) dt < ~0, X 3 0. 
THEOREM 2. Let the n x n matrices Ze(t),..., Zk-,(t) be nonsingular 
and continuous in J,, = [t, , 00) and, for j = O,..., k - 1, let lim,,, Z;‘(t) 
exist and 
II -c(t) Z,(T)11 ,< M, t 3 T > t, . 
Suppose that, for each r in a nonempty subset S of the integers {O,..., k - l}, 
[XrJ1(t)]-l exists for t 2 to and 
{i$ [XE1(t)]-l X?!“(t) Zj(t) exists, O<j<k-1. 
(Notice that this implies that lim,,, Zkml(t) exists.) Let 
(24) 
and 
Suppose Assumption B is satis$ed and 
s m p(t)p(t, Wt) ..., $-l(t)) dt <~0, A 20. 
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Then: (a) for each h > 0 there is T = T(X) such that any solution of (4) which 
satisfies 
z jlzY’(t) Cj(tl) 11 < h (25) 
for some t, 3 T is continuable to injinity, and 
lim [X&(t)]-’ u(?)(t) = vV exists, r E S; 
t+m (26) 
and (b) if w is an arbitrary n-vector and E > 0, there is a solution of (4) which 
satisfies (26) with 
II VT - w II -=I EY r E S. (27) 
Proof. (a) The nk x nk block matrix 
Z(t) = diag[Z,,(t),..., &(t)] (28) 
satisfies the hypotheses of Lemma 2. Moreover, (19) is of the form (7), with 
11 Z-l(t) h(t, c)ll < lx&L(t) /Ig (t, Ii1 xi(t) cj ,..., k$1 Xf+l’(t) Cj)li 
j=O j=O 
G wWP(4 /Go(t) II Z-l(t) c IIY., h-1 II Z-l(t) c II), 
where a1 and & are constants which depend upon the choice of norm. Thus, 
(19) satisfies the hypotheses of Lemma 2, with 
and therefore there is a T such that lim,,, 2;;: c(t) exists if (25) holds for 
some t, > T. To complete the proof of (a), we write 
k-l 
[x&(t)-11 24(“(t) = c [x?,(t)]-1 X?‘(t) qt)[z;l(t) q(t)], (29) 
j=O 
and invoke (24). 
(b) Let <I > 0 and suppose u. ,..., ukml are arbitrary n-vectors. From 
Lemma 2, part (b), and the form of Z(t) as defined in (28), there is a solution 
of (4) such that 
pz II -G’ww> - %)ll < El 3 O,<j<k-1. (30) 
In particular, it follows from (29) and (30) that (26) and (27) are satisfied 
if u. _ ... = uke2 = 0, q-r = w, and pi is sufficiently small. 
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Remark 2. Results analogous to Corollaries 1 and 2 and Remark 1 are 
also valid in connection with Theorem 2. 
THEOREM 3. Let g(t, u,..., utk-l)) satisfy Assumption B, and suppose 
s 
cc 
p(t, M-l,..., At, A) dt < co, x 2 0. (31) 
Then for each I\ > 0 there is a T = T(h) such that any solution of the system 
u(k) = g(t, u,..., &-I)) (32) 
which satisfies 
/I u’“+(t,) 11 < ht,k-r-l , 0 < Y < k - 1, (33) 
for some t, > T is continuable to infinity, and 
kz (k - Y - l)! t-k+r+lu’r’(t) = v, O<r<k-1, (34) 
for some n-vector a. Moreover, a. w is a given n-vector and E > 0, there is a 
solution of (32) which satisfies (34) with 
II v - w II < 6. (35) 
Proof. The hypotheses of Theorem 2 are satisfied, with 
(where I is the n x n identity matrix), and 





u(t) < 1 (k - i - l)! t-k+j+l 11 q(t)ll; 
j=O 
hence, (33) differs only trivially from (25). Therefore, Theorem 2 implies the 
present theorem with (34) and (35) replaced by 
fiix (k - r - 1) ! aP(t) t-k+?+1 = a, (37) 
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and 
II vu, - w II < EP O<r<k-1. 
To complete the proof, we shall show that (37) implies a, = **. = zlg_I . 
If u(t) is defined for t > t, and satisfies (37), then 
;/ u(“(t)lj t-k+ri-1 < A, ) t > t, > O<r<k--1, 
for some X, > 0; hence, (19) and Assumption B yield 
;i &‘@)!, < 
p-1 
(k _ y _ l)! I+, X”tk-lY.> 4A O<r<K-1. (38) 
Hence, from (31), lim,,, c,-,(t) exists. A lemma of Hallam [2, Lemma I.11 
states that iff(t) is a nonnegative continuous function such that 
then 
s t lim P t, f-f(s) ds = 0, 0. > 0; t+m 
hence, (31) and (38) imply 
prir c,(t) t--k+r+1 = 0, O<Y<k-2, 
and, from (36) and (37), 
a0 Ezz **. = Q-1 = $ c,-,(t), 
which completes the proof. 
Theorem 3 contains results obtained by Hallam [3, Theorem 2.11, Locke 
17, Theorem l] and Waltman [8, Theorem 1; 9, Theorem l] for scalar 
equations of the form (32), under more restrictive assumptions on g. 
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