The best-effort nature of the Internet poses a signijicant obstacle to the deployment of many applications that require guaranteed bandwidth. In this paper; we present a novel approach that enables two edge/border routerswhich we call Internet Traflc Managers (ITMJ-to use an adaptive number of TCP connections to set up a tunnel of desirable bandwidth between them. The number of TCP connections that comprise this tunnel is elastic in the sense that it increastddecreases in tandem with competing cross trajic to maintain a target bandwidth. An origin ITM would then schedule incoming packets from an application requiring guaranteed bandwidth over that elastic tunnel. Unlike many proposed solutions that aim to deliver soji QoS guarantees, our elastic-tunnel approach does not require any support from core routers (as with IntServ and DifSServ); it is scalable in the sense that core routers do not have to maintain per-flow state (as with IntServ); and it is readily deployable within a single ISP or across multiple ISPs. To evaluate our approach, we develop a Jow-level controltheoretic modet to study the transient behavior of established elastic TCP-based tunnels. The model captures the effect of cross-trajic connections on our bandwidth allocation policies. Through extensive simulations, we confirm the effectiveness of our approach in providing soft bandwidth guarantees.
Introduction
The scalability of the Internet hinges on our ability to tame the unpredictability associated with its open architecture. Significant and unpredictable changes in network dynamics (and hence performance) make it harder on applications to adequately perform and even adapt if they are 'This work was supported in part by NSF grants ANI-0095988, ANI-9986397, EIA-0202067 and ITR ANI-0205294, and by grants from Sprint Labs and Motorola Labs.
designed to do so. To that end, significant efforts have been expended in order to extend the basic best-effort Internet Protocol (IP) architecture so it provides hard or soft performance guarantees (on bandwidth, delay, loss, etc.) Such performance guarantees are needed by applications sensitive to Quality-of-Service (QoS), e.g. real-time, video streaming and games. The IntServ architecture [3] extends IP to provide hard performance guarantees to data flows by requiring the participation of every router in a per-flow resource allocation protocol. The need to keep per-flow state at every router presents significant scalability problems, which makes it quite expensive to implement. To that end, the DiffServ architecture [2] provides a solution that lies between the simple but QoS-oblivious IP, and the QoS-aware but expensive IntServ solution. DiffServ encompasses the scalable philosophy of IP [ 161 in pushing more functionality toward the edges leaving the core of the network as simple as possible. Nevertheless, DiffServ has not yet been successful in being widely deployed by Internet Service Providers (ISPs). One reason is that DiffServ solutions still require some support from core routers (albeit much less than that of IntServ solutions). For example, the DiffServ solution proposed in [IO] requires the use and administration of a dual (weighted) Random Early Drop (RED) queue management in core routers. In addition to the need of IntServ-based and DiffServ-based solutions for networklrouter support, such solutions typically assume that all flows going through the network are managed.' For example, with both IntServ and DiffServ, there are no provisions for ensuring fairness amongst unmanaged best-effort flows to effectively use excess bandwidth in the network. We believe this to be a main drawback of these approaches as they do not lend themselves to incremental deployment on a wide-scale. ' For instance, typical DiffServ solutions assume that all edge routers perform necessary admission control and packet classification. 0-7803-8623-W04/$20.00 02004 IEEE Guaranteed Throughput over Best-Effort Networks: In this paper, we investigate a solution that enables the delivery of soft bandwidth guarantees through the use of a best-effort, QoS-oblivious networking infrastructure. Unlike both IntServ and DiffServ, our approach does not require any modifications to core routers and is designed in such a way so as it may co-exist with best-effort traffic. Our approach for delivering soft bandwidth guarantees between two points, is to adaptively adjust the demand from the underlying best-effort network so as to match the requested QoS. We do so in a way that is consistent with the proper use of the network-namely, through the use of the Transmission Control Protocol (TCP) [4] for bandwidth allocation. Specifically, to maintain guaranteed bandwidth between any two points in the network, our approach calls for the establishment of an elastic tunnel between these points.2 An elastic tunnel is simply a set of TCP connections between two points whose cardinality is dynamically adjusted in real-time so as to maintain a desirable target bandwidth. Typically, the end-points of this elastic tunnel would be edge routers within a single ISP, or in different ISPs; we call these edge routers Internet Trafic Managers (ITM). We refer to the set of TCP connections making up an ITM-to-ITM elastic tunnel as the ITM-TCP connections to distinguish them from user TCP connections originating and terminating at end-hosts. Figure 1 depicts the general model we consider throughout this paper.
Example Deployments: As we hinted above, elastic TCPbased tunnels could be established between ITMs within the same ISP, or between ITMs in different ISPs. Intra-ISP tunnels could be used as a mechanism to satisfy a certain Service Level Agreement (SLA) for a given customer on an existing best-effort (i.e. QoS-oblivious) network infrastructure. For example, an ISP with a standard best-effort IP infrastructure could offer its customers a service that guarantees a minimum bandwidth between specific locations (e.g., the endpoints of a Virtual Private Network (VPN) of an organization). Inter-ISP tunnels could be used as a mechanism to satisfy a desirable QoS (namely bandwidth) between two points without requiring infrastructural support from the ISPs through which such tunnels will go through (beyond simple accounting of the aggregate volume of traffic traversing the network). Notice that for both intra-ISP and inter-ISP deployments, and since the underlying network infrastructure is assumed to be a common IP infrastructure, it is mandatory that the envisioned "elasticity" be implemented in a manner that will not trigger network mechanisms that protect against unresponsive flows (e.g., TCP unfriendly flows). In other words, to a core router, the constituent flows of an elastic tunnel must be indistinguishable from other TCP flows.
ZNote that other performance rnetrics such as delay and loss can be controlled through these elastic soft-bandwidth-guaranteed tunnels.
Traffic x
Fi.gure 1, Elastic TCP-based Tunnel between ITMs Without loss of generality, and for ease of presentation, in this paper we will focus on intra-ISP tunnels, with the understanding that all our results and observations are applicable to inter-ISP settings.
Paper Overview and Outline:
The rest of the paper is organized as follows. In Section 2, we present our proposed architecture and its basic components. In Section 3, we present a flow-level control-theoretic model focusing on the transient behavior of our elastic TCP-based tunnels. Section 4 describes our simulations through ns-2 [6] . We revisit related work in Section 5. Section 6 concludes with a summary. Due to space limitation, we refer the reader to [9] for details on the architecturehplementation and more simulation results.
Overview and Architecture of ITM
Consider n regular user connections between sending and receiving end-hosts, all passing through two ITMs as depicted in Figure 1. One can think of these two ITMs as the gateways in a VPN, for example. Our main goal is to provide a soft-bandwidth-guaranteed tunnel for these user flows over an Internet path of bottleneck capacity C, which is also shared by another set of z flows, representing cross traffic. In this paper, we only consider user and cross-traffic connections to be TCP connections since TCP traffic is measured as constituting the majority of the bytes flowing over thk Internet today [7]. These z cross-traffic connections present a challenge: as z keeps changing, the bandwidth allocation for the n user-TCP flows keeps changing in tandem. So an important question is whether it is possible to "counter" the change in z so as to ensure that the n user flows are able to maintain a desirable bandwidth.
Clearly without the intervention of ITMs, the answer to the above question is no. When different flows share a link, the effect of each individual flow (or an aggregate of flows) affects the rest since all are competing for a fixed amount of resources. However, if the ITMs dynamically maintain a number m of open TCP connections between them, they can provide a positive pressure that would equalize the pressure caused by the cross-traffic connections, if the latter occurs. Since m will be changing over time, we describe the ITM-to-ITM tunnel as elustic. Note that the origin ITM can decide to reduce m (i.e. relieve pressure) if z goes downthe reason is that as long as the tunnel is achieving its tar-get bandwidth, releasing extra bandwidth should improve the performance of cross-traffic connections, which is in the spirit of best-effort networking. To illustrate our notion of elastic tunnels and the issues involved, consider an ITM-to-ITM tunnel going through a single bottleneck link. Under normal load, the behavior of the bottleneck can be approximated by Generalized Proces- , which we take to be equal to MP. We discuss the performance of different types of controllers in Section 3.
Scheduler: The scheduler component is responsible for allocating the bandwidth acquired by the elastic TCP-based tunnel among the n user-TCP flows. Many scheduling policies can be used, e.g . WFQ [14] . The scheduler is called on every user packet arrival. The ITM architecture has been implemented by an eventdriven API [ 5 ] . The base of the system is an ITM kernel module, which communicates with the TCP/IP stack to retrieve packets. Preliminary implementation results could be found in [9] .
Control-theoretic Analysis
In this section, we develop a control-theoretic model of different controllers employed at an origin ITM. Such controller determines the degree of elasticity of ITM-to-ITM TCP-based tunnels, thus it determines the transient and Clearly, this controller na'ively relies on the previously measured bandwidth b' and adapts without regard to delays in measurements and possible changes in network conditions, e.g. changes in the amount of cross traffic. We thus investigate general well-known controllers which judiciously zoom-in toward the target bandwidth value. To that end, we develop a flow-level model of the system dynamics. The change in the bandwidth grabbed b(t) by the m(t) ITM-TCP flows (constituting the elastic ITM-to-ITM tunnel) can be described as:
Thus, b ( t ) increases with m(t) and decreases as the number of cross-connections z ( t ) increases. a is a constant that represents the degree of multiplexing of flows and we chose it to be the steady-state connection's fair share ratio of the bottleneck capacity. At steady-state, b(t) equals zero, which yields:
where 7iz and 5 represent the steady-state values for the number of ITM-TCP and cross-traffic flows, respectively. Based of the current bandwidth allocation b ( t ) and the target bandwidth B*, an error signal e ( t ) can be obtained as:
P and PI Control: A controller would adjust m(t) based on the value of e ( t ) . For a simple Proportional controller (P-type), such adjustment can be described by:
P-type controllers are known to result in a non-zero steadystate error. To exactly achieve the target B* (i.e. with zero steady-state error), a Proportional-Integra1 (PI-type) controller can be used: For the PI-controller, from Equation (6), C(s) equals K p + $. Thus, the transfer function 9 in the presence of a P-controller is given by:
The system with P-controller is always stable since the root of the characteristic equation (i.e. the denominator of the transfer function) is negative, given by -Kpp. In the presence of a PI-controller, the transfer function 9 is given by:
One can choose the PI-controller parameters K p and K, to Figure 3 shows the step response of the transfer function given in Equation (7). The left column shows the response to a step change in the target bandwidth, while the right column shows the response to a step change in the crosstraffic. Figure 3(a) , for the P-controller, shows that while the response could be acceptable due to a step change in the reference bandwidth, it suffers from steady-state error (non-zero amplitude) due to a step change in the crosstraffic , Figures 3(b) and (c) show the response due to the PI-controller. One can see that through a careful choice of 
Transient Performance Results

Simulation Results
In this section, we present results from extensive ns-2 [6] simulation experiments. These results confirm our analysis and demonstrate the effectiveness of our proposed architecture in establishing elastic soft-bandwidth-guaranteed tunnels.
Simulation Experiments
Topology Setup: Figure 1 capacity and a 2-ms one-way propagation delay. We vary the propagation delay on the access links so different flows have different rdund-trip times. The bottleneck link is shared between ITM-TCP connections and cross-traffic connections and employs RED queue management All connections are considered to have unlimited data to send and they all use TCP Reno. The buffer size is chosen to be 250 packets. All packets are 1000 bytes in size. RED's minimum and maximum buffer thresholds are set to 50 and 120 packets, respectively. The RED's weight parameter was set to 0.0001 and P, , , was set to 0.1. We focus on the transient behavior of different controllers. We ignore the first 20 seconds of the simulation time as a warm-up period. The Measurement Period (MP) as well as the Control Period (CP) are chosen to be 2 seconds. Specifically, cross-traffic connections start and stop sending data every 10 seconds starting at time 50. This has the effect of a square signal in the data sent by the cross-traffic. ' We note that our elastic-tunnel service does not require any specific queue management policy. Specifically, core routers may use sim- Another Setup: For the following two experiments we change the bottleneck link capacity to 50 Mb/s (6250%). The round-trip propagation delay was chosen to be 100 msec. The Measurement Period (MP) as well as the Control Period (CP) are chosen to bc I second. The results show that the effectiveness of our elastic-tunnel approach is insensitive to different bandwiatWdelay values.
Experiment 2:
In this experiment, we start with a target bandwidth of 1875 s. At time 30, the target bandwidth decreases to 1250 g. At time 60, it is further decreased to 625 g. The cross-traffic is static. Figure 5(a) shows the bandwidth acquired by our elastic tunnel with a PIcontroller, which is seen to adapt very well. We repeat the experiment, this time changing over time the number of cross-traffic flows. In particular, we start with 10 crosstraffic flows; at time 30, the number of cross-traffic flows is increased to 30; and finally at time 60, it is increased to 50. The target bandwidth is static. Figure 5(b) shows how the PI-controller stabilizes the system as expected from the analysis of Section 3. Experiment 3: Here, we move to a more dynamic environment. In this experiment, we compare the naive controller, the PI and the case where no control is applied. In this scenario we change the cross-traffic over time as shown in Figure 5(c) . Under no control (i.e. no ITM functionality is exercised), as one would expect, the aggregate bandwidth obtained by user-TCP flows is very sensitive to changes in the cross-traffic ( Figure 5(d) ). The nayve controller, despite the high overshoots, finally stabilizes the system. Figure 5(c) shows the oscillating behavior of the naive controller. It is undesirable to erratically open and close ITM-TCP connections and therefore this controller is not an optimal choice for highly dynamic environments. On the contrary, the PIcontroller stabilizes the achieved bandwidth around the desired target in a less aggressive manner.
Related Work
In addition to QoS frameworks [3, 21 outlined in Section 1, other works have focused on developing end-system protocols that try to adapt the resources provided by the network to the needs of the application. For example, some studies (e.g., [l 11) proposed different control rules for TCP behavior. By applying the right control rule, other properties can be achieved such as smoothness, aggressiveness and convergence, while maintaining friendliness to coexisting TCP traffic. This is particularly useful for streaming, real-time and gaming applications. Other studies (e.g., [ 12, 1, 151) proposed that modification in transmission control rules be done on aggregates rather than individual flows, with the notion of flows sharing congestion information. For example, in [ 121, congestion information from a separate management connection (or using an architecture such as the Congestion Manager [ 11) is used to regulate the aggregate traffic. Other techniques, such as Aggregate TCP (ATCP) [ 151 provides a congestion window lookup for an appropriate window size for new connections to start with. OverQoS [ 171 provides a controlled-loss virtual channel between overlay nodes. However, none of these techniques considered providing flows with a guaranteed bandwidth service, but rather making flows adapt to available resources more adequately.
Summary
We presented a framework for providing soft bandwidthguarantees over a best-effort network. Such a guarantee is provided through the use of an elastic TCP-based tunnel running between ITMs. The target bandwidth could be dy-namically adjusted to meet the needs of applications. The elasticity of the established tunnel is achieved by adjusting the number of open TCP connections between ITMs to a quiescent number, large enough to push back against crosstraffic. This is performed in a completely transparent way from the sending and receiving end-hosts. Moreover, our framework allows for the QoS support of individual applications by preferentially allocating the bandwidth provided by the established elastic tunnel. We presented simulation results showing the effectiveness of our approach in allocating the target bandwidth. Moreover, our approach remains responsive to congestion and degrades gracefully in severe congestion cases.
