Abstract. We prove that for a bounded linear operator T on a Hilbert space H, T ⊥ B A ⇔ T x, Ax = 0 for some x ∈ S H , T x = T iff the norm attaining set M T = {x ∈ S H : T x = T } is a unit sphere of some finite dimensional subspace H 0 of H i.e., M T = S H 0 and T H 0 ⊥ < T . We also prove that if T is a bounded linear operator on a Banach space X with the norm attaining set M T = D ∪ (−D) ( D is a non-empty compact connected subset of S X ) and sup y∈C T y < T for all closed subsets C of S X with d(M T , C) > 0, then T ⊥ B A ⇔ T x⊥ B Ax for some x ∈ M T . Using these results we characterize smoothness of compact operators on normed linear spaces and smoothness of bounded linear operators on Hilbert as well as Banach spaces. This is for the first time that a characterization of smoothness of bounded linear operators on a normed linear space has been obtained. We prove that T ∈ B(X, Y) (where X is a real Banach space and Y is a real normed linear space) is smooth iff T attains its norm at unique (upto muliplication by scalar) vector x ∈ S X , T x is a smooth point of Y and sup y∈C T y < T for all closed subsets C of S X with d(±x, C) > 0.
Introduction
Let (X, . ) be a real normed linear space. Let B X = {x ∈ X : x ≤ 1} and S X = {x ∈ X : x = 1} be the unit ball and the unit sphere of the normed linear space X respectively. Let B(X, Y)(K(X, Y)) denote the set of all bounded (compact) linear operators from X to another real normed linear space Y. We write B(X, Y) = B(X) and K(X, Y) = K(X) if X = Y. T ∈ B(X, Y) is said to attain its norm at x 0 ∈ S X if T x 0 = T . Let M T denote the set of all unit vectors in S X at which T attains norm, i.e., it follows that x is a smooth point iff x⊥ B y and x⊥ B z implies x⊥ B (y + z) i.e., iff Birkhoff-James orthogonality is right additive at x.
In any normed linear space X, if x ∈ M T with T x⊥ B Ax then T ⊥ B A. The question that arises is when the converse is true i.e., if T ⊥ B A then whether there exists x ∈ M T such that T x⊥ B Ax. We find sufficient conditions for T ⊥ B A ⇔ T x⊥ B Ax for some x ∈ M T , in case of a normed linear space. In Theorem 2.1 of [12] Sain and Paul proved that if X is a finite dimensional real normed linear space and M T = D ∪ (−D) (D is a connected subset of S X ) then for any A ∈ B(X), T ⊥ B A ⇔ T x⊥Ax for some x ∈ M T . In [13] Sain et al., proved that if T is a bounded linear operator on a normed linear space X of dimension 2, with T ⊥ B A ⇔ T x⊥ B Ax for some x ∈ M T , then M T = D ∪ (−D), where D is a connected subset of S X . In this paper we prove that if X is a reflexive Banach space and T is a compact linear operator from X to Y with M T = D∪(−D) (D is a compact connected subset of S X ) then for any compact linear operator A, T ⊥ B A ⇔ T x⊥Ax for some x ∈ M T . This result substantially improves upon Theorem 2.1 of Sain and Paul [12] . Examples may be given to show that if T, A are bounded instead of compact, then T ⊥ B A does not ensure the existence of x ∈ M T such that T x ⊥ B Ax. To get a result in this direction for bounded linear operators, we need to have certain additional condition(s) on T. Assuming that X is a Banach space, M T = D ∪(−D) (D is a nonempty compact connected subset of S X ) and sup{ T y : y ∈ C, y = 1} < T , for every closed subset C of S X with d(C, M T ) = inf{ u − v : u ∈ C, v ∈ M T } > 0, we prove that for any A ∈ B(X, Y), T ⊥ B A iff T x ⊥ B Ax for some x ∈ M T .
In case of Hilbert space we find a necessary and sufficient condition for T ⊥ B A ⇔ T x, Ax = 0 for some x ∈ M T . In a Hilbert space H, Bhatia andŠemrl [3] and Paul [11] independently proved that T ⊥ B A if and only if there exists x n ∈ M T such that T x n , Ax n −→ 0. It follows then that if the Hilbert space H is finite dimensional, T ⊥ B A ⇔ T x, Ax = 0 for some x ∈ M T . Benitez et al., [2] proved that this property characterizes finite dimensional inner product spaces i.e., a finite dimensional normed linear space X is an inner product space iff
In case of an infinite dimensional Hilbert space H, examples can be given to show that T ⊥ B A but M T = ∅ and so the question of whether T x, Ax = 0 for x ∈ M T does not arise. Even if M T = ∅, there are operators T, A such that T ⊥ B A but there does not exist x ∈ M T with T x, Ax = 0. This implies that for such a result to be true in an infinite dimensional Hilbert space, we need to impose certain additional condition(s) on T . We show that if M T = S H0 , where H 0 is a finite dimensional subspace of H and T H0 ⊥ = sup{ T y : y ∈ H 0 ⊥ , y = 1} < T then for any A ∈ B(H), T ⊥ B A ⇔ T x, Ax = 0 for some x ∈ M T . We also show that if T ∈ B(H) be such that for any A ∈ B(H), T ⊥ B A ⇔ T x, Ax = 0 for some x ∈ M T then M T = S H0 , where H 0 is a finite dimensional subspace of H and T H0 ⊥ < T . Thus in case of a Hilbert space H, a necessary and sufficient condition for T ∈ B(H) to be such that for any A ∈ B(H), T ⊥ B A ⇔ T x, Ax = 0 for some x ∈ M T , is given by M T = S H0 , where H 0 is a finite dimensional subspace of H and T H0 ⊥ < T .
As an application of these results on Birkhoff-James orthogonality and operator norm attainment, we prove certain characterizations of smoothness of operators. This is a classical area of research in the geometry of Banach spaces and has been studied in great detail by several mathematicians including Holub [8] , Heinrich [6] , Hennefeld [7] , Abatzoglou [1] , Kittaneh and Younis [10] . In [8] Holub proved that T ∈ K(l 2 ) is smooth iff whenever T x 1 = T x 2 = T for some x 1 = x 2 = 1 then x 1 = ±x 2 . Hennefeld [7] later proved that if X is a reflexive smooth Banach space with a basis then T ∈ K(X) is smooth if T x 1 = T x 2 = T for some x 1 = x 2 = 1 implies that x 1 = ±x 2 . While studying the differentiabilty of the norm in the spaces of operators, Heinrich [6] proved that if X is a reflexive Banach space and Y is a Banach space, then T ∈ K(X, Y) is smooth iff T attains norm only at unique (upto scalar multiplication) vector x ∈ S X and T x is a smooth point of Y. Although characterization of smoothness of compact linear operators on normed linear spaces have been obtained, there is no such result for bounded linear operators on a general normed linear space. Smoothness of bounded linear operators on some particular spaces like ℓ p spaces, etc. have been studied by Werner [14] and Deeb and Khalil [5] . To the best of our knowledge, this is for the first time that a complete characterization of smoothness of a bounded linear operator defined on a Banach space is being presented. We show that if X is a Banach space then T ∈ B(X, Y) is smooth if and only if T attains its norm only on ±x ∈ S X , T x is a smooth point of Y and sup y∈C, y =1 T y < T for all closed subsets C of S X with d(±x, C) > 0.
However, smoothness of bounded linear operators on Hilbert spaces have been studied by Abatzaglou [1] and Kittaneh & Younis [10] . In [1] Abatzaglou proved that T ∈ B(H) is a smooth point if and only if T attains its norm only at ±x ∈ S H and sup{ T y : x⊥ B y, y = 1} < T . He proved the result using norm derivation and properties of inner product. We here give an alternative proof of this result using [11] and spectral properties.
It may be noted that our method provides a unified approach to the known characterizations of smoothness of both compact linear operators on a Banach space X and bounded linear operators on a Hilbert space H.
2.
Operator norm attainment and Birkhoff-James orthogonality in a Banach space
We first prove that if T is a compact linear operator on a reflexive Banach space X
We begin with the following lemma.
Proof. If possible, suppose that there exists no x ∈ M T such that T x⊥ B Ax. Let
and W 2 = {x ∈ D : T x + λAx < T for some λ x < 0}.
Then it is easy to check that both
Consider the case D = W 1 . Then for each x ∈ D, there exists λ x ∈ (0, 1) such that T x + λ x Ax < T x = T . By the convexity of the norm function it now follows that T x + λAx < T x = T ∀ λ ∈ (0, λ x ). We consider the continuous function g :
We have g(x, λ x ) = T x + λ x Ax < T and so by the continuity of g, there exists
By the compactness of D, this cover has a finite subcover {B(
then similarly we can show that there exists some λ 0 < 0 such that for any x ∈ M T , T x + λ 0 Ax < T . This completes the proof of lemma. Proof. If possible, let there exists no x ∈ M T such that T x⊥ B Ax. Then by applying Lemma 2.1, we get some λ 0 = 0 such that
Without loss of generality we assume that λ 0 > 0. For each n ∈ N, the operator (T + 1 n A), being compact on a reflexive normed space, attains its norm. So there exists x n ∈ S X such that T +
Using reflexivity of X and Eberlian-Smulian Theorem we can find a subsequence {x n k } of {x n } such that x n k ⇀ x 0 (say) in B X weakly. Without loss of generality we assume that x n ⇀ x 0 weakly. Then T, A being compact, T x n −→ T x 0 and
We finally show that T x 0 ⊥ B Ax 0 . For any λ > 1 n we claim that T x n + λAx n ≥ T x n . Otherwise
Choose λ > 0. Then there exists n 0 ∈ N such that λ > 1 n0 and so for all n ≥ n 0 we get, T x n + λAx n ≥ T x n . Letting n −→ ∞ we get
We next show that T x 0 + λAx 0 ≥ T x 0 for each λ < 0.
Choose
Since the sequence { T x n + λ 0 Ax n } of real numbers converges to T x 0 + λ 0 Ax 0 , so there exists n 1 ∈ N such that
This implies that T x n + λ 0 Ax n < T − ǫ ∀n ≥ n 1 . Again there exists n 2 ∈ N such that T x n > T − ǫ, ∀n ≥ n 2 . Then ∀n ≥ n 0 = max{n 1 , n 2 }, we get T x n + λ 0 Ax n < T x n . As before by convexity of norm we get,
Letting n −→ ∞ we get T x 0 + λAx 0 ≥ T x 0 ∀λ ≤ 0. This along with (i) shows that T x 0 ⊥ B Ax 0 . This completes the proof of the theorem.
Proof. Noting that T ⊥ B A iff T * ⊥ B A * and S Y * is weak * compact we can apply the above Theorem 2.1 to conclude that if T ⊥ B A then there exists g ∈ M T * such that T * g⊥ B A * g. The other part is obvious.
Remark 2.1. Theorem 2.1 of Sain and Paul [12] is a simple consequence of the above Theorem 2.1, since every finite dimensional normed linear space is reflexive and every linear operator defined there is compact.
The following example shows that the above theorem can not be extended to bounded linear operators without any additonal restriction on T.
Example 2.1.1. Consider T : ℓ 2 → ℓ 2 defined by T e 1 = −e 1 , and T e n = (1 − 1/n)e n for n ≥ 2, where {e n : n ∈ N} is the usual orthonormal basis for the Hilbert space ℓ 2 . Then T attains norm only at ±e 1 . Let A = I, the identity operator on ℓ 2 . It is easy to check that T ⊥ B A. Indeed, (T + λA)e 1 ≥ T for all λ ≤ 0, and (T + λA)e n ≥ T , for all λ ≥ 1/n. But T e 1 is not orthogonal to Ae 1 in the sense of Birkhoff-James.
In the next theorem we consider T with an additional condition that sup{ T x :
For the other part, if possible, suppose that T ⊥ B A but there exists no x ∈ M T such that T x⊥ B Ax. Then by applying Lemma 2.1, we get some λ 0 = 0 such that
Without loss of generality we assume that λ 0 > 0. Now x −→ T x + λ 0 Ax is a real valued continuous function from S X to R. As M T is a compact subset of S X so this function attains its maximum on M T . Then we can find an ǫ 1 > 0 such that
The compactness of M T ensures that the cover {B(x, r x ) ∩ M T : x ∈ M T } has a finite subcover {B(x i , r xi ) ∩ M T : i = 1, 2, . . . n} so that
By the hypothesis sup{ T z : z ∈ C} < T and so there exists ǫ 2 > 0 such that sup{ T z : z ∈ C} < T − ǫ 2 .
Choose 0 < λ < min{λ 0 ,
Then for all x ∈ S X we get T x + λAx < T − ǫ.
This shows that T + λA < T , which contradicts the fact that T ⊥ B A. This completes the proof.
3. Operator norm attainment in a Hilbert space H and Birkhoff-James orthogonality in B(H)
Bhatia andŠemrl [3] and Paul [11] independently proved that if T ∈ B(H) then for any bounded linear operator A on H, T ⊥ B A iff there exists a sequence {x n } ∈ M T such that T x n , Ax n −→ 0. It is easy to see that if there exists x ∈ M T such that T x, Ax = 0 then T ⊥ B A. The question that arises is when the converse is true i.e., if T ⊥ B A then whether there exists x ∈ M T such that T x, Ax = 0. When the Hilbert space is finite dimensional, it follows from Bhatia andŠemrl [3] and Paul [11] that if T ⊥ B A then there exists x ∈ M T such that T x, Ax = 0. We here settle the problem for any infinite dimensional Hilbert space. We show that if T ∈ B(H) is such that for any A ∈ B(H), T ⊥ B A ⇔ ∃x ∈ M T such that T x, Ax = 0, then M T = S H0 , where H 0 is a finite dimensional subspace of H and T H0 ⊥ < T . Conversely we show that if M T = S H0 where H 0 is a finite dimensional subspace of H and T H0 ⊥ < T then for any A ∈ B(H), T ⊥ B A ⇔ T x, Ax = 0 for some x ∈ M T .
Theorem 3.1. Let T ∈ B(H). If M T = S H0
, where H 0 is a finite dimensional subspace of H and T H0 ⊥ < T , then for any A ∈ B(H), T ⊥ B A iff T x 0 , Ax 0 = 0 for some
Proof. One part of the proof is obvious i.e., if T x 0 , Ax 0 = 0 for some x 0 ∈ M T , then T ⊥ B A.
Next let T ⊥ B A. Then by Paul [11] there exists {z n } ⊂ S H such that T z n → T and T z n , Az n −→ 0. For each n ∈ N we have z n = x n + y n , where x n ∈ H 0 , y n ∈ H 0 ⊥ . Then z n 2 = 1 = x n 2 + y n 2 and so x n ≤ 1, ∀n ∈ N. As H 0 is a finite dimensional subspace so {x n }, being bounded, has a convergent subsequence converging to some element of H 0 . Without loss of generality we assume that x n −→ x 0 (say) in H 0 in norm. Now for each non-zero element x ∈ H 0 we have,
and so T * T x, x = T * T x x . By the equality condition of Schwarz's inequality T * T x = λ x x for some λ x . Now T * T x n , y n = T * T y n , x n = 0 and so
By hypothesis sup{ T y : y ∈ H 0 ⊥ , y = 1} < T and so by (1) there does not exist any non-zero subsequence of { y n }. So we conclude y n = 0∀ n and z n = x n ∀ n.
Then T z n , Az n → 0 ⇒ T x 0 , Ax 0 = 0. This completes the proof.
We next prove the converse part of the last theorem. We begin with following two lemmas, we prove the lemmas in normed linear space since we would like to use them again in the last section.
Lemma 3.1. Let X and Y be any two normed linear spaces. Let T ∈ B(X, Y) and C is a closed subset of S X such that T = sup y∈C T y . If T does not attain norm on C then there exists a sequence {e n } of linearly independent unit vectors in C such that T e n −→ T .
Proof. As T = sup y∈C T y so we get a sequence {e n } of elements in C such that T e n −→ T . Let F = {e 1 , e 2 , . . . . . .} . If F is infinite dimensional then we are done. Otherwise F ∩ S X is a compact set. As C is a closed subset of S X so F ∩S X ∩C = F ∩C is a compact set. Then the compactness of F ∩C, e n ∈ F ∩C ∀n and T e n −→ T implies that T is attained by some element of F ∩ C. This contradiction completes the proof.
Lemma 3.2. Let X be a Banach space and Y be a normed linear space. Let T : X −→ Y be a linear operator which is bounded on a Hamel basis B of X i.e., there exists a real number M > 0 such that T x ≤ M x , ∀x ∈ B. Then T is bounded.
Proof. Without loss of generality we can assume that each vector of B is a unit vector. Let B = {e α : α ∈ Λ}, then e α = 1 and T e α ≤ M ∀α ∈ Λ. For each x ∈ S X we define a bounded linear operator T x : X → Y as follows :
If x = c x1 e x1 + . . . + c x k e x k for some e xi ∈ B then T x (e xi ) = T (e xi ), ∀i = 1, ..., k T x (e α ) = 0, e α ∈ B − {e x1 , . . . , e xn } Extend T x linearly to X. Then each T x is bounded. We next show that for each z ∈ X the orbit {T x z : x ∈ S X } is bounded. Let z = c 1 e 1 + . . . + c k e k for some e 1 , . . . , e k ∈ B. Then
Thus for each z ∈ X the set {T x z : x ∈ S X } is bounded and so by uniform boundedness theorem we get { T x : x ∈ S X } is uniformly bounded and so there exists
So T x = T x x < M 0 , ∀x ∈ S X and hence T ≤ M 0 . This completes the proof.
Theorem 3.2. Let T ∈ B(H) be such that for any A ∈ B(H), T ⊥ B A iff T x 0 ⊥Ax 0 for some x 0 ∈ M T . Then M T = S H0 , where H 0 is a finite dimensional subspace of H and T H0 ⊥ < T .
Proof. Without loss of generality we assume that T = 1. From Theorem 2.2 of Sain and Paul [12] it follows that in case of a Hilbert space the norm attaining set M T is always a unit sphere of some subspace of the space. We first show that the subspace is finite dimensional. If possible suppose M T be the unit sphere of an infinite dimensional subspace H 0 . By Reisz's lemma we can find a set {e n : n ∈ N} of orthonormal vectors in H 0 . Extend the set to a complete orthonormal basis B of H. For each e α ∈ H 0 we have
so that by the equality condition of Schwarz's inequality we get T * T e α = λ α e α for some scalar λ α . Thus {T e α : e α ∈ H 0 } is a set of orthonormal vectors in H. Define A n : B −→ H as follows :
A n (e α ) = T e α , e α ∈ H 0 − {e n : n ∈ N} A n (e α ) = 0, e α ∈ B − H 0
We can extend each A n as a bounded linear operator on the space H as follows: If x ∈ H with x = α x, e α e α , then
x, e α T e α .
As {T e α : e α ∈ H 0 } is a set of orthonormal vectors in H it is easy to see that each A n is a bounded linear operator on H. If x = α x, e α e α , then for all m, n ∈ N with n ≥ m we get
x, e n | n and so A n − A m −→ 0 as m, n −→ ∞. Thus {A n } is a Cauchy sequence in the complete space B(H) and so A n −→ A (say) in B(H). From the construction of A n it follows that T ⊥ B A n , ∀n and so T ⊥ B A. We next show that there exists no
and so T x, Ax = 0 iff x = 0. Thus T ⊥ B A but there exists no x ∈ M T such that T x⊥ B Ax. This is a contradiction and so H 0 must be finite dimensional. We next show that T H0 ⊥ < T . If possible suppose T H0 ⊥ = T . As T does not attain its norm on H 0 ⊥ and T = sup{ T x : x ∈ S ⊥ H0 } so by the Lemma 3.1, we can find a linearly independent set {e n } in H 0 ⊥ such that T e n −→ T . Extend {e n } to a Hamel basis B of H.
Define A : B −→ H as follows:
Ae 2n+1 = −T e 2n+1 Ae α = T e α , e α ∈ B − {e n : n ∈ N} Extend A linearly to H. Then by Lemma 3.2, A is bounded on H. It is easy to check that T ⊥ B A, but there exists no x ∈ M T such that T x, Ax = 0. This contradiction completes the proof of the theorem.
Combining the last two theorems we get the following theorem Theorem 3.3. Let T ∈ B(H). Then for any A ∈ B(H), T ⊥ B A ⇔ T x 0 ⊥Ax 0 for some x 0 ∈ M T iff M T = S H0 , where H 0 is a finite dimensional subspace of H and T H0 ⊥ < T .
Smoothness of bounded linear operators
As an application of the results obtained in the previous section we first characterize smoothness of compact linear operators on a Banach space. Later on we give characterization of smoothness of bounded linear operators on a Banach space.
Theorem 4.1. Let X be a reflexive Banach space and Y be a normed linear space. Then T ∈ K(X, Y) is smooth if T attains norm at a unique (upto scalar multiplication) vector x 0 (say) of S X and T x 0 is a smooth point.
Proof. Assume T attains norm at a unique (upto scalar multiplication) vector x 0 (say) of S X and T x 0 is a smooth point. We show that for any P, Q ∈ K(X, Y), if T ⊥ B P and T ⊥ B Q then T ⊥ B (P + Q). By Theorem 2.1, we get T x 0 ⊥ B P x 0 and T x 0 ⊥ B Qx 0 . As T x 0 is a smooth point so we get T x 0 ⊥ B (P x 0 + Qx 0 ). Then
This completes the proof.
Remark 4.1. This improves the result [Theorem 2.2 ] proved by Hennefeld [7] in which the author assumed X to be a smooth reflexive Banach space with a Schauder basis.
The next theorem gives a necessary condition for smoothness of a bounded linear operator on a Banach space. Theorem 4.2. Let X be a Banach space, Y be a normed linear space and T ∈ B(X, Y) be smooth. If C is a closed subset of S X such that T does not attain its norm on C, then sup{ T y : y ∈ C} < T .
Proof. If possible suppose that T = sup y∈C T y for some closed subset C of S X such that T does not attain its norm on C. By using Lemma 3.1, we can find a sequence {e n } of linearly independent unit vectors such that T e n → T . Extend {e n } to a basis B of X. Define P, Q : B → Y as follows : P e 4n = T e 4n , P e 4n+1 = −T e 4n+1 Qe 4n+2 = T e 4n+2 , Qe 4n+3 = −T e 4n+3 P e 4n+2 = 0, P e 4n+3 = 2T e 4n+3
Qe 4n = 0, Qe 4n+1 = 2T e 4n+1 P e α = 0, Qe α = T e α ∀e α ∈ B − {e n : n ∈ N} Extend P, Q linearly to X, then both P, and Q are bounded on the basis B and so by Lemma 3.2, both of them are bounded on X. From the construction of P, Q it follows that T = P + Q. Claim that T ⊥ B P and T ⊥ B Q.
For λ > 0, T + λP ≥ (T + λP )e 4n = |1 + λ| T e 4n . Taking limit as n −→ ∞ we get T + λP ≥ |1 + λ| T > T . Similarly for λ < 0 we can show that T + λP > T . So T ⊥ B P . Similarly we can check that T ⊥ B Q.
But T is not orthogonal to P + Q in the sense of Birkhoff-James, which shows that T is not smooth. This completes the proof.
The next theorem shows that attainment of norm at a unique (upto scalar multiplication) vector of S X is a necessary condition for smoothness of a bounded linear operator.
Theorem 4.3. Let X be a Banach space and Y be a normed linear space. If T ∈ B(X, Y) is smooth, then T must attain its norm at a unique (upto scalar multiplication) vector of S X .
Proof. Let T ∈ B(X, Y) be smooth. As T = sup x∈S X T x and S X is closed so by Theorem 4.2, T must attain its norm.
Next we show that T attains its norm at unique (upto multiplication by scalar) vector of S X . If possible, suppose that T attains norm at ±e 1 , ±e 2 ∈ S X where e 1 = ±e 2 . Extend e 1 , e 2 to a basis B of X. Now there exists hyperplanes H 1 , H 2 such that T e 1 ⊥ B H 1 and T e 2 ⊥ B H 2 . Choose z i ∈ H i (i = 1, 2). For i = 1, 2 define A i : B → Y as follows :
and
A 2 e α = T e α , ∀α ∈ B − {e 1 , e 2 } Extend A i linearly to the space X. As before by Lemma 3.2, we can verify that each A i (i = 1, 2) is bounded. Then clearly T = A 1 + A 2 and T ⊥ B A 1 , T ⊥ B A 2 but T is not orthogonal to A 1 + A 2 in the sense of Birkhoff-James, which contradicts the fact that T is smooth.
We now give a complete characterization of smoothness of a compact operator defined on a reflexive Banach space.
Theorem 4.4. Let X be a reflexive Banach space. Then T ∈ K(X, Y) is a smooth point iff T attains norm at a unique (upto scalar multiplication) vector x 0 (say) of S X and T x 0 is a smooth point.
Proof. Suppose T ∈ K(X, Y) is a smooth point. Then by Theorem 4.3, T attains norm at a unique (upto scalar multiplication) vector x 0 (say) of S X . We next show that T x 0 is a smooth point. If not, then there exists z i (i = 1, 2) ∈ Y such that T x 0 ⊥ B z i , (i = 1, 2) but T x 0 is not orthogonal to z 1 + z 2 . For i = 1, 2 define A i : X −→ Y as follows :
which is contradictory. This shows that T is not smooth. Hence T x 0 is a smooth point. This completes the proof of the necessary part. The sufficient part is proved in Theorem 4.1 and so it completes the proof of the theorem.
Corollary 4.4.1. T ∈ K(X, Y) is a smooth point iff T * attains norm at a unique (upto scalar multiplication) vector g (say) of S Y * and T * g is a smooth point.
Proof. We first note that T is smooth iff T * is smooth. Then by using Corollary 2.1.1 and following the same method as above we can show T is a smooth point iff T * attains norm at a unique (upto scalar multiplication) vector g (say) of S Y * and T * g is a smooth point. We now give a necessary and sufficient condition for a bounded linear operator to be smooth.
Theorem 4.5. Let X be a Banach space and Y be a normed linear space. Then T ∈ B(X, Y) is a smooth point iff T attains norm only at ±x 0 , T x 0 is smooth and sup{ T y : y ∈ C} < T for all closed subsets C of S X with d(±x 0 , C) > 0.
Proof. We first prove the necessary part. By Theorem 4.3, T attains norm only at ±x 0 for some x 0 ∈ S X and by Theorem 4.2, sup{ T y : y ∈ C} < T for all closed subsets C of S X with d(±x 0 , C) > 0. Next we show that T x 0 is a smooth point. If not, then there exists z i (i = 1, 2) ∈ Y such that T x 0 ⊥ B z i , (i = 1, 2) but T x 0 is not orthogonal to z 1 + z 2 . For i = 1, 2 define two linear operatorsA i : X −→ Y as follows :
Then it is easy to see that A 1 , A 2 are bounded. Clearly T ⊥ B A 1 , T ⊥ B A 2 . However T is not orthogonal to A 1 + A 2 , for otherwise by Theorem 2.1, T x 0 is orthogonal to A 1 x 0 + A 2 x 0 i.e., T x 0 is orthogonal to z 1 + z 2 , which is contradictory. This shows that T is not smooth. Hence T x 0 is a smooth point. This completes the proof of the necessary part. Conversely suppose T attains norm only at ±x 0 , T x 0 is smooth and sup{ T y : y ∈ C} < T for all closed subsets C of S X with d(±x 0 , C) > 0. Let T ⊥ B A 1 , T ⊥ B A 2 . Then by Theorem 2.2, T x 0 ⊥ B A 1 x 0 , T x 0 ⊥ B A 2 x 0 . As T x 0 is a smooth point so T x 0 ⊥ B (A 1 + A 2 )x 0 and so T ⊥ B (A 1 + A 2 ). Thus T is a smooth point. This completes the proof of the theorem.
Finally we give an alternative proof of the charaterization of smoothness of bounded linear operators on a Hilbert space. Theorem 4.6. Let H be a Hilbert space. Then T ∈ B(H) is a smooth point iff T attains norm only at ±x 0 and sup{ T y : x 0 ⊥y, y ∈ S H } < T .
Proof. Assume that T attains norm only at ±x 0 and sup{ T y : x 0 ⊥y, y ∈ S H } < T . Let T ⊥ B A i (i = 1, 2). Then by Theorem 3.1, T x 0 ⊥A 1 x 0 and T x 0 ⊥A 2 x 0 . As T x 0 is a smooth point of H so T x 0 ⊥(A 1 + A 2 )x 0 . Then T ⊥ B (A 1 + A 2 ). Thus T is smooth.
Conversely let T ∈ B(H) be smooth. Then by Theorem 4.3, T attains norm only at ±x 0 . Let H 0 = span{x 0 }. Then by Theorem 4.2, sup{ T y : x 0 ⊥y, y ∈ S H } < T , since H 0 ⊥ ∩ S H is closed in S H . This completes the proof.
