We derive two types of sets of higher-order conditions for bipartite entanglement in terms of continuous variables. One corresponds to an extension of the well-known Duan inequalities from second to higher moments describing a kind of higher-order Einstein-Podolsky-Rosen (EPR) correlations. Only the second type, however, expressed by powers of the mode operators leads to tight conditions with a hierarchical structure. We start with a minimization problem for the single-partite case and, using the results obtained, establish relevant inequalities for higher-order moments satisfied by all bipartite separable states. A certain fourth-order condition cannot be violated by any Gaussian state and we present non-Gaussian states whose entanglement is detected by that condition. Violations of all our conditions are provided, so they can all be used as entanglement tests.
I. INTRODUCTION
In general, higher-order problems (i.e., of order higher than two) are notoriously difficult to deal with, especially if we want to get exact solutions or obtain precise estimations. Here we start with the problem of finding the minimal value of the simple quantity x 2n +p 2n for n ≥ 1, where we use the convention [x,p] = i. In other words, we are interested in a kind of uncertainty relation for quantum mechanical positionx and momentum p operators, in particular, expressed in terms of moments greater than two. The operatorsx andp may correspond to the Hermitian quadrature operators of an optical mode. This problem was studied in Ref. [1] , though the approach there was rather naïve (computing eigenvalues by finding the roots of the characteristic equation gives very imprecise results even for matrices of moderate size). We improve and extend the results obtained there to apply them to derive inequalities for higher-order moments of bipartite separable states, which is the actual goal of the present work.
In the bipartite case, violation of the well-known Duan criteria [2] in terms of second-order moments, (x a ± x b ) 2 +(p a ∓p b ) 2 ≥ 2, is sufficient for the inseparability of an arbitrary two-mode state and even necessary for that of a two-mode Gaussian state (in a standard form). The second-order Duan conditions, originally derived through Cauchy-Schwarz and Heisenberg uncertainty inequalities independent of partial transposition, have been shown to be a special case of a hierarchy of bipartite inseparability conditions (expressed in terms of arbitrary moments of mode operators) that are based on partial transposition [3] [4] [5] . Nonetheless, a nice and unique feature of the Duan inequalities is their resemblance with EPR-type continuous-variable (CV) correlations, where a perfect violation of the Duan conditions corresponds to an infinitely squeezed Einstein-Podolsky-Rosen (EPR) state.
Here we consider the possibility of having similarly intuitive, higher-order inseparability conditions forx andp (a kind of higher-order Duan/EPR criteria for the standard quadrature operators) [6, 7] . Note that in Ref. [6] the converse situation of standard EPR correlations between higher-order quadratures has been studied. In addition, we will find a set of higher-order conditions in terms of the mode operatorsâ,â † , which allow for a more systematic procedure (while being less directly accessible in an experiment). We demonstrate that all bipartite Gaussian states, regardless if inseparable or not, satisfy our fourth-order separability condition which, nevertheless, can be perfectly violated by non-Gaussian states. This condition is thus an example of a truly higherorder condition. We also make a similar conjecture about greater-than-fourth-order conditions. The paper is organized as follows. In Section II we study the higher-order single-partite problem, show how to numerically compute the minimal values of x 2n +p 2n for n > 1 and the corresponding wave functions, and give a conjecture about the form of these minimal solutions.
In Section III we use the results from the preceding section to obtain a higher-order analogue of a well-known bipartite separability condition. In Section IV we present another approach to such conditions and give an example of a true higher-order separability condition that can be perfectly violated, while no Gaussian state violates it. We give a strict proof only for the fourth-order condition and make a conjecture for higher orders. A summary of all the results obtained is given in the conclusion. Appendices contain the technical details and computations.
II. SINGLE-PARTITE CASE
We are going to find the minimal value λ
min > 0 of the quantity x 2n +p 2n , n ≥ 1, over all possible physical quantum statesˆ . In other words, we are going to establish the tight inequality of the form
min .
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Due to linearity of this quantity with respect toˆ (with anyˆ being a convex combination of pure states |ψ ), it is enough to consider pure states only:
To find states that minimize this quantity we must solve the eigenvalue equation
and find the normalizable solutions(s) corresponding to the minimal eigenvalue λ
min for which normalizable solutions exist. In terms of wave functions this equation reads as the following ordinary differential equation of 2n-th order:
with ψ (2n) (x) ≡ (∂ 2n ψ/∂x 2n )(x). To our best knowledge, solutions of this equation are known only for n = 1. In this case Eq. (4) becomes the Weber equation [8] after rescaling the argument: ψ + (λ − x 2 )ψ = 0. The general solution of this equation is given by
where D ν (x) are parabolic cylinder functions [9] and c 1 , c 2 are arbitrary complex numbers. For λ = 1 this expression simplifies to
The only normalizable function of this form is c 1 e
and after normalization it coincides with the wave function of the vacuum state. Note that if ψ(x) is a solution to Eq. (4) then its complex conjugate ψ * (x) is also a solution to that equation (since λ is real) and thus the real part Re ψ(x) = (1/2)(ψ(x) + ψ * (x)) is a real solution of Eq. (4). We now prove a couple of general facts about the solutions of that equation. First, we show that any real normalizable solution of Eq. (4) satisfies the property
In fact, if we multiply both sides of Eq. (4) by xψ (x) and integrate over (−∞, +∞), we get
The first term on the left-hand side is easy to compute,
The second term requires more efforts, but by induction one can obtain the following expression for it:
Substituting these expression into Eq. (8), we get
On the other hand, if we multiply both sides of Eq. (4) by ψ(x) and integrate, we get x 2n + p 2n = λ. From these two equations we immediately obtain Eq. (7).
Next, we prove that the minimal value (2) is invariant under translations in phase space, i.e., for any real numbers x 0 and p 0 we have
To prove this equation, we just show that for any statê there is another stateˆ such that
for all n ≥ 1. In fact, let us take an arbitrary stateˆ and consider the new stateˆ = D(α 0 )ˆ D † (α 0 ), where
is the displacement operator, which is for any complex number α defined by
Using these relations, we can write
so we get the first equality of Eq. (12). The second one is obtained in the same way. We see that any number of the
, we can also conclude that the inverse statement is true -any number of the form x 2n +p 2n is also of the form (x − x 0 ) 2n + (p − p 0 ) 2n , and thus Eq. (11) holds. We now present a method to obtain an analytical lower bound on the quantity x 2n +p 2n for n = 2. We can expand x 4 +p 4 in terms of the creation and annihilation operators as follows:
The fourth powers can be estimated as
and thus x 4 +p 4 satisfies the inequality
where A = â †2â2 and B = â †â . We demonstrate that
for all A, B ≥ 0. In fact, this inequality is equivalent to the following one: 3A + 6B + δ ≥ A(A + 4B + 2). Since all the parameters are nonnegative, we can take the square of both sides of this inequality. Taking into account that 3δ − 1 = −2 √ 2δ, we arrive at an equivalent statement,
which is obviously valid. The estimation given by Eq. (18) is the best possible under the restriction A, B ≥ 0: For A = δ/2 √ 2, B = 0 the inequality in Eq. (19) is tight. We have just established the following result:
It is possible to extend this approach and apply it to obtain estimations for higher-order combinations of moments, but these inequalities are not tight for any n ≥ 2; more precise results can be obtained by numerical optimization.
For n > 1 the only way to work with Eq. (4) is numerics. To solve this equation numerically we need a set of initial conditions. Many initial conditions lead to nonnormalizable solutions. Since the general solution is unknown, we need some way to determine what initial conditions to set to obtain a normalizable wave function.
One way to do this is to minimize x 2n +p 2n as a quadratic form of the coefficients in the Fock basis expansion. To write x 2n +p 2n as a quadratic form we need to express the powers of the position and momentum operators in terms of the creation and annihilation operators. According to Ref. [10] , we have
From these relations we derive the following results: 
This list can be continued, but the expressions will become more and more complicated. We see that the righthand sides of these relations contain terms of the form a †pâq with p−q being a multiple of 4. It is easy to demonstrate that this is true in general, for all n ≥ 1. In fact, each term on the right-hand side of Eq. (21) has the form a †2n−k−2lâk , so the difference of powers is 2(n − k − l). On the other hand, the coefficient in front of this term in x 2n +p 2n is proportional to 1 + (−1) n+k+l and is nonzero only if n + k + l is even. In such a case the difference n − k − l is also even and thus the difference of powers 2(n−k−l) is a multiple of 4. So, independently of n, only termsâ †pâq with p − q being a multiple of 4 are present inx 2n +p 2n . The constants on the right-hand side of Eq. (22) correspond to the values of the quantity on the left-hand side for the vacuum state. Thus, note that only for n = 1 is the vacuum state a minimum uncertainty state, whereas for n > 1 other, especially non-Gaussian states have smaller uncertainties compared to the vacuum. The uncertainty value for the vacuum is easy to compute in general and it is given by the following expression:
Below, by the matrix M 2n of x 2n +p 2n we mean the matrix of this quantity expressed in the Fock basis. As we will see, for n > 1 this quantity can go below the value x 2n +p 2n 0 . The simplest quantity of this form, x 2 +p 2 , is already diagonal in the Fock basis, the minimal eigenvalue being 1. The matrices of x 2n +p 2n with n > 1 have a simple structure -if n = 2m or n = 2m + 1 then the matrix of x 2n +p 2n has 2m + 1 diagonals, where m of them are below the main diagonal and m of them are above. The distance between the adjacent diagonals is 4. For example, the matrix M 4 = (a i,j ) of x 4 +p 4 has three diagonals and explicitly it reads as follows: 
where 1 is the identity matrix and the nonzero elements are given by the following equations:
The matrix M 6 has the same structure, but its nonzero elements become The minimal eigenvalue λ
min of these matrices and the corresponding eigenvectors (c 0 , c 1 , . . .) (coefficients in the Fock basis) are easy to compute numerically. These values for small n are given in Table I . Full details of the numerics to perform this computation are given in Appendix A. The eigenvalues are shown in Fig. 2 together with the quantity x 2n +p 2n 0 for the same n. The figure is in logarithmic scale, where a linear dependence would mean an exponential growth. According to this figure the minimal eigenvalues grow faster than any linear function, so that the minimal value of x 2n +p 2n increases faster than exponentially.
The wave function
of the minimal state is shown in Fig. 1 for n = 1, . . . , 6, where ψ k (x) are the wave functions of the Fock states. It can be seen that the functions for n > 1 are nearly indistinguishable and rather close to the vacuum wave function (i.e., to the solution for n = 1). The main difference between the wave function of the vacuum state and the minimal wave functions for n > 1 is that the latter take negative values. It happens that the wave functions of the minimizing states can be accurately (with relative error ≈ 1%) approximated by the following expression:
where a and b are appropriately chosen positive parameters and c is determined from the normalization of ψ a,b (x). For n = 1 this expression with a = 0 and b = 1/2 exactly reproduces the wave function of the vacuum state. The normalization is explicitly given by
where K(k) is the complete elliptic integral of the first kind defined by the following expression:
It is easy to verify the relations
which are valid for all positive a and b, and the relation
valid for a fixed positive b, from which we derive that for a = 0 and b = 1/2 we get c = π −1/4 , as it must be for the vacuum state. For n > 1 the expression (26) gives only an approximation to the exact minimizing state. In Table II we present the parameters a and b for the first few values of n. To sum up, we have established a kind of higher-order uncertainty relation, which, however, is less general than the positivity of the density matrix. It generalizes known uncertainty relations by incorporating moments greater than two. Finally, at the end of this section, let us prove the following relation for the minimal eigenvalues:
In fact, due to the inequality Â 2 ≥ Â 2 we have
Note that the subindex min here refers to the state corresponding to the minimal value λ (4n) min , and it is not the state that minimizes the quantity x 2n +p 2n , so, by def-
min , we get the last step of these relations. Table I shows that in fact the minimal values λ (2n) min grow faster than is guaranteed by the inequality (31). This inequality will be useful to demonstrate the higher-order separability conditions we construct in the next section are not trivial consequence of lower-order conditions.
III. BIPARTITE CASE
We start with a well-known result [2] , which is valid for all bipartite separable states,
There are at least two possible ways to extend this inequality to higher orders. We develop them in the subsections that follow. The first one is easy to implement experimentally and easy to violate, but it is not so easy to obtain the optimal result. The main disadvantage of this approach is that it is not a "true" hierarchy of conditions for higher-order moments, since all of these conditions can be violated by Gaussian states. Nevertheless, the higher-order inequalities we derive are stronger than those based on only second-order moments. The other approach leads to tight conditions, but these conditions are more difficult to implement. On the other hand, these conditions may be referred to as truly higher-order as they cannot be violated by Gaussian states. We have confirmed this by numerical simulation while we were able to strictly prove this only in the simplest case of the fourthorder condition. Note that an example of the converse situation, namely non-Gaussian states whose entanglement cannot be detected via the (standard) second-order conditions but only via fourth-order conditions, is given in Ref. [3] .
A. Approach one
The most obvious way to extend inequality (33) is to replace second powers by higher numbers and try to establish an inequality of the form
with a positive bound on the right-hand side. Unfortunately, it is rather difficult to find the tight lower bound of the left-hand side of this inequality over all separable states. A suboptimal result can be obtained by noting that
where superscript PT means the partially transposed state, and finding the minimal value of the quantities
over the set of all bipartite quantum states (representing a physicality bound for all PPT states with regards to the original combination (34) and hence yielding a necessary condition for all separable states). The difference in the problem of minimizing over all quantum states and the problem of minimizing over separable states is that the former reduces to minimizing a quadratic form, which is straightforward to do numerically, while the latter reads as a minimization of a biquadratic form, for which no numerical technique exists. The former value can be obtained with the same approach that we used in the previous section for single-partite quantities. As we will see below, this bipartite minimal value has a simple relation to the single-partite one, as in the previous section. To find states that minimize the quantity (36) for some n we have to solve the eigenvalue problem
and find the minimal eigenvalue Λ. These equations look more difficult than Eq. (4), but they can be easily reduced to that equation. In fact, let us introduce the functioñ
where the choice of the sign corresponds to the sign in Eq. (34). This function is normalized and thus it is also a wave function. The relation (38) is invertible
from which we obtain the following equality:
where u = (x ± y)/ √ 2 and v = (x ∓ y)/ √ 2. Substituting this into Eq. (37), we get an equation forψ
which looks very similar to Eq. (4). Since the minimal solution of that equation is unique, minimal solutions of Eq. (41) are given bỹ
where ψ min (u) is the minimal solution of Eq. (4), given by Eq. (25), and ϕ(v) is an arbitrary normalized function. The minimal solutions of Eq. (37) then become
The bipartite minimal eigenvalue in both cases is just the appropriately scaled single-partite minimal eigenvalue:
The bipartite minimal eigenvalues can be numerically computed independently with the same approach as for the single-partite case, by minimizing the quantities defined by Eq. (36) as quadratic forms with respect to the bipartite Fock basis. The numerical results agree with the analytical relation (44). We have established the following inequalities for all bipartite separable states: 
We see that the analytical result is rather close to the more precise lower bound found numerically. But even this lower bound, as well as Eq. (45) in general, is unlikely to be tight, but nevertheless these inequalities represent some nontrivial tests for higher-order moments. From 4n in the same way as we derived inequality (31) for the single-partite case:
This estimation can be most easily made provided that we know only the relation in Eq. (45) without any additional assumptions. The difference between the inequalities (1) and (45) is that the former is a general property of physical systems (provided that quantum mechanics gives an adequate description of the physical world), while the latter is a property of bipartite separable states, i.e., it is a condition that can be tested against all quantum states. Those states that fail this test are thus verified to be entangled. We conclude that for the inequalities (45) to form a nontrivial hierarchy of conditions, the minimal values Λ
min must satisfy the strict inequalities
This is the main requirement for the minimal eigenvalues so that no condition of the form (45) is a trivial consequence of another one. The inequality (31) combined with the relation (44) gives us exactly the desired result (49). From Table III we see that the numbers Λ
min we obtained numerically grow much faster than given by the main requirement, and thus the inequalities (45) form a hierarchy of separability conditions where indeed the power of each condition increases with its order. Also note that we do not need any new "hardware" to perform all the tests given by the hierarchy (45); the same experimental setup developed for testing the simplest inequality (33) can be used to check all the inequalities in the hierarchy. This is one of the biggest advantages of this hierarchy.
In Appendix B we show that the inequality (47) can be strengthened by using higher-order uncertainties instead of partial transposition
On the other hand, if we take the factorizable state of the form |ψ a |0 b then
The last term can be optimized and its minimal value is equal to ≈ −0.0728. In fact, even for the state |ψ a = N (|0 a + c|4 ) we can get the value of −0.0714 for a small negative value of c. So, the true minimal value of (
is in the narrow interval between 5.7934 and 5.9272. Even though we do not obtain the exact solution, from practical point of view one can say that it is the end of the story of the quantity of the fourth order. Unfortunately, the method used there cannot be easily applied to higher-order moments in a systematic way as we have done with PPT approach.
We now show that the inequalities (45) can be perfectly violated by the bipartite two-mode squeezed vacuum state. Theorem 1. For the bipartite squeezed vacuum state defined by
the following relations hold for any n ≥ 1:
The squeezed vacuum state thus perfectly violates the inequalities (45) when λ → ∓1, respectively. Indeed, the two-mode squeezed vacuum state becomes a simultaneous zero-eigenstate ofx a ±x b andp a ∓p b in the limit λ → ∓1.
Proof. The squeezed vacuum state can be more compactly written in the following way:
The desired quantities are easy to compute with the help of the generating functions
where u = ±v = t/ √ 2 and u = ±v = it/ √ 2. Using the representation of the squeezed state in the form (53)
The product inside the brackets can be transformed with the help of the BCH relation 
from which we immediately obtain that
Expanding both sides in t and comparing the coefficients we get the relations (52).
The inequalities (45) can be used to demonstrate that some of the minimal states (43) are entangled. In fact, let us compute the left-hand side of the inequality (45) on a state of the form (43). One can easily find that
depending on the combinations of signs, where subscript a means averaging over the state with wave function ψ min (u) and subscript b means averaging over the state with wave function ϕ(v). According to Eq. (7), we have
and thus the states (43) violate the inequalities (45) depending on whether the state ϕ(v) exhibits higher-order squeezing, i.e., whether one of the quantities x 2n b and p 2n b is less than λ (2n) min /2. We now prove that for the case of n > 1, all bipartite minimal states are entangled, not only those states with a higher-order squeezing component.
Theorem 2.
Any pure state with a wave function of the form (43) is entangled, provided that ψ min (x) is the single-partite minimal solution of Eq. (4) with n > 1 and ϕ(y) is an arbitrary wave function.
Proof. A bipartite pure state is separable only if it is factorizable, so we must prove that there are no functions f (x) and g(y) such that
First note that this theorem is not valid for arbitrary functions ψ min (x) and ϕ(y). In fact, if both ψ min (x) and ϕ(y) are wave functions of the vacuum state,
then we have
The only property of ψ min (x) that we need in order to establish the theorem is that it takes on negative values, which is the case for any n > 1 according to our numerical analysis, and that ψ min (x) does not have too many zeroes. We consider only one combination of signs, the proof for the other one is similar. Let us assume that the relation (62) is valid for some functions f (x) and g(y). Then it is easy to derive the following identity:
which holds for all real numbers x and y. If ϕ(0) = 0, then we must have ψ min (x)ψ min (y)ϕ(x)ϕ(−y) = 0 for all points x and y. Since ψ min (x) has at most countably many zeroes (we assume that ψ min (x) behaves like the function (26) that accurately approximates it) and ϕ(y) is normalized, there must by some x 0 such that both ψ min (x 0 ) and ϕ(x 0 ) are nonzero. Then we find that ψ min (y)ϕ(−y) = 0 for all y, and thus the norm of ϕ(y) is zero -a contradiction. So, we have ϕ(0) = 0 and since the global sign of ϕ is unimportant, we can assume that ϕ(0) > 0. Setting y = −x in Eq. (65) and taking into account the symmetry of ψ min (x), we obtain
from which we conclude that we must have ϕ(x) ≥ 0 for all x, and so if ϕ(x) < 0 for some x then Ψ min (x, y) is not separable. If ϕ(x) ≥ 0 for all x then let us take a number x 1 such that ψ min (x 1 ) < 0. If we substitute x = y = x 1 /2 into Eq. (65), we have
which is again a contradiction, proving the theorem.
B. Approach two
We now present another approach, which is better for getting the higher-order conditions, because in Approach one the second-order violations typically appear to come together with higher-order violations. In this new approach we derive conditions that can be violated only by non-Gaussian states. The inequality (33) can also be written in the following form:
This form suggests another way to extend Eq. (33), by increasing the powers of the annihilation and creation operators. We first analyze the case of second powers (so the total product will be fourth-order) and derive a state that perfectly violates the resulting condition.
Theorem 3. For any bipartite separable state the following inequalities are valid:
The inequality (69b) is always strict and tight, i.e., the left-hand side can be arbitrarily close to zero (but never equal to zero).
Proof. We first prove the inequality (69a). For a partially transposed state we have
and thus obtain the desired relation in the same way as we derived the inequality (45). The lower bound is attained, for example, for the bipartite two-mode vacuum state. Now we prove that the left-hand side of the inequalities (69) can never be equal to zero (for a physical state). It is enough to prove this statement for pure states only. If for a pure state |ψ = +∞ k,l=0 c k,l |k, l the left-hand side of (69) is zero then we must have (â 2 ±b †2 )|ψ = 0. From this we get the following relation between the coefficients of the state:
which holds for all k, l ≥ 0. We immediately find that c k0 = c k1 = 0 for all k ≥ 2. The relation above can be rewritten as
for all k, l ≥ 0. Applying it several times we obtain the equality
for all j ≥ 0. Since the state |ψ is normalized, at least one of the coefficients c kl is non-zero, let us say, c k0l0 = 0. If l 0 ≥ k 0 then c k0+2j,l0+2j does not tend to zero as j → +∞, and thus +∞ j=0 |c k0+2j,l0+2j | 2 cannot converge. So, we must have k 0 > l 0 . Then, using Eq. (73), we also have c k0−2,l0−2 = 0 (provided that k 0 − 2, l 0 − 2 ≥ 0). Repeating the process of subtracting 2 from both indices several times, we either arrive at c 10 , or c k0 or c k1 with k ≥ 2. As we have already seen, in the latter case we must have c k0 = c k1 = 0, so the only possibility is that k 0 = 2j 0 + 1 and l 0 = 2j 0 for some j 0 ≥ 0. We conclude that c 10 = 0 and from Eq. (73) we get
for all j ≥ 0. Then the following series must converge:
which, however, is well-known to diverge. We have finally arrived at a contradiction: from the assumption (â 2 ± b †2 )|ψ = 0 we find that all coefficients c kl must be equal to zero, which contradicts the normalization of |ψ .
To show that the left-hand side of the inequalities (69) can become arbitrarily small, consider the following state:
This state is defined for |ξ| < 1. For ξ = 0 it is just the factorizable state |1, 0 . It is straightforward to compute the quantity in question on the state (76). We have
We see that (â †2 ±b 2 )(â 2 ±b †2 ) → 0 when ξ → ∓1 and thus, for ξ sufficiently close to ±1, the left-hand side of Eq. (69) can be made arbitrarily close to zero. Note that the inequality (â †2 +b 2 )(â 2 +b †2 ) < 2 holds true for all −1 < ξ < 0 and (â †2 −b 2 )(â 2 −b †2 ) < 2 holds true for 0 < ξ < 1.
The wave function of the state (76) can be found explicitly. Even though this state looks a bit similar to the two-mode squeezed vacuum state (51), it is actually non-Gaussian. The exact form of its wave function and the full details of the derivation are given in Appendix C. Another state that perfectly violates inequality (69) is presented in Appendix D.
Since the inequalities (69) are based on the commutator properties of the creation and annihilation operators, arbitrary unitary transformationsâ →Û †âÛ ,b →V †bV preserve these inequalities. As a special case, we can write the same inequalities (69) for ∆â and ∆b instead ofâ andb (where ∆Â =Â − Â ). Moreover, as we show now, these inequalities can never be violated by bipartite Gaussian states.
Theorem 4. All bipartite separable states and all bipartite (including inseparable) Gaussian states satisfy the following inequality:
The left-hand side of this inequality can be arbitrarily close to zero.
This theorem, which we prove in Appendix D, can be generalized for arbitrary orders, though it is more difficult to establish similar results analytically. Below we formulate the general theorem and give an example of a state that violates the corresponding separability condition. It seems that a stronger statement (a full analogue of the preceding theorem) is valid, but we are not able to present a strict mathematical proof of it.
Theorem 5. For any bipartite separable state and for any positive integer n the following inequalities are valid:
There are states which violate the inequality (79a) at least by a factor of 4.
Proof. Consider the following state:
We choose the normalization such that N n (ξ) > 0. Note that for the case n = 2 this definition coincides with Eq. (76). The normalization factor is determined from the relation
Since n ≥ 3, the series in this expression converges for |ξ| ≤ 1, so the state now is defined for the end-points , we obtain
When ξ → ∓1, this quantity tends to
From the definition (80) we have the following inequality for the norm:
Using this inequality we can estimate the limiting values of the left-hand side of Eq. (79),
This shows that in the limit ξ → ±1 the state |ψ
violates the inequality (79a) at least by a factor of 4.
Our conjecture is that the inequality (79a) cannot be violated by Gaussian states (including all inseparable ones) and the inequality (79b) is tight. We verified this by numerical computations, but we could not find rigorous proofs.
IV. CONCLUSION
Considering the well-known Duan separability condition in terms of second moments of quadrature operators, we presented a generalization of such conditions to higher orders in two different ways. One is expressed in terms of higher-order correlations between bipartite quadrature operators, which is very intuitive, resembling EPR-type correlations for higher orders, and which is rather convenient for the use in experiments. The other way, described by creation and annihilation operators and their higher-order combinations, leads to truly higher-order conditions, but it is more difficult to test experimentally. The resulting criteria in this case represent a true hierarchy, where certain higher-order inseparability conditions cannot be fulfilled by any entangled Gaussian states. Nonetheless, entangled non-Gaussian states exist that satisfy such conditions. Our approach can open new directions in the study of higher-order entanglement phenomena.
Appendix A: Computation of eigenvalues
The minimal value of x 2n +p 2n is computed numerically as the minimal eigenvalue of the truncated matrix M 2n . This eigenvalue quickly stabilizes as the order N of truncation grows, so the truncated matrix even for small values of N ≈ 10 2 gives a very precise result. But since the solutions for n > 1 are nearly indistinguishable, it makes sense to compute the eigenvalues and, more importantly, the corresponding eigenvectors as precise as possible.
To do it, the eigenvalues and eigenvectors are computed with Intel Math Kernel Library[12] in two steps. First, the truncated matrices M 2n are treated as dense matrices and their minimal eigenvalues are computed with the routine syevx. The order of truncation N ≈ 10 3 is typically used for this step. From the structure of the matrices M 2n , discussed in the main part of this work, it follows that these matrices are sparse and their nonzero elements constitute a small fraction of the total size of the matrices. This can be illustrated by Eq. (24), for example. For such matrices using a sparse solver is much more space efficient then using the standard dense solver. We use the sparse eigensolver dfeast scsrev, which is based on the FEAST algorithm proposed in Ref. [13] . The results obtained in the previous step with dense matrices are used as initial conditions for this sparse solver.
The use of the dense solver is straightforward. The sparse solver is slightly more tricky to use because it requires more efforts to prepare the matrices in the format required by this solver. Nevertheless, these extra efforts pay off since the order of truncation can be increased to N ≈ 10 6 on the same hardware. Unfortunately, further increase of N leads to unstable behavior of the solverthe solution starts to depend on the number of cores used for the computation, so one needs an independent way to verify the results. One way to do it is to use these results to set the initial conditions ψ(0), ψ (0), . . . , for the ODE (4), solve it and compare the two solutions.
Having the eigenvectors (c 0 , c 1 , . . .), we can compute the corresponding wave function (25) with the help of the recurrence relation
with the initial condition
In this way we can compute ψ(0) and get the first initial condition for the equation (4). To compute the derivatives note that
where the new coefficients c k are given by
This means that the derivatives ψ (0), ψ (0) and so on, can be computed by the same routine used to compute the wave function itself, provided that this routine is given the new coefficients as input. The results of these computations are presented in the Table IV. Note that our results agree (and greatly extend) those of Ref. [1] .
Appendix B: Alternate approach based on higher-order uncertainties A function f (x) is referred to as convex if
for all x 1 , x 2 and all 0 ≤ t ≤ 1. If reverse inequality is valid,
for all x 1 , x 2 and all 0 ≤ t ≤ 1, then the function f is referred to as concave. The parameter x is not necessarily to be a number, it can be a quantum state (and whatever else for what convex combinations are defined). In particular, a linear function is both convex and concave. If, for a given convex function f of multipartite quantum state, we establish the inequality
for all factorizable states then, due to inequality (B1), we automatically obtain that this inequality is valid for all separable states. If for a concave function we establish the inequality
for all factorizable states then, due to inequality (B2), this inequality is automatically valid for all separable states. The inequalities of the form (B3) are more typical for finite-dimensional quantum systems, where the quantities under study are bounded from above (like Bell inequalities). The inequalities of the form (B4) are more natural in continuous-variable case, where the quantities can be arbitrarily large but bounded from below (like uncertainty relation). In both cases it is not necessary to explicitly keep track of all factorizable components of a separable state, since if the quantity in question has some convexity property then it is enough to consider only factorizable states, which greatly simplifies the notation. Since Â ˆ is a linear function ofˆ it is both linear and concave, so it is enough to consider factorizable states only. For a factorizable state we have 
The right-hand side of these equalities can be easily estimated as
and thus the inequality (x a +x b )
5868 is valid for all bipartite separable states. We see that in the case of 2n = 4 this approach gives slightly better estimation than the method based on partial transposition. This approach can be extended for higher orders, but for 2n > 4 it will give worse results. For example, for 2n = 6 we have (B7)
The moments of third order can be estimated as | x 3 | ≤ x 2 x 4 , and we can write
We can combine the terms on the right-hand side in such a way to get full squares so that we have + 10
If we ignore the squares and apply the inequality a + b ≥ 2 √ ab twice, we obtain
To move further, we need a higher-order analog of the Heisenberg uncertainty relation. This relation has been derived in Ref. [14] and reads as
where the number on the right-hand side is the value of the left-hand side at vacuum. This leads to the estimation 
which is weaker then the bound obtained with PPT. The conclusion -one cannot simply estimate this quantity term by term. There are several sources of loosing information -we replace each term (more precisely, each group of terms) with simpler terms, then we estimate them individually. The replacement may not be tight, and individual estimation of terms is definitely not tight since different terms take minimum at different states. 
Proof. Note that if we let ξ be negative in Eq. (C1) we get Eq. (C2) with uncertainty in sign (since there are two complex square roots of a negative number which differ in sign), so Eq. (C2) gives the correct expression in the case of negative ξ. From the definition (76) we have
where S ξ (x, y) is given by the following series:
We first derive the expression for this series for 0 ≤ ξ < 1.
To do it, let us take the partial derivative with respect to x. We get
where η = √ ξ, and s(η) is defined via
We thus obtain the following expression for the partial derivative:
Integrating both sides of this relation and taking into account that S ξ (0, y) = 0 we arrive to an expression for the series S ξ (x, y)
Combining it with Eq. (C3), we get the wave function given by Eq. (C1). In the case of negative ξ the relation (C5) is valid provided that η = i √ −ξ. We have the following expression for the partial derivative:
Integrating and taking into account that S ξ (0, y) = 0, we obtain
which leads to the wave function (C2). For ξ = 0 the wave functions (C1) and (C2) must be the wave function of the state |1, 0 . Direct substitution ξ = 0 into those expressions results in the indeterminate form 0/0, so more careful analysis is needed to determine the value of the functions (C1) and (C2) at ξ = 0 and demonstrate that it is exactly the wave function of the state |1, 0 . We show that this is true in the limit ξ → 0. We first consider the case of ξ approaching zero from above. We have
which follows from the relations
and the Taylor expansion of the error function at y. Subtracting one from the other, we get
Substituting this to Eq. (C1) and taking the limit ξ → 0 we get 2/πxe − x 2 +y 2 2 , i.e., the wave function of the state |1, 0 . The case of ξ approaching zero from below can be considered analogously.
We first consider the case of 0 < ξ < 1. We can write
where η = √ ξ and s(η) is given by the equation (C6). We get the following explicit expression for the partial derivative:
Integrating, we get S(x, y) − S(0, y) = √ π 2ξ 2 erf In contrast with the previous case, S ξ (0, y) is not zero, so we must compute it separately. We have
where t = −ξ/4. To obtain a compact expression for f (t, y) we use the same approach -we first compute the partial derivative 
According to Ref. [15] , the series on the right-hand side is 
We finally arrive to the expression (D3) for the wave function. The case of −1 < ξ < 0 can be considered analogously.
We also need to show that for ξ → 0 the wave functions given by the expressions (D3) and (D4) becomes the wave function (D5). We have 
where
The relation (D18) is valid since erf (z) = 2 √ π e 
Substituting these expressions into Eq. (D3) and taking into account that
we get that when ξ → +0, Eq. (D3) goes to Eq. (D5). The case of ξ → −0 can be considered in the same way. This finishes the proof.
inequality (78). Remember that the characteristic function of a bipartite quantum state with density operator is defined by χ(t) = e i(t,X) , where t = (t 1 , t 2 , t 3 , t 4 ) andX = (x a ,x b ,p a ,p b ). A state is called Gaussian if its characteristic function is Gaussian, i.e., if it can be written in the following form:
where Σ = (σ ij )
When we substitute these quantities into the inequality (E6) we will get an inequality for the sigmas, which must also be derivable from the physicality condition expressed by the inequality (E2) (where, as we have assumed, σ 11 = σ 33 = σ 1 and σ 22 = σ 44 = σ 2 ). Let us define A = 2σ 
If we manage to prove that A ≥ u 2 + v 2 , then we will prove the inequality (E10 In order to prove that A ≥ u 2 + v 2 note that for any matrix P the matrix P †Σ P is also positive, as well as the matrix Σ =Σ + P †Σ P . If we take 
