For the differential system u 1 (t) = p(t)u 2 (τ(t)), u 2 (t) = q(t)u 1 (σ(t)), t ∈ [0,+∞), where p, q ∈ L loc (R + ;R + ), τ,σ ∈ C(R + ;R + ), lim t→+∞ τ(t) = lim t→+∞ σ(t) = +∞, we get necessary and sufficient conditions that this system does not have solutions satisfying the condition u 1 (t)u 2 (t) < 0 for t ∈ [t 0 ,+∞). Note one of our results obtained for this system with constant coefficients and delays (p(t) ≡ p, q(t) ≡ q,τ(t) = t − Δ,σ(t) = t − δ, where δ,Δ ∈ R and Δ + δ > 0). The inequality (δ + Δ) √ pq > 2/e is necessary and sufficient for nonexistence of solutions satisfying this condition.
Introduction
The equation u (t) = pu(t), t ∈ [0,+∞) with positive constant coefficient p, has two linearly independent solutions u 1 = e √ pt and u 2 = e − √ pt . The second solution satisfies the property u(t)u (t) < 0 for t ∈ [0,+∞) and it is the Kneser-type solution. The ordinary differential equation with variable coefficient u (t) = p(t)u(t), p(t) ≥ 0, t ∈ [0,+∞), preserves the solutions of the Kneser-type. The differential equation with deviating argument u (t) = p(t)u τ(t) , p(t) ≥ 0, t ∈ [0,+∞), (1.1) where u(ξ) = ϕ(ξ), for ξ < 0, generally speaking, does not inherit this property. The problems of existence/nonexistence of the Kneser-type solutions were studied in [1] [2] [3] [4] . Assertions on existence of bounded solutions, their uniqueness, and oscillation were obtained in the monograph by Ladde et al. (see [5, pages 130-139] [4, 6, 7] . Note that in the case of delay differential equations (τ(t) ≤ t) with the zero initial function ϕ, the space of solutions is two-dimensional. In this case it was proven in [8] that existence of the Kneser-type solution was equivalent to nonvanishing of the Wronskian W(t) of the fundamental system and positivity of Green's function of the one point problem
x(ω) = 0, x (ω) = 0, (1.2) where x(ξ) = 0 for ξ < 0 and ω can be each positive real number. A generalization of this result to nth-order equations became a basis for study of nonoscillation and differential inequalities for nth-order functional differential equations [9, 10] . If W(t) = 0 for t ∈ [0,+∞), then the Sturm separation theorem (between two zeros of each nontrivial solution there is one and only one zero of other solution) is fulfilled for the second-order delay equation. Properties of the Wronskian and their corollaries were discussed in the recent paper [11] . Consider the differential system
where p, q : R + → R + are locally summable functions, τ : R + → R + is a continuous function, and σ : R + → R + is a continuously differentiable function. Throughout this paper we will assume that σ (t) ≥ 0 and τ(σ(t) ≤ t for t ∈ [0,+∞) and τ is a nondecreasing function.
In the present paper, necessary and sufficient conditions for nonexistence of solutions satisfying the condition u 1 (t)u 2 (t) < 0, for t ≥ t 0 , (1.4) are established for the system (1.3). In the recent paper by Kiguradze and Partsvania [12] the existence of the Kneser-type solution was proven in the case of advanced argument
) can be represented in the form of system (1.3), where q = 1, and the property (1.4) is the analog of the inequality u(t)u (t) < 0 for t ∈ [0,+∞), for this scalar equation.
In [8] (1.4) . Then
where
Proof. Without loss of generality, we suppose that 
we have 
On the other hand, in view of the fact that the function |u 2 (t)| is nonincreasing, it follows from the first equation of system (1.3) that
Hence, by (2.9), we obtain
Therefore, since t is arbitrary, the last inequality yields (2.1).
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By the first condition of (2.13) and (2.18)
where M = vraisup(q(σ(t)σ (t) : t ∈ R + ). Therefore by the second condition of (2.13), we have
where r = vraiinf(p(t) : t ∈ R + ) > 0. Consequently, from (2.19), we obtain v 1 (t) ≥ c 3 r/64M 2 , for t ≥ t 1 , which proves the inequality (2.15).
where functions h and ρ k are defined by (1.5) and (2.2 k ), respectively.
Proof. By Lemma 2.1, in order to prove inequality (2.24 k ), it is sufficient to show that
By virtue of (2.22 k ), we can choose t 1 ∈ R + and c > 0 such that
In view (2.3 k ), (2.4 k ), (2.27), and (2.29), we have
t,0 h t,τ σ(t) . (2.30)
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.
From the first condition of (2.29) by (2.23 k ), we have
Hence, this implies (2.25) for arbitrary t. The lemma is proved. (2.12) , (2.13) be fulfilled, and
Then, there exists λ > 0 such that
Proof. Since every condition of Lemma 2.2 is fulfilled, there exist t 1 > t 0 and M > 0 such that
From the second equation of the system (1.3), we have
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Integrating the equality from t 1 to t, we obtain
Therefore, according to (2.37)
By (2.35), we get
where 
where M > limsup t→+∞ (|u 1 (τ(σ(t)))|/ρ 0 (t)) and t * is sufficiently large. Therefore, integrating the last inequality from t * to t, we get
On the other hand, by (2.46), there exist r > 0 and t * > t * such that
Consequently, there exist r 1 > 0 and t * 1 > t * such that
Hence for any γ > 0, we have
(2.51) Therefore, by the first equation of the system (1.3) 
Proof. Let t ∈ [t 0 ,+∞). Define the sets E i (i = 1,2) by
It is clear that, by (3.1) and (3.2), supE i = +∞ (i = 1,2). We show that 
where t 1 > t 0 -sufficiently large. Denote
According to (3.6) and (3.7), it is obvious that the functions ϕ and ψ defined by (3.10) satisfy the conditions of Lemma 3.1. Indeed, by (3.6) it is obvious that condition (3.1) is fulfilled. On the other hand, since the functions γ and τ are nondecreasing, it is clear that the function ψ is nonincreasing. By (3.10), we have
ϕ(t)ψ(t) ≤ γ τ(t) r2 γ τ(t) r1−r2 u 1 τ(t) = γ τ(t) r1 u 1 τ(t) . (3.11)
Therefore, according to the first condition of (3.7), (3.2) holds. Consequently, functions ϕ and ψ satisfied the condition of Lemma 3.1. Therefore there exists a sequence{t k } such that t k ↑ +∞ as k ↑ +∞,
where t * > t 1 -sufficiently large. From (3.9), taking into account that ϕ(t) ≤ (γ(τ(t))) r2 u 1 (τ(t)), we have
(3.14)
Hence, since the functions σ and ϕ are nondecreasing, we get Therefore, by (3.13)
On the other hand,
Since (γ(σ(t)) ≥ 0, it follows from the last inequality that
Therefore, from (3.16), we get
Hence, by (3.12), we get According to the second condition of (3.7), for any ε > 0, there exists
On the other hand, in view of the arbitrariness of ε, the last inequality implies (3.8) . This proves the lemma.
The necessary conditions of the existence of Kneser-type solutions
Let t 0 ∈ R + . By K t0 we denote the set of all solutions of the system (1.3) satisfying the condition (1.4). 
(t,0) − h(σ(τ(t)),0) < +∞. (4.1)
Then there exists λ ∈ R + such that
Proof. Since K t0 = ∅, we have that the problem (1.3), (1.4) has a solution (u 1 ,u 2 ). According to Lemma 2.4, there exist λ > 0 such that condition (2.36) is fulfilled. Denote by Δ the set of all λ satisfying (2.36) and put λ 0 = inf Δ. It is obvious that λ 0 ≥ 0. Below we will show that for λ = λ 0 inequality (4.2) holds. By (2.36) for all ε > 0, the function γ(t) = exp(h(t,0)) satisfies conditions (3.6) and first condition of (3.7), where r 2 = λ 0 + ε and r 1 = λ 0 − ε. On the other hand, by (4.1) it is clear that the second condition of (3.7) is fulfilled. Therefore, according to Lemma 3.3, for any ε > 0, we get
Proceeding to greatest lower bound in the last inequality, for ε → 0+, we obtain inequality (4.2), when λ = λ 0 . Then there exists λ ∈ R + such that Then there exists λ ∈ R + such that This theorem is proven analogously to Theorem 4.8 if we replace Lemma 2.10 by Lemma 2.12. sufficient conditions for the problem (1.3), (1.4) 
The

has no solution
In this section, we will produce the sufficient conditions under which for any t 0 ∈ R + , we have K t0 = ∅. 
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Proof. It is sufficient to show that for any λ ∈ R + inequality (5.1) is satisfied. By (5.2), we have that for any λ ∈ (0,+∞), there exist ε 0 > 0 such that
Let λ ∈ R + and let ε be an arbitrary positive number. Then by (1.5), (5.3), and (5.4), we have that for any ε > 0 
(5.6)
Proof. If we apply the inequality e x ≥ ex, it will be clear that (5.1) follows from (5.6). 
A. Domoshnitsky and R. Koplatadze 19 Proof. Let us demonstrate that for any λ ∈ (0,+∞) inequalities (5.12) and (5.13) imply (5.11). Indeed, for any λ ∈ R + and ε > 0, we have where ε 0 > 0, which proves the corollary. 
