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SUMMARY
This research presents signal processing applications for extracting information
from brain electrophysiology and movement signals. The approach taken does not as-
sume any particular stimulus, underlying activity, or synchronizing event, nor does it
assume any particular encoding scheme. Instead, novel signal processing applications
of complex continuous wavelet transforms, cross-frequency-coupling, feature selection,
and canonical correlation were developed to discover the most significant electrophys-
iologic changes in the basal ganglia and cortex of parkinsonian rhesus monkeys and
how these changes are related to the motor signs of parkinsonism. The resulting
algorithms effectively characterize the severity of parkinsonism and, when combined
with motor signal decoding algorithms, allow technology-assisted multi-modal grad-
ing of the primary pathological signs. Based on these results, parallel data collection
algorithms were implemented in real-time embedded software and off-the-shelf hard-
ware to develop a new system to facilitate monitoring of the severity of Parkinson’s
disease signs and symptoms in human patients. Off-line analysis of data collected
with the system was subsequently shown to allow discrimination between normal and
parkinsonian conditions.
A suite of signal processing algorithms designed for decoding neural disease states,
along with new insights gained by applying these tools to understanding parkinsonism,
are presented in the following chapers. The main contributions of this work are in
three areas: 1) Evidence of the importance of optimally selecting multiple, non-
redundant features for understanding neural information, 2) Discovery of significant
correlations between certain pathological motor signs and brain electrophysiology in
xvi





Parkinson’s disease (PD) is a degenerative disorder strongly linked to the death of
dopaminergic neurons in the midbrain. The motor symptoms associated with the
death of these neurons are known collectively as ”parkinsonism”. The cardinal motor
symptoms of PD are: tremor at rest, bradykinesia (slowness of movement), akinesia
(inability to move), stiffness or rigidity of the limbs and trunk, and postural insta-
bility. Carefully adjusted medication protocols can typically control symptoms for
many years. However, controlling Parkinson’s disease (PD) symptoms without gener-
ating side effects is difficult, particularly in patients 5-10 years or more post diagnosis
[99]. The augmentation of standard medication protocols with deep brain stimu-
lation (DBS) often reduces required medication dosages and associated side effects
[100]. However, incorporating DBS, which also needs to be adjusted periodically,
adds another level of complexity to an already difficult regulation problem. Current
monitoring methods do not allow timely regulation of medication and DBS parame-
ters.
In the research described in this document, both standard and novel electrophys-
iologic features that correlate with the motor signs of parkinsonism were identified.
The electrophysiologic features allowed estimation of the degree of parkinsonism,
outperformed current approaches, and behaved consistently across individuals. The
electrophysiologic features and associated signal processing algorithms were used to
design an approach for PD monitoring that allows long-term assessment of symp-
toms in an environment that is convenient and accessible for the patient. Based
on the design specifications, parallel data collection algorithms were implemented in
1
real-time embedded software and off-the-shelf hardware to develop a new system to
facilitate monitoring of the severity of Parkinson’s disease signs and symptoms in hu-
man patients. The resulting long-term multi-modal PD monitoring capability has the
potential to provide physicians with valuable information needed to optimize patient
treatment protocols and thereby improve PD patient quality of life.
Results from this research may not only improve PD treatments through more
comprehensive monitoring, but may also add to our knowledge about how electro-
physiologic changes in the brain relate to the severity of parkinsonism. Knowledge
of how these biological descriptors behave may give insight into how the signaling
pathways change in the brain as the disease progresses. Also, since these electro-
physiologic changes are not measured relative to a particular stimulus or event, it
is likely the measures contain a represention of the current state of the brain region
from which they are recorded. Since the normal baseline state can be differentiated
from the pathological PD state, it may be similarly possible to differentiate PD from
other diseases, and other diseases from the normal baseline state using the approaches
presented here. Further, monitoring such brain changes may allow development of
closed-loop treatments that administer medication or deep brain stimulation until
more normal brain states are achieved.
The algorithms and technologies developed in this dissertation have broad appli-
cation, since the ability to decode brain signals associated with physical motor states
and pathologies has the potential to impact many areas such as detecting, monitor-
ing, and treating a wide variety of neurological disorders including dystonia, ALS, and
Huntington’s disease, developing brain-machine-interfaces, and improving prosthetic
devices through motor monitoring.
The methods for brain state detection in the absence of stimulus discussed in
this dissertation have particularly wide application since most human activities vary
depending on an individual’s current brain state. For example, human behavior is
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impacted strongly by sleep state, emotional state, intoxication level, developmental
state, and attention level, in addition to pathological brain states caused by disease
or injury.
The main contributions of this work are in three areas: 1) Evidence for the im-
portance of optimally selecting multiple, non-redundant features for understanding
electrophysiological information, 2) Discovery of significant correlations between cer-
tain pathological motor signs and electrophysiology in different brain regions, and 3)
Implementation and human subject testing of multi-modal monitoring technology.
1.1 Electrophysiologic analysis of parkinsonism
Analysis methods for neural decoding have historically been categorized as either
rate, pattern, or oscillation approaches [25, 96]. However, the behavior of neurons
cannot always be strictly characterized by any of these single categories. A better
characterization may be possible with multiple descriptive features, particularly in
the basal ganglia nuclei and other regions of the brain where neural behavior may
vary broadly depending on underlying brain states. In Part 1, Chapter 3 (published
in [106]), optimal feature selection approaches are used to identify the features most
relevant for distinguishing between cells recorded in the parkinsonian versus non-
parkinsonian state.
Similarly, historical analyses of electroencephalograms (EEGs) and local field po-
tentials (LFPs) have focused on analysis of power within frequency bands [98, 35, 49].
In particular, the most commonly reported marker for Parkinson’s disease has been
increased power in the beta band [53, 77]. The coefficient of variation (CV) of beta
magnitude has also been recently proposed as a potential marker for PD [77].
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1.2 Connections between motor signs and
electrophysiology
Correlation between electrophysiologic features and movement in PD has been ex-
plored in a few publications [69], however, relationships between electrophysiology
and particular motor signs have not been clearly defined for PD motor signs other
than resting tremor [50, 52]. In Chapter 5, canonical correlation was used to show sta-
tistically significant correlations between different weighted sets of electrophysiologic
features and the bradykinesia, balance, and freezing motor signs.
1.3 Multimodal monitoring
Recently, there has been tremendous growth in the “quantified self” phenomenon,
whereby consumers monitor their own activities using wearable devices and software.
The growth in these devices and apps combined with the Twitter and blog buzz
surrounding them makes it clear that consumers find self-help health tools useful, and
are willing to wear unobtrusive mobile health devices regularly. Additionally, research
indicates that such devices are promoting positive long-term lifestyle changes for many
consumers [22]. These and other factors have prompted research and development
efforts aimed at creating mobile methods for testing glucose levels, heart health, and
cellular and molecular pathologies. For individuals with chronic medical conditions,
such monitoring technologies are helpful for health status tracking and safety, and
perhaps even more importantly, for assessing response to treatments. The latter
is also important for drug and treatment developers. In the future, clinical trials
will likely take advantage of monitoring technologies to quantify patient response
to treatment. Chapter 6 presents a multi-modal monitoring system for assessing
movement disorders. It is currently specifically targeted to parkinsonism and uses
the electrophysiologic features described in Chapter 5 along with motor features from
wearable accelerometers and a gyroscope.
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1.4 Organization
In the work described in Chapter 3, classical signal processing approaches were ap-
plied to a set of single cell data from three basal ganglia nuclei in rhesus monkeys:
subthalamic nucleus (STN), globus palladis interna (GPi), and globus palladis ex-
terna (GPe), to provide a set of optimal measures for discriminating between normal
and parkinsonian recordings. The results showed that the three nuclei behave differ-
ently in the parkinsonism state as compared to the normal state, and gave insight into
the most changed aspects of neural discharge, suggesting critical features for models
of cellular behavior in parkinsonism and providing knowledge that may be useful for
surgical treatment approaches using single cell measures to locate optimal regions for
lesioning or placing neuromodulation implants.
The most changed aspects of single unit neural discharge in the parkinsonian state
were measures of individual cell bursting and oscillation activity, particularly in the
STN, suggesting that other measures of STN oscillation activity, such as STN local
field potential (LFP) frequency measures, might also be useful for characterizing and
discriminating between parkinsonian and normal conditions. This work has been
published in [106].
Further work, described in Chapter 4, showed that wavelet packet transform
(WPT) measures of STN LFP oscillations allowed discrimination between the two
conditions in rhesus monkeys, and found that WPT measures of primary motor cor-
tex (M1) EEGs also allowed discrimination. Evidence of discriminable population
activity in both STN and M1 in the parkinsonian state provided a set of related
measures that can be used to analyze correlation and changes in correlation between
STN and M1 in parkinsonian and normal conditions.
The work presented in Section 4.2 identified common discriminable parkinsonian
patterns occurring in three monkeys for four stages of parkinsonism.
In work described in Section 5.1 and published in [105], correlations between STN
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and M1 cross-frequency-coupling (CFC) features were identified and a set of M1 CFC
features were used to estimate two STN CFC features important for discriminating
between data recorded in normal and parkinsonian states.
In the same work, significant correlations between composite and individual parkin-
sonism motor scores and the STN and M1 CFC features were found. The presence
of these significant correlations suggest that STN and M1 CFC features can be used
either alone or in conjunction with parkinsonism motor scores to assess degrees of
parkinsonism.
A comparison of the methods used in Section 5.1 with current standard statistical
measures is presented in Section 5.2. It is shown that, while commonly used statistical
markers are somewhat correlated to the increase in motor scores, the wavelet features
and cross-frequency-coupling measures described in Section 5.1 are more correlated
and better discriminate between baseline neural conditions and severity of parkin-
sonism. Based on the analysis, the optimal set of markers introduced in this work
may be useful biomarkers for grading parkinsonism in humans, and possibly also for
providing feedback for adaptive treatment approaches such as deep brain stimulation
(DBS).
Chapter 6 describes the prototype PD monitoring system and presents the data
analysis results for a preliminary study with human subjects. The initial prototype





Parkinson’s disease (PD) is a degenerative nervous system disorder. The motor symp-
toms associated with PD are known collectively as “parkinsonism”. The average age
for PD onset is 60 years, but patients younger than 19 years of age have been diag-
nosed [2]. Due to the expected increase in the 60+ age group in the US population,
the number of diagnosed cases is likely to rise significantly in the next decades [28].
PD is chronic and progressive and most cases are idiopathic (of unknown cause).
There is no cure, although treatments are available to manage symptoms [91, 126].
2.1.1 Motor and Non-motor Symptoms
The cardinal motor symptoms of PD are: tremor at rest, bradykinesia (slowness of
movement), akinesia (inability to initiate movement), stiffness or rigidity of the limbs
and trunk, and postural instability (impaired balance and coordination). However,
symptoms vary among individuals and may include stooped posture, shuffling gait,
decreased arm swing when walking, difficulty rising from a chair, micrographia (small,
cramped handwriting), and lack of facial expression. Non-motor symptoms such as a
diminished sense of smell (now indicated as one of the earliest symptoms), difficulty
speaking and low voice volume, sleep disturbances, depression, cognitive impairment,
and drooling may also occur [88].
2.1.2 Diagnosis
Many of the motor symptoms of PD are caused by the death of dopaminergic neurons
in the substantia nigra pars compacta (SNc). Confirmed death of these neurons,
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along with the presence of Lewy bodies (eosinophilic cytoplasmic inclusions, primarily
composed of alpha-synuclein) in the brain, is the primary observation leading to
post-mortem diagnosis of PD [111, 44]. The mechanisms behind the loss of these
dopaminergic neurons are not fully understood, and difficult to observe. However,
the reduction in dopamine (DA) caused by the loss of these cells leads to a well-
known group of symptoms, upon which PD is typically diagnosed [39]. The Unified
Parkinson’s Disease Rating Scale (UPDRS) is the most commonly used scale for rating
PD signs and symptoms. Scores from part III of the UPDRS, the motor examination,
indicate the clinician’s assessment of 18 items related to individual motor signs and
the overall severity of parkinsonism.
Since 2011, reduction in dopamine transporter (DAT) in the putamen observed
using single photon emission computed tomography (SPECT) imaging with the ioflu-
pane (123I) ligand known as DaTscan, has been approved in the United States as
a useful aid for confirming diagnosis of PD. The results of a DaTscan are useful
for differentiating between essential tremor and PD. However, it cannot differentiate
between PD and multiple system atrophy (MSA) or progressive supranuclear palsy
(PSP), which can also produce a loss of dopamine in the brain.
2.1.3 Affected Brain Regions
The mechanisms underlying the development and manifestation of parkinsonisms are
not fully known [49, 30]. It is known that the nigrostriatal dopaminergic pathway
that connects the SNc with the portion of the striatum implicated in the control
of movement is particularly involved in parkinsonism [109, 94]. A classical diagram
showing regions of the thalamus, brainstem and motor cortex that may also contribute
to parkinsonism is shown in Figure 1 [41, 73, 42, 24]. More recently, other interactions
relevant to PD pathology have also been identified [117].
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Parkinsonism results in firing abnormalities of basal ganglia neurons in the sub-
thalamic nucleus (STN) and the internal and external pallidal segments (GPi and
GPe, respectively) [88, 30, 42, 121]. It is very likely that such abnormalities are
linked to the generation of the motor signs of Parkinson’s disease, given the remark-
able antiparkinsonian effects of pallidotomies and other surgical interventions aimed
at the basal ganglia [5, 70, 76, 81, 119].
Figure 1: Impact of Parkinson’s disease on neural circuits [39]. Gray lines
indicate connections that are predominantly excitatory; black lines indicate in-
hibitory connections. Thicker lines indicate increased effects; dashed lines in-
dicate degenerating connections. M1 - Motor Cortex, PMC - Premotor Cor-
tex, SMA - Supplementary Motor Area, CMA - Cingulate Motor Area, CM
- Centromedian nucleus of the thalamus, VA/VL - Ventral Anterior/Ventral
Lateral nuclei of the thalamus, SNc - Substantia nigra pars compacta, GPe -
globus pallidus externa, STN - subthalamic nucleus, GPi/SNr - globus pal-
lidus interna/Substantia nigra pars reticulata, PPN - pedunculopontine nu-
cleus. Reprinted from Clinical Neurophysiology, vol. 119, no. 7, Adriana
Galvan and Thomas Wichmann, “Pathophysiology of parkinsonism”, pp1459-




PD is currently treated primarily with medications that seek to re-instate the effects
of dopamine in parkinsonian patients. Levodopa, combined with a decarboxylase
inhibitor such as carbidopa, is the most effective medication for PD, although treat-
ments with dopamine agonists such as pramipexole or ropinirole have been shown to
be beneficial for many patients [28].
2.1.4.2 Deep Brain Simulation
If medication does not adequately control symptoms due to the disease progression,
surgical interventions can be used [67]. In particular, surgical installation of electrodes
in the basal ganglia region for the purpose of deep brain stimulation (DBS) has proven
helpful for regulating symptoms in medically refractory PD [12]. DBS treatments
consist of electrical stimulation of portions of the brain with high frequency pulses
(usually 130 Hz) through implanted macroelectrodes. The biological effects of DBS
are poorly understood. DBS electrodes are surgically implanted in deep brain regions
such as the STN or GPi, while the pulse generator (pacemaker) is implanted in the
subclavicular region. An insulated electrical extension connects the pacemaker with
the electrodes [65]. At present, DBS treatments run continuously. However, there
is interest in developing closed-loop DBS that can trigger or adjust stimulation as
needed [78, 101, 36]. The advantages of such a technique include a reduced potential
for DBS-induced side effects, such as difficulty with speech or balance, due to less
time on, and improved longevity of the device and its batteries (important since
replacement requires repeated costly surgeries) [36].
10
2.1.4.3 Monitoring
PD patients often require frequent medication dosage adjustments, especially in ad-
vanced stages of the disease when they develop “wearing off” effects (reduced symp-
tom relief in between medication doses) or dyskinesias (involuntary muscle move-
ments) which are common side effects of long-term levodopa therapy [28]. Likewise,
DBS parameters have to be frequently adjusted to retain sufficient DBS benefit while
limiting side effects. This is logistically difficult, as patients typically see their physi-
cians very intermittently, and because physician assessments on observations during
such clinic visits may not capture the full breadth of patient symptoms and signs [12].
Since the degeneration of the dopaminergic system in PD is associated with
changes in brain signaling and pathological synchronizaton, analysis of brain activity
through LFPs and EEGs in the affected brain regions may be useful for detection
and objective monitoring of the symptoms and signs of PD. LFP measurements for
this pupose can be collected using implanted DBS electrodes as recording electrodes.
However, this procedure is complicated by the fact that monitoring activity from
chronically implanted DBS electrodes requires careful signal conditioning to avoid ar-
tifact effects, and can be variable over time due to impedance and frequency response
changes [1]. EEG signals, on the other hand, are attractive for monitoring because
they can be used in patients without implanted DBS electrodes, are comparatively
inexpensive, and can be recorded with minimally invasive electrodes. However, in
the past, high electrode noise levels and inconsistent findings in EEGs have impeded
progress in their use. Recent successful efforts to reduce electrode noise [80, 127] and
advanced signal processing approaches [112, 66] have led to renewed interest in the
technology. Similarly, ECoG has recently become of interest for long-term monitoring
due to newer, less invasive implantation techniques [102].
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2.1.5 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) Monkey Model
Several animal models have been developed to aid in studying PD. The current gold
standard is the non-human primate 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP)
model [16, 123, 29]. Administration of the neurotoxin precursor MPTP to monkeys
damages neurons in the SNc and produces parkinsonism [8]. The effect of com-
mon treatments for PD are also faithfully replicated in the MPTP model of primate
parkinsonism [23, 26]. Because of the similarities in motor signs, affected brain struc-
tures, and response to treatments, MPTP-induced parkinsonism is useful for studying
potential therapies for parkinsonism.
2.2 Analysis Methods and Models
2.2.1 Electrophysiology
Electrical activity from neurons can be captured with a variety of different elec-
trodes. The recorded signals are filtered differently depending on the characteristics
of interest. Firing times of individual action potentials (spike times) are obtained
by isolating individual action potentials in band-pass filtered signals from extracellu-
lar microelectrodes placed within close proximity ( < 0.3 mm) to a single neuron or
group of neurons (see Figure 2). If multiple neurons are recorded, the action potentials
(spikes) are sorted into groups based on amplitude, width, and other characteristics
in order to assign each spike (and spike time) to a series of similar spikes believed to
originate from an individual neuron. 300 Hz - 6000 Hz is the nominal range for the
band-pass filter used to enable capturing individual action potentials with standard
thresholding and template matching.
Local field potentials (LFPs), on the other hand, are typically obtained by low-
pass filtering (below ∼ 300 Hz) signals from extracellular electrodes with the goal of
obtaining a signal that reflects neural population dynamics in the region. LFP signals
(see Figure 3) are believed to reflect the sustained currents, such as the synaptic and
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Figure 2: Neurons have characteristic patterns of firing in normal versus
parkinsonian conditions that can be seen in the above signals captured at a high
sampling rate (40 kHz) with microelectrodes placed in close proximity to indi-
vidual neurons [39]. Reprinted from Clinical Neurophysiology, vol. 119, no. 7,
Adriana Galvan and Thomas Wichmann, “Pathophysiology of parkinsonism”,
pp1459-1474, Copyright c© 2008, with permission from Elsevier.
somato-dendritic currents, in the region of the electrode.
Cortical signals may be recorded using either of the above approaches. However,
electrocorticography (eCoG) electrode grids, or epidural or non-invasive electroen-
cepaholographic (EEG) electrodes (usually with a lower signal-to-noise due to atten-
uation of the signal by the skull) are also used. In this dissertation, spike times, or
more precisely, inter-spike time intervals (ISIs) were used for the work in Chapter 3,
while LFPs and EEGs were analyzed for the remaining work. Figure 3 shows example
STN LFPs from two different monkeys recorded in baseline (normal) conditions, mild
parkinsonism, and moderate parkinsonism.
2.2.2 Rate characterization
Rate methods, so-called because they rely on neuron firing rate related measures of
PD, typically look at the behavior of single cells and networks of cells. Because of this
they are more constructive in nature. The general theory behind these approaches
is that PD-related dopamine loss causes changes in the firing rate of individual cells;
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Figure 3: It can be difficult to determine the presence and degree of parkin-
sonism when electrodes are not close to parkinsonian single cells, as shown in
these Local Field Potential (LFP) examples. Top row shows z-scored LFPs in
the pre-parkinsonian condition, then in mild, and moderate parkinsonism (left
to right) for Monkey 1. Bottom row shows the same categories of z-scored LFP
examples for Monkey 2. Each sample shows 10 seconds of activity. The y-axis
for each sample ranges from -8 to +8.
these firing rate changes, in turn, impact downstream neurons and propagate through-
out the brain. Rate approaches may consider various firing rate statistics such as
mean, standard deviation, or coefficients of variation (CV). Typical analysis meth-
ods include peristimulus time histograms (PSTH), auto- and cross-correlations, and
coherences [13].
Early studies of basal ganglia firing abnormalities focused on changes in the mean
discharge rate of basal ganglia neurons, with the finding that GPe firing rates were
reduced, while GPi and STN firing rates were increased in animal models of the
disease (e.g.,[4, 8, 29, 34, 88, 120].) Basal ganglia neurons show a greater-than-
normal tendency to discharge in bursts in the parkinsonian state, as has been shown
in animal models [8, 10, 88, 90, 118, 121].
2.2.3 Oscillation characterization
Oscillation approaches, which rely on frequency analysis methods, typically look at
the composite behavior of cells in a region through population signals such as LFPs
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or EEGs. Thus, these approaches tend to be more top-down in nature.
Basal ganglia neurons often fire in oscillatory firing patterns. These patterns
of activity have been documented in the basal ganglia since at least the early 1980s
[8, 41, 49, 87]. Following the discovery of strong beta band oscillations in LFP record-
ings from the STN in parkinsonian patients [14], many current authors see these
oscillations as the predominant electrophysiological abnormality in the parkinsonian
brain. Oscillations are primarily identified in STN, GPi, and GPe [8, 75, 74, 73], al-
though other areas of the basal ganglia-thalamocortical circuitry also show oscillatory
discharge [46, 48, 95, 97]. The generation of these oscillatory activity patterns has
not been clarified, but experimental and modeling studies have suggested that they
are the product of network interactions and pathological synchronizations rather than
due to oscillations at a single basal ganglia location [41, 49, 53, 82, 84, 83].
Oscillation methods for decoding electrical brain activity often focus on average
power in various frequency bands. However, average power approaches have been
shown to yield conflicting results, particularly when looking at data across different
individuals [92, 38]. Such average power changes are not found at all in some PD
patients (and in some of the rodent and primate models of PD), even in the presence
of clear and convincing parkinsonism.
In spite of these sometimes conflicting results, average power methods have uncov-
ered a few PD features, such as elevated power in oscillatiions at frequencies between
13 and 30 Hz, known as the beta band, that have been observed in many patients
[49, 35]. However, in the results presented, frequency coupling power was a better
predictor of PD pathology than average power in a band.
2.2.4 Classification
In this document, “classification” refers to the process of separating data into classes
using machine learning and/or statistical techniques. Binary classification, known
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as discrimination, was performed with Support Vector Machine (SVM) techniques.
SVMs are “supervised classifiers”, meaning that the class boundaries are defined us-
ing training data. An SVM separates data into classes in N-dimensional space by
finding the hyperplane that provides the maximum margin between “support vec-
tors” (boundary points) at the class boundaries in the training data. Non-linear
classification can be performed with SVMs using kernels that effectively map the N-
dimensional data into a higher dimensional space. This work used the kernel most
commonly paired with SVM techniques, the Gaussian radial basis function kernel.
When more than two classes were involved, Linear Discriminant Analysis (LDA)
was used in order to simplify visualization of results. LDA is also a supervised classi-
fication technique. In this approach, a multivariate normal density is fit to each class
in the training set. The classification boundaries are then determined by the relative
probabily densities associated with each class.
Classification performance results in this work were calculated using k-fold cross-
validation. In this method, the data is repeatedly divided into k different subsets of
equal size, chosen randomly. Each subset is then tested using the classifier trained on
the remaining k-1 subsets [54]. In most cases k = 5 in this work. The reported results
are the average performance of the classifier over all the different subset permutations.
2.2.5 Neural feature selection
Feature selection refers to the process of identifying ”features”, or measurable at-
tributes, that are useful for analysis of events, systems, or classes of objects from
which the features are measured. Although some progress in understanding neural
activity has been made by analyzing simple features such as firing rate statistics
and oscillatory power in particular frequency bands, a richer set of feautures will
be needed to begin to delve further into the complexity of the human brain and to
decipher the variety of neural encoding mechanisms employed there. This work uses
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optimal feature selection methods from classical signal processing to consider both
novel and standard features and to determine which features contain the informa-
tion most useful for discriminating between pathological states. Not surprisingly,
the work shows that multiple types of features are more useful than features from
a single category, and that the most informative features vary by brain structure.
A novel implementation of one particularly useful class of features, phase-amplitude
cross-frequency-coupling was created and examined in detail.
2.2.6 Cross-frequency-coupling
Several new measures have been created recently to quantify the interactions between
oscillations [7, 79]. Studies using these features typically analyze the data in averaged
trials relative to a stimulus event [19]. In the work described in the following chapters,
novel methods were developed for analyzing stimulus-independent oscillation inter-
actions based on cross-frequency-coupling (CFC) measures extracted from Complex
Continuous Wavelet Transform (CCWT) coefficients.












where “c” represents the scale factors and “n” represents the time points at which




Composite signals were created by pooling the wavelet coefficients corresponding
to the wavebands of interest. Phase and amplitude data were then extracted from
the composite signals and used to compute the CFC measures as follows.
CFC evaluates how the amplitude or phase of one waveband changes as a function
of the amplitude or phase of a second waveband. In this work, we use phase-amplitude
CFC quantified with a modulation index (MI) calculation. In order to obtain the
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MI, the phase and amplitude data of the wavebands are examined in a pair-wise
fashion. The phase values of the first waveband of interest are divided into 18 bins,
and the amplitudes in the second waveband that co-occur with the phases from the
first waveband are averaged over each bin. If no cross-frequency-coupling is present
(only random fluctuations), the values in the 18 bins will be similar (appear uniform).
However, if there is cross-frequency-coupling, then the values will not be uniform. The
divergence from uniform is evaluated using the two-sided Kullback-Leibler divergence










where Q(i) indicates the uniform distribution that occurs when the amplitudes are
distributed randomly across all phases, and P(i) indicates the distribution obtained
by normalizing the phase-amplitude coupling calculated as described above. The two-
sided divergence was used, i.e., DKL(P‖Q)+DKL(Q‖P ), in order to give a symmetric
measure of the deviation from the uniform distribution.
Figure 4 shows examples of the averaged amplitude (y-axis) versus phase bin
(x-axis) values for strong (left) and weak (right) coupling.




NEURONAL DISCHARGE IN PRIMATES
Parkinson’s disease is known to be associated with abnormal electrical spiking ac-
tivities of basal ganglia neurons, including changes in firing rate, bursting activities,
oscillatory firing patterns, and changes in entropy. We explored the relative impor-
tance of these measures through optimal feature selection and discrimination analysis
methods. Key characteristics of basal ganglia activity were found that predicted
whether the neurons were recorded in the normal or parkinsonian states. Starting
with 29 features extracted from the spike timing of neurons recorded in normal and
parkinsonian monkeys in the internal or external segment of the globus pallidus (GPi,
GPe), or the STN, a computationally intensive method that incorporates a support
vector machine was used to find feature combinations that optimally discriminate
between the normal and parkinsonian states. The results demonstrate that the dis-
crimination power of combinations of specific features is higher than that of single
features, or of all features combined, and that the most discriminative feature sets
differ substantially between structures. Each nucleus or class of neurons in the basal
ganglia may react differently to the parkinsonian condition and the features used to
describe parkinsonism should be adapted to the neuron type under study. The feature
most predictive of the parkinsonian state, the STN intra-burst frequency, was found
to have a significantly changed relationship to STN oscillations under parkinsonism.
Interestingly, this feature was not correlated with parameters describing oscillatory
firing properties in recordings made in the normal condition, but was significantly
correlated with spectral power in specific frequency bands in recordings from the
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parkinsonian state (specifically with power in the 8-13 Hz band). The work presented
in this chapter has been published in [106].
3.1 Motivation
It is well known that parkinsonism results in firing abnormalities of basal ganglia
neurons, specifically in the subthalamic nucleus (STN) and the internal and external
pallidal segments (GPi and GPe, respectively). It is very likely that such abnor-
malities are ultimately linked to the generation of the motor signs of Parkinson’s
disease, given the remarkable antiparkinsonian effects of pallidotomies and other sur-
gical interventions aimed at the basal ganglia ([5, 70, 76, 81, 119]). Early studies
of basal ganglia firing abnormalities focused on changes in the mean discharge rate
of basal ganglia neurons, with the finding that the average firing rates of GPe neu-
rons were reduced, while the average firing rates in GPi and STN were increased in
animal models of the disease (e.g., [4, 8, 29, 34, 37, 88, 120]), as well as patients
([55, 89]). Recent optogenetic studies have reinforced the idea that global changes
in basal ganglia output contribute to parkinsonism ([64]). More recent studies have
emphasized changes in firing patterns. For instance, basal ganglia neurons have a
greater-than-normal tendency to discharge in bursts in the parkinsonian state, as has
been shown in animals [8, 10, 37, 88, 90, 118, 121] and humans [55]. A subset of these
bursts may represent rebound (or low threshold spike) bursts, presumably driven by
activation of T-type calcium channels in the basal ganglia and thalamus. Abnormal
bursting in the basal ganglia and thalamus may not only be related to the motor
signs of parkinsonism, but may also underlie some of the arousal deficits in Parkin-
son’s disease [6, 43]. Another parkinsonism-related property of spiking activities of
basal ganglia neurons is that these neurons often fire in oscillatory firing patterns.
These patterns of activity have been documented in the basal ganglia since at least
the mid-1980s [8, 41, 49, 87]. Following the discovery of strong -band oscillations
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in local field potential recordings from the STN in parkinsonian patients [14], many
current researchers see these oscillations as the predominant electrophysiological ab-
normality in the parkinsonian brain. Oscillations are primarily identified in STN,
GPi, and GPe [8, 75, 74], although other areas of the basal ganglia-thalamocortical
circuitry also show oscillatory discharge [46, 48, 97]. The source of these oscillatory
activity patterns has not been clarified, but experimental and modeling studies have
suggested that they are the product of network interactions rather than being gen-
erated at specific basal ganglia locations [41, 49, 53, 82, 84]. Most recently, several
studies have observed that the spiking activity of neurons in the individual basal
ganglia nuclei differs in terms of entropy and other non-linear characteristics of fir-
ing [41], and that these changes are affected in parkinsonian patients by treatment
with dopamine receptor agonists or with deep brain stimulation in animal models of
parkinsonism. The relative preponderance and importance of these firing abnormal-
ities in the dopamine-depleted state, and their relationship to parkinsonism is not
clear, in part because most studies in this field tend to focus on individual changes
(such as changes in firing rates, bursts, or oscillations). In order to develop a better
understanding of the relative strength of these changes, we carried out an analysis in
which we evaluated the ability of combinations of multiple descriptors of single-cell
discharge in the basal ganglia to predict parkinsonism, using recordings in STN, GPe
and GPi from normal and MPTP-treated (parkinsonian) monkeys.
3.2 Methods
Some of the data used in this analysis were also used in previous studies [110, 121].
The activity in GPe, STN and GPi was first recorded in the normal state, and then
again after the animals had been treated with MPTP to induce parkinsonism. The
state of wakefulness was monitored throughout all experiments, and recordings were
discarded if the animal showed signs of drowsiness. After completion of the recording
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sessions, the location of the neurons was verified by histologic analysis. Inter-spike
interval (ISI) data from the recorded cells were then analyzed to measure the firing
rate, descriptors of burst discharges, entropy, or oscillatory activity. These analyses
resulted in 29 features (listed in Table 1) which were fed into different feature se-
lection algorithms to identify single features, or combinations of them, that would
best discriminate between neurons recorded in the normal and parkinsonian states,
separate for each of the three structures.
3.2.1 Animals
The two Rhesus monkeys (Macaca mulatta, 4-5 kg) that were used for these stud-
ies were housed under conditions of protected contact housing, with free access to
standard primate chow, water, and supplemental fruit and vegetables. Prior to the
recording sessions, the animals were adapted to the laboratory environment, and
trained to sit in a primate chair and permit handling by the experimenter. All ex-
perimental protocols were performed in accordance with the NIH Guide for the Care
and Use of Laboratory Animals (Anonymous, 1996), the PHS Policy on the Humane
Care and Use of Laboratory Animals (amended 2002), and the American Physiolog-
ical Societys Guiding Principles in the Care and Use of Animals (revised, 2000). All
experiments were approved by the Institutional Animal Care and Use Committee of
Emory University.
3.2.2 Surgical procedures
After completion of behavioral conditioning, stainless steel chambers for chronic
recording (inner diameter 16 mm) were stereotaxically positioned over trephine holes
under aseptic conditions and isoflurane inhalation anesthesia (1-3 percent). Cham-
bers directed at the pallidum (GPe, GPi) were placed at an angle of 50 from the
vertical in the coronal plane and chambers aimed at the STN were placed at an angle
of 36 anterior to the vertical in the sagittal plane. The chambers were affixed to the
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Table 1: Neuronal Discharge Features
skull with dental acrylic. Stainless steel head holders were also embedded into the
acrylic cap to permit stabilization of the head during the recording sessions.
3.2.3 Electrophysiology
All recordings were done with the animal seated in a standard primate chair, with its
head restrained. Recordings were only conducted if the animal was fully awake (veri-
fied by direct observation). The neuronal activity in GPe, GPi and STN was recorded
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extracellularly with tungsten microelectrodes (Frederick Haer Co., Bowdoinham, ME;
impedance 0.5-1.0 M at 1 kHz). The microelectrodes were lowered into the brain with
a microdrive (MO-95B, Narishige, Tokyo, Japan), using a guide tube that was posi-
tioned with its tip barely penetrating the surface of the brain to protect the electrodes
as they passed through the dura. The electrical signals were amplified (DAM-80 am-
plifier, WPI, Sarasota, FL), filtered (400-10,000 Hz, Krohn-Hite, Brockton, MA),
displayed on a digital oscilloscope (DL1540, Yokogawa, Tokyo, Japan), made audible
via an audio amplifier, and recorded as digital signals, using a video recording adapter
(model 3000A; Vetter, Rebersburg, PA; sampling rate: 40 kHz). Neurons in the basal
ganglia were identified by generally accepted characteristics such as high frequency
discharge with pauses in GPe, tonic high frequency discharge in GPi, and tonic and
regular discharge in an area of high background activity in the STN (see [9]). We
did not discriminate between specific functional territories within the basal ganglia
in these recordings, thus, records from motor and non-motor areas were included in
the analysis.
3.2.4 Administration of MPTP
After completion of recordings in the normal state, the animals received MPTP,
injected under general isoflurane anesthesia (1-3%) into the right common carotid
artery with the external carotid artery occluded, so that the toxin reached the brain
via the internal carotid artery (0.5 mg/kg per injection; one monkey received two
injections separated by two weeks, while the other received a single one). Both
animals developed similarly obvious signs of moderate parkinsonism (bradykinesia,
rigidity, flexed posturing of arm and leg) contralateral to the injections. The animals
did not receive any dopaminergic medications throughout these experiments. The
recordings in the parkinsonian state started 2 months after the MPTP injection.
Throughout the post-MPTP period, the behavioral state of the animals remained
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stable, as assessed with routine behavioral observations ([63, 110, 122]). After stable
parkinsonism was established, electrophysiological recordings resumed on the left side
(contralateral to the MPTP-administration).
3.2.5 Histology
At the conclusion of the experiments, the monkeys were killed by induction of deep
anesthesia with an overdose of sodium pentobarbital, followed by transcardial perfu-
sion with saline and 4% paraformaldehyde in 0.1 M phosphate buffer (pH 7.2). The
brains were removed and cryoprotected in 30% sucrose solution in 0.1 M phosphate
buffer. The fixed brain was sectioned in coronal planes (50 m). One of every four
sections was stained with cresyl violet for localization of microelectrode tracks. The
results of the histologic examinations are documented in our previous publication
[110].
3.2.6 Data analysis
Preliminary steps. We included cells in the analysis only if the reconstruction of
their location, based on stereotaxic information, micromanipulator readings during
the recordings, and the results of postmortem histologic analysis, confirmed that they
were located within one of the target structures (GPe, GPi, or STN). For inclusion
into the analysis, cells also had to be adequately isolated throughout the record,
as defined by a signal-to-noise ratio of their signals of 3 or greater. The recorded
activity was processed with a template-matching spike sorting device (Alpha-Omega,
Nazareth, Israel) which extracted the timing of spike occurrence. The data were
stored as ISIs. The ISI data were imported into Matlab (MathWorks, Natick, MA)
for further analysis. For confirmation of adequate signal isolation, we constructed
ISI distribution histograms for quality control. In addition, raster displays of the
spontaneous firing of each cell were carefully examined and episodes of stationary
discharge were selected in a blinded fashion. As shown in detail in Table 2, the
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Table 2: Data Segments.
eventually processed data segments were 546.9 ± 146.4 s long (mean ± SD, range:
63-1201 s), and included 31932 ± 16906 ISIs (range: 2783 107684 ISIs).
3.2.6.1 Feature extraction
The ISI data were used to extract different descriptors of neuronal discharge. In
addition to basic features (average, standard deviation and coefficient of variation of
ISIs, firing rate), we analyzed the oscillatory properties of neuronal discharge within
the spectral range of 1-100 Hz, as described in our previous publication [110]. The
power in portions of the spectrum was then integrated over the 1-3 Hz, 3-8 Hz, 8-13
Hz, 13-30 Hz and 30-100 Hz regions of the spectrum, and expressed as proportion of
the total spectral power in the 1-100 Hz range. We also calculated measures of entropy,
following the algorithm proposed by Dorval et al. (parameters H1-H5, and zc1-zc5,
see [32, 31]). In addition, we used the Poisson surprise method [71] to determine
the onset and offsets of bursts in discharge in the recorded data streams, using a
surprise value of 3 to identify bursts [121]. Bursts detected with this method were
used to calculate the average and median number of spikes per burst, the average and
median intra-burst firing rate, the proportion of time which the cell spent bursting,
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and the proportion of spikes in bursts. We also examined all ISIs that were not
part of bursts to determine the cells background (i.e., burst-free) firing rate. Each
burst preceded by a long pause (i.e., an ISI that was at least 500 ms long) was
classified as a rebound burst, and bursts following classic electrophysiologic features
of T-type calcium channel dependent bursting [130] were called LTS bursts. We then
calculated the proportion of rebound bursts that fulfilled LTS burst criteria. The
surprise method can also be used to identify pauses in discharge. We initially used
this fact to calculate the average pause duration, and the SD of pause durations,
the proportion of spikes that flanked pauses, and the proportion of time a cell spent
in pauses. However, these data could not be used for the subsequent classification
analysis (below), as many cells did not show pauses in their discharge. Eventually, 29
features, available from all neurons in all three nuclei, were used for the classification
analysis. These features were meant to encompass the characteristics typically used to
analyze neuronal discharge, along with a few novel features. As such, the set contains
some features that are linearly dependent. For instance, firing rate was included
because it is historically the most commonly analyzed feature. However, the mean
and standard deviation of ISIs were also included, as well as their combination (CV)
to see how the individual features would compare to the combination of the two. The
optimal feature selection method in this study allows ranking of the usefulness of
combinations of the dependent features for discriminating between recordings from
the parkinsonian and normal states.
3.2.6.2 Feature analysis
The general goal of the following data analysis was to identify combinations of the
previously extracted features that would best discriminate between the normal and
parkinsonian states. All analyses of the discrimination success were carried out with
a support vector machine (SVM) classification method (see below). In order to find
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optimal combination of features for each nucleus, individual features were cumula-
tively added to the SVM analysis, according to an order that was established by one
of four methods which are described (and compared) below. The simplest method
was a naive feature selection approach in which I first determined the SVM discrimi-
nation performance for each feature individually, and then added them one at a time
in the order of their performance (from best to worst) into the feature set used for
the eventual SVM discrimination. The second method ranked features based on their
respective F-scores [21], the third method explicitly considered feature relevance and
redundancy, and the fourth was an empirical iterative method which I refer to as the
best n features method. All feature selection methods were implemented with custom
MATLAB scripts.
3.2.6.3 Support vector machine discrimination
SVMs optimize the separation between classes of data (such as data generated in
the normal and parkinsonian states) in an N-dimensional feature space by choosing
a class boundary that maximizes the margin between points from each class that lie
closest to the boundary. The fractional correct SVM discrimination (discrimination
performance) is then the fraction of data points separated into the correct classes with
the chosen boundary. In this paper, SVMs were used to optimize class separation
for features individually (N = 1), reduced subsets of features (1 < N < 29), and
for the total number of features in the dataset (N = 29) in order to compare how
different number and composition of features affected the discrimination performance.
In order to reduce the potential for over-fitting, the data was divided into training
and test sets containing equal proportions of normal and parkinsonian data. The
SVM classifier was trained (i.e. the boundary was chosen) using the training data.
The discrimination performance was then evaluated by applying the trained classifier
to the test data. The method of 5-fold cross-validation was used for selecting the
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training and test sets. This method repeatedly divides the data into 5 different
subsets of equal size and each subset is tested using the classifier trained on the
remaining 4 subsets [54]. Classification of data that are not linearly separable in
standard N-dimensional feature space can be performed through use of a non-linear
kernel, such as the radial basis function [113]. The RBF kernel was employed for the
analysis in this paper, not only because it allows non-linear classification, but also
because it has been successfully used in other studies involving the classification of
neuronal discharge [40]. The SVM algorithms were implemented using the LIBSVM
library, with α and γ parameters optimized via a search over a set of discrete (α, γ)
points in a bounded region (grid search, [20]).
3.2.6.4 F-score method
One of the methods used to generate a rank order of features for the subsequent SVM
classification was the F-score method. For a given set of features xi, i = 1...N related
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For our study, the data were either recorded in the normal or parkinsonian state,
hence, the two classes were normal and parkinsonian, while the features were the i =
129 features described previously. The numerator of the F-score for each feature was
computed by summing the square of the difference between the mean of the normal
feature data and the overall mean of the feature data (from both classes) and the
square of the difference between the mean of the parkinsonian feature data and the
overall mean of the feature data. Similarly, the denominator summed the variances
for the normal and parkinsonian feature data for each feature. The end result was an
F-score for each feature, indicating how well that feature separated the two classes of
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data. Higher F-scores reflect features with good separation relative to the uncertainty
(variance) of the feature. The features were ranked from highest to lowest F-score
and added in a cumulative manner to the SVM discrimination process.
3.2.6.5 Relevance and redundancy method
The F-score approach does not reveal mutual information between features [21], a
problem that can lead to incorporation of redundant features in a given feature selec-
tion algorithm. In order to overcome this disadvantage, we tested a feature ranking
method that considers the relevance and redundancy [128] of the selected features.
For this approach, an SVM classifier was used to estimate the relevance of each fea-
ture, along with a cross correlation coefficient measure between features to estimate
its redundancy with other features. Visual inspection of the cross correlation map
(Figure 5) to gain insight into the feature selection process was a helpful aspect of
this method. The relevance score for each feature was defined as its individual RBF
SVM discrimination performance, Pi, between the normal and parkinsonian states.
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The absolute values of the Pearson correlations for each feature vs. each of the other
features were summed, normalized, and subtracted from 1 to obtain a score ranging







Next, the relevance and redundancy scores were added and the features ranked from
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high to low based on this composite score (Ci = Pi + Ri). The features were then
incorporated in a cumulative manner to the support vector machine (SVM) discrim-
ination process based on their Ci ranking.
Figure 5: Pearson Cross Correlations
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3.2.6.6 Best n features method
The best n features method used an empirical iterative process that selected the
individual feature providing the highest fraction of correct SVM discrimination as
the first optimal feature. At each subsequent step, an exhaustive search was used
to find the j features (singly, j = 1, or pairwise, j = 2) that provided the most
improvement in composite SVM discrimination, with features considered in order of
their individual SVM discrimination performance. The j features that provided the
most improvement at each step were then added to the best feature list, and the
process repeated until all features were included. This required computing the SVM
discrimination achieved by incorporating all possible combinations of j features over
all m remaining features for each step ( m!
j!(m−j)!). After all 29 features were included,
the list of ordered features was then truncated to the 1 through n features necessary
to reach the point of maximum SVM discrimination, i.e. the best n features.
3.3 Results
The data set consisted of data from GPe, GPi and STN, recorded before and after
treatment of the animals with MPTP. The basic data characteristics are shown in
Table 2. The Pearson correlation between features (Figure 5), gives a qualitative
overview of the discriminability of the data. In the figure, varying patterns of feature
correlation can be seen between the normal (left column of plots) and parkinsonian
states (right column of plots) in GPe, GPi, and STN. Note the large contrast between
features based on STN data from the normal state, compared to features based on
STN data from the parkinsonian state, the two classes of data that yielded the best
discrimination results in all of the discrimination algorithms tested here (see below).
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3.3.1 Discrimination achieved using results of different feature ranking
algorithms
Figure 6 shows the ranking of features obtained using the four different feature se-
lection processes, applied to data from GPe. For each method, the x-axis lists the
features from best to worst individual discrimination performance and the line shows
the performance achieved by incorporating the k best performing features, for k =
129. The naive feature selection approach (”A” in Figure 6) achieved a peak per-
formance of 80% for the GPe data, 79% for the GPi data, and 86% for the STN
data. As in all parts of Figure 6, the figure shows that the addition of certain fea-
tures (even those ranked highly by these methods) actually reduced the cumulative
discrimination performance. Parts ”B” and ”C” of Figure 6 illustrate the respective
discrimination performance when features were added to the SVM analysis in the
rank order as indicated by the F-score and the Relevance and redundancy methods.
For both, the maximal level of discrimination was higher than that possible with
the nave method. Finally, Part D demonstrates the results of the best n features
method. Adding iteratively the single feature that gave the most improvement in dis-
crimination increased the discrimination success beyond that achieved with the other
methods. Additional increases were seen by bringing in the two best features at each
step (pairwise best n features). This method resulted in a performance curve that
peaked at 91% for the GPe data (10 features), 86% for the GPi data (10 features),
and 95% for the STN data (6 features). Note that the performance increased until
a maximum was reached, and then declined, indicating no additional discrimination
capability was provided by the remaining features. The higher peak and the mono-
tonically increasing and then decreasing nature of the performance curve led us to
choose the optimal features selected using this method for further analysis. Table 3
shows the feature sets that yielded the maximum performance using this approach
for each nucleus.
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Figure 6: Discrimination results for four different feature ranking methods
3.3.2 Comparison of features selected by the different methods
As shown in Part A of Figure 7, the single feature discrimination performances typi-
cally varied substantially from one feature to another. The single feature discrimina-
tion performances also varied widely between the different nuclei for some features.
Part B of Figure 7 shows a comparison of the discrimination performance of combi-
nations of features, added in order of their ranking by the different feature selection
algorithms used in this study. For each approach, the results reflect the performance
obtained by including the set of features that produces the highest level in the respec-
tive performance graph. When the full set of 29 features was used (All features), 81%
correct discrimination between the normal and parkinsonian states was achieved for
the cells in the STN data set, and 79% was achieved for both the GPe and GPi data
sets. Although each of the methods for feature selection improved on the all features
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approach, the figure shows that the pairwise best n features method generated the
rank order of features that resulted in the best discrimination performance. The top
features selected with each of the associated methods were not necessarily the same.
However, within a particular nucleus, many features were seen to be common across
methods. For example, in the GPe data, 3 of the top 11 features (4, 7, 8) were com-
mon across all methods, with feature 7 (spectral power in the 8-13 Hz band) being
the strongest. Four of the remaining 8 were common among three methods (10, 11,
25, 26). For the GPi data, 3 of the top 11 features appeared in all four methods (21,
22, 28), with feature 28 (proportion of LTS bursts) as the strongest feature. Four
of the remaining 8 features were common among three methods (3, 24, 25, 26). In
the STN data, 6 of the top 11 features appeared in all methods (features 4, 7, 14,
20, 23, 24), with feature 24 (median intra-burst frequency) being the single strongest
feature.
3.3.3 Top features for each nucleus
Figure 8 shows scatterplots of the two top ranked features for discrimination for each
of the three nuclei, as selected by the best n features method. Although more than
two features were necessary for peak discrimination, the two-dimensional scatterplots
provide a visual indication of how the neuronal discharge patterns changed under
parkinsonism, and how much discrimination is achievable using only the two features
that were most changed. Standard linear discrimination analysis (LDA) of the two-
dimensional data yielded 76% discrimination for the GPe, 71% for the GPi, and
82% for the STN data (lines show LDA discrimination). As can be seen, the top
features in each nucleus were related to either bursting or fractional spectral power.
For GPe, the top two features were the fractional spectral power in the 8-13 Hz
(feature 7) and 1-3 Hz (feature 5) bands. Under baseline conditions, the mean 8-13
Hz fractional power was 0.03 ± 0.016 (i.e., approximately 3% of the entire power in
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Figure 7: Summary Results. A: Single feature discrimination. B: Discrimina-
tion using optimal feature selection approaches.
the 1-100 Hz range was in this band; mean ± SD). Under parkinsonian conditions,
the mean increased to 0.06 ± 0.041. The mean 1-3 Hz fractional power decreased
from 0.04 ± 0.026 (baseline) to 0.03 ± 0.016 (parkinsonism). For the GPi data, the
two highest ranking features were the fraction of LTS bursts (feature 28) and the
mean intra-burst frequency (feature 23). Under baseline conditions, the fraction of
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LTS bursts was 0.27 ± 0.059 (i.e., 27% of all bursts were designated as LTS bursts).
In the parkinsonian state, the mean decreased to 0.20 ± 0.070. The mean intra-burst
frequency increased from 185.06 ± 41.147 spikes/s at baseline to 204.03 ± 43.881
spikes/s in the parkinsonian state. For the STN data, the two top features were the
median intra-burst frequency (feature 24) and the spectral power in the 8-13 Hz band
(feature 7). Under baseline conditions, the median intra-burst frequency was 74.37
± 24.934 spikes/s. Under parkinsonian conditions, the mean increased to 119.15 ±
33.599 spikes/s. The mean fractional power in the 8-13 Hz range increased from 0.05
± 0.012 (baseline) to 0.08 ± 0.028 (parkinsonism). The minimum and maximum
values, and the data distributions for the top two features from each nucleus can be
seen in the scatterplots in Figure 8. The individual (and two-dimensional) feature
distributions for the baseline and parkinsonian conditions overlapped. However, as
seen in Part D of Figure 6, the ability to discriminate between the data increased as
more features were included. Although increased bursting occurred in all three nuclei,
the observed changes differed between the STN and the two pallidal segments. The
GPe and GPi data showed large increase in the average proportion of spikes in bursts
(feature 26), while in STN, the major effect was the increased intra-burst frequency.
The median intra-burst frequency (feature 24) increased by approximately 60% in
the STN in the parkinsonian state as compared to the normal condition, although
the average proportion of spikes in bursts only increased by about 7%. In contrast,
the median intra-burst frequency in the GPe decreased by 16% while the average
proportion of spikes in bursts increased by 80% in the parkinsonian state. In the
GPi, the median (and mean) intra-burst frequency increased by 10% while the average
proportion of spikes in bursts increased by 50%. Some spectral characteristics were
shared between nuclei while other spectral features showed significant differences. For
example, the 30-100 Hz fractional spectral power in each band for GPe, GPi, and STN
was reduced, while the fractional power in the 3 to 30 Hz frequency bands was higher
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in the parkinsonian state. In the GPi, characteristics of burst discharges (features
23-26), and fractional spectral power in the 3-100 Hz frequency bands (features 6-9)
were not significantly correlated in either the normal or parkinsonian states (p ≥ 0.1).
In the GPe, these sets of features were related, but the significance (and direction) of
correlation between them was similar for both states (p ≤ .008; 30-100 Hz [negatively
correlated with bursting], 3-8 Hz and 8-13 Hz [positively correlated with bursting]).
Thus, there was no parkinsonism-related change in the relationship between burst
features and spectral power in either pallidal segment. This was different for the
STN, however. In this nucleus, the intra-burst frequency (features 23 and 24) and
the power in the 3-100 Hz bands were not correlated under normal conditions (p ¿
0.3, see flat solid least square fit lines in Figure 9). In contrast, in the parkinsonian
state, the intra-burst frequency correlated negatively with the power in the 30-100
Hz band (p = 0.002, Part A of Figure 9, dashed line) and positively with the power
in the bands between 3 and 30 Hz (p = .01 for 3-8 Hz [Part B of Figure 9], p = 0.009
for 8-13 Hz, and p = .04 for 13-30 Hz).
3.3.4 Reproducibility of results
Recognizing the importance of reproducibility in generating a set of best features for
each nucleus, we re-ran the best n features algorithm using half of the data, randomly
selected, for training and optimizing parameters, then used SVM prediction to classify
the other half of the data. We then repeated the process, swapping the training and
testing data sets. As can be expected, the performance results were slightly lower,
(81-83% for the GPe data set, 68-75% for the GPi data set, and 77-86% for the STN
data set), but the list of best features did not change significantly. In particular, the
top features for each nucleus remained the same.
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Figure 8: Top two features providing the best discrimination for A. globus
pallidus externa (GPe), B. globus pallidus interna (GPi), and C. Subthalamic
nucleus (STN).
3.3.4.1 Discrimination between nuclei
We also explored whether the best n features method could be used to discriminate
single cell spiking recorded in the different nuclei. Under baseline conditions, the
discrimination between GPe and GPi was 83.1%, between STN and GPe was 98.3%,
and between STN and GPi was 100%. The top features for discrimination were, for
GPe/GPi: zc3, CV of ISIs, H3, SD of ISIs, and mean spikes per burst; for STN/GPe:
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Figure 9: Data and trend lines for STN fractional spectral powers versus me-
dian intraburst firing rate; A. High frequency (30-100 Hz), and B. Low fre-
quency (3-8 Hz) spectral power
median intra-burst frequency, 13-30 Hz power, and firing rate; and for STN/GPi: H1,
zc5, and firing rate. In the parkinsonian condition, the corresponding accuracies were
89.1%, 97.0%, and 96.8% respectively. Concerning the GPe/GPi discrimination, the
best features were the mean intra-burst frequency, 13-30 Hz power, and mean ISI; for
STN/GPe discrimination, the best features were 13-30 Hz power, H1, and zc1; and
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for the discrimination between STN and GPi, the best features were 13-30 Hz power,
median intra-burst frequency, and zc2.
3.4 Discussion
We found that SVM discrimination between ISI features from extracellular recordings
in the STN, GPe and GPi allowed successful discrimination between the normal and
parkinsonian states and between the three nuclei in monkeys. Combining the SVM
discrimination techniques with optimal feature selection methods enabled quantita-
tive analysis of the most changed features, and the relationships between them, in the
three basal ganglia regions under dopamine depletion conditions. As seen in Figure
7, the best n features method provided the highest discrimination percentages of the
feature selection approaches tested. The top features identified using that method
were also highly ranked by most of the other methods, adding to our confidence that
the features identified and discussed in the following are important for distinguishing
between the normal and parkinsonian conditions.
3.4.1 Best feature sets for discriminating between normal and parkinso-
nian states in different basal ganglia nuclei
As shown in Table 3, the set of best features included multiple categories of features
for all three basal ganglia nuclei, reinforcing the idea that it is relevant to examine
different aspects of cellular activity to gain optimal information. As suggested by
the summary results, the best number of features for this type of discrimination may
be approximately 6-10. The optimal feature sets did not include all features in any
one category, indicating that some of the features in each category were redundant
(and were thus removed). For example, optimal feature lists included the ISI CV
(feature 3), but not the ISI mean and standard deviation (features 1 and 2), likely
because the former is a linear function of the latter two. The feature categories most
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relevant for discrimination were the bursting statistics and fractional power of oscilla-
tions (spectral power), although firing rate/ISI statistics and entropy measures were
also useful. Interestingly, the relationship between oscillatory activities and bursting
may be different in the STN and the GPe/GPi. The burst statistics indicated that,
although increased bursting occurs in all three nuclei in the parkinsonian state, the ef-
fect in the STN was an increase in intra-burst frequency, while the GPi and GPe data
showed larger increases in the proportion of spikes in bursts. Our analysis showed
that the fractional spectral power in the 8-13 Hz and 13-30 Hz bands was higher on
average in the parkinsonian condition for all 3 nuclei, agreeing with previous findings
of prominent oscillations in the beta band in the parkinsonian state (see, for instance
[8, 49]). The STN intra-burst frequency feature was not correlated to the oscillatory
power in these frequency bands at baseline (normal), but under parkinsonian con-
ditions, became positively correlated for bands between 3 and 30 Hz and negatively
correlated for the 30-100 Hz band. This significant change in the correlation between
bursting and spectral power is likely the reason better discrimination was possible for
the STN as compared to the GPe and GPi data. It also suggests a link between the
increased burst intensity of STN neurons and the parkinsonian profile of increased
beta and reduced gamma oscillations. Although increased fractional spectral power
in the 3 to 30 Hz frequency bands was also seen in GPe and GPi, the magnitude
and direction of correlation between burst features and fractional spectral power in
these structures did not change significantly in the parkinsonian state as compared
to the normal state. We found that the proportion of LTS bursts (feature 28), the
top ranked feature for GPi discrimination, was smaller in the parkinsonian state than
in the baseline condition in the GPi data, indicating that, at least for GPi cells,
the increased bursting is substantially different from typical LTS bursting activity.
This result may be understandable by the fact that LTS bursts tend to be associ-
ated with increased membrane hyperpolarization. While several structures within the
42
basal ganglia-thalamocortical network of connections are hypothesized to be subject
to greater phasic or tonic GABAergic inhibition and may thus be prone to develop
LTS bursts, this is not the case for GPi which, according to the classic models of basal
ganglia activity changes in Parkinson’s disease, is, instead, subject to an increased
excitatory drive from the STN (see, e.g., [39]). As seen in Table 3, three of the most
relevant features from the GPe and GPi data sets were based on measures of entropy
(features 10, 11, and 15). H1 (feature 10) is the entropy calculated considering only
single ISIs, while H2 (feature 11) takes all sets of two consecutive ISIs into account.
Zc1 (feature 15) is calculated by extrapolating the entropy to infinite signal length
through regression of H1 (see [32]). The entropy features indicate the general level of
variability in the cell firing [13]. It is interesting to note that entropy features did not
appear in the STN best feature set even though the STN data allowed the best overall
discrimination. Even for GPi and GPe, entropy measures did not appear in the top
two features. Thus, while measures of entropy may be helpful when used in conjunc-
tion with other features, they do not perform as well as other features for the type of
discrimination performed in this study, and, if the ease of discrimination is considered
a proxy for importance, may be less important than other features. Although basic
descriptors of firing were not top-ranked features for any nucleus, the firing rate, and
mean, standard deviation, and CV of the ISIs ranked fairly high in the single feature
discrimination performance for all nuclei (see Part A of Figure 6, features 1-4). In our
study, no firing rate related features were necessary for optimal discrimination of the
STN data, however, the CV of the ISIs (feature 4) was included in the optimal feature
lists for both the GPe and GPi data sets (see Table 3). These features continue to
be widely used in models of the pathophysiology of parkinsonism, perhaps in part
because they are easily quantifiable smoothed statistics that reflect the underlying
bursting activity that this study found most relevant for distinguishing between the
normal and parkinsonian states. Our analysis showed that the optimal feature sets
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Table 3: Table of Best Features
differed substantially between neurons recorded in the different structures. Discrim-
inating neurons recorded in the normal and parkinsonian states was easiest for the
STN data, possibly due to the previously discussed significant correlation between
the median intra-burst frequency and spectral features that occurs under parkin-
sonism. Records from GPe and GPi were consistently more difficult to categorize,
resulting in lower rates of correct discrimination. These differences are likely due to
the different membrane properties, afferent synaptic connections, and receptor and
neurotransmitter distributions found in the GPe, GPi, and STN nuclei. The different
optimal feature sets hint at the general response properties of the cell types under
parkinsonian conditions. Whereas the STN cells have a clearly discernible pattern
of increased intra-burst frequency and spectral changes, the pallidal cells responses
appear to be more varied and complex.
3.4.2 Discrimination between nuclei
Trained investigators can easily distinguish between STN, GPi and GPe activities,
using on-line audio representations or oscilloscope displays of single cell activities
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recorded from these nuclei. The analysis of the inter-nuclear discrimination of the cho-
sen analysis method was therefore included as a positive control experiment, demon-
strating that the chosen analytical methods are capable of discriminating GPe, GPi,
and STN activities. Not surprisingly, the discrimination between the relatively slow-
firing STN cells and the high-frequency pallidal cells was found to be excellent, while
distinction between the two (relatively similar) pallidal segments was less accurate.
In all cases, three to five features were adequate for maximum discrimination. How-
ever, the best features for discriminating between nuclei differed between the control
and parkinsonian states, supporting the notion of significant parkinsonism-related
changes of single cell activities in these nuclei. Note that, in the parkinsonian state,
discrimination between the STN and GPi became less accurate while discrimination
between the GPe and GPi became more accurate.
Figure 8 shows scatterplots of the two top ranked features for discrimination for
each of the three nuclei, as selected by the “best n features” method. Although more
than two features were necessary for peak discrimination, the two-dimensional scat-
terplots provide a visual indication of how the neuronal discharge patterns changed
under parkinsonism, and how much discrimination is achievable using only the two
features that were most changed. As can be seen, the top features in each nucleus
were related to either bursting or fractional spectral power. For GPe, the top two fea-
tures were the fractional spectral power in the 8-13 Hz (feature 7) and 1-3 Hz (feature
5) bands. For the GPi data, the two highest ranking features were the fraction of LTS
bursts (feature 28) and the mean intra-burst frequency (feature 23). For the STN
data, the two top features were the median intra-burst frequency (feature 24) and
the spectral power in the 8-13 Hz band (feature 7). Standard linear discrimination
analysis (LDA) of the two-dimensional data yielded 76% for the GPe, 71% for the
GPi, and 82% for the STN data (lines show LDA discrimination). In contrast, when
the optimally selected set of features were used, SVM discrimination achieved 91%
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for the GPe data (10 features), 86% for the GPi data (10 features), and 95% for the
STN data (6 features).
Although increased bursting occurred in all three nuclei, the observed changes
differed between the STN and the two pallidal segments. The GPe and GPi data
primarily showed large increases in the average proportion of spikes in bursts (feature
26), while in STN, the major effect was the increased intra-burst frequency. The
median intra-burst frequency (feature 24) increased by approximately 60% in the
STN in the parkinsonian state as compared to the baseline condition, although the
average proportion of spikes in bursts time spent bursting only increased by about
7%. In contrast, the median intra-burst frequency in the GPe decreased by 16% while
the average proportion of spikes in bursts increased by 80% in the parkinsonian state.
In the GPi, the median (and mean) intra-burst frequency increased by 10% while the
average proportion of spikes in bursts increased by 50%.
Some spectral characteristics were shared between nuclei while other spectral fea-
tures showed significant differences. For example, the 30-100 Hz fractional spectral
power in each band for GPe, GPi, and STN was reduced, while the fractional power
in the 3 to 30 Hz frequency bands was higher in the parkinsonian state. In the GPe
and GPi, the correlation between bursting features and fractional power in frequency
bands was similar in both the baseline and parkinsonian states. However, for the STN
neurons recorded in the parkinsonian state, increased intra-burst frequency correlated
negatively in a linear fashion with the power in the 30-100 Hz band (p = 0.002) and
with positive linearity for the power in the bands between 3 and 30 Hz (p = .01 for
3-8 Hz, p = 0.009 for 8-13 Hz, and p = .04 for 13-30 Hz) . There was no correlation




Using multiple feature selection methods tested against a set of neuronal discharge
features from three basal ganglia regions, we found that the features that most effec-
tively discriminate the neuron activity in the parkinsonian and normal states differ
between the STN and the two segments of the globus pallidus. Although the rea-
sons for these differences remain speculative, it is possible that the cellular responses
are strongly influenced by local factors, such as the membrane properties of specific
groups of cells, or by the synaptic connections between the recorded neurons and
their respective afferents. We found that concentration on any one feature of single
cell firing (such as firing rates or oscillatory properties) to characterize the parkinso-
nian state in all nodes of the basal ganglia-thalamocortical network is less accurate
than an analysis of multiple nucleus-specific descriptors to predict changes of activity
patterns in the basal ganglia-thalamocortical network.
3.6 Contributions to work
The animal experiments and recordings in this chapter were performed by Jesus
Soares and Thomas Wichmann. Previously published analysis of the original data
was performed by Thomas Wichmann and Jesus Soares. The analysis of optimal
features for discrimination was performed by Teresa Sanders with input from Mark
Clements. The manuscript was prepared by Teresa Sanders and Thomas Wichmann




SUBTHALAMIC NUCLEUS LOCAL FIELD POTENTIALS
AND CORTICAL ELECTROENCEPHALOGRAMS
Synchronized neural oscillations underlie the precise timing associated with coordi-
nated movements [107]. These normal baseline oscillation patterns have been shown
to be disrupted in many disorders [115]. The following four studies, described in
Chapters 4 and 5, analyze the relationships between six frequency bands in subtha-
lamic nucleus (STN) local field potentials (LFPs) and primary motor cortex (M1)
electroencephalographic (EEG) signals recorded from rhesus monkeys as they pro-
gressed from the baseline state to moderate parkinsonism. The original datasets,
used for the findings described in studies one (Section 4.1) and three (Section 5.1),
consisted of two MPTP monkey models. Later, data from a third monkey was ob-
tained and used for confirmation of the findings, as described in the second (Section
4.2) and fourth study (Section 5.2).
In the first study, discrimination between baseline and varying stages of parkin-
sonism was accomplished with > 84% accuracy using only amplitudes of the LFP
wavelet packet transform (WPT) envelope from each of the six frequency bands.
In the second study, similar performance results were achieved using the complex
continuous-time wavelet transform (CCWT). A novel mapping technique was then
developed to show the progression of parkinsonism over time using phase-amplitude
cross-frequency-coupling (CFC) features [7, 17, 18, 114]. One unique feature of the
mapping technique was that the CFC features were extracted from the CCWT coef-
fiicient phases and amplitudes for the six frequency bands, rather than simply from
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bandpass-filtered signals. The maps generated using this technique revealed similar
CFC feature changes in the progression of parkinsonism for three monkeys.
In the third study, canonical correlation was used to show that weighted com-
binations of the phase-amplitude CFC features (also known as Modulation Indices
(MIs)) correlated significantly with the individual and composite motor scores for
the STN-LFP signals. Statistically significant correlation was also found using the
EEG MIs. In the fourth study, the correlations between the composite motor scores
and the MIs were compared to correlations between the motor scores and standard
statistical measures from the same six frequency bands.
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4.1 Discrimination between normal conditions and parkin-
sonism based on wavelet packet transform analysis of
electroencephalographic (EEG) and subthalamic local
field potential recordings
Parkinsonism is believed to be associated with increased inter-neuronal synchroniza-
tion in the basal ganglia and cortex of parkinsonian patients and dopamine-depleted
animals, but the relationship between changes in neuronal synchronization and the
severity of the disease remains unclear. The following study examined this issue by
analyzing changes in subthalamic LFPs and cortical EEG signals in two Rhesus mon-
keys that developed parkinsonism in response to chronic systemic treatment with the
dopaminergic neurotoxin MPTP. LFPs were recorded acutely, along with EEG signals
from the primary motor cortex (M1) as the monkeys progressed from their behavioral
baseline to moderate parkinsonism. Based on scoring of behavioral observations, the
level of parkinsonism was classified as slight, mild, or moderate.
Since LFP and EEG oscillations fluctuate in both frequency and duration, non-
windowed discrete-time Fourier transform methods, which rely on frequency compo-
nents that exist over all time points, do not adequately capture the dynamics of the
data. Bases sets that support jointly varying frequency and time representations, such
as wavelets or multi-taper methods [58], are more appropriate for such analyses. Fast
Fourier transform, continuous wavelet transform and statistical properties of wavelet
spectra have been used successfully to evaluate important features of STN LFPs
aligned to movement activities such as finger-tapping exercises [69]. For this study,
we hypothesized that changes in the LFP and EEG oscillations might be detectable
without the presence of a known aligning activity or stimulus. We chose to analyze
the time-frequency signal representations using the wavelet packet transform (WPT)
since this allowed evenly spaced frequency (scale) bands and easy transformations
from the time domain to the frequency domain and back. Scaling was adjusted to
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match the frequency bands commonly used in EEG analysis literature [98, 61] (delta,
theta, alpha, beta, and gamma). Based on features used successfully in [85], WPT
envelope features of the recorded LFP and EEG data were analyzed. Standard scores
(also known as z-scores) of the 1000 Hz LFP and EEG signals for each recording day
were calculated. Next, a 90 Hz low pass filter was applied to the z-scored data and
the data was downsampled by 4. (Downsampling was performed to reduce the re-
quired computations; the resulting 250 Hz signal more than supported the maximum
frequencies of interest.) The remainder of the processing used the methods described
in [85] which are summarized as follows. WPTs were used to filter the downsampled
data into 6 band-filtered signals from the following frequency bands: Delta (3-4Hz),
Theta (5-7 Hz), Alpha (8-11 Hz), Low Beta (12-19 Hz), High Beta (20-30 Hz), and
Low Gamma (31-40 Hz). The envelope of each of the 6 band filtered signals was
calculated using the Hilbert transform. The data for each of the band filtered signals
were then averaged over 100 ms frames, and finally split into groups containing 5
consecutive averages for each of the 6 frequency bands (corresponding to 500 ms of
data). Each group was then a feature vector of length 30 and was subsequently used
for classification. Linear discriminant analysis (LDA) classification with radial ba-
sis function kernel and 5-fold cross-validation were used to discriminate between the
LFP/EEG feature vectors associated with normal brain function and those associated
with the varying levels of parkinsonism. LDA discrimination accuracy between the
baseline and parkinsonism was 78% to 98% for Monkey 1 and 59% to 75% for Monkey
2 using the STN LFP data, and 74% to 78% (Monkey 1) and 70% to 75% (Monkey
2) using the M1 EEG data. See Figure 10. Note that, in each case, the performance
shown is for binary discrimination between the baseline condition and the indicated
stage.
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Figure 10: Fraction correct discrimination between the baseline condition and
three stages of parkinsonism using Wavelet Packet Transform (WPT) features.
Shown for features extracted from both STN LFP and motor cortex electroen-
cephalogram (EEG) data for Monkey 1 (left set of bars) and Monkey 2 (right
set of bars). Error bars indicate the standard deviation for the 5-fold cross-
validation.
4.2 Classification of four stages of parkinsonism based on
complex continuous wavelet transform phase-amplitude
coupling features
Although the WPT approach used in the previous study allowed discrimination be-
tween baseline and each parkinsonian stage, classification into the four stages was not
possible with high accuracy. In order to provide classification between multiple stages,
new and/or expanded features were needed. In order to incorporate phase informa-
tion, in addition to the magnitude features considered in the previous discussion, the
complex continuous-time wavelet transform (CCWT) approach was employed. The
use of a complex wavelet atom accurately preserved phase information, allowing both
frequency and phase analysis.
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Before transitioning from the WPT to the CCWT for frequency pre-processing,
the envelope features previously obtained with the WPT approach were extracted
using the CCWT, and the performance was compared to the results in Section 4.1
to ensure no loss of discrimination capability occurred due to the non-orthogonality
of the CCWT or other unforeseen issues. Subsequent analysis then used the CCWT
amplitude and phase information to create phase-amplitude cross-frequency-coupling
(CFC) features. The detailed methods for calculating these features will be described
in Section 5.1.2.
4.2.1 Introduction
The motor signs commonly seen in Parkinson’s disease patients are well documented.
However, the electrophysical characteristics of the disease and its progression are still
the subject of debate. In this work, phase-amplitude CFC features were extracted
from LFPs recorded in the subthalamic nucleus of three monkeys in order to char-
acterize the electrophysiologic progression of parkinsonism. ANOVA analysis showed
marked increases in beta phase modulation of amplitude in mild to moderate parkin-
sonism for three monkeys despite inconsistent trends in average beta power across
monkeys. In addition to the beta phase modulation of amplitude, delta phase mod-
ulation of amplitude was seen. Specifically, the delta phase modulation was reduced
in parkinsonism as compared to the baseline condition for all three monkeys.
4.2.2 Methods
The animal experiment methods for this study, including the wakefulness assessment
and parkinsonism scoring, were performed using the methods described in Section
5.1.2. Prior to the following analysis, the LFPs were preprocessed to remove any
segments where the monkey was not in a wakeful state.
CFC features known as modulation indices (MIs) were calculated from the phase
and amplitude of the STN-LFP CCWT coefficients in 6 frequency bands (see Section
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5.1.2 for detailed methods). The frequency bands used were as follows: Delta (3-4 Hz),
Theta (4-8 Hz), Alpha (8-13 Hz), Low Beta (13-16 Hz), High Beta (16-30 Hz), and
Gamma (30-58 Hz). A few different frequency band divisions were tested (including
the divisions used in the previous study in 4.1). However, the divisions above were
selected since they are the standard frequency bands used for clinical EEG analysis,
and also because they showed the changes in the electrophysiology most clearly. The
MIs were z-scored and placed in an image array with colors corresponding to the
z-scored MI value and indexed by (parkinsonism score, MI feature number).
Figure 11 shows the MIs for one parkinsonism score in a two-dimensional array
(left) and in the vector configuration (right) used in this study. The MI vectors were
arranged in order of increasing parkinsonism score and a 2-dimensional Wiener filter
applied to create the MI map images shown in this analysis (Figure 12). Z-scoring the
MIs was performed in order to visually balance the 36 MI rows to a common range.
(Variations between different rows occur due to power differences in the frequency
bands.)
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Figure 11: Example Modulation Index (MI) feature images for a single parkin-
sonism score. Red corresponds to a high degree of cross-frequency-coupling,
while dark blue corresponds to an absence of cross-frequency-coupling. The 36
MI features can be displayed in a 6x6 array (left) or in a column vector (right).
This analysis used the column vector configuration in order to show changes in
the features with increasing parkinsonism.
One-way ANOVA analysis was used to find the MIs with the highest statistical
significance across data grouped by parkinsonism scores. Multiple comparisons with
Bonferroni adjustments [33] were then used to find the MIs with the most statistically
significant differences across all motor scores.
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4.2.3 Results
Figure 12 shows the modulation indices related to each motor score as the monkeys
progressed from baseline to parkinsonism. Colors represent the z-scored degree of
phase-amplitude CFC in each of the phase sub-bands indicated on the y-axis, showing
the amplitude modulation of each band by the phase of each of the six modulating
bands. Each column shows the CFC features averaged over one recording session.
The x-axis corresponds to gradually worsening parkinsonism, as indicated by the
labeling. Several regions of reduced (blue) or enhanced (red) modulation activity can
be seen.
Four common patterns in the data were visible. First, in the baseline region,
there was little beta phase modulation of the amplitudes at any frequency. This
is particularly evident by noting the large dark (blue) patches in the baseline MIs
shown in Figure 12. For Monkey 1 and Monkey 3 the blue patch was most apparent
in the low beta phase modulation region, while for Monkey 2 it was seen most clearly
in the alpha/low beta phase modulation. Secondly, as the degree of parkinsonism
increased, the beta phase modulation increased (blue patches disappear). Although
not always a linear increase, the beta phase modulation continued to increase with
increasing parkinsonism until reaching scores of approximately 7 to 10. The beta
phase modulation then generally decreased. This is best seen in the top image in
Figure 12 which shows a bright orange/yellow region where the phase modulation
peaked at a parkinsonism score of 8, followed by a return to ”blue” levels at a score
of 12. The z-scored MI values and shape of the low beta MI patterns were similar for
all three monkeys as shown in the left side of Figure 13. Note that the Monkey 2 MIs
in the low beta band follow this characteristic pattern, even though the minimum
baseline phase modulation occurs in the alpha band for Monkey 2 (see Figure 12).
The third common characteristic seen in Figure 12 was the elevated delta phase
modulation at baseline (red patches) which decreased overall from left to right. The
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Figure 12: Phase-Amplitude Coupling features versus degree of parkinsonism
for Monkey 1, Monkey 2, and Monkey 3. Vertical lines indicate columns of
data belonging to each of the four stages of parkinsonism: Baseline (beginning
to bold line), Stage 1, Stage 2, and Stage 3. Horizontal lines group the features
by modulating phase. Within each phase group, the amplitude band increases
from top to bottom.
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right side of Figure 13 shows the generally decreasing delta phase modulation for
all three monkeys. Finally, at the highest parkinsonism score measured for all three
monkeys (12), decreased phase modulation can be seen across all frequency bands.
Taken together, these characteristics were used to partition the parkinsonism pro-
gression into four stages as indicated by the vertical lines in Figure 12. The baseline
stage was characterized by low beta phase modulation and high delta phase modula-
tion. Note that approximately twice as much baseline data was recorded for Monkey 3
compared to the other two monkeys. The second stage (scores (0-6]) showed medium-
high level modulation for all frequencies, with Monkeys 1 and 3 showing some regions
of low delta/theta modulation. The third stage (scores (6-10]) had the opposite char-
acteristics of the baseline pattern (high beta, low delta). The fourth stage (scores of
(10-12.5]) showed reduced modulation at all frequencies.
Figure 13: Left: mean beta phase-amplitude cross-frequency-coupling (CFC)
MIs; Right: Mean delta phase-amplitude CFC MIs; Monkey 1 (red), Monkey
2 (green), and Monkey 3 (blue).
4.2.3.1 Comparison with beta power statistics
The beta MI changes showed a similar pattern that was statistically significant for
the baseline stage and for other parkinsonism scores for all three monkeys. The
left column of Figure 14 shows the distributions of the summed low beta and high
beta phase-amplitude CFC MIs across parkinsonism scores using Bonferroni multiple
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Figure 14: Summed beta phase-amplitude CFC features (left) and beta powers
(right) for Monkey 1 (top), Monkey 2 (middle), and Monkey 3 (bottom). The
beta CFC features (left column) show low values under baseline conditions (0)
and at maximum parkinsonism (12-12.5), with elevated beta values in between,
while the beta powers (right column) do not show a consistent trend across the
three monkeys.
comparison analysis. The blue and red vertical lines indicate statistically significant
differences between the baseline and other parkinsonism scores. The same analy-
sis performed for the average beta powers failed to show any statistical significant
common trends (right column of Figure 14).
It is important to note that the mean baseline MI values for any of the three
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monkeys could be used as the reference point for detecting parkinsonism in the other
monkeys. Figure 15 illustrates this for the raw low beta phase modulation of the
alpha amplitude MI. The data shown is from the set of STN recordings captured
simultaneously with GPi recordings. The horizontal lines correspond to the mean
value under baseline conditions for this MI for the three monkeys. The figure shows
that the range of raw scores was similar for all three monkeys, and that increased MI
scores (reflecting parkinsonian activity) in any one of the monkeys would exceed any
of the three means.
4.2.4 Discussion
This work was unique in several aspects. First, no aligning trigger was present in this
data. However, even in the absence of any aligning stimulus markers, steady state
patterns in parkinsonian brain activity were detectable using this approach. Second,
by displaying the CFC features in concatenated vector format, the resulting image
allowed a view of the progression of parkinsonism over time. Third, studies of CFC
features often only consider phase modulation of amplitudes at higher frequencies,
since this is a more understandable model of signal behavior. However, all combina-
tions were included in this work, since the modulation results were not symmetric and
many statistically significant pairings were found for which the phase frequency was
greater than the amplitude frequency. Future work will explore the physical processes
that might underlie such interactions.
The assessed parkinsonism scores for the three monkeys were not uniformly spaced
throughout the range of possible scores (0-12.5) and the number of data samples for
each assessed score differed as well. This created some difficulty in aligning and
comparing the data between the monkeys. However, the results for the baseline and
maximum parkinsonism scores were similar for all three monkeys, and the progression
of parkinsonism between the two extremes appeared to share similar stages.
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Figure 15: Raw modulation index (MI) values per 10 second epoch for 1 of the
36 features (low beta phase modulation of the alpha amplitude) for Monkey 1
(top), Monkey 2 (middle), and Monkey 3 (bottom). Horizontal lines indicate
the average baseline value for each monkey. The length of the baseline data
segment is indicated underneath each graph.
Although four stages of parkinsonism were detectable in the three monkeys, the
increases and decreases that occur in the raw MI data (see Figure 15) suggest that
there are acute effects associated with increasing parkinsonism, in addition to the
chronic effects that allowed the parkinsonism staging examined in this study. For
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example, the precipitous changes that occurred for all 36 CFC MI features with
the first MPTP dose (see values immediately to right of the baseline stage (bold
line) in Figure 12 and Figure 15) indicate that the CFCs are impacted strongly and
immediately by the initial exposure to the neurotoxin. We did not find correlations
between the degree of CFC and the strength and timing of MPTP dosages beyond
the first dose. Still, it may be of interest to see how the CFC MIs correlate with brain
injury in other animal models.
The most prominent features in the CFC map are the very low values of phase
modulation under baseline conditions for certain frequencies (blue patches) which co-
occur with greater phase modulation in lower frequencies. This pattern was unique
to the baseline condition and may characterize healthy STN activity. It would be
of interest to see if these healthy patterns can be restored after administration of
anti-parkinsonism treatments such as levodopa.
It is also interesting that the characteristic baseline pattern was seen more strongly
in the low beta region for monkeys 1 and 3, while it was more visible in the alpha region
for Monkey 2, suggesting that there may be individual differences in characteristic
operating frequencies in the baseline condition. If so, this has important implications
for diagnosis and treatment of disorders involving the basal ganglia.
4.2.5 Conclusion
STN-LFP MI characterization of parkinsonism in MPTP monkey models showed sta-
tistically significant increased beta phase modulation compared to baseline conditions
for mild to moderate parkinsonism, followed by decreased beta phase modulation for
the maximum parkinsonism condition assessed in all three monkeys. The character-
ization also showed decreased delta phase modulation with increasing parkinsonism.
Taken together, these patterns characterized four stages of parkinsonism.
Several studies have shown prominant beta band power in PD patients who were
62
“off” treatment, and reduced beta power, accompanied by improved symptoms, when
patients resumed treatment [68, 125]. However, statistically significant elevation of
average beta power was not consistently observed in the monkeys in this study. On
the other hand, the beta MI features did show statistically significant changes that
followed a similar pattern for all three monkeys. Based on this study, we believe that
modulation indices are useful for characterizing the progression of parkinsonism, and
that the characterization may be generalizable across multiple individuals.
4.2.6 Contributions to work
The animal experiments and recordings in this chapter were performed by Annaelle
Devergnas. The approach for constructing CFC features using CWT coefficients
in this and following chapters was designed and implemented by Teresa Sanders.
Data analysis and software coding were performed by Teresa Sanders. The chapter




CORRELATION BETWEEN MOTOR SCORES AND
PHASE-AMPLITUDE COUPLING FEATURES IN
PARKINSONISM PROGRESSION
5.1 Canonical correlation to estimate the degree of parkin-
sonism from local field potential and electroencephalo-
graphic signals
In this study, published in [105], modulation index (MI) features derived from Local
Field Potential (LFP) recordings in the subthalamic nucleus (STN) and EEGs from
the primary motor cortex were used to estimate the degree of motor impairment in
a monkey model of parkinsonism. MI features are phase-amplitude cross-frequency-
coupling (CFC) measures between frequency sub-bands within a signal. Six sub-bands
were extracted with complex wavelet transforms to calculate the features for both the
LFP and EEG signals. Using the method of canonical correlation, weighted combi-
nations of the features produced estimates of parkinsonism motor impairment that
correlated significantly with behavioral measures of parkinsonian signs, specifically
scores on a scale for parkinsonian disability. Additionally, a subset of the STN LFP
features were reconstructed from the EEG features.
5.1.1 Motivation
Deep Brain Stimulation (DBS) is a highly effective treatment for parkinsonism. DBS
treatment involves the implantation of an electrode into specific brain regions (of-
ten the STN). The electrode is subsequently used to apply small electrical currents,
generated from a pacemaker-like implanted battery-driven impulse-generator device.
Typically, DBS therapy is continuously administered, without regard for the presence
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or absence of parkinsonian signs or symptoms. The recent realization that the im-
planted DBS electrodes can also be used to record electrical activity [124] in humans
has led to interest in pursuing approaches to modulate DBS based on measurements
of brain activity in these regions. If successful, use of this ‘closed-loop DBS’ approach
could lead to significant savings in battery power of the implanted pulse generator
devices, as they could potentially be switched off or run with reduced duty cycles for
periods of less severe parkinsonism. While LFPs recorded from the STN are the most
commonly discussed biological feedback signal for closed-loop DBS, such signals are
difficult to record in the real-life situation, particularly during stimulation, because
of the presence of electrical stimulation artifacts. This study examined whether not
only STN-LFPs, but also EEG signals recorded from M1 in the MPTP model of
primate parkinsonism could be used for measuring parkinsonism, and whether STN
LFP and M1 EEG features are related. Compared to STN-LFP data, measuring the
severity of parkinsonism based on M1-EEG data would be advantageous, because
EEG signals would be less encumbered by stimulation artifacts than the STN LFP
signals. MIs [7, 19, 18, 114], which are measures of phase-amplitude CFC between
frequency sub-bands within EEGs or LFPs were calculated for a series of recordings
from two monkeys. Using canonical correlation [59], the correlation between the LFP
and EEG MI features and the parkinsonism rating scores (a validated measure of the
severity of parkinsonism) was maximized, and the LFP features that correlated most
strongly with the parkinsonism scores were analyzed. Next, the canonical correlation
between these LFP features and the full set of EEG MI features was computed. The
resulting weights were then used to reconstruct the LFP MI features from the EEG
MI features. Finally, the parkinsonism estimates obtained using the LFPs and EEGs
were compared with the observation-based ratings of the severity of parkinsonism.
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5.1.2 Methods
5.1.2.1 Animals, surgical procedures
Two rhesus monkeys (Macaca mulatta, 6-10 kg) were used for this electrophysiological
experiment. Note that the two monkeys correspond to Monkeys 1 and 2 from the
previous analysis. The results for Monkey 3 are not shown here (but are summarized
in the next section) since this study occurred before the data for Monkey 3 was
available. The animals were housed in pairs, with ad libitum access to food and water.
All experiments were performed in accordance with the National Institutes of Health
Guide for the Care and Use of Laboratory Animals and the United States Public
Health Service policy on humane care and use of laboratory animals. All studies were
approved by the Institutional Animal Care and Use Committee of Emory University.
After initial behavioral conditioning, the animals were surgically prepared for chronic
recordings, by affixing two standard metal recording chambers to their skull with
dental acrylic. One of the chambers was positioned to give us access to the STN, using
a sagittal approach (36◦ from the vertical). Head fixation bolts were also embedded
into the acrylic. In addition, multiple epidural EEG electrodes were implanted.
5.1.2.2 MPTP treatment
After completion of the recordings in the normal state (see below), the animals were
rendered progressively parkinsonian through weekly administration of MPTP (0.3-
0.6mg/kg im). Monkey 1 received 21 injections (9.4mg/kg total), Monkey 2 received
26 injections (10.2mg/kg total) before it developed stable motor signs of parkinsonism.
To assess the degree and stability of the MPTP induced motor disability, Annaelle
Devergnas carried out a 15 minute observation of the animal’s behavior every week.
During this observation, motor impairment was scored (rating bradykinesia, freez-
ing, extremity posture, frequency of arm movements, and finger dexterity) as well
as trunk posture, home cage activity, and balance. Composite scores were formed
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from the individual impairment scores and ranged from 0 (baseline) to 16 (moderate
parkinsonism).
5.1.2.3 Recordings and Vigilance Analysis
LFP and EEG signals were recorded once weekly before and throughout the pe-
riod of MPTP treatment. After electrophysiologic mapping of the STN, the dorsal
sensori-motor portion of the nucleus was targeted for LFP recordings [94]. LFPs were
recorded with bipolar electrodes (SNEX-100, Rhodes Medical Instruments Inc, CA).
EEG signals were recorded as bipolar signals, using chronically implanted epidural
electrodes. EEG, LFPs and video monitoring were recorded simultaneously. LFPs
and EEG signals were amplified, band-pass filtered, sampled at 1000Hz and stored
on a hard drive using a data acquisition interface (Power 1902 and 1401; CED, Cam-
bridge, UK) and commercial software (Spike2, CED) for off-line analysis.
Vigilance stage scoring was manually performed offline on Spike2 (CED) using
the sleepscore program, based on the analysis of consecutive 10 second epochs. Each
epoch was labeled as representing either wakefulness, drowsiness or light sleep. For the
present analysis, only the wakefulness epochs were used. Wakefulness was considered
when the monkey was attentive to the surroundings with eyes open and with low-
amplitude mixed-frequency EEG.
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5.1.2.4 Complex Continuous Wavelet Transform
As previously discussed, wavelet methods are appropriate for analyzing LFP and EEG
signals, since wavelet bases allow representation of signals that vary in both frequency
and duration. For this study, complex continuous wavelet transforms were used in
order to allow extraction of phase information.
First, z-scores of the 1000 Hz signals for each recording day were calculated. The
z-scored data was then low-pass filtered and downsampled by a factor of 4 prior to












where “c” represents the scale factors and “n” represents the time points at which
the CWTs were evaluated. The range of scales chosen was c = 1:512 since this range
supported the frequency bandwidths of interest, n was set to 1:2500 to capture each




with BW as the wavelet bandwidth, fc as the center frequency, and κ = (πBW )
− 1
2
as a normalization constant. Currently, BW = 1, and fc = 3.
Previous studies have documented parkinsonism-related changes in theta-, beta-
and gamma-bands in LFP and EEG signals [14, 101, 49, 73, 27, 108]. In order to
capture effects in these and neighboring bands, composite signals were created by
pooling the wavelet coefficients corresponding to each of the following wavebands:
delta (3-4Hz), theta (5-8 Hz), alpha (8-11 Hz), low beta (12-19 Hz), high beta (20-30
Hz), and gamma (31-60 Hz).
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5.1.2.5 Cross-frequency-coupling and modulation index
Cross-frequency-coupling (CFC) is defined as the interaction between oscillations in
multiple frequency bands and can include phase-amplitude, phase-phase, or amplitude-
amplitude coupling. Phase-amplitude coupling analysis has uncovered features of
interest in several recent studies, particularly event-related theta band phase mod-
ulation of gamma band amplitudes [19], and beta band phase modulation of both
narrowband gamma band oscillations in STN and broadband gamma band oscilla-
tions in M1 [27]. For this work, phase-amplitude coupling was calculated by averaging
the amplitude in the modulated frequency band corresponding to phase values for the
modulating frequency band. We used phase values from 0-2π, divided into 18 equal
width phase bins. In order to facilitate comparisons of phase-frequency coupling over
time, various measures have been developed. We used the MI calculation proposed










where P(i) indicates the uniform distribution that occurs when the amplitudes are
distributed randomly across all phases, and Q(i) indicates the distribution obtained
by normalizing the phase-amplitude coupling calculated as described above. The two-
sided divergence was used, i.e., DKL(P‖Q)+DKL(Q‖P ), in order to give a symmetric
measure of the deviation from the uniform distribution. This measure is more in-
dicative of true sinusoidal modulation than other methods, such as height differences,
which only measure the distance between two points on the distribution (usually the
minimum and maximum).
MIs were calculated for each 10 second epoch. Next, the MIs were averaged across
all epochs within a file. These average MIs from each file were used to correlate with
the motor scores as described in the next section.
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5.1.2.6 Canonical correlation
The goal of canonical correlation is to choose a set of weights a and b that maximize
the correlation between samples from two vectors of random variables, X (e.g., MI
features) and Y (e.g., motor scores).







where ΣXX,ΣY Y are the covariance matrices for X and Y respectively, and ΣXY
is the covariance matrix between X and Y .
Observing that the solution is not affected by scaling, the optimization problem can
be solved by maximizing the numerator in (1) subject to:
a′ΣXXa = 1 (2)
b′ΣY Y b = 1 (3)
The maximization problem can be solved in multiple ways with the most common
approaches using either singular value decomposition alone [86] or in combination
with QR factorization (decomposition of a matrix A into a product A=QR of an
orthogonal matrix Q and an upper triangular matrix R), as done in the MATLAB
Statistical Toolbox used for our analysis.
5.1.3 Results
Our analysis included 5373 10 second epochs of data recorded on 13 days over the
6 months during which Monkey 1 progressed from the baseline (normal) state to a
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state of moderate parkinsonism. For Monkey 2, the analysis included 5779 10 second
epochs recorded over a similar progression from baseline to moderate parkinsonism.
For each monkey, the weightings that resulted in maximum correlation between
the motor scores and the modulation indices were calculated. For both monkeys, the
weighted combination of LFP modulation indices correlated well with the composite
motor score (p < 0.0001), as well as subscores for balance and bradykinesia (p < 0.01),
and freezing (p < 0.001). Figure 16 shows the weighted motor scores and LFP MIs
for Monkey 1 for each recording file. Figure 17 shows the relationship between the
weighted sum of the LFP MIs and the balance motor scores for Monkey 2.




























Figure 16: Comparison between measured composite motor scores (dashed line)
and motor scores estimated from the sum of the optimally weighted LFP MIs
(solid line) for Monkey 1.
The weighted combination of EEG modulation indices correlated well with the
composite motor scores (p < 0.000001), the balance and bradykinesia (p < 0.00001),
and the specific rating for freezing (p < 0.000001). Figure 18 compares the weighted
EEG modulation indices and the composite motor scores for each recording file for
Monkey 1. Figure 19 shows the relationship between the weighted modulation indices




































Figure 17: Distributions of the sum of the optimally weighted LFP MIs (com-
posite modulation index) for each of the measured balance motor scores (x-axis)
for Monkey 2. For each box, the central mark is the median, while the edges of
the box are the 25th and 75th percentile. “Plus” symbol is an outlier.
For both monkeys, the optimally weighted canonical correlation between the EEG
MIs and the composite motor scores were similar to those between the LFP MIs
and the composite motor scores, (for Monkey 1, 0.9428 and 0.9205, respectively; for
Monkey 2, 0.9000 and 0.9185, respectively). The EEG MIs and the LFP MIs were
also highly correlated with each other (optimally weighted canonical correlation of
1.0 for Monkey 1 and 0.9856 for Monkey 2, p < 0.0001). In particular, it was possible
to reconstruct the two STN LFP MIs that most strongly correlated with the motor
scores (8-11 Hz / 12-19 Hz and 8-11 Hz / 8-11 Hz) from the EEG MIs for Monkey
1 as shown in Figure 20. Note that the raw STN-LFPs and EEGs are different from
each other in appearance and uncorrelated (cross correlation coefficients < 0.05).
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Figure 18: Comparison between weighted EEG MIs (solid line) and composite

































Figure 19: Distributions of the weighted EEG MIs corresponding to the freezing
motor scores for Monkey 1.
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Figure 20: Comparison between 2 STN LFP MIs and their reconstruction with
EEG MIs for Monkey 1.
While modulation indices from particular frequency bands did not appear to be as-
sociated with individual motor component scores, there were several frequency bands
that correlated well with multiple motor scores, and many frequency bands that in-
teracted with each other to form the most highly weighted modulation indices. In
particular, two LFP (phase / amplitude) modulation indices, (12-19 Hz / 12-19 Hz)
and (8-11 Hz / 12-19 Hz), yielded statistically significant correlation with both com-
posite motor scores and subscores.
Table 4 summarizes the accuracy of the motor score estimates calculated using
the LFP and EEG MIs as compared to the motor scores. The comparison includes
both the full LFP MI estimates as well as the estimates obtained using the subset of
two statistically significant LFP MIs mentioned previously. The entries in the table






The asterisks indicate the statistical significance of the canonical correlation under-
lying each estimate.
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Table 4: Accuracy of Motor Scores Estimated using Weighted Modulation In-
dices.
The accuracies show that statistically significant estimates of the degree of parkin-
sonism were obtained from each of the following for both monkeys: weighted combina-
tions of the STN LFP MIs, the EEG MIs, and a subset of two LFP MIs. Additionally,
estimates of the balance, freezing, and bradykinesia subscores were possible with lower
statistical significance. The Monkey 1 estimates using the full set of 36 MIs were more
accurate than the Monkey 2 scores. The Monkey 1 EEG MIs provided the most ac-
curate estimates while the Monkey 2 EEG MIs provided the least accurate estimates
obtained with all 36 features. Finally, the set of two optimal LFP MIs provided good
estimates for Monkey 2, but were less accurate for Monkey 1.
5.1.4 Discussion and conclusions
We have shown that canonical correlation methods can be used to estimate Parkinso-
nian motor scores from STN-LFP and primary motor cortex EEG modulation indices.
This finding provides further support to the hypothesis that parkinsonism is associ-
ated with changes in cross-frequency coupling patterns that can be detected both in
cortex and in associated basal ganglia areas. The high correlation between the MI
features from simultaneous STN-LFPs and M1 EEGs, and the ability to estimate
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parkinsonism motor scores and subscores using weighted MI features from STN-LFP
and EEG signals, are novel findings. These results suggest that EEG signals could be
used for classifying the severity of parkinsonism, and possibly as control signals for
on-demand DBS [2, 13]. As stated above, the advantage of using EEG measurements
rather than the more frequently considered LFPs from the DBS electrodes is that
EEG signals are less prone to stimulation artifacts, so that monitoring of parkinson-
ism may be accomplished not only when the DBS pulse generator is off, but also
during stimulation.
It is a limitation of the current analysis that the parkinsonism estimate is based
on the full data set and that we achieved our results by studying relatively long data
segments (multiple 10 second epochs of data within each recording file). Predicting
parkinsonism in a test set using weights calculated from a training set, and examining
whether shorter epochs suffice to predict the degree of parkinsonism will be of interest
in future studies.
5.1.5 Contributions to work
The animal experiments and recordings were performed by Annaelle Devergnas. The
signal processing was designed, analysis software written, and data analysis performed
by Teresa Sanders. The manuscript was prepared by Teresa Sanders with feedback
from Thomas Wichmann, Mark Clements, and Annaelle Devergnas.
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5.2 Comparison between phase-amplitude coupling features
and standard statistical measures for estimating the de-
gree of parkinsonism
In the previous section (5.1), parkinsonism motor scores for two MPTP-treated rhesus
monkeys were estimated using weighted CFC MI features from 6 frequency bands.
In this section, data from the same two monkeys and a new third MPTP-treated
rhesus monkey were used. The weighted CFC MI estimates were calculated for all
three monkeys and then compared to weighted standard statistical estimates calcu-
lated from the same 6 frequency bands using the same optimal weighting method.
The standard statistical features used were the mean magnitudes for each of the 6
frequency bands and the mean of the variances for each of the 6 frequency bands.
For both the MI approach and the standard statistical approach, the features were
calculated for each 10 second epoch and then averaged for each recording file.
5.2.1 Methods
The animal experiment methods used to collect the STN-LFP and M1-EEG data
analyzed in this study were described in Section 5.1.2. The data used for this study
was a representative subset of the data analyzed in Section 5.1, along with data from
a third monkey that became available after completion of the previous study. Specifi-
cally, the data for this work consisted of the set of subthalamic nucleus (STN) and M1
data collected simultaneously with recordings from the globus pallidus, corresponding
to approximately half of the full data set. This subset of data was chosen because the
CFC MI features had already been extracted for a previous analysis, and because it
lessened the time required to calculate the CFC MIs and standard statistical features
for the 3 brain regions and 4 feature types compared in this study. It is representative
of the entire data set because it was collected under the same conditions and for all
of the recording days and degrees of parkinsonism used in the full data set.
The methods for filtering the data into 6 frequency bands using the CWT are
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described in Section 5.1.2.4. The frequency bands used were the same: delta (3-4Hz),
theta (5-7 Hz), alpha (8-11 Hz), low beta (12-19 Hz), high beta (20-30 Hz), and
gamma (31-60 Hz). The methods for obtaining the optimal correlation, ρ, between
the parkinsonism score and the CFC MIs and estimating the parkinsonism score using
CFC MIs are described in Section 5.1.2.5.
The methods for calculating the standard statistical features were as follows.
For each of the 6 frequency bands, the mean magnitude was computed for each epoch,






where “s” are the band-filtered signal samples and “m” is the number of signal sam-
ples in each 10 second epoch. The means for each file, µ(freq. band, file), were then
computed by averaging over all epochs in the file.
For each of the 6 frequency bands, the variances were computed for each epoch,





(si(freq. band, epoch)− µ(freq. band, epoch))2
where “s” is the band-filtered signal and “m” is the number of signal samples in each
10 second epoch.
The average variances for each file, σ2(freq. band, file) were then computed by
averaging over all epochs in the file.
5.2.2 Correlation between Modulation Indices and Motor Scores
As shown in Figure 21, the weighted CFC MI combinations correlated with the overall
motor score for all three monkeys (ρ > 0.73). Plots of the weighted sum of the features
as a function of the composite motor score also show that the CFC MIs yield a good
estimate of the degree of parkinsonism for Monkey 1 (Figure 22) and Monkey 3 (Figure
23).
As can be seen in Figure 21, the weighted mean and variance features also cor-
related in most cases. However, with the exception of the Monkey 2 cortical data
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Figure 21: Correlation of parkinsonism rating with CFC MIs and standard sta-
tistical features extracted from band-filtered STN-LFP and M1-EEG data. As
shown in the legend, the 3 standard statistical measures used were: magnitude
of signal in all 6 bands, variance of signal in all 6 bands, and variance of signal
in the beta band.
(Figure 24), the weighted CFC MIs provided a more accurate estimate than did the
weighted mean or variance estimates. Tables 5, 6, and 7 shows the statistical signif-
icance of each of these correlations as well as a control statistical significance for a
random same-length sequence.
5.2.2.1 Mean and variance features
The mean magnitude and variance features changed similarly with increasing parkin-
sonism score, likely because of the initial z-scoring of the raw LFPs and EEGs. Ac-
cordingly, the mean and variance weighted sums correlated similarly with the parkin-
sonism rating (Figure 21). In part because of these similarities, the following results
and discussion will focus on comparing the variance features to the MI features. Show-
ing the variance results also allows a comparison that is relevant to other recent work
that assesses parkinsonism using the variance (and/or coefficient of variation) of the
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Figure 22: Parkinsonism estimates using CFC MI features (black), magnitude
within frequency bands (magenta), and variance within frequency bands (blue).
The visually rated parkinsonism scores are shown in red. (Monkey 1 left cortex
data)
Figure 23: Parkinsonism estimates using CFC MI features (black), magnitude
within frequency bands (magenta), and variance within frequency bands (blue).
The visually rated parkinsonism scores are shown in red. (Monkey 3 STN data)
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Table 5: Statistical significance for Monkey 1 Canonical Correlation
Table 6: Statistical significance for Monkey 2 Canonical Correlation
beta band filtered signal [77, 78].
As mentioned previously, in most cases, the weighted sum of variance estimates
were not as accurate as those obtained using the weighted sum of the CFC MIs. How-
ever, the weighted sums of the variances allowed estimation of the parkinsonism rating
in the cortical data with ρ > 0.69 (see Figure 21). Since calculation of the variances
is less computationally costly than computation of the CFC MIs, parkinsonism esti-
mation with the variance data may be beneficial for situations where computational
power and time are limited.
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Table 7: Statistical significance for Monkey 3 Canonical Correlation
As can be seen in Figures 22, 23, and 25, the variance features yielded a more
noisy estimate of the degree of parkinsonism over time than the CFC MI features.
However, it is interesting to note in Figure 25 that the variances of the second,
third, and fourth frequency bands (alpha through low beta) generally increase with
parkinsonism in the cortex, while the same features decrease with parkinsonism in
the subthalamic nucleus for all three monkeys, indicating the responses to increasing
parkinsonism in M1 and STN are anticorrelated. (See the left to right change from
shades of blue to red/yellow in the second, third, and fourth row of the top set of
images, and the change from red/yellow to blue for the same three rows in the bottom
set of images.) The decreasing / increasing trend for the low beta variance features
in the STN / M1l data can be seen in the top plot in Figure 26.
5.2.3 Discussion
The frequency band statistical features required less time to compute than the CFC
MI features, and were helpful for estimating the degree of parkinsonism, as shown in
Figure 21. Since the simple frequency band statistical changes can be computed more
quickly, they may be useful for real-time applications such as closed-loop deep brain
stimulation (DBS). However, as shown in Figure 21, the estimates based on the CFC
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Figure 24: Parkinsonism estimates using CFC MI features (black), magnitude
within frequency bands (magenta), and variance within frequency bands (blue).
The visually rated parkinsonism scores are shown in red. (Monkey 2 right
cortex data)
Figure 25: Z-scored variances in the 6 frequency bands for increasing parkin-
sonism (left to right). The x-axis denotes the data file number. Top row shows
cortical variances. Bottom row shows STN variances. Left to right images
show Monkey 1, Monkey 2, and Monkey 3, respectively.
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Figure 26: Low beta STN (left) and cortical (right) variance (top row) and MI
features (bottom row) for Monkey 1 (red), Monkey 2 (green), and Monkey 3
(blue) for increasing stages of parkinsonism. Note that the Monkey 2 cortical
beta phase CFC MI plot (green trace in lower right figure) does not follow
the same trend as Monkeys 1 and 3. This is consistent with the less accurate
estimate of parkinsonism obtained using the Monkey 2 cortical MIs.
MI features were more accurate in all cases except the Monkey 2 M1-EEG data. This
can also be seen by observing that the error bars for the low beta phase MI curves
(bottom row) are smaller than those for the low beta variance curves (top row).
Another advantage of the CFC MI features is that the range of the raw (non-z-
scored) features were similar for the three monkeys. This was previously shown for
the STN-LFP low beta phase modulation of the alpha amplitude in Figure 15 and
can also be seen for the M1-EEG low beta phase MIs in the lower graph in Figure 27.
In comparison, the raw standard statistical features varied more across individuals as
can be seen in the upper graph in Figure 27.
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Figure 27: Mean raw (non-z-scored) cortical low beta variances (top row) and
MIs (bottom row) for Monkey 1 (red), Monkey 2 (green), and Monkey 3 (blue)
for increasing stages of parkinsonism. The variance features are dissimilar for
the three monkeys, while the MI baseline features are similar for all monkeys.
As previously shown in Figure 26, the Monkey 2 cortical MI features do not
follow the same trend as the cortical MI features for the other two monkeys.
The analysis in this section focused on longer-term time (5-20 minute) averages of
electrophysiological features in order to determine whether CFC MIs provide a more
stable and accurate estimate of the overall degree of parkinsonism than standard
statistical measures. For the purpose of applications such as closed-loop DBS, another
important question may be whether CFC MIs provide a better estimate for shorter
time intervals. Although this question is not addressed directly here, the greater
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accuracy of the long-term estimates suggest that the short-term CFC MIs, if they
can be detected over small enough time intervals, may also provide a more accurate
estimate than standard statistical measures. Since the analysis in Chapter 4 shows
that CFC MIs allow discrimination between normal and parkinsonian stages for 500
ms samples, CFC MIs may provide a more accurate realtime feedback signal for DBS
adjustments than standard statistical measures such as those used in [77, 78].
5.2.4 Conclusion
The CFC MI features based on CCWT coefficients from LFPs and EEGs changed
in predictable ways with the degree of parkinsonism in monkeys and allowed reliable
estimation of the parkinsonism score. The raw CFC MI features were more similar
for the three monkeys then were the raw variance features. With the exception of the
Monkey 2 EEG data, weighted CFC MI features provided a more accurate estimate
of the parkinsonism score than the mean or variance features.
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CHAPTER VI
MULTIMODAL MONITORING SYSTEM FOR
NEUROLOGICAL DISORDERS
Sections 6.1 through 6.3 were published in [104]. Copyright c© 2013 Association for
Computing Machinery, Inc. Reprinted by permission.
6.1 Motivation
Motor disorder symptoms such as tremor, bradykinesia (slow movement), postural
instability, and gait disturbances (such as freezing, where the patient cannot complete
a desired movement) can be alleviated with drug treatments or deep brain stimula-
tion (DBS); however, these treatments need to be appropriately adjusted over time.
Monitoring the disease severity during intermittent physician visits for this purpose is
notoriously imprecise. Mobile, continuous monitoring of the severity of parkinsonism
in these patients could therefore significantly improve the patient’s health and quality
of life.
Current mobile monitoring systems typically only consider tremor [60, 72], or are
designed to be used under supervision while the patient performs scripted movements,
such as the Timed Up and Go (TUG) test [11], or finger tapping exercises. While
these devices can be useful, they do not allow continuous long-term monitoring of
patient symptoms during normal daily routines, nor do they evaluate the brain elec-
trophysiologic aspects of their condition.
Based on our previously discussed successful results detecting stages of parkinson-
ism with high accuracy in EEG data from monkeys, we hypothesized that it might be
possible to detect similar patterns in ambulatory human EEGs collected periodically
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during home health care visits. If so, the EEG readings could be used together with
continuous gyroscope and accelerometer movement measurements to allow improved
management of Parkinson’s disease (PD) treatments.
In order to enable investigation of the hypothesis that such a system could im-
prove PD treatments, we proposed and built a system for portable monitoring of
PD in humans using EEG signal features and movement signals from gyroscopes
and accelerometers. While the former is useful for staging the severity of PD under
controlled conditions in the context of clinical neuroprotection trials, the latter will
allow monitoring of treatment response fluctuations in patients with advanced PD.
The system utilizes commercial smartphones, off-the-shelf attachments, and custom-
programmed software. A major new goal of the system is to provide continuous
monitoring of movement (including spontaneous voluntary movement, as well as in-
voluntary movements such as tremor and dyskinesia), using combined readings from
the smartphone gyroscope and accelerometer and the wrist accelerometer. The ini-
tial system description was published in [104] and is presented here with only minor
changes reflecting updates to the system since publication.
6.2 Background
With the development of ubiquitous small sensors, measuring different types of hu-
man movement such as walking, running, and other forms of exercise has become an
area of high interest and rapid growth. The interest in measuring human movement
has spilled over into medical application development with a few recent attempts at
detecting and measuring movement abnormalities.
One standard test for mobility and motor function in PD patients is the Timed
Up and Go test (TUG). The TUG test measures the time a person takes to rise
from a chair, walk three meters, turn around, walk back to the chair, and sit down.
Although the test is simple, it enables measurement of both static and dynamic
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movement, and was shown to give consistent results among trials for each individual.
Analysis of motion during TUG testing has been demonstrated previously [103, 15,
57, 93, 51]. Typical methods for analyzing the different time phases of the TUG test
include Hidden Markov models [93] and Dynamic Time Warping [3]. Recently, a few
algorithms [11, 116] have been developed that allow instrumentation of the TUG test
using inertial sensors similar to those available in many smartphones.
Tremor assessment applications (apps) [60, 72] are another recent development of
interest for smartphone PD evaluation. These apps typically use existing seismic mea-
surement applications to estimate tremor magnitude from smartphone accelerometer
readings. For example, assessment of tremor at rest using smartphone accelerometers
has been accomplished with iSeismo by ObjectGraph LLC which uses the iPhone
accelerometer to measure movement in the X, Y, and Z axes relative to the device.
Although limited in scope, tremor estimates using these measures have been shown
to be similar in quality to laboratory EMG tremor assessments [47].
Despite these recent developments, none of the current approaches allow the type
of comprehensive mobile monitoring possible with our prototype system. Our proto-
type combines limb tremor assessment with unsupervised trunk motor sign detection
and EEG monitoring in a mobile, wireless system.
Controlling PD symptoms is difficult, particularly in patients 5-10 years or more
post diagnosis. Our approach for monitoring allows long-term assessment of symp-
toms in an environment that is convenient and accessible for the patient. It pro-
vides valuable information needed by physicians to diagnose PD and optimize patient
treatment protocols, thereby improving the quality of life for patients, and reducing





The prototype system, known as the PD-3, includes a Samsung Galaxy S3 smart-
phone, an EZ430-Chronos watch with tri-axial accelerometer, and a 14-channel Epoc
Emotiv EEG headset (system shown conceptually in the following figure and dis-
cussed in detail in [4]). The smartphone and watch are controlled and interfaced over
a secure RF link via two Java apps running on the Samsung Galaxy S3, where the sen-
sor data is collected and stored for later download. I created the watch-smartphone
interface and watch data collection app from scratch, and modified an existing app
[129] to collect the smartphone sensor data in parallel. The EEG data collection is
currently performed via a wireless link to a laptop. The smartphone and watch data
can be downloaded from the smartphone wirelessly, by direct connection, or through
transfer from the memory card for off-line analysis. Performance results for detection
of tremor and trunk motor signs (bradykinesia, freezing, and postural instability) are
reported in the following chapter. Note that additional sensors can be added to the
system with modifications to the software apps.














































Figure 28: Target system: smartphone with accelerometer and gyroscope, wrist
watch with accelerometer, and EEG headset
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The system components and their roles in PD monitoring are as follows:
Samsung Galaxy 3: The smartphone accelerometer and gyroscope measure tri-
axial acceleration and angular rotation, respectively.
EZ430-Chronos watch: The wristwatch contains a tri-axial accelerometer capable
of measuring x, y, and z limb acceleration.
Software: The watch and smartphone were programmed in Java/XML using the
Eclipse development tools. Detailed analysis software was implemented in MATLAB.
Emotiv EEG Headset: The EEG PD scores, calculated as described in the follow-
ing, will be combined with the motor PD estimates on the download computer and
compared to physician PD ratings for accuracy.
6.3.2 Data Collection
The initial electrode signals for analysis were the closest EPOC electrodes to the stan-
dard International 10-20 defined “C3 - A2” and “C4 - A1” (see Figure 29) since these
correspond to the electrode recording locations in the available clinical comparison
data and are the electrodes located closest to M1. The EEG signals were captured
at a sample rate of 128 Hz using a laptop computer with wireless adapter.
Figure 29: International 10-20 electrode configuration. Note the locations of
A1, A2, C3, and C4.
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The wristwatch and smartphone accelerometer outputs are of the form ẍ, ÿ, and z̈,
while the smartphone gyroscopes provide measures of yaw, pitch, and roll (θ̇x, θ̇y, θ̇z).
Data from the watch is sent to the smartphone using a 915 MHz RF link. The
smartphone software stores the accelerometer and gyroscope readings from its own
sensors, along with the accelerometer samples from the wristwatch, for later download
and processing either at a local computer or remote location.
6.3.3 EEG Analysis
6.3.4 Complex Continuous Wavelet Transform
In the work with non-human primates described in Section 4.4, composite signals from
the delta (3-4 Hz), theta (5-7 Hz), alpha (8-11 Hz), low beta (12-19 Hz), high beta
(20-30 Hz), and gamma bands (31-60 Hz) were constructed. Based on the analysis
of the human EEG data (and since the EEG sampling rate is 100 Hz for the clinical
data; 128 Hz for the EPOC data), the initial frequency delineations for the 14 channel
EEG data analysis were slightly modified as follows: low delta (2-3 Hz), high delta
(3-4 Hz), theta (4-12 Hz), low beta (12-16 Hz), high beta (16-30 Hz), and gamma
(30-50 Hz). The upper limit on the bands is reduced to 50 Hz to ensure all frequencies
fall within the bounds dictated by the Nyquist sampling rate, while the combination
of the theta and alpha band into a new theta band was chosen based on recent results
showing important modulated activity in this 4-12 Hz band for other cortical signals
associated with deep brain activity [62, 100]. CFC MIs were extracted from EEGs as
described in the methods in Section 4.4.2. The MI features were used to stage the
PD using the approach in Section 4.5.
6.3.5 Motor Data Analysis
The motor signs obtained by visual inspection in animal models and human patients
can be estimated with gyroscopic and accelerometer measurement approaches. Our
assessment of tremor at rest using the wristwatch accelerometer data is based on the
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approach taken in [47]. Our non-scripted trunk motion analysis uses a hierarchical
approach. The activity type is determined first, then activity-dependent trunk motor
data analysis for obtaining measures of bradykinesia, angle of stoop, gait smoothness,
and freezing subscores is performed using a single fixed body sensor approach [116].
Once the limb tremor, bradykinesia, angle of stoop, gait smoothness, and freezing
of the body near the center of mass component measures have been calculated, the
PD stage can be assessed using the corresponding motor assessment items from Part
III. of the Unified Parkinson’s Disease Rating Scale (UPDRS) [45].
6.3.6 Conclusion
The PD-3 systems capability for detailed analysis of multi-day monitoring of un-
scripted motor activities is expected to be valuable for the success of symptomatic
antiparkinsonian treatment, as it may provide detailed and previously unavailable
information regarding the timing of treatment response fluctuations throughout the
day. The PD-3 analysis will enable physicians to use a data-driven approach for
optimizing treatments, and may help physicians confirm initial diagnoses of PD.
In the previous chapters, I have shown that it is possible to accurately assess the
severity of parkinsonism using epidural EEGs in monkeys. In future tests with the
PD-3 system, we will examine how accurately this information can be estimated with
surface electrodes in human patients, and how the EEG analysis can be used with
the motor monitoring capabilities to provide a comprehensive, objective measure of
the severity of parkinsonism (or the stage of PD) in patients. Human subject testing
of the PD-3 motor monitoring capabilities is discussed in the following section.
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6.4 Multi-sensor mobile monitoring human subject study
Recently, it has been shown that data collected from a body-mounted triaxial ac-
celerometer can be useful for evaluating whether or not a patient has Parkinson’s
disease (PD) when the patient’s movement activity type is known [10]. In this work,
we considered whether multiple triaxial sensors can improve the ability to discriminate
between normal and simulated parkinsonian movement. We also examined whether
discrimination between normal movement and simulated parkinsonism is possible
when the the type of activity performed by the subject is unknown.
For this study, ten subjects with no known motor disorders were instrumented
with a wireless monitoring system consisting of a trunk-mounted smartphone with
accelerometer and gyroscope, and a wristwatch with accelerometer. Data from the
accelerometers and gyroscope were collected while the subjects moved normally dur-
ing resting, sitting, rising, walking, and turning. Data was also collected as these
subjects performed the same movements while simulating the motor signs of PD. The
aims were to: 1) quantify the advantages, if any, of using multi-modal monitoring to
detect simulated signs of PD, and 2) determine if the simulated PD signs could be
assessed without prior knowledge of an individual’s activity type.
We showed that multiple sensors on different body locations allowed more accurate
classification of simulated PD than any of the single sensors tested. The wristwatch
sensor data allowed accurate detection of simulated limb tremor while the sensors in
the body mounted smartphone allowed detection of other simulated PD signs. We
also showed that simulated PD signs can be classified without prior knowledge of
which activity is occurring, by first using the motor data to classify the activity type
and then applying the appropriate PD classification approach for that activity type.
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6.4.1 Introduction
A single accelerometer on the trunk can be used to detect PD signs during scripted
movements such as the TUG test [11, 116]. However, the classification rate shown in
most such studies is less than 85%, even with ground truth knowledge of the timing
and type of each patient’s movements [11]. In order for unsupervised remote mobile
monitoring to be possible, the pathology of movement must be assessed without prior
knowledge of the patient’s activity pattern. Thus, in many cases, it will be necessary
to classify both movement type and any corresponding pathology. For this study, our
approach was to use the hierarchical classification scheme shown in Figure 30. In this
approach, the activity type is classified first, followed by the parkinsonism motor sign
classification, and finally the total PD score based on the motor components.
Figure 30: Obtaining the PD score from the motor signals
In previous work, motor signal features such as duration of movement, root-mean-
square (rms) acceleration, normalized jerk score, and step duration statistics (mean,
standard deviation, and coefficient of variation (CV) were used to assess PD with
single accelerometers [93, 11, 116]. For this study, in order to keep the dimensional-
ity at a manageable level, features that preserve the essence of the best performing
measures in previous studies were used. After visual inspection of the signals, one
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new feature was selected (average number of zero crossings). The motor features
used were then as follows: rms of the signal, jerk scores, and statistics related to the
maxima, minima, and zero crossings of the x, y, and z components of the gyroscope
and accelerometer signals.
6.4.2 Methods
6.4.2.1 Subjects and Experimental Setup
Ten subjects ranging in age from 20-75 years of age were examined in this study (6
females and 4 males). None of the subjects had been diagnosed with motor disor-
ders. The subjects were instrumented with PD-3 remote monitoring system [106]
components consisting of a belt mounted Samsung Galaxy S3 smartphone and a TI
EZ430-Chronos watch. The smartphone was positioned such that the positive x-axis
pointed up, the positive y-axis pointed to the subject’s right, and the positive z-axis
pointed in the forward direction of motion. The accelerations were aligned with these
directions, and the gyroscope measures (angular rates) were rotations about these
axes.
The subjects were instructed to sit for one minute, then stand up and sit down at
a comfortable rate for approximately two minutes, followed by two additional minutes
walking across the room, turning and walking back repeatedly, again at a comfortable
rate. After completing this five minute task, the subjects were given a summary sheet
explaining the following signs of parkinsonism: 4-7 Hz tremor, bradykinesia, postural
instability, and freezing. They were then asked to repeat the five minute motor task
with simulated parkinsonian movement. They were not told how many times to repeat
the activity, or how severely to simulate the symptoms. For this study, the repeated
sit-to-stand and stand-to-sit movements were referred to as the ‘STS’ activity type,
while walking with turns was called the ‘WWT’ activity type.
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6.4.2.2 Data collection
The data for each sensor was collected with the default sampling rate for each device.
The wristwatch accelerometer data was collected at 30 Hz, the smartphone accelerom-
eter at 100 Hz and the smartphone gyroscope at 200 Hz. The motor sensors were
all tri-axial. The wristwatch data was sent wirelessly in realtime to the smartphone
across an RF datalink. The smartphone and wristwatch data were collected using
two custom-built apps running in parallel on the smartphone, allowing the data sam-
pling to be synchronized to the same clock. Figure 31 shows two examples of the
smartphone accelerometer output. The top example shows the output for normal
movement while the bottom example shows the output for simulated parkinsonism.
Similarly, Figure 32 shows the gyroscope output for normal (top) and parkinsonian
movement (bottom).
Figure 31: Smartphone accelerometer output. Red, green, and blue lines indi-
cate the x-, y-, and z- accelerations. Top plot shows normal movement. Bottom
plot shows simulated parkinsonism.
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Figure 32: Smartphone gyroscope output. Red, green, and blue lines indicate
the angular velocities around the x-, y-, and z-axes. Top plot shows normal
movement. Bottom plot shows simulated parkinsonism.
6.4.2.3 Signal Processing
For the watch, the x, y, and z accelerometer signals were passed through bandpass
filters to detect oscillations in the nominal parkinsonian tremor frequency band (4-7
Hz). Any oscillations in the expected frequency band greater than twice the average
magnitude of the non-tremor baseline were classified as tremor occurrences [56].
For each of the smartphone motor signals, minima, maxima, and zero crossings
were identified. Then the measures shown in Figure 33 were calculated as follows:







where n is the number of signal samples
s̄ is the mean of the si and
si are the individual signal samples
(from the accelerometer (or gyroscope) x, y, or z signal)
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(+ Jerk Score) 
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Negative t accel.  
(- Jerk Score) 
- - - 
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- Y**** - 
Mean of maxima 
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- - Y* 
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maxima 
Y* - - 
Number of maxima 
 
Y* Y*** - 
Mean of minima 
magnitudes 
Z** - - 
Standard Deviation of 
minima 
Y* - - 
Number of minima 
 
- Y****, Z** - 
 










Y** X****, Y** - 
Positive t angular 
velocity (+ angular acc.) 
- - - 
Negative t angular 
velocity (- angular acc.) 
- - - 
Number of zero crossings 
 
- - X*, Y* 
Mean of maxima 
magnitudes 
- Z* X* 
Standard Deviation of 
maxima 
- - - 
Number of maxima 
 
Y** - - 
Mean of minima 
magnitudes 
- - - 
Standard Deviation of 
minima 
- - - 
Number of minima 
 
Y*** X** - 
 
Figure 33: Smartphone accelerometer and gyroscope features with statistically
significant discriminative power (∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, ∗∗∗∗p < 0.0001)
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For the remaining calculations, subtraction of the mean signal is implied.








where m is the number of local maxima in the signal,
|smax(i)| is the magnitude of the ith maximum,
time(smax(i)) is the time when the ith maximum occurred and
time(szero(i−)), the time of the zero crossing
before the ith maximum








where k is the number of local minima in the signal,
|smin(i)| is the magnitude of the ith minimum,
time(smin(i)) is the time when the ith minimum occurred and
time(szero(i−)), the time of the zero crossing
before the ith minimum





where 1zero = 1 when si = 0, and 1zero = 0 otherwise
5-7) The mean, smax, standard deviation, σmax, and number, Nmax, of maxima
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8-10) The mean, smin, standard deviation, σmin, and number, Nmin, of minima
6.4.2.4 Smartphone signal feature selection and classification
ANOVA was applied to a training sample of the data to determine the statistically
significant features for each of the two classification tasks (activity type classification
and normal versus PD classification). The results of this analysis for classification
between normal and parkinsonian movement are discussed in the following section,
and summarized in Figure 33. The most statistically significant features were then
extracted from the full dataset for the subsequent analysis. The classification perfor-
mance results were calculated using linear discriminant analysis (LDA) with 5-fold
cross-validation.
6.4.3 Results
6.4.3.1 Classification of PD for each movement category
As shown in Figure 33, the features with the most statistically significant differences
based on the ANOVA analysis for the normal versus PD classification were 1) for the
Sit-to-stand and stand-to-sit, the X (vertical) positive jerk score and the number of
angular velocity (gyroscope) minima for the signal about the Y (medial/lateral) axis
and 2) for walking with turns, the number of zero crossings and the number of minima
for the Y acceleration signal, and the rms angular velocity about the X axis. For the
resting condition, none of the features showed high statistical significance, although
the mean magnitude of the Y acceleration maxima, the zero crossings in the angular
velocity about the X and Y axis, and the mean magnitude of the angular velocity
maxima about the X axis showed slight statistically significant differences between
the normal and PD datasets.
Figure 34 shows the results of the LDA 5-fold cross-validation performance test-
ing for discrimination between the normal and parkinsonian state using these most
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statistically significant features. The first group of bars shows the discrimination per-
formance when the data is not sorted by activity type (< 0.7 correct discrimination),
the following three groups of bars show the normal versus PD discrimination when
the data is split into the rest, STS, and WWT movement types, and the best fea-
tures for each activity type are used. Note that, although the accelerometer features
allowed the best discrimination for two of the activity types, the combination of the
gyroscope and accelerometer features allowed much better discrimination than the
accelerometer for the WWT activity type.
Figure 34: Classification of normal and parkinsonian state based on trunk sen-
sors. The leftmost set of bars shows the discrimination performance when the
underlying activity type is unknown. The following 3 sets of bars show the
discrimination performance conditioned on the activity type.
6.4.3.2 Classification of activity types
As previously discussed, there were three activity types classified in this study (rest,
STS, and WWT). After selecting features using the ANOVA analysis for the three
activities, and calculating the LDA 5-fold cross-validation performance, the best 3-
way activity discrimination was 0.91 as shown in Figure 35. However, by performing
the classification with a hierarchical approach in which rest versus movement was
classified first, followed by STS versus WWT, the classification performance increased
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to 1.0. The most statistically significant features for discriminating between the
training sets for the STS and the WWT were the zero crossings of the signals. For the
accelerometer, the X and Z signal zero crossings were the most statistically significant.
For the gyroscope, the zero crossings of the angular velocity signal about the X and
Y axis ranked highest, along with the X angular velocity rms and number of minima.
Figure 35: Classification of activity types. Note that a hierarchical classifica-
tion of rest vs. movement (2nd set of bars) followed by STS vs. WWT (3rd
set of bars) gave better results than the 3-way classification of movement (1st
set of bars).
6.4.3.3 Hierarchical classification
The classification approach shown in Figure 30, combined with the hierarchical activ-
ity type discrimination described in the previous section, allowed better classification
than simple discrimination between the normal versus parkinsonian data. The aver-
age correct discrimination using this approach was 0.88 as compared to < 0.7 when
the data was classified with no regard for the underlying activity type.
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6.4.3.4 Tremor Classification
The only parkinsonism sign simulated by the subjects during the resting activity
was tremor. The low statistical significance of the features (see Figure 33) and the
poor discrimination between the normal and parkinsonian data during rest (≤ 0.78)
indicate that the trunk-mounted sensors were not particularly effective for tremor
detection. However, as can be seen in Figure 36, tremor classification using the watch
accelerometer data was straightforward. In fact, for our simulated data, all tremor
data samples were detected. Thus, the tremor classification performance was 1.0.
Figure 36: Watch accelerometer output. Note that the sit-to-stand (middle of
top plot) and walking-with-turns (right of top plot) activities are visible in the
normal (top) accelerometer trace.
6.4.4 Discussion
We had originally hoped to perform this analysis with data from PD patients and
controls. However, in retrospect, performing the study with simulated parkinsonism
allowed us to better capture the signature of the major signs due to their being
repeated multiple times by the subjects. It was also helpful that we knew the types
of signs the subjects were simulating, and that we had perfect control data since
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each subject served as their own control. How accurately our simulated parkinsonism
reflects actual parkinsonism will be considered in future studies.
It was interesting to note the different characteristics of the simulated tremors.
All subjects were able to simulate tremor in the desired frequency range, although
the spectral peaks varied between individuals (see Figure 37). Some maintained a
consistent tremor frequency as shown at left, while others tended to vary the tremor
frequency as shown at right. In this study, we wanted to see which axis of movement
Figure 37: Spectra from the watch accelerometer for two individuals (left and
right). For each graph, the upper signal was captured during simulated tremors
while the lower signal was captured during the normal movement sequences.
best predicted the different activity types and parkinsonian signatures, so the x, y,
and z signals were all considered separately. However, in some cases, the magnitude
of the signal may be more useful than the individual x, y, z component scores for
discrimination.
Although we did not attempt to analyze the individual signs of parkinsonism in
detail in this study, we found that tremor was easy to identify, and it was generally
assumed that most of the movements recorded with the trunk sensors were related
to bradykinesia. The main reason for the latter assumption was that this was the
most consistently simulated (non-tremor) sign. A larger dataset will be needed to
determine the characteristics most representative of freezing and postural instability.
The approach shown in Figure 30 indicates that PD subscores and scores will be
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assigned based on the signal processing analysis. The subscores and scores were not
assigned in this study since we did not have a way to assess their accuracy. How-
ever, tremor and trunk symptom subscores could have been calculated based on the
distances between the datapoints and the tremor and LDA thresholds, respectively.
6.4.5 Discussion and Conclusions
6.4.5.1 Advantages of using multi-modal monitoring to evaluate PD signs
The discrimination accuracy between normal and simulated parkinsonian movement
using data from the trunk mounted accelerometer alone was 0.65 when no activ-
ity type classification was used. When activity type classification was used prior to
discrimination between normal and parkinsonian movement, the discrimination per-
formance increased to 0.78. However, when data from the gyroscope and the two
accelerometers were considered, the discrimination accuracy increased to 0.88 when
tremor was not present, and to 1.0 when tremor was present. Thus, we have shown
that using data from a gyroscope and multiple distributed accelerometers improved
the discrimination between normal and simulated parkinsonian movement for subjects
performing three different activity types. In particular, since tremor was only poorly
detected with the trunk mounted sensors, the wristwatch accelerometers were needed
to effectively evaluate this sign. Additionally, the gyroscope sensor data was helpful
for detecting parkinsonism during the WWT activity type, and for discriminating
between the STS and WWT activity types.
6.4.5.2 Assessing PD without prior knowledge of movement type
Discrimination between the normal and simulated parkinsonism data was < 0.7 when
attempting to directly classify the two types of data without regard for the underlying
activity. However, in our study, it was possible to identify activity types from the
accelerometer and gyroscope data with high accuracy (1.0). When the activity type
was identified first, it was then possible to discriminate between the two data types
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correctly in 0.88 of the data samples.
In our simulated study, there were advantages that would not exist in completely
free motion in PD patients. Our study had the advantage of knowing that the ac-
tivity type was limited to three possibilities. Additionally, multiple repetitions of the
activity types provided excellent training data that may not be possible to collect in
clinical situations with patients. It is also possible that unintentional biases existed
in the data due to the non-blinded nature of the study.
In future studies we plan to test this approach with a larger dataset collected from
PD patients and age-matched controls. We will then examine whether the methods
in this study can be successfully used to help evaluate clinical cases of parkinsonism.
In addition to testing the effectiveness of the methods, the larger dataset will allow
consideration of a wider variety of activity types and parkinsonism signs.
6.5 EEG assessment of PD in humans
Chapters 4 and 5 of this work have shown that it is possible to assess the severity of
parkinsonism using epidural EEGs in nonhuman primates. With the PD monitoring
system, it will be possible to examine whether the assessment of parkinsonism is also
possible using surface EEGs in human patients, and whether EEG analysis could be
developed into a tool to provide an objective measure of the severity of parkinsonism
(or the stage of PD) in patients. A particularly important aspect of the assessment
plan was to document the timing and dosing of medications when the EEG signals
are collected, as these parameters may influence EEG signals independent of the
state of the disease. I am working on collaborations that will enable this type of pre-
clinical testing using the system. The target EEG analysis system may eventually help
physicians to confirm a diagnosis of PD, and to develop a more objective approach
for staging the disease. While this may not be as relevant in the routine care of
individual patients, the ability to objectively stage the severity of PD is a highly
107
important ingredient of neuroprotective clinical trials.
Preliminary analysis of EEG data collected in control subjects during the motor
sensor study in Section 6.4 indicated that EEG data may be useful for discriminating
between activity types, in addition to potentially staging PD. As shown in Figure 38,
using cross-frequency-coupling (CFC) features, three different activity types can be
visually separated for a single individual. Figure 39 shows the same three activity
types can be observed in CFC features from three different individuals. Although
more in-depth analysis is needed to determine how accurately these activity types
can be classified across multiple individuals, the initial data suggest that the EEG
features may be useful for incorporation in the activity type classification described in
Section 6.4.2. Further, knowledge of the appearance of typical EEG patterns for these
activity types will be important to consider for neurological disease staging, since
any motor pathology assessment should be made relative to the expected baseline
features for the underlying activity type. This can be thought of as artifact removal.
However, for the multimodal monitoring approach, movement information related to
the activity type will not necessarily be removed, but rather be used to evaluate the
pathological state conditioned on the activity type (P (pathology | activity type)).
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Figure 38: EEG CFC features for a single individual talking, then walking, and
finally sitting quietly. Each column represents a 30 second epoch of data.
Figure 39: EEG CFC features for three different individuals. The first segment
of talking is from individual one, immediately followed by the segments for
individual two and three. The data is concatenated the same way for the walking
and sitting activities. Each column represents a 30 second epoch of data. The




The work presented in this dissertation builds upon established features and methods
for signal processing of spike times, EEGs, and local field potentials (LFPs). Previous
methods for detecting parkinsonism with electrophysiological data rely on metrics
such as firing rate, spectral power and variance within specific frequency bands. In
short, previous approaches typically use a single feature or set of related features and
assume the features are linearly related to the degree of parkinsonism. The main
emphasis in this dissertation is on multiple, optimally selected features that may
exhibit non-linear dynamics. The goal of Chapters 3 and 4 was to show that optimally
selected features based on basal ganglia electrophysiology can indicate the degree of
parkinsonism and that the progression can take similar forms across individuals. In
Chapter 5, the goal was to quantify relationships between parkinsonian motor signs
and subthalamic nucleus and cortical electrophysiology. In Chapter 6, a step is taken
toward translational implementation of these new findings by building and testing a
mobile monitoring system for PD.
7.1 Importance of multiple, optimally-selected, non-redundant
features.
An approach for selecting optimal, multiple features for characterizing cellular firing
and identifying the features most relevant for distinguishing between cells recorded
in the parkinsonian versus non-parkinsonian state was presented in Chapter 3. Cells
from the subthalamic nucleus (STN) and globus pallidus externa (GPe) and interna
(GPi) were examined. Although increased bursting occurred in all three nuclei, the
observed changes differed between the STN and the two pallidal segments. Using
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multiple feature selection methods tested against a set of neuronal discharge features
from three basal ganglia regions, we found the sets of features that most effectively
discriminated the neuron activity in the parkinsonian and normal states differed be-
tween the STN and the two segments of the globus pallidus. Although bursting
features were important for characterizing all three nuclei, the results showed that
using any one feature of single cell firing to characterize the parkinsonian state in all
nodes of the basal ganglia-thalamocortical network was less accurate than an analysis
of multiple nucleus-specific descriptors.
Chapters 4 and 5 discuss features that best discriminate between baseline con-
ditions and parkinsonism in STN LFPs and cortical EEGs. Novel methods were
developed for analyzing stimulus-independent oscillation interactions based on phase-
amplitude cross-frequency-coupling (CFC) features extracted from Complex Contin-
uous Wavelet Transform (CCWT) coefficients.
7.2 Correlation between motor signs and electrophysiology
Canonical correlation was used to show statistically significant correlation between
different weighted sets of these features and the composite motor score as well as
bradykinesia, balance, and freezing motor subscores. The analysis showed that phase-
amplitude CFCs in STN LFPs and epidural EEGs provide valuable information in
the form of characterization of the overall state of the recorded brain area as well
as uncovering significant correlation between features in the two brain regions. The
CCWT CFC features were shown to be similar across individuals, and superior to
standard statistical features for classifying the severity of PD. Based on this work, we
believe that phase-amplitude CFCs (also known as modulation indices) are useful for
characterizing the progression of parkinsonism, and that the characterization may be
generalizable across multiple individuals.
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7.3 Multimodal monitoring technology.
Chapter 6 presented a multi-modal monitoring system for assessing movement disor-
ders, known as the PD-3. The system is currently specifically targeted to parkinson-
ism and uses the electrophysiologic features described in Chapter 5, along with motor
features from wearable accelerometers and a gyroscope. In human subject testing,
we analyzed which motor sensors and features provided the most statistically sig-
nificant classification between activity types and parkinsonian movement. We found
that multiple sensors on different body locations allowed more accurate classification
of simulated parkinsonism than single sensors. We also showed that parkinsonism
signs can be classified without prior knowledge of which activity is occurring, by first
using the motor data to classify the activity type and then applying the appropriate
classification approach for that activity type.
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