Abstract: Video quality assessment (VQA) plays an important role in video applications for quality 1 evaluation and resource allocation. It aims to evaluate the video quality consistent with the human 2 perception. In this letter, a hierarchical gradient similarity based VQA metric is proposed inspired by are designed and combined to obtain the overall quality. SSIM based VQA metrics have been proposed 20 by introducing motion information and temporal weighting schemes [5,6]. These metrics are developed 21 based on the assumption that the degradation of perceptual qualities is highly related to the change 22 of the structural information. Moreover, gradient based metrics have been proposed to describe the 23 loss of the structural information [7,8]. In [8], edge-strength similarities were calculated for all pixels 24 to acquire the overall quality score for each frame. In [9], the gradient based 3-D structure tensors 25 were decomposed to evaluate the video perceptual quality. Spatio-temporal gradient features were 26 extracted to derive the 3-D structure tensor, and the corresponding eigenvalues and eigenvectors were 27 used to evaluate the video perceptual quality.
Modeling of the Precortical Processing
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The precortical processing stage in the area LGN has a band-pass filtering characteristic for luminance stimuli [10] . This can be modeled by a denoising operation, such as VBM3D [12] . Recent study [7] also showed that the perceptual distortions can be classified into content-dependent distortions and content-independent distortions. The content-independent distortions are mainly related to the additive noise. Thus, using the denoising operation, both of the reference and distorted frames are decoupled into two parts, the prediction part and the noise part. Since MSE presents a good match with the additive noise [13] , the MSE is adopted to evaluate the degradation of the noise part: spatio-temporal gradient.
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Since the spatio-temporal gradient vector also contains the components of the spatial version, the similarity of the spatio-temporal gradient vector is used to model the dorsal pathway. To balance the effect of the temporal and spatial gradients, each component is divided by the sum of positive filter coefficients, respectively. The similarity in the dorsal pathway is S dp (x r ,
where S dp (x r , x t ) denotes the gradient similarity between x r and x t , which are the pixels in prediction parts of the reference frame and the distorted frame, respectively. The vectors g r and g t denote the corresponding spatio-temporal gradient vectors, which are calculated by the Sobel filter along x, y and t directions, respectively, i.e., g = (g x , g y , g t ). The Sobel kernel for the t direction is a 3 × 3 × 3 matrix [9] . The parameter C 1 is a small constant to avoid the denominator being zero, and is set as C 1 = 0.03 × 255 2 . The first term represents the similarity of the strengthes between g r and g t . The second term represents the similarity of the directions between the two gradient vectors. Eqn (2) can be further simplified to:
Using (3), each pixel will get the DP similarity. Both of the ventral and dorsal pathways contain the areas V1 and V2. Therefore, in order to reduce the repetitive computation, only the area V4 should be modeling in the ventral pathway. The area V4 is important for the perception of shape/curvature discrimination. The features are extracted over larger regions instead of the local regions. In this study, it is modeled by the block-level gradient vectors similarities. The reference and distorted video frames are split into 8x8 non-overlapped blocks.
The mean values of the blocks construct a down-sampled versions of the images. The spatial gradient of the down-sampled images are used to evaluate the similarity in the ventral pathway:
where the S b (b r , b t ) denotes the block-level gradient similarity between the blocks b r and b t , which 63 are the blocks in the prediction parts of the reference frame and the distorted frame, respectively. The 64 formula is similar to Eqn (3), whereas the different is the vectors g r b and g t b are the 2-D spatial gradient vectors of the down-sampled images. Using (4), each block will get the VP similarity.
Representations in the visual cortex are known to be overcomplete. Visual attention models [14, 15] show that the human visual system is more sensitive to the salient regions. respectively. We denote the set of the salient pixels in P r and P t as C r and C t , respectively. The union 74 of C r and C t , denoted as C r C t , is the set of the salient pixels selected to be processed.
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Furthermore, the averaging pooling on the similarities of the salient pixels can be used to evaluate overall similarity. However, it may lose the changes of the visual attention, and cannot represent the degradation of the whole frame efficiently. Therefore, the similarity of the visual attention is introduced as
where S va (P r , P t ) denotes the attention similarity between the prediction parts P r and P t which are 
Overall Score
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In the above subsections, degradations in different visual areas are modeled with the corresponding similarities. The final quality index of each frame can be calculated by combining these similarities, as S pre (P r , P t ) = S va · Avg
where S pre (P r , P t ) denotes the quality score of the prediction part which is decoupled from the distorted frame F t , and the parameter x denotes the salient pixel. That is, the terms S dp (x) and S vp (x) denote the similarity of the pixel x in the dorsal and ventral pathway, respectively. The term S va denotes the visual attention similarity. As in [7] , the overall quality score of the frame is calculated as,
where S pre and S noi denote the quality score of the prediction part and the noise part, respectively.
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Finally, all of the frame scores are averaged to give the final video quality index. 
Experimental Results
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The effectiveness of the proposed VQA metrics is evaluated by the consistency between the 
7.
J. Wu, W. Lin, G. Shi, and A. Liu. Perceptual quality metric with internal generative mechanism. IEEE Trans.
