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Abstract
A new explicit time-reversible orbit integrator for the equations of motion in a static
homogeneous magnetic field —called Cyclotronic integrator— is presented. Like Spreiter and
Walter’s Taylor expansion algorithm, for sufficiently weak electric field gradients this second
order method does not require a fine resolution of the Larmor motion; it has however the
essential advantage of being symplectic, hence time-reversible. The Cyclotronic integrator
is only subject to a linear stability constraint (Ω∆t < pi, Ω being the Larmor angular
frequency), and is therefore particularly suitable to electrostatic Particle In Cell codes with
uniform magnetic field where Ω is larger than any other characteristic frequency, yet a
resolution of the particles’ gyromotion is required. Application examples and a detailed
comparison with the well-known (time-reversible) Boris algorithm are presented; it is in
particular shown that implementation of the Cyclotronic integrator in the kinetic codes
SCEPTIC and Democritus can reduce the cost of orbit integration by up to a factor of ten.
I Introduction
The Boris integration scheme [1], designed to solve the single particle equations of motion in
electric and magnetic fields {
x˙ = v
mv˙ = Q (E+ v ∧B) , (1)
is perhaps the most widely used orbit integrator in explicit Particle In Cell (PIC) simulations
of plasmas; here x and v are the particle position and velocity, m its mass and Q its charge.
The idea of the Boris integrator is to offset x and v by half a time-step ∆t/2, and update them
alternately using the following Drift (D) and Kick (K) operators:
DB(∆t) := x
′ − x = ∆tv (2)
KB(∆t) := v
′ − v = ∆tQ
m
[E(x′) +
v′ + v
2
∧B(x′)]. (3)
Although seemingly implicit (the right hand side of Eq. (3) contains both v and v′, the velocities
at the beginning and end of the step), KB can easily be inverted and the scheme is in practice
explicit. The reasons for Boris scheme’s popularity are twofold.
It must first be recognized that the algorithm is extremely simple to implement, and offers
second order accuracy while requiring only one force (or field) evaluation per time-step. Other
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integrators such as the usual or midpoint second order Runge-Kutta [2] require two such evalua-
tions per step, thus considerably increasing the computational cost. The second reason is that for
stationary electric and magnetic fields, the errors on conserved quantities, such as the energy or
the canonical angular momentum when the system is axisymmetric, are bounded for an infinite
time (the error on those quantities is second order in ∆t as is the scheme). Those conservation
properties, usually observed on long-time simulations of periodic or quasi-periodic orbits, are
characteristic of time-reversible integrators [3].
Unfortunately the Boris scheme requires a fine resolution of the Larmor angular frequency
Ω = Q|B|/m, typically Ω∆t <∼ 0.3 for a 1% accuracy [1], which is penalizing if Ω is much larger
than any other characteristic frequency of the problem. In the regime of static uniform magnetic
field considered in this paper, Spreiter and Walter [4] previously attempted to relax the Larmor
constraint, and developed a “Taylor expansion algorithm”. Their method however suffers from
non time-reversibility, as well as a ”weak” unconditional unstability particularly apparent when
Ω∆t <∼ O(1).
We developed an alternative integrator by taking advantage of the fact that in a uniform
magnetic field and zero electric field the particle trajectory has a simple analytic form. Using
this method, called Cyclotronic integrator, the time-step is in theory only limited by linear
stability considerations (leading to Ω∆t < π). By construction, in static uniform magnetic fields
the Cyclotronic integrator is second order and symplectic [5]; in other words it preserves the
geometric structure of the Hamiltonian flow, which guarantees excellent conservation properties.
The authors’ main motivation for the present work was to increase the speed of electrostatic PIC
codes such as SCEPTIC [6, 7] or Democritus [8], designed to study the electrostatic flow of a
uniform magnetoplasma past an electrode. For this system, it is indeed necessary to resolve the
Larmor rotation in order to accurately compute the orbit intersections with the collector. The
appropriate time-step regime is Ω∆t <∼ O(1); Spreiter and Walter’s algorithm can therefore not
be used because of its unstability, while the Boris scheme is too expensive for strongly magnetized
plasmas. The Cyclotronic integrator can also be useful to the simulation of other systems, such
as intermediately magnetized Penning traps where the magnetic field is not strong enough for a
guiding-center approach to be applicable [9].
The paper is organized as follows. After a review of Boris and Spreiter and Walter’s algorithms
(Section II), we present a construction of the Cyclotronic integrator where its symplectic character
straightforwardly appears (Section III). A linear stability analysis of the these algorithms is
performed in Section IV. We then proceed with the application of the Cyclotronic integrator
to the ideal Penning trap system (Section V) and to the PIC codes SCEPTIC and Democritus
(Section VI).
II Review of previous integrators
II.1 Boris integrator
The Boris integrator [1] is a time-splitting method; the equations of motion (1) are separated in
two parts that are successively integrated in a Verlet form:(
x
v
)
(t+∆t) = DB(∆t/2) ·KB(∆t) ·DB(∆t/2)
(
x
v
)
(t), (4)
where the Boris Drift and Kick operators (DB and KB) are defined in Eqs (2,3). If R∆ϕ denotes
a rotation of characteristic vector
∆ϕ = 2 atan (
∆t
2
Ω)
B
B
, (5)
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KB(∆t) := v→ v′ can be split in the following way [1]:
KB(∆t) :=


v∗ = v+ QE∆t2m
v∗∗ = R∆ϕv
∗
v′ = v∗∗ + QE∆t2m .
(6)
Eqs (2,6) readily show that the Boris integrator is time-reversible, even for non uniform
magnetic fields. Indeed the Drift operator does not act on the particle velocity, and the Kick
operator does not act on the position. In PIC codes it is customary to define the position
and velocity with half a time-step of offset, which amounts to concatenating the two adjacent
DB(∆t/2) from successive steps in Eq. (4).
A popular variant of this integrator (known as the “tan” transformation [1]), second order in
∆t , consists in letting ∆ϕ = Ω∆tB/B in Eq. (6). Regardless of the form used for ∆ϕ however,
the Drift operator (2) requires Ω∆t ≪ π, which is a severe limitation if the other characteristic
frequencies (such as the quadrupole harmonic frequency ω0 introduced in Section IV, or the
plasma frequency in dynamic systems) are much smaller than Ω.
II.2 Spreiter and Walter’s Taylor expansion algorithm
An intuitive way to build an orbit integrator for Eqs (1) with homogeneous magnetic field, not
subject to the Larmor constraint, is to take advantage of the available analytic form of a charged
particle’s trajectory in uniform electric and magnetic fields. In the plane normal to B = Bez,
using the complex notation for the perpendicular part of the vectors (x = x + iy, v = vx + ivy
and E = Ex + iEy) [4]:
v(t+∆t) =
(
v(t) + i
E
B
)
exp(−iΩ∆t)− iE
B
(7)
x(t+∆t) = x(t) +
i
Ω
(
v(t) + i
E
B
)
[exp(−iΩ∆t)− 1]− iE
B
∆t (8)
If the electric field is non uniform, the scheme provided by Eqs (7,8) is second order accurate
for the position and first order accurate for the velocity. In the same regime of homogeneous
magnetic field, Spreiter and Walter derived a one-step integrator (Eqs (28-35) in Ref. [4]) based
on a Taylor expansion of the equations of motion (1) in which Ω∆t is not assumed to be small.
Their integrator is equivalent to Eqs (7,8), with a corrective term added to Eq. (8) in order for
the velocity update to be second order accurate.
In a uniform electric field, Spreiter and Walter’s algorithm integrates the exact orbit regardless
of the time-step. Because the electric field at the beginning and end of each time-step does not
enter the propagation equations symmetrically, it is unfortunately not time-reversible.
III Derivation of the Cyclotronic integrator
III.1 Symplectic and time-reversible integration
Time-reversible integrators contain the subclass of symplectic schemes, which has received con-
siderable attention in the last decades in particular in connection with astrodynamics [10] and
accelerator physics [11].
The fundamental idea behind symplectic integration of (systems of) Ordinary Differential
Equations (ODEs) is to ensure that the chosen scheme is a canonical map, in other words that
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there exist canonical coordinates (q,p) related to the physical variables (x,v) such that the flow
Z(τ) = (q,p)(τ) derives from a Hamiltonian H˜:
dp
dt
= −∇qH˜ dq
dt
= ∇pH˜, (9)
in which case there exists a Liouville operator ΨH˜ such that
dZ
dt
= {Z, H˜(Z)} = ΨH˜Z (10)
or equivalently
∀τ ∈ R z(τ) = eτΨH˜Z(0), (11)
where {×,×} stands for the Poisson bracket. Indeed if the original ODEs derive from a Hamil-
tonian H(q,p), one can show that the Hamiltonian from which the flow of a consistent nth
order symplectic integrator derives takes the form: H˜(q,p) = H(q,p) + δH(q,p,∆t), where
δH = O(∆tn) [12]. Because the integrator exactly preserves H˜ and its integral invariants, it is
expected to conserve slightly modified expressions of the integral invariants of H. Hence no sec-
ular drift in the original problem’s energy or integral invariants is to occur. For a more complete
introduction on symplectic integration avoiding unnecessary mathematical formalism, the reader
is referred to Ref. [5].
The Boris integrator is known for its outstanding conservation properties. However as pointed
out by Stoltz et al. [13], there is no guarantee that it is symplectic. It is nonetheless time-
reversible, and it has been shown under very reasonable assumptions that this condition is suf-
ficient to explain the absence of secular drift in the conserved quantities, provided the orbit we
integrate is periodic or quasi-periodic [3].
III.2 Cyclotronic integrator
The time independent Hamiltonian for single particle motion in the presence of a uniform back-
ground magnetic field B = Bez can easily be written in cylindrical coordinates:
H(q,p) =
p2ρ
2m
+
p2z
2m
+
1
2m
(
pϕ
ρ
−QAϕ(ρ, z)
)2
+Qφ(q), (12)
where the generalized momentum p is given by

pz = mz˙
pρ = mρ˙
pϕ = mρ
2
(
ϕ˙+Q
Aϕ
mρ
) (13)
and q = (z, ρ, ϕ). The vector potential A satisfies ∇∧A = Bez and is chosen to be A = Bρ/2eϕ,
while E = −∇φ.
The flow deriving from the full Hamiltonian H in Eq. (12) is not integrable. It is however
possible to rewrite H as H = H1+H2 where the flows associated with H1,2 are exactly integrable
for any time-step ∆t as follows:
• Drift part: H1(q,p) = p
2
ρ
2m +
p2
z
2m +
1
2m
(
pϕ
ρ −QAϕ(ρ, z)
)2
.
Uniform helical motion around B with angle ∆ϕ = Ω∆tBB .
• Kick part: H2(q,p) = Qφ(q).
Momentum increase of vector −Q∇φ∆t.
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Using the Baker Campbell Hausdorff formula [5], one can show that
e∆tΨH = e(∆t/2)ΨH1 · e∆tΨH2 · e(∆t/2)ΨH1 +O(∆t3) (14)
A second order symplectic integrator for H is therefore
PC(∆t) = DC(∆t/2) ·KC(∆t) ·DC(∆t/2), (15)
where DC(∆t) and KC(∆t) are the Drift and Kick operators in (x,v) space corresponding to
exp(∆tΨH1) and exp(∆tΨH2) in (q,p) space.
One can straightforwardly show that (in a homogeneous magnetic field) the Cyclotronic inte-
grator is second order accurate. In addition, in the absence of electric field it is exact regardless
of ∆t since it exactly resolves the Larmor motion associated with the Hamiltonian H1. This is
of course not the case with the Boris scheme.
A practical implementation in Cartesian coordinates of the Cyclotronic integrator ready to use
in PIC codes where B = Bez is given by Eqs (17,18), where the two half Drifts in Eq. (15) have
been staggered together. However because here the Drift operator advances both the position and
the velocity, one can not interpret this operation as simply shifting v and x by half a time-step.
Applying both operators results in (x,v)→ (x′,v′)→ (x′′,v′′). With ∆ϕ = Ω∆t:
1. Drift
DC(∆t) :=


z′ = z + vz∆t
(x, y)′ = (x, y)c +R∆ϕ ((x, y)− (x, y)c)
(vx, vy)
′ = R∆ϕ(vx, vy)
(16)
(x, y)c(t) being the center of the current Larmor circle when any electric field is disregarded.
More explicitly:
DC(∆t) :=


z′ − z = vz∆t
x′ − x = vy−vy cos(Ω∆t)+vx sin(Ω∆t)Ω
y′ − y = −vx+vx cos(Ω∆t)+vy sin(Ω∆t)Ω
v′x = vx cos(Ω∆t) + vy sin(Ω∆t)
v′y = vy cos(Ω∆t)− vx sin(Ω∆t)
(17)
2. Kick:
KC(∆t) := v
′′ − v′ = −Q∇φ(x′)∆t/m. (18)
III.3 Uniform electric field
As a price for their time-reversibility, the Boris and the Cyclotronic integrators don’t share
Spreiter and Walter’s algorithm property of computing the exact orbit in a uniform electric field
E. This is not an issue per se because a uniform electric field can always be made to vanish by
an appropriate change of frame (provided B 6= 0 of course). In practice therefore time-steps will
be solely limited by electric field gradients.
It is however interesting to notice that although the Cyclotronic integrator does not exactly
resolve the motion for non-zero uniform E, it computes an orbit whose Larmor center exactly
moves with the drift velocity E ∧ B/B2. Fig. (1) shows the orbit calculated with the three
integrators assuming E = Eex and a zero initial velocity. For this configuration Ω∆t is the only
relevant dimensionless parameter provided velocities are normalized to E/B (the drift velocity);
for this example we use Ω∆t = π/2.
For completeness, we mention that gyrokinetic orbit integrators would also exactly respect
the E ∧ B/B2 Larmor center motion in the uniform electric field case. However those require
Ω∆t ≫ 1, and are typically used in perturbative particle codes designed to analyze large-scale
phenomena such as drift instabilities or zonal flows in Tokamaks [14].
5
0.5 1 1.5 2 2.5 3 3.5
−20
−18
−16
−14
−12
−10
−8
−6
−4
−2
0
x
y
 
 
Cyclotronic
Boris
Taylor
Exact
Figure 1: Orbits computed with the three integrators for E = Eex using a time-step Ω∆t = π/2,
assuming the particle is originally at rest at (x0 = 1, y0 = 0). On this illustrative example, no
change of frame allowing for the homogeneous electric field to vanish has been operated. It can
be seen that the Cyclotronic integrator respects the correct drift veloctity E∧B/B2(= −1 ·ey in
dimensionless units). The orbit integrated with the Boris scheme drifts at an incorrect velocity.
IV Linear stability
In addition to being consistent with the original equation, it is desirable that an integration
scheme be stable. However, proving that this is the case for arbitrary Ordinary Differential
Equations (ODEs) and initial conditions is in general not feasible, and stability properties are
therefore usually assessed on linearized forms of the propagation equations. That an orbit inte-
grator be linearly stable for any particle position and time is a necessary condition for its stability
in the presence of an arbitrary potential distribution, and is in practice sufficient.
IV.1 Linear propagation operators
Let us consider a uniform background magnetic field B = Bez, and an ideal quadrupole potential
distribution:
φ(r) = ǫ
m
Q
(
1
2
ω20xx
2 +
1
2
ω20yy
2 − 1
2
(ω20x + ω
2
0y)z
2
)
, (19)
where ǫ = ±1.
Because transverse and axial dynamics are decoupled, we can concentrate on the transverse
motion and treat the problem as two-dimensional; we therefore write the position and velocity
evolution between time-steps n and n+ 1 as


x
y
vx∆t
vy∆t


n+1
= P


x
y
vx∆t
vy∆t


n
, (20)
where P is the linear propagation operator depending on the dimensionless quantities ǫω0x,y∆t
and Ω∆t. The integration scheme is stable if and only if the spectral radius of P (maximal
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absolute value of its eigenvalues) satisfies
max(|Sp(P)|) ≤ 1. (21)
For the Cyclotronic integrator, the operator PC to be used in Eq. (20) corresponding to
Eq. (15) is:
PC(∆t) = DC(∆t/2) ·KC(∆t) ·DC(∆t/2), (22)
where (c.f. Eqs (17,18)):
DC(∆t/2) =


1 0 sin(Ω∆t/2)Ω∆t
1−cos(Ω∆t/2)
Ω∆t
0 1 − 1−cos(Ω∆t/2)Ω∆t sin(Ω∆t/2)Ω∆t
0 0 cos(Ω∆t/2) sin(Ω∆t/2)
0 0 − sin(Ω∆t/2) cos(Ω∆t/2)

 , KC(∆t) =


1 0 0 0
0 1 0 0
−ǫω20x∆t2 0 1 0
0 −ǫω20y∆t2 0 1

 .
(23)
For the Boris integrator, the operator PB corresponding to Eq. (4) is:
PB(∆t) = DB(∆t/2) ·KB(∆t) ·DB(∆t/2), (24)
where DB(∆t/2) is the operator associated with the half Drift:
DB(∆t/2) =


1 0 1/2 0
0 1 0 1/2
0 0 1 0
0 0 0 1

 , (25)
and KB(∆t) = K
a
B(∆t/2) · KbB(∆t) · KaB(∆t/2) associated with the Kick. KaB(∆t/2) is half the
electric part of the Kick and KbBoris(∆t) the magnetic part. Using the “tan” modification:
KaB(∆t/2) =


1 0 0 0
0 1 0 0
−ǫω20x∆t2/2 0 1 0
0 −ǫω20y∆t2/2 0 1

 , KbB(∆t) =


1 0 0 0
0 1 0 0
0 0 cos(Ω∆t) sin(Ω∆t)
0 0 − sin(Ω∆t) cos(Ω∆t)

 .
(26)
Writing the operators in PIC form (one full drift followed by one full Kick) results in different
propagation matrices P, but stability conditions are not affected.
IV.2 Transversely isotropic harmonic oscillator
If ǫ = −1 the electrostatic force is repulsive in the ρ-direction and attractive in the z-direction;
if in addition ω0x = ω0y = ω0 we simulate an ideal Penning trap system (see Section V). When
ǫ = 1, the opposite holds and the particle is not axially confined (i.e. escapes on the z-axis);
however in this section we only study the transverse motion and do not worry about z-axis
stability.
Fig. (2) shows the corresponding linear stability diagrams, and a few important points should
be noticed. In the absence of electric field both schemes are stable regardless of Ω∆t. In the
absence of magnetic field, both schemes are stable if 0 ≤ ǫω0∆t ≤ 2, which is a well known
result [1]. In the limit |ǫω0∆t| ≪ 1 with ǫ = −1, the scheme is unstable if Ω/ω0 < 2: this is the
physical Penning trap instability, and hence independent of the integrator (see Section V and
Eq. (27)). Reliable orbit integration requires one to operate in the first stability region containing
the origin. For |ω0∆t| small enough, Ω∆t < 2π is required.
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Figure 2: Linear stability diagrams for the transverse motion (the dynamics along z is disre-
garded) for the Cyclotronic (a) and the Boris (b) integrators, when the harmonic electrostatic
force is transversely isotropic (Eq. (19) with ω0 = ω0x = ω0y). “S” labels stable regions, and “U”
unstable regions. The red dashed line is the Penning trap instability (Eq. (27)).
IV.3 Transversely one-dimensional harmonic oscillator
Let us now assume that ω0y = 0. The corresponding stability diagrams are shown in Fig. (3),
and are slightly different from the ones in Fig. (2) although the main characteristics are similar.
It is interesting to notice that the stability diagram for the Cyclotronic integrator is scaled down
by a factor of 2 with respect to the ω0x = ω0y case.
a) Cyclotronic
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Figure 3: Idem Fig. (2), but with ω0 = ω0x and ω0y = 0. The red dashed line is a modified
Penning trap stability boundary accounting for ω0y = 0, found to be Ω/ω0 < 1.
For arbitrary physically stable harmonic potentials, numerical stability diagrams are in be-
tween the ones shown in Figs (2,3). Because in most of the simulations the potential distribution
is not harmonic however, we keep as linear stability condition the tighter possible linear con-
straint. In other words for |ω0∆t| small enough, in order to avoid islands of instability the
time-step should be limited to Ω∆t < π (with either Boris or the Cyclotronic schemes).
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IV.4 Taylor expansion algorithm of Spreiter and Walter
In addition to not being time-reversible, Spreiter and Walter’s algorithm has a Jacobian deter-
minant slightly greater than unity [4], which usually leads to instability [2]. It is in fact possible
to assert that the scheme is unconditionally unstable for any parameters except if Ω∆t = 0 and
0 ≤ ǫω0∆t ≤ 2, in which case the algorithm is merely the standard unmagnetized leap-frog [1].
As an illustration of this unconditional unstability, Fig. (4) shows contour-lines of δ =
max(|Sp(PT)|) − 1, where PT is the propagation matrix corresponding to the Taylor expan-
sion algorithm in the presence of the electrostatic potential of Eq. (19) with ω0x = ω0y = ω0. PT
is easily obtained from Eqs (28-35) in Ref. [4].
a) Small Ω∆t view
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b) Large Ω∆t view
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Figure 4: Contour-plots of δ = max(|Sp(P T )|) − 1 = 10−6 (Solid black line) and δ = 10−8
(Dash-dotted black line) in the vicinity of the origin (a) and for larger Ω∆t (b). The scheme is
unconditionally unstable (δ > 0) except for Ω∆t = 0 and 0 ≤ ǫω0∆t ≤ 2 in which case δ = 0. The
red dashed line (a) corresponds to the Penning trap instability, and the red dotted parabolae (b)
to the large Ω∆t limit of the contour-lines.
Fig. (4b) shows that for large Ω∆t the spectral radius contour lines of the Taylor expansion
propagator PT are parabolic (red dotted parabolae: Ω∆t ∝ (ω0∆t)2). In other words for fixed
ω0∆t, as Ω∆t → ∞ the scheme tends to stability (δ → 0). This explains why the authors in
Ref. [4] observed that their algorithm performance increases with rising magnetic field.
The Taylor expansion algorithm is therefore a very interesting option when it is appropriate
to use Ω∆t ≫ 1, and provided we do not need to integrate over too long a time-period. For
instance if one wishes to integrate 106 time-steps, it is approximately necessary to be inside
the “δ = 10−6” contour line in Fig. (4b) whose equation is Ω∆t ∼ 225(ω0∆t)2; in other words
Ω/ω0 ≫ 225ω0∆t is required.
A more detailed comparison between this algorithm and the Cyclotronic integrator is pre-
sented in Section V.3.
V Application 1: the ideal Penning trap
A Penning trap is a cylindrically symmetric device with a static magnetic field along the z-axis
and a quadrupole electrostatic field of the form of Eq. (19) with ω0 = ω0x = ω0y and ǫ = −1.
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Elementary algebra shows that the trap is physically stable if and only if:
Ω ≥ 2ω0, (27)
and the the orbit is found to be a linear combination of the three following angular frequencies [15]:


Axial ω0
Modified Cyclotron ωMC =
Ω
2 +
√
(Ω2 )
2 − ω20
Magnetron ωMag =
Ω
2 −
√
(Ω2 )
2 − ω20
(28)
In the transverse direction the orbit is a superposition of the fast Modified Cyclotron oscilla-
tion and the slow Magnetron motion.
V.1 Frequency shifts
Since the electric field depends linearly on the position, there is no natural scale length and one
can consider the position to be dimensionless. Velocities (hence frequencies) are normalized to
ω0.
Fig. (5) shows the particle’s numerically-calculated orbit projected on the x-axis for two
different values of Ω∆t, the only physically meaningful quantity Ω/ω0 being kept fixed (Ω/ω0 =
10π/3). Fig. (5a) corresponds to a case where ∆t is six times smaller than the Larmor period
(Ω∆t = π/3). The fourth order Runge-Kutta integrator is not satisfactory since it operates as a
low-pass filter, and after a few time-steps the Cyclotron oscillation has been damped out: only
the Magnetron motion is resolved. The Boris integrator resolves both frequencies but those are
offset (The Magnetron frequency shift is clearly visible in the figure). The Cyclotronic integrator
resolves both frequencies as well, but the error is much smaller than with the Boris integrator.
Fig. (5b) corresponds to Ω∆t = 3π/2, situation in which the time-step is longer than half the
Larmor period. As shown in Section IV.2, both Boris and the Cyclotronic integrators are stable
for this choice of time-step; according to the Nyquist theorem however this implies ωMC cannot
be properly resolved. Fig. (5b) should therefore only be considered for illustration purposes, and
we never recommend the Cyclotronic integrator with Ω∆t ≥ π. Examination of the Magnetron
frequencies extracted from the numerical experiment (Table in Fig. (5)) shows that while the
Cyclotronic integrator introduces less than 2% error, the Boris scheme is in error by a factor of
2.
Fig. (6) shows the fractional error in the characteristic frequencies
Fractional Error =
|ωOutput − ωTheory|
ωTheory
(29)
against ∆t for Ω/ω0 = 5π/3. Both integrators appear second order accurate as expected, but
the Cyclotronic scheme is one order of magnitude more accurate for ωMC and almost two orders
of magnitude more accurate for ωMag. This accuracy gap increases with the ratio Ω/ω0, and
tends to infinity when Ω/ω0 ≫ 1. However if we aim for the typical 1% accuracy on ωMag, one
sees in Fig. (6) that for the Boris scheme ω0∆t ∼ 0.06 is required (i.e. Ω∆t ∼ 0.3 as expected
from Ref. [1]), while the limit is ω0∆t ∼ 0.3 for the Cyclotronic scheme: that is to say using the
Cyclotronic scheme reduces the cost by a factor of Ω/ω0 (= 5π/3 ≃ 5) in this case.
The vertical dashed line in Fig. (6) shows the Nyquist limit for the Modified Cyclotron fre-
quency (ωMC∆t = π, where ωMC ∼ Ω).
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a) Ω∆t = π/3
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b) Ω∆t = 3π/2
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c) Angular frequencies corresponding to the curves in (a) and (b)
Analytic a (RK4) a (Boris) a (Cyclotronic) b (Boris) b (Cyclotronic)
ωMC/ω0 10.38 XX 10.39 10.38 XX XX
ωMag/ω0 9.638 · 10−2 9.644 · 10−2 8.729 · 10−2 9.634 · 10−2 0.2151 9.782 · 10−2
Figure 5: x-position of the particle for the Boris push, the Cyclotronic integrator and the fourth
order Runge-Kutta scheme, for the ideal Penning trap system. ω0∆t = 1/10 and Ω∆t = π/3 (a).
ω0∆t = 9/20 and Ω∆t = 3π/2 (b). The ratio Ω/ω0, only physically meaningful quantity, is equal
in both cases. The initial conditions are x = (−0.5, 0, 0) and v/ω0 = (0, 1, 0). The fourth order
Runge-Kutta scheme does not resolve the Cyclotron motion for the parameters of Fig. (a), and
is unstable for the parameters of Fig. (b). The characteristic angular frequencies of the curves
in (a) and (b) are printed in Table (c).
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Figure 6: Fractional error in the characteristic frequencies as a function of the time-step for the
ideal Penning trap system. ωMag is the Magnetron angular frequency, and ωMC the modified
Cyclotron angular frequency. Ω/ω0 = 5π/3.
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V.2 Conservation properties
Fig. (7a) shows the particle’s energy (W = WK +WP , Kinetic+Potential energy) evolution for
ω0∆t = 0.2. Neither of the two algorithms show a secular energy drift. Although the Boris
scheme conserves energy better here than the Cyclotronic integrator, it is not a general rule and
we have studied other test problems such as the magnetized Rydberg atom were the opposite
holds. Because the fourth order Runge-Kutta scheme is not time-reversible, it does not conserve
energy.
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b) Canonical angular momentum
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Figure 7: Time evolution of the energy (a) and canonical angular momentum (b) for the ideal
Penning trap system, with Ω∆t = π/3 and ω0∆t = 0.2. The initial conditions are x = (1, 0, 0)
and v/ω0 = (1, 0, 0).
Fig. (7b) shows the canonical angular momentum conservation (Eq. (13)) for the same pa-
rameters as in Fig. (7a). When using the Cyclotronic integrator pϕ is exactly conserved. Indeed
the Drift (Eq. (17)) is the mapping of a Larmor rotation and by definition conserves pϕ, and
because of the cylindrical geometry of the potential the Kick (Eq. (18)) does not change vϕ. As
expected the Boris integrator introduces an error in pϕ but no secular drift as opposed to the
fourth order Runge-Kutta scheme.
V.3 Comparison of the Taylor expansion algorithm and the Cyclotronic
integrator
Although unconditionally unstable, it is interesting to compare the Taylor expansion algorithm
described in Section IV.4 with the Cyclotronic integrator for Ω∆t = O(1).
Fig. (8a) shows the particle position projected on the x-direction with parameters Ω∆t = π
and ω0∆t = 0.2, with initial conditions x = (−0.5, 0, 0) and v/ω0 = (0, 1, 0). While the trajectory
computed using the Cyclotronic integrator is bounded, such is not the case when using the Taylor
expansion algorithm. As shown in Fig. (8b) both schemes compute the same characteristic
frequencies; the spectrum associated with the Taylor expansion algorithm is however “polluted”
by its instability.
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a) x-position in time space
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b) x-position in frequency space
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Figure 8: (a) shows the x-position evolution with time for the ideal Penning trap system, with
Ω∆t = π and ω0∆t = 0.2. The initial conditions are x = (−0.5, 0, 0) and v/ω0 = (0, 1, 0). (b) is
the Fourier transform of (a) carried on 20 Magnetron periods. The high-frequency peak has little
meaning since the sampling frequency is exactly equal to the Nyquist frequency for the Larmor
motion. The low-frequency peak (Magnetron frequency) is identical for both the Cyclotronic
integrator and the Taylor expansion algorithm. The unstability of the Taylor expansion algorithm
appears in (b) as the non negligible Fourier weight of non resonant frequencies.
VI Application 2: implementation in SCEPTIC
In PIC codes, the electric field is calculated self consistently with the position of a large number
of particles; it is therefore essential to resolve the plasma angular frequency ωp =
√
nQ2/mǫ0 (Q
and m are the particles’ charge and mass, and n is their density). Plasma oscillations are very
similar in nature to the motion in a Penning trap, since the plasma frequency can be rewritten as
ωp =
√
Q∇2φ/m with ∇2φ = Qn/ǫ0, while dimensionally the Penning trap harmonic frequency
is ω0 ∼
√
|Q∂2φ/∂r2|/m with φ given by Eq. (19). The ideal Penning trap is therefore a key
test problem in assessing the suitability of an integrator to PIC codes, where stability and energy
conservation are perhaps even more important than in an orbit integration exercise.
Those are however not the only desired properties of an integrator; when studying the current
collection by an electrode for instance, also of importance is how accurately the particles’ trajec-
tories are integrated close to the collector. As a second benchmark of the Cyclotronic integrator,
we now discuss its implementation in the kinetic code SCEPTIC, designed to study plasma flows
past a spherical probe. A detailed description of the code in the collisionless magnetized regime
can be found in Refs [6, 7]. One of its key features is a Boltzmann description of the electrons,
hence only the ions (charge e and mass mi) are advanced according to Eqs (1).
We take as larger characteristic angular frequency ω0 =
√|e∂E/∂r|p/mi, where |∂E/∂r|p
is the radial electric field derivative at the probe surface. For sufficiently large Debye lengths,
|∂E/∂r|p = |φp|/r2p [7], where φp and rp are the probe bias and radius.
Fig. (9) shows the evolution of the ion current Ii to the probe computed by SCEPTIC as a
function of the time-step ∆t, with either Boris or the Cyclotronic integrator. The parameters
used are Ti = Te (equal ion and electron temperatures), λDe = 3rp (electron Debye length) and
Ω = 6.3
√
Te/mi/rp. Furthermore, we assume that at infinity (i.e. far from the probe) the plasma
is flowing with a drift velocity vd = 0.5
√
Te/mi parallel to the magnetic field.
It can be seen from Fig. (9) that regardless of the probe bias, when using Boris integrator,
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a) φp = −2.5Te/e i.e. ω0 = 1.58
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Figure 9: Ion current Ii to the probe against Ω∆t, normalized by the random thermal current
I0i = 4πr
2
pvti/(2
√
π) (vti =
√
2Ti/mi being the ion thermal speed). The simulations parameters
are Ti = Te, Ω = 6.3
√
Te/mi/rp, λDe = 3rp and vd = 0.5
√
Te/mi. The dashed and solid arrows
indicate the time-step at which 1% accuracy on the ion current is reached with the Cyclotronic or
Boris integrator. Two probe potentials are considered, leading to Ω/ω0 ≃ 4 (a) and Ω/ω0 ≃ 2 (b)
Ω∆t <∼ 0.3 is required for a 1% accuracy as predicted in Section V.1. Achieving the same accuracy
using the Cyclotronic integrator only requires ω0∆t <∼ 0.3, in conformity with our expectations
as well.
For the parameters of Fig. (9a) using the Cyclotronic integrator reduces the cost by Ω/ω0 ≃ 4,
while the cost reduction in Fig. (9b) is Ω/ω0 ≃ 2. For higher magnetic fields or smaller probe
bias, the benefit is limited to a factor of ten; indeed the stability limit is Ω∆t < π, approximately
ten times larger than the Larmor constraint for the Boris scheme Ω∆t <∼ 0.3.
It is important to mention that in this illustration the magnetization is rather high (average
ion Larmor radius at infinity rL =
√
πTi/2mi/Ω = 0.2rp), and additional effects such as ion-ion
Coulomb collisions are likely to affect the collisionless results shown in Fig. (9).
The Cyclotronic integrator has also successfully been implemented in a recent version of the
full PIC code Democritus [8].
VII Summary and conclusions
The orbit integrator is a key ingredient in Particle In Cell codes and special care must be used in
its choice, in particular because particle advance is usually the most expensive step. The present
publication is devoted to explicit schemes in the presence of a background homogeneous magnetic
field.
Because it is time-reversible, the Boris integrator (Eqs (2,3)) is well known for its long term
conservation properties. It however suffers from the need to accurately resolve the Larmor fre-
quency, which is inefficient if it is much larger than any other characteristic frequency of the
problem.
In order to dodge the Larmor constraint, Spreiter and Walter developed a particle mover in
which the constant uniform magnetic field is built in the propagation equations (Section IV.4).
This algorithm is very attractive if the problem allows time-steps much longer than the Larmor
period [16], but too unstable otherwise (Fig. (4)). In addition, it does not exactly conserve energy,
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which could be a problem if used in codes where long-term particle tracking is necessary.
The central message of this publication is that we have developed a new orbit integrator not
subject to the Larmor constraint, which is second order accurate and symplectic (hence time-
reversible) when the magnetic field is static and uniform; provided the non-magnetic characteristic
frequencies are accurately enough resolved, only the linear stability condition Ω∆t < π must be
satisfied (Fig. (3)). The Cyclotronic integrator can easily be implemented in leap-frog style as
illustrated by Eqs (17,18), thus requiring only one field-evaluation per time-step.
The Cyclotronic integrator has successfully been implemented in the electrostatic PIC codes
SCEPTIC [6, 7] and in recent versions of Democritus [8], where the cost of orbit integration has
been reduced by up to a factor of ten.
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