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1.

Introduction
Although the existing literature on the gender wage gap is enormous, researchers have only relatively recently started paying more attention to how the size of the male-female wage difference varies with the stage of a career. A typical finding from these studies has been that the gender wage gap is fairly small on entry to the labor market, but after a few years a considerable gender wage gap emerges. This gender gap in early-career wage growth accounts for most of the life-time increase in the sex-based wage differentials. Therefore, in order to achieve a better understanding of the overall gender wage gap, it seems to be of crucial importance to understand the factors contributing to the gender differential in early-career wage growth.
This paper analyzes gender differences in wage growth during the first ten years after labor market entry among white-collar workers in the Finnish manufacturing sector. The data show that women earn less than men already on entry to the labor market, but ten years later the entry-level gender wage gap has more than doubled. It is this increase in the wage gap between male and female white-collars that this paper aims to explain.
Only a few papers have examined early-career gender wage differentials. Using data from the National Longitudinal Survey of Youth (NLSY), Light and Ureta (1995) investigated how much of the early-career male-female gap in wage levels is due to differences in the work experience of men and women. Kunze (2002) and Napari (2007) used an approach similar to Light and Ureta in exploring early-career gender wage gaps in Germany and Finland, respectively. Manning and Swaffield (2005) on the other hand investigated gender differences in early-career wage growth using the British Household Panel Survey. They found that at the time of labor market entry, men's and women's wages are very similar but ten years later women lag behind men in wages about 25 percent. Half of this increase in the gender wage gap is due to gender differences in labor market experience, on-the job training and educational choices. However, a substantial unexplained gap in the wage growth remains. Also Loprest (1992) found a notable gender gap in wage growth during the first years in the labor market using a sample from NLSY. Furthermore, she showed that much of this gap can be attributed to gender differences in wage growth with employer changes. Loprest looked at differences in working hours and occupations between men and women and tested whether these differences could account for the gap in wage growth with employer changes. She found, however, that hours and occupation differences contribute fairly little to the gap in men's and women's wage growth when changing employers. Using the same data as Loprest, McWilliams (1997, 1999) documented that men and women tend to differ in reasons behind mobility. Women quit more often than men because of family related reasons whereas men's mobility is more likely to be motivated by money. These gender differences in motives for mobility proved to be important in explaining the gender wage gap in returns to mobility.
The novelty of my paper is that I decompose the male-female gap in early-career wage growth into two parts: one that is due to gender differences in wage growth with firm changes, and another that is accounting for the gender gap in within-firm wage growth. This decomposition is interesting for at least two reasons. First, there is plenty of evidence that mobility between firms is an important determinant of wage growth, especially among young workers (e.g. Topel and Ward 1992) . Second, several studies document gender differences in both mobility behavior and in returns to mobility (e.g. Loprest 1992; Sicherman 1996; McWilliams 1997, 1999; Light and Ureta 1992) . My approach is similar to that of Loprest (1992) . Loprest, however, excluded the within-firm part from her analysis as she found it to be unimportant with respect to the overall gender gap in wage growth. This is not the case in my data. By analyzing in detail both between-firm and within-firm wage growth I hope to add to our present understanding of the gender differences in early-career wage growth.
Other aspects of my paper that make it different from the earlier studies on this topic are data related. First of all, as mentioned above, I use data from the Finnish labor market.
Most of the previous papers on this topic have focused on the US and the UK. There are, however, differences in the institutional set-ups between the Finnish labor market and those of the Anglo-Saxon countries. For example, in Finland, like in other Nordic countries, wagesetting is much more centralized and employment protection tighter compared to the US and the UK. These institutional differences may not only affect the size of the overall gender gap between the Anglo-Saxon countries and continental Europe (Blau and Kahn 1996) , but they may have effects on the relative importance of factors contributing to the sex-based wage gap as well (Albrecht et al. 2003) . Teulings and Hartog (1998) have also shown that centralized wage-setting is typically correlated with lesser job mobility. For these kinds of reasons, one should exercise some caution in applying the US and the UK evidence to the Nordic countries as well as to other European countries with co-ordinated wage bargaining.
Secondly, most of the existing studies of the gender gap in early-career wage growth use data that dates back to the 1980s. My data, on the other hand, cover the period 1995-2004. This paper thus provides somewhat fresher evidence on the topic. Finally, my data come directly from the administrative records of firms. Therefore the information in the data can be considered as highly reliable. This is a clear advantage over many earlier studies using survey data.
The main findings of the paper are: female white-collars experience significantly lower wage growth than their male colleagues during the first ten years after labor market entry. This gender difference in early-career wage growth accounts for most of the life-time growth in gender-based wage differentials among white-collars in Finnish manufacturing. The size of the gender gap in wage growth varies considerably with mobility status the gap being much higher in cases of employer changes compared to within-firm wage growth. The observed gender differences in between-firm and within-firm wage growth are not easily explained by men's and women's different educational choices or by the characteristics of the jobs they hold. Neither does time-invariant unobserved individual heterogeneity account for the gender gap in earlycareer wage growth. Interestingly, the female penalty seems to increase throughout the conditional wage growth distribution with a sharp acceleration in the upper tail of the wage growth distribution. This applies to both between-firm and within-firm wage growth.
The plan of the paper is as follows. In the next section, I present the data and give evidence of gender differences in early-career wage growth in the Finnish manufacturing sector.
Section 3 starts with a discussion of potential factors contributing to the gender gap in wage growth associated with employer changes. Then I proceed with presenting an empirical model of the determinants of wage growth with firm changes after which the estimation results are shown. Section 4 follows the structure of Section 3, but focuses on within-firm wage growth instead. Section 5 gives a summary of the paper and discusses the main conclusions.
2.
The Data and Gender Differences in Wage Growth
The Data
This paper uses data from the records of the Confederation of Finnish Industries (EK). The Finnish labor market is highly unionized with comprehensive collective wage agreements and EK is the main organization of employers. There are member firms from construction, transportation, services, forest and energy industry, but the most important sector represented in the data is manufacturing. The firms affiliated with EK account for over two thirds of the value added of the Finnish manufacturing sector and a clear majority of the workers in manufacturing are employed in the member firms of EK. The sector studied forms thus an important part of the Finnish economy. It should, however, be kept in mind that the results presented in this paper may not be generalisable to the whole Finnish economy.
The information on wages and working hours in the EK data can be considered as highly reliable as it comes directly from the administrative records of the member firms. Also, since it is compulsory for the firms affiliated with the EK to provide the required information, the non-response bias is practically non-existing in the data. The EK data contain a fairly rich set of variables typically applied in wage equations like gender, the level and field of education, age, occupation, field of industry and firm size. The data have also information on firm identifiers on which the mobility variable used in the paper is based. Perhaps the most disturbing aspect of the data with respect to the focus of this paper is the lack of information on marital status and dependent children. This implies that I cannot control for the potential impact of maternity leave spells on wage growth.
Most of the variables used in the analysis are conventionally defined and therefore, they do not demand much discussion. A short description of the variables used in the regression analysis is provided in Appendix A. Some words concerning the definitions of the wage measure and the mobility variable may, however, be worthwhile here. The wage variable is the log of gross real hourly wages. Hourly wages are calculated by scaling the basic monthly salary by the normal weekly working time. 1 The wage measure thus excludes earnings from other components such as overtime, shift work, bonuses, and so forth. The main reason for this is that the data do not provide information on all of these other components for all years, and in order to get a consistent wage measure for the whole investigation period I decided to base the wage measure on the basic monthly salary. Although the other components of pay may be an important part of the total compensation for some individuals, the basic monthly salary is by far the most important component of total pay forming nearly 95 % of the earned labor income in my data. This holds for both genders. It is, however, an interesting question how the relative importance of the different components of total pay varies across genders and how this is related to their labor market behavior. I leave this topic to future research.
Employer changes are identified by comparing firm identifiers attached to whitecollars between consecutive years. 2 Because EK collects information from the member firms only once in a year, this means that I can observe at most one employer change per white-1 Monthly salary is converted into 2000 money using the cost-of-living index of Statistics Finland. There are some (rare) cases in the data where firm codes change even though workers do not actually change employers. This is due to business reorganizations like mergers. To distinguish a real firm change from a false one, I set a further condition for an employer change: a white-collar is defined to switch employer if the firm code associated with a white-collar differs between years t and t-1, and if no more than 50 % of his/her fellow workers from year t-1 follow him/her to the new employer. This definition does not seem to be sensitive to the used percentage limit as other limits (e.g. 40) produced very similar results. Also some other robustness checks with alternative definitions of the firm change variable were made without any effects on conclusions. I thank Pekka Vanhala for constructing the mobility variable. collar each year. My mobility variable is thus likely to understate true mobility to the extent that white-collars change employers several times during a year. No information is available for Finland in this respect. I focus on white-collars observed in the data between 1995 and 2004. The data set contains 1 481 065 observations on 282 807 white-collars in total. 62 % of them are men.
Gender Differences in Wage Growth
As discussed in the introduction, there is some empirical evidence showing that women's wage growth in the years immediately after labor market entry is significantly lower compared to that of men, and that this gap in early-career wage growth accounts for much of the life-time increase in the gender wage gap. However, this evidence comes mainly from the U.S. and the U.K.. Taking into account the differences in the institutional set-ups between
Finland and the Anglo-Saxon countries, one should not automatically apply the U.S. or the U.K. evidence to the Finnish labor market. Therefore, I start my analysis by investigating whether the early career is such an important stage of a career with respect to the gender wage gap also in Finnish manufacturing. Figure 1 shows the wage-experience profiles for male and female white-collars together with the gender wage gap. Wages are normalized so that the average log real hourly wages for men are zero at the time of labor market entry. At least two interesting issues emerge from the figure. First, a considerable entry gender wage gap exists in Finnish manufacturing: women lag behind men in average hourly wages by 10 log points immediately after entry on the labor market. Secondly, the gender wage gap more than doubles during the first ten years in the labor market, exactly the same pattern that has been found for the U.S. and the U.K. It is true that cohort effects may account for some of the observed widening of the gender-based wage gap with experience. However, Figure 2 , which presents the gender wage gap profiles for two different birth cohorts, suggests that cohort effects are not the explanation for the pattern presented in Figure 1 .
To provide more evidence on the gender differences in early-career wage growth, I
estimate a simple wage growth model of the following form:
where ∆w = w t -w t-1 , w is log real hourly wage, x is years of potential experience and ε is the error term. I estimate this model for those who have at most ten years of potential experience and who have completed their education at age 30 or younger. Furthermore, the model is estimated separately for men and women. Table 1 shows the implied wage growth derived from the results for equation (1). The results in columns 1 and 2 confirm the conclusion made from Figure 1 : women experience lower wage growth during the first years in the labor market. For men the average predicted yearly wage growth over the first ten years after labor market entry is 9.8 % whereas the corresponding number for women is 9.0 %. Thus, my results so far confirm the earlier findings from the U.S. and the U.K. labor markets: the size of the gender wage gap more than doubles during the first ten years in the labor market and this gap in early-career wage growth accounts for much of the life-time increase in the gender-based wage differentials. Therefore, the rest of this paper focuses exclusively on the early-career (defined above). After this restriction, the data contain 166 823 male and 82 626 female observations.
Decomposition of the Early-Career Wage Growth
In Table 2 , I present a simple wage decomposition which sheds some light on the factors driving the gender gap in early-career wage growth. I decompose the average annual wage growth rate into two parts: one that is associated with employer changes and another that is related to wage careers within firms. As can be seen from the first row, female white-collars lag behind their male colleagues in average annual wage growth (among those with no more than ten years of potential experience) by 0.74 percentage points. However, the size of the gender gap in wage growth seems to vary significantly with mobility status: the gender gap in average within-firm wage growth is 0.67 percentage points whereas there is a striking 1.9 percentage points difference in wage growth with employer changes between men and women. This re-sult corresponds well with the findings of Loprest (1992) . Also similar to Loprest, there are no gender differences in overall rates of mobility. analyze the determinants of gender differences in within-firm wage growth. 4 
Gender Differences in Wage Growth from Firm Changes
Descriptive Analysis of Factors Affecting Wage Returns to Firm Changes
What could explain gender differences in returns to firm changes? Standard models of job mobility (e.g. Burdett 1978; Jovanovic 1979a ) are silent about this as they assume that all workers receive wage offers from the same wage distribution and also that men and women are similar in characteristics. It is, however, quite easy to come up with reasons why these assumptions could be violated in practice giving rise to gender differences in rewards to mobility. First of all, men and women may have different job preferences. For example, due to women's greater domestic responsibilities, they may accept lower wage offers in return to flexible working schedules or fewer hours whereas men may put more weight on the pecuniary aspects of jobs. These considerations have received support from studies focusing on the reasons behind job mobility. Several papers have documented that women change jobs more often than men because of family or other non-market related reasons whereas for men the 3 Napari (2006) focuses only on highly educated white-collars. 4 Taking into account that the rate of mobility is fairly low in the EK data, one might question the relevance of analyzing factors contributing to the gender differences in returns to firm changes. But closer examination reveals that gender differences in wage growth associated with firm changes are not without significance with respect to the overall gender gap in wage growth. Assuming that the weight of between-firms observations is 0.05 for both men and women, which corresponds roughly to what is observed in the data, the gender gap in wage growth with job changes account for about 14 percent of the overall gender differences in the annual earlycareer wage growth. Furthermore, it is of some interest by itself to investigate why there exists such a large gap in returns to mobility between men and women, a question that has occupied also many other researchers. most important motivation to switch firms is typically money (e.g. Sicherman 1996; McWilliams 1997, 1999; Manning 2003 ch7) . 5 Secondly, it may be too strong an assumption that men and women draw wage offers from the same wage distribution. There is empirical evidence suggesting that women may face entry-barriers to certain high-paying jobs (e.g. Albrecht et al. 2003; Arulampalam et al. 2004 ). These barriers may be either due to employers' prejudice against women as is assumed in Becker's (1971) theory of employer discrimination, or they may exist because of employers' limited information concerning workers' performance, a basic premise in the literature of statistical discrimination originally developed by Phelps (1972) and Arrow (1973) .
It is highly difficult to try empirically to distinguish between these two reasons (i.e. preference differences between men and women vs. discrimination), but they both suggest that we should observe differences in the types of jobs men and women switch to. Therefore, I
start my analysis of factors explaining women's lower returns to firm mobility by providing some descriptive evidence of changes in job characteristics in connection with firm changes and whether there are gender differences in this respect. Here I concentrate on such job characteristics as working hours, firm size, industry, occupation, and demand level of the job.
Loprest (1992) investigated gender differences in transitions from full-time work to part-time work with employer changes. She found that 12.7 percent of women's firm changes are associated with a switch from full-time work to part-time work whereas for men the corresponding figure was 7.9 percent. In my data, however, practically all white-collars, both men and women, work full-time and there are only few transitions between full-time and part-time statuses with employer changes. 6 This excludes the possibility that gender differences in trade-offs between wages and fewer working hours would explain the observed gender gap in returns to mobility in the EK data. Besides changes in full-time / part-time statutes with firm changes, I explored gender differences in transitions between shift work and non-shift work as well. Also in this respect there seems to be hardly any differences between men and women. Table 3 investigates to what extent the men and women who change firms move to different industry, firm size and occupation as well. As can be seen, there are some differences between genders in this respect: men seem to experience a change in industry and occupation more often than women when they switch to a new employer. In terms of changes in firm size, there seems to be only small differences between men and women.
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These results may not only reflect gender differences in preferences but they are also consistent with the fact that women are often forced to choose between career and family. 6 I used several different definitions for part-time work (weekly working hours less than 20, 30, and 35 hours), but in all cases about 99 % of firm changes for both genders were transitions between full-time jobs.
In table 4, I report changes in log hourly wages by the type of employer switch. There seems to be fairly much variation in the wage gains both between the types of mobility and genders. For example, firm changes associated with a change in industry or occupation are related to a much higher wage growth compared to the case when a worker switches employer without moving to a new industry or occupation as well. It seems also more profitable to switch to a larger firm than to an employer with fewer employees than at the worker's previous firm. Furthermore, it is interesting to note that women's gains from mobility are lower than men's over all mobility types.
In the EK data, occupations are classified into four demand levels. Although the classification system is very broad and therefore it undoubtedly hides much variation in complexity between occupations, it is, however, of some interest to investigate movements across the demand levels. If women faced entry-barriers to certain high-paying jobs in Finnish manufacturing, I would expect to observe fewer movements to higher demand levels with firm changes among women than among men.
7 Table 5 provides information on this. The upper part of the table does not pay any attention to initial job assignment. Men, however, tend to start their careers in more demanding jobs than women, which naturally should be taken into account in the analysis. Therefore, in the lower part of the table, I focus exclusively on whitecollars who are initially observed at the lowest demand level. As expected, controlling for the initial job assignment is important. Without controls for the initial job assignment, there are practically no differences in the types of occupation changes between men and women. But when I restrict myself to workers who are initially at the lowest demand level, clear gender differences emerge: nearly 90 % of men's employer changes that are also associated with a change in occupation are movements to a higher demand level whereas for women the corresponding number is only 70 %. Taking into account that movements to a more demanding occupation with firm changes are associated with large wage increases (an average 19.2 log points for men and 17.6 log points for women), women's tendency to experience fewer 'promotions' may contribute to the observed gender gap in returns to firm-to-firm mobility.
I have shown that there are some differences in the characteristics of jobs men and women switch to. In the next section, I investigate how important these differences in job characteristics are with respect to the gender gap in wage growth with firm changes.
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Of course, if women are observed to switch less often to higher demand levels than men, it does not follow that women faced entry-barriers to certain jobs. One plausible explanation for gender differences in upward movements on the demand ladder could be gender differences in productivity (although for example the paper by Pekkarinen and Vartiainen 2006 does not support this view).
An Empirical Model of the Determinants of Wage Growth with Firm Changes
In order to investigate the importance of job characteristics in accounting for the gender gap in wage growth with firm changes, I estimate the following wage growth regression using the pooled sample of male and female white-collars:
where ∆w it = w it -w it-1 is the difference in log real hourly wages between year t and t-1, F i is the female dummy, and X it is a set of worker characteristics, Z it is a vector of firm/job characteristics, and Y it comprises year dummies. Equation (2) is estimated for the sample of whitecollars who change employer between years t and t-1. The first-differencing eliminates the correlation of error terms across observations that is due to the unobserved time-constant individual characteristics. However, a shock at one time period may still cause the error terms to be correlated because a shock in some period t is part of two successive observations ((w it -w it-In 2002, a new occupational classification system was introduced in the EK data which makes it practically impossible to get reliable information on actual occupational changes around the break year. Therefore, I decided not to use wage growth observations be- I experimented with several other wage growth specifications as well. First of all, I included interaction terms between the female-dummy and the variables describing changes in job characteristics to allow the wage effects of different types of mobility to differ between men and women. The interaction terms proved, however, to be insignificant at the conventional significance levels.
Secondly, I investigated the effects of cumulative mobility on wage growth, but also this had no impact on my conclusions reflecting the fact that there is only a small number of white-collars in the data who change firms frequently. Thirdly, I explored the possibility that previous breaks in the panel may be related to the wage gains from mobility. This was motivated by the perception that individuals who have intermittent employment may differ in their mobility behavior from workers who are more strongly attached to the labor market. However, I did not observe any significant effects of previous breaks on the results. 10 Fourth, although my data set does not contain information on the reasons behind employer changes, I tried to separate between voluntary and involuntary movements by constructing a dummy-variable which equals one if the firm disappears from the data between t-1 and t or if the number of white-collars at the firm decreases by more than 15 percent during the corresponding time period. This variable, however, was found to have insignificant effects on the wage growth with employer changes.
Fifth, one obvious explanation for men's higher returns to mobility observed in the data is related to firm-specific human capital. Due to men's stronger attachment to the labor market, the completed tenure at the previous employer may be higher for men than for women. This together with the fact that a worker who switches employer suffers a loss in firm-specific human capital for which he/she must be compensated in order to induce him/her to move to a new job (a reasonable assumption for voluntary job changes) might explain at least some of the gender gap in returns to mobility. I investigated this possibility by construct-10 It should be mentioned that the EK data do not provide any information on the reason of a career break (i.e. I do not know whether the break is due to unemployment, parental leave, switch to a firm not affiliated with EK etc.).
ing firm tenure based on a variable that indicates the starting year of the current employment contract. Replacing potential experience with firm tenure produced, however, very similar results. Furthermore, there were no statistically significant gender differences in tenure at the previous employer among the employer changers. It should be mentioned that there are certain problems associated with the variable indicating the starting year of the current employment. First of all, in some cases this variable produces tenure values that are suspiciously large in order to be correct measures of the length of the current employment relationship.
Secondly, sometimes white-collars are employed by using repeated contracts. Therefore, the time since the starting of the current contract does not in all cases reflect the true firm tenure.
Moreover, this practice of repeated contracts became more common during my investigation period increasing this source of potential bias in the tenure variable (Kangasniemi 2003) . Because of these problems together with the fact that my results are not particularly sensitive to whether I apply the experience or the tenure variable (or both), I decided to use experience instead of firm tenure in the wage growth equations.
Finally, I checked whether the effects of time spent in the labor market on the wage returns to mobility were adequately taken into account by a linear experience term by including higher terms of experience in the wage growth equation. It turned out that the linear specification is sufficient.
I estimate equation (2) using a pooled sample of men and women. Although a test of whether the wage growth equation for men and women differed only by a constant was typically rejected, the conclusions derived from the analysis based on separate wage equations were similar to those of the pooled regressions. I prefer the pooled specification mainly for expositional reasons. One might also be concerned about my decision to define wage growth as a difference in wages between two consecutive years. This approach has the potential disadvantage that it may under-sample women as they typically have more intermittent employment compared to men. This, however, seems not to be of particular concern in my case: the share of female observations is 34.0 percent before I restrict the data to those who have wage observations from consecutive years compared to 33.1 percent after the restriction. Table 6 shows the OLS estimation results for the wage growth model (2) . The first column presents the results for specification 1. As can be seen, the female indicator gets a highly sig-nificant value even after basic human capital and labor market characteristics are controlled for. Taking into account that men and women differ significantly in their educational choices together with the fact that education is typically considered to have an important effect on occupational determination and career paths, the high value for the female-dummy after education has been controlled for is somewhat surprising. Column 2 shows the results of the specification where I have added controls for changes in industry and firm size. This decreases the negative value for the female-dummy fairly little, from -0.024 to -0.023. The third column documents the results for the specification which includes indicators for changes in occupation, but also this has only minor effects on the female dummy. Finally, adding controls for job characteristics in period t-1 decreases the coefficient on the female-dummy further leaving it still, however, highly significant as can be seen from column 4. I made also some sensitivity analysis to make sure that my conclusions are not driven by some extreme wage growth observations, and the results proved to be robust in this respect.
The Results
The results in Table 6 suggest that gender differences in wage growth with firm changes cannot be easily explained by differences in characteristics of the jobs men and women switch to. Even though several relevant job characteristics are controlled for, women seem to benefit less from mobility than men. In this respect my results are similar to those of Loprest (1992) . She concluded that "differences in job characteristics play only a limited role"
and that "the source of much of the substantial difference between men's and women's wage growth with job changes still remains to be explained".
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It is of some interest to investigate the effects of mobility also in a fixed effects (FE) framework. Using the FE method, I can deal with the potential endogeneity problem associated with mobility by assuming that endogeneity is only due to time-invariant individual heterogeneity. Obviously, in the FE case, I cannot estimate exactly the same wage growth model as above because the time-invariant variables (most notably the female-dummy) drop out.
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I tried to estimate wage growth equations for employer changes separately for men and women, but the FE estimation resulted in highly inaccurate parameter estimates. This is 11
The difficulty to explain the gender gap in rewards to mobility by worker and job characteristics implies that much of the gap is due to gender differences in returns to characteristics. To highlight this, I estimated specification 4 separately for men and women, and calculated women's predicted wage growth with firm changes using women's averages of the explanatory variables, but men's estimated coefficients. In this case, women's wages would have increased by 15.7 percent with employer change compared to an actual rate of 12.7 percent. Alternatively, men's rate of return to employer changes would have been 13.3 percent compared to an actual rate of 14.7 percent had they faced women's price structure.
Level and field of education are practically time-invariant in the data. Therefore also they drop out from the fixed effects model. And since potential experience is used as one of the explanatory variables, year dummies cannot be simultaneously included in the model. Change in log of aggregate index of earnings is used to control for general market factors.
hardly surprising because in order to get FE estimates for this population I need observations of individuals who have changed employer at least twice. There is, however, a fairly small number of white-collars in my data with more than one employer change. Therefore, I decided to investigate the role of unobserved time-invariant individual heterogeneity by estimating the fixed effects model for a pooled sample containing both between-firms and withinfirms wage growth observations. To get information on gender differences in returns to firm changes, I include a firm change -dummy and its interaction with the female indicator in the model. Table 7 shows the fixed effects estimates. Looking at the results it is fairly clear that time-invariant individual heterogeneity is unlikely to explain the observed female-penalty associated with between-firms wage growth. The coefficient on the interaction term between the female indicator and the firm change -dummy is negative and significant at the 1 % level after (potential) experience and labor market characteristics are controlled for, as can be seen from the first column in Table 7 . Although adding job characteristics to the model decreases the gender gap in wage growth somewhat, they are, however, unable to account for the differences in returns to employer changes between men and women.
So far I have concentrated on the gender gap in average wage growth with firm changes. It might, however, be interesting to examine also other parts of the wage growth distribution. If, for example, women faced entry-barriers to certain high-paying and demanding jobs, I should observe a sharp acceleration of gender differences in wage growth in the upper tail of the wage growth distribution. To provide information on the variation of the gender differences in wage growth associated with employer changes throughout the conditional wage growth distribution, I utilize the quantile regression framework for the model (2) . Table   8 shows the results of this exercise. It reports the estimated coefficients on the female-dummy together with standard errors at various percentiles of the conditional wage growth distribution. 13 Interestingly, there appear to be no gender differences in returns to mobility at the lower tail of the conditional wage growth distribution. However, the female-penalty increases throughout the wage growth distribution with a significant acceleration at the top of the distribution. This holds for all wage growth specifications. Although the expansion of the gender gap in wage growth over the wage growth distribution does not by itself prove the existence of entry-barriers, it is certainly consistent with the entry-barrier story.
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I estimated the quantile regression model by the bootstrap method using the bsqreg-command in Stata 8.1. I have used 500 repetitions, but I also experimented with 999 repetitions without any significant change in results.
4.
Gender Differences in Within-Firm Wage Growth
Determinants of Within-Firm Wage Growth
Theories of wage growth offer several explanations for the observed gender gap in withinfirm wage growth documented in Chapter 2. One reason for women's lower wage growth is that they are segregated into fields of industries and occupations where wage profiles are flatter. Segregation by gender may be due to gender differences in preferences as discussed in the previous chapter. Also the human capital theory developed by Becker (1964) and Mincer Men and women may experience different rates of wage growth even if they worked in the same industry and occupation. This happens if they differ in productivity and its growth with experience. For example, due to gender differences in the expected future labor market attachment, we might see men doing more productivity enhancing investments in human capital than women. Unfortunately, the EK data on white-collars do not contain any information on the amount of job-related training a white-collar has received during her/his employment.
However, EK collects information also on blue-collars and this data set provides a productivity measure which is based on the supervisors' performance evaluations. Using data on bluecollars Pekkarinen and Vartiainen (2006) find no gender differences in productivity at the time of initial assignment, but interestingly, women seem to become on average more productive than men later on during the employment contract. If men's and women's relative positions in the productivity distribution among the white-collars in the EK data resemble at all the situation among the blue-collars, then gender-based productivity differentials are probably not the whole story behind the observed gender differences in early-career within-firm wage growth.
Discriminatory factors were discussed in connection with gender differences in wage growth with employer changes, but naturally they may contribute to the gender gap in withinfirm wage growth as well. Although in most countries employers are prohibited by law from paying women less than men for doing the same work, there is still room for discriminatory forces to play a role for example through the job assignment process. Men may, for instance, find it easier to change jobs (e.g. get promoted) within firms than women. Obviously, by examining gender differences in within-firm mobility we cannot conclude anything about the significance of discriminatory forces as differences in within-firm mobility may be due to many factors, some of which are again related to gender differences in labor market attachment. However, it is by itself of some interest to investigate the role of internal mobility in explaining the gender gap in within-firm wage growth because currently we have little empirical evidence on internal mobility and the resulting wage effects. Table 9 examines labor market segregation by gender using a sample from those used in the within-firm wage growth estimations (see below). There appears to be fairly small gender differences in the distributions across industries and firm sizes, but in terms of occupations men and women differ substantially. Table 10 on the other hand examines occupational mobility within firms. As can be seen from the upper part of the table, the sample means of occupational changes are virtually identical for men and women. However, when I focus on those who are initially found at the lowest demand level, men show a much higher (raw) probability to move upwards on the demand ladder than women. Table 11 illustrates that internal mobility is typically associated with high wage growth, but more so for men than for women. Finally, I also investigated gender differences in the probability to experience a break in the panel. As expected, women experience more often breaks than men, but the difference is fairly small, about two percentage points. The rest of Chapter 4 examines how much of the observed gender differences in within-firm wage growth can be explained by segregation, within-firm mobility and career breaks once observable individual characteristics are controlled for.
The Within-Firm Wage Growth Model
The wage growth model to be estimated in this chapter is very similar to equation (2), but instead of explaining wage growth associated with employer changes the focus is on estimating within-firm wage growth. I estimate five different wage growth specifications. In specifica-tion 1, changes in log real hourly wages between consecutive years for firm-stayers are explained using otherwise the same set of variables as in the corresponding specification in Chapter 3, but here I exclude regional dummies for period t-1 (because for firm-stayers the region in period t-1 is the same as in period t). Specification 2 adds a variable measuring cumulative breaks in the panel together with its interaction with the female-dummy. Reasons for including a break variable were discussed above. In specification 3, I also control for industry and firm size. To capture the effects of within-firm mobility on wage growth, specification 4 adds four indicators for internal mobility: i) a change in occupation without a change in the demand level, ii) movement into a more demanding occupation, iii) movement into a less demanding occupation, iv) no change in occupation. Finally, in specification 5, I include dummies controlling for the occupation in period t-1. Wage profiles may differ between occupations, and considering the significant gender differences in occupational distributions found in Chapter 4.1, occupation is potentially an important factor behind the gender gap in withinfirm wage growth.
As a robustness check, I analyzed several other wage growth specifications. First, I
estimated models with controls for changes in firms' white-collar personnel. This was motivated by the well-known empirical fact that the rates of internal mobility are correlated with the rates of firm growth (e.g. Rosenbaum 1979). Therefore, firm growth may have effects on workers' wage growth as well. And indeed, I found a positive relation between firm growth and workers' wage growth, but since controlling for firm growth did not have any effects on my conclusions concerning the size of the female-penalty in within-firm wage growth, I decided to exclude it from the analysis.
Secondly, the wage growth specifications presented above assume that within-firm wage growth is not related in any way to worker's mobility history. However, this is not what standard models of job matching would suggest (e.g. Jovanovic 1979b ). These models highlight the importance of mobility in the sorting process of workers into jobs where their productivity is relatively high. Therefore, how good a worker-employer match one succeeds to find may well affect his/her wage career in the current employment. Against this background, and yet, considering the empirical evidence of gender differences in the mobility behavior discussed in Chapter 3, one may call into question the plausibility of ignoring mobility history in the within-firm wage growth regressions. But in my case, I found that controlling for previous firm-to-firm mobility did not play any role in explaining the gender gap in wage careers within firms.
Thirdly, human capital theory suggests that controlling for past career breaks may not be enough in accounting for the effects of career interruptions on wage growth, but that one should take future career interruptions into account as well. This is because expectations about future career interruptions may well play a role when decisions concerning the current investments in human capital are made. To investigate whether future career breaks could explain the gender gap in within-firm wage growth I added a dummy variable to the wage growth model that takes a value of one if a worker experiences a break in the panel in any of the years t+1, t+2 and t+3 and zero otherwise. As expected, the coefficient on this variable is negative, and it is statistically significant at the 5 % level. Controlling for future breaks in the panel does not, however, have any effect on my main conclusions. In particular, the coefficient on the female-dummy is unaffected by the dummy for the future career interruptions.
Therefore, I decided not to report the results for the specification that includes controls for future breaks in the panel.
Fourthly, similarly to Chapter 3, I estimated within-firm wage growth regressions using firm tenure instead of experience, but these two approaches produced very similar results.
Reasons for why I prefer experience were already discussed in the previous chapter. Finally, I
also analyzed gender differences in within-firm wage growth using estimation results from separate regressions for men and women. However, this did not change my main conclusions derived from the pooled sample regressions. 
The Results
The OLS results of the within-firm wage growth regressions are presented in Table 12 . The first column documents that women lag behind men in within-firm wage growth also after gender differences in educational background are controlled for. Column 2 shows the results for the specification which includes controls for breaks in the panel. Breaks appear to be related with lower within-firm wage growth although for women they seem to be less harmful with respect to wage growth than for men. Adding break variables to the model increases the female-penalty slightly, from -0.011 to -0.012. Column 3 indicates that there are some differences in within-firm wage growth between industries. Wage growth seems to vary with firm size as well: wage growth appears to be relatively stronger in larger firms. One obvious reason for this is related to the fact that the number of different job titles and hierarchy levels typically increases with firm size. Therefore, workers employed in larger firms can be expected to have on average better chances to receive job offers from higher wage ranks or to get promoted at their current employer than employees working in small firms. Although industry and firm size are of some importance in accounting for the variation in within-firm wage growth, they are unable to explain any of the female-penalty in wage growth. Column 4 presents results for the specification which controls for occupational mobility within firms. As Tables 13 and 14 show the fixed effects results for men and women, respectively.
There appears to be some gender differences in the price structure also after individual unob-14 Similar to Chapter 3, also here the gender gap in wage growth appears to be due to the gender differences in rewards to characteristics. I calculated the predicted wage growth using parameter estimates from the withinfirm wage growth specification 5 estimated separately for men and women. Using women's averages of the explanatory variables, but men's estimated coefficients, the predicted within-firm wage growth for women is 9.5 percent compared to an actual rate of 8.3 percent. On the other hand, if men were rewarded according to women's price structure, their predicted within-firm wage growth would be 8.4 percent in contrast to an observed rate of 9.1 percent.
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In my case, the field and level of education, region, industry, and firm size are left out from the fixed effects model. It should be noticed, however, that region, industry and firm size are not necessarily time-invariant for white-collars who have changed employer during the investigation period. But the number of individuals from which I have within-firm wage growth observations around such an employer change which is associated with a change in region, industry or firm size is too low to get sensible parameter estimates for these variables. Furthermore, since change in potential experience is constant across time, in the fixed effects framework I cannot simultaneously use year dummies as well. Therefore general market factors are controlled for by using changes in log of aggregate index of earnings instead of year indicators. served heterogeneity has been controlled for. This can be seen more clearly when investigating the predicted within-firm wage growth. Women's predicted within-firm wage growth using women's averages of the explanatory variables and men's estimated coefficients is about 9.2 percent irrespective of the specification. This is much higher than the actual wage growth of 8.3 percent. Men, on the other hand, would have experienced a within-firm wage growth of 8.2 percent had they faced women's price structure. This is about one percentage point less than men's actual within-firm wage growth rate. These predictions based on the fixed effects results are similar to those made from the OLS results (see footnote 14) implying that gender differences in within-firm wage growth are not driven by unobserved time-invariant individual heterogeneity.
To provide information on how the female-penalty in within-firm wage growth possibly varies throughout the conditional wage growth distribution, Table 15 presents estimates for the female-dummy for different percentiles. The quantile regression model is estimated for the five specifications presented in Section 4.2. Similar to Chapter 3, I have estimated the quantile model by bootstrapping using 500 repetitions. However, due to the large number of within-firm wage growth observations the estimation of the quantile regression model by bootstrapping becomes fairly burdensome and time-consuming. Therefore, I took a 5 percent random sample from the within-firm wage growth observations used in the previous estimations resulting in 9948 observations. According to Table 15 , there seems to be no genderbased differences in within-firm wage growth at the bottom of the within-firm wage growth distribution. However, when the top of the conditional wage growth distribution is investigated, women fall substantially behind men. Consider for example specification 1. At the median, the estimate for the female-dummy is -1.1. After the 75 th percentile there is a clear acceleration in the female-penalty and at the 95 th percentile the value for the female-dummy is found to be as high as -3.3. Although the disparity in the gender gap in wage growth between the lower and upper tails of the within-firm wage growth distribution decreases as I add explanatory variables to the model, the finding of an increasing female-penalty throughout the conditional wage growth distribution with a considerable acceleration at the top applies to all specifications. This could be interpreted as evidence of the existence of glass ceilings.
Conclusions
This paper started with an illustration of the gender differences in early-career wage growth among white-collars employed in Finnish manufacturing. Using data from the Confederation of Finnish Industries covering the years 1995-2004 I showed that there are significant disparities in wage careers between genders during the first ten years in the labor market. Female white-collars lag behind their male colleagues in average hourly wages by ten log points immediately at entry on the labor market. After ten years the size of the gender wage gap has more than doubled accounting for most of the life-time increase in the gender wage gap among white-collars employed in the Finnish manufacturing sector. The rest of the paper focused on explaining this gap in early-career wage growth between male and female whitecollars.
I presented a wage growth decomposition in which the early-career wage growth was divided into two parts: one that is associated with employer changes and another that is due to wage growth within firms. This decomposition revealed that the size of the gender gap in early-career wage growth varies significantly with the mobility status. Women's disadvantage in annual within-firm wage growth relative to men is 0.67 percentage points whereas they have on average 1.9 percentage points lower wage growth with employer changes compared to men. I found it difficult to explain the observed gender gap in between-firm and withinfirm wage growth by women's and men's different educational choices or by the characteristics of the jobs they hold. Furthermore, OLS and fixed effects estimations both yielded similar conclusions suggesting that time-invariant unobserved individual heterogeneity does not account for the difference between men's and women's wage growth. The investigation of the gender gap in wage growth at different points of the conditional wage growth distribution provided some interesting results. There seems to be no female-penalty in wage growth at the bottom of the wage growth distribution, but as we move along the distribution the gender gap increases significantly. In particular, there is a sharp acceleration in the gap right at the top of the distribution. This is consistent with the existence of glass ceilings. These findings apply to both between-firm and within-firm wage growth.
My results are in line with the existing literature. Of the earlier studies, perhaps the most relevant research with respect to my paper is the study by Loprest (1992) . Also Loprest analyzes gender differences in early-career wage growth by distinguishing between the wage growth associated with employer changes and the within-firm wage growth. Using data on the US labor market from the period 1979-1983, she documents significant gender differences in the wage growth when changing firms. Furthermore, most of this gap remains unexplained, a finding that corresponds to my results. The similarity in conclusions between the two papers is fairly interesting not only because I use a much more recent data than Loprest, but also because of the differences in the institutional set-ups between the US and Finland.
What would be productive directions for further research in this particular topic? One potentially interesting line of research is to investigate gender differences in wage careers within firms. Given the evidence of gender differences in the distributions of workers across firms (e.g. Carrington and Troske 1998) and that firms differ for instance in terms of training practices, work processes, and rewarding systems, it may be important to look inside firms and to investigate whether observed and unobserved firm-specific effects could account for the differences in men's and women's wage growth. Another line of research that might be of use in explaining the large unexplained part of the gender gap in early-career wage growth found in this paper is the so-called family gap literature (e.g. Waldfogel 1998a (e.g. Waldfogel , 1998b ). Most of the existing studies in this literature have focused on examining factors behind the gap in wage levels between mothers and childless women. It would be interesting to get more information on the effects of children on mothers' wages relative to men and how these childrelated career breaks possibly contribute to the gender gap in wage growth. How important these considerations are in improving our knowledge of the mechanisms behind the gender gap in wage careers remains to be seen. Manning, Alan, and Joanna Swaffield (2005) 1. Wage growth model is estimated for those changing employer and having no more than ten years of potential experience. 2. t statistics are in parenthesis, and they are calculated using robust standard errors with clustering on the individual. 1. Wage growth model is estimated for those having no more than ten years of potential experience. 2. t statistics are in parentheses, and they are calculated using robust standard errors with clustering on the individual. 3. Since potential experience is used as one of the explanatory variables, year dummies cannot be simultaneously included in the fixed effects model. Therefore change in log of aggregate index of earnings is used to control for general market factors. 1. Wage growth model is estimated using within-firm wage growth observations for those with no more than ten years of potential experience. 2. t statistics are in parentheses, and they are calculated using robust standard errors with clustering on the individual. Firm change: Firm changes are identified by comparing firm identifiers attached to white-collars between consecutive years. To avoid some rare cases where the firm code changes even though a white-collar does not actually change firm a further condition for an employer change is introduced: a white-collar is defined to switch firm if the firm code associated with a white-collar differs between years t and t-1, and if no more than 50 % of his/her fellow workers from year t-1 follow him/her to the new employer.
Cumulative breaks: First a dummy variable is calculated which takes a value of one if the gap between two observations for an individual is greater than one, and zero otherwise. Cumulative breaks -variable is then defined as a cumulative sum of the dummy-variable in question.
