Arrays of nonlinear oscillators, such as multimode lasers ͓1͔, Josephson junction arrays ͓2͔, or phase oscillators ͓3͔, can show a variety of phase locking phenomena. One is antiphase dynamics where the phases of the oscillators are clustered in one of several identified patterns ͓4,5͔ so that interference destroys the response at all but one of the coupled system eigenfrequencies. The multimode laser is particularly convenient for studying these collective modes of oscillation. Apart from the normal optical operation, each laser cavity mode shows a nonlinear relaxation oscillation at lower frequencies that corresponds to an interchange of energy between the laser medium and the optical cavity ͓6͔. If several cavity modes are excited they can be coupled, typically through the position dependent gain sharing that is caused by the standing wave nature of the electromagnetic field for a Fabry-Pérot resonator ͓7͔ or through the inclusion of a nonlinear crystal for frequency doubling in the cavity ͓1͔.
Direct experimental confirmation of the phase clustering has been found for a three-mode laser in a limit cycle regime ͑spiking͒ ͓8͔. For a laser in steady state operation, noise, either intrinsic or deliberately introduced, has been exploited to excite the various collective modes. In the intensity noise power spectrum for the individual laser cavity modes, one sees peaks corresponding to collective modes that are absent in the spectrum for the total intensity ͓9͔. The latter spectrum typically shows just one remaining resonance which is the relaxation oscillation of the laser and has the highest frequency of the collective modes. However, the measurement of power spectra discards phase information, and the clustering cannot be verified directly in this technique.
We take a different approach, exciting the collective modes with a sinusoidal modulation of the laser pumping rate and measuring the response of the laser at the excitation frequency for both the total laser intensity and the individual laser modes. This is the transfer function method, which is well known in engineering and has been advocated and used ͓10͔ for theoretical analysis of this problem. The magnitude of the transfer function has also been measured ͓11͔, but, as far as we are aware, this is the first experimental measurement of the full complex transfer functions for the study of antiphase dynamics in lasers. Knowing the phase and magnitude of the transfer function, information on the contributions of each cavity mode to each of the collective modes can be extracted by determining the residues, as will be discussed below. Typically, the cancellation of the collective modes in the antiphase dynamics about a steady state is not perfect, and by measuring transfer functions the degree to which cancellation occurs can be ascertained, as can the type and extent of the clustering.
The residues are determined by fitting a general transfer function, in the form of a ratio of polynomials, to the data. The order of the polynomials is constrained by counting the number of relevant degrees of freedom. To introduce the terminology, we outline the transfer function analysis and, for concreteness, we do this in the context of rate equations due to Tang, Statz, and deMars ͑TSdM͒ ͓7͔, modified slightly to include a small pump rate modulation wϭm sint,
The number of oscillating modes is N, n 0 is the average population inversion and n j are population inversion components oscillating spatially with the same wavelength as the corresponding laser mode of intensity I j . The gains of the modes are taken into account through the coefficients ␥ j , while f and c represent decay times for the population inversion and the cavity, respectively. Equations ͑1͒ assume the inversion density, averaged over a few optical wavelengths, is constant along the axis of the laser mode and the laser medium fills the cavity, but are otherwise appropriate to our Nd:YAG ͑yttrium aluminum garnet͒ laser. These assumptions are not strictly valid for our laser, but in the present absence of a better model the TSdM equations are still useful to illustrate how our measurements of transfer functions can discriminate against a model. Equations ͑1͒ can be written in condensed form dx/dt ϭF(x)ϩbw, where bility of x 0 can be found in the usual manner by evaluating the eigenvalues i of A. Close to steady state, we have for the deviation from steady state x, (dx/dt)ϭAxϩbw, and by a Laplace transform we obtain the transfer functions ͓12͔ 
͑2͒
The poles j are the eigenvalues of A, the zeros are z i and the residues are r j . We have used the linear stability analysis expressed in this language to analyze the results from our experimental system which we describe below. Interesting insights into the problem can be gained also from the polezero representation but we concentrate on the pole-residue representation in this communication.
The laser medium that we used was a Nd:YAG rod cut with one end perpendicular to the rod axis and the other at Brewster's angle. A high reflection coating on the perpendicularly cut end formed one end mirror of the laser cavity and the output coupler was a partially transmitting mirror (Tϭ1%) mounted on a piezoelectric tube for fine cavity length control. The Brewster cut face served to ensure that all modes were linearly polarized in the same plane. The Nd laser was end pumped by a 40 mW diode laser through the coated end of the rod (Tϭ65% at 808 nm͒. The optical path length of the cavity was 24.3 mm corresponding to a longitudinal mode separation of ␦ϭ6.16 GHz. Modulation of the pump was achieved with an acousto-optic modulator, which avoided the mode partition noise of the pump laser that can occur if its injection current is modulated. We also had an optical isolator, comprising a polarizer and Fresnel rhomb, between the pump laser and the Nd laser to minimize the destabilizing effects of optical feedback. For comparing the measured transfer functions to the theory, two lifetimes needed to be determined. We measured the cavity lifetime to be c ϭ3.56 ns and took the response time of the medium to be f ϭ230 s ͓13͔.
The output of the Nd laser was split into two beams so that the total intensity and intensity of one mode could be measured simultaneously. With a pump level of about 1.3 times threshold we observed between four and six laser modes, depending on the exact cavity length. The data shown below is for five mode operation. A Fabry-Pérot interferometer was used in one output beam to select individual laser modes and its passband was locked to the relevant laser mode with a lock-in amplifier. The dither that was used in this lock was reduced in amplitude sufficiently that its harmonics were not detectable in the power spectra of the intensity noise for individual modes or total intensity. The fundamental at 3.0 kHz was much lower than the frequencies of interest for the collective mode dynamics. The intensities, total and modal, were measured with low noise photodiode detectors and the outputs of these were directed to a Hewlett Packard HP35670A signal analyzer. For transfer function measurements the analyzer supplies the modulating signal, scanned repetitively in frequency. The results of 1000 frequency scans are averaged to reduce the intrinsic noise of the system. An example of a measured transfer function is shown in Fig. 1 for mode 1 ͑i.e., the first to oscillate as the pump level is raised past threshold͒. Four out of a total of five collective mode resonances are visible in this plot. The fifth, which is the normal relaxation oscillation peak, lies at 96.1 kHz. With the HP35670A the complex response can only be measured to 55 kHz; for the resonance at 96.1 kHz we can measure directly only the amplitude squared response ͉H(s)͉ 2 . That we see just five resonances is in agreement with Eqs. ͑1͒ from which we predict that the poles, and similarly the residues, are real or arranged in complex conjugate pairs due to the real-valued nature of the matrix A. Shown with the data in Fig. 1 is a fitted transfer function based on Eq. ͑2͒. In this fit the linear stability analysis of Eqs. ͑1͒ was used to fix the numbers of poles and zeroes ͓12͔, and then the resulting ratio of polynomials ͑i.e., the pole-zero representation͒ was fitted to the data using a weighted least-squares fit. The curves for the magnitude and phase are fitted simultaneously by the HP35670A analyzer although we found that the fits were better if fine tuned by fixing the positions of the poles and slightly altering the positions of the zeroes that were found by the HP35670A. The measured phase and magnitude of the transfer function for total intensity is plotted in Fig. 2 . Here we see, quite clearly, the remaining low frequency resonances and the fact that they have not been completely canceled out by the antiphase dynamics.
By looking at the transfer functions in terms of the partial fraction expansion, we can get a more vivid picture of the antiphase dynamics. In Table I we show the partial fraction decomposition of the measured transfer functions, with the residues expressed as magnitude and angle. These residues were determined by doing the curve fit in terms of the polezero representation, as described above, and then converting to the pole-residue representation. The frequencies shown in Table I are those of the poles determined as part of the same fit as that used to obtain the residues. The phases of the residues at 96.1 kHz, the relaxation oscillation frequency, were determined indirectly from fitting to the low frequency data. For comparison we show in Table II residues calculated from the TSdM equations using w 0 ϭ1.308, which gave the best match between the calculated and measured frequencies of the highest frequency collective mode resonance. The gains ␥ i were determined by assuming a Lorentzian profile of width 135 GHz for the gain, normalized to one at the peak using ⌬ϭ0.246 GHz for the frequency offset between the first mode to lase and the center of the gain profile. The lifetimes, as given above, were used directly in the calculations. The collective mode frequencies shown in the top row are just the imaginary parts of the calculated poles.
The antiphase dynamics manifests itself as a double clustering of the residue phases which can be seen more easily if they are plotted on a polar diagram as shown in Fig. 3 for the experimentally determined residues of Table I and in Fig. 4 for the calculated residues of Table II . Both calculated and experimental residues show the clusters pointed in opposite directions, though if the magnitude of the residue is small it can sometimes lie outside the clusters. We believe this represents errors in the fit. The apparent rotation of the clusters, both with increasing frequency in the experimental data sets and in the comparison between theory and experiment, is due mostly to frequency dependent phase shifts in the pump modulation.
There are aspects of the data that can serve as a test of theoretical models, as the comparison of Tables I and II shows. First, the calculated and measured pole frequencies do not completely agree. Furthermore, comparing the clustering of calculated and measured residues more closely, we can see more discrepancies. In the theory based on Eqs. ͑1͒, the phases of the contributions to each resonance from each cavity mode follow a sequence (ϩϩϩϩϪ), (ϩϩϩϪϪ), (ϩϩϪϪϪ), (ϩϪϪϪϪ), (ϪϪϪϪϪ), as we look at each collective mode in turn ͑see Table II͒ . A similar ordering of the phases has been previously reported in a numerical analysis of a multimode laser with feedback ͓14͔. Our data do not show this ordering. These discrepancies most likely reflect the known inadequacies of Eqs. ͑1͒ when applied to our laser; i.e., concerning the exponential decay of the inversion density and the gain medium not fully occupying the optical resonator. Work to resolve the discrepancies discussed above, by extending the TSdM equations to take into account these factors, is currently in progress. We conclude that the transfer function approach gives much more detailed information and is a more sensitive means of testing models of the dynamics than excitation with broadband noise.
