When v is an integer, and either m S: 0 or b = y, (1.1) and (1.2) can be expressed in terms of complete elliptic integrals of the first and second kinds. When m < 0 and b = y, complete elliptic integrals of the third kind occur also. Examples of the latter can be obtained from results of several authors (W. M. Hicks [7, p. 628 ], G. M. Minchin [8, p. 354] , A. Van Tuyl [9] , M. R. Shura-Bura [10] , M. A. Sadowsky and E. Stemberg [11] , G. E. Pringle [12, p. 385 and 392], and H. E. Fettis [13] ).
In [7] , [8] , and [11] , integrals of the form of (1.1) or (1.2) are not considered explicitly. A quantity known to be proportional to 72( -1, 1) is evaluated in terms of elliptic integrals in [7] and [8] , and quantities proportional to 7i ( -1, 1 ), 72 ( -T, 1 ), and 72(-2, 1) are evaluated in [11] . The evaluation of 72( -1, 1) and 72 (-2, 1) by numerical integration has been discussed by G. P. Weeg [14] .
For convergence of (1.1) and (1.2) at the lower limit, it is necessary to have Re (2v + to + 1) > 0, and for convergence at the upper limit, all four quantities Re (x ± ib ± iy) must be either positive or zero. In the latter case, we must also have either to < 1 or to < 0, depending on the values of x, b, and y. When
Re (2v + m + 1) > 0 and Re (x ± ib ± iy) > 0, it is easily shown that (1.1) and (1.2) are analytic functions of each of the variables x, y, and b, and that differentiations of (1.1) and (1.2) with respect to x, y, and b can be carried out under the integral sign. Defining
it is seen that <t>(x, y) and \p(x, y) satisfy the differential equations (1.6) y2-ld^=f, dx dy (1.7) y^f=-f. dy ox
Despite the fact that v may be complex, it is convenient, following A. Weinstein [15] , to call <t>(x, y) a generalized axially symmetric potential in 2v -4-1 dimensions, and \p(x, y) its associated stream function. The analogy with the case when v is an integer has proven fruitful. Similarly, writing where F (a, b; c; z) is the hypergeometric function, and p2 = b2 + y2 -2by cos <£. Equation (9) and (12) (2)). When v is an integer n, n 3ï 0, we can express 7(to, v), and hence, Q7-w(ß), in terms of complete elliptic integrals of the first and second kinds. Substituting cos (¡> = 2sn u -1 in (2.7) when v = n, where the modulus, k, of sn u is given by (2.14) k2 = 2 áby we obtain
From (2.14), it follows that the cut in the ß-plane from 1 to -» corresponds to cuts in the fc2-plane from 1 to =° and from 0 to -=° along the real axis. Concerning the path of integration in (2.15), it is known that the residues of the integrand are zero at all of its poles. Hence, it follows that (2.15) is independent of the path of integration joining the points 0 and K. In particular, we can always take the latter to be the straight line between 0 and K. The right side of (2.15) can be evaluated in terms of elliptic integrals by means of well-known reduction formulas (P. F. Byrd and M. D. Friedman [19, p. 191-198] ). Alternatively, we can compute Qn-i/2(/3) for to ^ 0 and n ^ 0 by use of the recurrence relations for Q,(z) ([18, p. 290], equations (164) and (166)), starting from the values of Q-m(ß), Qidß), Q-w(ß), and QU(ß). From (2.9) and (2.15), referring to [19] , we have
where K and E are the complete elliptic integrals of the first and second kinds, respectively, and k -1 -k . Both k and k are single valued when the /c2-plane is cut from 0 to -<x> and from 1 to ». Another method for the computation of QZ-w(ß) in terms of elliptic integrals can be obtained from [7] , Sections II and III. Finally, we note that 7i(0, n) and 7i(l, n) satisfy simple recurrence relations. (1), (10), (18), and (37), we have the relation
when Im z > 0. Substituting a = r -n -\-\, b = r -n, and c = 1 -n + e, n ^ r 2: 1, e > 0, and letting e -> 0, we obtain , iyT(n + l)r(r -n + è)r(n) r(w -r + l)T(r)r(r + §)
•2~"(1 -2)2r~"~1/2Wr -n + -, r -n; 1 -n; zj , Im z > 0. The second hypergeometric function on the right side of (3.2) is of the form F(a, -to; -to -I; z), where m è 0,1 ^ 0, and is defined as in [15, p. 101], equation (3) . We see that it remains a polynomial throughout the limiting process e -> 0. Noting that both sides of (3.2) are analytic in the z-plane cut along the real axis from 1 to «>, it follows by analytic continuation that (3.2) is valid for | arg (1 -z) | < x. Similarly, setting a = r -n -\,b = r -n, and c = 1 -n + «, n ¡à r è 1, « > 0, and letting e -> 0, we have and with ß defined as in (2.8). It follows from (3.4) and (3.5) that q may be a positive or negative integer, or zero, and that to ^ n in (3.6) and (3.7). We see that (3.6) and (3.7) are analytic functions of a when the a-plane is cut along the real axis from -1 to 1, and that (3.7) is an analytic function of ß when the /3-plane is cut from 1 to -». In order for K(q,m,n) to be positive when a > 1 and ß > 1, we choose | arg (ß -cos t¡>) | < x in (3.7).
Substituting cos <t> = t in (3.6) and comparing with [18, p. 195 Mq'm'n) = 2^W " («+D- It is easily verified that when 7j.(to, n) is known for 2n + to = 0, 1, and 2, to -1, and when 7j.(0, n) is known for n ^ 0, we can obtain I\(m, n) for all other values of to < 0 and n ^ 0 for which it converges by means of (4.10). We can then obtain 72(to, n) from (4.9). Also, when 7j.(to, 0) and 7i(to, 1) are known for m^0, and when 7i(0, n) is known for n ^ 0, we can calculate 7i(to, n) for all other values of to > 0 and n > 1 by solving (4.10) for 7i(to + 1, n + 1). As before, we can then obtain 72(to, n) from (4.9).
