We compared entropy for texts written in natural languages (English, Spanish) 
Introduction
The study of symbol frequency distribution for English was initially addressed by Zipf [1] in 1949 and Heaps during the 70s [2] , giving rise to Zipf's and Herdan-Heaps' laws respectively (frequently referred to as Heaps' law). Zipf [1] suggested that the scale free shape of the word frequency distribution, typically found for English long texts, derives from his Principle of Least Effort. As in many other large scale phenomena, the origin of the tendency of natural languages to organize around scale free structures, remains controversial [3] and a plentiful source of hypothesis and comparisons with other 'laws of nature' [4] [5] [6] . The relationship between both Laws has been studied [7] and their validity for various natural alphabetic languages tested [8] [9] [10] . Yet, a generally accepted mechanism to explain this behavior is still lacking, as Zipf's and Heaps' laws have been traditionally applied only to probabilistic consequences of grammar structure and language size.
Language grammar has been addressed in the study of basic grammar rules and the mechanisms to buildup English phrases, initiated by Chomsky [11] in the late 50's. Later Jackendoff developed the X-bar theory [12] , fostering the idea of underlying effects driving human communication processes to produce grammar properties common to all natural languages. Yet clear descriptions of the fundamental sources of such a behavior, remains a matter of discussion, perhaps because it is a problem too complex to be completely understood employing only theoretical methods.
In this paper, we compare messages expressed in natural and artificial languages using metrics developed to quantify complexity. Our comparison is based on measurements of message symbol diversity, entropy and symbol frequency distributions. Zipf's distribution profiles and Heaps' functions are identified for different messages samples. We evaluate the impact of these measures over emergence, selforganization and complexity of messages expressed in natural and artificial languages.
Our strategy is to evaluate a wide range of texts for each language studied, including text pieces from a variety of writers distributed over a timespan of more than 200 years. All texts were recorded in a computer file directory and analyzed with purposely developed software called MoNet [13] (see section 2.10), as explained in Sections 2.1 to 2.6.
Methods
We compared three aspects of English, Spanish and artificial languages: symbol diversity ‫,ܦ‬ entropy ℎ, and the symbol frequency distribution ݂. For the available measures of diversity and information, we follow Gershenson and Fernandez [14] to evaluate emergence and self-organization for natural and artificial languages. For complexity, we use the definition of Lopez-Ruiz et al. [15] , which sees complexity as a balance between chaotic and stable regimes.
Text length and symbolic diversity
The length of a text ‫ܮ‬ is measured as the total number of symbols or words used and the diversity ‫ܦ‬ as the number of different symbols that appear in the text. We define the specific diversity ݀ as the ratio of diversity ‫ܦ‬ and length ‫ܮ‬ , that is ݀ = specific diversity = ‫ܦ‬ ‫ܮ‬ ൗ .
In this study symbols are considered at the scale of words. Here a word is a considered as a sequence of characters delimited by some specific characters such as a blank space (see section 2.9). Most recognized symbols were natural and artificial language words. Nevertheless some single character symbols, such as periods and commas, appeared by themselves with complete meaning and function and therefore playing a role comparable to that of normal words.
Entropy
Entropy calculations are based on Shannon's information [16] , which is equivalent to Boltzmann-Gibbs entropy. Message information is estimated by the entropy equation is based on the probability of appearance of symbols within the message. Symbols (words) are treated all with the same weight, ignoring any information that might be associated to meanings, length or context. Shannon's entropy expression for a text with a symbol probability distribution ‫(ܲ‬ ) is:
Shannon was interested in evaluating the amount of information and its transmission processes; therefore his entropy expression was presented for a binary alphabet formed by the symbols '0' and '1'. Entropy measurement in this study is at the scale of words, where each word is a symbol, extending the original Shannon's expression for a D-symbol alphabet:
where we have replaced the term ‫(ܲ‬ ) with its equivalent in terms of the symbol frequency distribution ‫݂(ܨ‬ ) and the text length ‫ܮ‬ measured as the total number of symbols. The values for the symbol frequency distribution ‫݂(ܨ‬ ) are ordered on ‫,ݎ‬ the symbol rank place ordered by their number of appearances in the text. Since there are ‫ܦ‬ different symbols, ‫ݎ‬ takes integer values from 1 to ‫.ܦ‬ Notice the base of the logarithm is the diversity ‫ܦ‬ and hence ℎ is bounded between zero and one.
Emergence
As a system description is based on different scales-the number of different symbols used-the quantity of information of the description varies. Emergence measures the variation of the quantity of information needed to describe a system as the scale of the description varies, thus, emergence can be seen as a profile of quantity of information for a range of system scales. Therefore we express emergence ݁ as a function of the quantity of information respect to the description length ‫ܮ‬ (total number of symbols) and the specific symbol diversity ݀. This is given Shannon's information (3), so we have:
Self-organization
The self-organization of a system can be seen as the capacity to spontaneously limit the tendency of its components to fill the system space-symbols in our case-in a homogenous, totally random distributed fashion. Since entropy reaches a maximum when the system components are homogeneously randomly dispersed, self-organization ‫ݏ‬ is measured as the difference of the maximum entropy level ℎ ௫ = 1 , and the actual system entropy [17] .
Complexity
Message entropy calculations are based on Shannon's expression [16] . Message information is estimated by the entropy equation based on the probability of appearance of symbols within the message. Symbols (words) have all the same weight here, ignoring putative differences in information associated to the word's meanings, length or context. We used the complexity definition proposed by López-Ruiz et al. [15] , and its quantifying expression proposed by Fernández et al. [17] ‫݂
In this definition, complexity is high when there is a balance between emergence (entropy, chaos) and self-organization (order). If either is maximal, then complexity is minimal.
Symbol frequency distribution
For any message or text the number of words in a rank segment [ܽ, ܾ] may computed as:
where ܽ and ܾ are respectively the start and the end of the segment where symbol were ranked. For any segment, a=1 and b=D.
Zipf's law states that any sufficiently long English text will behave according to the following rule [3] [8]:
where ‫ݎ‬ is the ranking by number of appearances of a symbol, ‫)ݎ(݂‬ a function that retrieves the numbers of appearances of word ranked as ‫,ݎ‬ ݂ the number of appearances of the first ranked word within the segment considered, and ݃ a positive real exponent.
For any message, we define Zipf's reference ܼ , as the total number of symbol appearances in the ranking segment [a, b] assuming that it follows Zipf's Law. Therefore ܼ , is
Eq. (8) allows us to determine the Zipf's reference ܼ for any segment within the symbol rank dominion. We computed versions of Zipf's reference ܼ for the complete message, specifically named ܼ ଵ, , and for the tail of the message frequency distribution (see Figure 1) , named ܼ ఏ, . The sub index ߠ is used to indicate the ranking position ‫ݎ‬ ఏ where the head-tail transition occurs. Head-tail transition location can be a difficult parameter to set and is often considered to be among a range of possibilities. We used the following definition: For a discrete symbol ranked frequency or probability distribution, the region of the lowest frequency of ranked symbols starts where the symbols with a unique frequency (or probability = 1) end. Figure 1 illustrates an example of symbol frequency profile. The point signaled with the arrow corresponds to the 20 th rank position and has 7 occurrences, and no other symbol shares the same number of appearances. At that point we define the start of the tail which includes the distribution domain shadowed in yellow in the figure.
Zipf's deviation for a ranked distribution
The complete message Zipf's reference is determined by expression (8) . The corresponding Zipf's deviations ‫ܬ‬ ଵ, from a Zipfian distribution and the deviation of its tail ‫ܬ‬ ఏ , are
Identifying the starting point for the tail of each message or code profile is a search intensive task. We included in the software MoNet, the capability of locating within a frequency profile the points with properties characterizing the start of the tail, and to split messages and codes in heads and tails. Once the tail starting rank ‫ݎ‬ ఏ is determined, Zipf's tail deviation was obtained by applying equations (10a) and (10b).
Message selection
We built text libraries containing consisting of large text fragments, obtained from English and Spanish speeches, segments of stories and novels, and computer codes written in high level programming languages (C, C#, Basic, Matlab, Java, HTML and PHP). The program then produced descriptive indices and attributes for each of these. Each message could be analyzed as an individual object or as a part of a collective group of objects.
Natural language message selection
Natural language messages were collected from historic speeches available in on the web as texts expressed in English or Spanish. Natural language texts include speeches from politicians, human rights defenders and literature Nobel Laureates. The language used to write the original speech was not a selection criterion. There are speeches in our selection originally written in English, Spanish, French, Russian, Italian, German, Arabic, Portuguese, Chinese and Japanese. Translated speeches and texts are indicated as such, providing data for studying translations. Novel fragments were authored in English or Spanish by popular writers and by some Nobel laureates in literature.
We collected 156 texts in English and 158 in Spanish. The shortest speech was 87 words long, whereas the longest speech contained more than 20000 words. 
Software
Two software programs were developed to analyze the texts. First, we built a file directory structure containing, and classifying the messages each with its inherent and invariant text-object properties. We refer to the file directory as the library. The second software program, called MoNet, manage the library and produced the data for our study. Library
The library holds descriptions of each existing text-object with its attribute values. The scope of each object description can be adjusted adding attributes or even modifying their data representation nature and dimensionality. We built a text library containing hundreds of these text-objects. Libraries can be updated by deleting or adding text-objects.
MoNet
MoNet is a bundle of scripts, interpretations, programs and visual interfaces designed to analyze complex systems descriptions at different scales of observation. MoNet describes a system as a collection of objects and object families connected by hierarchical and functional relationships.
The scope of each object description can be adjusted adding attributes or modifying their representation and dimensionality. MoNet can treat every text included in a library as well as the library itself, offering results for text-objects as independent elements or as groups. For every component of the system modeled, descriptions at different scales can co-exist. Individual objects can be selected combining logical conditions based on properties or attribute values. Figure 2 shows how diversity varies with the message length in texts written in English, Spanish and Computer Code. Diversity increases as messages grow in length, but there seems to be an upper bound of diversity for each message length. For English this upper bound is slightly lower than for Spanish. As message length increases, English also shows a wider dispersion toward lower diversities of words. Artificial messages represented by computer code showed a much lower diversity than the natural languages. The regression models of Heaps' Law [9] for message diversities and message length are: Figure 3 shows entropy ℎ values for texts expressed in natural languages and computer code programs as a function of specific diversity ݀ (see section 2.1). Extreme values of entropy are the same for messages expressed in all languages; entropy drops down to zero when diversity decreases to zero and tends to a maximum value of 1 as specific diversity approaches 1. For artificial messages entropy is dispersed over a wider range of values, perhaps as a consequence of the many different computer languages included in this work's sample. Natural languages show less dispersion in entropy levels, nevertheless differences among languages show up in the areas they cover over the plane of entropydiversity with few overlapping shared areas over that space. See Figure 3 .
Results

Diversity for natural and artificial languages
‫:‪ℎ‬ݏ݈݅݃݊ܧ‬ ‫ܦ‬ = 3.766 • ‫ܮ‬ . . (11a) ‫:‪ℎ‬ݏ݅݊ܽܵ‬ ‫ܦ‬ = 2.3 • ‫ܮ‬ .ହ . (11b) ‫:݁ݎܽݓݐ݂ܵ‬ ‫ܦ‬ = 2.252 • ‫ܮ‬ .ଵ . (11c)
Entropy for natural and artificial languages
The entropy expression shown in Eq. (3) is a function with ‫ܦ‬ -1 degrees of freedom; there are ‫ܦ‬ -1 different ways of varying the variable ‫ܨ‬ that affect the resulting value of entropy ℎ. Nevertheless, when specific diversity is at extreme values ݀ = 0 and ݀ = 1, the distribution ‫ܨ‬ becomes homogenous and function ℎ(‫)ܨ‬ adopts the following predictable behavior. Having these extreme conditions for ℎ(‫)ܨ‬ , we propose a real function ℎ(݀) to characterize the entropy distribution of a language over the range of specific diversity. The dispersion of the points is due to the fact that none of the texts obeys perfectly a Zipf's law, yet each language tends to fill a particular area of the space entropy-specific diversity. To model the curves along the core of these clusters of dots, that is entropy as a function of specific diversity, we refer to the so called Lorenz curves [18] which can be used to describe the fraction of edges ܹ of a scale-free network with one or two ends connected to a node which belongs to the fraction ܲ of the nodes with highest degree [5] . The family of Lorentz curves is expressed by Now consider the network associated to a text where the nodes represent words or symbols and the edges represent the relation between consecutive words. In a network like this, all nodes, except those corresponding to the first and the last words, will have a degree of connectivity that doubles the number of appearances of the represented word. Thus, the resulting ranked node degree distribution will be analogous to a Zipf's distribution and therefore, the network as defined, will have a scale-free structure.
On the other hand, entropy can be interpreted as the cumulative uncertainties that every symbol adds or subtracts from the total uncertainty or entropy. Viewing entropy ℎ of a ranked frequency distribution as the cumulative uncertainty after adding up the contributions of the ‫ܦ‬ most frequent symbols, we should expect this entropy ℎ to have a scale-free behavior with respect to changes ‫.ܦ‬ After the analogies between these conditions and those needed to expect a behavior like the Lorentz curves dictate, we propose the use of the one-parameter expression (13) to describe any language's entropy as a function of ݀ and the parameterߙ. So that: 
Emergence, self-organization and complexity
Starting with functions for entropy, obtaining expressions for emergence, self-organization and complexity is straightforward using results of Equations (15a), (15b) and (15c) with Equations (4), (5) and (6) . Figure 5 illustrates these results.
To obtain expressions of emergence, self-organization as functions of the message length ‫,ܮ‬ we combined equations (15a), (15b) and (15c) with (11a), (11b) and (11c) respectively. See the results in Figure 6 .
For all languages, emergence increases with specific diversity and decreases with length. Selforganization follows opposite tendencies, decreasing with specific diversity and increasing with length. Complexity is maximal for low specific diversities and then decreases, although much less for natural languages. Complexity increases with length for all languages.
The most conspicuous result here is that artificial languages show a different pattern in complexity depending on specific diversity, as the maximum complexity for artificial languages is close to zero and then decreases faster than natural languages. This might reflect fundamental differences in organizing the symbols (grammar) between both types of languages. (4), (5) and (6) combined with Equations (15a), (15b), (15c), (11a), (11b) and (11c). 
Symbol Frequency distributions
Profile of symbol frequency distributions were inspected in two ways: first by a qualitative analysis of their shapes and second by characterizing each profile with its area deviation ‫ܬ‬ with respect to a Zipfs distributed profile.
A sample of symbol frequency distributions profiles for the considered languages is represented in Figure  7 . Each sequence of markers belongs to a message and each marker corresponds to a word or symbol within the message. While no important differences are observed among messages profiles expressed in the same language, a noticeable tendency to a faster decreasing frequency profile appears for messages expressed in artificial languages, perhaps a consequence of the limited number of symbols these types of languages have. By building these frequency profiles, we could obtain a list of the most used words in English and Spanish. An equivalent list for artificial languages is also obtainable; however it is difficult to interpret due to the diversity of programming languages used in our artificial text sample. Table 1 shows statistics about the use of symbols for English and Spanish. Table 1 was constructed overlapping symbol frequency profiles of English and Spanish messages contained in our working library. After these calculations, two frequency profiles (probability distributions) were obtained: one for English, the other for Spanish.
The first 25 rows of Table 1 correspond to the 25 most used symbols. After this high ranked symbols, rows in Table 1 show groups of symbols sharing ranges with the same or approximate percentage of use. In accordance with our definition of tail form this study, head-tail transition occurs at rankings 40 and 35 for English and Spanish respectively.
Joining the text messages in three sets, according to the language they are written with, we obtained an approximation of the symbol frequency profiles for the 'active' fraction of the languages studied (see discussion). Figure 7 shows these profiles. Natural languages exhibit a wide range of ranks where the symbol frequency decays with an approximately constant slope ݃, sustaining Zipf's law for English and extending its validity to Spanish, at least up to certain range of the symbol rank dominion. Even though we included many programming languages and artificial code as if they were all part of a unique language, which they are not, artificial languages do not show a range where we can consider slope ݃ a constant, evidencing the fact that artificial languages are much smaller than natural ones. The values of exponent ݃ were calculated for the three profile tails and included in Figure 7 ; profile slopes are all negative but ݃ values are shown positive to be consistent with equation (8) . Notice that Spanish has, among the languages studied here, the smallest tail slope, meaning the heaviest tail; an indication of the variety of words included in all the Spanish messages. At the other end of our sample, artificial languages present the fastest decaying slope and the most limited number of symbols. Direct measurement of differences between profile shapes is not straight forward. We converted the symbol frequency distributions into probability distributions and graph their corresponding CDF (cumulative function distribution) shown in Figure 8 . As expected, artificial languages' CDF grow faster than the others; the five hundred most frequently used symbols are enough to comprise almost 90 % of all symbols included in our list of more than 13000 artificial symbols. The first 500 words cover 74 % of the 23398 English words included in our library and 70 % for the 33249-word Spanish library.
The profile heads also reflect some differences between languages. In spite of the general faster growing English's CDF as compared with Spanish, the latter's CDF is higher up to symbol ranked about 56, where the two curves cross. This Spanish faster growing CDF within the head region implies a more intensive use of the close-words group and consequently the tendency of a more structured use of this particular language. 
Zipf's deviation , for ranked distribution
We computed Zipf's deviations ‫ܬ‬ ଵ, for natural and artificial languages. Figure 9 shows the result of these calculation on the plane Zipf's deviation ‫ܬ‬ ଵ, vs. Length ‫.ܮ‬ Dependence between Zipf's deviation ‫ܬ‬ ଵ, and Length ‫ܮ‬ was evaluated with standard deviation and correlations.
We also performed two tests with Student-t distributions to compare the Zipf's deviations ‫ܬ‬ ଵ, . The first tests the hypothesis of English and Spanish Zipf's distribution being the same. The second tests the hypothesis for natural and artificial languages to be the same. Results for all tests show that p-values are very small indicating that Zipfs deviation differed statistically in very significant ways between the three different languages studied. Table 2 summarizes these results. 
Tail Zipf's deviation , for ranked tail distributions
Zipf's deviation was also inspected for the tails of the ranked frequency distributions as described in Section 2.6. This evaluation provides some further understanding of the tails shapes and relates some tendencies to other variables associated to the messages and the languages. Figure 10 shows the Zipf's deviation ‫ܬ‬ ఏ, based on the messages tails for the three languages included in this study. The incidence of language and different group of writers over the tail of ranked frequency distributions was evaluated by performing a Student-t test which results are included in Table 3 . Student-t tests to compare the distributions of the texts tail Zipf's deviations ‫ܬ‬ ఏ, show very small p-values, indicating that tail Zipfs deviation differed statistically in very significant ways between the three different languages studied. 
Diversity for Natural and Artificial Languages
Setting a precise number for the total number of words of a natural language is impossible, as words appear and disappear constantly. However it has been estimated that English contains more words than Spanish [19] [20] [21] . Living languages evolve over time and structural differences make it difficult to compare figures of language size measure. Nevertheless the numbers of lemmas in dictionaries provide us a reference to compare language sizes. The dictionary of the Real Academia Española contains 87.718 Spanish lemmas [22] while the Oxford English dictionary includes about 600.000 words [23] . Despite the larger size of English dictionaries, Spanish texts showed higher and less dispersed symbol diversity than English.
The higher word diversity of Spanish may thus be due to factors such as syntactical rules or grammar which affect both languages differently. Verb tenses and conjugations, for example, are all considered as one word when included in a dictionary, but each of them was recognized as a different symbol here.
For Spanish, most articles, pronouns and subject genres vary from masculine to feminine while for English this only happens for particular cases like his/her. These grammar characteristics may increase the number of different symbols used in any Spanish texts, but considering the relative size of closed and open word groups, this effect should be marginal with regard to general text symbol diversity. On the other hand, verbs, which belong to the open group of words, have more tenses and conjugations for Spanish and therefore increase Spanish word diversity in ways not accounted for in dictionaries. Grammar is then one feature that explains greater Spanish word diversity compared to English.
These differences might explain only parts of the results shown here. A wider use of words in Spanish, compared to English, despite a larger number of words in English dictionaries, cannot be excluded.
Entropy for Natural and Artificial Languages
There is no qualitative difference for this property between English and Spanish, perhaps a consequence of the similar structure and functionality both natural languages share. Nevertheless entropy appears slightly higher for messages expressed in English than for those in Spanish; being English a larger language in terms of words, this result might be explained as consequence of a more elaborated grammar in Spanish allowing for lower entropy levels. Natural languages have developed to express concepts and complex ideas. Natural languages can express many different types of messages such as information, persuasion, inspiration, instruction, distraction and joy. Artificial languages, in contrast, are designed to give precise instructions; they are more formal than natural ones [24] as they must convey precise and unequivocal information to machines. Artificial languages are represented by computer programs; collections of instructions having extensive number of symbols and commands. The number of symbols that an artificial language usually contains is very small when compared to natural ones. Essentially there are neither synonyms nor pronouns. Connecting and auxiliary words like prepositions and articles are limited to conditional and logical expressions. Adjectives are replaced by numeric variables which may quantify some aspects modeled. With these limitations, computer languages have little room for style compared to natural languages. Computer code is valued for its effectiveness rather than its beauty. The limited structure to form sentences in artificial languages leads to a relatively flatter frequency distribution and therefore higher entropy levels.
Since emergence is defined as equivalent to Shannon's information (entropy), the higher emergence for artificial languages implies that less symbols are used to produce more meaning. In other words, there is less redundancy in artificial than in natural languages. Redundancy can lead to robustness [25] , which is desirable in natural languages where communication may be noisy. However, artificial languages are created for formal, deterministic compliers or interpreters, so there is no pressure to develop robustness.
Self-organization, as opposed to emergence, is higher in artificial than in natural languages. This is because of the same reason explained above: artificial languages require more structure to be more precise, which fulfills their purpose. Natural languages are less organized because they require flexibility and adaptability for their purpose, which includes the ability of having different words with the same meaning (synonymy) and words with different meanings (polysemy).
For the same specific diversity , complexity is higher for natural languages ( Figure 5 ). However, for the same length , complexity is higher for artificial languages, as emergence dominates the properties of all languages ( > . ) ( Figure 6 ). Artificial languages are slightly more regular, but all languages have a relatively high entropy and thus emergence.
Symbol Frequency Distributions
Intuition may suggest that the symbol frequency profile of a symbol limited language will decay faster than a richer language in terms of number of available symbols. Figures 8 illustrates how , for the natural languages considered here, the points of each message rank distribution profile lay close to a straight line connecting the first with the last ranked word. This indicates that ݃ values for natural languages are approximately constant over the range of symbol ranking. For artificial texts, on the contrary, symbolfrequency vs. symbol-ranking does not show a constant decay value. The slope of the graph is low for most used symbols and increases its decay rate as the symbols considered approach the least used ones, giving the rank symbol profile of artificial language the concave downward shape characteristic of an approximation to the cut-off region [26] . This increasing slope ݃ that artificial messages exhibit over ranges of the ranking dominion indicate these languages are close to the physical limit of their total number of symbols. For natural languages ݃ values are not only lower but also closer to a constant, denoting that natural language profiles are within the scale-free region and therefore far from the physical limit [26] imposed by the number of symbols they are constituted with. Natural languages are significantly larger than the artificial languages all together.
There is a qualitative difference of the symbol frequency distributions for natural and artificial languages; texts written in natural languages correlate with a power law distribution for all the Symbol Ranking ranges while artificial texts show an increasing decay slope for ranges of least used symbols. This difference may be related to the fact that for natural languages any message uses only a tiny fraction of the whole set of words of the language, while any reasonable long computer code will use a large fraction of the whole set of symbols available in the computer language.
The most conspicuous difference between natural and artificial languages was revealed using ZIpf's deviation ‫ܬ‬ ଵ, . Statistical analysis revealed highly significant differences between natural and artificial languages in this variable. Tail Zipf's deviation ‫ܬ‬ ఏ, , confirmed these differences, focusing only on the tails of these distributions. No loss of information was evidenced when focusing our analysis only on the tails, compared with analysis using the complete frequency profile of the ZIpf's deviation ‫ܬ‬ ଵ, .
Another interesting aspect of this list of symbols is where the words of open and close classes lay according to their frequency of use; close and open word classes are also known as core and non-core word types. As Andrew Moore explained [27] , English grew by adding new words to its open-word class consisting of nouns, verbs and qualifiers, (adjectives and adverbs). The close-word class contains determiners, pronouns, prepositions and conjunctions; words that establish functionality and language structure. The dynamic process of word creation and the 'flow' of words from one class to the other have been recently modeled [28] . Changes over time are slow, thus for our purpose of this study, we considered the open and close classes as invariant groups. Being the open-class the sustained faster growing type of words of natural languages, it is reasonable to expect the open words class to be much larger than the group of closed words. The smaller size of the closed-word class and the highly restricted character of its components (most of them do not even have synonyms), explain the high frequency of their use and their tendency to be placed near the top of the ranked list shown in Table 1 , letting the open-class words to sink down to lower ranked positions of the list. There are formal indications of this tendency of close words to group near the top of frequency ranked list in a study by Montemurro et al. [29] , where pronouns are presented as the most frequently used word-function in Shakespeare's Hamlet.
Besides being necessary to understand the structure of English and Spanish, the classification of words as members of the open and closed groups is important because analyzing the ranking among the openclass words may lead to some practical uses as the recognition of message subject or theme.
The highest ranked open-class words are represented using italic-bold characters. For the messages included in this study, the most used open-class words were 'man', 'people' and 'world' for English, and 'pueblo', 'mundo' and 'vida' for Spanish; all of them are terms with strong connection to government, religion, and human rights as the main theme treated by the majority of the messages.
Conclusions
Diversity is higher for Spanish messages than for English ones, suggesting that there is influence of cultural constraints over message diversity. Being more restricted to very specific uses and less dependent on writing style, artificial languages showed a considerably lower diversity than natural languages.
Entropy measures for natural languages are higher than those for artificial. The larger symbolic diversity for natural languages dominates the resulting text entropies, leaving frequency profiles to a more subtle influence. When comparing English and Spanish however, symbolic diversities are closer to each other while entropy differences become relevant. Future work could include sets of legal, clinical or technical documents. Since these seem to be more specific, they should have properties in between the natural and artificial sets studied here.
We have shown that important differences among languages become evident by experimentally measuring symbolic diversity, emergence and complexity in collections of texts. The differences detected are the result of the combination of the current status of their respective evolution as well as cultural aspects that affect the style of communicating and writing.
These differences among languages are evidenced measuring symbolic diversity, emergence and complexity in collections of texts. Yet the most reliable measure was the symbolic diversity. Applying this procedure over the basis of a 'grammar scale complexity' would provide a deeper sense of languages nature and behavior.
We believe that the present study showed that complexity analysis can add to our understanding of features of natural languages. For example, automatic devises to differentiate text written by computers from text produced by real persons might be feasible using this knowledge. Yet our study also revealed that Complexity Science is in a very incipient state regarding its capacity to extract meaning from the analysis of texts. Much interesting work lies ahead. 
