Interval Estimation for LPV Systems Applying High Order Sliding Mode Techniques by Efimov, Denis et al.
HAL Id: hal-00701643
https://hal.inria.fr/hal-00701643
Submitted on 6 Jun 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Interval Estimation for LPV Systems Applying High
Order Sliding Mode Techniques
Denis Efimov, Leonid Fridman, Tarek Raissi, Ali Zolghadri, Ramatou Seydou
To cite this version:
Denis Efimov, Leonid Fridman, Tarek Raissi, Ali Zolghadri, Ramatou Seydou. Interval Estimation




Denis Efimov a, Leonid Fridman b, Tarek Räıssi c, Ali Zolghadri d, Ramatou Seydou d
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Abstract
In this paper, the problem of design of interval observers for Linear-Parameter-Varying (LPV) systems, containing non
detectable or non strongly observable parts, is addressed. Firstly, a High Order Sliding Mode (HOSM) method is applied to
the strongly observable subsystem, obtained by an appropriate change of coordinates, to estimate the state and its derivative.
Secondly, this information is used to decrease the level of uncertainty in the rest of the system, which leads to improvement
of accuracy of the set-membership estimates generated by an interval observer. Moreover, it is shown that HOSM techniques
allows us to relax the applicability conditions of standard interval observer design methods. The efficiency of the proposed
approach is demonstrated through simulation examples.
Key words: Interval observers, Sliding-mode, Linear Parameter-Varying System
1 Introduction
The problem of state estimation for nonlinear systems
is very challenging and has been extensively studied in
the literature, see for instance [20,10,5]. Although a com-
plete palette of solutions exists for linear systems, in the
nonlinear case mainly particular approaches are avail-
able. Many solutions are based on the system represen-
tation in a canonical form (frequently, partially linear).
For nonlinear systems, it has been shown that an LPV
equivalent representation can be an appealing alterna-
tive to deal with the original nonlinear system [18,27,30].
The basic idea is to replace the nonlinear complexity
of the original system by an enlarged parametric varia-
tion in the LPV representation, which may simplify the
observer design. There are several approaches to design
observers for LPV systems [4,13,14,21]. The work pre-
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sented in this paper falls within the scope of interval ob-
servers [4,21]. That approach has been recently extended
in [26] to nonlinear systems using LPV representation
with known minorant and majorant matrices, and in [25]
for observable nonlinear systems relaxing requirement
on cooperativity (monotonicity) of the original system
dynamics. Basically, the interval observers propagate the
parameter uncertainty in the width of the estimated in-
terval for the state values. So, the length of interval de-
termines the estimation accuracy of the approach. This
is why the uncertainty decreasing is very important for
improvement of the interval (set-membership) estima-
tion performance. This key feature is the subject studied
in this paper.
On the other hand, the HOSM techniques have become
very popular for design of observers for linear and non-
linear systems [1,3,22,7,24,28]. The sliding modes en-
sure a finite time of the estimation error convergence
to zero and complete insensitivity to a matched uncer-
tainty [6,2,23]. Mainly these features can be achieved un-
der assumption that the system is strongly observable or
strongly detectable [3]. The objective of this work is to
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combine both approaches (the interval observers and the
HOSM techniques) in order to improve accuracy of esti-
mation achieved by interval observers. The idea is that
under a linear transformation of coordinates, an LPV
system always has a strongly observable subsystem. Ap-
plying HOSM differentiation approach it is possible to
estimate the state and the state derivative for this sub-
system, which can be further used for improved evalua-
tion of the input and the parameter uncertainty in the
rest part of the system. This combination leads to a sig-
nificant decrease of the interval estimation conservatism.
Moreover, a relaxation of some applicability constraints
usually met in interval estimation can be obtained.
The paper is organized as follows. The next section is
devoted to some preliminaries. The main result is de-
scribed in Section 3. Finally, Section 4 provides some
simulation results.
2 Preliminaries
Euclidean norm for a vector x ∈ Rn will be denoted as
|x|, and for a measurable and locally essentially bounded
input u : R+ → R (R+ = {τ ∈ R : τ ≥ 0}) the symbol
||u||[t0,t1] denotes its L∞ norm:
||u||[t0,t1] = ess sup{|u(t)|, t ∈ [t0, t1]},
if t1 = +∞ then we will simply write ||u||. Denote by
L∞ the set of all inputs u satisfying ||u|| < ∞, and the
sequence of integers 1, ..., k by 1, k.
In this work we consider the following LPV representa-
tion of a nonlinear system:
ẋ = A(θ(t))x+B(θ(t))u(t), (1)
y = Cx, ψ(t) = y + v(t),
where x ∈ Rn, u ∈ Rm, y ∈ Rp, v ∈ Rp are the state, the
input, the output and the measurement noise of the sys-
tem (1), ψ(t) is the signal available for on-line measure-
ments; θ ∈ Θ ⊂ Rq is the scheduling parameter vector,
the set Θ is known; the matrix functions A : Θ→ Rn×n
and B : Θ → Rn×m are given. The instant values of
u(t) ∈ L∞, v(t) ∈ L∞ and θ(t) ∈ L∞ are not known.
Almost all existent approaches assume that the vector
θ is accessible for measurements, in the following this
assumption is relaxed, and only the domain Θ is given.
Assumption 1 ||x|| ≤ X, ||u|| ≤ U and ||v|| ≤ V , the
bounds X > 0, U > 0 and V > 0 are given.
Boundedness of the state x and the inputs u, v is a stan-
dard assumption in the estimation theory. Under As-
sumption 1 the signal ψ(t) is also bounded.
2.1 HOSM differentiation
Taking the s-th time differentiable output y(t) of the sys-
tem (1), its derivatives can be estimated by the HOSM
differentiator [16,17]:
q̇0 = ν0, ν0 = −λ0|q0 − ψ(t)|
s/s+1sign[q0 − ψ(t)] + q1;
q̇i = νi, i = 1, s− 1, (2)
νi = −λi|qi − νi−1|
s−i/s−i+1sign[qi − νi−1] + qi+1;
q̇s = −λssign[qs − νs−1],
where λk, k = 0, s are positive parameters to be tuned
(the procedure for their choice as a function of an up-
per estimate of ψ(s)(t) is discussed in [17,12], an on-line
adaptation algorithm for their adjustment can be found
in [7]).
Theorem 1 [17] Let y : R+ → R be s-th times contin-
uously differentiable and v(t) ∈ L∞ in (1), then there
exist 0 ≤ T < +∞ and some constants µk > 0, k = 0, s
(dependent on λk, k = 0, s only) such that in (2) for all
t ≥ T :
|qk(t)− y(k)(t)| ≤ µk||v||
s−k+1
s+1 , k = 0, s.
In particular, this result means that if v(t) ≡ 0 for all
t ≥ 0, then the differentiator (2) ensures the exact es-
timation of derivatives in a finite time. Application of
HOSM differentiators for unknown input estimation and
compensation in linear systems has been studied in [3],
an extension to nonlinear systems is presented in [9].
2.2 Interval estimation
For two vectors x1, x2 ∈ Rn or matrices A1, A2 ∈ Rn×n,
the relations x1 ≤ x2 and A1 ≤ A2 are understood
elementwise. Given a matrix A ∈ Rm×n or a vector x ∈
Rn, define A+ = max{0, A}, A− = A+ − A or x+ =
max{0, x}, x− = x+ − x respectively.
Lemma 2 Let x ∈ Rn be a vector variable, x ≤ x ≤ x
for some x, x ∈ Rn.
1) If A ∈ Rm×n is a constant matrix, then
A+x−A−x ≤ Ax ≤ A+x−A−x. (3)
2) If A ∈ Rm×n is a matrix variable,A ≤ A ≤ A for
some A, A ∈ Rm×n, then
A+x+ −A+x− −A−x+ +A−x− ≤ Ax ≤ (4)
A
+
x+ −A+x− −A−x+ +A−x−.
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Proof. To prove the first part note that Ax = (A+ −
A−)x, which for x ≤ x ≤ x gives the required inequali-
ties. The proof of the second part is based on (3), where
A+ and A− are the functions with A ≤ A ≤ A. The
relations (3) can be rewritten as follows:
A+(x+ − x−)−A−(x+ − x−) ≤ Ax
≤ A+(x+ − x−)−A−(x+ − x−),
which for A ≤ A ≤ A gives the desired inequalities. N
A matrixA ∈ Rn×n is called Hurwitz if all its eigenvalues
have a negative real part, it is called Metzler if all its
elements outside the main diagonal are nonnegative. Any
solution of the linear system
ẋ = Ax+ ω(t), ω : R+ → Rn+,
with x ∈ Rn and a Metzler matrix A, is elementwise
nonnegative for all t ≥ 0 provided that x(0) ≥ 0 [29].
Such dynamical systems are called cooperative (mono-
tone) [29].
3 Main result
For brevity of presentation the case p = 1 is considered
only (the case of vector measurements can be treated
similarly). We will need the following assumptions.
Assumption 2 For all θ ∈ Θ, there is an invertible







, y = cTz1,
dim{z1} = n1, dim{z2} = n2, n1 + n2 = n,




ż2 = A21(θ)z1 +A22(θ)z2 +B2(θ)u, (6)
where











is a canonical representation, the vector functions a11(θ),
a12(θ), b1(θ) and the matrix functions A21(θ), A22(θ),
B2(θ) have corresponding dimensions.
Assumption 2 states that there exists a transformation
coordinates, which represents the system (1) as a pair of
interconnected subsystems (5) and (6). The subsystem
(5) is strongly observable since it has the canonical rep-
resentation c, A0, b0 (the conditions of existence of such
a transformation for linear time-invariant systems are
analyzed in [3]). However, the system is not necessarily
detectable (the dynamics of (1) could be non-minimum
phase as in [28]) since there is no requirement on stabil-
ity of the matrix function A22(θ). This relaxation may
be important for application of an interval observer de-
sign method for estimation in uncertain non-minimum
phase systems. It is worth to stress that for n1 = 1 this
assumption is always true (at least the output coordi-
nate can be chosen in the vector z1, i.e. the linear sys-
tems always have a strongly observable subsystem).
Remark 3 Instability of the matrix function A22(θ)
does not contradict Assumption 1 (with the boundedness
of the state x, and the inputs u, v). Indeed, as we will
show below (see Remark 7) this assumption can be intro-
duced on a finite time interval only, then the system can
be unstable (as in the third example). In addition, the
matrix A22(θ) is uncertain and possibly time-varying,
then due to the incertitude it may be neither stable nor
unstable (as in the first example, where for the chosen
initial conditions the system has bounded trajectories).
Finally, the system may be non-minimum phase or un-
stable, but the control input u may stabilize it guarantee-
ing Assumption 1, while for the observer synthesis the
expression of u is not available and only the signal u(t)
is measured (the control law u includes some variables
which are not accessible for a locally designed observer
in the distributed system, for example). Thus in all these
cases the matrix A22(θ) can be unstable, but the system
trajectories are bounded (at least locally in time) and
Assumption 1 is satisfied.
Assumption 3 Let there exist a vector function f(θ) ∈
Rn2 such that
[A22(θ)z2 +B2(θ)u]− f(θ)[a12(θ)Tz2 + b1(θ)Tu]
= ∆1z2 + ∆2(θ)u
for some Hurwitz matrix ∆1 ∈ Rn2×n2 and ∆2 : Θ →
Rn2×m.
This assumption states that the matrix ∆1 = A22(θ)−
f(θ)a12(θ)
T is Hurwitz, i.e. the matrix A22(θ) can be
stabilized by an output feedback or the pair of matrices
(A22(θ), a12(θ)
T) is observable for all θ ∈ Θ, and inde-
pendent in θ (for an LMI verification of stability and ob-
servability of interval matrices see the recent work [15]
and references therein).
Assumption 4 There exists a matrix P ∈ Rn2×n2 such
that the matrix D = P−1∆1P is Hurwitz and Metzler
(H &M).
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Under mild conditions of the main result in [25], in the
case of Assumption 3 there is a matrix P ∈ Rn2×n2
such that D is H&M, as it is stated in Assumption 4
(the proposed in [25] approach to calculate the matrix
P is based on solution of a Sylvester equation). In the
paper [19] it is shown that always there exists a time
varying similarity transformation P (t) such that D =
P (t)−1∆1P (t) for an H&M matrix D.
Remark 4 The introduced assumptions are less restric-
tive than usually stated to design a HOSM or an interval
observer. Indeed, an application of the techniques from
[2,24,28] for (5), (6) is blocked due to the dependence
on θ of all matrices in the system equations. The solu-
tions from [4,21] are hard to apply for a non-detectable
and non-cooperative system. However, a combination of
both approaches allows us to design an interval observer
for the LPV system (5), (6) with a non-minimum phase
internal dynamics.
Under these assumptions it is proposed to use the dif-
ferentiator (2) to estimate the state z1 and its deriva-
tive ż1, then from (5) we get an improved estimate on
the signal a12(θ)
Tz2 + b1(θ)
Tu, which can be applied for
design of an interval observer for the system (6) in the
new coordinates r = P−1z2. Let us consider these steps
consequently.
Under Assumption 2 the output y of the system (5) has
n1 derivatives. Therefore according to Theorem 1 and
Assumption 1, there exist parameters λk, k = 0, n1 in
(2) with s = n1 and T > 0 such that for all t ≥ T :
|qk(t)− y(k)(t)| ≤ µkV
n1−k+1
n1+1 , k = 0, n1
for some constant µk, k = 0, n1. Thus z1(t) = ẑ1(t) +
e1(t) and ż1,n1(t) = qn1(t) + e2(t) for all t ≥ T , where
ẑ1,i(t) = qi−1(t) and |e1,i(t)| ≤ µi−1V
n1−i+2
n1+1 for i =
1, n1, |e2(t)| ≤ µn1V
1
n1+1 . The variables ẑ1 and qn1 are
generated by the HOSM differentiator (2), thus they are
available for a designer. The errors e1 and e2 are upper
bounded by some functions of V . Substitution of these
variables into the last equation of (5) gives qn1 + e2 =
a11(θ)





Tu = qn1 + e2 − a11(θ)T[ẑ1 + e1].
Substituting this equality in the differential equation (6)
we obtain
ż2 = ∆1z2 + [A21(θ)− f(θ)a11(θ)T](ẑ1 + e1) + (7)
f(θ)(qn1 + e2) + ∆2(θ)u,
which is a stable system according to Assumption 3.
Applying the transformation of coordinates r = P−1z2,
the system (7) can be rewritten as follows
ṙ = Dr +G1(θ)(ẑ1 + e1) +G2(θ)(qn1 (8)
+e2) +G3(θ)u,
where G1(θ) = P
−1[A21(θ) − f(θ)a11(θ)T], G2(θ) =
P−1f(θ) and G3(θ) = P
−1∆2(θ). The dynamics of (8)
is cooperative and stable, and all uncertain functions or
variables in the right hand side of (8) belong to an in-
terval for θ ∈ Θ:
Gj ≤ Gj(θ) ≤ Gj , j = 1, 3; |u(t)| ≤ U ;
|e1,i(t)| ≤ e1,i = µi−1V
n1−i+2
n1+1 , i = 1, n1;
|e2(t)| ≤ e2 = µn1V
1
n1+1
for all t ≥ T , where the matrices Gj , Gj , j = 1, 3 are










































the properties (3), (4) have been used to calculate (9),
(10). Introducing the interval estimation errors ε = r−r,
ε = r − r, we obtain
ε̇ = Dε+ ε, ε̇ = Dε+ ε,




















G3(θ)u, ε = G1(θ)(ẑ1 + e1) +G2(qn1 + e2) +G3(θ)u−
(G1


















−)U . It is an arithmetic exercise to verify that
under assumptions 1 and 2 (and the result of Theorem 1)
the residual terms ε and ε are elementwise positive and
bounded. Then using the results of monotone system
theory [29] we prove that for all t ≥ T
r(t) ≤ r(t) ≤ r(t)
and the estimates r(t), r(t) are bounded, provided that
r(T ) ≤ r(T ) ≤ r(T ). (11)
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The former relation for the initial conditions can be eas-
ily satisfied since ||x|| ≤ X under Assumption 1. Using
the property (3) we get for all t ≥ T :
z2(t) ≤ z2(t) = Pr(t) ≤ z2(t),
z2(t) = P
+r(t)− P−r(t), z2(t) = P+r(t)− P−r(t);
z1(t) ≤ z1(t) ≤ z1(t),
z1(t) = ẑ1(t)− e1, z1(t) = ẑ1(t) + e1.
Defining z = [zT1 z
T
2 ]
T, z = [zT1 z
T
2 ]
Tand using (4) we can
formulate the interval estimates for the state x:
S+z+ − S+z− − S−z+ + S−z− ≤ x = S(θ)z ≤ (12)
S
+
z+ − S+z− − S−z+ + S−z−,
which is satisfied for all t ≥ T . Thus we have proven the
following theorem.
Theorem 5 Let assumptions 1, 2, 3, 4 hold for the sys-
tem (1). Then there exist the set of parameters λk, k =
0, n1 in (2) and a constant T > 0 such that for all t ≥ T
the interval estimate (12) is true, provided that the con-
dition (11) is satisfied for (9), (10).
Remark 6 The assumptions 3 and 4 can be skipped if we
would assume the existence of a vector function f(θ) ∈
Rn2 such that
[A22(θ)z2 +B2(θ)u]− f(θ)[a12(θ)Tz2 + b1(θ)Tu]
= ∆1(θ)z2 + ∆2(θ)u
for some Hurwitz and Metzler matrix function ∆1 : Θ→
Rn2×n2 and some ∆2 : Θ → Rn2×m. Next, the result of
Theorem 5 can be obtained using the same technique and
an interval observer from the paper [26].
Remark 7 Since the interval estimates are obtained in a
finite time, then Assumption 1 can be relaxed introducing
the requirement on boundedness of the state x during a
finite time interval only for t ∈ [0, Tx) with Tx ≤ T ,
where T is defined in Theorem 5.
Implicitly the conditions of Theorem 5 mean that the
interval observer (9), (10) has to be activated for t ≥




|q0(t)− ψ(t)| ≤ ϑ,
where ϑ > 0 is a constant dependent on discretization
step used for computation of (2) (ϑ = 0 under assump-
tion that the differential equation (2) is solved without
a computational error) [17].
4 Examples
To illustrate improvement achieved in interval estima-
tion by application of HOSM techniques consider three
examples. Two examples deal with non-minimum phase
systems, the conventional techniques for the interval ob-
server design [4,21,25] cannot be applied in this case.
And one minimum phase example is presented in order
to compare the estimation accuracy for different interval
observers.
4.1 Non-minimum phase second order system
In order to explain the peculiarities of the proposed so-
lution, let us start with analysis of a second order aca-
demic example:
ẋ1 =−a11(θ)x1 + a12(θ)x2 + b1(θ)u;
ẋ2 = a21(θ)x1 + a22(θ)x2 + b2(θ)u; (13)
y = x1,
where x1 ∈ R, x2 ∈ R are the state variables, and for all
θ ∈ Θ
0.5 ≤ a11(θ) ≤ 1.5, 1 ≤ a12(θ) ≤ 3,
−1 ≤ a21(θ) ≤ 1, −0.5 ≤ a22(θ) = 0.5a12(θ)− 1 ≤ 0.5,
0.75 ≤ b1(θ) ≤ 1, 0.5 ≤ b2(θ) ≤ 1, U = 0.25, V = 0.03.
As we can see, the system (13) is already in the form
(5), (6) with x1 = z1 and x2 = z2 (the matrix S(θ)
equals to the identity, and Assumption 2 is satisfied).
For simulation we use
a11(θ) = 1 + 0.5 sin(3x2t), a12(θ) = 2 + sin(2x1t),
a21(θ) = sin(t), b1(θ) = 0.5, b2(θ) = 0.875 + 0.125 cos(0.5t),
u(t) = U sin(2t), v(t) = V sin(10t),
θ = [x1 x2 t]
T.
For the system (13) with the chosen parameters and the
given input u the state is bounded (Assumption 1 holds).
The initial condition uncertainty is −4 ≤ x2(0) ≤ 4. It
is easy to verify that for f = 0.5 we have
[a22(θ)z2+b2(θ)u]−f [a12(θ)z2+b1(θ)u] = ∆1z2+∆2(θ)u
for ∆1 = −1 and 0.25 ≤ ∆2(θ) ≤ 0.625 (Assumption 3
is satisfied). Since ∆1 < 0 Assumption 4 is true with the
matrix P equals the identity.
Therefore, according to Theorem 5 we may use the dif-
ferentiator (2) to estimate x1 and ẋ1, which for s = 2




|q0 − ψ(t)|sign[q0 − ψ(t)] + q1; (14)
q̇1 =−λ1sign[q0 − ψ(t)],
where in our example λ0 = 20, λ1 = 50, ẑ1 = q0 and
e1 = 1.1V , e2 = 1.1
√
V . In this case the finite time
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Fig. 1. The results of simulation for non-minimum phase
example
T = 0.1. Next, the interval observer (9), (10) generates
the required set-membership estimates for the variable
x2 = r (−0.75 ≤ G1(θ) = P−1[a21(θ) + fa11(θ)] ≤ 1.75,
G2 = 0.5 and G3(θ) = ∆2(θ)):
ṙ = −r + 1.75ẑ+1 − 0.75ẑ
−
1 + 1.75e1 + 0.5q1
+0.5e2 + 0.625U,
ṙ = −r − 0.75ẑ+1 + 1.75ẑ
−
1 − 1.75e1 + 0.5q1
−0.5e2 − 0.625U.
The results of this interval estimation are shown in Fig
1, where the red solid line represents the variable x2,
while the dash and the dash-dot blue lines correspond to
interval estimates x2 and x2 respectively. The interval
estimates x2, x2 envelop the state trajectory of the plant
x2 and at some time instants the trajectory x2 touches
the bounds x2, x2 justifying that the obtained estimates
are not conservative. The width of the estimated interval
[x2, x2] is proportional to the current system incertitude.
It is worth to note that for the best knowledge of the au-
thors, other existent approaches cannot solve the prob-
lem of interval estimation for (13). In particular, appli-
cation of a conventional interval observer design method
[21,26] is blocked by the non-minimum phase condition
(−0.5 ≤ a22(θ) ≤ 0.5).
4.2 Minimum phase second order system
Now consider a second order system for which we can
apply a conventional approach for design of interval ob-
servers. In this example we would like to show the esti-
mation accuracy improvement. Consider the system (13)
with
a11(θ) = 0.5, a12(θ) = 0,
−0.5 ≤ a21(θ) ≤ 0.5, a22(θ) = −1,
b1(θ) = 2, 0.5 ≤ b2(θ) ≤ 1, U = 1, V = 0.1
  









Fig. 2. The results of simulation for minimum phase example
for θ ∈ Θ. Again Assumption 2 is satisfied. For simula-
tion we use
a21(θ) = 0.5 sin(t), b2(θ) = 0.75 + 0.25 cos(0.5t),
u(t) = U sin(2t), v(t) = V sin(10t).
For the system (13) with the chosen parameters and the
given input u the state is bounded (Assumption 1 holds).
We assume that−2 ≤ x2(0) ≤ 2. For f(θ) = 0.5b2(θ) the
equality f(θ)b1(θ) = b2(θ) holds (from the subsystem
(5) we evaluate the value of u) and we have
[a22(θ)z2 + b2(θ)u]− f(θ)[a12(θ)z2 + b1(θ)u] = ∆1z2,
where ∆1 = −1, ∆2(θ) = 0 and Assumption 3 is sat-
isfied. Since ∆1 < 0, as previously, Assumption 4 is
true with the identity matrix P . For differentiation we
again use (14) with the same values of parameters. In
accordance with the result of Theorem 5 the interval
observer takes form for x2 = r (−0.25 ≤ G1(θ) =
P−1[a21(θ) + f(θ)a11(θ)] ≤ 1, 0.25 ≤ G2 = f(θ) ≤ 0.5
and G3(θ) = 0):
ṙ = −r + ẑ+1 − 0.25ẑ
−






ṙ = −r − 0.25ẑ+1 + ẑ
−





Note that in this case for the x2 subsystem an interval
observer can be designed directly using [26] (x2 = r and
x1(t) ∈ [ψ(t)− V, ψ(t) + V ]):
ṙ = −r + 0.5|ψ|+ 0.5V + U, (16)
ṙ = −r − 0.5|ψ| − 0.5V − U.
As we see the observer (16) depends directly on the worst
case estimate U for the input u, while the observer (15)
is based on estimated value of the input u calculated in
the subsystem (5) using (14). Such a substitution leads
to accuracy of estimation improvement as it is confirmed
by the results of simulation for both observers presented
in Fig. 2 (the solid line represents x2(t), the dash lines
correspond to the interval estimates of the observer (15)




Consider the model of an inverted pendulum linearized
around the upper unstable equilibrium:
ẋ1 = x2, ẋ2 = −gmx3 − k1(θ)x2 + u(t); ψ = x1 + v;
ẋ3 = x4, ẋ4 = `
−1[g(M +m)x3 − k2x4 + u(t)],
where x1 ∈ R, x2 ∈ R are deviations of the cart posi-
tion [m] and velocity [m/sec] respectively, x3 ∈ [−π, π),
x4 ∈ R are the angular position and velocity in [rad/sec];
M and m are known masses of the cart and the pendu-
lum point respectively [kg], ` is a fixed known length of
the pendulum link [m], g = 9.8 is the gravity accelera-
tion [m/sec2], k2 > 0 and k ≤ k1(θ) ≤ k are friction co-
efficients (k1 is unknown and time-varying); u = u0 + d
[m/sec2], u0 ∈ R is an exciting input, −d ≤ d ≤ d is
an external bounded disturbance and v ∈ R is the mea-
surement noise [m]. The cart subsystem has one negative
eigenvalue and zero eigenvalue, the pendulum subsystem
has one positive and one negative eigenvalues (the sys-
tem is unstable at the upper equilibrium). Only the cart
position x1 is available for measurements. The positive
parameters d, k and k are given.
For an exciting input u0 the pendulum is unstable, but
its solutions stay bounded during some small finite time
interval. We are going to show that the proposed ob-
server is able to generate the interval estimates in less
than 0.1 [sec] that is acceptable for further stabilizing
control application [11,8] (see also Remark 7). Another
solution is to use a HOSM algorithm for bounded loga-
rithmic derivatives (it is true for linear systems).
Obviously in this example the cart subsystem is strongly
observable (z1 = [x1 x2]
T, z2 = [x3 x4]
T) and using
the HOSM differentiator of the third order (s = 2) we
are able to estimate x2 and ẋ2:
x2(t) = q1(t) + e1(t), ẋ2(t) = q2(t) + e2(t).
Substitution of these estimates in the second equation
gives:
q2(t) + e2(t) + k1(θ)[q1(t) + e1(t)]− u0 = d− gmx3.
Using this relation the equations of the link subsystem
can be rewritten as follows
ẋ3 = x4 + f1[d− gmx3]−
f1[q2 + e2 + k1(θ)(q1 + e1)− u0],
ẋ4 = `
−1[g{M +m}x3 − k2x4 + u0 + d],



























Fig. 3. The results of the angle position and velocity estima-
tion
is Hurwitz (this matrix describes the dynamics of the link
subsystem). In this case all conditions of the Theorem 5
are satisfied for f(θ) = [f1 0]
T and the interval observer
takes form:
ẋ3 = x4 + f1[−d− gmx3]−




1 + ke1 − u0],
ẋ4 = `
−1[g{M +m}x3 − k2x4 + u0 − d],
ẋ3 = x4 + f1[d− gmx3]−
f1[q2 − e2 + kq+1 − kq
−
1 − ke1 − u0],
ẋ4 = `
−1[g{M +m}x3 − k2x4 + u0 + d].
The results of this observer application for (the units are
described above)
M = 5, m = 1, ` = 2, υ = 0.02, k = 0.1, k = 0.4,
k1 = 0.25 + 0.15 sin(x
2
2), k2 = 0.2,
u0(t) = 0.15 sin(20πt), υ(t) = 0.02 sin(2πt),
v(t) = 0.01 sin(5πt), f1 = 45, e1 = 0.1, e2 = 19
are shown in Fig. 3, the results of interval estimation for
the variable x3 are given in Fig. 3,a and for the variable
x4 in Fig. 3,b (solid lines represent the variables x3 and
x4, the dash lines correspond to upper and lower esti-
mates). As we can conclude from this figure, the pendu-
lum is unstable, but the sliding-mode interval observer
is able to evaluate the set of admissible values for both
variables very quickly in a finite time (see the zoomed
inclusion), this inforamtion can be used for control [8].
5 Conclusion
The objective of this technical note is to present an ap-
proach for improvement of estimation accuracy for in-
terval observers designed for LPV systems. Applying the
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HOSM differentiation, the information from a strongly
observable subsystem is used to decrease the level of un-
certainty in the rest of the underlying system. That allow
us to improve the estimation accuracy of an interval ob-
server designed for LPV systems, and enlarge the class
of LPV systems having an interval observer. The effi-
ciency of the proposed technique has been demonstrated
through non-minimum phase examples.
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