Introduction
Topological transitions of interfaces between macroscopically immiscible fluids are essential phenomena in fluid dynamics. Typical examples of such changes in the multicomponent fluid topology are pinch-off and reconnection (see, e.g., [25] ). Through the in Ω × (0, T ).
(1.1)
Throughout this paper, we assume that Ω ⊂ R d , d = 2, 3, is a bounded domain with smooth boundary ∂Ω. System (1.1) is usually subject to the following natural boundary and initial conditions u · n = ∂ n µ = ∂ n ϕ = 0, on ∂Ω × (0, T ), ϕ(·, 0) = ϕ 0 , in Ω.
( 1.2) where n is the unit outward normal vector to the boundary ∂Ω. In (1.1), u is the averaged fluid velocity, P is the pressure, the order parameter (or phase field) ϕ stands for the relative concentration difference (i.e., the difference in volume fractions) and µ is the chemical potential for ϕ. Physical parameters in (1.1) have been scaled to be one, since they do not play a role in the subsequent analysis. The total free energy of system (1.1) is of Ginzburg-Landau type
which accounts for interfacial energy and unmixing tendencies of the binary mixture. The potential function Ψ is given by (see [7] ) 4) in which Θ denotes the absolute temperature of the mixture, while Θ 0 is the critical temperature such that if 0 < Θ < Θ 0 then the phase separation process takes place. We recall that, in the literature, the potential stated in (1.4) whose first derivative Ψ (s) is singular at ±1, is very often approximated by a fourth-order polynomial, namely 5) where κ > 0 is a constant related to Θ 0 . This regular approximation is justified whenever Θ is close to Θ 0 . Nonetheless, if Ψ is replaced with the regular potential Ψ 0 then it is impossible to ensure that ϕ takes value in the physically admissible interval [−1, 1], since the fourth-order Cahn-Hilliard equation does not enjoy a maximum principle. In spite of its apparent simplicity, system (1.1) is quite challenging from the theoretical point of view. Most of the available papers are rather recent and only treat the regular 2 Mathematical Setting and Main Results
Notation and function spaces
Let X be a (real) Banach or Hilbert space, whose norm is denoted by · X . X indicates the dual space of X and ·, · denotes the corresponding duality product. The boldface letter X stands for the vectorial space X d endowed with the product structure (d is the spatial dimension). We denote by L p (Ω) and W k,p (Ω), k ∈ N and p ∈ [1, +∞], the usual Lebesgue spaces and Sobolev spaces of real measurable functions on the domain Ω. We indicate by H k (Ω) the Hilbert spaces W k,2 (Ω) with respect to the scalar product u, v k = |ζ|≤k Ω D ζ u(x)D ζ v(x) dx (ζ = (ζ 1 , ..., ζ d ) being a multi-index) and the induced norm u H k (Ω) = u, u k . Given an interval I of R + , we introduce the function space L p (I; X) with p ∈ [1, +∞], which consists of Bochner measurable p-integrable functions with values in the Banach space X.
We set H = L 2 (Ω). Its inner product and the associate norm are denoted by (·, ·) and · , respectively. Then we set V = H 1 (Ω) endowed with the norm f 2 V = ∇f 2 + f 2 . For every f ∈ V = (H 1 (Ω)) , we denote by f the average of function f over Ω such that
Then we recall the following Poincaré's inequality
where C P is a constant depending only on d and Ω. We introduce the linear spaces V 0 = {u ∈ V : u = 0}, L 2 0 (Ω) = {u ∈ H : u = 0}, V 0 = {u ∈ V : u = 0}, and we consider the linear operator A ∈ L(V, V ) defined by
The restriction of A from V 0 onto V 0 is an isomorphism. In particular, A is positively defined on V 0 and self-adjoint. We denote its inverse map by N = A −1 : V 0 → V 0 . Note that for every f ∈ V 0 , u = N f ∈ V is the unique weak solution of the Neumann problem
∂ n u = 0, on ∂Ω.
Besides, we have
Au, N f = u, f , ∀ u ∈ V, ∀ f ∈ V 0 , (2.2)
For any f ∈ V 0 , we set f V 0 = ∇N f . It is well-known that f → f V 0 and f →
2 are equivalent norms on V 0 and V , respectively. Besides, according 5 to Poincaré's inequality (2.1), we have that f → ( ∇f 2 + |f | 2 ) 1 2 is an equivalent norm on V . We also report the following standard Hilbert interpolation inequality and elliptic estimates for the Neumann problem
(Ω), k = 1, 2. (2.5)
Next, for the velocity vector field u, we introduce the solenoidal Hilbert space H σ = {u ∈ L 2 (Ω) : div u = 0 in Ω, u · n = 0 on ∂Ω}, endowed with the usual norm · L 2 (Ω) . Let Π be the orthogonal Leray projection in H = L 2 (Ω) on H σ . It is well known that every vector field u ∈ H can be uniquely represented as u = v + ∇P, where v = Πu ∈ H σ and P ∈ V 0 . We recall that Π is a bounded operator from W k,p (Ω) (1 < p < ∞, k ≥ 0) into itself (cf. [18, Lemma 3.3] ), namely 6) where the constant C is independent of u. On the other hand, if u ∈ W k,p (Ω), with 1 < p < ∞, then from ∇P = u − Πu we see that P can be the unique solution of the Neumann problem −∆P = div u, in Ω,
satisfying P = 0. Hence, it follows that P ∈ W k+1,p (Ω) by the classical elliptic regularity results for the Neumann problem. In addition, solenoidal vector fields in V = H 1 (Ω) satisfy the following inequality (see e.g., [20, Theorem 3.8] ) 8) for some constant C independent of u. Below we will also use the higher-order soleinodal Hilbert space V σ = {u ∈ V : div u = 0 in Ω, u = 0 on ∂Ω} equipped with inner product and norm u, v Vσ = (∇u, ∇v ), u Vσ = ∇u .
For the reader's convenience, we recall here some well-known interpolation inequalities in Sobolev spaces which can be found in classical literature (see e.g. [6, 33] ):
Ladyzhenskaya's inequality
Agmon's inequality
where j, m are arbitrary integers satisfying 0 ≤ j < m and j m ≤ a ≤ 1, and 1 ≤ q, r ≤ +∞ such that 1
If 1 < r < +∞ and m − j − n r is a nonnegative integer, then the above inequality holds only for j m ≤ a < 1. Also, we recall the following standard results on the differentiation of a product in Sobolev spaces (d = 2, 3):
Throughout the paper, if it is not otherwise stated, we indicate by C a generic positive constant depending only on the domain and on structural quantities. The constant C may vary from line to line and even within the same line. Any further dependence will be explicitly pointed out if necessary.
Main results
Our assumptions on the singular potential Ψ are the following: (H) Ψ can be decomposed into the form 15) where the function S :
with the constants Θ 0 , Θ satisfying
In addition, there exists κ ∈ (0, 1) such that S is non-decreasing in [1−κ, 1) and nonincreasing in (−1, −1 + κ]. Without loss of generality, we assume S(0) = S (0) = 0. Finally, we make the extension that S(s) = +∞, for all |s| > 1.
Remark 2.1. Assumption (H) is satisfied in the case of the logarithmic double-well potential (1.4) with
The case Θ 0 − Θ ≤ 0 is easier, since in this case the potential Ψ is already convex and we can simply consider Ψ without the decomposition (2.15).
Next, we introduce the notion of finite energy weak solution to the initial boundary value problem (1.1)-(1.2).
Definition 2.1. Let ϕ 0 ∈ V be such that S(ϕ 0 ) ∈ L 1 (Ω) and ϕ 0 ∈ (−1, 1). For T > 0, a triple (u, P, ϕ) is a weak solution with finite energy to problem
17)
Moreover, ∂ n ϕ = 0 and ϕ(0, ·) = ϕ 0 almost everywhere on ∂Ω × (0, T ) and in Ω, respectively.
Remark 2.2. According to the Darcy's equation for u, the above Definition 2.1 for weak solutions is equivalent to the following weak formulation
for almost every t ∈ (0, T ) and for any v ∈ H σ , ψ ∈ H 1 (Ω). Thus, the pressure P is recovered by the second equation. In addition, in light of the boundary conditions and the identity
we can rewrite the weak formulation of Darcy's equation as
We can now state the main results of this paper. The first result concerns the existence of global weak solutions, in both two and three dimensions. Theorem 2.1 (Global weak solutions with finite energy). Let d = 2, 3. Assume that (H) is satisfied and ϕ 0 ∈ V with S(ϕ 0 ) ∈ L 1 (Ω) and |ϕ 0 | < 1. Then, for any T > 0, there exists at least one global weak solution with finite energy (u, P, ϕ) to problem (1.1)-(1.2) on [0, T ] in the sense of Definition 2.1 such that, in addition,
where s =
Moreover, every global weak solution satisfies the energy identity 20) as well as the mass conservation
Remark 2.3. Assumption |ϕ 0 | < 1 indicates that the initial datum is not allowed to be a pure state (i.e. ±1). On the other hand, we observe that if the initial datum is a pure state then no separation process will take place because we now have a single fluid. We recall that a similar result was obtained as a by-product in [10] by assuming a homogeneous Dirichlet boundary condition for µ.
Next, we show that any global weak solution is dissipative, namely, Theorem 2.2 (Dissipativity). Let the assumptions of Theorem 2.1 hold. Then, any global weak solution with finite energy (u, P, ϕ) satisfies the following dissipative estimate
where ω and C are positive constants independent of the initial datum. Moreover, we have for all t ≥ 0
Here, the positive constant C depends on ϕ 0 ∈ (−1, 1) and the parameter p, but is independent of other norms of the initial datum.
Uniqueness of weak solutions for the Cahn-Hilliard-Hele-Shaw system (1.1) turns out to be a rather hard task, due to the low regularity of the velocity field u (cf. [23, 34] for the case of regular potentials, where the uniqueness remains an open question even in two dimensions). However, for a class of free energy densities that contains, in particular, the physical relevant singular potential Ψ in (1.4), we are able to prove the following continuous dependence result on initial data in a lower-order function space (i.e., V 0 ) when d = 2. and (H) be satisfied. Assume that ϕ 0i ∈ V with S(ϕ 0i ) ∈ L 1 (Ω), i = 1, 2, and ϕ 01 = ϕ 02 = m ∈ (−1, 1). Then, any pair of global weak solutions (u 1 , P 1 , ϕ 1 ) and (u 2 , P 2 , ϕ 2 ) to problem (1.1)-(1.2) on [0, T ] with initial data ϕ 01 and ϕ 02 , respectively, fulfills the following estimate 22) for every t ∈ [0, T ]. Here, the positive constant C depends on T as well as on the initial energy E(ϕ 0i ), i = 1, 2. In particular, the global weak solution with finite energy to problem
The uniqueness of weak solutions is strictly connected with their regularity properties. Indeed, we can show that global weak solutions with finite energy become more regular instantaneously for t > 0 when the spatial space dimension is two. Furthermore, we are able to prove the validity of the strict separation property on the time interval [σ, ∞) with arbitrary σ > 0. More precisely, we have Theorem 2.4 (Regularity of finite energy weak solutions in d = 2). Let d = 2 and (H) be satisfied. Assume that the initial datum ϕ 0 has finite energy E(ϕ 0 ) ≤ R for some R > 0 and ϕ 0 = m ∈ (−1, 1). Then, for every σ > 0 and p ≥ 1, there exists a positive constant
In addition, suppose that the second derivative S is convex and satisfies the following inequality
for some positive constant C. Then, for every σ > 0, there exists δ = δ(σ, m, R) 25) where C = C(σ, t, m, R) > 0.
Remark 2.4. It is easy to verify that the additional assumption (2.23) is satisfied in the case of the logarithmic potential S given by (2.16).
Theorem 2.4 easily implies the existence of a unique global strong solution to problem (1.1)-(1.2) in two dimensions, provided that the initial datum ϕ 0 is more regular, e.g., µ(0) = −∆ϕ 0 + Ψ (ϕ 0 ) ∈ V with ∂ n ϕ 0 = 0 on ∂Ω. However, when the spatial dimensional is three, the existence of a unique global strong solution with an arbitrary large regular initial datum ϕ 0 is not expected (cf. [34] for the case with regularity potential). Nevertheless, if the initial datum is regular enough and sufficiently close to any local energy minimizer of the total energy E, we are able to prove the existence of a unique solution within a suitable regularity class. To this end, we recall the following definition
Any ψ ∈ Z m is called a local energy minimizer of the total energy E defined in (1.3), if there exists a constant χ > 0 such that E(ψ) ≤ E(ϕ) for all ϕ ∈ Z m satisfying ϕ − ψ V < χ. If χ = +∞, then ψ is called a global energy minimizer of E.
Besides, the following additional assumptions on the function S will be necessary for global strong well-posedness in three dimensions, which are still valid for the logarithmic potential given by (2.16):
and there exists κ ∈ (0, 1) such that
Then we can prove Theorem 2.5 (Global strong solution and Lyapunov stability in d = 3). Let d = 3. Suppose that the assumptions (H) and (H1) hold. In addition, assume that S is real analytic in (−1, 1) and ψ ∈ Z m is a local energy minimizer of the total energy E. Then, for any > 0, there exists a constant η ∈ (0, 1) such that for an arbitrary initial datum
Moreover, the phase field ϕ always stays close to the minimizer ψ such that
Namely, any local energy minimizer of E is locally Lyapunov stable.
Remark 2.5. The conclusions of Theorem 2.5 (in particular, the Lyapunov stability for local energy minimizers) are still valid in two dimensions, with only minor modifications in the proof mainly due to Sobolev embedding theorems.
Remark 2.6. Actually the solution given by Theorem 2.5 is stronger than the usual notion of strong solution (i.e., a solution which satisfies the equations and the initial and boundary conditions almost everywhere).
Concerning the long-time behavior of problem ( 
such that (u(t), ϕ(t)) converges to (0, ϕ ∞ ) as t → +∞ with the following convergence rate
Here, C ≥ 0 is a constant depending on
and Ψ, while θ ∈ (0, 1 2 ) is a constant depending only on ϕ ∞ (cf. Lemma 6.2).
Remark 2.7. Theorem 2.6 implies that, for any global strong solution (u, P, ϕ) obtained in Theorem 2.5, ϕ will not only stay close to that local energy minimizer ψ, but also converge to a certain equilibrium ϕ ∞ that is also near ψ. Furthermore, if ψ is an isolated minimizer, then it follows that ϕ ∞ = ψ, namely, ψ is locally asymptotically stable.
The infinite dimensional dynamical system
Before ending this section, we briefly comment on the infinite dimensional dynamical system associated to (1.1)-(1.2). For any m ∈ (−1, 1), consider the phase space Z m (see (2.26) ) with the metric
It is well-known that Z m is a complete metric space. The following result can be proven:
Theorem 2.7 (Generalized semiflow and its global attractor). Let m ∈ (−1, 1). Assume that (H) is satisfied. Denote by G m the family of all global weak solutions to problem (1.1)-(1.2) with initial condition ϕ 0 ∈ Z m . Then G m defines a generalized semiflow on Z m in the sense of [4] and it admits a unique global attractor.
Thanks to the validity of Theorems 2.1 and 2.2, in particular, the energy identity (2.20) for global weak solutions, the proof of Corollary 2.7 can be carried out by a standard argument (see e.g., [15] ) with some minor modifications and thus we leave the details to the interested readers.
Next, when the spatial dimension is two, thanks to the uniqueness result Theorem 2.3 and Theorem 2.4, we have a strongly continuous semigroup acting on the phase space Z m defined via the rule S(t)ϕ 0 = ϕ(t) (see [19] [Section 6]). Moreover, Theorem 2.4 also entails that the global attractor is bounded in the more regular space H 4 (Ω). Therefore, on account of known results for infinite dimensional dynamical systems, the global attractor obtained in Theorem 2.7 consists of a time-section of complete (i.e., defined on the whole R) strong solutions. Exploiting the separation property (2.24), one can proceed to establish the following result through the general approach described in [29] . Theorem 2.8 (Exponential attractors in d = 2). Let d = 2 and m ∈ (−1, 1). Assume that (H) and (2.23) are satisfied. The dynamical system (Z m , S(t)) has an exponential attractor that is bounded in H 4 (Ω). This further implies, in particular, the global attractor for problem (1.1)-(1.2) has finite fractal dimension.
Global Weak Solutions
The strategy to prove Theorem 2.1 is based on a standard approximation procedure. First, we introduce a family of regular potentials {Ψ ε } that suitably approximates the singular potential Ψ. Then we establish an existence result to the approximating problem with the regular potential Ψ ε , by means of the Galerkin method. Finally, for the approximate solutions (u ε , P ε , ϕ ε ) related to the family of regular potentials {Ψ ε }, we recover compactness by means of uniform energy estimates with respect to the approximation parameter ε and we show that as ε → 0 the limit triple (u, P, ϕ) is indeed a global weak solution with finite energy to problem (1.1)-(1.2).
The approximating problem
For ε ∈ (0, κ) with κ being the constant given in (H), we introduce a family of regular potentials {Ψ ε } that approximates the original singular potential Ψ by setting
where
By the above construction of Ψ ε , we obtain the following properties that will be useful in the proof of Theorem 2.1.
Lemma 3.1. Assume that (H) is satisfied. Then, there exists κ ∈ (0, κ] such that for any ε ∈ (0, κ), the approximating function Ψ ε given by (3.1) satisfies (AH) Ψ ε ∈ C 2 (R) and
where α is a positive constant independent of ε, the constant α is given in (H) and L is a positive constant that may depend on ε.
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For every ε ∈ (0, κ) and Ψ ε being the regular potential constructed in (3.1), we consider the approximating problem (AP1):
subject to the initial and boundary conditions
Then we have Proposition 3.1 (Global weak solutions to approximating problem). Let d = 2, 3 and
(Ω) and |ϕ 0 | < 1. Then the following facts hold:
(1) For every T > 0, there exists at least one global finite energy solution
Such a solution satisfies the weak formulation
(2) The total mass is conserved
(3) The pair (u ε , ϕ ε ) satisfies the energy inequality
for almost every t ∈ (0, T ), and
where C is a constant depending on α (cf. Lemma 3.1), but is independent of the parameter ε.
The existence of a global finite energy weak solution to the approximating problem (AP1) on [0, T ] can be easily proven by employing a Galerkin approximation scheme (see, e.g., [23, Section 3] and [26] ). Indeed, according to the property (AH) in Lemma 3.1, for any ε ∈ (0, κ], the approximating potential Ψ ε has a quadratic growth as |s| → +∞ and Ψ ε is globally Lipschitz on R.
Remark 3.1. We note that it is sufficient to assume ϕ 0 ∈ V to reach the conclusions of Proposition 3.1. Indeed, the additional assumptions such that Ψ(ϕ 0 ) ∈ L 1 (Ω) and |ϕ 0 | < 1 will be necessary to derive uniform estimates with respect to ε in the subsequent section. Moreover, the estimates for P ε and ∂ t ϕ ε when d = 2 can be improved by arguing as in [21, Section 3.4] . Nonetheless, the regularity properties stated above are enough to pass to the limit as ε → 0 + .
ε-independent a priori estimates
In order to pass to the limit as ε → 0 + , it is necessary to obtain suitable uniform estimates for the approximating solutions (u ε , P ε , ϕ ε ) that are independent of ε ∈ (0, κ].
First, we report the following lemma which turns out to be useful in the sequel (see, e.g., [15] for a proof).
Lemma 3.2. Suppose that (H) is satisfied. For ε ∈ (0, κ], the approximating function Ψ ε given by (3.1) satisfies the following properties:
Now, we are in a position to derive uniform estimates with respect to the approximate parameter ε.
Then it follows from Lemma 3.2 and the energy inequality (3.7) that, for almost every t ∈ (0, T ),
Similarly, we infer from (3.8) that
Second estimate. Testing the fourth equation in (3.3) by −∆ϕ ε , we obtain
Exploiting the integration by parts and the homogeneous Neumann boundary condition for ϕ ε , we get ∆ϕ
Hence, we deduce from (AH) that
Taking the square of both sides and integrating in time, we have
Third estimate. We provide an uniform estimate for ∂ t ϕ ε . By comparison, we easily obtain
Applying the Hölder and Agmon inequalities (d = 3), we infer from (3.9)-(3.11) that
Fourth estimate. We derive an uniform estimate for µ ε V . On account of the Poincaré-Wirtinger inequality
and in light of (3.10), it is sufficient to estimate the mean value µ ε . On the other hand, since
To this aim, we recall the well-known inequality for approximating functions of singular potentials satisfying the assumption (H) (see, e.g., [15] , [24] and [28] for the proof)
where C may depend on ϕ 0 and Ψ but is independent of ε. Then, testing the fourth equation in (3.3) by ϕ ε −ϕ 0 , and using the integration by parts together with the boundary condition on ϕ ε and Poincaré's inequality (2.1), we find
Hence, collecting (3.14) and (3.15), and using (3.9) and (3.10), after an integration in time we get
which together with (3.9) yields
The above estimate together with (3.10) and (3.13) implies
Fifth estimate. We aim to derive a uniform estimate for the pressure P ε . It follows from the Darcy's equation for u ε , the Gagliardo-Nirenberg inequality (d = 3) and the estimates (3.9), (3.10), (3.11) and (3.17) that
Collecting all the above estimates, we conclude that 24) where the constant C > 0 depends on the initial energy E(ϕ 0 ), the form of Ψ, Ω and coefficients of the system, but is independent of ε.
Proof of Theorem 2.1
We are now in a position to prove Theorem 2.1. The proof consists of several steps.
Step 1. Preliminary convergence results. Thanks to the uniform estimates (3.19)-(3.24), letting ε → 0 + , the following weak convergence results hold (up to a subsequence):
Besides, on account of the Aubin-Lions compactness lemma, we have
for r ∈ [1, 6) when d = 3 and r ∈ [1, +∞) when d = 2, which also implies the pointwise convergence
Step 2. L ∞ -estimate for ϕ. On account of the singular potential Ψ, we shall prove that the limit function ϕ fulfills
It follows from (3.16) that 34) with C independent of ε. By the definition of S ε and the assumption (H), there exists a constant ∈ (0, κ) such that for all ε ∈ (0, ], S ε (s) ≥ 1 for s ∈ [1− , +∞) and S ε (s) ≤ −1 for s ∈ (−∞, −1 + ] and S ε (s) is monotone increasing for s ∈ R. Then we introduce the sets
From the pointwise convergence of ϕ ε and Fatou's Lemma, we infer that for any fixed ,
At the same time, when ε ∈ (0, ], we deduce from (3.34) that
where the constant C does not depend on and ε. Therefore, we have
Passing to the limit as → 0 + , we deduce that
which yields the conclusion (3.33).
Step 3. Passage to the limit as ε → 0 + . The L ∞ -estimate (3.33) together with the pointwise convergence of ϕ ε and the uniform convergence of Ψ ε to Ψ on every compact set in (−1, 1) entails that
as ε → 0 + . Besides, by comparison in the equation for µ ε (see (3.6) ) and owing to the estimates (3.20) and (3.23), we have
uniformly in ε. Hence, up to a subsequence, it holds
On the other hand, it follows from (3.28), (3.29) and (3.31) with r = 4 that
In a similar manner, we have
Step 4. Further regularity properties. We establish some further regularity results for the global weak solution with finite energy (u, P, ϕ) by making use of the estimates (3.20) and (3.33) . First, it follows from (3.29) and (3.33) that
Then by comparison in (2.17), we immediately see that
Next, an application of Lemma 7.4 with f = µ + Θ 0 ϕ gives
where p = 6 if d = 3 and 2 ≤ p < ∞ if d = 2. We recall that by the Gagliardo-Nirenberg inequality
and by interpolation between L p -spaces
, for r ≥ 3.
(3.42)
Applying the curl operator to the Darcy's equation for u and exploiting the particular form of the Korteweg force, we deduce that
Then by (3.33) and (3.41), we find
Besides, according to the Neumann problem (2.7) with u = µ∇ϕ, we have 
The above estimates together with (3.19), (3.23), (3.40) and the inequality (2.8) yield that
which implies the mass conservation (2.21).
Next, due to the regularity properties of the finite energy weak solution (see (3.29), (3.38), (3.39) and (3.45)), for a.e. t ∈ (0, T ) we are able to test the Darcy's equation by u and to take v = µ in (2.18) to get
Adding (3.46) and (3.47) together, we get
On the other hand, we consider the functional
It is well-known that S is proper, lower-semicontinuous, convex with domain
Being the subgradient of S equal to ∂S(u) = −∆u+S (u), and on account of the regularity
= ϕ t (t), µ(t) , for a.e. t ∈ (0, T ).
Here, we have also used the standard chain rule in H 1 (0, T ; V ) ∩ L 2 (0, T ; V ). As a consequence, the required energy identity (2.20) holds, which yields that E(ϕ(t)) is absolutely continuous on [0, T ] and fulfills 
Proof of Theorem 2.2
We conclude this section by deducing the dissipative estimates stated in Theorem 2.2.
Testing the equation for µ in (2.18) by ϕ − ϕ 0 and using the mass conservation (2.21), we get
Recalling the basic inequality for a singular potential satisfying (H)
and exploiting the regularity |ϕ(x, t)| < 1 for almost every (x, t) ∈ Ω × (0, +∞), we find
where C > 0 depends on Ω but is independent of ϕ 0 . Inserting the above inequality into (3.50) and applying the Poincaré inequality (2.1), we infer that
Hence, in light of the energy identity (2.20), we obtain
where ω, C are positive constants independent of ϕ 0 . An application of the Gronwall lemma yields, for all t ≥ 0,
In particular, this gives 
Here, the constant C depends on the total mass of the initial datum. Therefore, by Lemma 7.4 with the same choice of f = µ + Θ 0 ϕ, we find
where p = 6 if d = 3 and for any p ≥ 2 if d = 2. The proof of Theorem 2.2 is complete.
Uniqueness of Global Weak Solutions in Two Dimensions
In this section, we prove the uniqueness of global weak solutions with finite energy to problem (1.1)-(1.2) when the spatial dimension is two.
Proof of Theorem 2.3. Let (u 1 , P 1 , ϕ 1 ) and (u 2 , P 2 , ϕ 2 ) be two global finite energy solutions to problem (1.1)-(1.2) on [0, T ] with initial data ϕ 01 and ϕ 02 , respectively. Their difference denoted by (ϕ, P,
for almost every t ∈ (0, T ), where (cf. Remark 2.2)
Thanks to the mass conservation and ϕ 01 = ϕ 02 , we observe that ϕ = 0 for all t ≥ 0. By Theorem 2.1, we also know that
Taking v = N ϕ in (4.1), and using (2.2), we get
Using integration by parts and the homogeneous Neumann boundary condition for ϕ, and making use of (H) and (2.4), we have
Then, the differential equality (4.4) turns into
where I = (u 1 ϕ, ∇N ϕ) and J = (uϕ 2 , ∇N ϕ).
Firstly, by (2.1), (2.4), (2.5) and (2.9), we control I as follows
Next, we take care of J. To this aim, by means of (4.2), J can be rewritten as
A further integration by parts together with the homogeneous Neumann boundary condition for ϕ entails
Similarly, we infer that
We now estimate J 1 and J 2 . Exploiting (2.6), (2.9) and (4.3), we obtain
It follows from (2.4), (2.5), (2.10), (2.12) and (4.3), that
On the other hand, by (2.5), (2.10), (2.14) and (4.3), we deduce that
Thus, from (4.6) we obtain
Using Young's inequality, the reminder terms R 1 and R 2 can be controlled as follows
, and
Collecting the above estimates and using again Young's inequality, we end up with
Repeating the same calculations for J 2 line by line, we get
Finally, combining (4.5) with the above controls of I, J 1 and J 2 , we find the differential inequality
On the other hand, thanks to Theorem 2.1, we have
Thus an application of the Gronwall lemma together with (4.7) and (4.8) gives (2.22). The proof of Theorem 2.3 is complete.
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In this section, we prove Theorem 2.4, which provides further regularity and the phase separation property of global finite energy weak solutions in two dimensions for t > 0. The goal will be achieved by obtaining some higher-order estimates for the finite energy weak solutions that only depend on an up bound for the initial energy E(ϕ 0 ) and on the average of total mass ϕ 0 . In particular, these estimates will be independent of any other norm of ϕ 0 . To this end, given arbitrary but fixed numbers R > 0 and m ∈ (−1, 1), we consider global finite energy solutions (u, P, ϕ) departing from ϕ 0 with E(ϕ 0 ) ≤ R and ϕ 0 = m.
Consequently, in this section the generic constant C > 0 depends on R, m and possibly on Ω.
Our first regularity result is the following regularity estimate for ϕ t : By the definition of ∂ h t µ in (5.3) and making use of the homogeneous Neumann boundary condition for ∂ h t ϕ together with (H) and (2.4), we get
, we find the differential inequality from (5.5) such that
In order to control K 1 and K 2 , we argue similarly to the proof of Theorem 2.3. By (2.1), (2.4), (2.5) and (2.9), we estimate K 1 as follows
Regarding K 2 , in light of (5.4) we obtain
Therefore, we learn that
and the dissipative estimate (cf. Theorem 2.2)
an application of the uniform Gronwall lemma entails the uniform bounds
Here, C is a positive constant which depends on σ > 0 but is independent of h. A final passage to the limit as h → 0 + completes the proof.
Thanks to Lemma 5.1, we derive a preliminary higher-order estimate for ϕ with respect to the spatial variable. 
Proof. By [3, Theorem 1.1], we have for arbitrary T ≥ σ
Hence, in light of Theorem 2.1 and Lemma 5.1, we infer that
In order to get a uniform-in-time estimate, we recall that (cf. Theorem 2.2)
where C is independent of t. Then, by the above result, we have
By the same argument replacing ϕ(·) with ϕ(· + n), for any n ∈ N, we have
where C is independent of n. This in turn gives the uniform estimate
Next, taking v = N (µ − µ) in the weak formulation (2.17), we get
We note that (µ, µ − µ) = µ − µ 2 .
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Besides, by (2.5), (2.6), (2.13) and (5.9), we control the other two terms as follows
and
Collecting the above estimates and using Lemma 5.1, we find
Applying Lemma 7.1 with f = µ + Θ 0 ϕ, the above estimate entails
Finally, due to classical elliptic regularity results for the Neumann problem, we conclude that (5.8) holds. The proof is complete. Now we can improve the regularity properties of global finite energy weak solutions (u, P, ϕ) on the time interval [σ, +∞) for any σ > 0. 
Proof. First, we observe that
where P * is the modified pressure given by P * = P + Ψ(ϕ) (cf. Remark 2.2). Thus, we have u = Π(−∆ϕ∇ϕ) and by (2.6) together with the uniform estimates in Lemma 5.2, it follows that
Next, we prove a uniform bound for the V -norm of µ arguing as in the proof of Theorem 2.1. As customary, we need to control its average value over Ω. To this end, we recall that the singular potential Ψ satisfies
where C depends on m (cf. (3.14) ). Testing µ by ϕ − ϕ 0 , integrating by parts and using (2.1) and (5.2), we easily get (cf. (3.15) )
Combining the above inequalities, we are led to the inequality
which together with (3.13) gives
Now, taking v = µ in (2.17), we have
By (5.1), (5.8), (5.11) and (5.13), we get
Hence, we infer from the above estimate, Young's inequality and (5.13) that
Keeping (5.14) in mind, we can apply Lemma 7.4 again with f = µ + Θ 0 ϕ. As a consequence, for any p > 2, there exists C > 0 such that
Therefore, combining (3.43), (3.44), (5.14), (5.15) and using the Gagliardo-Nirenberg inequality (3.41) for d = 2, we have
The proof is complete.
Remark 5.1. Thanks to the regularity achieved in Lemma 5.3, it is easily seen that (2.17) holds almost everywhere in Ω × (σ, +∞) and, in particular, µ satisfies ∂ n µ = 0 almost everywhere on ∂Ω × (σ, +∞). Since σ > 0 is arbitrary, we infer that any global weak solution with finite energy to problem (1.1)-(1.2) becomes a global strong solution instantaneously when t > 0.
We now have the necessary ingredients to prove the validity of the strict separation property. The main task is to show that S (ϕ) is essentially bounded in time and space. For this purpose, we adapt the strategy devised in [19] . In particular, higher-order estimates will be derived assuming further conditions on the singular potentials, which are still satisfied, e.g., by the logarithmic potential (1.4).
Lemma 5.4. Let the assumptions of Theorem 2.4 hold. Assume, in addition, that S is convex and satisfies
where C is a positive constant. Then, for any σ > 0, there exists
and there exists δ > 0 such that
Proof. Under the assumption (5.16), we can apply Lemma 7.4 with f = µ + Θ 0 ϕ. Hence, for any p ≥ 2, using the estimate obtained in Lemma 5.3, there exists C = C(p) such that
By the convexity of S , we argue as in [19] to obtain
and as a consequence, it follows that
By (2.1) and the boundary conditions, we infer from Poincaré's inequality and integration by parts that
Collecting the above estimates for H 1 and H 2 , we end up with
Thus an application of the uniform Gronwall lemma implies that
where the constant C is independent of h. Passing to the limit as h → 0 + , we obtain
Now, using Lemma 5.3 and (5.22), we deduce by comparison that
Therefore, Lemma 7.2 together with the Sobolev embedding theorem yields
Due to the singularity of S at the pure states ±1, the above estimate implies the conclusion (5.17). Thus, it is readily seen from (5.23) and the separation property (5.17) that
Finally, by (2.14), (5.23) and (5.24), we arrive at
which gives (5.18) thanks to (2.6). The proof of is complete.
In summary, we have Remark 5.2. The validity of the separation property (5.17) is crucial, since it entails further regularity of weak finite energy solutions to problem (1.1)-(1.2). If (5.17) holds along the trajectory of solution ϕ(t), then the singular potential S(ϕ(t)) is confined to an interval that does not contain the pure states ±1 and thus it is smooth.
Lyapunov Stability and Long-time Behavior
As mentioned in the Introduction, when the spatial dimensional is three, the existence of a unique global strong solution to problem (1.1)-(1.2) with arbitrary large regular initial datum ϕ 0 can not be expected (cf. [34] for the case with regularity potential). In this section, we first prove the existence of a unique local strong solution (u, P, ϕ). Then we show that if the initial datum ϕ 0 is sufficiently close to a local minimizer of the energy functional E, then the local strong solution is indeed a global one and ϕ will stay close to that minimizer for all t ≥ 0. Finally, we investigate the long-time behavior of global bounded solutions and show the uniqueness of asymptotic limit as t → +∞.
Local strong solutions in three dimensions
Theorem 6.1 (Local strong solutions). Let d = 3. Assume that (H)-(H1) are satisfied and ϕ 0 ∈ H 3 (Ω) satisfying ϕ 0 C(Ω) ≤ 1 − δ 0 , for an arbitrary but fixed δ 0 ∈ (0, 1), and ∂ n ϕ = 0 on ∂Ω. Then, there exists a unique local strong solution (u, P, ϕ) to problem
for some T * ∈ (0, +∞) depending on ϕ 0 H 3 (Ω) and δ 0 . In particular, the strong solution satisfies (1.1) for almost every (x, t) ∈ Ω × (0, T * ) and the boundary conditions ∂ n P = ∂ n µ = 0 on ∂Ω × (0, T * ).
Proof. For any ε ∈ (0, 1), we introduce a regular approximating potential Ψ ε ∈ C 4 (R), namely,
Then we consider the following approximating problem (AP2)
in Ω × (0, T ), (6.4) subject to the initial and boundary conditions (1.2) (with ϕ, µ being replaced by ϕ ε and µ ε , respectively). For any given δ 0 ∈ (0, 1), by (H1) we can choose a sufficiently small ε ∈ (0, min{κ,
for some positive constants γ and C depending on ε. Local well-posedness of the approximating problem (AP2) easily follows from a standard Galerkin method as in [26, 34] . In particular, by means of a differential inequality involving the H 3 (Ω)-norm of ϕ (see [34] ), it follows that there exists T ε ∈ (0, +∞) depending on ϕ 0 H 3 (Ω) , ε and Ω such that problem (AP2) admits a unique local strong solution (u ε , P ε , ϕ ε ) on [0, T ε ]. Then, in light of ϕ ε ∈ C([0, T * ], H 3 (Ω)) and the Sobolev embedding H 3 (Ω) → C(Ω), the continuity in time of ϕ ε implies that there exists T * ∈ (0, T ε ] such that δ 0 ] = Ψ. Hence, (u ε , P ε , ϕ ε ) actually coincides with the strong solution (u, P, ϕ) to the original problem (1.1)-(1.2) on [0, T * ], which is unique and satisfies the separation property (6.1). The proof is complete.
Next, we derive a higher-order differential inequality for (local) strong solutions. 
Then, we have d dt Λ(t) ≤ C * 1 + Λ(t) 7 3 . (6.6)
for almost every t ∈ (0, T ). Here, the constant C * only depends on Ω, α, m and E(ϕ 0 ).
Proof. By the regularity properties of a strong solution (see Theorem 6.1), we infer that u · ∇ϕ ∈ L 2 (0, T ; V ). Thus, we test the third equation of (1.1) by µ t such that
Next, in light of Remark 2.2, for any v ∈ V σ , we have
which entails that u t ∈ L 2 (0, T ; V σ ). Thus, differentiating the first equation of (1.1) with respect to time and testing the resulting equation by u, we get
Noting that, by (H) and (2.4), we have
Then adding (6.7) to (6.8), we infer that
We deduce from (1.1) and the Hölder inequality that
On the other hand, by the Gagliardo-Nirenberg inequality, we obtain
The reminder terms W i , i = 1, 3 can be controlled by (2.1), (2.4) and (6.10) as follows
Here, we have used the estimates (5.12) and Young's inequality. Concerning W 2 , by the Gagliardo-Nirenberg inequality (3.41), Young's inequality and Lemma 7.4, we get
Collecting the above estimates together, we deduce (6.6). The proof is complete.
Remark 6.1. It is worth mentioning that inequality (6.6) has been obtained without using the separation property (6.1) but only the regularity of strong solutions to problem (1.1)-(1.2).
The stationary points
Keeping the evolution problem (1.1)-(1.2) in mind and setting m = ϕ 0 , its corresponding stationary problem reads as follows
(6.12)
For any given m ∈ (−1, 1), we introduce the set of stationary points
The following result has been proven in [2, Section 6] (cf. Lemma 7.2).
Proposition 6.1. The set S m is nonempty. Every element ψ ∈ S m is a critical point of E. Moreover, for each ψ ∈ S m , there is a constant ξ ∈ (0, 1) such that 
Finally, we provide a characterization on local energy minimizers of the functional E (cf. Definition 2.2).
Lemma 6.3. Let ψ ∈ Z m be a local energy minimizer of E. Then ψ ∈ S m and it satisfies the separation property (6.14).
Proof. We consider the single Cahn-Hilliard equation with singular potential
in Ω × (0, +∞),
It has been proved in [2, Section 6] that for both d = 2, 3 and any ϕ 0 ∈ V with Ψ(ϕ 0 ) ∈ L 1 (Ω), ϕ 0 = m ∈ (−1, 1), problem (6.16) admits a unique solution ϕ(t), which defines a family of operators {G(t)} t≥0 such that G(t) ∈ C([0, +∞); Z m ), G(t)ϕ 0 = ϕ(t), for all t ≥ 0. Besides, ϕ(t) regularizes instantaneously for positive time, e.g., G(t)ϕ 0 ∈ H 2 (Ω) for every t > 0. Then {G(t)} t≥0 is a dynamical system on Z m in the sense of [8, Definition 9.1.1] and the energy functional E(ϕ) : Z m → R is a strict Lyapunov function for {G(t)} t≥0 (due to an energy identity similar to (2.20) with u = 0). Therefore, every local energy minimizer ψ ∈ Z m must be a stationary point of the evolution problem (6.16), i.e., G(t)ψ = ψ for all t ≥ 0. On the other hand, due to the instantaneous regularity property of problem (6.16), it has been shown in [2, Section 6] that the set of all stationary points is characterized by S m . As a consequence, we conclude that ψ ∈ S m and ψ fulfills (6.14) for some ξ ∈ (0, 1).
Proof of Theorem 2.5
The following relations will be used in the subsequent proof. 
where the positive constant C only depends on Ω.
Proof. The first two conclusions are obvious. Next, by elliptic regularity, we have
where C only depends on Ω.
Proof of Theorem 2.5. The proof mainly follows the idea in [34] , where problem (1.1)-(1.2) with the regular potential (1.5) was considered. However, here we meet an extra difficulty due the singular potential Ψ. One essential step is to prove a strict separation property away from the pure states ±1 uniformly for t ≥ 0 along the trajectory of ϕ(t). For any given m ∈ (−1, 1), let ψ ∈ S m be an arbitrary local energy minimizer of the free energy E such that (cf. Definition 2.2 and Lemma 6.3) Besides, we set
which is a number that characterizes the energy drop along the trajectory ϕ(t) (cf. (6.42) ). By the energy identity (2.20), it holds E(ϕ(t)) ≤ E(ϕ 0 ) for t ≥ 0. On the other hand, we infer from (6.29) that
Then, we deduce from Poincaré's inequality (6.19), (6.26) and (6.27) that 33) which together with Lemma 6.4, (6.29) and (6.31) yields
Step 3. Refined estimates. Our aim is to find a sufficiently small η > 0 such that the local strong solution satisfies a uniform bound that is independent of the existence interval. If this is true, then we can extend the unique local strong solution obtained in
Step 1 to be a global one on [0, +∞).
It follows from (1.3), (6.29) and (6.33) that 35) where the constant M 3 depends on γ 2 , ψ V , Ψ, ξ and Ω. For any > 0, let us now set 36) where β > 0 is determined by Lemma 6.2 and E 0 is given in (6.32). We define
By (6.20) and continuity of the strong solution ϕ(t) in H 2 (Ω), it follows that T η > 0. Next, we claim that there exists at least a value of η such that T η ≥ T 2 . Indeed, by contradiction, we have that T η < T 2 for all η ∈ (0,
. As a consequence, we apply Lemma 6.2 to derive the following energy inequality on the interval [0,
where the constant C 1 depends on θ and Ω.
Here and after, we shall always exclude the trivial case such that there is a t 0 ∈ [0, T η ] such that E(ϕ(t 0 )) = E(ψ). In that case, u(t) = ∇µ(t) = 0 for all t ≥ t 0 by virtue of the energy identity (2.20) and the evolution stops. Thus, using (6.37) and recalling that E(ϕ(t)) is nonincreasing and, by the choice of ω,
where C 2 depends on C 1 , ψ V , Ψ, ξ and Ω. As a consequence, we obtain
.
Choosing now
we have ϕ(T η ) − ψ H 2 ≤ 3 4 ω < ω, which yields a contradiction with the definition of T η . As a consequence, for the above choice of η, it holds T η ≥ T 2 and we learn that
(6.39)
In turn, by (6.36) and (6.39) we obtain, for all t ∈ [0,
Then we infer from the energy identity (2.20), (6.35) and (6.41) that
Step 4. Iteration argument. Due to the nonnegativity of the function Λ and (6.42), there exists t * ∈ [
Then it follows from Lemma 6.4, (6.28) and (6.33) that By iteration, we easily arrive at the conclusion of Theorem 2.5.
Proof of Theorem 2.6
First, we show the following preliminary convergence result (a similar situation on the Cahn-Hilliard-Navier-Stokes system with singular potential can be found in [1] ): Proof. We observe that due to the assumption (6.45), Ψ(ϕ(t)) is confined on [−1 + δ, 1 − δ] along the trajectory ϕ(t) for t ≥ 0 so that Lemma 6.2 can apply. Then the conclusion follows from the same argument as in [34] for the problem (1.1)-(1.2) with the regular potential (1.5).
We can now proceed to prove Theorem 2.6:
Proof of Theorem 2.6. In light of Theorem 2.4 for any global weak finite energy solution (u, P, ϕ) in two dimensions, since we are discussing its long-time behavior, we can consider our solution from a certain positive time on to deal with a (global) strong solution. By Theorem 2.4 (resp. Theorem 2.5, with sufficiently small, cf. (6.40)) for global strong solutions in two (resp. three) dimensions, we see that the assumptions made in Proposition 6.2 are fulfilled. As an immediate consequence, the conclusion in Theorem 2.6 holds.
Remark on the exponential stability of the averaged mass
Finally, we present a result on the conditional exponential stability of the averaged mass ϕ 0 for problem (1.1)-(1.2) . The same property has been obtain in [26] for the case with a regular potential given by (1.5). To this end, it follows from the assumptions (H)-(H1) that there exists a constant ρ ∈ (1 − κ, 1) such that Ψ (s) > 0, ∀ s ∈ (−1, −ρ] ∪ [ρ, 1), (6.47) namely, Ψ is convex on the corresponding interval. Based on this observation, we have for some constants C, ζ > 0 independent of time.
Proof. Since |m| ∈ (ρ, 1), we take the interval I m = [m − l, m + l], with 0 < l < 1 2 min{|m| − ρ, 1 − |m|}, such that Ψ (s) > 0 for all s ∈ I m . One can easily construct a function F ∈ C 3 (R) such that F (m) = 0, F (m) = 0, F (s) = Ψ (s) on I m , F (s) ≥ 0 for s ∈ R \ I m and F (3) is bounded in R. After this construction, the conclusion of Theorem 6.2 can be obtained by using exactly the same argument as in [26, Section 9] . In brief, we first solve the original problem (1.1)-(1.2) with Ψ replaced by the regular potential F and with the same initial data, obtaining the exponential stability result (6.48). Then the key observation is that one can find a sufficiently small δ such that the global strong solution to the modified problem will stay close enough to the constant state ϕ 0 in H 2 (Ω) for t ≥ 0 (thus, in C(Ω) by the Sobolev embedding theorem). Hence, this global solution is confined in I m so that, by the definition of F , it actually coincides with the global strong solution to the original problem (1.1)-(1.2).
Remark 6.2. Theorem 6.2 indicates that constant solutions are locally asymptotically stable when they are outside the spinodal region. However, inside the spinodal region, the dynamics is much more complicated and similar results on exponential stability cannot be expected. Our previous results Theorem 2.5 and Theorem 2.6 provide a first step towards a more comprehensive understanding of the longtime behavior of single solutions.
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Appendix
We consider the following homogeneous Neumann elliptic problem with a singular nonlinear term −∆u + S (u) = f, in Ω ∂ n u = 0, on ∂Ω.
Here, S is defined in Subsection 2.2 and satisfies the assumptions stated therein. We now report some elliptic estimates satisfied by the solution to problem (7.1). In particular, we assume that u ∈ H 2 (Ω) with S (u) ∈ H and satisfies (7.1) for almost every x ∈ Ω. The proofs of the following results can be found in [1, 19] .
Lemma 7.1. Let f ∈ L 2 (Ω). Then, we have
Lemma 7.2. Let f ∈ L ∞ (Ω). Then, we have
Lemma 7.3. Let f ∈ H 1 (Ω). Given R > 0, assume that ∇u ≤ R. Then, we have ∆u ≤ R 
