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RESUME 
U acceleration materielle au moyen de la technologie FPGA connatt un interet croissant 
dans le domaine du calcul a haute performance. Cet interet est motive par les possibilites 
dynamiques de ces dispositifs et par leur capacite a paralleliser les calculs. Dans le cas 
des methodes de Monte Carlo, il a ete demontre que les FPGA permettent d'accelerer 
les calculs par plusieurs ordres de grandeurs. Ce fait a stimule l'activite de recherche 
portant sur les architectures materielles des generateurs de nombres aleatoires issus de 
distributions non-uniformes qui, jusqu'alors, n'avaient ete que marginales. 
La generation de distributions non-uniformes en materiel comporte plusieurs defis, prin-
cipalement dus aux difficultes que posent 1'evaluation de fonctions transcendentales 
telles que le logarithme, l'exponentielle et les fonctions trigonometriques. Les tech-
niques qui ont cours aujourd'hui tentent de cabler les algorithmes connus et d'optimiser 
leur implementation sur FPGA par des artifices de calcul tels que 1'interpolation poly-
nomial, le recours aux architectures Cordic ou encore 1'approximation lineaire a base 
d'une segmentation non-lineaire. 
Le present travail propose d'explorer un nouvel algorithme de generation des distribu-
tions non-uniformes qui part du principe que la generation d'une variable aleatoire peut 
se faire un bit a la fois. Cette methode prend tout son sens quand on songe que tous les 
bits peuvent etre generes simultanement dans un circuit numerique. Nous posons alors le 
modele mathematique associe a cet algorithme et mesurons l'etendue de ses capacites. 
De la, nous aboutissons a une architecture materielle generale et universelle que nous 
declinons pour les distributions normale et exponentielle. Nous etudions alors le com-
portement empirique sur FPGA de ces generateurs, tant du point de vue des proprietes 




Hardware acceleration by means of FPGA technology is of growing interest to the realm 
of High Peformance Computing. This interest is justified by the dynamic possibilities of 
these devices and their capacity to parallelize computation. Numerous work have been 
recently done providing positive insights that Monte Carlo methods can be enhanced by 
the resort to FPGAs - from a speed performance point of view. This fact has stimulated 
the research for hardware non-uniform variate generators which hitherto had only been 
marginal. 
Hardware non-uniform variates generation comprises several challenges, mainly the eva-
luation of transcendental functions such as the logarithm, sine, cosine and the exponen-
tial functions. The techniques suggested up to now try to wire the known algorithms 
and to optimize their implementation on FPGA by digital methods such as polynomial 
interpolation, Cordic implementation and non-linear segmentation. 
We rather suggest an investigation path towards an algorithm generating the non-uniform 
variate one bit at a time. The algorithm is hardware-dedicated since all bits can be gene-
rated in parallel in a digital circuit. We thus introduce the mathematical model associated 
with this algorithm and measure the extent of its application. We then suggest a generic 
and universal architecture that we optimize for the normal and exponential distributions. 
The empirical behavior of our design is implemented on FPGA and considered as well 
from the statistical point of view as of qualitative criteria such as the serial correlation, 
the whole with conclusive results. 
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INTRODUCTION 
L'interet scientifique de disposer de sequences de nombres aleatoires est contemporain 
au developpement des calculateurs sophistiques que sont nos ordinateurs modernes. Les 
premieres machines (1'ED VAC par exemple) etaient lentes et peu performantes en com-
paraison des standards d'aujourd'hui. Aussi, effectuer des calculs complexes etait une 
tache tellement difficile que l'option de recourir a des processus stochastiques fut consi-
dered attentivement pour eviter les ecueils qui en decoulaient. Aussi saugrenue que l'idee 
puisse sembler, confier les sciences exactes au hasard allait donner des resultats plus 
qu'impressionnants. 
Le probleme de la complexite des calculs s'etait pose avec acuite aux chercheurs du la-
boratoire national de Los Alamos dans le cadre du projet entourant la bombe atomique 
et connu sous son nom de code : « Projet Manhattan ». Les physiciens tentaient de si-
muler des phenomenes au niveau subatomique pour mettre au point la bombe; mais ils 
ne disposaient que de machines peu performantes et difficiles a programmer. Les esprits 
les plus brillants furent engages et mis a contribution — parmi lesquels Fermi, Metropo-
lis et von Neumann — et ces derniers proposerent une methode de calcul stochastique 
qu'ils baptiserent methode Monte Carlo en reference a la principaute europeenne et ses 
celebres casinos ou les jeux de hasard sont legion. 
Au fur des annees, les methodes Monte Carlo furent etudiees en profondeur et se repan-
dirent rapidement de la physique a d'autres domaines scientifiques. On les retrouve au-
jourd'hui dans des branches du savoir aussi diverses que la biologie, l'ingenierie, l'eco-
nomie et la finance entre autres. Les methodes Monte Carlo exploitent le hasard pour 
ameliorer les performances des algorithmes de calcul tout en reduisant leur complexite. 
Mais pour ce faire, les methodes Monte Carlo ont besoin de generateurs de nombres 
aleatoires rapides, fiables et statistiquement robustes. 
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On distingue deux grandes families de generateurs aleatoires : 
1. Les generateurs uniformes; 
2. Les generateurs non-uniformes. 
Les premiers visent a generer des nombres de la distribution uniforme [7(0,1). lis forment 
la base fondamentale de toutes les theories stochastiques. Aussi, un corpus scientifique 
important leur est consacre. Les seconds sont designes par une definition negative car ils 
visent a generer toutes les distributions autres que 1'uniforme. Ces generateurs exploitent 
generalement les generateurs uniformes pour parvenir a leur fin1. 
Les generateurs uniformes etant essentiels a nombre d'utilisations scientifiques et in-
dustrielles, des implementations materielles ont ete tres tot etudiees et mises en oeuvre 
avec succes. A l'inverse, les nombres issus des distributions non-uniformes ont toujours 
ete generes en logiciel. Neanmoins, la reduction de la taille des circuits numeriques in-
tegres et la croissance de leurs capacites ont recemment stimule la recherche portant 
sur les implementations materielles des generateurs de distributions non-uniformes. Une 
des motivations importantes de ces travaux est 1'acceleration materielle des methodes 
Monte Carlo au moyen de FPGA, particulierement pour des applications en finance, en 
physique et en biologie. 
L'approche unanimement admise pour realiser ces generateurs non-uniformes consiste 
a « cabler » les algorithmes logiciels connus. Mais les FPGA imposent des restrictions 
quant a la taille de la memoire et a la representation des reels qui contraignent nota-
blement cette approche. Une autre difficulte de cette avenue reside dans revaluat ion 
efficiente des fonctions transcendantales, inherentes au fonctionnement des algorithmes 
de generation des distributions les plus populaires. 
'Certains algorithmes de generation de nombres aleatoires suivant une distribution non-uniforme n'ont 
pas recours a des generateurs uniformes. Nous considererons la question plus en detail au chapitre 1. 
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Le travail qui suit tente d'ouvrir le champ a une nouvelle avenue de recherche dans l'al-
gorithmie des generateurs de distributions non-uniformes, particulierement orientee vers 
la mise en oeuvre materielle. Partant de la premisse que les nombres aleatoires puissent 
etre generes un bit a la fois, nous examinons le modele mathematique sous-jacent et pro-
posons une architecture materielle universelle pour les generateurs non-uniformes dont 
nous proposons d'etudier les capacites et les limites. 
Le restant de ce memoire s'articule comme suit. Au chapitre 1, nous passons en revue les 
notions de base de la generation aleatoire de nombres suivant les distributions uniformes 
et non-uniformes. Au chapitre 2, nous presentons une revue de la litterature moderne afin 
de bien cerner l'etat de Fart de la generation aleatoire materielle, enoncer les motivations 
qui ressortent des travaux etudies et bien comprendre les defis qui se posent aujourd'hui. 
Au chapitre 3, nous detaillons notre approche algorithmique et developpons le modele 
mathematique qui s'y rattache. Le chapitre 4 est consacre a 1'architecture universelle 
tiree de notre algorithme et son application aux distributions normale et exponentielle. 
Le chapitre 5 detaille la mise en oeuvre physique de 1'architecture des distributions nor-
male et exponentielle et discute les resultats experimentaux obtenus a la lumiere des 
techniques vues au chapitre 2. Nous terminons par une conclusion generale ou nous 
suggerons egalement quelques pistes a venir. 
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CHAPITRE 1 
NOTIONS DE BASE DES GENERATEURS ALEATOIRES 
1.1 Preambule au propos 
Le sujet de la generation de nombres aleatoires en materiel comporte deux aspects dis-
tincts : le premier concerne l'algorithmie, l'autre 1'architecture. Nous englobons dans 
l'algorithmie les notions theoriques et mathematiques impliquees dans la formulation 
d'un modele de calcul, les criteres statistiques a meme de qualifier ces modeles et les 
considerations pratiques qui les entourent (l'utilisation de la memoire par exemple). 
L'aspect architectural est des lors vu comme la transposition du corpus algorithmique 
dans la mise en oeuvre de circuits numeriques, en considerant davantage les aspects ma-
teriels tels que les contraintes technologiques, les limitations techniques ou la represen-
tation des nombres. 
Pour cette raison, nous avons juge opportun de debuter le memoire par un survol des 
notions de base de la generation des nombres aleatoires. Notre desir est de faciliter la 
lecture des chapitres subsequents et d'explorer la litterature moderne en evitant de s'em-
petrer dans les technicalites des trop nombreux algorithmes exploites par les auteurs. 
Le domaine de la generation des nombres aleatoires englobe en effet une pluralite de 
developpements mathematiques, riches et complexes, auxquels on pourrait facilement 
consacrer des ouvrages complets. II nous eut ete difficile de pretendre a l'exhaustivite si 
nous l'avions ambitionne, aussi avons-nous juge plus que raisonnable de ne couvrir de 
cette matiere que les parties qui nous seront utiles dans la mise en application materielle. 
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1.2 Introduction 
La generation aleatoire de nombres issus d'une distribution non-uniforme repose sur la 
generation prealable de nombres independants et identiquement distribues (i.i.d.) suivant 
l'uniforme {7(0,1). Supposons que nous voulions generer des nombres suivant une den-
site de probabilite f(x). Nous commencerons par observer que la fonction de densite de 






En supposant que nous disposions de nombres i.i.d. u suivant l'uniforme U(0,1), il de-
vient aise de generer x en prenant x = F~l{u) [15]. Aussi, la generation d'une distribu-
tion non-uniforme f(x) est une tache simple, en autant que Ton dispose d'un generateur 
uniforme fiable et que Ton puisse surtout evaluer l'inverse de la fonction de repartition 
F-^u). 
0 01 02 03 04 06 06 07 08 09 t 
FIG. 1.1 Illustration de la methode de l'inverse : (a) Fonction de densite fix), (b) Inverse 
de la fonction de repartition x = F " 1 ( M ) . 
Dans le cas ou x est une variable discrete, F{x) est appele une distribution de masse. 
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Cette aisance de calcul n'est pas toujours garantie et il faut alors faire preuve d'inge-
niosite pour resoudre certains problemes difficiles. II arrive aussi que le calcul de l'in-
verse soit possible mais ne puisse se faire en des temps raisonnables. Considerant le 
fait qu'une simulation stochastique puisse impliquer la generation de milliards d'echan-
tillons d'une distribution donnee, un gain de temps d'execution de quelques fractions de 
micro-seconde par echantillon suffit a justifler le recours a des methodes moins univer-
selles mais aux performances meilleures. 
Neanmoins, toutes les methodes developpees jusqu'ici, autant les methodes universelles 
(telle que la methode de l'inverse) ou des methodes specifiques (telle que la Ziggurate 
[41]), toutes, a quelques rares exceptions pres, usent de la distribution uniforme [7(0,1) 
pour parvenir a leur fin. Aussi, la connaissance adequate de la generation de cette der-
niere est importante pour le travail qui nous concerne ici. La section 1.3 couvre cette 
matiere pour que soient bien saisies les subtilites de la generation des nombres alea-
toires. La section 1.4 suit et complete cette etude en abordant la theorie de la generation 
des distributions non-uniformes. 
1.3 Generation de la distribution uniforme 
Quand on considere la generation de distributions non-uniformes, le choix d'un genera-
teur uniforme est generalement laisse a la discretion de l'usager. Aussi, la disponibilite 
d'un generateur uniforme ideal est souvent considered comme une hypothese de travail 
raisonnable. Ce qui importe avant tout au concepteur, c'est 1'algorithme qui permet de 
faire le pont entre des echantillons i.i.d. de l 'uniforme et la distribution visee. Cependant, 
les considerations rattachees a la generation de la distribution uniforme dans un environ-
nement numerique (autant logiciel que materiel) se generalisent aisement a la generation 
de distributions non-uniformes. Nous tenterons par consequent de couvrir cette matiere 
de fagon a ce qu'elle eclaire au mieux les problematiques que nous releverons par la 
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suite. 
La distribution uniforme [7(0,1) est definie par sa fonction de densite de probabilite 
, 1 Si 0 < u < 1 
/(«) = < (1-2) 
0 Autrement 
Pour generer u, il est d'usage de generer un entier X entre 1 et M — 1 (on choisit M tres 
grand) et d'obtenir u par la fraction u — X/M [24]. La question qui reste posee est : 
comment generer X de maniere equiprobable sur l'intervalle des entiers de 1 a M — 1 ? 
Une technique celebre dont l'enonce de base date de 1949 [24] consiste a utiliser la 
sequence des entiers Xn obtenus par la recurrence : 
Xn+1 = (aXn + c) mod M, n > 0 (1.3) 
L'element X0 qui debute la sequence est appele la graine. Comme on peut le remarquer, 
une telle sequence n'a rien d'aleatoire : des qu'un nombre se repete dans la sequence, 
un cycle se produit et introduit une periode. Neanmoins, pour certaines conditions sur 
a, c, M et Xo, le generateur peut exhiber un comportement quasi-aleatoire (l'ellipse 
sequence aleatoire est d'usage courant) qui ne le rende pas suspect a un observateur 
exterieur. Par exemple, le choix a = 16807, c = 0, M = 231 - 1 et n'importe quelle 
graine 0 < X0 < M produit une sequence de periode de M — 1 et un comportement 
aleatoire interessant. Lorsque le generateur a une periode de M — 1, on dit que sa periode 
est maximale. La section 1.3.2 discute les criteres de qualite a meme de qualifier de tels 
generateurs. 
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1.3.1 Formulation generate 
La grande majorite des generateurs pseudo-aleatoires repose sur l'approche fractionnaire 
u = Xn/M presentee a la section 1.3. Si il est vrai que tous les generateurs uniformes 
ne fonctionnent pas sur la base d'une congruence lineaire multiplicative, ils presentent 
tous un comportement periodique et une fonction de transition liant 1'element Xn+1 a 
son predecesseur Xn ou a l'ensemble de ses k predecesseurs Xn, Xn_i, Xn_2 . . . Xn_fc. 
Pierre L'Ecuyer [26, 28] propose de definir les generateurs pseudo-aleatoires comme 
suit: un generateur (pseudo-)aleatoire est une structure (S, fj,, J-, U1Q) ou S est un en-
semble fini d'etats, \i une distribution de probability sur S permettant de choisir l'etat 
de depart SQ de la sequence aleatoire a produire, T : S —> S la fonction de transition 
utilisee pour passer d'un etat S{ a l'etat suivant <Sj+i, IA l'ensemble image de la fonction 
de sortie Q : S -+U, faisant correspondre a chaque etat Si un echantillon de U. 
L'ensemble d'etats etant fini et la sequence etant generee par la fonction de transition JF, 
un generateur uniforme possede une periode p telle que Xi+P = Xt pour tout i > I et I > 
0. La constante p est appelee la periode de la sequence et la constante / la transitoire. Les 
constantes p et / sont des entiers et p ne peut exceder le cardinal de l'ensemble d'etats |5 | . 
Les distributions non-uniformes etant generees apartir d'echantillons i.i.d. de [7(0,1), la 
structure (<S, //, J-, U, Q) s'applique tout aussi bien a eux. De plus, les distributions non-
uniformes ainsi generees heritent en quelque sorte des proprietes du generateur uniforme 
qu'elles exploitent (transitoire et periode). Les performances statistiques des generateurs 
non-uniformes sont quant a elles sujettes aux subtilites de leur conception algorithmique. 
Par exemple, il n 'est pas impossible qu 'un generateur non-uniforme — meme faisant 
usage d'un generateur uniforme ideal — introduise une correlation entre les echantillons 
qu'il produit par le fait meme de sa formulation algorithmique. Nous considerons cette 
question avec attention plus loin. 
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1.3.2 Criteres de qualite d'un generateur uniforme 
Les generateurs aleatoires etant utilises pour des fins de simulation, une periode tres 
longue (bien superieure a 232) est un critere important qui ne peut etre ecarte. Ce critere 
tend a devenir crucial eu egard aux frequences de fonctionnement extremement elevees 
des systemes numeriques exploited. Ainsi, un generateur ayant une periode p de l'ordre 
de 232 epuiserait 1'ensemble de ses etats Si en quelques secondes et tournerait ensuite 
en boucle sur un processeur cadence a 3 GHz. De plus, les generateurs aleatoires etant 
utilises comme elements de structures algorithmiques plus importantes, il est d'usage 
d'exiger une implementation compacte (consommant peu de memoire) et simple de par 
son expression mathematique quand vient le temps de la traduire en termes d'effort de 
calcul [26]. Finalement, la repetabilite de la simulation est une caracteristique jugee im-
portante dans le contexte de la simulation ou les experiences aleatoires doivent pouvoir 
etre verifiees dans les memes conditions d'execution. Ce facteur est un des plus im-
portants parmi ceux qui donnent l'avantage aux generateurs pseudo-aleatoires sur de 
veritables generateurs aleatoires exploitant des phenomenes physiques tel que le bruit 
thermique [28]. 
Un autre critere important concerne la correlation serielle des echantillons consecutifs. 
Knuth [24] a ete le premier a souligner l'importance de ce facteur et a proposer des 
tests de correlation serielle. Mais c'est a Marsaglia [39] que Ton doit la theorisation 
de la problematique de correlation serielle des generateurs de nombres aleatoires. Un 
cas celebre que revela le travail de Marsaglia est celui du generateur RANDU, dispo-
nible durant les annees soixante sur les machines IBM. Le RANDU faisait usage d'une 
congruence multiplicative lineaire donnee par le triplet (a = 65539, c = 0, M = 231). 
La figure 1.2.a laisse croire qu'il n'existe pas de correlation entre les echantillons conse-
cutifs generes par le RANDU. Cependant, la figure 1.2.b, qui represente l'espace tridi-
mensionnel rempli par les triplets de trois echantillons successifs, montre qu'il existe 
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bel et bien une correlation qui incrimine le RANDU. En verite, une structure planaire 
est implicitement exprimee dans la formulation mathematique du RANDU. Marsaglia 
avait en fait demontre que tous les generateurs a base d'une congruence linaires pos-
sedent une structure d'hyperplan de ce type [37], c'est-a-dire que Ton retrouve toujours 
a 1'interieur de l'hypercube A>dimensionnel une structure d'hyperplan produite par les 
/c-tuplets d'echantillons consecutifs. 
L'Ecuyer part de ce resultat et requiert dans son test qu'un generateur uniforme ait tous 
ses fc-tuplets uniformement repartis sur l'hypercube fc-dimensionnel unitaire, et ce pour 
tout k > 0. Neanmoins, la structure algorithmique des generateurs etant deterministe, 
le critere est applique en l'assouplissant par une borne superieure donnee a k. Cette 
borne est definie par la structure algorithmique du generateur. Par exemple, le celebre 
algorithme de Mersenne Twister [44] respecte cette condition pour tout 0 < k < 624 : il 
comprend en effet 624 mots de 32 bits pour memoriser son etat et exhibe une periode de 
2W937 _ 2 ( 1 9 9 3 7 = 32 x 624 - 1). 
l l \ 
FIG. 1.2 Nuages de points issus de 5000 echantillons consecutifs generes par le 
RANDU : (a) disposition 2D, (b) disposition 3D. 
L'ensemble de ces criteres peuvent etre verifies de maniere empirique. II existe pour 
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cela des librairies permettant de qualifier un generateur aleatoire, dont la plus populaire 
a ete proposee par Marsaglia sous le nom DIEHARD [40]. Plus recemment, L'Ecuyer 
a propose la librairie TestUOl [30] pour combler certaines lacunes et limitations de la 
librairie DIEHARD, telle que la representation 32 bits. Neanmoins, bien que les genera-
teurs aleatoires soient de nos jours passes au crible par ces batteries de tests, seule l'etude 
theorique prealable a une verification empirique est jugee acceptable pour qualifier tout 
nouveau modele [30]. 
1.3.3 Quelques modeles populaires 
L'imperatif de fournir une preuve theorique pour qualifier un generateur a tendance a 
populariser les modeles d'enonce simple telle qu'une recurrence lineaire [30]. Le ge-
nerateur a congruence lineaire multiplicative (CLM), exprime par l'equation (1.3), est 
tres repandu car il s'exprime simplement et presente d'excellentes proprietes statistiques 
pour certaines conditions sur le triplet (a, c, M) [40]. Les generateurs a multiples re-
currences lineaires multiplicatives (MRLM) sont egalement tres prises, notamment en 
raison de la grande periode qui les caracterise. Les MRLM sont caracterises par la fonc-
tion recursive : 
Xn = (aiXn_i + a2Xn_2 + . . . + akXn-k) mod M, n>k (1.4) 
Pour M premier, il est possible de trouver des coefficients a* (1 < i < k) garantissant 
une periode p = Mk — 1 [24]. II est de plus possible d'obtenir une telle periode en 
n'utilisant que deux coefficients, ce qui reduit considerablement le nombre d'operations 
arithmetiques necessaires a l'execution de 1'algorithme. Cependant, il est difficile de 
concilier la simplicity de 1'expression mathematique avec les performances statistiques 
et une solution possible est alors de considerer la combinaison de plusieurs MRLM [28]. 
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D'autres modeles populaires a base de recurrences lineaires se fondent sur la represen-
tation binaire des entiers. Nous les appellerons generateurs a recurrence lineaire binaire 
(GRLB). Les GRLB ont l'avantage d'une implementation materielle aisee. On les ex-
prime par une formulation matricielle sur le corps de Galois Z/2 — note CG(2) — ou 
l'addition se reduit a un XOR et la multiplication a un ET logique. En considerant que 
l'etat du generateur Xn est contenu sur N bits, la sequence d'etats est obtenue par la 
formule matricielle de l'equation (1.5), ou A et B sont respectivement des matrices de 
tailles N x N ctM x N (N ^> M) peuplees de 0 et de 1 [29]. La sortie Yn (fonction de 
Xn) est ainsi exprimee sur M bits, tout comme Test l'echantillon uniforme u = Yn/2
M. 
Les matrices A et B sont choisies de sorte que la sequence produite ait une periode maxi-
male p — 2N — 1. Marsaglia a demontre que pour qu'une telle structure ait une periode 
maximale, il faut que son polynome caracteristique P(z) = det(zl — A) soit primitif 
dans CG(2) [42]. 
Xn = AXn_i, Yn = BXn (L5) 
1.3.4 Implementations materielles des generateurs uniformes 
Les LFSR (registres a decalage a retroaction lineaire) forment une famille de GRLB 
dont 1'utilisation comme generateur aleatoire remonte aux annees soixante grace au tra-
vail que Golombe leur a consacre [20]. La figure 1.3 illustre le schema general de la 
construction d'un LFSR. Les LFSR ont une implementation materielle a la fois simple 
et compacte puisqu'un simple XOR suffit a la realisation du chemin de retroaction. Le 
nombre d'entrees du XOR est fonction du nombre de bascules utilisees et du polynome 
caracteristique P(z). Les manufacturiers de FPGA comme Xilinx offrent des implemen-
tations optimisees du LFSR et des tables des polynomes irreductibles [64, 65]. 
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FIG. 1.3 Structure generate d'un LFSR. 
L'algorithme Tausworthe [54] fait egalement partie de la famille des GRLB. L'Ecuyer a 
propose une formulation permettant une utilisation pratique de l'algorithme Tausworthe 
(Tausworthe combine) dans le contexte de la simulation stochastique [27]; la periode de 
la sequence est p — 288 et la sortie Yn est definie par trois mots de 32 bits : 
Yn — (-X"l,n © X2}n © -^3,ri (1.6) 
ou, ayant Cx = OxFFFFFFFE, C2 = 0xFFFFFFF8, et C3 = 0xFFFFFFF2, nous aurons : 
Xhn = ( ( (^ l ,n- l • Ci) « 12) © (((X1)n_! « 13) 0 Xi,n-i) » 19)) 
X2,n = (((X2,n-1 • C2) « 4) © (((X2,n-1 « 2) © X%n^) » 25)) 
^ Xs,n - (((X3,n_i • C3) < 17) © (((X3 ,n-1 « 3) © X3 ,„-i) > 11)) 
(1.7) 
Les performances statistiques des generateurs aleatoires materiels ont recemment ete 
testees au moyen de DIEHARD et TestUOl [43, 57]. II en ressort que l'utilisation d'un 
LFSR donne de pietres resultats, alors que la solution Tausworth combine donne des 
resultats tres satisfaisants. Une autre approche suggeree par [43] est d'utiliser un LFSR 
d'une longueur A f x M e t d'en utiliser iV-bits a chaque cycle. 
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1.3.5 Considerations sur la representation machine des nombres reels 
Jusqu'ici, nous avons considere les generateurs aleatoires sous une representation a vir-
gule fixe implicite du a la normalisation Xn/M. La figure 1.4 montre la modification 
de rhistogramme U(0,1) si on utilise ce modele avec une representation a virgule flot-
tante des reels. Ce type d'effets secondaires dus a 1'implementation ont tres tot ete in-
diques par les travaux de Marsaglia [37]. Les implementations materielles des genera-
teurs aleatoires evitent cependant ces considerations a cause de la courte longueur des 
mots binaires et de la parcimonie dont ils font preuve dans l'utilisation des ressources 
materielles. Aussi, dans le cadre du developpement d'architectures materielles, une re-
presentation a virgule fixe est suffisante pour les besoins des applications. Les effets 
secondaires qui pourraient resulter d'une conversion vers une representation a virgule 
flottante peuvent etre consideres hypothetiquement negligeables. 
< ? 9 « 9 i f < s 9 < i 5 
9 9 © <p <j> 
FIG. 1.4 Histogramme de l'uniforme modifie par la representation a virgule flottante. 
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1.4 Generation des distributions non-uniformes 
Les distributions non-uniformes peuvent etre utilisees pour simuler differents compor-
tements aleatoires. Par exemple, la distribution exponentielle est exploitee pour simuler 
l'intervalle de temps entre deux evenements independants, tel que le temps entre deux 
appels telephoniques, le temps entre deux requetes adressees a une imprimante, etc. 
II existe differentes techniques pour generer ces distributions. Elles se subdivisent en 
deux categories principales, nommement [15] : 
1. Les methodes universelles ; 
2. Les methodes specifiques. 
Les methodes universelles sont des methodes qui s'appliquent (a tout le moins en theo-
rie) a toute distribution de probabilite. On compte quelques rares methodes universelles 
que nous enumerons plus bas. Neanmoins, cette universalis de 1'expression est contre-
balancee par des performances variables suivant les distributions visees, l'environnement 
materiel ou elles sont executees et le contexte d'application de leur utilisation. Aussi, il 
arrive qu'une methode universelle applicable a une distribution en particulier soit ecartee 
au profit d'une methode specifique aux performances plus attrayantes. Nous verrons des 
exemples oil un tel choix se pose a la section 1.4.4. 
Les methodes specifiques s'adressent quant a elles a une distribution en particulier, une 
famille de distributions (la famille des distributions monotones strictement decroissantes 
par exemple) ou encore a un cas de figure bien specifique d'une distribution donnee 
(c'est le cas par exemple des distributions Beta et Gamma dont la forme varie du tout au 
tout en variant leurs parametres). II existe presque autant de methodes specifiques que de 
distributions de probabilite non-uniformes, aussi nous contenterons-nous ici de couvrir 
celles qui nous seront les plus utiles au chapitre 2. 
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1.4.1 Methodes universelles 
Nous considerons ici trois techniques universelles importantes. Les deux premieres sont 
aussi les plus connues et les plus utilisees. La troisieme est moins repandue mais nous 
sera utile pour articuler le modele que nous proposons. 
La premiere a ete brievement presentee au debut de la section 1.2 — on l'appelle me-
thode de l'inversion. La methode de l'inversion consiste a calculer l'inverse de la fonc-
tion de repartition x = F_ 1(u) pour generer la distribution fix), ou u est issu de l'uni-
forme [7(0,1). Certaines distributions se pretent bien a 1'implementation suivant la me-
thode de l'inversion. Par exemple, la distribution exponentielle de parametre reel A > 0 
— definiepar/(a;) = Xe~Xx,x > 0 — s'applique bien a cette approche puisque l'inverse 
de sa fonction de repartition se calcule analytiquement; elle est donnee par : 
F-.(u) _ .Mlpi (1.8) 
Relevons ici que dans l'equation (1.8), il est possible de remplacer le parametre 1 — u 
par u puisque les variables aleatoires u etv = 1 — it suivent toutes deux la distribution 
uniforme [7(0,1). Aussi, pour eviter une soustraction, la distribution exponentielle est 
plutot generee par l'equation (1.9) — c'est le cas de son implementation dans la revision 
1.1 de la librairie scientifique GSL [19]. 
F-Hu) = -m (1.9) 
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D'autres distributions sont difficiles a produire par la methode de l'inversion. Par exemple, 
la loi gaussienne, d'esperance \x et d'ecart-type a > 0 et exprimee par 
f(x) = —l—e-^? (1.10) 
n'admet pas d'expression analytique de sa fonction de repartition, et encore moins d'in-
verse analytique de cette derniere. II est alors possible d'approximer numeriquement 
1'inverse de la fonction de repartition, mais cela ne peut etre fait qu'au cout d'interpo-
lations difficiles ou en recourant a des LUT dont la taille croit de maniere exponentielle 
avec la resolution recherchee [15]. 
Une seconde technique universelle a ete introduite par John von Neumann [62]. Elle est 
basee sur une tout autre approche, connue sous le nom de methode de rejet. Comme son 
nom l'indique, cette methode genere des echantillons avec des contraintes assouplies et 
en rejette une partie suite a l'application d'une contrainte plus selective [15]. L'idee de 
von Neumann tire son interet de deux points : 
1. Generer les echantillons d'une distribution simple a evaluer et produisant un grand 
nombre d'echantillons valides; 
2. Utiliser une fonction de discrimination tout aussi simple pour rejeter les echan-
tillons coupables. 
La methode de rejet s'exprime comme suit: on genere x suivant une distribution g(x), 
telle que la distribution visee f(x) soit majoree par g{x) a une constante multiplicative 
pres (f(x) < Mg(x), avec M > 1 reel). On genere alors un echantillon u suivant 
l'uniforme U(0,1). 
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- Si u < f(x)/Mg(x), alors x est admis comme echantillon de f(x); 
- Sinon, x est rejete et le processus de generation est poursuivi. 
Knuth a fait la demonstration [25] que le ratio pa d'echantillons generes sur les echan-
tillons acceptes ne devrait pas depasser 2 (pa < 2). Cette demonstration de Knuth etait 
accompagnee d'une expression generate des modeles de generation deterministes des 
distributions non-uniformes, basee sur la representation binaire des nombres. Pour ce 
faire, Knuth partait du principe que les bits de u ont une probability de 0.5 de valoir 1. 
En construisant un arbre de decision binaire pour chaque bit a produire de 1'echantillon 
non-uniforme x et en parcourant cet arbre de maniere aleatoire avec une probabilite de 
0.5 de choisir une branche d'un noeud donne, il lui etait possible de compter le nombre 
de bits de u necessaires a la generation de x et de chiffrer par consequent la borne supe-
rieure de pa. 
Bien qu'elle ne soit en verite qu'une methode de mesure de la complexite algorithmique 
des generateurs aleatoires, cette technique de l'arbre de decision binaire peut-etre consi-
deree comme une troisieme methode universelle. Elle sera pour nous un precedent dans 
la generation aleatoire basee sur le parcours un bit a la fois de la variable non-uniforme x. 
Nous verrons au chapitre 3 en quoi cette technique differe de celle que nous proposons. 
1.4.2 Methodes Box-Muller 
La distribution normale (ou loi gaussienne) est certainement la plus celebre des distri-
butions non-uniformes, mais elle est egalement l'une des plus utilisees. Etant donnee 
la difficulte de trouver pour elle une mise en oeuvre simple dans le cadre des methodes 
universelles (inversion et rejet), un important effort scientifique a ete consenti durant les 
cinquante dernieres annees pour trouver des methodes specifiques a la gaussienne qui 
soient adequates. La distribution normale de l'equation (1.10) a l'avantage de ne pas etre 
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entierement soumise a ses parametres puisque toute variable x issue de la normale cen-
tree reduite Af(fi = 0, o1 = 1) peut etre manipulee pour obtenir y ~ 7V(/i, a2) pour tous 
a > 0 et \i. On applique simplement y = ax -j- \i. Aussi les algorithmes specifiques a la 
distribution normale se concentrent sur la distribution normale centree reduite : 
/(.x) = - = e ~ 2 * 2 ( l . H ) 
La plus celebre des methodes specifiques a la gaussienne est due aux chercheurs Box et 
Muller et porte de ce fait leur nom. Elle consiste a utiliser un certain nombre d'operations 
arithmetiques sur des echantillons de £7(0,1) pour aboutir a produire des echantillons x 
de la fonction f(x), donnee par l'equation (1.11) [7]. Plus exactement, en prenant «o 
et w-i, deux echantillons independants issus de t/(0,1), Box et Muller relevent que les 
variables x0 et X\, donnees par : 
XQ = yj—21riWn COS 27TMi 
(1.12) 
X\ = y/—2 In UQ sin 27rui 
sont independantes et suivent la normale Af(0,1). Cette expression est generalement 
connue comme la forme cartesienne de l'algorithme Box-Muller puisque x0 et xx sont 
les coordonnees cartesiennes du vecteur de coordonnees polaires : 
R — J—21nun 
(1.13) 
Une forme dite polaire de l'algorithme Box-Muler existe aussi et permet quant a elle 
d'eviter le recours aux fonctions trigonometriques qui peuvent etre couteuses en temps 
de calcul [15]. Ainsi, en prenant les deux echantillons u0 et u\ de U(0,1) et leur contre-
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partie respectives X = 2uQ — 1 et Y = 2i*i — 1, uniformement reparties sur l'intervalle 
] —1,0[ (J ]0,1[, alors les variables x0 et Xi suivent Af(0,1) si s < 1. 
x0 = X ^ - | l n s 
< X! = y J - f l n s (1.14) 
s = X2 + Y2 v 
Cette forme polaire de l'algorithme Box-Muller appartient a la famille des methodes de 
rejet. Dans la pratique, la forme polaire compense le rejet (dont le ratio pa — 1.2146) par 
une acceleration du calcul des variables x0 et x\ en evitant le calcul d'un sinus et d'un 
cosinus. 
1.4.3 Methode de Wallace 
L'interet de la methode de Wallace est qu'elle n'a pas recours a des echantillons uni-
formes. Pour ce faire, cette methode se fonde sur une formulation de congruence lineaire 
de type : 
xn+x = -(xn_a + xn^b + xn-c + xn_d), d> c>b> a>0 (1.15) 
En disposant d'un bassin d'echantillons de depart issus de la gaussienne, il devient pos-
sible de generer une sequence d'echantillons de la normale en recourant a la recurrence 
de l 'equation (1.15). En verite, cette congruence necessite quelques modifications car sa 
formulation matricielle offre des valeurs propres superieures a 1, laissant craindre une 
divergence de la sequence. Dans son article [63], Wallace propose d'utiliser un bassin de 
4 x 256 echantillons (tous les echantillons sont representes sur 32-bits) tel que chaque 
groupe de quatre echantillons dispose d'une moyenne du carre unitaire. De plus, le bas-
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sin d'echantillons est renouvele constamment en choisissant parmi les nouveaux echan-
tillons generes qui sont par la suite normalises pour les besoins de la non-divergence. 
Du propre aveux de Wallace, malgre une expression mathematique facilement execu-
table en logiciel, cette methode est difficile a analyser et il est impossible de chiffrer 
sa periode ou d'assurer theoriquement que les echantillons produits soient exempts de 
correlation. Nous verrons a la section 2.3.3 comment la methode de Wallace fut imple-
mentee en materiel et comment ces considerations furent traitees. Notons pour finir que 
la methode de Wallace s'applique aussi a la distribution exponentielle. 
1.4.4 La Ziggurat 
Tout comme la methode de Wallace, la Ziggurat [41] s'applique autant a la gaussienne 
qu'a la distribution exponentielle. Bien que la methode de Wallace soit plus rapide que 
la Ziggurat (voir [35] pour les resultats de test temporel), la Ziggurat est neanmoins 
privilegiee a cause des garanties theoriques qui l'accompagnent. Ainsi, la Ziggurat est 
largement exploitee en simulation et sert de modele au generateur de la distribution nor-
male accompagnant la boite a outils statistique de Matlab [46]. De plus, la Ziggurat peut 
s'appliquer a l'ensemble des distributions monotones strictement decroissantes ou sy-
metriquement (comme c'est le cas pour la normale), tout en preservant des qualites de 
performance remarquables. 
La Ziggurat repose sur un echantillonnage dans le plan dont l'origine de l'enonce est 
credite a Knuth [24]. Plusieurs enonces intermediaires furent etudies (voir [46] pour une 
discussion de l'historique) avant d'aboutir a l'elegance de l'expression de la Ziggurat 
qu'offrit Marsaglia en 2000 [41]. 
L'echantillonnage dans le plan repose sur le decoupage de la surface sous la courbe 
de la distribution visee C en zones rectangulaires dont l'union couvre une surface Z 
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legerement superieure a C (Z D C). L'algorithme consiste ensuite a generer un point 
(x,y) de Z et de ne retourner x que si (x,y) est situe a l'interieur de C (nous avons 
done affaire a une methode de rejet sensiblement identique a celle proposee par John 
von Neumann [62]). 
Dans le cas de la Ziggurat, les zones rectangulaires sont empilees les unes sur les autres 
de sorte que l'abscisse de leur coin inferieur droit coincide avec la courbe f(x) et que 
les surfaces soient identiques. La fonction de densite f(x) etant monotone strictement 
decroissante, les rectangles forment une pyramide qui rappelle la forme des temples 
mesopotamiens eponymes, comme l'illustre la figure 1.5. La Ziggurat possede une ex-
pression simplifiee du fait que les rectangles aient la meme surface. Pour les courbes 
f(x) ayant une queue se prolongeant a 1'infini (comme e'est le cas de la distribution 
exponentielle et de la distribution normale), la zone supposement rectangulaire du bas 
coincide avec la surface restante sous la courbe f(x), comme 1'indique la figure 1.5.b. 
FIG. 1.5 Schema de la construction de la Ziggurat : (a) Les temples Ziggurat ont une 
construction en escalier a laquelle le nom de la methode Ziggurat refere, (b) Schema de 
la construction en escalier de la methode Ziggurat. Images tirees de la documentation 
technique de Matlab [46]. 
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Une fois le decoupage en n zones rectangulaires egales etabli, on dispose d'un ensemble 
de points d'abscisse (0 = x0 < x,\ < ... < xn) des coins inferieurs droits des zones 
rectangulaires. La Ziggurat consiste alors a choisir de facon equiprobable un rectangle i 
(1 < i < n) et de generer un x uniformement distribue sur [x0, xi\. II est possible de ne 
pas generer y et de retourner directement x si x < x;_i. Autrement, il faut generer y et 
on retiendra x si et seulement si y < f(x). 
Bien que la methode Ziggurat soit tres rapide, elle necessite 1'evaluation de f(x), ce qui 
implique revaluation d'une fonction transcendantale pour les distributions exponentielle 
et normale. 
1.5 Conclusion 
Ce premier chapitre a permis de nous familiariser avec la generation aleatoire des nombres 
Nous avons considere aussi bien les generateurs aleatoires uniformes et certaines de 
leurs variantes materielles que les generateurs non-uniformes — dont les implementa-
tions materielles seront discutees au chapitre 2. Nous avons pu apprecier les contraintes 
de qualite statistique que la pratique de la simulation impose et considerer les difficultes 
auxquelles les distributions non-uniformes contraignent. Nous sommes a present prets 
pour effectuer une revue de la litterature moderne des architectures materielles des ge-




REVUE DE LA LITTERATURE PERTINENTE 
2.1 Introduction 
Du chapitre 1, nous retiendrons que la grande majorite des algorithmes de generation 
des distributions les plus populaires recourent a des fonctions transcendantales. Ces ope-
rations mathematiques ne sont pas evidentes a realiser une fois transposees au monde 
de la microelectronique numerique. Les recentes recherches sur les architectures mate-
rielles de generateurs non-uniformes ont principalement tente d'optimiser cette partie 
du calcul sans reellement songer a explorer de nouvelles techniques de generation des 
distributions non-uniformes, eventuellement plus appropriees a l'execution sur puce — 
ou le parallelisme peut apporter une plus-value non negligeable. 
Nous allons commencer par considerer les motivations qui ont stimule la recherche dans 
ce domaine. Bien cerner le contexte d'utilisation nous permettra de mieux situer le cadre 
de nos travaux et d'articuler correctement les exigences en termes de distributions cibles, 
de vitesse d'execution et d'espace sur puce par generateur. Nous presenterons par la suite 
le detail des travaux recemment publies de sorte a brosser un portrait global de l'etat 
de l'art. Nous verrons de cette facon quelles ont ete les embuches rencontrees par les 
differentes equipes de recherche et les solutions que ces dernieres ont privilegiees. Nous 
terminerons par une revue des techniques empiriques de qualification d'un generateur 
aleatoire non-uniforme et discuterons les differences qui les caracterisent, de facon a 
mieux nous positionner. 
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2.2 Contextes ({'utilisation 
Le recours aux generateurs de distributions non-uniformes en materiel se rencontre de 
plus en plus dans des domaines d'application aussi divers que la physique [21, 52], la 
biologie [49, 67], la finance [6, 55, 68], la testability sur puce des systemes numeriques 
[1, 2], l'intelligence artificielle [8,23] ou la telecommunication [16,17]. Certaines de ces 
applications sont plus exigeantes quant aux performances statistiques alors que d'autres 
considerent avec plus d'attention la surface d'utilisation, la vitesse d'execution ou les 
erreurs de quantification. 
Par exemple, la caracterisation des canaux de communication numerique a recours a des 
generateurs de la distribution normale ayant une tres longue periode et pouvant couvrir 
un large spectre de valeurs possibles. Lee et al. [33, 34] proposent par exemple que le 
generateur couvre x de —8a a 8a et puisse generer plusieurs milliards d'echantillons 
pour couvrir correctement la queue de la distribution dans l'intervalle 6a — 8a. 
Dans le cas des applications ou la visee premiere est le test et la caracterisation sur puce 
des systemes numeriques, c'est davantage la surface d'utilisation qui est mise de l'avant 
et le debit du generateur1 est consequemment reduit au profit de Futilisation eventuelle 
de multiples instances concurrentes [1,2]. 
A l'oppose, les applications dans le domaine de la simulation stochastique (methodes 
Monte Carlo), employant l'acceleration materielle au moyen de FPGA, visent davantage 
une conjonction de vitesse d'execution et de precision statistique de la distribution. On 
n'hesite pas dans ce cadre de la pratique scientifique a utiliser des ressources specialisees 
des FPGA [6, 55, 68]2. 
'Calcule comme le nombre d'echantillons par seconde. 
2Les blocs specialises font reference ici aux blocs tels les multiplieurs, les blocs RAM et les blocs DSP 
que Ton retrouve graves en dur dans les FPGA de nouvelles generation tels ceux de la gamme de Virtex 
des FPGA de Xilinx. 
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2.2.1 Heritage scientifique de l'arithmetique stochastique 
Les premiers travaux faisant un usage predominant de la probabilite dans les signaux 
digitaux remontent a Gaines [18] qui fut le pionnier de l'arithmetique stochastique. Dans 
les annees soixante ou Gaines publiait ses premiers travaux, les ressources materielles 
etaient precieuses et la taille immoderee des composants tels que les additionneurs et les 
multiplieurs etait un reel souci pour les praticiens qui voulaient mettre en oeuvre nombre 
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FIG. 2.1 Variante moderne du generateur de Bernoulli propose par Gaines. 
L'idee de Gaines partait du constat que si on considerait deux evenements dichotomiques 
(0/1) independants de probabilites pi et p2, alors la conjonction des deux evenements 
a une probabilite pc, donnee par le produit pi • p2. Pour Gaines, cela signifiait qu'en 
effectuant une transposition des reels de E dans l'intervalle [0,1], la multiplication etait 
realisable au moyen d'une simple porte ET. 
Pour ce faire, il fallait etre en mesure de convertir une valeur numerique de [0,1] en 
un signal digital stochastique. Gaines propose alors le premier generateur materiel de 
distribution non-uniforme [18] : la distribution de Bernoulli. La version moderne de ce 
generateur telle que publiee dans [8] est presentee a la figure 2.1. 
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La sortie Y (0/1) du generateur est caracterisee par une probability de valoir 1 que 
donnent les signaux d'entree des multiples multiplexeurs cascades, a savoir 
P(Y = 1) = O.M2fr3 • • -
b 2m_162'»(2)- Les signaux de commande (U1U2U3... it2">-iW2
m) 
quant a eux ont une probabilite de 0.5 de valoir 1 et peuvent par consequent etre tires 
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FIG. 2.2 Cellule constitutive de la variante du generateur materiel de la distribution de 
Bernoulli, due a Shawe-Taylor. 
L'arithmetique stochastique a suscite beaucoup d'interet aupres de la communaute dite 
connexionniste de 1'intelligence artificielle [8]. Dans le domaine des reseaux de neu-
rones, 1'implementation materielle est un defi important a cause du grand nombre de 
multiplications necessaires par neurone. L'equipe de Shawe-Taylor proposait au debut 
des annees 1990 des architectures stochastiques de telles machines neuronales [60, 23, 
53]. De ce groupe, van Daalen et al. proposerent une version pipelinee du generateur de 
Gaines afin d'en reduire le long chemin critique qui le handicapait [61]. Chaque multi-
plexeur de la figure 2.1 y etait remplace par la cellule registree de la figure 2.2. En plus 
de permettre un fonctionnement a haute frequence, ce generateur a l'avantage de reduire 
la correlation induite par les bits du LFSR en inversant les chemins de propagation des 
donnees et des echantillons uniformes. 
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2.2.2 Nouvelles avenues 
Comme nous avons pu le voir, la generation materielle des distributions non-uniformes 
a des applications dans des domaines tres divers. Parmi les plus prometteuses, on ci-
tera l'acceleration materielle des algorithmes de simulation stochastiques telles que les 
methodes Monte Carlo. On retrouve ainsi un interet partage dans des domaines d'appli-
cation aussi divers que la physique [21], la biologie [49, 67] et la finance [6, 55, 68]. 
L'idee d'une implementation materielle des methodes Monte Carlo n'est pas nouvelle 
et date de pres de quinze ans [47, 48] mais elle suscite un veritable engouement aujour-
d'hui. L'acceleration materielle reussie de la generation des nombres aleatoires [4, 45] 
fut un premier pas vers l'interet porte a de telles applications. Les capacites de reconfi-
guration accrues de ces coprocesseurs que peuvent devenir les FPGA ont abouti a creer 
un espoir realiste et realisable [12, 58, 68]. D'ailleurs, ce n'est plus uniquement une 
lubie de chercheurs que de rehausser les capacites calculatoires des ordinateurs puisque 
l'industrie a investi le terrain de cette avenue, notamment par la commercialisation d'or-
dinateurs de calcul a haute performance munis de coprocesseurs a base de FPGA, tels 
que ceux de Cray, SRC Computers, DRC Computers ou SGI Systems [21]. 
Dans le domaine des methodes Monte Carlo oil les algorithmes sont aisement paralleli-
sables, c'est un veritable engouement qui en a resulte, notamment dans les domaine d'ap-
plication bien subventionnes tels que le secteur bancaire et la medecine. Bien qu'exploi-
tant souvent une methodologie ou approche algorithmique louable [49, 67], voire meme 
admirable dans la virtuosite architecturale dont elles font preuve [12, 56, 58, 68], ces ap-
plications paient par trop souvent le prix fort dans la consommation des ressources des 
FPGA. Des travaux de recherches marginales [1, 2, 16, 17] tentent encore de concilier 
les besoins d'economie de ressources qui s'imposent traditionnellement aux generateurs 
de nombres aleatoires [28], mais sans veritable succes. 
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2.2.3 Distributions visees 
Les distributions visees par les implementations materielles dependent grandement des 
applications qu'elles servent; suivant ces applications, les criteres de conception peuvent 
differer du tout au tout. On retiendra ici que seules quelques rares distributions ont merite 
des tentatives d'implementation materielle. 
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[1], [3], [5], [10] 
[13], [16], [34], [35] 
[56], [58], [69] 
[10], [11], [13] 
[56], [58], [59] 
[11], [18], [61] 
[10], [56], [58] 
[13] 
[56], [58] 
La table 2.1 recapitule les recentes implementations materielles de distributions non-
uniformes, indiquant au passage celles qui admettent une inverse analytique de la fonc-
tion de repartition. La distribution normale est certainement celle qui a attire 1'attention 
du plus grand nombre, la raison etant explicable par sa tres grande utilisation dans le 
domaine de la simulation. Elle est suivie par 1'exponentielle en raison notamment de la 
simplicite de l'expression de 1'inverse de sa fonction de repartition. Les implementations 
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materielles des autres distributions sont marginales. La distribution de Bernoulli mise a 
part, ces architectures s'inscrivent souvent dans le cadre de travaux ayant pour pretention 
1'implementation de generateurs universels. Les distributions citees ne servent a toute 
fin utile que de preuve de concept. C'est le cas notamment de la distribution de Weibull 
[56, 58], generee pour des valeurs de parametres totalement arbitrages3, ou encore le cas 
de la distribution de Rayleigh traitee dans le contexte d'un pretendu generateur univer-
sel sans justification valable [13]. Nous aurons raison dans ces conditions de privilegier 
l'etude des deux distributions les plus matures : la normale et l'exponentielle. 
2.3 Architectures materielles des generateurs de nombres aleatoires 
Nous allons nous pencher des a present sur les diff6rentes avenues explores par les cher-
cheurs pour implementer en materiel des generateurs de distributions non-uniformes. 
Nous commencons par aborder a la section 2.3.1 les architectures que nous appellerons 
universelles. Les architectures universelles engloberont pour nous tout a la fois les ge-
nerateurs dont la conception architecturale s'applique de maniere universelle mais qui 
n'ont merite que des applications a des cas typiques, et les generateurs dont l'algorithme 
de generation est effectivement universel et qui permettent eventuellement une reconfi-
guration en temps d'execution (runtime reconfiguration). 
Nous nous concentrerons par la suite aux distributions normale et exponentielle. Dans le 
cas de la distribution exponentielle, nous procederons a une revue des implementations 
materielles existantes et des methodes utilisees pour evaluer la fonction logarithmique 
presente dans 1'inverse de sa fonction de repartition. Nous nous attarderons dans le cas 
de la distribution normale aux approches explorees pour implementer les algorithmes 
3Ces parametres sont A = 5.4 et k = 12, mais ne sont pas donnes dans les articles cites. Contacte par 
courriel, l'auteur disait "I've no idea why I chose those parameters, I probably just thought that it looked 
like a nice curve." 
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vus aux sections 1.4.2,1.4.3 et 1.4.4. Nous verrons egalement comment les questions de 
quantification et d'economie de ressources materielles ont ete considerees par les diffe-
rents auteurs. Finalement, nous terminerons par une revue de l'utilisation des generateurs 
uniformes dans ces architectures. 
2.3.1 Architectures universelles 
L'utilisation de generateurs de distributions non-uniformes devenant de plus en plus po-
pulate, la mise au point de methodes universelles devient un enjeux important pour 
eviter l'elaboration fastidieuse de l'architecture pour chaque distribution visee. Une ap-
proche simple et universelle est d'appliquer la methode de 1'inversion au moyen de LUT 
conservant l'ensemble des points de 1'inverse de la fonction de repartition, mais les au-
teurs se refusent a une telle solution en raison de la croissance exponentielle de la taille 
de telles tables lorsque la precision arithmetique recherchee est elevee [34]. 
Une approche plus realiste consiste a approximer numeriquement 1'inverse de la cu-
mulative. Cheung et al. proposent d'evaluer la fonction inverse par une approximation 
polynomiale par parties, ou les polynomes sont de degre superieur ou egal a 1, suivant la 
precision recherchee [10]. II s'avere en effet que la fonction inverse de toutes les distri-
butions presentees a la table 2.1 se pretent facilement a une telle approximation, comme 
l'illustre la figure 2.3 pour les distributions normale et exponentielle. En precalculant 
les intervalles definissant les segments non-lineaires en fonction de la precision recher-
chee, il devient possible de trouver une segmentation non-lineaire appropriee pour une 
distribution donnee et d'en determiner le systeme de decodage d'adresse correspondant. 
L'evaluation du polynome s'effectue alors en cascadant les operations d'addition et de 
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FlG. 2.3 Segmentation non-lineaire de l'inverse de la fonction de repartition telle qu'ap-
pliquee par [10] aux distributions normale et exponentielle. 
Dans leur article, Cheung et al. affirment avoir reussi a automatiser le processus de 
conception de tels generateurs a l'aide d'un script MATLAB permettant de generer le 
code VHDL pour une distribution donnee [10]. Le script prend en compte le nombre 
de bits pour representer la variable non-uniforme x, la precision d6siree sur la represen-
tation a virgule-fixe, l'erreur de quantification acceptee et la distribution visee. Nean-
moins, la qualite du bruit genere se paie au prix d'une avidite materielle regrettable. 
Par exemple, pour generer une gaussienne couvrant x (16 bits) sur l'intervalle allant de 
—8.2a a +8.2a, la surface occupee est pas moins de 550 slices en plus de l'emploi de 2 
blocs DSP et 2 blocs RAM. Cependant, le generateur atteint une frequence allant de 360 
MHz a 480 M H z en utilisant un pipeline allant croissant de 2 a 20 etages, et une latence 
maximale de 65 ns (32 coups d'horloge). 
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David Thomas propose quant a lui de generer les distributions non-uniformes par une 
combinaison lineaire de distributions plus simples [56, 58], et ce avec differentes perfor-
mances, tant du point de vue de 1'occupation de surface sur puce, de la vitesse d'execu-
tion que de la precision statistique. En notant 0 < Wi < 1 (0 < i < n) les n poids utilises 
pour la combinaison lineaire des n differentes distributions gi(x), l'auteur propose d'ap-
proximer la distribution f(x) par : 
n n 
f(x) = ̂ 2wigi(x))^2wi = l (2.1) 
i = l i = l 
Cela revient a echantillonner une des distributions gt en la choisissant parmi les n dispo-
nibles suivant une probability definie par les poids uii de la combinaison lineaire. Dans 
[56], l'auteur propose d'utiliser des distributions equiprobables gi{x) sous trois formes 
possibles : trapeze, triangle et rectangle. II parvient ainsi a generer la distribution gaus-
sienne sur 16 bits et d'atteindre une frequence legerement inferieure a 200 MHz. En 
prenant n — 2048, l'auteur propose un generateur occupant 411 slices, 3 blocs RAM et 
de generer xjusqu'a 5a. L'auteur indique que chaque sigma supplemental demande un 
bloc RAM additionnel. La qualite du bruit n'est cependant pas exceptionnelle et ne peut 
etre amelioree qu'en recourant au theoreme central limite. De plus, l'auteur indique que, 
bien que generale, cette technique est tres difficile a adapter, demandant un temps de 
calcul allant de quelques minutes jusqu'a plusieurs heures pour definir les distributions 
gi{x) necessaires [58]. Afin d'ameliorer ces performances, l'auteur propose de n'utiliser 
que la distribution triangulaire avec des poids w^ non egaux [58]. Cela a l'avantage de re-
duire le temps de calcul en vue d'une conception et ameliore l'occupation de surface sur 
puce. Pour generer la gaussienne sur 16 bits, l'auteur utilise alors 80 bits uniformes, pose 
n — 1024 et s'en tire avec 1 bloc RAM et 137 slices (excluant le generateur uniforme) 
pour une vitesse d'execution de 249 MHz sur un Virtex-II. 
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Finalement, les auteurs Cui et al. proposent un generateur qu'ils qualifiers d'univer-
sel et qui permet de produire en meme temps les distributions uniformes, normale, 
exponentielle et Rayleigh [13]. Les auteurs partent du constat que la fonction inverse 
F - 1 ^ ) = y/—2a2ln(u) de la distribution de Rayleigh partage avec les equations (1.9) 
et (1.12) — respectivement celles de l'inverse de l'exponentielle et de la methode Box-
Muller — 1'evaluation du logarithme de u. Pour calculer ce logarithme ainsi que les 
fonctions racine carree, sinus et cosinus, les auteurs suggerent d'utiliser une architec-
ture CORDIC optimisee. Leur solution genere les echantillons sur 16 bits et parvient a 
atteindre 133 MHz. Le generateur utilise deux multiplieurs et 64 bits uniformes. Bien 
entendu, pour des raisons de correlation evidentes, un seul echantillon des differentes 
distributions est accessible a la fois. Notons neanmoins qu'aucune specification quant a 
la surface d'utilisation n'est donnee par les auteurs et que la demonstration empirique 
du bon fonctionnement du generateur suivant les tests statistiques fut realisee pour une 
population de 1 000 echantillons. 
2.3.2 Generation materielle de la distribution exponentielle 
La distribution exponentielle est tres utile a nombre d'applications mais n'a merite que 
peu d'attention pour son implementation materielle. Les travaux portant sur les gene-
rateurs universels cites a la section 2.3.1 donnent uniquement un estime des ressources 
necessaires et presque aucune indication quant a la vitesse d'execution et au debit du ge-
nerateur. L'approche adoptee pour la gaussienne etant tres similaire a celle proposee pour 
l'exponentielle dans [10], on peut estimer qu'une approximation polynomiale par parties 
de la distribution exponentielle utiliserail pres de 500 slices pour une vitesse d'execution 
de 230 MHz sur un Virtex II et de 370 MHz sur un Virtex IV. Les auteurs indiquent qu'il 
leur faut 32 bits issus de l'uniforme pour generer x dans l'intervalle 0.0 a 22.0 et 48 
pour aller de 0.0 a 32.0. Finalement, une telle implementation necessite 2 blocs RAM et 
2 DSP (ou blocs multiplieur). 
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Timarchi et al. [59] ont compare differentes methodes pouvant servir a implementer un 
generateur d'exponentielle sur les FPGA Virtex de Xilinx4. Les auteurs ont privilegie 
trois methodes de calcul du logarithme de la fonction inverse, nommement 1) une ar-
chitecture CORDIC similaire a celle utilisee par Cui et al. [13], 2) une approximation 
polynomiale par parties utilisant une LUT et finalement 3) un algorithme d'interpolation 
lineaire. 
L'architecture CORDIC de Timarchi et al. n'est pas des plus heureuses si on la com-
pare aux performances obtenues par [13] avec le meme algorithme (dont la resolution 
est cependant de moitie inferieure). Une implementation 32 bits ne depasse pas les 24 
MHz mais donne une tres bonne approximation. Les performances frequentielles de l'ap-
proche de 1'interpolation lineaire ne sont guere meilleures (25 MHz), mais cette derniere 
presente l'avantage d'une bonne precision pour des resolutions inferieures a 32 bits. 
Finalement, 1'approximation par parties utilisant une LUT presente le meilleur rapport 
surface vs. precision pour des implementations faisant usage de 22 bits pour representer 
x et une vitesse de 190 MHz. 
Un des resultats interessants ressortant des travaux de Timarchi et al. est la croissance 
exponentielle de 1'occupation de la surface sur puce suivant le nombre de bits pour re-
presenter x. Alors que les trois methodes utilisent 1000 slices et moins pour une repre-
sentation 16 bits, elle atteint, a une resolution de 32 bits, de 2 000 slices pour la methode 
CORDIC a 10 000 slices pour V approximation par parties et 60 000 slices pour 1'inter-
polation5. 
4I1 n'est nulle part specifie quel FPGA a ete utilise pour cet article; probablement un Virtex II ou un 
Virtex II Pro de forte capacite tel que le XC2V4000 ou le XC2VP100, etant donnes l'annee de publication 
et le nombre de slices utilise sur le FPGA. 
5I1 est important de relever que Timarchi et al. ont utilise un generateur uniforme a base de LFSR, 
particulierement gourmand (1 000 slices et plus selon nos propres estimes) pour generer 32 bits avec 
une periode suffisante. Un autre choix eut ete de s'inspirer de ce que Cheung et al. [10] ont reussi en 
implementant un generateur Tausworthe combine utilisant 141 slices. 
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Au vu de l'estimation des ressources necessaires pour la methode de l'inversion proposee 
par Cheung et al. [10] et en les comparant avec les resultats obtenus par les travaux de 
Timarchi et al. [59], il apparait que : 
1. L'utilisation de blocs RAM et DSP accroit considerablement les performances de 
vitesse du generateur d'exponentielle. Pour le meme generateur, Cheung et al. [10] 
ont montre que la vitesse est reduite de 370 MHz a 200 MHz sur Virtex IV si il 
n'est pas fait usage des blocs RAM et DSP. 
2. L'utilisation de blocs RAM et DSP reduit de beaucoup la surface sur puce occupee. 
Pour le meme generateur, Cheung et al. [10] ont montre que leur design utilise plus 
de 1 600 slices sur un Virtex IV si il n'est pas fait usage des blocs RAM et DSP. 
3. Les resutats de Timarchi et al. [59] montrent qu'une implementation de resolution 
superieure a 16 bits est tres couteuse en surface et reduit considerablement les 
performances de vitesse du generateur. L'utilisation de blocs DSP est dans ce cas 
a exclure puisque les FPGA actuels realisent difficilement la multiplication a de 
telles resolutions. 
Pour finir, notons que l'approche de combinaison lineaire preconisee par David Thomas 
dans [58] serait certainement beaucoup plus econome et performante dans les memes 
conditions. Pour generer une gaussienne, Thomas montrait que le generateur n'utilisait 
que 137 slices et 1 bloc RAM. Generer une exponentielle devrait occuper une surface 
similaire. De plus, cette technique a 1'avantage de n'utiliser aucune fonction arithmetique 
telles que 1'addition ou la multiplication. Mais cette approche souffre d'une limitation 
sur la precision qui ecarte son utilisation dans le contexte de la simulation et qui laisse 
craindre qu'une precision de 32 bits soit tout simplement impossible a atteindre, comme 
nous le verrons a la section 2.3.4. 
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2.3.3 Generation materielle de la distribution normale 
La premiere implementation sur FPGA d'un generateur de bruit gaussien qui merite 
d'etre mentionne est due a Boutillon et al. [5]. De ce design est issu le core actuellement 
commercialise par Xilinx sous le nom XAWGN (Xilinx Additive White Gaussian Noise) 
[66], disponible pour les FPGA Spartan 3, Virtex-II/II Pro et Virtex IV. Le core occupe 
480 slices, 5 blocs RAM et 5 blocs multiplieur. II couvre x sur l'intervalle allant de 
—4.8cr a +4.8er, sa periode est p = 2190 et sa frequence maximale sur un Virtex-II Pro 
est de 300 MHz [66], offrant 300 millions d'echantillons par seconde. 
Dans leur article, Boutillon et al. exploitent la methode Box-Muller sous sa forme car-
tesienne, telle que donnee par 1'equation (1.12). Afin d'evaluer les fonctions \/hi u0, 
sin(27rui) et cos(27rui), les auteurs procedent a une quantification au moyen de LUT. 
Une premiere LUT est adressee par 12 bits uniformes pour evaluer une racine de loga-
rithmique representee sur 10 bits (dont 7 bits pour la partie fractionnaire) et une seconde 
LUT adressee par 4 bits uniformes pour generer les fonctions trigonometriques repre-
sentees sur 8 bits (dont 7 bits pour la partie fractionnaire). La quantification est ensuite 
corrigee par l'accumulation de plusieurs echantillons de la normale ainsi generes en uti-
lisant le theoreme central limite. 
L'implementation du design de Boutillon par Xilinx a certainement merite un perfec-
tionnement par le manufacturier eu egard aux performances affichees par ce dernier — 
de loin meilleures ne fut-ce que du point de vue de la periode du generateur. Neanmoins, 
ce design n'a eu cesse d'etre decrie par des auteurs tels que Lee et Zhang en raison de ses 
pietres performances statistiques [33, 34, 35, 69]. II est vrai en effet que Boutillon et al. 
ont davantage concentre leurs efforts a evaluer les erreurs de quantifications numeriques 
qu'a valider leur generateur au moyen de tests statistiques. Cette attitude de defiance 
refletait surtout un changement de paradigme et de mentalite au sein de la communaute 
scientifique en ce qui a trait a la generation des nombres aleatoires sur puce. 
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Lee et al. [33, 34, 36] ont presente une nouvelle impl6mentation materielle de la methode 
Box-Muller sur les FPGA de Xilinx. La visee premiere de ces travaux etait 1'evaluation 
des canaux de codage qui necessitent de couvrir x sur un intervalle plus large que ce 
que permet le core XAWGN. Pour ce faire, l'approche de Boutillon et al. aurait eu un 
impact significatif sur la consommation des ressources du FPGA. Aussi, Lee et al. ont-ils 
choisi d'implementer la methode Box-Muller et de mettre en application les methodes 
d'approximation polynomiale par parties developpees par leur equipe dans le cadre de 
travaux portant sur 1'evaluation de fonctions transcendantales sur FPGA [31, 32] que 
nous avions deja discutees a la section 2.3.1. 
En raison du cout prohibitif associe aux multiplieurs, les auteurs avaient d'abord opte 
pour une approximation lineaire des differents segments non-lineaires [33, 34]. Dans 
ces premieres versions, ou les echantillons de la normale sont representes sur 32 bits, 
le design consommait 50 bits uniformes issus de LFSR de 60 registres chacun; 32 bits 
servaient a evaluer la racine carree du logarithme et les 18 bits restants servaient aux 
sinus et cosinus. Pour compenser les erreurs de quantification, les auteurs recouraient 
au theoreme central limite tout comme le faisaient Boutillon et al.. Dans sa version finale 
[36], le design recoure a 64 bits de 1'uniforme, 48 bits servant au calcul du logarithme 
et les 16 bits restants aux fonctions trigonometriques. La variable x est cependant re-
presentee sur 16 bits seulement. La premiere version du design [33] parvenait a generer 
x jusqu'a 4.8a et utilisait 10% du FPGA Virtex II XC2V4000 (environ 5 000 sliced), 
2 blocs RAM et 8 multiplieurs, pour une frequence de fonctionnement de 133 MHz 
(133 millions d'echantillons par seconde). La seconde version [34] quant a elle ac-
croissait la precision des fonctions logarithmiques et trigonometriques en augmentant 
le nombre de segments non-lineaires, sans affecter ni la consommation des ressources 
sur FPGA ni la frequence de fonctionnement. 
6En soustrayant la place occupee par le generateur uniforme, il reste pres de 4 000 slices pour le 
generateur de gaussienne a lui seul. 
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Plus recemment encore, Lee et al. declinent leur design sous une forme superieure cou-
vrant x jusqu'a 8.2a [36]. Implements sur un Virtex II, c'est-a-dire le meme FPGA que 
celui utilise pour [33, 34], le generateur fonctionne a une cadence de 233 MHz (466 mil-
lions d'echantillons par seconde). Pour ce faire, les auteurs recourent a deux generateurs 
Tausworthe combine (2 x 32 bits) pour les echantillons uniformes et utilisent une ap-
proximation quadratique sur les segments des fonctions transcendantales. De plus, ce 
design ne recoure plus au theoreme central limite grace a l'extreme precision des opera-
tions arithmetiques. Ce faisant, Lee et al. occupent 1 528 slices du FPGA et utilisent 3 
blocs RAM et 12 blocs multiplieur. 
Fan et al. ont propose une implementation materielle de le forme polaire de la methode 
Box-Muller [16, 17]. Par souci d'economie de ressources, les auteurs ont tente de ne 
recourir qu'a 4 bits uniformes pour generer les variables uniformement reparties X et 
Y de l'equation (1.14). Mais cette tentative louable fut malheureusement accompagnee 
de performances frequentielles mediocres, puisque pour une cadence de 78 MHz, le 
generateur ne produit que 24 millions d'echantillons par seconde. 
Nous ne manquerons pas de citer les travaux de Alimohammad et al. qui tentaient une 
implementation compacte de la forme cartesienne de Box-Muller dans [1,2]. Ces auteurs 
parvenaient a generer x jusqu'a ±5cr en recourant a 54 bits uniformes issus de LFSR, 
36 pour le logarithme et 18 pour les fonctions trigonometriques. La nouveaute du tra-
vail de Alimohammad et al. reside dans les algorithmes iteratifs utilises pour evaluer les 
fonctions transcendantales. Ce faisant, les auteurs parviennent a une frequence de fonc-
tionnement de 165 MHz sur un Virtex-II de Xilinx, dont ils utilisent 3% des ressources 
logiques (environ 1 500 slices) et 2 blocs RAM. Alimohammad et al. ont recemment pu-
blie une version amelioree de leur generateur de gaussienne [3]. Le nouveau design a ete 
perfectionne notamment en abandonnant le choix d'utiliser les LFSR. Le nouveau design 
occupe 576 slices, 2 blocs memoire, 3 multiplieurs et atteint une frequence maximale de 
269 MHz sur un Virtex II Pro. 
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Relevons egalement 1'implementation materielle par Zhang et al. de Falgorithme Zig-
gurat [69]. Ce design utilise 891 slices sur un Virtex-II, 4 blocs RAM et 2 multiplieurs, 
pour une cadence de 170 MHz, la plus haute frequence jamais atteinte au moment de la 
publication de l'article. La methode Ziggurat faisant partie de la famille des methodes 
de rejet, le debit obtenu etait legerement inferieur a 170 millions d'echantillons par se-
conde. La sortie x y est representee sur 32 bits et exhibe une forte qualite statistique, 
mais son intervalle de couverture demeure inconnu. 
Finalement, citons 1'implementation materielle par Lee et al. de Falgorithme de Wal-
lace [35]. Tout comme le suggerait Wallace [63], les auteurs recourent a un bassin de 
4 x 256 = 1 024 echantillons conserves dans une RAM a double acces (dual port), de 
sorte que le bassin puisse etre continuellement renouvele sans en empecher Faeces. Les 
auteurs evitent la correlation que laissait craindre Wallace (voir la section 1.4.3 pour un 
rappel) en recourant a un generateur uniforme pour adresser les echantillons a extraire 
du bassin. Ce design utilise 770 slices, 6 blocs RAM et 4 multiplieurs sur un Virtex-II, 
pour une cadence de 155 MHz. La variable x est representee sur 24 bits mais Fintervalle 
de couverture de x et la periode du generateur demeurent inconnus. 
La table 2.2 recapitule les caracteristiques des principales implementations de gaus-
sienne discutees jusqu'ici: 
TAB. 2.2 Recapitulatif des principaux generateurs de gaussienne materiels. 
Reference 
Resolution (bits) 
Frequence max (MHz) 
Nb de slices 
Nb de blocs RAM 
































2.3.4 Note sur ('utilisation des bits uniformes 
Maintenant que les differentes architectures materiel les ont ete vues, il est interessant 
de relever la grande disparite qui caracterise les differents travaux dans leur recours aux 
echantillons uniformes, plus exactement le nombre de bits necessaires pour generer un 
echantillon non-uniforme. Rappelons que Knuth et Yao avaient demontre que le nombre 
d'echantillons uniformes necessaires a la generation d'une variable non-uniforme avait 
une borne superieure fixee a pa = 2 [25]. Quand on songe que Lee et al. recourent a 64 
bits uniforme pour generer une variable normale sur 16 bits [36], doit-on croire que le 
ratio pa = 4 ainsi obtenu est sous-optimal ? 
La reponse se trouve dans une analyse proposee independamment par Chen et al. [9] et 
Chul et al. [11]. L'analyse differe de l'approche de Knuth et Yao en ce qu'elles n'ob-
servent pas le nombre de bits uniformes necessaires pour generer chaque bit de la va-
riable non-uniforme de x, mais plutot la segmentation de l'intervalle [0,1) en zones 
non-lineaires. 
Par exemple, supposons que x soit une variable aleatoire discrete pouvant prendre 4 
valeurs differentes, tel que l'exprime l'equation (2.2): 
Px(x) = 
2"32 si x = 0 
2~32 si x = 1 
(2.2) 
2"31 si x = 2 
1 - 2"30 si x = 3 
II est alors possible de generer x en generant une variable aleatoire uniforme u dans 





Le generateur sera ainsi forme par trois comparateurs et respectera 1'equation (2.3): 
0 si u < c\ 
1 Si C\ < U < C2 
x = < (2.3) 
2 si C2 < u < C3 
3 autrement 
D'un point de vue numerique, l'equation (2.3) ne peut etre respectee qu'en generant u 
avec une resolution suffisante, cette derniere etant definie par la plus petite des resolu-
tions requises par les constantes Q utilisees. Dans le cas de l'exemple que nous conside-
rons, cette resolution doit etre au moins de 32 bits pour que la comparaison avec c\ soit 
realisable. 
Cette expression n'est qu'une traduction discrete de la methode de l'inverse vue a la sec-
tion 1.4.1. Mais en considerant que toute distribution continue est equivalente a une dis-
tribution discrete une fois transposee au domaine numerique [15], il en ressort que toutes 
les manipulations arithmetiques des implementations materielles des generateurs de dis-
tributions non-uniformes vues s'inscrivent dans ce paradigme. Aussi, plus les concep-
teurs tentent d'atteindre une precision elevee dans la generation de x, plus le nombre de 
bits uniformes requis est eleve. C'est notamment ce qui explique que dans toute imple-
mentation materielle de la distribution normale faisant usage de la methode Box-Muller, 
le nombre de bits uniformes utilises pour generer le logarithme est toujours plus eleve 
que celui necessaire pour les fonctions trigonometriques puisque sa pente est tres forte 
dans Fintervalle [0,1]. 
Ces remarques nous semblent necessaires pour comprendre la limitation inherente aux 
approches couramment adoptees dans 1'implementation materielle des generateurs de 
distributions non-uniformes, notamment les approches universelles telles que celles pro-
posees par Cheung et al. [10] ou Thomas et Luk [58]. 
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2.4 Qualification d'un generateur non-uniforme 
Dans le domaine de la statistique, il existe differentes methodes permettant de verifier 
qu'une population issue d'une experience aleatoire respecte une loi de probabilite don-
nee. Generalement, on tente de classer les echantillons suivant des intervalles contigus, 
et on verifie que rhistogramme empirique ainsi forme respecte celui attendu, la distri-
bution de probabilite visee etant connue. Mais il n'existe pas de consensus absolu sur 
la fagon dont ces mesures quantitatives sont effectuees. Les points de debat touchent 
notamment le nombre d'echantillons requis, la taille des intervalles, le nombre des inter-
valles et les quantificateurs qui en sont issus. De plus, on ne recommandera pas la meme 
approche de mesure pour qualifier une distribution continue et une distribution discrete 
[14]. Dans cette section, nous verrons d'une part quelles sont les techniques reconnues 
et celles que Ton rencontre dans 1'application. Cette revue nous permettra de definir le 
protocole experimental que nous nous imposerons pour qualifier nos generateurs. 
2.4.1 Technique reconnue 
D'Agostino et Stephens ont consacre un ouvrage a la qualification des distributions em-
piriques [14] — devenu l'ouvrage de reference dans le domaine. Nombre de chapitres 
de ce livre sont consacres au test du x2, methode universelle s'il en est une, de la com-
paraison d'une distribution empirique avec l'expression mathematique de la distribution 
de probabilite attendue. Le test du x2 e s t effectue en evaluant le quantificateur : 
ou rii est le nombre d'elements dans la classe i, pi la probabilite d'appartenance a cette 
classe telle que definie par l'expression mathematique de la distribution, iV est la taille 
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de la population empirique et k le nombre de classes utilisees. II est d'usage de choisir 
k de sorte qu'aucune classe ne possede moins de 5 elements. D'Agostino et Stephens 
2 
preconisent plutot de diviser l'axe des x suivant k = 2N$ intervalles equiprobables. 
Le quantificateur x2 variant suivant la taille N de la population aleatoire, il est sug-
gere de le ramener a une mesure de probabilite de confiance (p-value) donnee par la 
distribution du %2 de k — 1 degres de liberte. La oil il y a divergence, c'est dans Inter-
pretation de cette valeur. II est d'usage courant de rejeter l'hypothese 7i0 (voulant que la 
population suit la distribution attendue) si la p-value est inferieure a 5%. D'Agostino et 
Stephens soulignent que cette valeur est quelque peu arbitraire et qu'elle est davantage 
issue d'une sorte de consensus general que d'une evaluation mathematique rigoureuse. 
L'Ecuyer quant a lui va plus loin en notant que, pour des populations tres larges (quelques 
millions), lap-value est uniformement repartie sur l'intervalle (0,1) et l'hypothese Ho 
doit etre rejetee si lap-value est proche de 0.0 (ou proche de 1.0) a 1% pres [30]. 
2.4.2 Techniques couramment appliquees 
Les concepteurs de generateurs materiels de nombres aleatoires s'appliquent a valider 
leur design de differentes facons. II y a d'une part ceux qui s'astreignent simplement a 
une validation de la qualite numerique de l'histogramme empirique vs. la courbe mathe-
matique, parmi lesquels [5], [10] et [36]. Des auteurs qui appliquent un test statistique 
(celui du x2 generalement), il y a ceux qui n'observent que peu d'echantillons [13] et 
ceux qui considerent un grand nombre d'echantillons, mais ne s'acquittent pas des re-
commandations de D'Agostino et Stephens qu'ils citent pourtant [33, 34]. Ces derniers 
referent souvent aux fortes valeurs des p-value obtenues, soit-disant garantes de la grande 
qualite de leur generateur. 
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Une approche tout a fait originate et rencontree dans les travaux de D. Thomas [56, 58] 
consiste a non pas donner la p-value, mais plutot la taille de la population au-dela de 
laquelle le generateur echoue le test du x2- H e s t alors considere qu'un generateur est 
meilleur qu'un autre si la taille de cette population est tres grande. 
En ce qui a trait a la correlation des generateurs, les auteurs se contentent, quand il le 
font, de verifier que deux echantillons consecutifs ne sont pas correles [3, 33, 34]. II est 
etonnant de constater que seul ce test est effectue quand on connait la grande rigueur 
avec laquelle les generateurs uniformes sont considered (voir la section 1.3.2). Nous 
verrons plus loin que ce critere est souvent insuffisant et qu'une inspection plus poussee 
est davantage conseillee. 
2.5 Conclusion 
Ce chapitre a couvert la generation materielle de nombres aleatoires suivant une distri-
bution non-uniforme. Nous avons pu constater que les architectures dites universelles 
sont encore a un stade embryonnaire. L'avenue la plus prometteuse est celle de l'inverse 
utilisant 1'approximation polynomiale par parties et proposee par Cheung et al. [10]. 
Mais cette methode n'offre malheureusement pas la possibilite d'une reconfiguration en 
temps d'execution, ni la garantie d'une generality d'application. La methode de com-
binaison lineaire proposee par D. Thomas [56, 58] est la seule qui puisse pretendre a 
Funiversalite, mais les limitations qui la caracterise quant a la precision demeurent pre-
occupantes. Finalement, notre revue des generateurs d'exponentielle et de gaussienne 
nous ont permis non pas tant de connaitre les approches utilisees, mais plutot les criteres 
qui les entourent, tant du point de vue de la resolution des echantillons, du nombre de 
bits uniformes necessaires et de la taille relative de leur implementation. Ces criteres 
nous permettent de mieux situer nos propres travaux et de dessiner la frontiere entre ce 





Le chapitre qui debute ici couvre la partie theorique de notre travail. Nous presentons 
l'algorithme specialement con?u pour la generation de nombres aleatoires sur puce. Dans 
un premier temps, nous nous interessons a son expression generate et la rattachons a la 
theorie des reseaux bayesiens et des arbres de decisions. Nous tentons ensuite de couvrir 
les considerations propres a 1'implementation materielle de l'algorithme et en degageons 
les benefices et les limitations theoriques. Nous verrons par la suite le developpement 
mathematique a meme d'ouvrir une breche dans les ecueils mis en evidence et presentons 
les conclusions a tirer en ce qui a trait aux distributions exponentielle et normale. Le 
chapitre est acheve par l'enonciation de notre methodologie de travail et les hypotheses 
admissibles qui s'y rattachent. 
3.2 Principe de base du modele 
Notre travail s'inscrit dans l'heritage scientifique des methodes stochastiques vues a la 
section 2.2.1. Rappelons brievement qu'il s'agit de techniques materielles associees aux 
signaux probabilistes. Aussi, notre modele de calcul se fonde sur la generation des bits 
d'une variable aleatoire issue d'une distribution non-uniforme. Considerant qu'une va-
riable aleatoire puisse etre generee un bit a la fois, il est evident qu'il existe un lien intime 
qui rattache le modele de calcul a la representation binaire des nombres a generer; aussi 
la connaissance prealable de cette derniere est primordiale. 
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La section 3.2.1 presente sommairement notre algorithme afin d'en eclairer les enjeux. 
La section 3.2.2 fait reference aux reseaux bayesiens auxquels notre modele peut etre 
rattache. La section 3.2.3 replace le modele dans le domaine des arbres de decision 
binaires afin de mieux en expliciter le fonctionnement et le positionner par rapport au 
modele de Knuth et Yao [25]. Finalement, la section 3.2.4 replace le modele dans un 
contexte d'execution materielle. 
3.2.1 Formulation generate 
La figure 3.1 illustre graphiquement l'execution de 1'algorithme que nous proposons. 
Nous considerons ici une distribution arbitraire qui se trouve etre la distribution normale 
de parametres fi = 512 et a = 128 definie sur l'intervalle ±4<r. 
(c) «J) 
FIG. 3.1 Etapes de l'approche dichotomique. (a) Generation du bit le plus significatif. 
(b) Generation du second bit. (c) Generation du troisieme bit. (d) Etapes subsequentes 
jusqu'a la generation du sixieme bit. 
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La generation de la variable aleatoire x s'effectue suivant un processus dichotomique 
permettant de generer x un bit a la fois. A chaque etape de l'algorithme, l'intervalle des 
valeurs possibles est divise en deux parties egales, puis l'une des deux parties est choisie 
de maniere stochastique. Cette procedure permet la generation de x un bit a la fois, en 
commencant par le bit le plus significatif, tel que l'illustre la figure 3.1.a. Le processus 
se poursuit en divisant en deux parties egales le segment choisi, dont l'une des deux 
est selectionnee de maniere similaire aux bits precedents, tel que l'illustrent les figures 
3.1.b et 3.I.e. Pour des raisons de lisibilite, le processus est continue jusqu'au sixieme 
bit (figure 3.1.d). II peut neanmoins l'etre indefiniment, suivant la precision recherchee. 
L'interet de cette methode est d'abord qu'elle peut-etre executee en parallele dans un 
contexte materiel. En supposant que Ton dispose d'unites chargees de generer un bit de 
x, on peut imaginer une structure collaborative ou les unites se transmettent les mots 
partiels de x en generant continuellement le bit dont elles sont chargees. Le second 
interet est que plus on progresse, plus la probabilite associee a un bit tend vers 0.5, 
et la precision requise devient unitaire (un seul bit uniforme suffit). Finalement, cette 
approche est suffisamment generate pour etre consideree universelle, comme nous le 
demontrons a la section 3.2.2. 
3.2.2 Mise en contexte appliquee aux reseaux Bayesiens 
Nous allons tenter ici de modeliser l'algorithme au moyen des reseaux bayesiens (RB) 
dont la paternite revient a Judea Pearl [50]. Pearl a concentre ses efforts durant les annees 
1980 a asseoir les reseaux bayesiens sur un formalisme on ne peut plus rigoureux qui ne 
peut que nous etre profitable. 
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Suivant la definition qu'en donnent Russel et Norving [51], un RB est defini comme : 
1. Un ensemble de N variables aleatoires formant les noeuds Ai (1 < % < N) du 
reseau. Ces variables peuvent tout autant etre discretes que continues ; 
2. Un ensemble d'arcs diriges joignant des paires de noeuds du reseau. L'ensemble 
des noeuds parents du nceud Ai est 1'ensemble des noeuds Aj (J < i) qui pointent 
directement vers A{; 
3. Chaque noeud Ai possede une distribution de probabilite conditionnelle notee 
P(Ai | Parents(-Aj)) qui quantifie sa dependance a l'etat de ses parents. 
Si un RB est constitue de noeuds binaires (c'est-a-dire que chaque nceud Ai du reseau 
ne peut prendre que deux valeurs possibles — 0/1 pour nous —, dont la realisation est 
notee ai), nous l'appellons reseau bayesien binaire (RBB). Soit S l'etat d'un RBB a 
N noeuds, alors S peut atteindre au plus 2^ etats dont le vecteur a = aia2a... aN est 
la realisation. La probabilite jointe1 P(a) est donnee par la probabilite conjonctive sur 
l'etat des noeuds A : P(a) = P(oi, 02^, • • •, O>N)- Peafl a fait la demonstration que la 
distribution jointe est donnee par le produit des probabilites conditionnelles associees 
aux noeuds [50]: 
N 
P(a) = J | P (A = di I Parents(A)) (3.1) 
Si nous regardons l'etat a comme la representation binaire d'un entier 0 < a < 2N, alors 
a suit une distribution de probabilite f(a) definie par l'equation (3.1). Pour des raisons 
de lisibilite, nous notons di la realisation des parents du noeuds A4. Nous relevons alors 
que P(Ai = 0 I aj) = 1 — P(Ai = 1 | di). II en ressort que la distribution de probabilite 
/(a) est entierement decrite par ses parametres P(A, = 1 | di). 
'Le vocabulaire et les notations sont empruntes a la theorie des RB. 
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II est d'usage de decrire les parametres du RB sous la forme d'un tableau de probabilites 
conditionnelles [51]. Nous les decrivons plutot comme des fonctions nodales que nous 
notons ifii(&i), ou di sera pour nous la representation binaire d'un entier 0 < &i < 21"1. 
<D(,i) 



























< A 3 
FIG. 3.2 RBB totalement connecte de la distribution vue a la section 3.2.1 et tables des 
distributions conditionnelles (ou fonctions nodales) associees. 
Si l'ensemble des noeuds parents de tout noeud Ai est l'ensemble de tous les nceuds 
Aj (J < i) du RBB, alors ce RBB est dit totalement connecte. Un RBB totalement 
connecte peut suivre toute distribution discrete. En definissant une fonction bijective 
xb = T(a) associant a chaque etat a une representation binaire a virgule fixe xb de 
la variable aleatoire x, il devient possible de generer n'importe quelle distribution de 
probabilite f(x) en simulant le RBB totalement connecte. Cette simulation n'est que la 
traduction dans le domaine des RB de notre algorithme dichotomique et il a de fait ete 
propose par Henrion [22]. Pour ce faire, il suffit de calculer les parametres de ce RBB : 
on definit pour chaque noeud Ai les trois constantes ax, i = 2N~t+1di,aB, i = OA, i+2N~l 
et ac, i = aB, % 4- 2
N~l et on exprime la fonction nodale par : 
Vt(«i) 
F[T(ac,i)]-F[T(aBtl)} 
F[T{ac, i)] - F[T{aA,,)] 
(3.2) 
ou F(x) est la fonction de repartition de la variabe non-uniforme x. 
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3.2.3 Mise en contexte appliquee aux arbres de decision binaire 
La section 3.2.2 nous a permis d'articuler notre algorithme dans le cadre des RB et d'ex-
primer ainsi les fonctions nodales comme des distributions de probabilite conditionnelle. 
Les arbres de decision binaire sont un outil graphique puissant pour illustrer de maniere 
compacte les relations conditionnelles. Outre cette caracteristique illustrative, cet outil 
va nous permettre de comparer notre algorithme au modele de generation de variables 
aleatoires propose par Knuth et Yao [25] et de mieux apprecier l'originalite de notre 
approche. 
Considerons pour ce faire l'exemple de generation d'une variable aleatoire x dont la 
representation binaire tient sur 4 bits2. Supposons maintenant que x soit la valeur d'une 
des six faces d'un de a jouer. La fonction de repartition de x est simplement exprimee 
par P(X = x) = P(a l5 a2, a3, a4) = 1/6 six G {1, 2, 3, 4, 5, 6} et 0 autrement. Nous 
obtenons ainsi les fonctions nodales donnees par la table 3.1, definies pour l'arbre de 
decision binaire de la figure 3.3. 
TAB. 3.1 Valeurs des fonctions nodales pour le probleme du de a six faces. Les valeurs 













































2Afin de respecter la notation des RB, nous notons x — 01020304, contrairement a la nomenclature 
habituelle de la representation binaire des entiers. 
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FIG. 3.3 Arbre de decision binaire de quatre niveaux et les fonctions nodales associees 
pour le probleme du de a six faces. 
Considerons maintenant comment le meme probleme est traite par Knuth et Yao [25]. Le 
bit de signe ax valant toujours 0, ce dernier peut etre retire de 1'arbre. Nous aurons done a 
generer aleatoirement les bits a2, a3 et a4. La methode de Knuth consiste a jouer a pile ou 
facejusqu'a ce que le resultat recherche arrive. II y a done une probability de 0.5 d'aller 
a droite (respectivement a gauche) depuis n'importe quel noeud de l'arbre de decision 
binaire de la figure 3.4. Dans le cas ou l'experience aleatoire atterrit sur a2a^a^ = 000 ou 
G.2O3Q4 = 111, l'algorithme se deplace en amont de l'arbre pour reprendre la procedure. 
Knuth et Yao ont montre qu'il n'etait pas necessaire de remonter jusqu'a la racine dans 
ce cas et qu'un retour au niveau 1 etait optimal. II a egalement fait la demonstration qu'en 
moyenne, sur un grand nombre d'essais, il faudrait au plus 6 bits uniformes pour obtenir 
un resultat valide. Generalisant cette conclusion, il parvenait a faire la demonstration que 
toute generation aleatoire de variable non-uniforme de ce type pouvait etre realisee pour 
un ratio maximal de pa = 2. Nous avons en effet pa = 6/3 = 2. 
Remarquons pour commencer qu'il est possible de « derouler » a l'infini l'arbre de deci-
sion binaire de la figure 3.4 en s'appuyant sur les chemins de retroaction. Ce deroulement 
transforme l'arbre balance en un arbre binaire totalement debalance et possedant une in-
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FIG. 3.4 Arbre de decision binaire de trois niveaux du a Knuth pour le probleme du de a 
six faces. 
finite de niveaux. On dira que le fait de fixer la probabilite de choisir la branche de droite 
a une probabilite de 0.5 deforme l'arbre pour respecter la distribution de probabilite vi-
see. A contrario, notre approche part d'un arbre de decision binaire totalement balance 
puis contraint les probabilites conditionnelles sur les noeuds (fonctions nodales <pj) pour 
respecter la distribution de probabilite. 
Notons que l'implementation materielle de l'algorithme de Knuth aurait Favantage de 
ne requerir qu'un seul bit uniforme par unite nodale, alors que la notre en requiert non 
seulement plusieurs, mais necessite egalement la memorisation d'un nombre exponen-
tiellement croissant de probabilites conditionnelles. Cependant, 1'avantage qu'offre notre 
approche est que les probabilites conditionnelles au niveau des noeuds sont toujours de 
loin superieures a la plus petite des probabilites jointes de la fonction de repartition vi-
see, et ce en raison de la forme de l'equation (3.1). C'est cette expression sous forme de 
produit des probabilites conditionnelles qui donne l'avantage selon nous a notre methode 
en comparaison des approches materielles adoptees jusqu'ici, notamment la methode de 
combinaison lineaire proposee par Thomas [56, 58]. 
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3.2.4 Difficultes dans la mise en ceuvre materielle 
Les sections qui precedent nous ont permis de mieux situer notre approche et d'en eclai-
rer les avantages sur les methodes materielles classiques, qui consistent pour la plupart a 
« cabler »les algorithmes connus. Neanmoins, elle nous a egalement permis de mesurer 
les difficultes que pourrait poser son implementation materielle. En supposant que nous 
voulions generer une variable aleatoire non-uniforme x decrite par un nombre raison-
nable de bits, 16 par exemple, il apparait evident qu'un premier probleme reside dans 
l'utilisation des nombres uniformes. En effet, en admettant que 20 bits uniformes soient 
suffisants pour la generation d'une experience de Bernoulli (section 2.2.1), il ne fau-
drait pas moins de 320 bits uniformes pour generer x, soit dix generateurs uniformes 
tels que le Tausworthe combine. Ceci est bien entendu inacceptable en regard de ce qui 
se fait couramment et des criteres usuels de disposer d'un generateur compact. De plus, 
pour generer 16 bits, il faudrait memoriser pas moins de 216 — 1 = 65 535 probabilites 
conditionnelles, exprimees sur 20 bits chacune. 
3.3 Developpement du modele mathematique 
Nous allons tenter ici de developper les equations vues a la section 3.2.2 pour voir com-
ment la contrainte de memoire peut etre contournee. Nous nous interesserons ensuite a 
l'application de ces equations aux distributions usuelles que nous decrivions a la sec-
tion 2.2.3 et que resume le tableau 2.1. Finalement, nous nous interesserons plus attenti-
vement aux distributions qui nous concernent dans ce memoire, a savoir 1'exponentielle 
et la normale. 
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3.3.1 Expression compacte de la fonction nodale 
La figure 3.5 exprime graphiquement le calcul de la fonction nodale donnee par 1'equa-
tion (3.2). Le calcul est effectue pour la fonction </?5 suivant la distribution normale de 
parametres /x = 512 et a = 128 sur l'intervalle ±4o\ L'axe des d5 est superpose aux 
axes usuels de la courbe pour expliciter le mecanisme de calcul. L'axe des x est ega-
lement discretise de sorte a refleter la subdivision de l'abscisse de la distribution nor-
male A/"(512,128) en 16 zones equidistantes — elles-memes subdivisees en deux parties 
egales. Les 16 zones de l'axe des x correspondent a une valeur de d$, ces valeurs vont de 
0 a 2 l _ 1 — 1 = 24 — 1 = 15. La probability conditionnelle ip5 est donnee par le ratio de la 
surface de la zone sur 1'ensemble de la surface sous la courbe. Joindre les points de ces 










Xt) X\ Xz X) X.\ Xs X(, Xl Xf, .XS.VlfJ XM)XWX?,2 
FIG. 3.5 Illustration du calcul de la fonction nodale <̂ 5 pour a5. 
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La fonction nodale ipi prendra differentes formes suivant la distribution de probabilite 
consideree. Dans le cas de la distribution normale, nous aurons toujours une droite pour 
certaines conditions sur le rang i associe au noeud. Afin de mieux comprendre le compor-
tement de ces fonctions, nous allons les etudier ici. Dans un premier temps, nous allons 
definir les points xk (0 < k < 2
l) utiles pour calculer la fonction nodale (/?*, telle que 
la donne l'equation (3.2), et que nous retrouvons a la figure 3.5. Nous reecrivons alors 
l'equation (3.2) comme suit: 
,, (n\ i F(xk+i) - F(xk) 
iPi{ai) = 1 - — ——-, k = 2di (3.3) 
F(xk+2) - F(xk) 
Nous notons h le pas entre les xk (h-xk+i — xk,0<k< 2
l). Nous procedons alors a un 
changement de variables xk = kh + XQ qui nous permet d'ecrire : 
F([k + 2\h + xQ) - F(kh + x0) 
En supposant h suffisamment petit, il est possible de multiplier le nominateur et le de-
nominateur par h"1 et d'approximer y?i(«i) : 
t*\ i f{kh + x0) 
f([k + ljft + x0) + f{kh + XQ) 
Le developpement de Taylor de f([k + \)h + x0) ~ f(kh + x0) + hf'(kh + x0) de degre 
1 nous permet d'ecrire : 
r-\ i f(kh + x0) 
^ " l ~ 2f(kh + x0) + hfi(kh + x0y
k = ^ ( 3-6 ) 
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Dans le cas de la grande majorite des distributions, f(kh + x0) ^ 0. Nous aurons done : 
(Pi(&i) ~ 1 -
Z'^ra f(kh+x0) 
(3.7) 
Tout l'interet de ce developpement tient dans le fait que In'(f(x)) , comme nous 
le verrons a la section 3.3.2. D'ici la, terminons ce developpement mathematique en 
relevant qu'un developpement limite sur l'equation (3.7) nous donne : 
1 h 
(Pi(&i) ~ - + - ln'(f(x)),x = kh + x0etk = 2a{ 
(3.8) 
3.3.2 Applications aux distributions usuelles 
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La table 3.2 presente 1'application de l'equation (3.8) aux distributions que nous conside-
rions deja au chapitre 2. L'interet de cette revue est 1'etude des expressions analytiques 
des fonctions nodales. Relevons qu'il est remarquable que la fonction logarithmique 
58 
de l'equation (3.8) permette d'exprimer toute multiplication presente dans la fonction 
de densite f(x) sous la forme d'une addition, et toute puissance sous la forme d'une 
constante multiplicative. C'est un constat d'autant plus remarquable que la grande ma-
jorite des distributions exploitent la fonction exponentielle. II est tout aussi appreciable 
de relever que l'equation (3.8) s'appuie sur la fonction de densite f(x) et non la fonction 
de repartition F(x), dont l'expression analytique n'est pas toujours connue. 
Alors que les fonctions nodales des distributions normale et exponentielle exhibent un 
comportement lineaire, les autres distributions semblent contraindre a une etude plus 
approfondie que nous nous sommes epargne. Nous allons done concentrer nos efforts 
sur les distributions ou la methode semble s'appliquer avec aisance. 
3.3.3 Specificites des distributions exponentielle et normale 
Les expressions analytiques des fonctions nodales donnees au tableau 3.2 sont des ap-
proximations qui se fondent sur certaines hypotheses: un pas h suffisamment petit, ap-
plicabilite de developpements de Taylor de degre 1, etc. L'equation (3.8) offre done un 
bon apercu du comportement attendu de la fonction nodale, mais aucune garantie sur 
son exactitude numerique. Nous allons considerer dans le detail ce que vaut la fonction 
nodale pour les distributions exponentielle et normale. 
Pour la distribution exponentielle, la fonction nodale devrait se ramener a une constante 
selon les resultats de la table 3.2. Considerons la generation de x dans l'intervalle [0, 32A] 
ou la distribution est entierement couverte a 1, 2657 • 10~12 % pres. Pour chaque noeud i, 
nous avons x0 = 0 et h = 32A/2\ Nous reecrivons l'equation (3.4) comme suit: 
iPi(di) = 1 rrr 575-, k = 2&i (3 .9 ) 
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En divisant le nominateur et le dominateur par e * , on trouve : 








Ce qui indique que la fonction nodale fi(di) ne depend pas de flj et qu'elle se resume 
a une constante pour chaque noeud i. Autrement dit, le resultat de la table 3.2 illustre 
tres exactement le comportement de la fonction nodale. Cependant, elle n'en donne pas 
1'expression analytique exacte mais une approximation qui tend a l'etre quand le pas h 
diminue (quand l'indice du noeud augmente). Cette approximation tend a devenir exact 
pour les nceuds 5 a 32. Afin d'estimer l'exactitude de cette approximation, la figure 3.6 
trace l'erreur relative obtenue pour ces nceuds. L'echelle des ordonnees est logarithmique 
afin de refleter la precision machine requise. 
Erreur relative dans l'approximation de la fonction nodale (exponentielle) 
9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 
Indice des noeuds 
FIG. 3.6 Erreur d'approximation de la fonction nodale pour la distribution exponentielle. 
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La distribution exponentielle presente un tres bon enseignement de la fa<jon dont il faut 
recourir a l'equation (3.8). Cette derniere doit etre utilisee comme estimateur analytique 
de l'allure de la fonction nodale en vue de l'elaboration d'une strategie d'approxima-
tion. Si la fonction nodale peut etre exprimee analytiquement, il est preferable de s'y 
tenir. Autrement, il est suggere de rechercher les parametres permettant de retrouver une 
expression ayant la forme de celle donnee par l'equation (3.8). 
Erreur relative dans l 'approximation de la fonction nodale (normale) 
3 4 5 6 7 8 9 10 11 12 13 14 15 
Indice des noeuds 
FIG. 3.7 Erreur d'approximation de la fonction nodale pour la distribution normale. 
Pour nous en convaincre, considerons la loi normale. Celle-ci ne connait pas d'expres-
sion analytique de sa fonction de repartition mais l'equation (3.8) indique que la fonction 
nodale devrait avoir un comportement lineaire. Considerons pour fins de verification la 
generation de la variable x issue de la normale sur la moitie de Pintervalle [—4a, +4a] 
(1'autre moitie etant generee par symetrie)3. Pour chaque noeud i, nous posons XQ = 0 
et h = 4<T/2\ Comme on peut s'en apercevoir, l'approximation gagne en precision avec 
l'ordre des noeuds. Une approximation lineaire faisant fi de l'expression analytique de 
3Nous nous contentons de 4<r car les outils logiciels tels que MATLAB causent des problemes d'ar-
rondi dans 1'evaluation de la fonction de repartition dans l'intervalle [4a, 8a]. 
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1'approximation est plus appropriee pour les noeuds de premier ordre. Pour les noeuds 
d'ordre superieur, 1'approximation convient parfaitement comme l'illustre la figure 3.7. 
La figure 3.7 presente l'erreur relative (moyenne) de 1'approximation donnee par l'equa-
tion (3.8). Nous n'avons considere ici que les noeuds 3 a 15 a cause de la trop grande 
quantite de memoire requise pour 1'evaluation numerique des fonctions nodales d'ordre 
superieur. II est interessant de remarquer la decroissance exponentielle de l'erreur. La 
tendance de cette decroissance est justifiee par le fait que le pas h diminue de moitie a 
chaque fois que l'ordre du noeud croit d'une unite. Si nous comparons cette courbe avec 
celle de la figure 3.6, il est curieux de constater la forme particulierement cahoteuse de 
l'erreur relative pour les noeuds 17 a 32 dans le cas de 1'exponentielle. En verite, la pre-
cision des librairies mathematiques (MATLAB en l'occurrence ici) est particulierement 
compromise pour des resolutions aussi extremes. 
3.4 Hypotheses et methodologie 
Maintenant que notre modele mathematique est suffisamment elabore et que notre re-
vue de litterature est suffisamment complete, nous allons enoncer les hypotheses de 
travail que nous admettrons pour le restant du memoire et la methodologie que nous 
avons suivie pour la realisation du projet. Nous considerons d'une part la representation 
des nombres, c'est-a-dire tout ce qui a trait au format et a la resolution des variables 
aleatoires. Nous voyons egalement comment nous qualifions les generateurs aleatoires 
produits a la lumiere des methodes vues a la section 2.4. Nous enoncons finalement le 
processus de conception que nous avons mis en application pour la bonne conduite du 
projet. 
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3.4.1 Representation des nombres 
Comme nous avons pu le voir au chapitre 2, tous les generateurs materiels de nombres 
aleatoires suivant une distribution non-uniforme recourent a une representation a vir-
gule fixe. Lorsque la distribution le requiert, les nombres signes sont representes en 
complement a 2. Cette representation peut causer certains effets indesirables lors d'une 
conversion vers une representation a virgule flottante (section 1.3.5), plus repandue dans 
un environnement logiciel. Nous considerons done comme une hypothese raisonnable le 
recours exclusif a la representation a virgule fixe. De ce fait, il sera tout aussi raisonnable 
de considerer toute variable aleatoire continue telle une variable discrete [15]. 
Le travail de Timarchi et al. [59], revu a la section 2.3.2, nous a permis d'evaluer l'appetit 
grandissant des architectures recourant a plus de 16 bits. La limitation de la representa-
tion des nombres a 16 bits est egalement appliquee par Cheung et al. [10], Lee et al. 
[33, 34, 36] et Thomas [56, 58]. Aussi, nos architectures finales considerent la variable 
aleatoire x representee sur 16 et 32 bits. 
Pour ce qui est de la representation des nombres pour nos generateurs, nos choix sont dic-
tes par la couverture recherchee pour x. Ainsi, la generation de x dans l'intervalle [0,16) 
est suffisante pour la distribution exponentielle de parametre A = 1; l'intervalle [0, 32) 
est considere exhaustif. Nous aurons done une representation non signee a virgule fixe 
comptant 4 a 5 bits pour la partie entiere et les bits restants pour la partie fractionnaire. 
Dans le cas de la distribution normale centree reduite, nous considerons la generation 
de x dans l'intervalle [—4, +4) comme suffisante; elle sera pour nous exhaustive dans 
l 'intervalle [—8, + 8 ) . Nous aurons une representation signee comportant 1 bit de signe, 
3 a 4 bits pour la partie entiere et les bits restants pour la partie fractionnaire. 
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3.4.2 Utilisation des bits uniformes 
Nous avons pu voir au chapitre 2 que les auteurs fixaient le nombre de bits uniformes 
necessaires a leur generateur en fonction de la precision recherchee. Ainsi, les architec-
tures visant une tres grande precision utilisent entre 48 et 80 bits uniformes. Nous avons 
note a la section 2.3.4 que cette approche est caracteristique du paradigme de division 
non-lineaire de l'intervalle [0,1], qui n'est pas le notre. Notre approche consiste plu-
tot a repeter plusieurs experiences aleatoires de Bernouilli, ce qui nous permet de fixer 
l'intervalle de generation de x sans connaissance prealable du nombre de bits uniformes 
necessaires. Nous avons considere que 32 bits uniformes etaient largement suffisant pour 
mener une experience de Bernoulli avec une bonne precision (en de<ja du milliardieme). 
Nous verrons a la section 4.2.2 de quelle fagon il est egalement possible de minimiser 
le nombre de generateurs uniformes pour l'ensemble du generateur non-uniforme par-
tageant une ressource commune pour l'ensemble des noeuds au moyen d'un chemin de 
donnees approprie. 
3.4.3 Qualification des generateurs proposes 
Nous avons vu a la section 2.4 que le test du x2 e s t le test de choix pour qualifier les 
generateurs non-uniformes. Contrairement a ce que pratiquent differents auteurs, nous 
avons choisi de suivre les consignes d'Agostino et Stephens et de diviser l'intervalle de 
generation en k = 2N$ intervalles equiprobables pour une population de N = 20 • 106 
echantillons. Lap-value n'ayant pas grande signification dans ces conditions [30], nous 
nous contenterons de la mentionner pour confirmer que le generateur passe ou non le test 
du x2- Neanmoins, pour que nos designs puissent etre compares a ceux de la litterature, 
nous procederons comme le firent Lee et al. [33,34] en divisant l'intervalle de generation 
en k = 100 intervalles equidistants pour une population de N = 4 • 106 et comparerons 
la p-value ainsi obtenue a celle donnee dans les articles susmentionnes. 
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3.4.4 Processus de conception et de validation 
Notre travail de conception a suivi un processus de descente hierarchique d'abstraction. 
Aussi, chaque implementation est initialement validee par un equivalent de prototypage 
logiciel implemente dans MATLAB, permettant d'en explorer l'efficacite. Une fois le 
modele valide a ce niveau d'abstraction par le test du \2 pour une population raisonnable 
(TV = 150 000), Le generateur est implemente en materiel au moyen d'une description 
VHDL ou un modele Simulink equivalent au moyen de l'outil System Generator de 
Xilinx. Le design ainsi produit est alors valide a son tour par le meme test du x2, pour 
des populations de N = 4 • 106 et N = 20 • 106. Le recours renouvele au test du x2 est 
justifie par le fait que 1'implementation MATLAB ne fait pas usage du meme generateur 
uniforme que celui implemente en materiel (section 4.2.4). Toutes les sources utiles sont 
donnees en annexes et clairement identifiees dans le texte. 
Nous considerons dans notre travail la correlation serielle. Le generateur d'exponentielle 
ayant 1'expression mathematique la plus simple (puisque la generation de chaque bit est 
independante de celle des autres), nous y recourrons comme modele d'investigation em-
pirique. Nous aurons a coeur de produire des generateurs assurant aucune correlation 
entre deux echantillons consecutifs. Neanmoins, au contraire de ce qu'ont pu faire les 
auteurs cites dans ce memoire, nous nous attarderons egalement a une etude plus appro-
fondie en considerant davantage de /c-tuplets et enoncerons les moyens de garantir la non 
correlation en ayant soin de viser des implementations les plus compactes possibles. 
Nous comparons nos generateurs avec ceux cites dans la litterature, tant du point de vue 
de la vitesse d'execution, de la surface d'utilisation, de l 'intervalle de generation et de la 
qualite du bruit produit. Uimplementation materielle etant realisee sur les FPGA de Xi-
linx, la surface d'utilisation est comparee en se referant simplement au nombre de slices 
necessaires et a la frequence maximale d'operation. Nous basons nos comparaisons sur 
les estimations apportees par le logiciel ISE 10.1 apres placement et routage. 
65 
Finalement, nous aurons a coeur de presenter un exemple d'acceleration materielle d'une 
application Monte Carlo tiree de la pratique des physiciens en optique et qui a le merite 
de faire intervenir les generateurs presentes ici. Le code source de cette application est 
librement disponible sur le net et sera discute au chapitre 5. 
3.5 Conclusion 
Ce chapitre nous a permis d'exposer notre algorithme dichotomique ainsi que le modele 
mathematique s'y rattachant. Le rapprochement avec le domaine des reseaux bayesiens 
nous a aides a mettre en equation la relation des probabilites conditionnelles exprimees 
par notre approche dichotomique. La representation sous forme d'arbre de decision bi-
naire a revele son fonctionnement intuitif et l'originalite qui le distingue du modele de 
Knuth et Yao. 
Notre developpement entourant la fonction nodale nous a permis de considerer les avan-
tages et les limites de notre methode. Ainsi, nous savons que les distributions exponen-
tielle et normale se pretent bien a une implementation materielle eventuelle puisque leurs 
fonctions nodales se resument respectivement a une constante et une droite. Le chapitre 
4 nous permettra de mieux apprecier ces conditions favorables. 
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CHAPITRE 4 
ARCHITECTURES DES GENERATEURS ALEATOIRES 
4.1 Introduction 
Le chapitre qui debute ici couvre les differentes architectures materielles que nous propo-
sons et explorons pour generer une variable aleatoire non-uniforme en exploitant l'algo-
rithme dichotomique presente au chapitre 3. Cette presentation comprend 1'architecture 
universelle qui en est issue et sa declinaison aux distributions exponentielle et normale. 
U architecture que nous nommons « universelle » sera pour nous une sorte de patron 
de conception tres general sans veritable visee d'application materielle. Ce patron nous 
permettra d'exprimer clairement les difficultes que pose la mise en oeuvre materielle de 
ces generateurs non-uniformes, que cela soit en terme d'utilisation des bits uniformes, 
de resolution de la fonction nodale etc.... Nous nous concentrons ensuite a detailler les 
architectures materielles possiblement applicables aux distributions exponentielle et nor-
male. Ce recensement permettra de definir les experimentations auxquelles nous nous 
livrerons au chapitre 5. 
4.2 Architecture universelle 
L'algorithme dichotomique du chapitre 3 est base sur la generation de la variable alea-
toire non-uniforme x, un bit a la fois. Nous considerons dans un premier temps les gene-
rateurs de Bernoulli existants et y proposons une modification qui nous sera utile. Nous 
survolons ensuite l'architecture collaborative que nous proposons et les considerations 
pratiques entourant les generateurs uniformes. 
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4.2.1 Generateur d'une distribution de Bernoulli 
Nous avons vu a la section 2.2.1 l'architecture du generateur de Bernoulli proposee 
par Gaines [8, 18] (figure 2.1). Celle-ci souffre malheureusement d'un chemin critique 
preoccupant qui poussa van Daalen et al. [61] d'en proposer une version modifiee (figure 
2.2). Si on y regarde de plus pres, il devient clair que la partie combinatoire de la cellule 
de la figure 2.2 est stochastiquement identique a celle de chacun des multiplexeurs de la 
figure 2.1. Aussi, 1'option de pipeliner l'architecture de Gaines est egalement suggeree 
par Brown et Card en registrant la sortie des multiplexeurs [8]. Cependant, dans les deux 
cas, le generateur de Bernouilli ne pourra changer de parametre (probabilite que la sortie 
vale 1) d'un coup d'horloge a 1'autre. Ce critere est fondamental pour notre generateur 
puisque chaque noeud produit un bit stochastique dont la probabilite varie avec l'etat des 
noeuds parents. 
Analysons le fonctionnement de l'architecture de Gaines. Nous avons volontairement 
choisi de la representer comme une combinaison de 2m multiplexeurs cascades. II n'est 
aucunement necessaire de disposer d'un nombre de multiplexeurs qui soit une puissance 
de 2. Supposons cependant que ce soit le cas; alors il est interessant de noter qu'il est 
possible de prevoir la valeur de la sortie Y en parcourant les bits de commande Ui, et 
ce du bit u\ au bit w2m : la sortie Y prendra la valeur du bit bi dont l'indice est celui 
du premier bit M* non nul; Y vaudra 0 si tous les bits ut sont nuls. Cette simple analyse 
nous permet de diviser le generateur de Bernoulli de Gaines en deux parties distinctes. 
La premiere partie trouve l'indice du premier bit non nul parmi les 2m bits uniformes ttj. 
La seconde partie choisit quant a elle le bit correspondant parmi les bits de probabilite 
b{. La sortie est forcee a 0 dans le cas ou tous les bits uniformes sont nuls. La premiere 
partie est implementee en utilisant un encodeur de priorite; la seconde partie est realisee 
au moyen d'un multiplexeur; la sortie est forcee a 0 au moyen d'une porte ET, comme 
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FIG. 4.1 Generateur de Bernoulli propose, (a) Generateur de Gaines separe en deux 
parties, (b) Architecture iterative d'un encodeur de priorite pipeline. 
Les encodeurs de priorite sont moins populaires dans les systemes numeriques que ne le 
sont les multiplexeurs par exemple. Xilinx preconise d'ailleurs de forcer explicitement 
l'inference d'un encodeur de priorite en ajoutant la contrainte PRIORITY_EXTRACT. 
Si l'encodeur de priorite est trop gros (si m est de l'ordre de 5 et plus), nous proposons 
d'utiliser une version iterative de l'encodeur de priorite de notre cm que presente la 
figure 4. Lb. Un tel encodeur de priorite peut etre pipeline au besoin en registrant les 
sorties. 
L'encodeur de priorite 2m a m iteratif fonctionne comme suit. L'entree est divisee en 
deux parties confiees a deux encodeurs de priorites 2m~1 a m — 1 notes (1) et (2) (ces 
derniers peuvent etre registres au besoin); le MSB de l'entree est confie a l'encodeur de 
priorite (1), le LSB est confie a l'encodeur de priorite (2). La sortie GS (Group Signal) 
d'un encodeur de priorite vaut 1 a moins que l'entree ne soit nulle. La sortie GS de 
l'encodeur de priorite iteratif est obtenue par une porte OU sur les signaux GS des deux 
encodeurs de priorite (1) et (2). Si le MSB n'est pas nul, le multiplexeur conduit la 
sortie de l'encodeur de priorite (1), autrement, il conduit celle de l'encodeur de priorite 
(2). La sortie de l'encodeur de priorite iteratif (representee sur m bits) est obtenue en 
concatenant la sortie du multiplexeur et le signal GS de l'encodeur de priorite (1) (ce 
dernier est place en MSB). 
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4.2.2 Architecture collaborative des noeuds 
Quand on cherche a concevoir une machine mimiquant le comportement de l'algorithme 
dichotomique, on en vient a se demander : 1) Comment faire pour que la generation soit 
la plus efficace ? 2) Comment faire pour que les noeuds communiquent entrent eux ? 
FIG. 4.2 Generation pipelinee des etats des noeuds pour un RBB a quatre noeuds. La 
sortie est validee une fois que le dernier etat est genere. 
A la premiere question, il est possible de repondre aisement en imaginant un systeme pi-
peline dont le fonctionnement est schematise a la figure 4.2. Chaque noeud doit connaitre 
l'etat de ses parents. Les parents sont done generes un a la fois en fonction des noeuds 
precedents. Le premier noeud est independant des suivants et ses etats A(l,j) peuvent 
etre generes continuellement. Le second noeud genere son etat en fonction du noeud pre-
cedent avec une periode de retard. La relation de dependance est indiquee a la figure 4.2 
par le second indice j . Le processus est ainsi continue pour l'ensemble des noeuds jus-
qu'a ce que le dernier noeud soit atteint. A ce moment, la sortie est mise a jour. II devient 
possible dans ces conditions de generer un nouvel etat du reseau a chaque periode a la 
condition que le pipe soit rempli. 
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Le schema de la figure 4.3 repond a la seconde des deux questions. II s'agit la de notre 
structure collaborative des noeuds. Chaque unite nodale possede une sortie registree. A 
chaque coup d'horloge, elle concatene son entree (etat des parents) au bit qu'elle a elle-
meme genere. Ce bit est fonction de l'entree et se place en LSB. A la fin de la structure, 
l'etat a du RBB est ainsi genere a chaque coup d'horloge. 
Pour que chaque cellule puisse generer un bit stochastique, une seconde entree doit etre 
acheminee : le nombre aleatoire uniforme necessaire a la generation du bit aleatoire. Plu-
tot que d'acheminer un nombre aleatoire dans son integralite, nous proposons de profiter 
de la structure de la figure 4.1 .a pour n'acheminer que Vindice associe au nombre uni-
forme (la sortie d'un encodeur de priorite), de sorte a faciliter le routage. II est egalement 
possible de se dispenser du routage du signal GS, ce dernier n'ayant d'utilite que tres ex-
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FIG. 4.3 Structure collaborative des noeuds. Les sorties des cellules sont registries. 
Songeons a fournir a la structure un seul generateur aleatoire sans compromettre pour 
autant la qualite du bruit genere. Cette idee part de Fhypothese qu'un chemin de don-
nees adequat inhiberait les contrefaits eventuels de ce choix. La figure 4.4 suggere trois 
scenarios : le premier scenario (figure 4.4.a) achemine le nombre aleatoire1 en supposant 
que le registrement des unites nodales permet la generation de chaque bit de a indepen-
demment des autres; le second scenario (figure 4.4.b) part du meme principe mais ajoute 
'Nous dirons nombre aleatoire plutot que l'indice obtenu par l'encodeur de priorite pour alleger 
l'ecriture. 
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des registres entre chaque noeud; le troisieme scenario (figure 4.4.b) precede de la meme 
facon (generateur unique plus registrement entre les noeuds) mais achemine les donnees 
a contre-courant du chemin de generation, comme le faisait van Daalen [61] pour son 
generateur de Bernoulli (section 2.2.1). 
Afin de bien comprendre le fonctionnement de ces architectures, considerons l'exemple 
de la generation de quatre bits suivant les trois scenarios de la figure 4.4. Pour ce faire, 
la figure 4.5 reprend le chronogramme de la figure 4.2 en y superposant temporellement 
la generation des nombres aleatoires uniformes. La table 4.1 part de ce graphique pour 
identifier les nombres aleatoires impliques dans la generation des bits des sept echan-
monsA(l,j)kA(7J). 
SN ( \\ 
ijnWCell Ai\ , - ^ r CI 
n I ) \ N 
FIG. 4.4 Scenarios d'alimentation en nombre aleatoires. (a) Un generateur unique pour 
tous les noeuds. (b) Un generateur unique avec registrement entre les noeuds. (c) Genera-
teur unique, registrement entre les noeuds et propagation a contre-courant. 
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Au scenario #1 (figure 4.4.a), les bits de tous les echantillons considered sont generes 
independamment les uns des autres. Le scenario #2 (figure 4.4.b) ne garantit pas cette 
condition et doit par consequent etre rejete. Le scenario #3 (figure 4.4.c) exhibe un com-
portement bien particulier : le chemin de propagation des nombres aleatoires all ant a 
contre-courant de celui de la generation des bits stochastiques, les premiers echantillons 
generes sont invalides; des apres, les echantillons sont constamment generes et les bits 
sont generes independamment les uns des autres. 
U7 v U8 V U9 ^ U10 / /- \ 
/A(1,t)N/ACt,2> /A!1,8r- A(14)SV'A(1,S>X><A(1*> / A ( 1 , 7 ) -'WM) N A(1,9)Vw.1Crt 
\ / ^ .. / . . . . \ , \ / \ . . / .. .- . \ _ \ „ / 
A(2,1)VA(2,2) /,H23) ' A(2,4) • A{25) x'A(26)^X^<2.7)y< *<2W A(2.9) ) 
AjM) / A<3,21 V Af3,3) ^A(3,4) • A(3,5) A<36) /A{3,7) X Ai3,8) 
< A ( 4 , « " > / A S 4 . 2 ) \ ' A { 4 , 3 > - A(4,4> ,. 'A (4 .6 ) / / A ( 4 ^ | \ A(4,7) 
FIG. 4.5 Superposition temporelle des donnees et des uniformes. 

































II n'est pas evident a cette etape de mesurer l'impact du compromis que nous avons 
accepte. Ainsi, les echantillons A(l,j) et A(2,j) du scenario #1 partagent un certain 
nombre d'echantillons uniformes. Ce n'est pas le cas du scenario #3 (voir les echantillons 
A(4, j) et A(5, j)), mais ce meme patron est rencontre entre deux echantillons generes a 
deux temps d'intervalle au scenario #3 04(4, j ) et ^4(6, j); A(5, j) et A(7, j)). 
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4.2.3 Architecture des unites nodales 
Maintenant que nous avons une idee de la facon dont la structure collaborative des noeuds 
peut etre realisee, considerons 1'architecture des unites nodales. Chacune de ces cellules 
recoit les bits precedemment generes par les noeuds hierarchiquement superieurs et un 
nombre aleatoire uniforme (son indice represente sur m bits). L'unite nodale comprend 
done le multiplexeur issu de la seconde partie du generateur de Bernoulli modifie que 
nous avons propose. Ce multiplexeur est commande par les m bits de l'encodeur et recoit 
2m bits representant la fonction nodale <̂ j. L'unite nodale possede une sortie registree qui 







FlG. 4.6 Architecture generique d'une unite nodale. 
La figure 4.6 presente les deux facons possibles d'implementer cette unite nodale : la 
figure 4.6.a traduit exactement la separation en deux du generateur de Bernoulli modifie; 
la figure 4.6.b presente le cas ou le signal GS est ignore, ce qui epargne le routage d'un 
signal le long de la structure collaborative et evite 1'utilisation d'une porte ET. 
Finalement, considerons 1'implementation de la fonction nodale ipt. Celle-ci peut soit 
etre realisee au moyen d'une memoire de taille 2 J_1 x 2m, d'une fonction arithmetique 
correspondant a l'equation 3.8 ou encore d'une fonction stochastique equivalente. Nous 
verrons dans ce qui suit quelle implementation choisir. 
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4.2.4 Choix d'un generateur uniforme 
Nous avons vu a la section 1.3.4 les differentes strategies permettant d'implementer des 
GRLB. Nous y mentionnions que Xilinx mettait a la disposition des concepteurs de cir-
cuits numeriques des exemples de code et des tables de polynomes irreductibles pour 
les LFSR. Malheureusement, nous mentionnions egalement qu'il a ete demontre que les 
LFSR possedaient de faibles proprietes aleatoires en raison de la tres forte correlation 
entre les nombres generes. Plusieurs solutions s'offrent au concepteur pour utiliser les 
LFSR dans un contexte de simulation stochastique. La premiere de ces solutions est de 
reduire le debit du LFSR en prenant un echantillon uniforme tous les A" coups d'hor-
loge, ou N est le nombre de registres du LFSR. Cette approche est a rejeter en raison 
des besoins de rapidite d'execution de la structure collaborative sus-decrite. Une autre 
solution consiste a utiliser M LFSR en parallele. II a ete prouve que cette solution ex-
hibait de tres bonnes proprietes aleatoires [43], mais cette assertion n'est vraie que pour 
certaines conditions sur les graines (critere de non-correlation des graines), ce qui en fait 
une contrainte d'autant plus disgracieuse que les generateurs uniformes ainsi obtenus 
sont couteux en materiel (environ 1000 slices). Ainsi, la piste traditionnelle des LFSR 
est a ecarter dans la conception d'un generateur aleatoire de qualite. 
Cheung et al. [10] ont rapporte une implemention de generateur de type Taussworthe 
combine [27] n'utilisait que 141 slices tout en affichant une periode de 288. Le genera-
teur Taussworth combine a le desavantage d'imposer la representation 32 bits du nombre 
aleatoire uniforme2. Nous accepterons avec indulgence certaines sous-optimisations des 
conceptions a venir dues a cette contrainte, comme le firent avant nous les auteurs sus-
nommes [10]. 
2I1 est en verite possible de reprendre les equations de L'Ecuyer et de retrouver des configurations per-
mettant une representation sur n bits quelconques, mais rares sont ceux qui se sont lances dans l'aventure, 
et nous n'avons pas echappe a la regie. 
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4.3 Application a la distribution exponentielle 
La distribution exponentielle a des proprietes qui la distingue singulierement des autres 
distributions. Notre developpement de l'equation (3.10) montrait que la fonction nodale 
associee a la distribution exponentielle se reduisait a une constante. Ce resultat signifie, a 
toute fin utile, que les noeuds du reseau sont independants les uns des autres. Autrement 
dit, il n'est pas necessaire de generer les noeuds parents prealablement a la generation des 
noeuds hierarchiquement inferieurs. La conclusion a tirer de cela est que dans le cas de 
la distribution exponentielle, la structure collaborative des noeuds n'est pas necessaire. 
Dans ce qui suit, nous allons considerer deux facons permettant de tirer parti de cette in-
dependance pour optimiser 1'architecture. Nous pourrons ainsi etablir un protocole pour 
l'etude du comportement des differents scenarios d'alimentation en nombres aleatoires 
de la figure 4.4. 
4.3.1 Vue globale de l'architecture 
La figure 4.7.a reprend l'architecture collaborative de la figure 4.3 en brisant les liens 
de dependance (rendus inutiles) entre les noeuds. La figure 4.7.b inscrit cette version 
















FIG. 4.7 Esquisse de l'architecture d'un generateur d'exponentielle. 
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En se referant a l'architecture de l'unite nodale presentee a la figure 4.6, on s'apercoit 
que l'exponentielle est implementable a l'aide d'une simple memoire de N x 2m, ou 2m 
renvoie a la longueur du nombre aleatoire uniforme et N au nombre de noeuds dans le 
RBB. Neanmoins, la rupture des liens de dependance modifie quelque peu le comporte-
ment de la structure collaborative. Ainsi, au lieu de se comporter comme le prevoyait le 
scenario #1 decrit a la table 4.1, la structure exhibe le comportement propre au scenario 
#2. Nous allons considerer a la section 4.3.2 qui suit comment il est possible de modifier 
la structure pour qu'elle affiche differents comportements des scenarios precedemment 
presentes. 
4.3.2 Etage de sortie 
En s'en tenant a l'esquisse de la figure 4.7.b, il apparait que la sortie a ne peut prendre 
qu'une des 2m valeurs presentes dans la ROM du generateur d'exponentielle. Or le 
generateur d'exponentielle est suppose pouvoir generer jusqu'a 2N valeurs differentes 
(2N » 2m) de a suivant la distribution visee. On peut alors corriger ce comportement 
en ajoutant un etage de sortie constitues de chemins de delais pour chaque bit, comme 
l'illustre la figure 4.8, ou 1'evaluation preliminaire de a est notee a. 
Etage #1 
FIG. 4.8 Architecture d'un generateur d'exponentielle modifiee. 
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Si tous les registres a decalage sont de longueur differente et que cette difference est 
exactement de diff = 1, alors le generateur d'exponentielle se comporte suivant le sce-
nario #1. Si cette difference est exactement de 2, le generateur se comporte suivant le sce-
nario #3. En variant la difference de la longueur des registres a decalage, il est possible 
d'aboutir a d'autres scenarios. Ainsi, outre le fait d'avoir entre nos mains une nouvelle 
architecture de generateur d'exponentielle, nous voila en possession d'un outil materiel 
permettant l'exploration de la correlation serielle de l'architecture collaborative alimen-
tee par un seul PRNG que nous evoquions a la section 4.2.2. 
4.3.3 Architecture alternative 
Repartons maintenant du principe que les bits d'un generateur d'exponentielle sont in-
dependants les uns des autres suivant le resultat de l'equation (3.10). A la section 4.2.1, 
nous rejetions le generateur de Bernoulli de van Daalen et al. [61] sous pretexte qu'il ne 
permettait pas le changement rapide du parametre de la distribution de Bernoulli. 
Cet argument n'a plus lieu d'etre dans le cas de la distribution exponentielle puisque 
ce parametre (fonction nodale) ne varie plus. Aussi devient-il possible d'implementer 
un generateur d'exponentielle en utilisant en parallele iV generateurs de Bernoulli de 
van Daalen. Cette approche permet d'eviter les registres a decalage de l'etage de sor-
tie presente a la figure 4.8. Ainsi aurons-nous au moins trois differentes architectures 
d'exponentielle a evaluer, nommement: 
1. Generateur d'exponentielle a N Bernoulli de van Daalen ; 
2. Generateur d'exponentielle a ROM compacte avec etage de sortie a diff = 1; 
3. Generateur d'exponentielle a ROM compacte avec etage de sortie a diff = 2; 
4. Generateur d'exponentielle a ROM compacte avec toute autre configuration de 
l'etage de sortie. 
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4.4 Application a la distribution normale 
Au contraire de ce que nous avons pu constater avec la distribution exponentielle, la fonc-
tion nodale de la distribution normale n'exhibe pas toujours un comportement lineaire. 
Aussi, 1'implementation materielle de l'unite nodale du generateur de la distribution nor-
male aura differentes formes selon la hierarchie a laquelle elle appartient. La section qui 
suit permet de donner une vue d'ensemble de ces architectures avant que leur mise en 
oeuvre materielle ne soit presentee au chapitre 5. 
4.4.1 Implementation de la fonction nodale 
Nous avons vu a la section 4.2.3 que le bloc associe a la fonction nodale pouvait etre 
implemente de trois faijons possibles. La premiere et la plus simple de ces approches 
consiste a utiliser une memoire de type RAM ou ROM dans laquelle les valeurs de 
la fonction nodale (fii(&i) sont enregistrees. Cette solution est viable en autant que la 
taille de la memoire requise soit raisonnable, ce qui n'est vrai que pour les noeuds de 
premier ordre. Pour les noeuds d'ordre superieur, nous devons recourir a des solutions 
alternatives. 
La premiere de ces approches alternatives se fonde sur l'expression analytique de la 
fonction nodale donnee par 1'equation (3.8). Cela peut etre fait en recourant aux circuits 
arithmetiques usuels tels que les additionneurs, les multiplieurs, etc; mais il est egale-
ment possible d'avoir recours a des blocs specialises tels que les architectures CORDIC. 
Neanmoins, vu le nombre de noeuds impliques, cette solution n 'est pas realiste eu egard a 
nos criteres de tailles sur puce. La seconde methode se base sur 1'exploitation de l'arith-
metique stochastique pour realiser la meme tache. L'arithmetique stochastique dispose a 
l'heure actuelle d'un nombre restreint d'operateurs [8]; mais ces derniers suffisent dans 
le cas de la distribution normale. 
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4.4.2 Implementation arithmetique des noeuds lineaires 
Reprenons ici l'expression analytique de la fonction nodale que nous donnait l'equa-
tion (3.8) pour la loi gaussienne de parametres /J, et a : 
ipi{tii) = - - —-{x- n),x = kh + x0,k = 2&i I 4crz 
(4.1) 
Cette expression n'est pas exacte pour les noeuds de premier ordre. La figure 3.7 nous 
donnait le comportement de son erreur relative, laissant presumer son applicabilite aux 
noeuds d'indice 5 et plus et pour une couverture symetrique de ±4er. La fonction nodale 
peut neanmoins exhiber un comportement lineaire sans que ce ne soit exactement celui 
de l'equation (4.1). II est alors possible d'approximer la fonction nodale en effectuant 
une regression lineaire sur ses points. En notant a; et Pi les parametres de la fonction 
nodale ipi(di) = oti&i + Pi, on retrouve a la table 4.2 l'ensemble des parametres obtenus 
par regression lineaire pour une couverture de ±8er. 











































Plutot que de considerer la probabilite conditionnelle que le nceud genere un 1, il est 
plus avantageux de considerer la probabilite qu'il genere un 0 (le 0 est alors obtenu en 
inversant la sortie) puisqueP(^4j = 0 \&i) = 1 — (fi(di). Or 1 — y?i(«i) = — aijflj4-(l —A), 
ce qui permet d'aboutir a une equation ne faisant intervenir que des operandes positifs. 
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Pour des raisons purement technologiques concernant la multiplication et tel que discute 
a la section 4.4.1,1'implementation arithmetique des noeuds n'est pas realisee materiel-
lement. Cependant, elle est considered pour une evaluation logicielle pour valider les 
parametres de la table 4.2. 
4.4.3 Implementation stochastique des noeuds lineaires 
L'implementation stochastique des noeuds lineaires sera pour nous un sujet d'investi-
gation ayant pour finalite l'optimisation de la consommation des ressources logiques. 
Rappelons que l'arithmetique stochastique constitue un paradigme ou les nombres sont 
represented par des pulses aleatoires dont la probabilite de valoir 1 exprime une valeur 
reelle situee entre 0.0 et 1.0. En considerant deux signaux stochastiques independants 
de probabilite p\ et p2, operer un ET logique sur les deux signaux permet d'obtenir un 
troisieme signal stochastique de probabilite pc = pi • p2. Ainsi, une multiplication est 
realisee stochastiquement au moyen d'une simple porte ET. L'addition dans le domaine 
de l'arithmetique stochastique est cependant moins simple a exprimer puisque le resultat 
peut depasser l'intervalle des valeurs permises si il est superieur a 1.0. II est neanmoins 
possible de disposer d'une addition ponderee en recourant a un multiplexeur dont les 
signaux de commande sont aleatoires [8, 18]. Prenons pour exemple le cas d'un mul-
tiplexeur 2 a 1 recevant deux signaux stochastiques independants de probabilite pi et 
p2 et dont le signal de commande a une probabilite de 0.5 de valoir 1. Alors le signal 
de sortie du multiplexeur sera un signal stochastique dont la probabilite de valoir 1 est 
pa = O.bpi + 0.5p2- En fixant la probabilite sur le signal de commande a w, nous aurons 
pa = (1 — w)pi -+- wp2- Aussi, si nous voulons effectuer une addition sur les nombres 
x\ et x% il suffit d'effectuer une addition ponderee sur deux signaux stochastiques dont 
la probabilite est respectivement x i / ( l — w) et xijw en utilisant un multiplexeur 2 a 
1 commande par un signal stochastique de probabilite w, en autant que ces valeurs ne 
depassent pas la valeur limite 1.0. 
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Si nous nous referons aux parametres /3, de la table 4.2, on s'apercoit que : 
0-5 < 1 - (3t < 0.75 (4.2) 
Ainsi, l'operation arithmetique a effectuer pour obtenir le complement de la fonction 
nodale 1 - <£i{&i) = —oti&i + (1 — $ ) est realisable dans le cadre de l'arithmetique 
stochastique en considerant un multiplexeur 2 a 1, deux signaux stochastiques de proba-
bility pi et p2 et un signal de commande stochastique de probability w tels que : 
[ w < 0.25 
Pour des considerations pratiques, on fixe w a 0.25 puisqu'un signal genere avec une 
telle probabilite s'obtient facilement en realisant un ET logique sur deux bits aleatoires 
de probabilite 0.5. 
Pour chaque nceud i, la valeur p2 est constante alors que celle de px varie dans le temps 
avec la variation de la valeur a,. Aussi, une question demeure en suspens : Comment 
generer le signal p\ sachant que di est un entier (0 < &i < 2l~1) ? La reponse est fort 
simple : p\ peut etre vu comme un signal aleatoire obtenu par la multiplication stochas-
tiques de deux signaux aleatoires de probabilite p\,\ = di • 2l~l et p\.2 = — 2*~
1 • cti/w 
respectivement. La table 4.3 confirme la faisabilite de la chose pour les nceuds A6 a A15 
(pour les noeuds 4 et 5, la valeur p L 2 est superieure a 1.0). 
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FIG. 4.9 Architecture d'un noeud stochastique pour le generateur de la normale avec en 
legende le symbole employe pour la representation d'un generateur de Bernoulli. 
4.4.4 Implementation alternative des noeuds lineaires 
Considerons une autre implementation des noeuds lineaires du generateur de gaussienne. 
Le complement de la fonction nodale exprime par l'equation (4.1) est donne par : 
1 - (fii&i) = - + —-(x - fi),x = kh + x0,k = 2di (4.4) 
83 
En remplacant les parametres de la gaussienne par ceux de la normale centree reduite, 
on obtient les parametres pour une generation symetrique (x0 = 0): 
1 h2 
1 - (fifa) = - + —&i (4.5) 
Dans le cas d'une generation symetrique de la normale centree reduite sur l'intervalle 
±8cr, nous pourrons exprimer h comme une puissance de 2 : h = 23~\ sachant que 
0 < &i < 2 l _1 , Ainsi, pour i > 5, la fonction nodale s'exprime en virgule fixe par 
la simple concatenation de 0.1 (2) et des bits de a{ suivant un decalage approprie. Plus 
exactement, elle est donnee par : 
(p, (ai) = 2-
1 + 25-2%,i>5 (4.6) 
La figure 4.10 resume schematiquement cette deuxieme possible implementation de la 
cellule nodale du generateur de la normale. Au chapitre 5, nous etudierons les perfor-
mances des deux implementations basees respectivement sur 1) 1'architecture d'un noeud 
stochastique et 2) l'architecture d'un noeud a concatenation de Fentree. 
Etage 
Precedent i-1 




FIG. 4.10 Architecture alternative d'un noeud pour le generateur de la normale. 
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4.5 Conclusion 
Ce chapitre a couvert les architectures materielles des generateurs realisant l'algorithme 
dichotomique couvert au chapitre 3 pour l'exponentielle de parametre A = 1 et la nor-
male centree reduite. Partant d'une architecture universelle batie sur une structure colla-
borative des noeuds, nous avons illustre comment il etait possible de reduire le nombre 
de generateurs uniformes necessaires au generateur non-uniforme et avons par la-meme 
exprime un modele materiel d'exploration de la correlation serielle au travers du modele 
de generateur d'exponentielle. Pour ce dernier, nous avons propose non pas une architec-
ture mais plusieurs dont le chapitre 5 explore l'etude empirique. Nous avons egalement 
procede a la definition de trois modeles de generateurs de gaussienne dont deux ne re-
quierent aucune fonction arithmetique materielle explicite. 
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CHAPITRE 5 
IMPLEMENTATIONS ET RESULTATS EXPERIMENTAL^ 
5.1 Introduction 
Maintenant que notre modele mathematique est pose et que nous avons defini un nombre 
d'architectures materielles a etudier, nous allons proceder a la presentation des resultats 
experimentaux obtenus lors de la mise en pratique du bagage theorique couvert. Dans un 
premier temps, nous allons proceder au survol des environnements de developpements 
que nous avons adoptes, tant logiciels que materiels. Tel que l'exposait la section 3.4.4, 
nos modeles d'architecture sont dans un premier temps valides dans l'environnement lo-
giciel de prototypage rapide Matlab. Nous procedons ensuite a 1'etude du comportement 
des architectures dans leur contexte materiel avant de conclure par la discussion des re-
sultats obtenus a la lumiere d'une application de type Monte Carlo que nous aurons soin 
de presenter. 
5.2 Simulation algorithmique 
II est une bonne pratique de concepteur FPGA que de valider toute architecture mate-
rielle dans un environnement de simulation logiciel. On preferera dans le cadre du tra-
vail de prototypage des langages de programmation scriptes, precompiles, disposant de 
librairies a la fois riches et eprouvees. Ce sont ces criteres qui favorisent et popularisent 
l'utilisation des scripts Matlab dont nous ferons usage ici. 
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II est en effet possible de decrire en quelques lignes de code Matlab des comportement 
algorithmiques tres complexes. De plus, MATLAB peut aisement etre couple au logiciel 
Simulink et a la boite a outils {toolbox) System Generator de Xilinx, avec pour resultat 
une proximite encore plus tangible de la simulation d'avec le comportement reel du 
circuit puisque la boite a outils de Xilinx permet une simulation exacte au coup d'horloge 
pres. 
Le travail que nous avons entrepris consiste a valider au moyen des tests statistiques 
les algorithmes de generation bases sur les RBB que nous avons discutes au chapitre 3. 
Nous avons egalement considere l'impact qu'avait notre choix de n'utiliser qu'un seul 
generateur uniforme sur la correlation serielle. Ce faisant, nous avons explore les diffe-
rents scenarios de configuration presentes a la section 4.2.2. Pour cette partie du travail, 
l'architecture extremement epuree du generateur d'exponentielle fut exploitee, comme 
nous le mentionnions a la section 4.3.1. 
5.2.1 Sommaire des sources Matlab 
L'annexe I liste integralement les sources Matlab utilisees pour le present travail. Nous 
les avons repertoriees en quatre categories principales que nous enumerons ici: 
Architecture universelle : Nous avons dans un premier temps decrit en Matlab un RBB 
a 16 noeuds generique permettant de simuler toute les distributions de probabilite 
representee sur 16 bits. La section 1.1 donnee a l'annexe I liste l'ensemble des 
fichiers decrivant ce generateur. II s'agit davantage d'un prototype generique que 
d'une architecture autonome. Ce patron sert a l'ecriture des codes simulant les 
generateurs d'exponentielle et de normale. 
Test du x2 '• Le test du \2 est une mesure permettant de qualifier la similarity d'une 
courbe mathematique d'une loi de probabilite et un histogramme empirique. La 
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theorie entourant le test du x2 fut discutee a la section 2.4. Le protocole que nous 
avons suivi pour la mesure de \ap-value est decrit a la section 3.4.4 et l'ensemble 
des sources utilisees pour y parvenir sont listes en annexe a la section 1.2. 
Le generateur de l'exponentielle : Les sources du generateur d'exponentielle, listees 
en annexes a la section 1.3, sont une modification des sources de la section 1.1 
avec un changement apporte a la fonction mtxl) qui reflete 1'emploi d'une ROM 
compacte de 32 x 32. On y retrouve egalement une parametrisation de l'etage de 
sortie permettant l'etude de l'effet de 1'emploi d'un seul generateur uniforme. 
Le generateur de la normale : Les sources du generateur de la normale, listees en an-
nexes a la section 1.4 sont une modification des sources de la section 1.1 avec un 
changement apporte a la fonction mtx() qui reflete l'etude de 1'implementation 
arithmetique des nceuds, discutee a la section 4.4.2. 
5.2.2 Correlation serielle 
Nous considerons trois scenarios pour l'etage de sortie de generateur de l'exponentielle : 
Scenario A : Les longueurs des registres a decalage sont differentes et different de 1. 
Scenario B : Les longueurs des registres a decalage sont differentes et different de 2. 
Scenario C : Les longueurs des registres a decalage sont differentes et different d'une 
quantite qui croit de 1 (suite algebrique : 1, 2, 3, 4, etc). 
Du point de vue du strict respect de la loi de probabilite, les trois scenarios semblent 
au-dessus de tout soupcon comme le suggere trompeusement la figure 5.1. Cette figure 
illustre comme nous alors le voir la coexistence d'une part du strict respect de la loi de 
probabilite et de la correlation serielle. Nous avions deja observe la chose au chapitre 1 
lorsque nous discutions du RANDU et des LFSR. De la meme facon, la sortie d'un 
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FIG. 5.1 Exponentielle obtenue par RBB suivant les scenarios A, B et C. 
compteur binaire tournant en boucle est uniformement repartie et respecte done la loi de 
probabilite uniforme, mais la sequence de ces nombres peut difficilement etre qualifiee 
d'aleatoire. C'est la un paradoxe inherent au domaine des nombres pseudo-aleatoires 
que nous n'exhumerons pas davantage. 
Considerons la figure 5.2 ou sont traces les nuages de points correspondant aux se-
quences (i, i + 1), (i, i + 2) et (i, i + 3) du Scenario A — equivalent du scenario #1 
decrit a la section 4.2.2. On y constate un patron dans le cas des sequences (i, i + 1) et 
(i, i + 2). Ce scenario de configuration de Petage de sortie ne peut clairement pas etre 
adopte, tout comme ne peut l'etre le chemin de donnee non registre de la figure 4.4.a. 
echantillon ( i ) echantillon ( i} echantillon ( i ) 
( a ) ( b ) ( c ) 
FIG. 5.2 Correlation serielle : Scenario A. 
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Nous appliquons le test de correlation serielle au Scenario B — equivalent au scenario #3 
de la section 4.2.2 — dont les resultats sont donnes a la figure 5.3. La sequence (i, i + 1) 
est correcte, de meme que la sequence (i, i + 3), tandis que la sequence (i, i + 2) est 
fautive comme nous le laissait soup$onner les resultats de la table 4.1. 
echantillon ( i ) 
( c ) 
FIG. 5.3 Correlation serielle : Scenario B. 
Selon les resultats de la table 4.1, la correlation serielle est induite par le partage des 
nombres aleatoires entre les bits des echantillons successifs. Pour attenuer cet effet, nous 
recourant a une differentiation en serie algebrique des registres de sortie, de sorte que le 
chemin du bit k ait une longueur de k(k — l ) /2. La figure 5.4 illustre le succes de cette 
telle approche. 
Echantillon ( i ) 
(b) 
FIG. 5.4 Correlation serielle : Scenario C. 
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Afin de qualifier le generateur, nous avons execute une quarantaine de tours de gene-
ration de N = 150 000 echantillons et evalue la p-value en segmentant l'abscisse de 
maniere equidistribuee tel que preconise par D'Agostino et Stephens [14]. La figure 5.5 
presente les p-value obtenues triees par ordre de grandeur et montre clairement que le 
generateur RBB passe correctement le test. De plus, on voit bien que la p-value couvre 
le spectre des valeurs allant de 0.0 a 1.0 (—1% aux extremites) comme le soulignait tres 
justement L'Ecuyer [30]. 
0 .9 I 1 1 1 1 1 1 1 1 1 
0.8 - S 
0.7 - I 
0.6 - J 
3 0.5 - / 
0.3 - / 
0.2 - / 
o.i - ^^y 
o l 1 1 1 1 1 1 1 1 
0 5 10 15 20 25 30 35 40 45 
experience 
FIG. 5.5 Resultats du test du x2 P o u r le generateur d'exponentielle. 
5.2.3 Implementation arithmetique des nceuds 
Nous le mentionnions a la section 4.4.2, la fonction nodale du generateur de la normale 
de type RBB est lineaire sauf pour les nceuds de premier ordre. La table 4.2 nous donnait 
les parametres aj et $ obtenus par regression lineaire pour une couverture symetrique de 
±8er. Nous avons employe les scripts de la section 1.4 pour evaluer la qualite statistique 
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des generateurs de gaussienne de type RBB de 16 noeuds et couvrant x symetriquement 
sur ±4cr. 
La figure 5.6 presente les resultats du test du x2 effectue pour l'ensemble de ces imple-
mentations. L'indice donne en abscisse renvoie a celui du premier noeud linearise. Le 
test du chi2 a ete effectue en utilisant iV = 150 000 echantillons par tour et en execu-
tant une quarantaine de tours par implementation. La courbe de la figure 5.6 parcoure la 
moyenne des p-value obtenues sur les tours tandis que la zone ombragee trace le spectre 
des valeurs obtenues (retranche du tiers aux extremites). 
3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Index 
FIG. 5.6 Resultats du test du x2 pour l'implementation arithmetique de la normale. 
On voit clairement que l'implementation arithmetique passe le test du x2 sauf dans le cas 
de l'indice 3. Mentionnons pour les besoins de la precision que ces indices sont decales 
d'une unite par rapport a ceux de la table 4.2. Ainsi l'indice 3 de la figure 5.6 est donne 
comme 4 a la table 4.2. 
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5.3 Implementation materielle 
Les implementations materielles presentees ont ete testees sur le FPGA Virtex II Pro 
de Xilinx. Les temps de frequences maximales sont ceux donnes par le logiciel ISE 
10.1 de Xilinx apres placement et routage. Lorsque la source VHDL est disponible, elle 
est donnee en annexe et le listing correctement referee dans le texte. Les generateurs 
exploitent le genreteur uniforme Tausworthe (annexe II. 1) combine dont la periode est 
de 288 et qui occupe 141 slices. 
5.3.1 Generateur de l'exponentielle 
Nous avons implemente le generateur d'exponentielle de deux manieres differentes. Les 
descriptions materielles sont donnees en VHDL a la section II.2 : 
Implementation a ROM compact : Ou nous avons utilise une differentiation en serie 
algebrique des registres de sortie afin de refleter le resultat de la figure 5.4. Le code 
de description materielle ecrit en VHDL de l'entite est donne au listing II.5. 
Implementation a multiple Bernoulli : Ou nous avons mis en parallele 32 generateurs 
de Bernoulli ayant une implementation de van Daalen. Le code de description 
materielle ecrit en VHDL de l'entite est donne au listing II. 11. 
La ROM du premier generateur est inferee par le synthetiseur de ISE et convertie en 
Block ROM, laissant une occupation de 336 slices pour l'ensemble du design (ce qui 
inclut le generateur Tausworthe) et une frequence maximale annoncee de 225 MHz. Le 
second generateur a une occupation de 906 slices pour une frequence de fonctionnement 
maximale de 271 MHz. La difference de taille entre les deux generateurs peut s'expliquer 
par le fait que dans le second cas, nous avons affaire a une implementation precise au bit 
pres, de type jzne grained [12], beaucoup plus gourmande en ressources reconfigurables. 
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Neanmoins, nous avons egalement synthetise un generateur d'exponentielle de ce type 
avec une resolution de 16 bits. La frequence de fonctionnement maximale est demeuree 
identique tandis que la consommation de ressources reconfigurables a baisse a 281. 
En ce qui a trait aux performances statistiques. Nous avons recueilli 20 • 106 d'echan-
tillons et effectue le test du %2 sur cette population en segmentant l'axe des abscisses 
en 1 665 regions equidistribuees. Le generateur (implementation a ROM compacte, et 
32 bits de resolution) a passe le test avec une p-value de 0.6548. Nous avons egalement 
extrait 4 • 106 d'echantillons et effectue le test du x2 sur cette nouvelle population en 
segmentant l'axe des abscisses en 100 regions equidistantes. Le generateur a passe le 
test avec une p-value de 0.9323. 
5.3.2 Resultats obtenus pour la distribution normale 
Nous avons implemente le generateur de la normale de deux manieres differentes. Les 
descriptions materielles sont realisees en schema Simulink au moyen de la librairie Sys-
tem Generator de Xilinx. 
Implementation stochastique : Oil nous avons utilise des operateurs stochastiques pour 
la multiplication et l'addition comme nous le discutions a la section 5.4. 
Implementation a decalage des parents : Ou nous avons utilise 1'approximation obte-
nue par le decalage de l'etat des parents. 
Les multiples generateurs de Bernoulli utilises dans 1'implementation stochastique sont 
realises a l'aide d'une ROM, comme nous le faisions pour le generateur d'exponentielle. 
La linearisation est realisee a compter du noeud 7 pour minimiser les erreurs d'approxi-
mation. Le generateur occupe la meme surface pour une resolution de 16 ou de 32 bits, 
les 16 bits supplementaires necessaires pour passer du premier au second sont extraits 
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du generateur uniforme. Le synthetiseur de ISE realise 1'implementation en utilisant 540 
slices et un bloc RAM pour Fensemble du design (incluant les deux generateurs Taus-
worthe). La frequence maximale annoncee de 225 MHz. 
Le second generateur a une occupation de 347 slices pour une frequence de fonctionne-
ment maximale de 225 MHz. Ici encore, le passage d'une implementation 16 bits a 32 
bits ne necessite aucune occupation de surface supplemental. 
En ce qui a trait aux performances statistiques. Nous avons recueilli 20 • 106 d'echan-
tillons et effectue le test du \2 sur cette population en segmentant l'axe des abscisses en 
1 665 regions equidistribuees. Les deux generateurs echouent le test, visiblement a cause 
de l'inexactitude de 1'approximation stochastique des fonctions nodales. Cependant, il 
est interessant de relever que les deux generateurs ont passe le test du chi2 pour une 
population de 4 • 106 d'echantillons et en segmentant l'axe des abscisses en 100 regions 
equidistantes (comme le faisaient les auteurs Lee et al. [36]) avec un p-value de 0,3517 
et 0,8029 respectivement. Aussi peut-on considerer que ces generateurs sont qualifies 
meme si ils ne reussissent pas aussi bien que nos architectures de l'exponentielle. 
Nous reprenons ici la table 2.2 en incluant nos propres resultats (1'implementation sto-
chastique des noeuds est referee comme (1), la seconde par (2)): 
TAB. 5.1 Recapitulatif des principaux generateurs de gaussienne materiels. 
Reference 
Resolution (bits) 
Frequence max (MHz) 
Nb de slices 
Nb de bloc RAM 












































5.4 Acceleration materielle 
Afin d'illustrer l'interet d'accelerer materiellement les methodes Monte Carlo et de 
mesurer la qualite des generateurs autrement que par les tests statistiques, nous nous 
sommes interesse a un algorithme Monte Carlo simple dont la source est librement dis-
tribute sur l'lnternet par le centre medical de l'Oregon (c.f. annexe III). 
L'algorithme simule la propagation de photons dans un milieu isotropique. On dispose 
d'un ensemble de photons (ligne 31 du listing III. 1) et on associe a chaque photon un 
poids unitaire (ligne 35). Les photons se deplacent dans l'espace a partir de l'origine 
(ligne 33). Chaque deplacement est dicte par une loi exponentielle (ligne 40) suivant une 
orientation aleatoire en choisissant un point au hasard sur la sphere unitaire (lignes 61-
75, voir Marsaglia pour une description du probleme [38]). A chaque fois que le photon 
se deplace, sa masse est reduite et convertie en chaleur qu'absorbe le milieu isotropique 
(lignes 53 et 56). Le programme observe le rechauffement radial du milieu (ligne 53). 
L'algorithme prend 1 050 ms pour s'executer sur un Core 2 Duo cadence a 2.0 GHz. 
L'acceleration materielle est atteinte en recherchant une rentabilisation de chaque coup 
de l'horloge. Nous visons la carte Amirix API 100 munie d'un Virtex II Pro VP 100 de 
Xilinx et cadencee a 100 MHz. La premiere amelioration realisee consistait a ameliorer 
la generation uniforme d'un point sur la sphere unitaire (lignes 61-75). L'algorithme uti-
lise la est une methode de rejet generant 7r/4 ~ 78.5% points valides. Afin d'augmenter 
ce ratio, nous utilisons trois generateurs en paralleles ce qui donne un taux de rejet de 
(1 - TT/4)3 ~ 0.99%. 
Le calcul du poids et celui de la position du photon se font independamment et des 
fifos sont utilisees pour synchroniser les processus. La table heat[] est implementee a 
l'aide d'une RAM a double acces pour permettre 1'incrementation iterative (ligne 53). 
Cependant, pour eviter des conflits d'adressage, on utilise a tour de role trois de ces 
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RAM, et les resultats des trois RAM sont reunis a la fin de l'algorithme. La figure 5.7 
compare le resultat obtenu par le FPGA a celui donne par l'algorithme du listing 1.14. 
Comme on peut s'en rendre compte, il existe de legeres variations dues notamment au 
calcul des racines carrees que nous avons implementees au moyen de cellules CORDIC. 
500 1000 1500 2000 2500 3000 3500 4000 4500 5000 
Rayon (microns) 
FIG. 5.7 Resultats de l'algorithme Monte Carlo compare a celui obtenu grace au FPGA. 
L'algorithme prend environ 82 ms pour s'executer, ce qui correspond a un facteur d'ac-
celeration de l'ordre de 12.9. Le systeme occupe 5 427 slices (sur les 44 096 disponibles), 
10 blocs RAM et 56 multiplieurs (sur les 444 disponibles). II est done envisageable de 
mettre de multiples instances du systeme sur la meme puce et d'augmenter d'autant le 
facteur d'acceleration. 
5.5 Conclusion 
Les resultats presentes dans ce chapitre sont plutot concluants. D'une part, la simu-
lation algorithmique montre que l'algorithme dichotomique que nous avons presente 
fonctionne correctement pour l'exponentielle et la gaussienne. Les implementations ma-
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terielles qui en sont issues sont plus compactes que toutes celles rapportees par la litera-
ture, et cela sans compromettre les qualites statistiques ou frequentielles du generateur. 
Plus remarquable encore, le modele mathematique de l'algorithme dichotomique que 
nous avons presente a permis des implementations ne recourant a aucune fonction arith-
metique. Ainsi, les generateurs realises ne recourent a aucun bloc specialise (le bloc 
RAM compact mis a part). 
Les resultats frequentiels presented (limite a 225 Mhz) sont legerement plus bas que 
ceux des architectures les plus avancees de la litterature. Cette difference est mineure et 
s'explique par deux facteurs : 1) les auteurs cites recourent a Synplify pour obtenir les 
estimations annoncees; 2) l'encodeur de priorite limite la frequence de fonctionnement 
de nos generateurs et une optimisation est a observer a ce niveau. 
Des deux generateurs etudies, le generateur d'exponentielle est celui qui offre le meilleur 
comportement sur puce, puisque sa fonction nodale ne requiert aucune operation arith-
metique. Neanmoins, le generateur de gaussienne propose est tout fait valable, eu egard 
aux qualites des generateurs publies dans la litterature, puisque notre architecture passe 
le teste du x2 lorsqu'on l'effectue de la meme facon que le firent les auteurs cites. 
Finalement, nous avons illustre l'interet de disposer d'un generateur materiel puisque 
nous avons reussi a accelerer d'un facteur de 13 l'algorithme Monte Carlo du centre 
medical de 1'Oregon. 
98 
CONCLUSION GENERALE 
Le travail presente ici a reuni nombre d'innovations dans le domaine de la generation 
de distributions non-uniformes sur puce. On citera d'abord 1'algorithme dichotomique 
et les modelisations dans le domaine des reseaux bayesiens et des arbres de decision bi-
naires. Ces modelisations permirent d'exprimer de maniere compacte les fonctions no-
dales decrivant les probabilites conditionnelles aux nceuds et d'offrir un outil analytique 
important. 
Le modele et 1'algorithme furent appliques aux distributions normale et exponentielle 
avec succes. Les simulations empiriques ont par ailleurs montre la grande qualite du 
comportement des generateurs. Cette qualite peut etre creditee au compte du change-
ment de paradigme entrepris par rapport a ce qui se fait generalement dans la litterature. 
De plus, notre methode permit une economie importante sur le plan du nombre de gene-
rateurs uniformes necessaires. 
Les implementations materielles des generateurs de 1'exponentielle et de la normale que 
nous avons proposees meritent une analyse approfondie. D'une part, ils offrent des im-
plementations compactes pour des realisations a 16 bits et a 32 bits. De plus, les imple-
mentations ne recourent a aucun operateur arithmetique grace a l'analyse adequate des 
fonctions nodales qui leur sont associees. 
Ainsi, le generateur d'exponentielle offre un comportement admirable a tout point de 
vue : consommation des ressources, frequence d'operation, resolution de la variable 
al6atoire, qualite statistique et correlation. Mentionnons a ce sujet l'importance du ge"-
nerateur de Bernoulli que nous avons propose et qui a permis une importante economie 
de surface sur puce qui devint a nos yeux criarde lorsque la cellule de van Daalen fut 
utilisee pour le generateur d'exponentielle. 
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Le generateur de la normale quant a lui connait une faiblesse du point de vue de la qualite 
statistique meme si toutefois il n'est pas moins bon qu'aucun des generateurs presentes 
dans la litterature. 
Finalement, une application de type Monte Carlo fut acceleree avec succes au moyen 
d'un FPGA en utilisant notre generateur d'exponentielle, cela avec pour resultat un fac-
teur d'acceleration de l'ordre de 13 par rapport a une execution logicielle sur un proces-
seur Intel a usage general cadence a 2.0 GHz. 
100 
REFERENCES 
[1] ALIMOHAMMAD, A., COCKBURN, B., AND SCHLEGEL, C. An iterative 
hardware gaussian noise generator. In IEEE Pacific Rim Conference on Communi-
cations, Computers and signal Processing (August 2005), pp. 649-652. 
[2] ALIMOHAMMAD, A., COCKBURN, B., AND SCHLEGEL, C. Area-
efficient parallel white gaussian noise generator. In IEEE Canadian Conference 
on Electrical and Computer Engineering (May 2005), pp. 1872-1875. 
[3] ALIMOHAMMAD, A., FARD, S., COCKBURN, B., AND SCHLEGEL, C. 
A compact and accurate gaussian variate generator. IEEE Transactions on Very 
Large Scale Integration (VLSI) Systems 16, 5 (May 2008), 517-527. 
[4] BI, Y., PETERSON, G. D., WARREN, G. L., AND HARRISON, R. J. Hard-
ware acceleration of parallel lagged-fibonacci pseudo random number generation. 
In Proceedings of the International Conference on Engineering of Reconfigurable 
Systems and Algorithms (2006). 
[5] BOUTILLON, E., DANGER, J., AND GAZEL, A. Design of high speed awgn 
communication channel emulator. Analog Integrated Circuits and Signal Proces-
sing 34,2 (2003), 133-142. 
[6] BOWER, J. A., THOMAS, D. B., LUK, W., AND MENCER, O. A recon-
figurable simulation framework for financial computation. In IEEE International 
Conference on Reconfigurable Computing and FPGA 's (September 2006), pp. 1-9. 
[7] BOX, G., AND MULLER, M. A note on the generation of random normal de-
viates. The Annals of Mathematical Statistics 29 (1958), 610-611. 
[8] BROWN, B., AND CARD, H. Stochastic neural computation I : Computational 
elements. IEEE Transactions on Computers 50, 9 (Sep 2001), 891-905. 
101 
[9] CHEN, J., MOON, J., AND BAZARGAN, K. Reconfigurable readback-signal 
generator based on a field-programmable gate array. IEEE Transactions on Ma-
gnetics 40, 3 (March 2004), 1744-1750. 
[10] CHEUNG, R. C. C , LEE, D.-U., LUK, W., AND VILLASENOR, J. Hard-
ware generation of arbitrary random number distributions from uniform distribu-
tions via the inversion method. IEEE Transactions on Very Large Scale Integration 
Systems 15, 8 (August 2007), 952-962. 
[11] CHUL, P., AND FRANTZ, B. A reprogrammable fpga-based atm traffic gene-
rator. In Proceedings of the Sixth Great Lakes Symposium on VLSI (March 1996), 
pp. 35-38. 
[12] COWEN, C , AND MONAGHAN, S. A reconfigurable Monte-Carlo clustering 
processor (MCCP). In IEEE Workshop on FPGAsfor Custom Computing Machines 
(1994), pp. 59-65. 
[13] CUI, W., LI, C , AND SUN, X. FPGA implementation of universal random num-
ber generator. In Proceedings of the 7th International Conference on Signal Pro-
cessing (2004), vol. 1, pp. 495^98. 
[14] D'AGOSTINO, R. B., AND STEPHENS, M. A. Goodness-of-Fit Techniques. 
Marcel Dekker, 1986. 
[15] DEVROYE, L. Non-Uniform Random Variate Generation. Springer-Verlag, New 
York, 1986. 
[16] FAN, Y., AND ZILIC, Z. A novel scheme of implementing high speed awgn com-
munication channel emulators in fpgas. In Proceedings of the IEEE International 
Symposium on Circuits and Systems (May 2004), vol. 2. 
[17] FAN, Y., ZILIC, Z., AND CHIANG, M. A versatile high speed bit error rate 
testing scheme. In Proceedings of the IEEE International Symposium on Quality 
Electronic Design (2004), pp. 395^100. 
102 
[18] GAINES, B. Stochastic computing systems. In Advances in Information Systems 
Science (1969), vol. 2, pp. 37-172. 
[19] GALASSI, M., DAVIES, J., THEILER, J., GOUGH, B., JUNGMAN, G., 
BOOTH, M., AND ROSSI, F. GNU Scientific Library Reference Manual. Pub-
Network-Theory, 2006. 
[20] GOLOMB, S. Shift Register Sequences, Revised Edition. Ae-gean Park Press, 
1982. 
[21] GOTHANDARAMAN, A., WARREN, G., PETERSON, G., AND HARRI-
SON, R. Hardware acceleration of a quantum Monte Carlo application. In Pro-
ceedings of the Third Annual Reconfigurable Systems Summer Institute (July 2007). 
[22] HENRION, M. Propagating uncertainty in bayesian networks by probabilistic 
logic sampling. In Uncertainty in Artificial Intelligence, second edition (New York, 
1988), J. Lemmer and L. Kanal, Eds., Elsevier Science, pp. 149-163. 
[23] JEAVONS, P., AND SHAWE-TAYLOR, D. C. J. Generating binary sequences 
for stochastic computing. IEEE Transactions on Information Theory 40, 3 (1994), 
716-720. 
[24] KNUTH, D. E. Art of Computer Programming, Volume 2 : Seminumerical Algo-
rithms (3rd Edition). Addison-Wesley Professional, 1997. 
[25] KNUTH, D. E., AND YAO, A. C. The complexity of non-uniform random num-
ber generation. In Algorithms and Complexity (New York, 1976), Academic Press, 
pp. 357^28. 
[26] L'ECUYER, P. Uniform random number generation. Annals of Operations Re-
search 53 (1994), 77-120. 
[27] L'ECUYER, P. Maximally equidistributed combined tausworthe generators. Ma-
thematics and Computation 65, 213 (1996), 203-213. 
103 
[28] L'ECUYER, P. Random number generation. In Elsevier Handbooks in Opera-
tions Research and Management Science: Simulation (Amsterdam, 2006), Elsevier 
Science, pp. 55-81. 
[29] L'ECUYER, P., AND PANNETON, F. Fast random number generators based 
on linear recurrences modulo 2 : Overview and comparison. In Proceedings of the 
2005 Winter Simulation Conference (2005), pp. 110-119. 
[30] L'ECUYER, P., AND SIMARD, R. TestUOl : A C library for empirical testing 
of random number generators. ACM Transactions on Mathematical Software 33, 4 
(August 2007). 
[31] LEE, D.-U., LUK, W., VILLASENOR, J., AND CHEUNG, P. Hierarchical 
segmentation schemes for function evaluation. In Proceedings of the IEEE Inter-
national conference on Field-Programmable Technology (2003), pp. 92-99. 
[32] LEE, D.-U., LUK, W., VILLASENOR, J., AND CHEUNG, P. Y. K. Hardware 
function evaluation using non-linear segments. In Proceedings of International 
conference on Field Programmable Logic and Applications (2003), pp. 796-807. 
[33] LEE, D.-U., LUK, W., VILLASENOR, J. D., AND CHEUNG, P. A hardware 
gaussian noise generator for channel code evaluation. In Proceedings of the 11th 
Annual IEEE Symposium on Field-Programmable Custom Computing Machines 
(2003), pp. 69-78. 
[34] LEE, D.-U., LUK, W., VILLASENOR, J. D., AND CHEUNG, P. A gaussian 
noise generator for hardware-based simulations. IEEE Transactions on Computers 
53, 12 (December 2004), 1523-1534. 
[35] LEE, D.-U., LUK, W., VILLASENOR, J. D., ZHANG, G., AND LEONG, P. 
A hardware gaussian noise generator using the Wallace method. IEEE Transactions 
on Very Large Scale Integration (VLSI) Systems 13, 8 (Aug. 2005), 911-920. 
104 
[36] LEE, D.-U., VILLASENOR, J., LUK, W., AND LEONG, P. A hardware gaus-
sian noise generator using the box-muller method and its error analysis. IEEE 
Transactions on Computers 55, 6 (June 2006), 659-671. 
[37] MARSAGLIA, G. Random numbers fall mainly in the planes. In Proceedings of 
the national academy of science (1968), vol. 61, pp. 25-28. 
[38] MARSAGLIA, G. Choosing a point from the surface of a sphere. Annals of 
Mathematical Statistics 43, 2 (1972), 645-646. 
[39] MARSAGLIA, G. The structure of linear concruential sequences. In Applications 
of number theory to numerical analysis (London, 1972), S. K. Zaremba, Ed., Ed. 
Academic Press, pp. 249-285. 
[40] MARSAGLIA, G. DIEHARD : a battery of tests of randomness. Tech. rep., State 
University of Florida, 1996. 
[41] MARSAGLIA, G., AND TSANG, W. W. The ziggurat method for generating 
random variables. Journal of Statistical Software 5, 8 (2000). 
[42] MARSAGLIA, G., AND TSAY, L. Matrices and the structure of random number 
sequences. Linear Algebra and its Applications 67 (1985), 147-156. 
[43] MARTIN, P. An analysis of random number generators for a hardware imple-
mentation of genetic programming using FPGAs and Handel-C. In Proceedings of 
the Genetic and Evolutionary Computation Conference (San Francisco, CA, USA, 
2002), Morgan Kaufmann Publishers Inc., pp. 837-844. 
[44] MATSUMOTO, M., AND NISHIMURA, T. Mersenne twister : A 623-
dimensionally equidistributed uniform pseudorandom number generator. ACM 
Transactions on Modeling and Computer Simulation 8, 1 (January 1998), 3—30. 
[45] MCCOLLUM, J., LANCASTER, J., BOULDIN, D., AND PETERSON, G. 
Hardware acceleration of pseudo-random number generation for simulation appli-
cations. In Proceedings of the 35th Southeastern Symposium on System Theory 
(March 2003), pp. 299-303. 
105 
[46] MOLER, C. Numerical Computing withMATLAB. SIAM, 2004. 
[47] MONAGHAN, S. A gate-level reconfigurable Monte Carlo processor. J. VLSI 
Signal Process. Syst. 6, 2 (1993), 139-153. 
[48] NEGOI, A., AND ZIMMERMANN, J. Monte Carlo hardware simulator for 
electron dynamics in semiconductors. In Proceedings of the International Annual 
Semiconductor Conference (1996), pp. 557-560. 
[49] OSANA, Y., FUKUSHIMA, T., YOSHIMI, M., IWAOKA, Y., FUNAHA-
SHI, A., HIROI, N., SHIBATA, Y., KITANO, H., AND AMANO, H. An 
FPGA-based, multi-model simulation method for biochemical systems. In Procee-
dings of the IEEE Transactions on International Parallel and Distributed Proces-
sing Symposium (April 2005). 
[50] PEARL, J. Probabilistic Reasoning in Intelligence Systems, , Second edition. 
Morgan Kaufmann, 1988. 
[51] RUSSEL, S. J., AND NORVING, P. Artificial Intelligence: A Modern Approach, 
Second edition. Prentice Hall, 2003. 
[52] SADASIVAM, M. M., WAGHOLIKAR, J., AND HONG, S. A look-up based 
low-complexity parallel noise generator for particle filter processing. International 
Symposium on Signals, Circuits and Systems 2 (Juy 2003), 621-624. 
[53] SHAWE-TAYLOR, J., JEAVONS, P., AND DAALEN, M. Probabilistic bit 
stream neural chip : Theory. Connection Science 5, 3 (1991), 317-328. 
[54] TAUSWORTHE, R. C. Random numbers generated by linear recurrence modulo 
two. Mathematics and Computation 19, 90 (1965), 201-209. 
[55] THOMAS, D. B., BOWER, J. A., AND LUK, W. Hardware architectures for 
Monte Carlo based financial simulations. In IEEE International Conference on 
Field Programmable Technology (December 2006), pp. 377-380. 
106 
[56] THOMAS, D. B., AND LUK, W. Efficient hardware generation of random va-
riates with arbitrary distributions. In Proceedings of the 14th Annual IEEE Sympo-
sium on Field-Programmable Custom Computing Machines (2006), pp. 57-66. 
[57] THOMAS, D. B., AND LUK, W. High quality uniform random number gene-
ration using LUT optimised state-transition matrices. The Journal of VLSI Signal 
Processing 47, 1 (April, 2007), 77-92. 
[58] THOMAS, D. B., AND LUK, W. Non-uniform random number generation 
through piecewise linear approximations. In International Conference on Field 
Programmable Logic and Applications (August 2006), pp. 1-6. 
[59] TIMARCHI, S., MIREMADI, S., AND EJLALI, A. Evaluation of some ex-
ponential random number generators implemented by FPGA. In Proceedings of 
the International Multi-Conference on Parrallel and Distributed Computing and 
networks (Innsbruck, Austria, February 2005), pp. 578-583. 
[60] VAN DAALEN, M., JEAVONS, P., AND SHAWE-TAYLOR, J. Probabilistic 
bit stream neural chip : Implementation. Oxford Workshop on VLSI for Artificial 
Intelligence and Neural Networks (September 1990), 285-294. 
[61] VAN DAALEN, M., JEAVONS, P., SHAWE-TAYLOR, J., AND COHEN, 
D. Device for generating binary sequences for stochastic computing. Electronics 
Letters 29, 1 (1993), 80-81. 
[62] VON NEUMANN, J. Various techniques used in connection with random digits. 
Applied Mathematics Serires 12 (1951), 36-38. 
[63] WALLACE, C. Fast pseudorandom generators for normal and exponential va-
riates. ACM Transactions on Mathematical Software 22, 1 (1999), 119-127. 
[64] XlLlNX. XAPP052 : Efficient Shift Registers, LFSR Counters, and Long Pseudo-
Random Sequence Generators, 1996. Xilinx Application Note. 
[65] XlLlNX. XAPP210 : LFSRs in Virtex Devices, 1999. Xilinx Application Note. 
107 
[66] XILINX. DS210: Additive White Gaussian Noise (AWGN) Core vl.O, 2002. Xilinx 
Data Sheet. 
[67] YOSHIMI, M., OSANA, Y., FUKUSHIMA, T., AND AMANO, H. Stochastic 
simulation for biochemical reactions on FPGA. In International Conference on 
Field Programmable Logic and Applications (2004), pp. 105-114. 
[68] ZHANG, G., LEONG, P., HO, C., TSOI, K., CHEUNG, C., LEE, D.-U., 
CHEUNG, R., AND LUK, W. Reconfigurable acceleration for Monte Carlo based 
financial simulation. In IEEE International Conference on Field-Programmable 
Technology (December 2005), pp. 215-222. 
[69] ZHANG, G., LEONG, P., LEE, D.-U., VILLASENOR, J., CHEUNG, R., 
AND LUK, W. Ziggurat-based hardware gaussian random number generator. In 
International Conference on Field Programmable Logic and Applications (Auguste 




L'annexe I comporte l'ensemble des scripts MATLAB utilises dans ce travail et discutes 
au chapitre 5. Un descriptif rapide precede script et le code a ete commente au mieux. 
1.1 Generateur universel 
Suivent ici les listing des scripts et fonctions MATLAB d'un generateur universel de 
type RBB a 16 noeuds. Ce code est ensuite remanie pour les besoins des distributions 
exponentielle et normale. 
Le prototype d'un appel a un generateur de type RBB a 16 noeuds : 
Listing 1.1 Appel generique d'un generateur de type RBB a 16 noeuds 
% 
% FUNCTION : VALUES = UNIVJSEN(NHJCHANTILLONS) 
% Fonction generique qui simule un HHti a 16 noeuds 
% et genere NB_ECHANT1LL0NS echantillons qui en 
% s o n t i s s u .v 
% 
% MM DE FICHIEK: UMVJ3EN.M 
% 
% INPUT: 
% NB_F.CHANTIl.L0m: Nmnbre d" eehanlillons a generer 
% 
% OUTPUT: 
% VALUES : Vecteur comportant les NB_ECHANTILLONS 
% eihantillons alealoires generes. 
% NOTE: 
% La function params doit elre configure correcteinent 
% pour cheque nouvclle distribution . 
% 
function values = univ_gen ( nb_echantillons ) 
% Variables globales: 
global m; 
global nomhres; 
% lire les CPT et convertir la valeur de probabilile 
% de 111.0 1.1)1 en un enlier 32 bits 
m = uint.12(2A32*mlx()); 
%nombres de noeuds 
niveaux = 16; 
% pipe des valeurs (sortie de chaque noeuds) 
nomhres = uintl 6 ( zeros ( niveaux + 1 ,1)); 
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% pipe des ( indices) nomrbres aieatoires 
idx = z eros (n iveaux , 1 ) ; 
% remplir le pipe des (indices) nombres aieatoires 
for i = l : length ( idx ) 
i d x ( i ) = index( u in l32 (2A32* rand ( ) ) ) ; 
end 
% Nombre d' he rations 
% (on ajoute le nb de noeuds pour remplir le pipe) 
nb_loop = n b „ e c h a n t i l l o n s + niveaux + 1: 
% vree la variable 
values = 0; 
% b o u c / e x u r lex e chart till on s 
for i = 1: nb_Ioop 
% Reruperer la valeur a la sortie 
% du pipe si iI est piein 
i f ( i > niveaux +1) 
u = nombres ( n iveaux ) ; 
va lues (i— niveaux —1) = u; 
end 
% chaque noeud genere un bit 
% en fonction des nombres aieatoires generes 
% et on concatene le tout aver el valeurs 
% exist antes 
nombres — gennombre(nomhres , m, n i v e a u x , i d x ) ; 
% decaler les chiffres ( shift register ) 
nombres ( 2 : n i v e a u x ) = n o m h r e s ( l : n i v e a u x ~ l ) ; 
nombres (1 ) = uint 16 ( 0 ) ; 
% Decaler les I indices) nombres aieatoires 
% mais a con Ire con ran I ( sh iff regis ter) 
idx ( 1 : niveaux —1) = idx (2 : n iveaux ); 
i d x ( n i v e a u x ) = index( uint 32 (2A32* rand () ) ) ; 
La fonction qui retourne la matrice des fonctions nodales du RBB : 
Listing 12 Fonction retournant la matrice des phi functions 
% FUNCTION : M = MTX() 
% Fonction generique qui cre'e et retourne I ' ensemble des 
% fonctions nodales {phi function) d'un RBB a 16 noeuds 
% 
% MM DE FICHIER: MTX.M 
% OUTPUT: 




% La fonction params doit etre configure correctement 
% pour chaque nouvelle distribution . 
funct ion m = mix () 
% Allocation de metnoire pour un RBB de I noeuds 
m - z e r o s ( 2 ' H 1 6 - 1 ) . 1 6 ) ; 
% Pareours des 16 noeuds 
for i = 1:16 
% La fonction params donne la phi function (CPT) 
% correspondant an noeud i et doit etre adapte 
p = params( i ) ; 
% Chaque noeud dispose d'une CPT de taille 2A(i—]) 
j = l e n g t h ( p ) ; 
m( l : j , i ) = p( l : j , i ) ; 
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La fonction qui imite le comportement d'un encodeur de priorite : 
Listing 1.3 Fonction encodeur de priorite 
« • / 
% FUNCTION : INDEX = INDEX(Ul) 
% Fonrfion gene ri que qui simuie le 
% de prtoriie 
% 
% NOM DE FICHIER: INDEX.M 
% INPUT: 
% UI : Nombre represent e en UINT32 
% 
% OUTPUT: 
% INDEX : Une valetir eiure 0 er 32 
% a 1 ' indice du bit non mil 
funct ion index = i n d e x ( u i ) 
% / nitiol i s at i on 
index =32; 
% boucli' tani que le bit vaut 0 
w h i l e ( ~ h i t g c t ( u i . i n d e x ) ) 
% deeremente I'indice 
index=index —1; 
%sort si TOus le bits sont a 0 




eomprotement d ' un encodeur 
corri'spondant a 
de UI. 0 pour UI=0 
La fonction qui s'occupe de generer les bits de tous les noeuds etant donnes les parents 
et qui place les bits aux bons endroits : 
Listing 1.4 Fonction generant les bits de chaque noeud et decalages 
% FUNCTION : NOMBRES = GENNOMBREf NOMBRES, M, NIVEAUX, IDX} 
% Fonction generique qui genere les bits des 16 noeuds 
% d'un RBB a 16 noeuds 
5 % 
% NOM DE FICHIER: GENNOMBRE.M 
% 
% INPUT: 
% NOMBRES: Pipe des nombres d ' eehantilIons a generer 
10 % M : Matriee des phi functions 
% NIVEAUX: 16 en {'occurence 
% IDX : Pipe des nombres aleatoirts {indices des) 
% 
% OUTPUT: 
15 % NOMBRES : Pipe modifie. 
% 
% NOTE: 
% La function pa rams doit etre configure correclement 
% pour chaque notivelle distribution. 
20 % 
funct ion nombres = gen nombre ( nombres , m, niveaux , i d x ) ; 
for i = 1:niveaux 
25 % cas particulier 0 
if ( i dx == 0) % (tres rarement) 
% deealer a gauche chaque nombre et ajouter itn 0 
nombres ( 1 : niveaux —1) = b i t s h i ft ( nombres ( 1 : niveaux — 1), 1) ; 
30 % an ires cas 
e l s e 
% retrouver la probabilite pour chaque bit 
% (tous les nombres, sauf resultat) 
p = u in t32 (2A32* p a r a m e t r e _ p a r b i t (nombres , m, n i v e a u x ) ) ; 
I l l 
% dernier a gauche de 1 bit rhaque nombre (sctttf resullat) 
nombres ( 1 : niveaux ) = h i ts hi f t { nombrcs ( 1 : n iveaux ) , 1) ; 
% changer le bit le ens echeant , selon p et idx 
nombres ( 1 : niveaux ) = b i t s e t (nombres { 1 : n iveaux ) , 1, b i tgen (p , idx ) ) ; 
end 
end 
Et finalement la lecture des probabilitees conditionnelles suivant les noeuds parents 
Listing 1.5 Fonction generant les probabiites de chaque noeud 
% FUNCTION : NOMBRES = PARAMKTREJ'ARBITINIVEAUX) 
% Fonction generique qui genere lex bits des 16 noeuds 
<>/,. d'un RUB a 16 noeuds 
% 
% NOM 1>F. FICHIER: PARAMETRE_PARB1T.M 
% 
% INPUT: 
% NOMBRES: Pipe des nombres d' eehnn lilions a generer 
%M : Malriee des phi functions 
% NIVEAUX: 16 en I ' occurence 
% 
% OUTPUT: 
% NOMBRES : Les valeurs de probabilile reeherehees 
funct ion p = p a r a m e t r e _ p a r b i t (NOMBRES, M, NIVF.AUX) 
% Lire les prob conditionnelIe fonction de I ' etat des parents 
p = m( nombres ( 1 : l eve l )+ l , 1: l eve l ) ; 
% Ne Harder que les valeurs reeherehes tlwik) 
p = diag(p, (>); 
1.2 Test du x2 
La p-value est calculee de differentes manieres (types de distribution, methode de seg-
mentation, etc.), ce qui impose le recours a une fonction parametrisable : 




% d 'un RUB 
% 
% NOM DE E 
"/„ INPUT: 
: PVAL = EVALCHlSQfV. BINS, SEG, DIST) 
qui evalue a p—value oblenue par la methode du chi2 
a 16 noeuds 
ICH1ER: EVALQU1SQ.M 











Nombres de segments sur 1 'axe des X 
Methode de segmentation — 
0 : equidistribue 
Autre : equidistant 
Type de distribution — 
0 : normale 
Autre : exponentiele 
P—value obtenue par la methode du Chi2 
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La segmentation de l'abcisse est effectuee par a fonction segm : 
Listing 1.7 Appel parametrisable aux segments pour le calcul de \ap-value 
% 
% FUNCTION : [X, FC] = SEGM(NB, K, SEG, DIST) 
% Fonction qui definif la segmentation de I 'axe des X 
% et le nombre d' echantilons par segments attendu 
% 
% NOM DE FICHIER: SEGM.M 
% 
% INPUT: 
% NB : Taiife du vecleur d'' echantilons aleatoires 
%K : Nombres de segments stir i 'axe des X 
% SEC : Meihode de segmentation — 
% 0 : equidistribue 
% Autre . equidistaut 
% DIST : Type de distribution — 
% 0 : norm ate 
% Autre : exponentiele 
% 
% OUTPUT: 
% X : P—value obtenue par la meihode du Chi2 
% FC : Vecteur du nombre d ' echantilions attendu 
% 
% 
funct ion \\, l'c ] = segm(nb, k, s c g , ( l i s t ) 
% la d i ,v t ri bit Hon est la distribution nor mate 
i f ( d i s t == 0 ) 
% /a segmentation est equidistribuee 
i f ( s c g == 0) 
l u t a l = normedf (X , 0 , 1 ) - normcdf ( - 8 ,0 ,1 ) ; 
x=norminv(nonncdf ( — 8 , 0 ,1 ) : t o t a l / k : normcdf (8 ,0 ,1 ) ,0 , 1 ) ; 
% la segmentation est e quidist ante 
e l se 
x = - 8 : 1 6 / k : 8 ; 
end 
% surface sous la courhe dans les segments 
p = n o r m c d f ( x ( 2 : k + l ) , 0 , 1 ) - normedf ( x ( l : k) ,0 , 1 ) ; 
% la distribution est I ' exponentielle 
e l se 
% la serine nt at ion est vqutdi st ribut e 
If (scg == 0) 
t o t a l = e x p e d f ( 1 6 , 1 ) ; 
x = e x p i n v ( 0 : t o t a l / k : c x p c d f ( 1 6 ) , e x p c d f ( 1 6 ) ) ; 
% la segmentation est equidistante 
e l s e 
x = 0 : 1 6 / k : l 6 ; 
end 
% surface sous la c our be dans les segments 
p = expedf ( x ( 2 : k + l ) , l ) - expedf (x( l : k ) , 1); 
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l'c = p*nb ; 
1.3 Generateur de l'exponentielle 
Le generateur de l'exponentielle est modifie pour supporter les differents scenarios de 
l'etage de sortie ainsi que l'utilisation d'une ROM compacte. 




% FUNCTION : VALUES = EXPJ3EN{ECHANTILLON, SCENARIO) 
% Function qui genere une exponent i el I e suivant 
% la method* RUB 
% 
% MM DE FICHIER: EXP_GEN.M 
% 
% INPUT; 
% ECHANTILLON ; Tat lie du verteitr d ' c chantiIons ale a to i r e s 
% SCENARIO : Longueur de l'etage de sortie 
% I : difference de I 
% 2 : difference de 2 
% Autre : difference de croissant e 
% OUTPUT: 
% VALUES : Vccteurs des echantillons generes 
% 
% 
funct ion va lues = exp_gen ( e c h a n l i l l o n , s c e n a r i o ) 
% appel a la function mtx() de l'exponentielle (ROM) 
m = mtx ( ) ; 
% faille fortetion du scenario 
i f ( s c e n a r i o == 1) 
lg lh = 32; 
e l s e i f ( s c e n a r i o == 2) 
lg lh = 32*2 - 1; 
e l s e 
lg lh = 32*31/2 + 1; 
end 
% pipe (etage de sortie) 
nombres = u in t32 ( zeros ( l g th , 1 ) ) ; 
% on remplit le pipe 
for i = l ; ! g t h 
nombres( i ,1 ) = m( index ( u in t32 (2"32*rand ( ) ) ) ) ; 
end 
"/<; initialisation 
va lues = u in t32 ( zeros ( e e h a n t i l l o n , 1 ) ) ; 
% generation 
for i = 1: e c h a n l i l l o n 
% Ieciure des bits pour la sortie 
v a l u e s ( i , 1 ) = g e i i n o m b r e ( n o m b r e s , s c e n a r i o ) ; 
% decaler les eh iff res < shift register) 
for j = lg lh :—1:2 
nombres (j , 1) = nombres (j —1,1); 
end ; 
nombres ( 1 , 1 ) = m( index( u in i32 (2A32* rand ( ) ) ) ) ; 
% de uint vers double f virgule a la position 27) 
va lues = double ( va lues ) / 2 A 2 7 ; 
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Le generateur d'exponentielle fait appel a sa propre fonction mtx() : 
Listing 1.9 ROM du generateur d'exponentielle 
%-% FUNCTION : M = M1X() 
% Fonction qui cree ct retoltrne la ROM 32 x 32 du 
% generateur d' exponenlielle 
% 
% NOM DE F1CH1ER: MTX.M 
% 
% OUTPUT: 
% M : RUM de I ' expnnrnlielle 
% 
func t ion m = mix () 
% CRT 
ml = u i n t 3 2 ( z e r o s ( 3 2 , 1 ) ) ; 
% transposee de In CPT hi! a hit 
m = u i n t 3 2 ( z e r o s (.12 , 1 ) ) ; 
% on genere la CPT 
for i n d i c c = 1:32 
% lilt' les prob 
p = l - ( ( e x p ( - 2 . * ( 5 - i n d i c e ) ) - 1 ) . / ( e x p ( - 2 . A ( 6 - in d i ce )) - 1)); 
% memorise les parametres 
m l ( 3 2 - i n d i c e + l .1) = u in l32 ( 2 " 3 2 * p ) : 
end 
for i = l : 3 2 % Chaque nouveau nmnbre de m 
for j = l:32% est eonslitue des bit ml 
% memorise les parnmetres 
m(i , 1) = b i t s e t ( m(i ,1) , j . b i t g e l (ml ( j , 1) , i ) ) ; 
end 
end 
Le generateur d'exponentielle fait appel a sa propre fonction gennombrei) qui emule le 
comportement de l'etage de sortie : 
Listing 1.10 Etage de sortie du generateur d'exponentielle 
% 
% FUNCTION : NOMBRES - UENNOMIIRE(NOMFSRES', SCENARIO) 
% Fonction emitlant l'etage de sortie 
% 
% NOM DE FICHIER: GENNOMBRE.M 
% 
% INPUT: 
c/i; NOMBRFX: Pipe des nombres d' echanltlions a generer 
% SCF.NARIO : Longueur de l'etage de sortie 
% / : difference de 1 
% 2 : difference de 2 
% Autre : difference de croissante 
% 
% OUTPUT: 
% NOMHRES : Pipe modifie . 
% 
% 
f u n c t i o n i i v i i l u c = g e n n o m h r e ( n o m b r e s , s c e n a r i o ) ; 
% initial!se 
uvalue = u i n t 3 2 ( 0 ); 
i = l ; j = l ; %/ parcourt les bits de uvalue, i dans le pipe 
while ( j<=32) 
% lit les bans bits dans le pipe 
uvalue = bi l se t ( uvalue , 32—j + 1 , h i l g e t (nombres (i ,1),32 — j + 1 ) ) ; 
% position des bits fonction du scenario 
i f ( s c e n a r i o == 1) 
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i = 





J = j+i; 
end 





1.4 Generateur de la distribution normale 
Le generateur de la normale est modifie pour supporter les differents scenarios de linea-
risation. 
Listing LI 1 Generateur de normale type RBB 
% 
% FUNCTION : VALUES = NORM_GEN( INDICE, NB_ECHANTILLONS) 
% Fonction qui simule un RBB a 16 noeuds de la normale 
% ei #enere NB_ECHANTILLONS echantillons qui en 
% sont is sun 
% 
%NOM DE EICHIER: NORMJ3EN.M 
% 
% INPUT: 
% INDICE : Premier noeud linearise 
% NB^ECHANTILLONS: Nombre d' echantillons a generer 
% 
% OUTPUT: 
% VALUES : Verteur comportant les NB_ECHANTILLONS 
°h. echantillons aleatoires gEneres. 
% 
% 
f u n c t i o n va lues = norm„gen ( i n d i c e , e e h a n i i l l o n ) 
m = mtx( i n d i c e ) ; 
niveaux = \5; %I6e noeud symetrique 
nombres = u in t l f i ( z e ros ( niveaux + 1 , 1 ) ) ; 
idx = ze ros ( niveaux + 1 , 1 ) ; 
for i = 1: l eng th ( i d x ) 
i d x ( i ) = i ndex ( u in t32 (2 A 32*rand ( ) ) ) ; 
end 
e c h a n t i l l o n s = e e h a n i i l l o n + niveaux + 1; 
va lues = z e r o s ( e e h a n i i l l o n , 1 ) ; 
for i - 1: e c h a n t i l l o n s 
% f>enerer tons les niveaux 
nombres - gennombre (m, nombres , n i v e a u x , i d x ) ; 
%memoriser si pipe plein 
i f ( i > n i v e a u x + 1) 
u = d o u b l e ( n o m b r e s ( n i v e a u x + 1 ) ) ; 
% rEpenorier les nombres (pos/neg) 
i f ( i d x ( n i v e a u x + l ) = 32 ) 
u = —u — 1; 
end 
u = u /2 A ( n iveaux—2); 
%ei hop 
va lues (i— niveaux — 1) = u; 
end 
%declaer les chiffres 
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for j = niveaux + 1: —1:2 
n o m b r e s ( j ) = nombres( 
end; 
n o m b r e s ( l ) = u in l l f i ( 0 ) ; 
nombres; 
%declaer les chij'fres 
for j = l : n i v e a u x 
i d x ( j ) = i d x ( j + l ) ; 
end: 
i d x ( n i v e a u x + 1) = index( 
end ; 
i - l ) : 
uint32(2»32*rand( ) ) ) ; 
Le generateur de la normale fait appel a sa propre fonction mtx() : 
Listing 1.12 Matrice du generateur de normale 
% FUNCTION : M = MTX( LIMIT) 
% Function qui tree et rejourne I ' ensemble des 
% functions nodales (phi junction) d' tin RBB a 16 noettds 
% itenerant une normale par symelrie 
% 
% NOM DE FICHIER: MTX.M 
% INPUT: 
% LIMIT: INDICE DU PREMIER NOEUD LINEARISE (-13 a 1) 
% 
% OUTPUT: 
%M : Matrice des phi functions (CPT) dun RBB de 10 
% no cuds. 
% 
funct ion m = mix ( l i m i t ) 
m = i e r o s ( 1 6 3 H 4 . 1 5 ) ; 
for i nd i ce = —13:1 
p = params( i n d i c e ); 
i f ( i n d i c e < l i m i t ) 
v = 1 0 : l e n g t h ( p ) - l l ; 
app = p o l y f i t ( v , p , l ) ; 
p = a p p ( l ) * v + a p p ( 2 ) ; 
end; 
% memorise les parametres 
for j = 1: l ength (p) 
m(j ,2—indice ) = p ( j ) ; 
end 
end 
Le generateur de la normale fait appel a sa propre fonction mtx() : 
Listing 1.13 Fonctions nodales du generateur de normale 
%-% FUNCTION : P = PARAMSfINDICE) 
% Fonction qui cree relotirne la fonctions nodale 
% d' tin RBB normale a 16 noettds 
% 
% NOM DE FICHIER: PARAMS.M 
% 
% INPUT: 
% INDICE : INDICE NORMALISE DU RBB (-13 a 1) 
% 
% OUTPUT: 
% P : phi function (CPT) du noeud indice 
funct ion p = params ( i n d i c e ) 
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% noinbrc de points 
Maxn = 2A(1— ind i ce ); 
% pas 
frac = 1/2A(- i nd i ce ); 
c,h points 
n = [ 0 : M a x n ~ l ] ; 
% prohahiHies 
p = ( normcdf ((2* n+2)* frac 
( normcdl'(<2* n+2)* I'vac 
— normcdf ( (2* n + 1)* frac )) . / . . . 
— normcdf ( (2* n ) * frac ) ) ; 
1.5 Monte Carlo 
L'algorithme Monte Carlo etudie a ete traduit en Matlab pour des raisons de facilite de 
manipulation : 
Listing 1.14 Algorithme Monte Carlo 
% FUNCTION : / radius . heat 1 = liny_mc (photons) 
% Equivalent MATAB du code C disponible a 
% http ://omlc . oxi. edit 
% 
%NOM DE FICHIER: T1NYJIC.U 
% 
'/,. INPUT: 
<•/,. PHOTONS : Nombre de photons 
% 
% OUTPUT: 
% radius : rayon de diffusion 
'ft. heal : chaleur absorbee 
% 
% 
funct ion [ r ad ius , h e a l ] = liny_mc ( pho tons ) 
t l = ' T i n y ^ M o n t e ^ C a r l o ^ b y ^ S c o l t ^ P r a h l ^ h t tp : / / omlc . ogi . edu ) ' ; 
12 = ' l ^ W ^ l ' o i n t ^ S o u r c e ^ H e a t i n g ^ i n ^ I nfin i t e ^ I s o l r o p i c ^ S c a l t e r i n g ^ M e d i u m ' ; 
SHHX_MAX = 101; 
mu„a = 2 . 0 ; % / * Absorption Coefficient in 1/cm !!non-zero!! */ 
mu_s = 2 0 . 0 ; % /» Reduced Scattering Coefficient in 1/cm * / 
m i c r o n s _ p e r _ s h e l l = 50; % / * Thickness of spherical shells in microns */ 
% photons = 12: 
heat = zeros(SHELL_MAX,l); 
r a d i u s = zeros (SHKLL.MAX, 1 ) ; 
a lbedo = mu_s / (mu_s + inu_a); 
she l l s_per_ml 'p = I e4 / m i c r o n s _ p e r _ s h e l l /( mu_a+mu_s ); 
r i = 






rin tf( 'photon 
O f ) ; y - 0 . 0 






t rue ) 
no 
= —log ( rand () 
+ t * u; 
+ t * v; 
%d\n ', 
= 0 . 0 
1.0; 
); % 
i ) ; 
move 
s h c l l = f i x ( sqrt (x*x+y*y+z*z)* s h e l l s _ p e r _ m f p ) ; % absorb 
i f ( s h e l l > (SHELL„MAX-1) ) 
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s h e l l = SHELL_MAX-1; 
end 
k e a i ( s h e l l + 1, 1 ) = heal ( she l l + 1 , 1 ) 4 - (1.0 - a lhedo )* we igh t ; 
weight = weight * a l b e d o ; 
whi le ( t r u e ) 
"/<• new direction 
x i l = 2 . ( ) * r a n d ( ) - 1.0; 
x i 2 = 2 . 0 * r a n d ( ) - 1.0; 
t = xi 1 *xi 1 +x i2*x i2 ; 




u = 2.0 * l - 1.0; 
v = x i l * sqrt( ( l — u*u )/ l ); 
w = xi2 * sqrt ( ( l — u*« ) / t ) ; 
if (we igh t < 0 .001) 
% roulette 
if ( rand() > 0.1 ) 
break ; 
end 
weight = w e i g h t / 0 . 1; 
end 
end 
%fprintf('nb de shell c/ixi\n ', j); 
end 
f p r i n t f ( '%s \n%s\n \ nSca t t e r ing^=^%8.317cm\ nAbsorp t ion j ^ % 8 . 3 f7an\n ' , tl , t2 ,mu_s , mu_a ) ; 
f p r i n t f ( ' l *ho to r iN^^=7^81 d \ n \ n l J R a d i t i s u u l J u u l l J l J U U H c a t \ n | microns j^ltJUJLJ1_,[W/cm
A3J\n ' , photons ) ; 
t = 4 * 3 . 1 4 1 5 9 * ( m i c r o n s _ p e r _ s h e l l A 3 ) * p h i H o n s / l e l 2 ; 
for i = l:SMiLL_MAX-l 
f p r i n t f ( ' % ( i . ( ) I ' ^ _ % 12.51'\n' , i * m i c r o n s _ p e r _ s h e l l , h c a t ( i ) / t /( i*i + i + 1. 0 / 3 . 0 ) ) ; 
h e a t ( i ) = h e a t ( i ) /1 /( i*i + i + 1 . 0 / 3 . 0 ) ; % re to u me la valeitr affiche 
r a d i u s f i ) = i * m i e r o n s _ p e r _ s h e l l ; 
end 
fpriDtf(*UJexlra1_11_11_ i l_1%12.5f\n',heat( SH1-LL_MAX J / p h o t o n s ) ; 
heat = heai( l :SHHLL_MAX-l) ; 
Le vecteur extrait du FPGA est normalise pour des fins de comparaison 
Listing 1.15 Normalisation du resultat du FPGA 
% 
% FUNCTION : {x, nvourbe} = my_tiny_m<:( heat ) 
% Fraction de tiny_mc .m 
% permettant de nonnaliser le.s valeitrs extraites du FPGA 
% 
"A: NOM 1>E flCHIER: MY_SflNY_MC.M 
% 
% INPUT: 
% HEAT : Chaleur totale (non normalisee) 
% 
% OUTPUT: 
% x : rayon de diffusion 
% nvourbe : chaleur absorbee 
% 
funct ion | x , nc our be J = my_tiny_mc ( heat ); 
SHELL.MAX = 101 ; 
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mu_a - 2 . 0 ; % / * Absorption Coefficient in 
mu_s = 2 0 . 0 ; % / * Reduced Scattering Coeffi 
m i e r o n s _ p e r _ s h e l l = 5 0; % /* Thickness of spheric a 
phoions = 10000; 
a lbedo = mu_s / (mu_s + mu_a); 
shel l s_per„mfp = l e 4 / m i e r o n s _ p e r _ s h e l l /(mu_a+mu_s ) ; 
l - 4 * 3 . ] 4 1 5 y * ( m i e i * o n s _ p e r _ s h e l l A 3 ) * p h o t o n s / l e l 2 ; 
for i = 1: JiHELL_MAX-1 
x ( i ) = i * m i c r o n s _ p e r _ K h e l l ; 
ncourbe( i ) = h e a i ( i ) / t / ( i * i + i + 1 . 0 / 3 . 0 ) ; 
end 
1/cm !!non-zero !! */ 
i e n t in 1/cm */ 




II. 1 Sources generiques 
Le generateur Tausworthe combine 
Listing II. 1 Generateur Tausworthe 
Fichier 
A it te u r 
Description 
Modification 
tausworthe . vhd 
Tarek Quid Hachir 
Generateur aleatoire 32 bits 
24 fevrier 2007 
LIBRARY i e c e ; 
use i e e e . s i d _ l o g i c _ 1 1 6 4 . a l I ; 
USE ieee . s i d _ l o g i c _ a r i t h . a l l ; 
use ieee . s td_H>gie_uns igned . a l l ; 
ent i ty l a u s w o r t h e is 
port ( 
c l k _ p o r i 







s t d _ 1 o g i c ; 
i d _ 1 o g i e ; 
s l d _ l o gic ; 
n s t d _ 1 o g i c ; 
in s t d „ l o g i c _ v e c i o r (31 
in s td_ 1 o g i c _ v e c i o r (3 I 







out s t d _ l o g i c _ v e c t o r ( 3 1 downto 0) 
); 
end t a u s w o r t h e ; 
a r c h i t e c t u r e r i l of l a u s w o r t h e 
s ignal 
s igna l 
s igna l 
s igna l 
s igna l i"_x 
s igna l f_x_3 
s ignal e tp_x_ l 
s ignal e tp_x_2 
s igna l e tp_x_3 
s igna l 
s igna l 




s igna l xor_x_l 
s i g n a l xor_x_2 
s igna l xor_x_3 
s igna l xxor_x_l 
s igna l xxor_x_2 
s igna l xxoi_x_3 
s t d _ l o g i c _ v e e t o r ( 3 1 downto 0 ) ; 
s t d „ l o g i c _ v e c t o r (31 downto 0 ) ; 
s i d _ l o g i c „ v e c l o r ( 3 1 downto 0 ) ; 
s l d _ l o g i c _ v e c l o r (3 1 downto 0 ) ; 
: s l d _ l o g i e _ v e c t o r (3 1 downto 0 ); 
s t d _ l o g i e _ v e c tor (3 1 downto 0 ) ; 
s i d _ l o g i c _ v e e tor (31 downto 0) 
s i d „ l o g i c _ v e c t o r (3 1 downto 0) 
s l d _ l o g i c _ v e c t o r (31 downto 0) 
s t d _ l o g i c _ v e c i o r (3 1 downto 0 ) ; 
s t d _ l o g i c _ v e c l o r (3 1 downto 0 ) ; 
s t d _ l o g i c _ v e c i o r ( 3 1 downto 0 ) ; 
s l d _ l o g i c _ v e c tor (3 1 downto 0) 
s i d . . l o g i e _ v e c tor (3 1 downto 0) 
s t d _ l o g i c _ v e c t o r (31 downto 0) 
s t d _ l o g i c _ v e c t o r ( 3 1 downto 0) 
s t d _ l o g i c _ v e c t o r (3 1 downto 0) 
s t d _ 1 o g i c _ v e c t o r (3 1 downto 0) 
s igna l c_l 
s igna l c_2 
s ignal c_3 
s i d _ l o g i c _ v e c i o r (3 1 downto 0 ) ; 
s t d _ l o g i c _ v e c l o r ( 3 1 downto 0 ) ; 
s t d _ l o g i c _ v e c l o r (3 1 downto 0 ) ; 
s ignal l o c a l _ e n a b l e : s t d _ l o g i e ; 
begin 
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process ( c l k_por i , r s t , seed_l , seed_2 , seed_3 ) 
begin 
i f ( r s i = T ) then 
x_l <= secd_l ; 
x_2 <= seed_2 ; 
x_3 <= seed_3 ; 
e l s e 
if ( c l k _ p o r l ' e v e n t and c l k _ p o r t = ' 1 ' ) then 
if ( l o e a l _ e n a b ) e = ' 1 ' ) then 
x_l <= f_x_l ; 
x_2 <= f_x_2; 
x_3 <= f_x_3 ; 
uniform <= i'_x_ 1 xor f_x_2 xor f_x_3 ; 
end i f ; 
end if ; 
end if ; 
end p r o c e s s ; 
e tp_x_ l <= e_l and x _ l ; 
e t_x_ l <= e l p _ x _ l ( 3 1 - 1 2 downto 0) & x"0()0"; 
xor_x_l <= (x_l(31 —13 downto 0)& x"000" & ' ( ) ' ) xor x„l ; 
xxor_x_l <= "000" & x"00()0" & x o r _ x „ l ( 3 1 downto 19); 
f_x_l <= ( e t _ x _ l ) xor ( x x o r _ x „ l ) ; 
e tp_x_2 <= c_2 and x_2; 
e i_x_2 <= e t p _ x „ 2 ( 3 1 - 4 downto 0) & "0000" ; 
xor_x_2 <= ( x _ 2 ( 3 1 - 2 downto ())& "00" ) xor x_2 ; 
xxor_x_2 <= "0" & x"000000" & xor_x_2(31 downto 25 ) ; 
f„x__2 <= ( e t _ x _ 2 ) xor ( x x o r _ x _ 2 ) ; 
e tp_x_3 <= c_3 and x_3 ; 
e t_x_3 <= e t p _ x _ 3 ( 3 1 - 1 7 downto 0) & x"0000" & ' 0 ' ; 
xor_x_3 <= ( x _ 3 ( 3 1 - 3 downto 0)& "000" ) xor x_2; 
xxor_x_3 <= "000" & x"00" & xor_x„3(31 downto 11); 
f_x_3 <= ( e l_x_3 ) xor ( x.xor_x_3 ) ; 
c_l <= x"FFFFFFFE'* ; 
c_2 <= x"FFFFFFF8"; 
e_3 <= x " FFFFI-FF2 " ; 
— Local enable for XSG purposes 
l o e a l _ c n a b l e <= ce_por t and e n _ p o r l ; 




— Mod ifi can 
l ibrary ieee 
use i eee . std_ 
use i e e e . s t d _ 
e n t i t y encpr i 
elk ; in 
en in 
e n c i n p u t 
u u l p : ou 
f lag : ou 
Listing II.2 Encodeur de 
; encprio32to5exp . vhd 
Tarek Ould liachir 
n : Encodeur de priorite synch rone 
32 a 5 
on : 09 novembre 2007 
l o g i e _ l 1 6 4 . a l l ; 
l o g i c _ u n s i g n e d . a l l ; 
o 3 21 o 5 e x p is 
s l d _ l o g i c ; 
s t d _ l o g i c ; 
in s l d _ l o g i c _ v e c tor (31 downto 0 ) ; 
s t d _ l o g i c _ v e c t o r (4 downto 0) ; 
s l d _ l o g i c 
end e n c p r i o 3 2 t o 5 e x p ; 
a r c h i t e c t u r e e n c p r i o 3 2 t o 5 _ s y n c h of encpr io32u>5exp is 
component encpr io 1 6 to4exp 
port ( 
e n e i n p u l : in s td_ 1 o g i c _ v e c I o l (15 downto 0 ) ; 
priorite iteratif 32 a 5 
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o u i p : out s t d _ l o g i c _ v e c u > r ( 3 downto 0) ; 
f l a g : out s l d „ l o g ic 
) ; 
end component; 
s i gna l s p l i l _ i n p u t _ s i g n a l _ 1 s i d _ l o g i c _ v e e t o r (1 5 downto 0 ) ; 
s igna l s p l i t _ i n p u t _ s i g n a l _ 0 s I d _ I o g i c _ v e e I o r (1 5 downto 0 ); 
s i gna l t )utp_from_cnc2to 1_1 s t d _ l o g i c _ v e c to r (3 downto 0 ) ; 
s i gna l ou lp_ f rom_enc2 to l_0 : sid_J og i c ^ v e c t o r (3 downto 0 ) ; 
s i gna l oulp_mux : s l d _ l o g i c _ v e c t o r (3 downto 0) ; 
s i gna l f l ag_f rom_enc2lo 1_1 : s i d _ l o g i c ; 
s igna l f l ag_f rom„ene2 to 1_0 s i d _ l o g i c ; 
begin 
e n c l 6 t 4 _ l : encp r io 16to4exp 
port niap( 
e n c i n p u t => s p l i l _ i n p u t _ s i g n a l _ l , 
outp => ou tp_ f rom_enc2 to l_ l , 
f lag => f l a g _ f r o m „ e n c 2 l o l _ I 
) ; 
e n e l 6 t 4 _ 0 : encp r io 1 6 to4exp 
port niapf 
e n c i n p u t => s p l i t s i n p u i _ s i g n a l _ 0 , 
ouip => ou lp_f rom_enc2 to l_0 , 
f lag => r i ag_ r iom_unc2 to 1_0 
) ; 
process ( e lk ) 
begin 
if ( e l k ' e v e n t and elk = ' 1 ' ) then 
if ( en = T ) then 
ouip <= f lag_f rom_ene2to 1_1 & oulp_mux; 
f lag <= f lag_from_ene2lo 1_1 or f l ag_f rom_enc2 to 1_0 ; 
end i f; 
end i f ; 
end p r o c e s s ; 
process ( i ' l ag_ l ' rom_enc2 to l_ l , o u t p „ f r o m _ e n c 2 l o l „ l , ou ip_ i ' rom_enc2 lo l_0 ) 
begin 
i f ( i ' l ag_f rom_ene2 to l_ l = *1 ' ) then 
outp_mux <= oulp_from_enc2tn l „ l ; 
e l s e 
outp_mux <= o u t p _ f r o m _ e n c 2 t o l _ 0 ; 
end i f ; 
end p r o c e s s ; 
s p l i t „ i n p u t _ s i g n a l _ l <= enc inpu t (3 1 downto 16); 
s p l i l _ i n p u t _ s i g n a l _ 0 <= e n c i n p u t ( 1 5 downto 0 ) ; 
end e n c p r i o 3 2 i o 5 _ s y n c h ; 
Listing II.3 Encodeur de priorite 16 a 4 
— Fichier : encpriol6to4exp . vhd 
— Aitteur : Torek Quid Hachir 
— Description : Encodeur de priorite 
— 10 a 4 
— Modification : 09 novembre 2007 
l ibrary i eee ; 
use i eee . s l d _ l o g i c _ l 1 64 . al l ; 
use i eee . s t d _ l o g i c _ u n s i g n e d . al l ; 
e n t i t y encpri t>16to4exp is 
port ( 
e n c i n p u t : in s ld_ lo g i c_ ve t tor (. 1 5 downto 0 ) ; 
o u i p : out s t d „ l o g i c _ v u c t o r (3 downto 0) ; 
f lag : out s l d _ l o g i e 
) ; 
end encp r io 16to4exp ; 
a r c h i t e c t u r e are hi of encpr io 16to4exp is 
s igna l s i g n a l _ o u t p ; s t d _ l o g i c _ v e c t o r (3 downto 0 ) ; 
s i gna l s i g n a l _ f l a g s t d _ l o g i c ; 
begin 
s i g n a l _ o t i t p <= "1111" when enc inpu t ( 15 ) = ' 1 ' e l s e 
"1110" when e n c i n p u t ( 14 ) = ' 1 ' e l se 
"1101" when e n c i n p u l ( 13 ) = ' 1 ' e l s e 
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"1100" when e n e i n p u t ( 
"1011" when e n c i n p u t ( 
" 1010" when e n e i n p u t ( 
" 1001" when e n c i n p u l ( 
"1000" when e n c i n p u t ( 
"0111" when e n c i n p u t ( 
"0110" when e n c i n p u t ( 
" 0101" when e n c i n p u t ( 
"0100" when e n c i n p u t ( 
"0011" when e n c i n p u l ( 
"0010" when e nc i n p u t ( 
"0001" when e n c i n p u t ( 
























s i g n a l f lag <= ' 0 ' when e n c i n p u t = 
' 1 ' ; 
outp <= s i g n a ) _ o u l p ; 
f lag <= s i g n a l _ f l a g ; 
end a r c h i ; 
e l se 
e l se 
e l se 
e l se 
e l s e 
e l s e 
e l se 
e l se 
e l se 
e l se 
e l se 
e l se 
e l se 
00000000000000000000000000000000" e l se 
Listing II.4 Registre a decalage 
LIBRARY ieee ; 
USE ieee . s t d _ l o g i c _ l 1 6 4 . a l l ; 
USE ieee . s t d _ l o g i c _ a r i l h . a l l ; 
ent i ty s h i f t s r e g i s t e r is 
generic ( 
n : i n t e g e r ) ; — longueur 
port ( 
elk : in s t d _ l o g i e ; — horloge 
ce : in s l d _ l o g i e ; — clock enable (c.e.) 
din : in s l d ^ l o g i c ; — vecteur d'entrKe 
dout : out s t d _ l o g i c ) ; — vecteur de sortie 
end s h i f t _ r e g i s t e r ; 
a r c h i t e c t u r e i l l of s h i i ' t _ r e g i s t e r is 
type T_SHlFr_REGlSTKR is array (0 to n - 1 ) of s t d _ l o g i c ; 
s igna l p regs : T_SH1FT_REGISTHR; 
— s i g n a l regs : std_logie_vecfor(n—1 downto 0); 
begin 
— Processus sequentiel on les donnees soul shiftee 
s h i f t : process ( e l k ) 
begin 
— Fonctionnement avec controe de 1 'horloge par "ce" 
N. B. Si "ce" vaitl '()', les donnees ne vont pas se decafer 
if ( e l k ' e v e n i and elk = M ' and ce = ' ! ' ) then — rising clock edge 
for i in n—2 downto 0 loop 
p r e g s ( i + l ) <= pregs ( i ) ; 
end l o o p ; 
p regs (0) <= d i n ; 
end i f ; 
end process s h i f t ; 
— Assignation par defcfaut 
dout <= pregs (n—1); 
end r t l ; 
II.2 Sources du generateur de la distribution exponentielle 
Le generateur a ROM compacte 
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Listing II.5 Generateur d'exponentielle a ROM compacte 
Fichier : exp^generator. vhd 
Aufeur : Torek Quid Bachir 
Description : GEnErateur d ' Echantilion.s 
la distribution exp. de mu=l 
Modification : 09 novembr? 2007 
LIBRARY ieee ; 
USE ieee . s t d_ log i c_1 164 . a l l ; 
USE ieee . s t d _ l o g i e _ a r i t h . a l l ; 
e n t i t y e x p _ g e n e r a t o r is 
port ( 
c l k _ p o r t ; in s t d _ l o g i c ; 
c e_po r t : in s i d _ l o g i c ; 
en_pu r l : in s t d _ l o g i c ; 
r s t : in s t d _ 1 o g i c ; 
p o r t _ o u t p u t : out s t d _ l o g i c _ v e c t o r (31 down to 0) 
) ; 
end exp_gene i a t o r ; 
a r c h i t e c t u r e r t l of e x p _ g e n e r a t o r is 
component t a u s w o r i h e 
port ( 
c l k _ p o r t 
c e _ p o r i : in 
en_por t 







i s t d _ 1 o g i c ; ' 
s t d _ l o g i c ; 
l s t d „ l o g i c ; 
: in s L d _ 1 o g i c ; 
: in s t d _ l o g i e _ v e c t o r (31 downto 0) 
: in s t d _ l o g i c _ v e c t o r (31 downto 0) 
: in s l d _ l o g i c _ v e c t o r (31 downto 0) 
: out s l d „ l » g i c _ v e c U ) r ( 3 1 downto 0) 
component encpr io321o5exp 
port ( 
elk : in s l d_1og ic ; 
en : in s t d _ l o g i c ; 
e n c i n p u t : in s t d _ l o g i e _ v e c t o r (31 downto 0 ) ; 
o u t p : out s t d _ l o g i c _ v e c t o r (4 downto 0) ; 
f lag : out s t d _ l o g i c 
) ; 
end component; 
component d iagexp 
port ( 
elk : in s t d _ l o g i c ; 
en : in s l d _ l o g i c ; 
p o r t _ i n p u t : in s t d _ 1 o g i c _ v e c t o r (31 downto 0 ) ; 





e lk : in s id_ 1 og ie ; 
in s I d _ I o g i c ; 
in s l d _ l o g i c _ v e e t o r ( 4 downto 0 ) ; 
out s l d _ l o g i e _ v e c l o r (31 downto 0) 




s i gna l l o c a l _ e n a b l e : s l d _ l o g i c ; 
s igna l F i l l S e l : s t d _ l o g i c ; 
s igna l f l a g _ i n u l i l e s l d _ l o g i c ; 
s i g n a l p r o g r i i m _ l l ' s r s l d _ l o j i i c _ v e t ; t ( > r (7 d o w n t o O); 
s igna l echant i l lon__uni form s t d _ l o g i c _ v e c t o r (31 downto 0) ; 
s i gna l uni form _enc ode s t d _ l o g i c _ v e c t o r (4 downto 0 ) ; 
s igna l donnees„rom s td__ log ic_vee to r (31 downto 0 ) ; 
s igna l seedl 
s igna l seed2 
s igna l seed3 
.s td_ 1 o g i e_ v cc to r (31 downto 0) 
s i d _ l o g i c _ v e c l o r (31 downto 0) 
s t d _ l o g i c _ v e c t o r (31 downto 0) 
begin rtl 
eneodeur : e n c p r i o 3 2 l o 5 e x p 
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port map( 
elk => c lk_por t , 
en => l o c a l _ e n a b l e , 
e n c i n p u l => cell unti l Uin_uni form , 
outp => uniform_encode , 
f lag => f l a u _ i n u i i l e 
) ; 
rom32x32 : romexp 
port niap( 
elk => e lk_por i , 
en => l o c a l _ e n a b l e , 
addr => unii"orm_eneode , 
data => donnees_rom 
) ; 
r e g _ d e c a l : d iagexp 
port map( 
elk => c lk_por t , 
en => l o c a l _ e n a b l e , 
p o r l _ i n p u t => donnees_rom , 
p o i" t _ o u t p u t => p u r t _ o u t p u t 
) ; 
twlh : l au swor lhe 
port map( 
c !k_por t 
e e_po r t 
en^por t 






=> e lk_por t , 
=> ee__port , 
=> en_por t , 
=> rst . 
=> seedi , 
=> seed2 , 
=> seed3 , 
=> e c h a n t i l l o n _ u n i f o r m 
l o e a l _ e n a b l e <= ee_por t and e n _ p o i t ; 
seedl <- x "33333333" ; 
seed2 <= x"555S5S55M i 
secd3 <= x"99999999" ; 
Listing II.6 ROM de 1'exponentielle 
Fichier : romexp. vhd 
Anwar : Tarck Quid Bachir 
1) e s crip l i o w : ROM syn ch ran e de la d i s t r i butt o n e xp o « e mi ell e 
Modification : 09 novembre 2007 
l ibrary ieee ; 
use ieee . s t d _ l o g i e _ I 164 . a l l ; 
use ieee . s t d _ l o g i e _ uns igned . a l l ; 
e n t i t y romexp is 
port ( 
elk : in s t d _ 1 o g i c ; 
en : in s t d _ l o g i c ; 
add r : in s l d _ l o g i c _ v e c t o r (4 downto 0 ) ; 
d a t a : out std_J o g i c _ v e c t o r (3 1 downto 0) 
) ; 
end romexp; 
a r c h i t e c t u r e rom_synch of romexp is 
type rom_type is array (0 to 31) of s t d _ l o g i c _ v e c t o r (3 1 downto 0 ) ; 
c o n s t a n t exp_iiib1e i o m _ l y p e :~ ( 
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process ( e l k ) 
begin 
if ( e l k ' e v e n t and elk = ' 1 ' ) then 
if (en = ' 1 ') then 
data <= e x p _ t a b l e ( e o n v _ i n t e g e r ( a d d r ) ) ; 
end i f ; 
end if ; 
end p r o c e s s ; 
end rom_syneh; 
Listing II.7 Etage de sortie 
— Fichier : diagcxp. vhd 
— Auteur ; Torek Quid Barhir 
— Description : Re gist re a decalage a longueur dec roissante 
— Modification : 09 novembre 2007 
l ibrary i ece ; 
use ieee . sid_logie__l 164 . a l l ; 
use i eee . s t d _ l o g i e _ u n s i g n e d . a l l ; 
e n t i t y d iagcxp i s 
port ( 
elk : in s t d_) o gi e ; 
en in s t d „ l o g i e ; 
p o r t _ i n p u t : in s i d _ l o g i e _ v e e t o r ( 3 1 down to 0} ; 
p o r t _ o u t p u t : out s i d _ l o g i c _ v e c t o r (31 downto 0) 
end d i a g c x p ; 
a r c h i t e c t u r e d i agexp_syneh of d iagcxp is 
component sh i f t _ r e g is t e r 
generic ( 






in s t d _ l o g i e ; horloge 
in s t d _ l o g i e ; dock enable ( c . c . ) 
in s t d _ l u g i c ; — vecfeur d'entrEe 
out s t d _ l o g i e ) ; vecwur de sortie 
end component; 
s igna l s i g n a l _ i n p u l s td_l i>gie_ vec tn r (3 1 downto 0 ) ; 
b e g i n 
G; for 1 in 0 to 31 generate 
srlO : s h i f t _ r e g i s t e r 
generic map( 
n => (I + l ) * ( l + 2 ) / 2 
port map ( 
elk => elk , 
ec => en , 
din => s i g n a l „ i n p u t ( I ) , 
dout => p o r t _ o u l p u t ( I ) 
) > 
end genera e G; 
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s i g n a M n p m <= p o r I _ i n p u t ; 
end d i a g e x p _ s y n c h ; 
Le generateur d'exponentielle utilisant la cellule de van Daalen : 
Listing II.8 Generateur utilisant la cellule de van Daalen (Shawe-Taylor) 
Fichier : expgenerator . vhd 
Auteur : Tarek Ould Bachir 
Description : Cellule d'tin generateur 1 bit 
Modification : 24 fEvrier 2007 
LIBRARY ieeu ; 
use i eee . U d _ l o g i c _ l 164 . a l l ; 
USE ieee . s i d _ l o g i c _ a r i l h . a l l ; 
use ieee . s t d „ l o g i c _ u n s i g n e d . a l l ; 
e n t i t y e x p _ g e n e r a t o r i s 
port ( 
c l k _ p o r t : in s t d _ l o g i c ; 
c e _ p o r t in s t d _ l o g i c ; 
en_por i : in s t d _ l o g i e ; 
r s t : in s t d _ I o g i c : 
p o r t _ o u t p u t : out s t d__ log ic„vec to r (31 downto 0) 
) : 
end e x p _ g e n e r a t o r ; 
a r c h i t e c t u r e r l l of c x p _ g e n e r a t o r is 
s i gna l l o e a l _ e n a b l e s t d _ l o g i c ; 
s igna l elk : s t d _ 1 o g i c : 
s i gna l e c h a n l i l l o n _ u n i f o r m : s t d _ l o g i e _ v e e t o r (31 downto 0 ) ; 
s igna l e c h a n t i l l o n _ e x p s t d _ 1 a g i e __ v e e t o r (31 downto 0 ) ; 
s i g n a l seed l s t d _ l o g i c _ v e e t o r (31 downto 0 ) ; 
s i gna l seed2 : s t d _ l o g i e _ v e e t o r (31 downto 0) ; 










c l k _ p o r t 
ee_por t : 
e n _ p o r I 







shawe_gene ra to r 
: in s td_ 1 og ic ; 
in s l d _ l o g i e ; 
: in s t d _ l o g i c _ v e c t o r (31 downto 0) 
: out s t d _ l o g i e „ v e c i o r (31 downto 0) 
tails wort he 
in 
in s td_ 1 o g i c ; 
s t d _ l o g i c ; 
in s td_1og ic ; 
: in s t d _ l o g i c ; 
: in s t d _ 1 o g i e _ v e e t o r (3 1 downto 0 ) ; 
: in s t d _ l o g i c _ v e c t o r (31 downto 0 ) ; 
: in s t d _ l o g i e _ v e e t o r (3 1 downto 0 ) ; 
: out s l d _ l o g i c _ v e c t o r (31 downto 0) 
end component; 
exps l : exp_shawe_gene ra to r 
port map( 
elk => c lk_por t , 
en => l o e a l _ e n a b l e , 
a l e a _ n b r => e e h a n i i l l o n _ u n i 
port exp => por t ou tpu t 
) ; 
twth : l a u s w o r t h e 
port map( 
c l k _ p o r t => c lk_por i , 




















end r t l ; 





e c h a n t i l l o n „ u n i 
<= ce_por i and 




e n _ p o r t ; 






Jarek Ould Bachir 
CeUtile d ' un generateur 1 
24 fEvricr 2007 
bit 
LIBRARY i e e e ; 
use ieee . s l d _ l o g i c _ l 164 . a l l ; 
USE ieee . s l d _ l o g i e _ a r i t h . a l l ; 
use ieee . s l d _ l o g i e _ u n s i g n e d . a l l ; 
e n t i t y exp_shawe„gene ra to r is 
port ( 
elk : in s t d _ l o g i e ; 
en : in s t d _ l o g i c ; 
a l ea_nhr : in s t d _ l o g i e _ v e c t o r (3 1 down to 0 ) ; 
po r l^exp : out s l d _ l o g i e _ v e e l o r (31 down to 0) 
) ; 
end exp__shawe_generator ; 
a r c h i t e c t u r e r t l of exp_shawe_gene ra to r is 
component shawe_genera to r 
generic ( 




i n p u t . 
m o d _ h 
oulpu 
:  
h i t 
i t s 
_por t 
end component 
in s l d _ l o g i c ; 
in s I d _ 1 o g i c ; 
in s t d _ l o g i c ; 
in s t d _ l o g i c _ v e c t o r (N—1 downto 0 ) ; 
out s t d _ l o g i c 
type lesn is a r ray(f l to 31) of i n t e g e r ; 
constant tiNs : lesn := ( 
3 2 , 3 2 , 3 2 , 3 2 , 3 2 , 3 2 . 3 2 , 3 2 
3 2 . 3 2 , 3 2 . 3 2 , 3 2 , 3 2 , 3 2 , 3 2 
3 2 , 3 2 , 3 2 , 3 2 , 3 2 , 3 2 , 3 2 , 3 2 
3 2 , 3 2 , 3 2 , 3 2 , 3 2 , 3 2 , 3 2 , 3 2 ) ; 
type rom_lype is array(0 to 31) of std_logic_veelor (31 downto 0); 




"0111111 1111111111111111111000001)" , 
"01111111111111111111111110000000" 





























gen_shawegens : for 1 in 0 to 31 generate 
shawe_gen_a: shawe_gene ra to r 
gener ic map( 
N => ENs( I ) 
) 
port map( 






en => en , 
i n p u t _ b i t 
mud_bi ts 
=> a l e a „ n b r ( I ) , 
=> c o n s l _ e x p ( I )(31 downto 31-(ENs( 1 ) - l ) ) . 
o u t p u t „ p o r t => p o r t _ e x p ( I ) 
) ; 
end generate gen_shawegens ; 
end r t l ; 






Torek Quid Hochir 
Ceilule d'un generateur 1 bit 
24 fEvrier 2007 
LIBRARY i e c e ; 
use i eec . s t d _ l o g i e _ l 164 . a l l ; 
USE ieee . s l d _ l o g i e _ a r i t h . a l l ; 
use i e ee . s l d _ l o g i c „ u n s i g n e d . a l l ; 






i n t e g e r := 32 
i n p u t _ h i t 
mod_bits 
o u l p u t _ p o r t 
); 
in s l d _ l o g i c ; 
in s t d _ l o g i c ; 
in M d _ I o g i c ; 
in s i d _ l o g i e _ v e c t o r (N—1 downto (I); 
out s t d _ l o g i c 
end s h a w e _ g c n e r a t o r ; 
a r c h i t e c t u r e r t l of shawe_gene 
component c e l l u l e _ s h a w 
port ( 
elk 
i n p u t _ h i I 
o n t p u t _ h i t 
m o d _ b i l 




s igna l p r o h i b i t s 
s igna l b c r n o u l l i 
in s l d _ l o g i e ; 
in s t d _ I o g i c ; 
in s t d _ l o g i c ; 
out s t d _ l o g i c ; 
in Md_ 1 u£ i c ; 
in s t d _ l o g i e ; 
out s t d _ l o g i e 
s t d _ l o g i e _ v e c t o r (N downto 0 ) ; 
s t d _ l o g i c _ v e c l o r (N downto 0 ) ; 
begin 
g e n _ c e l l s : for I in N—1 downto 0 generate 





in p u l_b i t 
mod_bit 
o u t p u t _ b i t 
p r e v i o u s _ M a g e 
next s t age 
) ; 
end generate gen_ 
p r o h _ M t s ( N ) <= 
b c r n o u l l i ( ( ) ) < = 
=> elk , 
=> en , 
=> p r o b „ b i i s ( 
=> nu>d_biis ( 
=> p r o b _ b i l s ( 
=> b c r n o u l l i ( 
=> b e r n o u l l i ( 
c e l l s ; 
i n p u i _ b i l ; 
o u l p u t _ p o r t <= b e r n o u l l i ( N ) ; 
end r t l ; 
1 + 1 J, 
I ) . 
1 ) , 
I ) , 
1 + 1 ) 





cellule_shawe . vhd 
Torek Ould Bachir 
Cellule d'tin generateur 1 hit 
24 fEvrier 2007 
LIBRARY ieee ; 
use ieee . std_logie__ 1 164 . a l l ; 
USE i e e e . s t d _ 1 o g i e _ a r i I h . a l l ; 
use i eee . s t d _ l o g i e _ u n s i g n e d . a l l ; 











s t d _ l o g 
x td_ log 
s t d _ l o g 
s l d _ 1 o g 
s t d _ 1 o g 
s t d ^ l o g 








i n pu t_b i t 
mod_bit 
o u t p u t _ b i I 
p r e v i o u s _ s t a g e 
n e x t _ s t a g e 
) ; 
end c e l l u l e _ s h a w e ; 
a r c h i t e c t u r e r t l of cellule__.shawe is 
s igna l p r o h i b i t s l d _ l o g i e ; 
begin 
pr i )b„b i i <= (mod_bit and p r e v i o u s _ s t a g e ) when i n p u l _ b i t = ' 0 ' e l s e 
(mod_bit or p r e v i o u s _ s t a g e ) ; 
process ( elk ) 
begin 
if ( e l k ' e v e n l and elk = ' 1 ' ) then 
if ( en = ' 1 *) then 
n e x t _ s t a g e <= p r o b _ b i l ; 
o u t p u t _ b i t <= i n p u t _ b i t ; 
end i f ; 
end if ; 




III. 1 Monte Carlo 
Le code Monte Carlo disponible a l'adresse www. u n i f r . c h / p h y s i c s / m m / w o r k / 
m o n t e _ c a r l o / t i n y _ m c . c (copie commentee du code Monte Carlo disponible a 
l'adresse du Oregon Medical Laser Center h t t p : / / o m l c . og i . e d u / s o f t w a r e / 
mc/). 
Listing III. 1 Agorithme Monte Carlo 
/* Simplest Monte—Carlo simulation code for light propagation in scattering medium * / 
/* Designed by Scott Prahl ( http ://omlc . ogi. edu ) */ 
/* Commented by P. Zakharov */ 
/* Legend: */ 
I* The 1W point (???) source located in the infinite isotropic scattering medium */ 
/* $Id: tin\_mc.c,v 1.1.1.1 2005/06/01 14:24:34 propan Exp $ */ 
/#**#****#*#******************************************************* 
#inc1ude < s t d i o . h> 
#inc lude < s t d l i h . h> 
# inc lude <maih . h> 
#def ine SHELL.MAX 101 /* Number of shells to be used for statistics */ 
double mu_a = 2; A Absorption Coefficient in 1/cm IInon-zero /.' * / 
double mu_s = 2 0 ; /* Reduced Scattering Coefficient in 1/cm * / 
double m i c r o n s _ p e r _ s h e l l = 50; /* Thickness of spherical shells in microns * / 
long photons = 100000; /* Number of photons to emit *•/ 
long i , s h e l l ; 
double x , y , z , u, v , w, w e i g h t ; 
double a l b e d o , she l l s_per_mfp , xil , xi2 . t , heat |SHKLL_MAX]; 
int main () 
{ 
/ * Calculating conslants */ 
albedo = mu_s / (mu_s + mu_a); 
she l l s„per_mi 'p = 1 e4 / m i c r o n s _ p e r _ s h e l l / (mu_a + mu_s) ; 
/ * Main loop * / 
for ( i = 1; i <= p h o t o n s ; i++) 
i 
x = 0 . 0 ; y = 0 . 0 ; z = 0 .0 ; /* Coordinates * / 
u = 0 . 0 ; v = 0 . 0 ; w = 1.0; /* Velocity components * / 
w o i p l . I - 1 . 0 ; 
for ( ; ;) / * Main Photon loop * / 
{ 
/ * displacement vector length in units of scattering length * / 
t = - l o g ( ( r a n d ( ) + 1 . 0 ) / (RAND_MAX + 1 . 0 ) ) ; 
x += t * u; 
y += t * v; 
z += I * w; 
/ * calculating the shell index * / 
s h e l l = s q r t ( x * x + y*y + z*z) * she l l s_pur_mfp ; 
/ * The number of shells is limited — we must check it */ 
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if ( s h e l l > SHHU,_MAX-1) 
s h e l l = SHHLLJVlAX-l; 
/ * Heating c e rtain sh ell in accordance to I os t weight * / 
h e a l l s h e l l ] += (1 .0 - a l b e d o ) * w e i g h t ; 
/ * Decreasing weight of photo packet */ 
weight *= albedo ; 
/ * the fast way to generate unit vector of random direction 
and find to it '.v projections (a, v, w) * / 
f o r ( ; ; ) 
/ * random number from uniform distribution [ — 1.1] * / 
xi l = 2.0 * rand (') / RAND_MAX - 1.0; 
/* one more random number from uniform distribution [ — 1,1] * / 
xi2 = 2.0 * r a n d ( ) / KAND_MAX - 1.0; 
/ * Stopping if i t is less or equal to one */ 
if ( ( l = x i l * x i l + xi2 * x i2 ) <= 1) 
break; 
} / * Otherwise continuing to search * / 
u - 2.0 * t — 1.0; / * calculation^ project ions */ 
v = x i l * s i ] i l ( ( l — u * u) / l ) ; / * calculation^ projections * / 
w = xi2 * s c j r t ( ( l — u * u) / I ) ; / * calculations projections */ 
/* Trying to terminate if the packet weigh! is too small * / 
if (we igh t < 0 .001) 
{ 
/ * Roulette tec.hniqtie — gIvhig the chance to survive * / 
if ( r a n d O > 0.1 * KAND_MAX) 
break ; 
/ * Survived gets additional energy from the terminated photons 
to obey the energy conservation law * / 
weight /= 0 . 1 ; 
} / * End of photon loop */ 
/* Ontputting the parameters * / 
p r i n t f (" .Scattering1_1=L//f.8.3i7em\ nAbsorption1_,=1_,%8.3f/tm\n" , 
mu_s, mu„a) ; 
/ * Outptttting the header for table */ 
p r i n t f ( " I>hotuns1_n_11_1^)=1_1%81d\n\nijRadiusiJUJtJUJUUJUJLJt_,Heat\nL micron:^]UJU1_,1_,kJlW/cm
A3]\n" 
photons ); 
/ * Normalization coeff'tcient * / 
1 = 4 * 3.14159 * pow( m i c i o n s _ p c r „ s h e l l , 3) * photons / l e l 2 ; 
/ * Output jo the heat in certain shell of the inner radius 
normalized bv the shell volume factor * / 
for ( i = 0; i < SHKUJV1AX - I; i++) 
p r i n t f (" %6.0 f^^J?ol2.5 f \ n " , 
i * m i c r o n s _ p e i _ s h e l l , 
heal I i ] / t / ( i * i + i + 1.0 / 3 . 0 ) ) ; 
/ * These photons are outside of our volume of interest * / 
p r i n l l ' ( ' ' ^ x U " a _ J _ J % 1 2 . 5 r \ n " , heal [SHELL_MAX-1] / p h o t o n s ) ; 
