Abstract-The problem of model reduction by moment matching for nonlinear singular systems is considered. The notion of moment is extended to this class of systems by means of the center manifold theory. The characterization of the moments at infinity is discussed. A family of singular reduced order models achieving moment matching is presented. Throughout the paper the results are illustrated by means of examples.
I. INTRODUCTION
Singular systems, also known as descriptor systems or differential-algebraic equations, have received increasing interest in recent years for their ability of modeling a large varieties of physical behaviors and engineering systems, e.g. multi-body systems, electrical networks, chemical processes and social economic systems. The main feature of this class of systems is the combination of differential equations, which represent a dynamical system, with algebraic equations, which represent a static system. Not only this class can easily represent physical constraints, but it is also an example of multi-scale modeling. In fact, the algebraic part can be seen as a fast subsystem whereas the differential part as a slow subsystem. For additional detail we refer the reader to [1] , which is a monograph on control theory of linear singular systems, and to [2] , [3] , which covers the topic of analysis of linear and nonlinear differential-algebraic equations. Singular systems often arise as the result of the interconnection of several subsystems. Classical examples are models obtained from the application of the Kirchoff's laws or models created by object-oriented modeling languages such as MODELICA [4] . As a consequence, the overall singular system has often large dimensionality, which justifies the interest in model reduction techniques. In fact, although on modern computers a single simulation of a complex system can often be carried out in minutes, the simulation of hundreds of instances of different scenarios (for example as required for the solution of optimization problems) is infeasible [5] . A solution to this "curse of complexity" [6] is provided by model reduction methods. Given a complex system, the model reduction problem consists in determining a simple mathematical representation which has a behavior similar, in a sense to be defined, to the original description. In the last two decades, the problem of model reduction for linear singular system has been the subject of a strong research effort and a plethora of methods have been proposed. Some G. Scarciotti is with the Dept. of Electrical and Electronic Engineering, Imperial College London, London, SW7 2AZ, UK, E-mail: gs3610@ic.ac.uk.
This work was supported in part by Imperial College London under the Junior Research Fellowship Scheme. of these techniques are based on balanced truncation, see e.g. [7] , [8] , [9] , [10] , [11] , [12] , [13] , on interpolation theory, see e.g. [14] , and on other variations or ad hoc methods, see e.g. [15] , [16] , [17] , [18] , [19] , [20] . For an extensive list of references regarding the problem of model reduction for linear description systems see the survey paper [21] . For nonlinear singular systems few techniques have been proposed. In [4] , the balanced method derived in [22] has been extended to nonlinear singular systems. In [23] , [24] , [25] , piecewise-linear model reduction techniques have been extended to nonlinear descriptor systems. Model reduction of systems in special forms, such as bilinear systems, has been investigated in, e.g., [26] , [27] . In this paper we focus on the moment matching framework introduced in [28] . For linear systems the method has the ability to preserve in a direct way some properties of the original system, overcoming some of the drawbacks of the classical moment matching methods. In [29] , this advantage has been exploited to provide families of reduced order models for linear singular systems: combining the interpolationbased and the steady-state-based description (see [30] , [31] for a detailed discussion of the two descriptions) of moment, a partitioned formulation of the Krylov projector has been obtained and several families of reduced order models have been proposed. In this paper we extend the results of [28] , [29] to nonlinear singular systems. In particular, the notion of moment is formulated for nonlinear singular systems and families of singular reduced order models achieving moment matching are proposed.
The rest of the paper is organized as follows. In Section II we extend the notion of moment to nonlinear singular systems (Section II-A) and we discuss the characterization of moments at infinity (Section II-B). In Section III families of reduced order models are given. In particular we provide a general family of singular reduced order models (Section III-A) and a simplified family of models (Section III-B). Finally, Section IV contains some concluding remarks and future directions of research. Notation. We use standard notation. C <0 denotes the set of complex numbers with negative real part, whereas ∅ indicates the empty set. The symbol I denotes the identity matrix, rank(A) denotes the rank of the matrix A ∈ R n×n and det(A) its determinant. Given n matrices A i ∈ R ni×ni , diag(A 1 , . . . , A n ) represents the diagonal block matrix with the n matrices A i on the diagonal. The superscript denotes the transposition operator. Given a polynomial p(s), deg(p(s)) indicates the highest degree of its terms. Given two functions, f :
which maps all x ∈ X to f (g(x)) ∈ Z.
II. DEFINITION OF MOMENT
In this section we provide an extension of the notion of moment for nonlinear singular systems. We also discuss the characterization of moments at infinity for linear and nonlinear singular systems.
A. Steady-state-based description of moment Consider a nonlinear, single-input, single-output, continuous-time, system described by the equations
with x(t) ∈ R n , u(t) ∈ R, y(t) ∈ R, f and h smooth mappings and E ∈ R n×n . If E is singular, then system (1) is called singular system. If E is invertible, then equations (1) describe a classical nonlinear, non-singular, system, which we call normal. Without loss of generality we assume that rank(E) = h < n with E = diag(I, 0). Consider an exosystem described by the equationṡ
with ω(t) ∈ R v , s and l smooth mappings, and the interconnected systeṁ
In addition, suppose that f (0, 0) = 0, s(0) = 0, l(0) = 0 and h(0) = 0. The following assumptions and definitions provide a generalization of the notion of moment.
Assumption 1:
The signal generator (2) is observable 1 and neutrally stable 2 . Finally, ω(0) is almost periodic and such that (2) satisfies the excitation rank condition 3 at ω(0).
Assumption 2:
The pair (E, A), with
If the system is normal, Assumption 2 reduces to the hypothesis that the zero equilibrium ofẋ = f (x, 0) is asymptotically stable in the first approximation, which is a necessary condition for the existence of a center manifold [32] . However, Assumption 2 is stronger than simple stability because it guarantees that all the trajectories of the system exist and are bounded for all t ≥ 0 (for sufficiently small initial states), i.e. the response of the system is impulse free [35] . Note that the fulfillment of Assumption 2 can be guaranteed by simple stabilizability and detectability of the linearized system, see [35] . Through the paper we also assume that the initial condition x(0) is consistent, i.e. the initial value problem associated to (1) has at least one solution [2] . Lemma 1: Consider system (1) and the signal generator (2). Suppose Assumptions 1 and 2 hold. Then there is a sufficiently smooth mapping π(ω), with π(0) = 0, locally defined in a neighborhood of ω = 0 which solves the partial differential equation
In addition, for any sufficiently small x(0) and ω(0), the solution x(t), ω(t) of (3) exists, is bounded for all t ≥ 0 and satisfies lim
The result of Lemma 1 implies that the interconnected system (3) possesses an invariant manifold described by the equation x = π(ω) and that this equation expresses the steady-state response of system (1) driven by (2) . In analogy with the definition of moment for nonlinear normal systems given in [28] we define the moment for nonlinear singular systems. Definition 1: Consider system (1) and the signal generator (2). Suppose Assumptions 1 and 2 hold. The function h • π, with π solution of equation (4), is the moment of system (1) at (s, l) . Thus, the moment of a nonlinear singular system is defined as the steady-state output response of system (1) driven by (2) .
Example 1: Consider the nonlinear singular system described by the equations
and the input
The matrices E and A are 
respectively. The pair (E, A) has two finite eigenvalues λ 1 = −0.5 + 1.6583ι and λ 2 = −0.5 − 1.6583ι, thus the system is strongly stable and Assumptions 1 and 2 hold. Simple computation shows that the unique solution π = π 1 π 2 π 3 π 4 of equation (4) is
4 System (5) Hence, the moment of system (5) is 
B. Moment at infinity
The k moments of a linear normal system around infinity are defined as the first k coefficients of the Laurent series expansion of the transfer function at infinity. In addition, by using the final value theorem (see e.g. [6] and [36] ), the moments from 1 to k + 1 correspond to the j = 0, . . . , k coefficients of the expansion at t = 0 + of the impulse response. This relation has been used in [28] , [37] to extend the notion of moment at infinity to nonlinear, possibly timedelay, systems. Thus, we wonder if this same idea can be applied to singular systems. Unfortunately, we expect that this is not the case. In fact, note that the response of a linear singular system described by the equations
with A ∈ R n×n , B ∈ R n×1 , C ∈ R 1×n and the other quantities defined as for system (1), is well-defined only if the input signal u(t) is sufficiently smooth (piecewise continuously differentiable). More precisely, we introduce the following definition.
Definition 2: [1] Let E ⊂ C be the set of complex numbers s such that det(sE − A) = 0. For any two matrices E and A, the pencil (E, A) is called regular if E ≡ ∅.
Lemma 2:
[1] The pencil (E, A) is regular if and only if there exist two nonsingular matrices Q and P such that
where N ∈ R n2×n2 is nilpotent with degree 5 h and A 1 ∈ R n1×n1 , with n 1 + n 2 = n.
Assume system (8) is regular, then Q and P can be selected such that system (8) can be written in the so-called first equivalent form, namely slow subsystem: fast subsystem:
with the coordinate transformation x 1 x 2 = P −1 x, where x 1 ∈ R n1×n1 , x 2 ∈ R n2×n2 , and
Then, the state response of system (8) is given by
(10) We notice that the derivatives of u(t) appear in the response. Thus, the impulse response is not well-defined. This can also be inferred looking at the equivalent definition of moments at infinity as the coefficients of the expansion of the transfer function. It is easy to show that these coefficients are
which are not well-defined since E is a singular matrix. Thus, the moments at infinity are not well-defined for linear singular systems and, by analogy, for nonlinear singular systems.
III. REDUCED ORDER MODELS
In this section we provide families of reduced order models for nonlinear singular systems.
A. A family of singular reduced order models
We begin giving the definition of reduced order model in the present framework.
Definition 3: Consider system (1) and the signal generator (2). Suppose Assumptions 1 and 2 hold. Then the system
with ξ(t) ∈ R ν , ψ(t) ∈ R, Ξ = diag(I, 0), with rank(Ξ) = ≤ h, and φ and κ smooth mappings, is a model of system (1) at (s, l) if system (11) has the same moment at (s, l) as system (1). System (11) is a reduced order model of system (1) at (s, l) if ν < n.
Lemma 3: Consider system (1) and the signal generator (2). Suppose Assumptions 1 and 2 hold. Then system (11) is a model of system (1) at (s, l) if the equation
has a unique solution p such that
where π is the unique solution of (4).
B. The identity family of models
The family of models identified in Lemma 3 has numerous free design parameters. We can exploit some of these degrees of freedom to obtain a convenient representation. In the case of differential-algebraic systems we would like to have the differential part and the algebraic part separated and we would like to have an easily tunable parameter which allows to span the family of models. To streamline the presentation of the results we indicate with ξ 1 and s 1 (ω) the first rows of ξ and s(ω), respectively. For a mapping δ : R ν → R ν , δ 1 indicates the first rows, whereas δ 2 the last ν − rows.
Lemma 4: Consider system (1) and the signal generator (2). Suppose Assumptions 1 and 2 hold. Then the systeṁ
is a model of system (1) at (s, l) if δ is an arbitrary mapping such that the partial differential equation
has the unique solution p(ω) = ω.
The nonlinear differential-algebraic model (14) is parametrized in the mappings δ 1 , δ 2 which can be exploited to achieve additional properties. Note that although the family in (14) is consistent with Definition 3 and with the linear normal models obtainable with the interpolation theory [6] , the mapping p may not describe the steady-state response of system (14) unless additional assumptions hold. In fact, from Section II, it follows that we need the additional property that the system be strongly stable.
Remark 1: For the application of the method it remains to solve equation (4) . In general the solution of this partial differential equation is difficult to determine analytically. However, the solution can be approximated with numerical methods, see e.g. [35] , [38] .
Remark 2: Nothing prevents us to define a normal reduced order model. Normal reduced order models are actually included in the family of models given in this paper simply setting Ξ = I. In this case the family (14) becomeṡ (16) which is the family of reduced order models of nonlinear normal systems given in [28] .
Example 2: Consider the system and signal generator in Example 1. The family of reduced order models (14) is given byξ
To verify the strong stability of (17), we compute the eigenvalues of
(18) For B 2 = 0, deg(det(λΞ − F )) = rank(Ξ) = 1 and the finite eigenvalue of the pair (Ξ, F ) is λ = −(3 − a 2 ). Thus, the asymptotic stability of the equilibrium of model (17) is independent of δ. The model is strongly stable for 0 < a < √ 3 and unstable otherwise. The parameters B 1 and B 2 can be used to set other properties of the model (see e.g. [28] ) but not the stability. Note finally that consistent initial conditions of the model are all those which satisfy the equation
with ξ 2 (0) free. Consider also the family of normal models (16) , namelẏ
In this case, the equilibrium of model (20) is asymptotically stable for any a,B 1 andB 2 such that
i.e. the zero equilibrium of model (20) can be made asymptotically stable with a selection ofB 1 andB 2 . System (5) and models (17) and (20) have been simulated for a = 1. We have selected B 1 = B 2 = 1 for model (17) , yielding λ = −2, and B 1 =B 2 = −1 for model (20) , satisfying (21) . the output of the model (20) in black/dashed line. The bottom graph shows the absolute errors |ψ S −y| (red/dotted line) and |ψ N − y| (black/dotted line). We see that both the singular model and the normal model are reduced order models of system (5) achieving moment matching in the sense of Definition 3. A second simulation has been carried out for a = 2,B 2 = −1 and ξ(0) = [0.4193 0.0813] . Fig. 3 shows the same quantities of Fig. 2 for the second simulation. We see that while model (20) is a good approximation of system (5), model (17) fails to achieve the same steady-state output response (because the model is not strongly stable).
IV. CONCLUSION
The problem of model reduction by moment matching for nonlinear singular systems has been considered. The notion of moment has been extended to nonlinear singular systems by means of the center manifold theory. The characterization of the moments at infinity has also been discussed. Families of singular reduced order models achieving moment matching are presented and the technique has been illustrated by means of examples. Further directions of research include the validation of the technique on physical systems.
