The paper presents a nonlinear unknown input observer (NUIO) based on singular value decomposition aided reduced dimension Cubature Kalman filter (SVDRDCKF) for a special class of nonlinear systems, the nonlinearity of which is only caused by part of its states. Firstly, the algorithm of general NUIO is discussed and the unknown input observer based on singular value decomposition aided Cubature Kalman filter (SVDCKF) given. Then a special nonlinear system model with unknown input is introduced. Based on the proposed model and the corresponding NUIO, the equivalent integral form with partial sampling and all sampling of the state vector in Cubature Kalman filter is analyzed. Finally the nonlinear unknown input observer based on singular value decomposition aided reduced dimension Cubature Kalman filter is obtained. Simulation results show that the proposed algorithm can meet the requirements of the system and is more important to increase the calculating efficiency a lot, although it has a decline in the accuracy of the filter.
Introduction
The optimal control theory is able to improve the characteristics of the system. In most instances, control theory often needs to estimate the state variables and parameters in practical application. However, the actual control system has the uncertainty, which makes the robust control theory develop rapidly and be one of the most active research fields. The Kalman filter [1] proposed in 1960s is an optimal linear minimum variance estimation method. The Kalman filter has strict requirements on the system model, and the uncertainty of the model will make the performance of the filter drop or even diverge. Sayed [2] divides the robust Kalman filter method into four kinds, (i) -∞ filtering, (ii) set-valued estimation, (iii) guaranteed-cost filtering, and (iv) regularized least-squares.
-∞ estimators can minimize the worst-case -∞ norm of the power spectral density or keep it the prescribed constraints [3] . Set-valued estimation recursively computes the bounded ellipsoid corresponding to sets of possible states using observations assuming that the collection of initial condition, input noise, and observation noise can be approximated as ellipsoid [4] . The method of guaranteedcost filtering designs an upper bound of variation of the estimated error for the reasonable system, and the resultant estimator minimizes the upper bound [5] . The regularized least-squares filter presented by Sayed [2] minimizes the worst-possible regularized residual norm over the class of admissible uncertainties at each iteration.
In recent years, the unknown input observer (UIO), as a robust estimator, is gradually becoming the focus in the robust control field [6] . The observer treats the model uncertainty and external disturbance as the unknown input of the system and can eliminate their influence on the system by decoupling the unknown inputs. The UIO has been widely used in aerospace [7] and chemical industry [8] .
For nonlinear systems, the early presented EKF [9] can do nothing for the complex nonlinear systems, especially 2 Mathematical Problems in Engineering when the nonlinear system cannot be linearized by Taylor's expansion [10] . To improve the performances of Kalman filter, the algorithms, such as Unscented Kalman Filter (UKF) [11] , Cubature Kalman filter (CKF) [12] , and Particle Filter (PF) [13] , are proposed to deal with nonlinear system. Then these algorithms are combined with NUIO for the state estimation, fault diagnosis and detection. The algorithm of linear UIO model is extended to nonlinear UIO system, and gets better applications. For example, in literature [8] the linear UIO model is expanded to NUIO to estimate the gain of the observer in which Unscented Transformation (UT) is used. Among the aforementioned filters, the CKF algorithm with its excellent performance, such as higher stability and accuracy as well as faster convergence rate than those of UKF, has been widely used in the high dimensional nonlinear system [14] .
For linear systems, the reduced order or full order UIO has been given in many literatures. The literature [15] proposes a filtering method for unknown input using system identification. Based on the reduced order UIO, the robust detection problem of intermittent failures for a class of linear discrete time stochastic systems with time-varying parameter disturbances and unknown disturbances is studied in [16] .
At present, in the NUIO system, the solution to reduce the dimensionality of the problem is mainly concentrated in reduction of dimension of UIO combining with the nonlinearities of the system [17] ; on the contrary, considering the nonlinearity of the system, the paper uses the reduced dimension algorithm to design the full order NUIO, whose purpose is to improve the computational efficiency. As known that using the UKF or CKF in the NUIO system it is needed to sample the state, which is termed sampling point. The UKF requires selecting 2 + 1 sampling points for the state, while CKF needs 2 sampling points. When the number of system state is small, the influence of the number of sampling points on the computational efficiency is not obvious. However, when the number is more than a few, this effect may be revealed [18] .
In this paper, a nonlinear unknown input observer based on singular value decomposition aided reduced dimension Cubature Kalman Filter (NUIO based on SVDRDCKF) is discussed. The greatest contribution of this paper is reducing the number of sampling points to improve the computational efficiency of NUIO for a special class of nonlinear systems. In practice, it is known that, for some nonlinear systems, its nonlinearity is not caused by all the elements of the state vector. It may be that only part of the system states makes the system nonlinear, so if the CKF only samples the state vector resulting nonlinearly, it will significantly reduce the number of sampling points. The smaller number of sampling points means higher computational efficiency. In this paper, the equivalent integral form used in CKF for nonlinear propagation between the nonlinear part and all of state vector is given. Although the reduction of the sampling points will make the estimated accuracy slightly lower than that of the conventional CKF, it does not affect the accuracy of the CKF to the third-order Taylor's expansion.
The organization of the remaining part is as follows: Section 2 presents the preliminary knowledge about NUIO that how the general form of NUIO is obtained. The complete algorithm of NUIO based on SVDCKF is given in Section 3. In Section 4, we firstly give a special nonlinear NUIO model, based on which the theorem for the equivalent integral form of the part and all sampling points is proved. Then the NUIO based on SVDRDCKF algorithm is obtained consequently. Analysis is made in Section 5 to justify the performances of the proposed algorithm compared with the NUIO based on SVDCKF algorithm through the simulation of the maneuvering target tracking system. Finally, the conclusion is given in Section 6.
Preliminary Knowledge about NUIO
There are usually two different ways to process the unknown input in the existing methods. The first method [19] relies on the introduction of an additional matrix into the state estimation equation, which is used to decouple the effects of unknown inputs on the state estimation error. The second one [20] is to transform the system with the unknown input into a system without unknown input. In this paper, we will take second methods as the theoretical basis for the design of NUIO.
Consider a nonlinear time-variant discrete time stochastic system
where is the -dimensional system state vector, is thedimensional measurement vector, and is the -dimensional unknown input (or disturbance) with its corresponding distribution matrix E. (⋅) and ℎ(⋅) are the nonlinear equations. ∼ (0, ) and V ∼ (0, V ) represent the -dimensional process noise and -dimensional measurement noise, respectively.
Without loss of generality, the measurement equation is generally linearized as follows:
where +1 is the linearized measurement matrix and
Then the measurement equation is obtained as
The necessary condition for the existence of a solution to the unknown input decoupling problem is rank( +1 ) = rank( ). If the condition is satisfied, then it is possible to calculate the parameter matrix of the observer [21] .
Note 1. The symbol "+" represents the pseudo inverse of matrix. +1 is the solution of (12).
Multiply (5) by (4) and substitute (1) into the resultant equation. Then we have
Retaining only the term on the right of (6) with the other moved to left, (6) can be received as
= .
(
Substitute (7) into (1).
Then the UIO for system represented by (1) and (4) can be shown as follows:
where (̂, ) = ( − +1 +1 ) (̂, ) and = +1 . The observer gain can be obtained using the Kalman filter algorithm, which will be discussed in Section 3 in detail.
Note 2. The symbol "̂" above a variable represents its estimated value.
Necessary and sufficient conditions [21] for the UIO in (9) and (10) of the defined system in (1) and (2) are as follows:
(1)
(2)
(3) +1 should make the observer stable.
NUIO Based on SVDCKF
According to the obtained UIO in (9) and (10), the observer gain can be obtained under the CKF framework [22] . As the covariance matrix may lose positive definite in abnormal condition while using the Cholesky decomposition in CKF, it can be used to substitute the singular value decomposition of matrix for the corresponding ones. In such way, the stability of the numerical calculation can be improved. Combined with the literature [7, 22] , this paper gives the complete algorithm of NUIO based on SVDCKF as follows. (6) to calculate +1 for = 0, 1, 2, . . ., and then check the necessary and sufficient conditions for the UIO.
(B) Time Update ( = 0, 1, 2, . . .)
(1) Obtain the cubature points by singular value decomposition for̂, .
where [1] is the th column of the points set [1] .
(2) These cubature points are propagated through the nonlinear state equation shown in (9) .
(3) Calculate the value of state prediction̂+ 1/ , and covariance matrix̂, +1/ .
(C) Measurement Update
(1) Obtain the new cubature points by singular value decomposition for̂, +1/ .
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(2) These cubature points are propagated through the measurement equation shown in (4) .
(3) Calculate the measurement estimation.
(4) Calculate the measurement prediction̂, +1/ and cross-covariance matrix̂, +1/ .
(D) State Update
(1) The observer gain +1 can be obtained as
(2) Calculate the state estimation.
(3) Calculate covariance matrix.
NUIO Based on SVDRDCKF

System Model with Special Nonlinearity.
For some special nonlinear models, the cause that makes KF unable to be applied to the system is found to be that only some elements of the system state make the whole system nonlinear. The system model to be studied below belongs to this case. Before using the reduced dimension algorithm for the design of NUIO, the system expressed by (1) needs to be reformed.
Assumption 1.
Assume that the UIO system described by (1) can be transformed into a special nonlinear systems shown as (26).
where is first elements (linear part) of .
If is defined as the last − elements (nonlinear part) of
According to the analysis in Section 2, the NUIO for system in (26) can be obtained as follows:
(27)
In order to understand and identify more easily, the nonlinear function in (27) is defined in Definition 2 for the SVDCKF.
Definition 2. For the nonlinear system described by (27), define that, at instant
, where ∼ ( ;̂, , ) with dimension. is first elements (linear part) of . +1 , , +1 , +1 , and are known vector or matrix aforementioned.
Relative Theorems.
According to the NUIO given by (27) and (28), it needs to select the 2 sampling points if NUIO based on SVDCKF is used to obtain the observer gain (See (14) ). Due to that only partial elements of the system state are nonlinear, if we only sample on the nonlinear part of state rather than on the entire state, it can reduce the number of sampling points so as to the amount of the filtering computation. This resultant filter to be discussed is termed as singular value decomposition aided reduced dimension Cubature Kalman filter (SVDRDCKF).
In order to obtain a priori estimates of the state with the same third-order accuracy using reduced dimension algorithm compared with regular algorithm, we first give the Lemma 3 [18] . 
Proof.
(A) Prove ( ( )) = 0.
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As ∫ − 2 /2 = 0, ( ( )) = 0, so (29) is true.
(B) Prove ( ( )) = 0.
Similar to the proof of ( ( )) = 0, (30) is true too.
As
we have
Thus, (31) is true. 
where , is the matrix composed of elements of the former rows and former columns of , ; and are the Cholesky decomposition of , and , , respectively;̂is first elements of̂; and
(38)
Proof. Define as the last − elements of ; then = [ ] . As ∼ ( ;̂, , ), then ∼ ( ;̂, , ).
(A) Firstly, prove that̂= ∫ Φ * ( ) ( ;̂, , ) is true.
Obviously E ( ( )) is the Gauss integral for ; the next proof is that ( ( , ) ) is also the Gauss integral for . 
Making Cholesky decomposition for , and , , we have , = and , = ( ) . As and are the lower triangular matrix, it is known that is the matrix composed of elements of the former rows and former columns of .
Define =̂+̃, wherẽ= [̃̃] . As is the lower triangular matrix and =̂+̃, we have
Defining 1 (̂+̃, ) = (̃, ), we have
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The first term on the right side of (43) can be written as
The second term on the right side of (43) can be written as
The first term on the right side of (45) can be written as
The second term on the right side of (45) can be written as
According to Lemma 3, we have 
As ( ( , ) ) is the Gauss integral for , it is true that (40) is also the Gauss integral for . Then set
Hence, (36) is proved.
(B) Secondly, Prove that = ∫ Ψ( ) ( ;̂, , ) − (̂) is true.
Setting =̂+̃and as is the lower triangular matrix, we have =̂+̃.
Define
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where
It is easy to prove that both 1 (̃) and 3 (̃) are the Gauss integrals for , sincêis constant vector, shown as
Similar to the deduction for ( ( , ) ), we have
So 2 (̃) and 5 (̃) are also the Gauss integrals for .
Set
4 (̃) is the Gauss integral for . It is proved that is the Gauss integral for , shown as
Arrange (62) as
Eq. (37) is proved. By Definition 2, Theorem 4 gives the equivalent form of (equivalent tô+ 1/ in (17)) and (equivalent tô, +1/ in (18)) when the reduced dimension SVDCKF is applied.
The Proposed NUIO.
According to the Assumption 1 and NUIO in (28) to (29), 2 sampling points are needed for the state in SVDCKF. As proved in Theorem 4,̂, +1/ and̂+ 1/ are the Gauss integrals for , shown aŝ
Therefore, when third-degree spherical-radial cubature rule is used to approximate the integrals in (64), only 2 sampling points are needed.
Eqs. (13) and (14) are rewritten aŝ
Then (16), (17), and (18) are rewritten aŝ
Note 3. Here, = √ * and = √ * , in (38) and (39), respectively.
Replacing the corresponding equations by (65)-(66) in the algorithm given in Section 3, the NUIO based on SVDRDCKF is obtained and its flowchart is shown in Figure 1 . In this algorithm, since the equivalent form of Theorem 4 is used in the propagation of nonlinear function, the third-order accuracy of the nonlinear function is guaranteed. 
Simulation and Analysis
Consider the following nonlinear system, which is a maneuvering target tracking model with unknown inputs. It is necessary to estimate the position of the maneuvering target in the -and the -axis as well as their corresponding linear velocities. 
where ( ) = [ 1 ] (25 /(1 + 2 ) + 8 cos (1.2( − 1))). In order to justify the performances of the proposed algorithm, NUIO based on SVDRDCKF is applied for the estimation of compared with the NUIO based on SVD-CKF. 
As proved in Theorem 4,̂, +1/ and̂+ 1/ are the Gauss integrals for the nonlinear part of the state . For the system in (69), 10 sampling points should be selected according to NUIO based on SVDCKF. However, if the proposed reduced dimension algorithm is used, only 2 sampling points are needed for that there is only one element of causing the nonlinearity of the system. As the Gauss integral with 10 sampling points is equivalent to that with 2 points, NUIO based on SVDRDCKF algorithm in the estimation process still maintains the third-order accuracy for integral of the nonlinear state function, as well as that of SVDCKF. maneuvering target applying the NUIO based on SVDCKF and SVDRDCKF, respectively. As can be seen in these figures, the algorithm with 10 sampling points is very good to achieve the four state estimations of . At the same time, we also see that, even if there are only 2 sampling points selected, the NUIO based on SVDRDCKF also achieves the estimation of the four states. Taking the subgraph in Figure 2 for example, the accuracy of the 2 for the proposed algorithm is lower than the other, which is inevitable for the fewer sampling points.
This can also be verified by the relative errors (RE) of estimated position and linear velocities, shown in Figures 6-9 . With the change of time, the values of the states estimated by the two algorithms are all close to the real values. This can be seen from the figures of RE, since their REs are eventually close to 0. In the subgraph of Figure 9 , it is obvious that the RE of NUIO based on SVDRDCKF is larger than that of SVDCKF.
To further compare the estimation performance of the two algorithms, 100 Monte-Carlo simulations are carried out, and the average absolute errors (MAD) of four states are shown in Figures 10-13 , respectively.
The MAD of each state is larger by the proposed algorithm. But if the accuracies are permitted in applications, it can be seen that the MAD of the two algorithms is basically equivalent. Correspondingly, we greatly reduce the number of sampling points, reduced from 10 sampling points to only two. Hence, the NUIO based on SVDRDCKF can improve the calculating efficiency which can also maintain the thirdorder accuracy of Taylor's expansion.
In order to better demonstrate the excellent computational efficiency of proposed algorithm, we calculated the achieved average time cost of two algorithms across 100 Monte-Carlo experiments, shown in Table 1 . The average time of the proposed algorithm is 0.2656 s compared to 0.3246 of the SVDCKF. The proposed algorithm has saved 22.21% of the time. The result means that, although the accuracy is decreased by reducing sampling points, it is still in the acceptable range, and the computational efficiency has been significantly improved.
Conclusion
For some special nonlinear systems with unknown inputs, their nonlinearities are only caused by part of the state. The paper gives a nonlinear unknown input observer based on singular value decomposition aided reduced dimension Cubature Kalman filter. The proposed algorithm maintains the third-order accuracy of Taylor's expansion for the integral of the nonlinear state function though sampling with the nonlinear part of the state instead of all. Simulation results show that the calculation efficiency is improved greatly while the filtering accuracy is guaranteed.
