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Abstract: 
This  paper  aims  at  quantifying  the  uncertainty  on  urban  runoff  associated  with  the
unmeasured small scale rainfall variability, i.e at a resolution finer than 1 km * 1 km * 5 min
which is usually available with C-band radar networks. A case study is done on the 900 ha
urban  catchment  of  Cranbrook  (London).  A frontal  and  a  convective  rainfall  event  are
analyzed. An ensemble prediction approach is implemented,  that is to say an ensemble of
realistic downscaled rainfall fields is generated with the help of universal multifractals, and
the corresponding ensemble of hydrographs is simulated. It appears that the uncertainty on the
simulated peak flow is significant, reaching for some conduits 25 and 40 % respectively for
the frontal  and the convective events. The flow corresponding the 90 % quantile,  the one
simulated with radar distributed rainfall, and the spatial resolution are power law related.
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1) Introduction
As the process driving runoff, rainfall is an essential input to hydrological modelling.
Thus,  the  uncertainty  that  exists  on  the  measured  rainfall  results  in  uncertainty  on  the
simulated hydrographs. Unfortunately rain is complex to measure because it is a phenomenon
that is extremely variable over a wide range of scales. The first difficulty is to accurately
estimate the rain rate especially during extreme events, where the range of possible values is
huge. This is a sensitive issue since as pointed out by Vieux and Bedient (2004), who worked
on a 260 km2 mainly urban catchment with radar data, a systematic linear bias in rainfall
measurement  leads  to  non-linear  effects  on the modelled outlet’s  hydrograph.  The second
issue deals with the spatial distribution of rainfall. Numerous studies (Arnaud et al., 2002;
Dodov and Foufoula-Georgiou, 2005; Faurès et al., 1995; de Lima and Singh, 2002; Rebora et
al., 2006b; Singh, 1997; Smith et al., 2004) were performed on rural catchments to assess the
impact of rainfall variability on runoff modelling. Despite contrasted results depending on the
rainfall  event,  as  well  as  the  catchment  size  and  characteristics,  the  overall  conclusion
suggests  a  significant  impact.  In  an urban context,  with smaller  catchments  and a  higher
proportion of rain becoming effective because of greater impervious areas,  the effects  are
enhanced (Aronica and Cannarozzo, 2000; Segond et al., 2007).
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The rainfall resolution provided by the standard radar networks is 1 km. This paper
aims at quantifying the uncertainty due to the unknown smaller scale variability on a semi-
distributed  urban  model.  To  achieve  that,  the  following  ensemble  prediction  approach  is
adopted: 
(i) Ensembles of realistic downscaled rainfall fields are generated with the help of universal
multifractal cascades
(ii) Ensembles of hydrographs in sewer conduits are then simulated
(iii) The variability among the simulated hydrographs is estimated to quantify the uncertainty
This approach is implemented on the Cranbrook catchment,  which is a 900 ha urban area
situated in the east of London, near the 2012 Olympic facilities. A winter and a convective
summer rainfall events are analysed. This paper focuses on the impact of small scale rainfall
variability,  and  addresses  neither  the  issue  of  the  rainfall-runoff  model  spatial  resolution
(Aronica and Cannarozzo, 2000; Lhomme et al., 2004) nor the errors inherent to the model.
The paper is organized as follows. The rainfall input and especially the downscaling
techniques implemented are described in section 2. The semi-distributed rainfall-runoff model
of the Cranbrook catchment is presented in section 3. The results of the ensemble prediction
approach are discussed in section 4.
2) Rainfall input
2.1) Data description
Two rainfall events are analysed in this paper: a winter frontal one that occurred on
February 9th, 2009, and a summer convective one that occurred on July 7 th, 2009. The data are
obtained from the Nimrod mosaics, a radar product of the UK Meteorological Office. A radar
mosaic is a map of the rain rate obtained by interpolating the rain rate measured by all the
C-band radars of the UK network. In the Nimrod processing (Harrisson et  al.,  2000) the
variations in the vertical reflectivity profile are corrected by considering an ideal profile for
each  radar  pixel  that  takes  into  account  the  freezing  level  height  (from UK Met.  Office
mesoscale model) and cloud top height (from Meteosat IR imagery and mesocale model). An
adjustment with hourly rain gauge data is also performed. The data resolution is 1 km in space
and 5 minutes in time, and square areas of size 64 km2 during 21 hours are studied in this
paper. Fig. 1 displays the total rainfall depth for both events. The convective nature of the July
event is clearly visible with very localized rainfall cells. The northerly coordinates are slightly
different for both events because the studied areas are selected to capture the heaviest rainfall.
The temporal evolutions of the average rain rate over the studied areas are shown in fig. 2.
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Figure 1: Map of the total rainfall depth (mm) of the studied area for the February (left) and
the July (right) events. The coordinate system is the British National Grid (units: m). 
Figure 2: Time evolution of the average rain rate over the studied area for the February and
the July events.
2.2) Multifractal analysis
Rainfall  is  extremely  variable  over  a  wide  range  of  scales.  It  is  becoming  rather
standard to understand and simulate this variability with the help of multifractals (for recent
reviews  respectively  in  geophysics  and hydrology  see  Schertzer  and  Lovejoy  (2011)  and
Schertzer et al. 2010) , which rely on the concept of multiplicative cascade  (Deidda, 2000;
Gupta and Waymire, 1993; Schertzer and Lovejoy, 1987a, 1987b). It should be mentioned
here that the details of the multifractal model used in this study are not the main focus of this
paper and will therefore be presented succinctly.  In that framework, the statistical moments
of arbitrary q-th power of the rainfall field R at the resolution  (=L/l, the ratio between the
outer scale of the phenomenon and the observation scale) exhibit a scaling behaviour (< >
denotes ensemble average): 
 qqKq RR 1
)(         (1)
where K(q) is the scaling moment function. K(q) quantifies the scaling variability of rainfall.
The statistical moments are the Mellin transform of the probability distribution which has two
consequences (Schertzer and Lovejoy, 2002, 2011). Firstly, the scaling of the former implies
the scaling of the latter and the other way around, i.e. Eq. 1 is equivalent to:
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c() being the codimension function of the singularity  Secondly, their respective scaling
exponents K(q) and c() are related by a Legendre transform (Parisi and Frish, 1985). Eq. 1 is
a priori valid only on average on an infinite sample of realisation. Here the 2D map of each
time step is upscaled independently,  and the 256 time steps are taken into account  in the
ensemble  average.  We  chose  the  specific  framework  of  universal  multifractals  (UM)
(Schertzer  et  al.,  1987a),  because  they  correspond  to  the  stable  and  attractive  limits  of
nonlinearly interacting multifractal processes (i.e. a multiplicative generalization of the limit
theorem) and are therefore defined with the help of only a few parameters having a strong
physical meaning (Schertzer et al., 1997).  Due to these properties,  they has been extensively
used (Desaulnier-Soucy et al., 2001; Harris et al., 1996; de Lima and Grasman, 1999; Lovejoy
and  Schertzer,  2007  for  a  review;  Marsan,  et  al.,  1996;  Nykanen,  2008;  Olsson  and
Niemczynowicz, 1996; Royer et al., 2008), K(q) can be described with the help of only three
scale independent parameters (UM parameters): 
-  H, the degree of non-conservation, which measures the scale dependency of the average
field (H=0 for a conservative field);
-  C1,  the mean intermittency co-dimension, which measures the average sparseness of the
field (e.g. rain rate). More precisely, C1 is the fractal co-dimension of the portion of the field
exceeding 1, the singularity corresponding to q=1. A homogeneous field fills the embedding
space and has C1=0;
-   20   ,  the  multifractality  index  of  the  field  measures  the  variability  of  the
intermittency, i.e. its dependence with respect to the considered level of activity. When =0,
there is no such a dependency: all activity levels have the same intermittency and the field is
fractal, i.e. it is defined with the help of a unique fractal dimension.
A more rigorous, but less intuitive description of these parameters, is given in section 2.3.1. In
this framework, K(q) has the following analytical expression: 
  HqqqCqK 



 1
)( 1        (3)
It  can  then  be  shown that  larger  values  of  parameters   and  C1 corresponds  to  stronger
extremes.  The Double Trace  Moment  (DTM) technique  (Lavallée  et  al.,  1993)  is  used to
estimate these UM parameters.
Fig.  3  displays  eq.  1  in  a  log-log  plot  for  the  July  event.  The  straight  lines  (the
coefficient of determination R2 is equal to 0.98 on average), whose slope is K(q), indicates a
good scaling behaviour on scales ranging from 1 to 64 Km. Similar curves (with average R2
equal  to  0.96)  are  found  for  the  February  event.  The  estimates  (which  are  used  in  the
downscaling of the field) of UM parameters C1,  and H are respectively 0.14, 1.62 and 0.56
for the February event and 0.49, 0.92 and 0.57 for the July event. The differences between the
parameters reflect a stronger intermittency and a lower multifractality for the convective than
for the frontal event. The zero values (either real or associated with a threshold of detection of
the radar) could influence the estimates of UM parameters (Gires et al., 2010). Nevertheless,
this is not the case for these two selected rainfall events. This was checked by simulating a
UM field, truncating it to reproduce the same percentage of zeros, and analysing the new
field. It appeared that  is slightly underestimated (by roughly 6 and 12 % for respectively the
February and the July event) and  C1 is properly retrieved. Concerning  H, we find it to be
different from 0, which reflects a non-conservative, smoother and more correlated field. A
physical explanation of this is a complex issue which we are currently investigating, and will
be  the  topic  a  future  paper  as  the  focus  here  is  not  the  multifractal  model.  A possible
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interpretation is that the conserved quantity might not be directly the rainfall rate but another
quantity such as the total water amount in the atmosphere. There are also indications that the
estimated value of H might be partially affected by the presence of numerous zeros (i.e. non
rainy areas).   It  should be mentioned that numerous authors found  H≠0 for rainfall.   For
instance de Montera et al. (2009) analyzed high resolution rainfall time series for different
French rainfall events and found H roughly equal to 0.5. Tessier et al. (1993) analysed daily
times series of 30 French rain gauges and found  H=-0.35 for large scale  (16-4096 days).
Verrier et al. (2010) did multifractal space analysis on radar data for African monsoon rainfall
event and found  H roughly equal to 0.4. Nykanen (2008) and Nykanen and Harris (2003)
analysed radar data of 5 heavy rainfall events in the Rocky Mountains. In these papers they
computed the time evolution of H, which ranges from 0.31 to 0.61.
Figure 3: Illustration of the definition of the scaling moment function for the July event. The
coefficient of determination of the linear regressions are all greater than 0.98.
2.3) Rainfall downscaling implemented in this paper
2.3.1) Presentation of the downscaling techniques
Multifractal  cascades  models  are  intrinsically  downscaling  models  (Schertzer  and
Lovejoy, 1987a; Schertzer et al., 2010). At their earlier stages, they were essentially used to
analyze and simulate precipitations. However, they were progressively applied to precipitation
downscaling  (Biaou et  al.  2003,  Deidda,  2000;  Ferraris  et  al.,  2002;  Olsson et  al.,  2001;
Rebora et al., 2006a; Royer et al., 2008). In this paper, the rainfall variability is studied in the
framework of  universal  multifractals  which is  well  suited to  the problem of  downscaling
(Biaou  et  al.,  2003).  Indeed,  the  downscaling  implemented  here  basically  consists  in
continuing the cascade beyond the scale of observation. The underlying assumption here is
that the scaling features identified over the range of scales 1 km – 64 km also hold for higher
resolutions. This assumption has extensive support in the literature (Mandapaka et al., 2009;
Menabde et al., 1997).
More precisely, the UM parameters  and C1 are estimated for each event based on the
available radar data with a resolution ranging from 1 to 64 km (see previous section). Then in
the spatial  downscaling (left part of fig. 4) three steps of a random discrete multiplicative
cascade with the same UM parameters are performed. One step consists in dividing the pixels
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into  xy2 pixels (here  xy = 2).  The value affected to the new “child” pixel is the one of the
“father” pixel multiplied by a random factor. As a consequence, after 3 steps the value of a
given pixel  is  the  product  of  the  random factor  of  each  3  previous  steps  of  the  cascade
multiplied by the value of the corresponding radar pixel. The final resolution of the field is
125 m in space and 5 min in time. To respect the constraints of universal multifractal statistics
(i.e. eq. 1), which enable the generation of realistic small scale variability, the random factor
must  be set  equal  to 10
/1
01
1
/)(
1
)ln(exp 
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 CLC .  )(L is  a  an extremal  Lévy-stable
random variable of  Lévy stability index  ( i.e.     qqL exp)(exp  ), which corresponds
to a mathematical definition of the multifractality index presented in section 2.2. This index
characterizes the family of the cascade generator. The Lévy-stable variable  )(L  is easily
generated with the help of the algorithm given by Chambers et al. (1976).  
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rescales the amplitude of the Lévy variables to obtain the desired  C1, which is therefore a
measure  of  the  fluctuations  of  the  cascade  generator  .  More  details  about  generating
multifractal fields can be found in Lovejoy and Schertzer (2010) and Pecknold et al. (1993).
Apart  from  the  spatial  downscaling  which  serves  rather  as  a  first  brush  approach  to
downscaling, a spatio-temporal one is also tested (right part of fig. 4). It relies on the same
principle as the spatial one, except that the temporal and spatial resolutions are improved at
the same time. In the framework of the simplest space-time scaling model that relies on a
scaling anisotropy coefficient Ht (Deidda, 2000; Gires et al., 2011; Macor et al., 2007; Marsan
et al., 1996; Radkevich et al., 2008,), when lengths are divided by xy, then durations should
be divided by t =xy 1-Ht . Relying on Kolmogorov theory (1962) and assuming that rain cells
have the same lifetime like eddies, it is possible to show that Ht is expected to be equal to 1/3
(Marsan et al., 1996), which means (Biaou et al., 2003) the length will be divided by 3 and
durations by 2 ( 08.22 3/11  ). Here for each pixel, two steps of spatio-temporal downscaling
are  implemented,  which  means  that  the  final  resolution  (which  will  be  used  in  the
hydrological model) of the field is 111 m in space and 1.25 min in time.
For both spatial (2D) and spatio-temporal (3D) downscaling, we tested whether or not
to normalize the sub-cascade associated to each radar pixel. If normalization is implemented
the exact rain rate measured by the radar is retrieved after aggregating the downscaled field up
to the radar observation scale of 1 km and 5 min. If the normalization is not implemented this
property is true only on average. There has been a long lasting debate over the respective
virtues of implementing (corresponding to a micro-canonical conservation) or not (canonical
conservation) normalization. The normalized field is likely to be preferred by practitioners,
but is less consistent  with the theoretical  framework of multifractals  as it  will  impact  the
correlation structure for distance larger than the radar pixel size and more importantly may
limit the appearance of large singularity at small scales. Furthermore Schertzer and Lovejoy
(1989)  pointed  out  that  the  micro-canonical  assumption  combined  to  scaling  rather
corresponds in fact to a “pico-conservation”, which is at the same time too demanding (strict
conservation at all scales) and limited to a unique dimension (an intersection of the process
with  a  lower  dimension  is  not  micro-canonical,  e.g.  the  1D  components  of  a  2D
microcanonical process are not microcanonical). As a consequence, 4 types of downscaling
are  implemented  and  tested:  2D,  2D_n,  3D  and  3D_n  (where  the  _n  means  that  it  is
normalized). Since the downscaled rainfall fields are generated randomly, ensembles of 100
samples for each type of downscaling will be used in the following. 
It should be mentioned here that whereas the elementary generators and corresponding
multiplicative factors of the downscaling of two consecutive time steps are independent, i.e.
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the cascades over each pixel are independent, the downscaled variables are  interdependent
because the these factors were applied to common larger scale structures from which they are
generated. In this paper, we used the pedagogical and simplistic discrete cascades, instead of
the more adequate continuous cascades (Schertzer  et  al.,  1987a).  The main advantages  of
continuous cascades,  which are a little  bit  more involved than discrete  ones are that they
respect causality (Marsan et al., 1996), as well as the usual metric and Galilean invariance
(Schertzer et  al.,  1997). They therefore do not generate  structures with unrealistic straight
lines  like  discrete  cascades  do.  However,  the  negative  consequences  of  using  discrete
cascades are not too much drastic over only two or three steps and if we do not perform
forecasts. 
Fig. 3 displays the definition of the scaling moment function (eq. 1) of the field and
one sample of the downscaled field (2D and 2D_n) for different moments q in a log-log plot
for the July event. Similar curves are obtained for the February event. The straight lines (the
coefficients of determination are all greater than 0.97), whose slope is K(q), indicate a good
scaling  behaviour.  As  expected,  the  downscaling  is  represented  by  an  extension  of  these
straight  lines  to  finer  scales,  which  shows  that  the  downscaled  fields  exhibit  the  same
statistical behaviour. No data at higher resolution were available for these events to enable
further confirmation of the reliability of the downscaled field
An example of the downscaled field for an arbitrary time step over the studied area of
Cranbrook is presented in fig. 5. The same colour palette is used for both the radar and the
downscaled field so that they can be compared. The effect of the downscaling that creates
greater or smaller rainfall rate inside a given radar pixel is visible, especially in the south.
Figure 4: Illustration of the spatial (left) and spatio-temporal (right) downscaling technique.
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Figure 5: Illustration of the downscaling of the rainfall field over the Cranbrook area for an
arbitrary time step of the February event and a 2D downscaling.
2.3.2) Comparison of the downscaling techniques
Before continuing, the 4 types of downscaling techniques tested should be compared.
This involves comparing the fields obtained after 3 steps of spatial cascades (a map of 8 * 8
pixels)  and  2  steps  of  spatio-temporal  cascades  (4  consecutive  maps  of  9  *  9  pixels),
generated  with  the  help  of  the  same  UM  parameters.  The  results  are  discussed  for  the
parameters of the February event, but similar conclusions are found as with the July event. To
achieve the comparison 10 000 samples of 2D and 3D sub-cascades are generated, and the
mean and maximum values are retrieved. 
The  probability  distributions  of  the  mean  values  are  rather  symmetric  and  the
fluctuations  around  the  average  over  all  the  samples  are  equal  to  0.25  and  0.13  for
respectively the 2D and the 3D non-normalised cascade schemes. The fluctuations around the
average are not negligible, and are lost when normalising the fields. However, it should be
mentioned that when a not-normalized cascade scheme is implemented, the total rainfall depth
over the whole Cranbrook area (=19.14 mm for the February event) estimated with the radar
is retrieved since numerous (256 time steps * 42 radar pixels) sub-cascades are generated,.
Indeed, averaging over the 100 samples of downscaled field we find 19.14±0.07 mm and
19.14±0.04 mm respectively for the not-normalized 2D and 3D downscaling techniques. This
means that the hydrological consequences observed when using the not-normalized field are
due to a change in the spatial  distribution of rainfall  and not to a change of total  rainfall
amount.
The excess distribution functions of the maximum values for the four cascade schemes
are displayed in figure 6. The first conclusion is that, as expected (the ratio between the initial
and the final resolution is greater in space and time for the 3D than for the 2D scheme; 9 to 8
in space and 4 to 1 in time) greater values are generated with the 3D scheme, in terms of
mm/h over a pixel during a period of time. Nevertheless to actually compare the two schemes
in terms of potential hydrological consequences, it seems more relevant to compare the 2D
and 3D scheme at the same temporal resolution (the final spatial resolution are similar for
both schemes). Therefore we considered the total amount of rain per pixels of the 3D scheme
(i.e. the sum of the contribution of the 4 time steps over each pixel). The curve is denoted
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3D2D and plotted fig. 6. In that case the maximum values generated are smaller than for
the 2D scheme. Given that rainfall is a space-time process, it means that implementing the
simpler 2D scheme might lead to extreme values greater than the one obtain with the more
realistic 3D scheme. This is due to the fact that even if the extremes are greater for the 3D
scheme, they remain valid during only 1.25 min whereas the one in the 2D scheme remain
valid during 5 min. In the 3D case the extreme values are indeed not generated over the same
spatial pixel. Concerning the differences between the normalized and not normalized field the
distributions are quite similar. Nevertheless it can be noted that, for normalized fields this
distribution  is  slightly  more concentrated (smaller  maximum values and greater  minimum
values).
Figure 6: Excess distribution function of the maximum value of the field obtained after 2
steps of spatio-temporal cascade and 3 steps of spatial cascade with the UM parameters of the
February event.
3) Presentation of the rainfall - runoff model and case study
The case-study area chosen to perform the tests is the Cranbrook catchment in the
London Borough of Redbridge. The Cranbrook catchment is a tributary of the Roding River
that starts at Molehill Green and discharges into the Thames at Barking Creek. The Cranbrook
catchment has a drainage area of approximately 900 ha. It is approximately 5.75 km long, of
which 5.69 km is culverted. The catchment is predominantly urban with several parks (it has
two lakes) and playing fields. This area has a history of local flooding. The computational
rainfall/runoff model used was provided and calibrated by Thames Water Utilities Ltd (2002)
and includes the major surface water sewers and associated ancillaries that drain to the River
Roding. The area is divided into 51 sub-catchments (with areas ranging from 1 to 62 ha) that
are considered homogeneous. The simulations were carried out using the Infoworks CS urban
drainage simulation software (Wallingford Software, 2009). The simulation parameters were
maintained unchanged for all simulations.
The version of Infoworks CS used here does not accept radar data as rainfall input.
Therefore rainfall variability was taken into account by inputting a different time series for
each sub-catchment. The average square root of the sub-catchment areas is 380 m, which is
greater than the downscaled rainfall resolution of 125 m or 111 m (according to the technique
used). This means that some information is lost in the process. Further investigations with a
finer rainfall-runoff model and involving a better representation of surface flow (Maksimovic
et al., 2009; Schmitt et al., 2004), should be performed to fully take advantage of the rainfall
downscaling. In order to evaluate the rainfall time series corresponding to a sub-catchment,
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the  area  of  intersection  between  the  sub-catchment  and  each  downscaled  pixel  (Aij)  was
estimated with the help of a GIS. Then for each time step the rainfall rate (R) is estimated as
the weighted sum: 

ji
ij
ji
ijij ARAR
,,
/        (4)
where  Rij is  the rainfall  rate of the downscaled pixels.  The total  rainfall  depth during the
February event for each sub-catchment is displayed in fig. 7. It ranges from 16 to 23 mm. The
rainfall  distribution  exhibits  a  similar  spatial  pattern  for  the  July  event,  but  with  greater
variation between the sub-catchments (from 4 to 14 mm).
The study is done by analysing the hydrographs of ten conduits. They were selected so
that they cover a wide range of characteristic lengths (Lda), defined as the square root of the
area drained by the conduit. Lda is small for upstream pipes and larger for downstream pipes.
The relevance of this parameter will  appear in section 4. The characteristic lengths of the
selected conduits (see fig. 7) range from 370 to 2910 m.
Figure 7: The Cranbrook study case. Total rainfall depth during the February event for the 51
sub-catchments. The black lines represent the modelled underground sewer system. 
4) Results and discussion
4.1) Impact of measured rainfall variability
In this section, the hydrographs obtained by using the radar distributed rainfall data
(with the index ‘radar’) or the average rainfall over the whole Cranbrook catchment (index
‘avg’) are compared. We focused on the peak flow (PF) and evaluated the relative error: 
radar
radaravg
PF
PFPF
  error Relative

       (5)
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for each selected conduit. Fig. 8 displays the results as a function of the characteristic length
of the conduits. It ranges from -30 to +21% for the February event and from -65 to +349% for
the July one. These values are large and certainly cannot be neglected, which means that there
is a need to generalize the use of radar (see Einfalt et al., 2004, for a roadmap), or dense rain
gauge networks, in order to properly simulate and possibly manage flows in sewer systems
more efficiently. The relative error is negative for conduits 1, 2 and 10 (the outlet), positive
for the others. This is not surprising since the heaviest rainfalls were located in the South
during this event, which means that considering the average rainfall corresponds to virtual
transfer of water from the South to the North. The absolute value of the relative error has a
general tendency (clearer for the February event) to decrease with Lda, which is not surprising
since greater drained areas generally tend to damp the effect of rainfall variability. A deeper
analysis of this dependency is performed in section 4.2.2. For the July event the outlet is very
sensitive  to  the  rainfall  resolution  and the damping effect  that  should be observed is  not
present because the nearest sub-catchments receive the heaviest rainfall. Finally it should be
noted that some differences in terms of total volume are observed. They are due to the fact
that the coefficients of imperviousness are not the same for all the sub-catchments (generally
smaller in the northern part of the Cranbrook area).
Figure 8: Relative error of  PFavg with regards to  PFradar as a function of the characteristic
length (Lda) of the conduit.
4.2) Impact of small scale unmeasured rainfall variability
In the previous section, it was found that the error made by considering the average
rain over the whole Cranbrook area rather than the radar distributed rainfall  could not be
neglected.  It  is  expected  that  the  same kind of  error  will  occur  between  the  1 km radar
resolution  rainfall  and  higher  resolutions.  Unfortunately  no  rainfall  data  are  available  to
directly  confirm  that  statement.  To  overcome  this  difficulty  the  field  is  stochastically
downscaled.  For  each  type  of  downscaling  technique,  an  ensemble  of  100  samples  was
generated. The statistical analysis of the corresponding ensemble of simulated hydrographs
enables the quantification of the potential uncertainty due to the unknown small scale rainfall
variability.
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4.2.1) Analysis of the peak flow
Before analysing the whole hydrograph, we first focus on the peak flow, which is of
prime interest in the management of sewer systems. For each sample the peak flow and its
occurrence  time  was  estimated.  Histograms of  the  peak flow distribution  among the  100
samples with the 2D and 3D downscaling technique are displayed in fig. 9 for conduit 2 and
the February events. The patterns of these histograms are representative of the other conduits
and event. In order to quantify the variability among the samples, the classical coefficient of
variation  (i.e.  the  ratio  between  the  standard  deviation  and  the  mean)  is  typically  used.
However in that specific case, it is more relevant to define a coefficient of variation CV’ with
the help of  the  10 and 90 % quantiles  (denoted respectively  PF0.1 and  PF0.9)  to  take into
account the non gaussianity, in particular the skewness, of the histograms (more pronounced
for the spatial than for the spatio-temporal downscaling). CV’ is defined as follows:
radarPF
PFPF
CV
*2
' 1.09.0

      (6)
CV’ quantifies the uncertainty associated to the unknown high resolution rainfall variability.
The use of percentages allows for comparison of the results for all the conduits despite the
differences in the values of the peak flow. 
Figure 9: Histograms of the peak flow of the 100 samples for conduit 2, the February event
and the 2D and 2D downscaling.
Fig. 10 shows CV’ vs. Lda for the 4 types of downscaling and both events. The order of
magnitude of CV’ is comparable to the relative error between averaged and radar rainfall (fig.
8),  which  was expected.  Concerning the differences  between the downscaling techniques,
mainly two points should be highlighted. First, when the field is normalized so that it equals
the  measured  radar  rainfall  at  the  observed resolution  of  1 km (either  in  2D or  3D),  the
uncertainty is slightly smaller than when it is not. This is expected since the normalization
smoothes a little the natural behaviour of the cascade. Second, the uncertainty is greater for
the spatial downscaling (2D and 2D_n) than for the spatio-temporal one (3D and 3D_n). This
reflects  the  fact  that  in  the  more  realistic  spatio-temporal  downscaling  the  variability  (at
similar scale) generated is smaller than in the spatial one (as previously mentioned in section
2.3.2).  It  means  that  the  greater  uncertainty  exhibited  when  implementing  the  spatial
downscaling is likely to be an overestimation. For the February event, CV’ clearly decreases
with  Lda, which is quite natural since a greater drained area will smooth the effect of small
scale variability. A power law fit to this decrease will be investigated in the next section. This
tendency is also observed for the July event, but less clearly, especially for the outlet. This is
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likely to be due to the fact that the heaviest rainfalls are very localized and near the outlet,
which makes it very reactive. It is interesting to note that despite the coarse resolution of the
rainfall-runoff  model  (the  average  square  root  of  the  sub-catchment  area  is  380 m)  with
regards to the downscaled rainfall  resolution (125 m or 111 m), the uncertainty due to the
unknown small  scale  rainfall  variability  cannot  be neglected.  It  suggests that  this  type of
ensemble  prediction  approach  should  be  implemented  in  real  time  monitoring  of  sewer
systems.
Finally, it should be mentioned that the effect on the timing of the peak flow is very
limited. Since the order of magnitude of the variability was about few minutes, it was not
investigated further. 
Figure 10: CV’ as a function of the characteristic length Lda for both events.
4.2.2) Analysis of the hydrographs
In this section a similar approach was developed, not only for the peak flow, but also
for the whole hydrograph. Twenty hydrographs, centred on the peak flow, arbitrarily selected
among the 100 generated are plotted on fig. 11 for conduit 2, for both events under the 3D
downscaling scheme. The variability inside the ensemble of simulated hydrographs is visible.
In order to clarify these curves,  for each time step the 10, 50 (median) and 90% quantiles
were estimated, which enables the generation of the corresponding temporal evolution of the
flow (respectively Q0.9(t), Q0.5(t), Q0.1(t)). Fig. 11 displays these curves and Qradar for conduit 2,
both events and the 3D downscaling. Similar curves are obtained for other conduits and types
of downscaling. For the February event, it can be seen that the uncertainty observed for the
peak flow is also observed for each smaller peak. The median (Q0.5) is also very close to Qradar
(the curves almost cannot be distinguished). For the July event the situation is more complex.
First  of  all,  Q0.5 is  not  always similar  to  Qradar.  This  is  probably  due  to  the  fact  that  the
histograms of the distribution for each time step are more skewed than for the February event.
Moreover  Q0.1 and  Q0.9 are quite different which means that the range of realistic scenarios
covered with the rainfall  downscaling is wide, and that there is a huge uncertainty on the
actual flow (the one with a perfectly known rainfall). This result suggests that for this type of
convective event, the observed resolution of 1 km is not fine enough. 
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Figure 11: Twenty samples of the ensemble of hydrographs simulated with a 3D downscaling
for conduit 2, February (a) and July events (b). Hydrographs Q0.9 (dash), Q0.5 (dash dot), Q0.1
(dash) and Qradar for conduit 2 and February (c) and July (d) events.
Real time management of sewer systems, including forecasting, could benefit from
taking  into  account  the  uncertainty  associated  with  the  unknown  small  scale  rainfall
variability. These applications require short computational time, which is especially critical in
times  of  flooding.  Indeed,  one  of  the  critical  aspects  of  flood  forecast  for  emergency
management purposes is the period of time available between the acquisition of data, such as
rainfall,  and  the  results  obtained  by  hydraulic  simulations.  Therefore,  data  transmission,
rainfall forecast and hydraulic simulation of the drainage system need to be fast, reliable and
as accurate as possible in order to get the best possible estimation of inundation extent, depth
and peak time with sufficient time to permit successful operational responses (Simões et al,
2010).  It  is  not  at  the  moment  possible  to  generate  100  samples  and  simulate  the
corresponding hydrographs in the sewer system in the available time (it takes roughly one
hour on a standard laptop).  In order to avoid doing these simulations in real time (where
computational time is critical), in the following, 9.0Q  is investigated as a function of  Qradar,
with  the aim of  determining  a  standard  relation  between these variables,  which  could be
directly used for assessing the uncertainty associated with the unknown small scale rainfall
variability.
The first step is to look at 9.0Q  vs. Qradar in a log-log plot. Fig. 12 shows this plot for
conduit 2 during the February event and for a 3D downscaling. It should be mentioned that
only the time steps when Qradar(t)>PFradar/10 are considered, to avoid taking into account small
flow values which are not relevant here. Similar plots are found for other conduits and types
of downscaling. The graphs seem to exhibit a linear pattern, which means that 9.0Q  and Qradar
are linked by a power law of coefficients a and b defined as follows: 
a
radarbQQ 9.0         (7)
For the February event, the coefficient of determination of these linear regressions is equal to
0.99±0.01 on average (depending on the conduits and the type of downscaling) which means
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that  the  power  law  relation  is  appropriate.  For  the  July  event  this  average  is  equal  to
0.95±0.06, which remains good. On some of the log-log plots it should be mentioned that
some  “loops”  appear  (slightly  visible  in  fig.  12).  They  correspond  to  the  increasing  or
decreasing portion of the same peak, which do not exhibit the same behaviour (the differences
between  9.0Q  and  Qradar are greater for a decreasing flow). The linear regression does not
allow us to model this effect, but rather provides an average measure of the uncertainty. 
Figure 12: Log-log plot of  9.0Q  vs.  Qradar for conduit  2 and the 3D downscaling of the
February event. The coefficient of determination of the linear regression is 0.99, and a and b
are respectively equal to 1.01 and 1.21
The values  of  exponent  a are  displayed as  a  function  of  Lda in  fig.  13.  The 95%
confidence intervals are greater for the July event because the coefficients of determination
are smaller, and also because fewer points are considered in the linear regression (the peak
flow lasts roughly 1 h whereas it lasts 5 h for the February event). The first striking feature is
that they basically do not significantly depend on the type of downscaling used. There is also
no clear evidence of any dependence on  Lda. The average value of  a is roughly 1.0 for the
February  event  and  1.1  for  the  July  one.  These  values  are  quite  comparable  despite  the
differences in the nature of the events. Note that  a is very close to 1, i.e.  9.0Q  is almost
linearly related to Qradar. It is likely to be due to the fact that, as already mentioned, the spatial
resolution of the model does not enable one to fully take into account the generated rainfall
variability. Similar behaviour is observed on 1.0Q .
Figure 13: a vs. Lda for both events. The vertical bars correspond to the confidence interval for
the 2D downscaling. They are representative of the other types of downscaling.
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As for the values of b, they are displayed on fig. 14 as a function of Lda in a log-log
plot. The graphs seem to exhibit a linear behaviour which means b would be related to Lda by
a power law of coefficients c and d, defined as follow: 
c
dadLb

       (8)
For both events, conduits 8 and 9, which are located in the North of the catchment where the
rain rates are much lower than elsewhere, are not taken into account in the linear regression
because  they  would  significantly  worsen  it.  For  the  February  event  the  coefficients  of
determination of the linear regression range from 0.85 to 0.91, which means the power law
relation is relevant. It means that 9.0Q  exhibits a scaling behaviour with regards to the spatial
resolution (“represented” here by Lda).  For the July event the coefficients of determination are
lower (from 0.26 to 0.80) which implies that the 95 % confidence intervals for the intercept
and the slope are broad and the values are less accurate for that event. This could be explained
by the fact that, as previously mentioned, the outlet is very reactive, and moreover that the
radar rainfall resolution of 1 km does not seem to be high enough. Fig. 15.a and 15.b display
the values found for respectively c and d. Given the size of the 95 % confidence intervals it is
hard to conclude as to the dependency of  c and  d with regard to the events and the type of
downscaling. Nevertheless it appears that the values of c for the July event are slightly greater
than for the February event. This indicates a quicker decrease of Q0.9 with larger areas, which
reflects the local nature of convective event. Concerning d, it seems that it is slightly greater
for the July event than for the February one, indicating greater uncertainty for convective than
for  frontal  events.  d seems  be  smaller  with  the  spatio-temporal  than  for  the  spatial
downscaling reflecting smaller (but certainly more realistic) uncertainty.
As a conclusion to this section, it appears that  9.0Q which quantifies the uncertainty
due to the unknown small scale rainfall variability follows the double power law relation: 
a
radar
c
da QdLQ

9.0      (9)
where a ( 1.11 ) depends neither on the type of downscaling nor the event, which means it
is quite robust (given the spatial resolution of the model compared to that of the rainfall). On
the other hand,  c and  d depend on the type of downscaling and/or  the event,  and should
therefore be calibrated using the observed rainfall data. Further investigations are required to
understand how to calibrate them.
Figure 14:  b vs.  Lda in a log-log plot for both events. The vertical  bars correspond to the
confidence interval  for the 2D downscaling.  They are representative of the other types of
downscaling. Conduit 8 and 9 (pointed in the graphs) are not taken into account in the linear
regression.
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Figure  15:  c (a)  and  d (b)  with  95%  confidence  interval  for  both  events  and  the  four
downscaling techniques. 
5) Conclusion
The  aim  of  this  paper  was  to  analyse  the  impact  of  rainfall  variability  on  the
hydrographs of sewer conduits simulated by a semi-distributed urban rainfall-runoff model.
The study was performed on the 900 ha urban catchment of Cranbrook in the east of London
(United-Kingdom). Two rainfall events were analysed: a convective summer one and a frontal
winter one. 
The first step of the study consists in comparing the hydrographs obtained by using the
radar distributed rainfall field and the average rain over the whole catchment. The relative
error  produced  on  the  peak  flow by  using  the  average  rain  rather  than  the  radar  one  is
significant. Indeed it ranges from -30 to 21 % for the February event and from -65 to 349 %
for the July event.
A kind  of  ensemble  prediction  approach  was  then  implemented  to  quantify  the
uncertainty due to the unmeasured small scale variability, i.e below the radar resolution. An
analysis of the quantiles of the simulated peak flows showed that the uncertainty for the outlet
was equal to 3% for the February event and 20% for the July event, and reached respectively
25 % and 40 % for some conduits, with the spatio-temporal downscaling. The uncertainty
found with the spatial downscaling is greater but reflects the fact that the spatial downscaling
tends  to  generate  stronger  rainfall  extremes  than  the  more  realistic  spatio-temporal
downscaling.  The  same  features  are  retrieved  on  the  whole  hydrograph.  An  ensemble
prediction approach is too time-consuming to be implemented in real time management of
sewer systems. As a consequence, a quick way of estimating the flow corresponding to the 90
% quantile was developed. It  was found that the latter,  the flow simulated with the radar
rainfall and the characteristic length of the sewer conduit (i.e. the square root of the area it
drains) are related by a double power law. These results should be confirmed by other studies
with a direct modelling of surface flow and a finer resolution of the rainfall-runoff model.
The results of this study show that it is strongly recommended to use radar distributed
rainfall in urban hydrology. The use of X-band radar which allows measuring rainfall at a
higher resolution than the standard available one of 1 km should also be generalized. This is
especially true for convective events for which the limitations of 1 km resolution are clearly
exhibited in this study. Moreover, the uncertainty due to the unknown small scale rainfall
variability  certainly  cannot  be neglected  and should  therefore  be  taken into  account  in  a
probabilistic way in the real time management of sewer systems.
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