We give a classification of non-orthogonality classes of trivial order 1 strongly minimal sets in differentially closed fields. A central idea is the introduction of τ -forms, functions on the prolongation of a variety which are analogous to 1-forms. Order 1 strongly minimal sets then correspond to smooth projective curves with τ -forms. We also introduce τ -differentials, algebraic versions of τ -forms which are analogous to usual differentials, and develop their basic properties. This enables us to reformulate our classification scheme-theoretically in terms of curves with τ -invertible sheaves.
Introduction
This paper addresses the problem of classifying the strongly minimal sets definable in differentially closed fields. A nice description of the background to the question and known results can be found in the introduction of [HI03] , so we only give a brief introduction here. For more on the model theory of differential fields, see also [MMP96] , [Pil02] , [HS94] , and [Hru98] . The precise problem is to classify strongly minimal sets up to non-orthogonality, a natural logical equivalence relation. Associated to each strongly minimal set is a combinatorial geometry, which is either non-locally modular, locally modular non-trivial, or trivial, thus dividing strongly minimal sets into three classes. Hrushovski and Sokolović [HS94] classified both the nonlocally modular and the locally modular non-trivial strongly minimal sets. The former are non-orthogonal to the field of constants, which is strongly minimal, and the latter correspond to (isogeny classes of) simple abelian varieties that do not descend to the constants. What remains is to classify the trivial ones.
Let K be a universal domain for DCF, the theory of differentially closed fields, and let k denote the field of constants. A strongly minimal set, or formula, determines a unique strongly minimal type, and sets/formulas determining the same type are non-orthogonal, so one can equally well consider strongly minimal types. Recall that if q is a strongly minimal type over a differential field L, then the order of q is td((a, a ′ , . . .)/L), for a realizing q, which is always finite. It seems to be unknown whether there are (trivial) strongly minimal types of arbitrarily large order, though there are examples of order 2. One consequence of [HI03] is that there are many types of order 1.
Hrushovski [Hru95] proved that every order 1 strongly minimal type that is orthogonal to k is ω-categorical and thus trivial, since the classification of the non-trivial locally modular strongly minimal types by Manin kernels implies that they are never ω-categorical. (Alternatively, one can derive the triviality of order 1 locally modular strongly minimal sets as a consequence of the fact that any non-trivial locally modular strongly minimal set is non-orthogonal to the Manin kernel of a simple abelian variety [HS94] and Buium's proof that any such Manin kernel has transcendence degree at least 2). With Itai, Hrushovski then gives a quite precise description of the trivial strongly minimal types over k, which we summarize below. In this paper, we consider all order 1 strongly minimal types, partially generalizing and extending some results of [HI03] . 1 
Background
It is well-known, and easy to see, that (complete, stationary) n-types in pure algebraically closed fields correspond to irreducible Zariski closed subsets of A n . Call such a set an embedded affine variety, as it is an affine variety together with a closed embedding into affine space. We recall a similar geometric description of complete strongly minimal types in DCF, which also holds more generally for types of finite rank. (See [HI03] or [Pil02] for more details.)
Say that two types p and q are interdefinable if, perhaps passing to non-forking extensions over a common base field, there is a definable bijection between their sets of realizations. Then any strongly minimal type p in DCF is interdefinable with a type q such that for any realization a of q, δ(a) = s(a), where s(x) is a tuple of polynomials. Since interdefinable types are non-orthogonal, we may assume that all (strongly minimal) types are of this form.
Given an affine variety V ⊆ A n , the map δ above, acting componentwise, is a section of the first prolongation τ V ⊆ A 2n , a (possibly reducible) affine variety defined below, also called the shifted tangent bundle. By the above reduction, a strongly minimal type p corresponds to a pair (V, s), where V ⊆ A n is an embedded affine variety, and s : V → τ V ⊆ A 2n is a section of the first prolongation. In this case, one says that p lives on the variety V . It is easy to check that the order of p equals the dimension of V , so the order 1 types are exactly those that live on curves.
In general, a pair (V, s) as above determines a Kolchin closed set of finite Morley rank, Ξ(V, s) := {v ∈ V |δ(v) = s(v)}. When V is a curve, this set is necessarily strongly minimal, so there's actually a bijection between (Kolchin closed) order 1 strongly minimal sets and pairs (C, s), C an embedded affine curve and s a section of the prolongation, s : C → τ C. (Moreover, this bijection preserves fields of definition.) This gives a precise, purely geometric characterization of order 1 strongly minimal sets. What remains, though, is to determine whether or not such a strongly minimal set Ξ(C, s) is trivial, and to understand non-orthogonality.
If X is a strongly minimal set living on a curve C, and C is birational to some C ′ , then X is interdefinable with some X ′ living on C ′ . Since every curve is birational to a unique smooth projective curve, it suffices to consider such sets living on (embedded) smooth projective curves. Strictly speaking, then, we want to classify strongly minimal sets of the form Ξ(C, s), C an embedded smooth projective curve, s : C → τ C. But we will consider C as an abstract curve, since the particular embedding in P n is unimportant, as different embeddings yield interdefinable strongly minimal sets.
Given a curve C (or any variety) defined over k, the prolongation τ C equals the tangent variety T C. In this case, a section of the prolongation s : C → τ C is just a vector field. For curves, there is also a natural bijection between vector fields and 1-forms. Given a curve C and a vector field s, let ω be the 1-form such that ω(s) = 1 almost everywhere. Thus, order 1 strongly minimal sets defined over the constants are also represented by pairs (C, ω), defined over the constants.
Using this representation, Hrushovski and Itai obtain a rather complete description of non-orthogonality classes of trivial order 1 strongly minimal sets defined over the constants. To any such class they associate a unique (smooth projective) curve, the main idea being to pick a canonical strictly minimal set in any such class. Second, they prove that for any curve of genus ≥ 2, there are many classes associated to that curve, thereby proving that there are indeed 'very many' trivial order 1 strongly minimal sets defined over the constants.
Results
The original motivation for this work was to generalize results from [HI03] to all order 1 strongly minimal sets. One of the main new ideas is the introduction of τ -forms, which are functions on the prolongation of a curve, analogous to 1-forms, which are functions on the tangent variety. This enables one to develop a 'geometric approach' to order one strongly minimal sets as in [HI03] , with a pair (C, ω τ ), C a curve, ω τ a τ -form, representing a strongly minimal set. We can then characterize non-orthogonality classes of trivial strongly minimal sets in terms of 'essential τ -forms', appropriately defined, generalizing a central result of [HI03] .
In Section 5, we introduce τ -differentials, algebraic counterparts of 1-forms and τ -versions of Kähler differentials, and establish their basic properties. This theory appears to be quite natural and perhaps has applications beyond the scope of this thesis. In the final section, we reformulate the theory of τ -forms in terms of schemes, and introduce τ -invertible sheaves. These provide a more natural, though equivalent, representation of order one strongly minimal sets.
The main question left open by this work is whether for every curve C of genus > 1 there are ∼-essential τ -forms. For curves defined over k, a positive answer follows from [HI03] . A positive answer for all curves would show that there are order 1 trivial strongly minimal sets that are orthogonal to any such set defined over k.
Open questions
The two main problems about trivial strongly minimal sets in DCFs, asked by Hrushovski, remain completely open. Are they all ω-categorical? And can they be classified? Extending the classification beyond order 1 certainly seems difficult. For example, presumably one would need to be able to determine whether a finite rank type given as a pair (V, s) is strongly minimal. But perhaps there are particular cases of order 2 types, thus living on surfaces, that are more accessible. There are also related questions, which might be approached by existing methods. Hrushovski suggests that one could try to show that the solutions to a generic order 2 equation are strongly minimal, to answer a question of Poizat. Another well-known question is whether every U-Rank 1 type is strongly minimal. This is related to Hrushovski and Scanlon's result [HS99] that U-Rank and Morley rank differ in DCF.
Prolongations
We recall the construction of the prolongation of a variety over a differentially closed field. Buium's original definition uses the language of schemes, though we give a presentation in local coordinates used more often by model-theorists. For a variety V defined over the constants, its prolongation is just the tangent variety T V . In general, though, it is a T V -torsor. Thus it is also called the shifted tangent bundle. In this case, the fibers of the canonical projection to V are no longer vector spaces, but affine spaces, defined below.
Affine Spaces An affine space is essentially a vector space without a distinguished point as origin. Affine spaces arise in model theory as combinatorial geometries that are locally modular but not modular. Just as a locally modular geometry becomes modular when one fixes any point, choosing a point in an affine space naturally gives a vector space. The presentation here differs from than that in, for example, Hodges' textbook [Hod93] , but is basically equivalent. (The word "affine" will also be used in a completely different sense, in connection with affine varieties.) Definition 1.1. Let K be a field. A K-affine space is a triple (A, V, α), where A is a set, V is a K-vector space, and α is a regular action of V on A. The dimension of A, dim(A), is just dim(V ).
We will write α(v, a) as v · a, and often omit the action α when it is understood. Remark 1.2.
1. For any K-vector space V , (V, V ) is an affine space in a natural way.
2. Given (A, V ) and a ∈ A, there is a natural bijection i a :
3. An affine map between K-affine spaces (A, V, α) and (B, W, β) is a map f : A −→ B such that there is a linear map λf :
denote the set of all affine maps from A to B. (By putting coordinates on A and B, this set can be endowed with a vector space structure.) Remark 1.4. 1. Given an affine map f , the linear map λf is uniquely determined. In fact, λ is a functor from the category of K-affine spaces to the category of K-vector spaces.
2. Given affine maps f, g, from (A, V ) to (B, W ), λf = λg if and only if there is a w ∈ W such that for all a ∈ A, f (a) = w · g(a).
3. There is a short exact sequence
where for all b 0 ∈ B, µ(b 0 ) is the constant affine map µ(b 0 ) :
We are particularly interested in the case, W = K, i.e., when B is 1-dimensional. Then Aff(A, B) is something like a dual space to (A, V ), though dim(Aff(A, B)) = dim(A) + 1. Remark 1.5. Let (A, V ) be an affine space. Recall that the affine group of V , denoted Aff(V ), is the group generated by the translation group Tr(V ) and GL(V ). In fact, Aff(V ) = Tr(V ) ⋊ GL(V ). The automorphism group of (A, V ) is naturally isomorphic to Aff(V ).
Varieties, tangent spaces, and prolongations A prevariety is a topological space with an open cover, W = W 1 ∪ . . . ∪ W m and compatible coordinate charts, f i :
i . For our purposes, a variety will be an irreducible, smooth separated prevariety.
Recall that, given a polynomial p(X), p δ (X) denotes the polynomial obtained by applying δ to each of the coefficients. For more information, see Marker [Mar00] or Pillay [Pil02] . Definition 1.6. Let V ⊆ K n be an irreducible smooth affine variety,
The first prolongation of V is
There are natural projection maps π T : T V −→ V and π τ : τ V −→ V . For smooth V , and v ∈ V , π −1
More generally, since everything is functorial, one can define T V and τ V for general varieties, in a coordinate free manner.
Remark 1.7. The tangent space T V is a variety with 'additional linear structure' on the fibers T V v . We recall how to make this notion precise and indicate how to make rigorous the notion that the fibers τ V v of the prolongation are affine spaces.
One can define a vector bundle as follows (see [GHL90] , p. 15). Let E and V be smooth varieties over a field K, π : E −→ V a regular map. We say that (π, E, V ) is a vector bundle of rank n if the following conditions hold.
1. π is surjective.
2. There exists a finite open cover (U i ) i∈I of V , and isomorphisms h i :
3. For any i, j ∈ I, there is a regular map g ij :
n is the trivial vector bundle over V , and the definition of a vector bundle says that it is locally trivial. Likewise, the prolongation τ V is a locally trivial affine bundle, in a similar sense. That is, let V be a variety and (K n , K n ) n-dimensional affine space. Then (π, E, V ) as above is a trivial affine bundle of rank n if it is isomorphic to V × K n , where we consider K n as an affine, rather than vector, space. More generally, (π, E, V ) as above is an affine bundle of rank n if we have the following.
3. For any i, j ∈ I, there is a map g ij :
. Remark 1.8. Another way to formalize the notion of an affine bundle is suggested by the notion of a fiber bundle associated to a principal bundle (See [KN96] , p. 50-55. Compare also section III.3 on Affine Connections, p. 125.) Roughly, given a manifold M and a Lie group G, a principal G-bundle P (G, M ) is a fiber bundle π : E −→ M , with a free G-action on each fiber π −1 (x), x ∈ M . If F is some other manifold, with a G-action, then one can construct a fiber bundle E(G, M, F, P ) which is the fiber bundle over M , with standard fiber F , and structure group G, associated to the principal fiber bundle P . In our setting, M is our variety V , G is Aff(K n ), and F is our affine space.
The following lemma is due to Buium [Bui93] .
Lemma 1.9. Let V be a smooth variety of dimension n. Then τ V is an affine bundle of rank n.
Tangent and lifting maps
We now consider maps between varieties. Let V, W be varieties, and φ : V → W a regular map. The map φ determines a map from T V to T W , written T φ, the tangent map of φ, which restricts, for each a ∈ V , to a linear map on fibers, T φ a : T V a → T W f (a) . An important special case occurs when f is a regular function on V , viewed as a map from V to A 1 . We consider the differential, df , which is the composition df = π • T f , where π is the projection from T A 1 → A 1 onto the tangent vector component. Thus, df is a regular function on T V , and we have a K-linear derivation
For prolongations, there is also a lifting map from τ V to τ W , which we write φ (1) , which restricts, for each a ∈ V , to an affine map on fibers, φ
(1) with π, as above, one gets a map τ f = π • f (1) , which we call a τ -differential. Below, Lemma 2.7, we will see that τ :
] is a derivation (in fact, a τ -derivation, as defined in Section 5). Remarks 1.10.
1. When the derivation δ on K is trivial, then for any variety V , τ V = T V . Likewise, given any regular map between varieties, f : V → W , f
(1) = T f . More generally, this holds true over an arbitrary differential field if everything is defined over the field of constants.
2. We will also see, Proposition 6.15, that the map τ coincides with something introduced by Buium, in a different context.
The next lemma follows either from the description, above, of the lifting map in local coordinates, or from material about τ -differentials developed in Section 6. Lemma 1.11. Let V be a variety, f a regular function on V . For each a ∈ V , λ(τ f a ) = df a .
τ -forms
Our main idea is to look at an analog of 1-forms on τ V , which will be functions f : τ V −→ K such that on each fiber of π τ : τ V −→ V , f is an affine map, as defined above. We recall the definition of 1-forms, following the presentation of Shafarevich [Sha94] . We then use this formalism to introduce τ -forms. Below, in Sections 5 and 6, we develop an alternative, more general treatment of this material, in the language of commutative algebra and scheme theory.
Let V be a variety, and let Φ[V ] be the set of all functions φ mapping each point v ∈ V to a linear map φ(v) :
One could look at the submodule of Φ[V ] generated by {df : f ∈ K[V ]}, but this is a bit too small. Instead, we say that an element φ ∈ Φ[V ] is a regular differential 1-form on V if every v ∈ V has a neighborhood U such that the restriction of φ to U belongs to the
The regular differential forms on
Lemma 2.1.
We now introduce τ -forms, imitating this construction. Let Ψ[V ] be the set of all functions ψ mapping each v ∈ V to an affine map ψ(v) :
Definition 2.3. We say that ψ ∈ Ψ[V ] is a regular τ -form if every v ∈ V has a neighborhood U such that the restriction of ψ to U belongs to the
Note that for any variety
, and v ∈ V , there is an open neighborhood U of v such that locally, on U ,
Remark 2.4. Given a variety V , note that a differential form on V is a regular function on T V . Thus the module Ω[V ] embeds naturally in K[T V ], and the differential map is a K-linear derivation, d :
Likewise, a τ -form on V is a regular function on τ V . By Lemma 2.7, below, τ is actually a derivation.
Remark 2.5. From the definition, there is a map τ :
, which we now describe. Since K is differentially closed, there is a c ∈ K such that δ(c)
is the constant function on τ V with value 1. By the definition of
, where f τ c is constant on each fiber τ V v , with value f (v). One sees immediately that the map ι :
, given by ι(f ) = f τ c, is an embedding (and is independent of the choice of c). 
Proof.
We know that v ∈ V has a neighborhood U 1 such that Ω[U 1 ] is a free K[U 1 ]-module of rank dim(V ). Clearly, there is a neighborhood U 2 of v such that there is a regular section E 2 of τ U 2 . In other words, there is a map φ 2 : U 2 −→ τ U 2 that is an isomorphism from U 2 to E 2 , whose inverse is the projection map π τ | U2 . Let U = U 1 ∩ U 2 , E = E 2 ∩ τ U , and φ = φ 2 | U , so that E is a section of U .
τ U is a T U -torsor, and the section E gives us an isomorphism φ ′ from T U to τ U , which maps the 0-section of
where u · φ(π T (u)) denotes the action of T U a on τ U a . (On each affine fiber, (τ V a , T V a ), this is the bijection from T V a to τ V a that one gets by fixing the point φ(a) ∈ τ V , as in Remark
In fact, this bijection is an isomorphism of
Then ω τ is constant on each affine τ -fiber, so ω must be the trivial 1-form, and ω τ must be identically zero. Thus, g is also identically zero, as desired.
The following lemma is suggestive.
Lemma 2.7. The map τ :
Proof. Conditions 1. and 2. are immediate from the definitions. To prove 3., we show first that
To simplify notation, we assume that f, g are polynomials in one variable. Let
which completes the proof.
Remark 2.8. This lemma says that the map τ :
is a τ -derivation, as defined below in Section 5, and is the original motivation for introducing this concept.
as desired. 
. Define an equivalence relation on 1-forms, where
] are equivalent if they agree on U 1 ∩ U 2 (or on any open set). A rational 1-form is an equivalence class under this relation, and Ω(V ) denotes the set of rational 1-forms. One can then easily define the domain of a rational 1-form. Recall that Ω(V ) is a dim(V )-dimensional vector space over K(V ), the field of rational function on V .
The rational τ -forms Ω τ (V ) are defined in exactly the same way and also form a K(V )-vector space. As with regular τ -forms, there is a natural embedding ι :
The next result follows immediately from Proposition 2.6.
From now on, by 1-form or τ -form we will mean rational 1-form or τ -form. Following HrushovskiItai [HI03] , regular forms will be referred to as global forms.
The Λ map We describe a functor Λ from τ -forms to 1-forms, that is a precise analog of the functor λ from affine spaces to vector spaces, defined above.
Lemma 2.12. Let V be an irreducible smooth variety. There is a natural map
, and v ∈ V ,
Proof.
, and let ω = Λ V (ω τ ). By the definition of Λ V , for each v ∈ V , ω v is a linear map on T V v , so one must show that these linear maps vary smoothly on V . It suffices to check this locally.
Let v ∈ V , and choose an open neighborhood U ⊆ V of v, such that on U , ω τ is given by
The last assertion follows from Lemma 1.11.
is clearly surjective. A key point later will be to show that, on smooth projective curves, the restriction of this map from global τ -forms to global 1-forms remains surjective.
We now describe how to pullback τ -forms. Recall that, given a rational map φ : V −→ W between varieties, there is a pullback map φ * : Ω(W ) −→ Ω(V ) that can be defined as follows.
Definition 2.13. Let φ : V −→ W be a rational map between varieties. For each ω τ ∈ Ω τ (W ), we define the pullback of ω τ by φ, written φ τ * ω τ , to be the τ -form on V , given as follows. For v ∈ V, y = φ(v), and
Lemma 2.14. Let V, W be varieties, φ : V −→ W a morphism. The following diagram is commutative.
It suffices to check this on fibers τ V a and
. Going around the square in the other direction, φ
Remark 2.15. By the previous lemma, one can make Λ into a functor from the category of τ -forms to the category of 1-forms. Given φ : V −→ W , we have Λ(φ τ * ) = φ * . (Alternatively, one can define Λ explicitly and fiberwise, as in Lemma 2.12.)
Algebraic curves Global τ -forms
In this section, by curve we mean a smooth projective curve, unless noted otherwise. We will show that there are (many) essential global τ -forms on any curve C of genus g = g(C) ≥ 2, an analog of Hrushovski and Itai's result about global 1-forms.
Recall that Ω[V ] denotes the set of global 1-forms on a variety V .
Note that for any variety V , the map
. Recall that on a curve C of genus g, Ω[C] is (by definition) a g-dimensional K-vector space. Our first aim is to establish an analogous result for Ω τ [C] . The next lemma follows immediately from the definitions. More generally, the same holds for any smooth projective variety.
We can now describe the fibers of the map Λ C :
if and only if there is an e ∈ K such that for all a ∈ τ C, ω τ 1 (a) = ω τ 2 (a) + e. In this case, we say that ω τ 1 is a translate of ω τ 2 , or that they are parallel. Clearly, parallelism classes are 1-dimensional K-affine spaces and are the fibers of the map Λ C . Lemma 3.3. Let C be any curve, of genus g. There is a surjective map
Recall that for C of genus 0, C ∼ = P 1 and Ω[C] = {0}, so Ω τ [C] ∼ = K and consists of the constant trivial τ -forms. So assume that g ≥ 1.
Let J = Jac(C) be the Jacobian of C, a g-dimensional abelian variety, with an embedding j : C −→ J. It is well-known that Ω[J] is the space of invariant 1-forms and is a g-dimensional K-vector space. Further, the map j
is a bijection. By Lemma 2.14, we have the following commutative diagram.
To prove that Λ C is surjective, it thus suffices to show that Λ J is surjective. By Lemma 3.2, the kernel of the map Λ J :
we introduce the notion of an invariant τ -form, similar to an invariant 1-form. Since J is an algebraic group, for each j ∈ J, there is an automorphism + j of J that sends any
itself. It's easy to see that any such form is global. Since any invariant τ -form is clearly determined by its restriction to the fiber above a single point of J, the space of invariant τ -forms on J is (g + 1)-dimensional. Thus dim(Ω τ [J]) ≥ g + 1 and Λ J is surjective. As remarked above, this suffices to prove that Λ C is surjective. Since Ker(Λ C ) ∼ = K, by Lemma 3.2, we also have dim(
The following corollary is an analog for τ -forms of basic facts about global 1-forms on curves and their Jacobians. 
Proof.
The first claim is contained in the proof of the previous lemma. Next, consider
We saw that dim(
is surjective. By considering dimensions, it suffices to show that the kernel of Λ C :
is non-trivial. In other words, there are ω
It is easy to see that one can choose any two ω Recall that Hrushovski and Itai call a 1-form on a curve essential if it is not the pullback of any other 1-form, and show that there are many essential global 1-forms on any curve of genus ≥ 2. We establish an analogous result on τ -forms.
Definition 3.6. Let C be a curve. A τ -form ω τ on C is essential if there does not exist a curve C ′ , a rational map g : C −→ C ′ of degree ≥ 2, and ω
In one direction, suppose that ω τ is not essential. So there is a curve C ′ , a map g : C −→ C ′ of degree ≥ 2, and a τ -form ω
. By the commutative diagram from Lemma 2.14,
, so ω is not essential. In the other, suppose ω is not essential, and choose C ′ , g : C −→ C ′ of degree ≥ 2, and
is a parallelism class, as defined above, and it is easy to see that g τ * is a bijection between the parallelism classes Λ 
There exists an essential global τ -form.
Rational τ -forms
In this section, we introduce an equivalence relation on τ -forms that will be useful for the study of strongly minimal sets in the next section. Here, there is no need to assume that curves are projective. K −→ K is the zero map). In case (iii), say that c is a pole of ω τ . Let Z ω τ denote the set of zeros of ω τ , and P ω τ its set of poles.
Observe that for any ω τ ∈ Ω τ (C), either Z ω τ is finite or ω τ is trivial, in which case Z ω τ is an open subset of C.
This is a rational section of the algebraic variety τ C, and thus birational to C.
Lemma 3.11. Let C be a curve, and
(The idea is similar to the proof of Proposition 2.6.) If ω τ 1 is trivial, i.e., there is a g ∈ K(C) such that ω
τ + ιg. So we may suppose that ω τ 1 is non-trivial. Assume first that ω τ and ω τ 1 are ∼-equivalent. Choose some small enough quasi-affine neighborhood of U ⊆ C such that 1. U is disjoint from all the zeros and poles of ω τ and ω
3. on U , ω τ and ω τ 1 are of the form
In particular, ω τ and ω τ 1 are regular functions on the quasi-affine variety τ U . Furthermore, on each fiber τ U u , there is a single point
Remark 3.12. Note that this lemma gives another proof that Ω τ (C) is a 2-dimensional K(C)-vector space, which also follows from Proposition 2.11. 
Proof.
One direction of the first claim follows immediately from the above proof. In the other, suppose that ω 
The second claim follows from the the first and the observation that ω τ / ∼ is closed under addition.
Lemma 3.14. Let C be a curve, ω are each rational sections of τ C, so each is a curve on the surface τ C. If these curves have infinite intersection, they must be equal, up to a finite set.
Since we will be concerned with ∼-equivalence classes of τ -forms, the following relativized versions of global and essential τ -forms are important for the main results about strictly minimal sets below. Equivalent, perhaps more natural, definitions of these notions, in the language of schemes, are given in Section 6. Definition 3.15. Let C be a smooth projective curve, ω τ a rational τ -form. Say that ω τ is ∼-global if it is ∼-equivalent to a global τ -form, in which case we also say that the class ω τ / ∼ is global. Say that ω τ is ∼-essential if every ∼-equivalent τ -form is essential. Remark 3.17. Let ω τ be a non-trivial global τ -form on a curve C of genus g ≥ 1. Then for any c ∈ K, ω τ c := c + ω τ is global and not ∼-equivalent to ω τ . In particular, there is a family of global ∼-classes of τ -forms indexed by K.
Recall that we defined two global τ -forms on a curve C to be parallel if they are both in the same fiber of the map Λ C . This notion also makes sense for rational τ -forms.
Definition 3.18. Let C be a curve. We say that two τ -forms ω τ 1 and ω τ 2 are parallel, written ω
Parallelism is clearly an equivalence relation. 
Immediate.
The Λ map on curves Fix a curve C, and a non-trivial τ -form ω τ 0 ∈ Ω τ (C). By Lemma 3.11, every
, and, by Corollary 3.13 the ∼-equivalence class of ω
The following lemma can be easily verified.
Lemma 3.20. Let C be a curve. and .
2. The map Λ C induces a bijection between the equivalence classes ω τ / ∼ and the non-trivial 1-forms. In particular, Λ C is surjective.
Order one strongly minimal sets
We aim to classify order one strongly minimal sets, up to non-orthogonality. Hrushovski proved that every such set is either trivial or non-orthogonal to the constant field k, so we will be investigating trivial sets. We first briefly recall the analysis from Hrushovski-Itai of order one strongly minimal sets over the constants.
Say that two strongly minimal sets X and Y are birationally isomorphic, or birational, if there is an almost everywhere defined bijective map from X to Y . Any order one strongly minimal set Y is birational to one of the form X = Ξ(C, s) = {x ∈ C : δx = s(x)} where s : C −→ τ (C) is a rational section of the prolongation. In this case, one says that X lives on C, and the differential function field of the Kolchin closed set X equals the function field of C. Suppose now that C is a curve defined over k, so τ C = T C, the tangent space of C. Then the strongly minimal sets X defined over k and living on C are given as X = Ξ(C, s), s a rational vector field also defined over k. There is a natural 1-1 correspondence between such vector fields s and 1-forms ω, given by the relation ω(x)s(x) = 1 for almost all x. So order one strongly minimal sets over the constants also correspond to sets
where this is taken to include a pole p of ω if δp = 0. (This last condition ensures that Ξ(C, ω) is Kolchin closed.) In this setting, Hrushovski and Itai analyze strongly minimal sets in terms of pairs (C, ω), C a smooth projective curve and ω ∈ Ω(C), both defined over k. We now show how to extend their results to all curves, using τ -forms.
Definition 4.1. Let C be a smooth projective curve and ω τ ∈ Ω τ (C) a non-zero τ -form. Let P ⊆ C be the set of poles p of ω τ such that δp = 0, and define Ξ(C, ω τ ) = {a ∈ C : ω τ (a)δa = 0} ∪ P As above, one can check that Ξ(C, ω τ ) is always Kolchin closed. Observe that X = (C, ω τ ) = {a ∈ C : ω τ (a)δa = 0} is a strongly minimal set. Indeed, let s be a section of τ C so that ω τ s = 1 almost everywhere. Then Ξ(C, s) = Ξ(C, ω τ ), up to a finite set. On the other hand, this is no longer a 1-1 correspondence, as many τ -forms correspond to the same section and therefore determine the same strongly minimal set. 
Proof.
From the definition, Ξ(C, Notice that we do not have to treat the case C(k) ⊆ C, corresponding to s(x) = 0 separately. The following series of lemmas provides versions of Lemmas 2.4 and 2.6 -2.9 of [HI03] , for τ -forms.
(Lemma 2.5 becomes false.) The proofs are the same.
For the proof of the next lemma, we recall the following easy fact. Given φ : V −→ W , and v ∈ V , (τ φ)(δv) = δ(φ(v)).
Lemma 4.4. Let g : C 1 −→ C 2 be a dominant regular map between nonsingular curves, and ω
Proof. 
As pointed out in [HI03] , g : C 1 −→ C 2 is a surjective morphism. It then follows from definitions that ω τ 2 is a global τ -form on C 2 if and only if its pullback, g τ * ω τ 2 is a global τ -form on C 1 . By Lemma 4.4, Lemma 4.9. Let C be a curve of genus ≥ 1 and ω τ a τ -form on C. If Ξ(C, ω τ ) is non-orthogonal to the constants, then there is a regular map g : C → P 1 with g(Ξ(C, ω τ )) = k, up to a finite set. In particular, there is a τ -form ω
Let X = Ξ(C, ω τ ) be non-orthogonal to the constants. Then there is a definable differential rational function f with f (X) ⊆ k, up to a finite set (e.g., see [HI03] , proof of Lemma 2.10). Since for all x ∈ X, δ(x) = s(x), for some polynomial s, we can assume that f is a rational function. Thus f extends to a regular, dominant map f : C → P 1 , proving the first claim. The rest of the lemma follows from Lemma 4.6.
We are now able to generalize one of the main results of [HI03] . Recall that a strongly minimal set X defined over a set A is strictly minimal over A if X ∩acl(A) = ∅ and, for all a ∈ X, acl(aA)∩X = {a}. We say that X is strictly minimal if it is strictly minimal over some set over which it is defined. A strongly minimal set X is ω-categorical if for any finite set B ⊆ X, acl X (B) is finite. Hrushovski's theorem that all order one strongly minimal sets are ω-categorical [Hru95] plays an important role in the proof of the following result of [HI03] . (In [HI03] , they state this result for global 1-forms, which implies additionally that Ξ(C, ω) has no points in the algebraic closure of the parameters.)
The next result is one of our main results. 
By Lemma 4.9, X = Ξ(C, ω τ ) is a trivial strongly minimal set and by Lemma 4.8, for any definable equivalence relation with finite classes on X, over any set of parameters, almost every class has one element. Since X is ω-categorical, the set A of elements of X which are algebraic over the parameters defining C and ω τ is finite. Thus X − A is strictly minimal. Suppose Ξ(C 1 , ω τ 1 ) and Ξ(C 2 , ω τ 2 ) are non-orthogonal. After removing a finite set of points from each, one is left with two strictly minimal sets with trivial geometry, so there is a definable bijection between them. Thus there is a birational map g :
, which is an isomorphism. Remark 4.12. In a sense, this completely classifies the trivial strictly minimal sets, in terms of ∼-essential forms, but it is not very explicit. In particular, it leaves open the question whether there are any such forms. For curves over k, one gets an affirmative answer from [HI03] , but the general case remains open.
Let us call an equivalence relation on a set X trivial if it is definable in the language of equality. Equivalently, there is either a cofinite equivalence class or all but finitely many elements are in classes of size 1.
In the statement of Proposition 4.10, there are no non-trivial equivalence relations on Ξ(C, ω) defined over k. One might ask whether it is possible to define such a relation using parameters from K. If this were the case, then one would have pairs (C, ω) and (C 0 , ω τ 0 ), C ∼ = C 0 , C a curve defined over k, ω an essential 1-form defined over k, Ξ(C, ω) trivial strictly minimal over k, and Ξ(C 0 , ω τ 0 ) strictly minimal over K, with a finite-to-one map from Ξ(C, ω) to Ξ(C 0 , ω τ 0 ). Below, we argue that this can not in fact happen. The key point is the following lemma.
Lemma 4.13. Let K be an ω-stable structure, and let X be a trivial strictly minimal set in K defined over a set A. Then no non-trivial equivalence relation on X is definable with parameters from K.
As usual, we may assume that the set A over which X is defined is empty. Suppose for contradiction that there is a tuple a and a formula φ(x, y, z) such that φ(a, y, z) defines a non-trivial equivalence relation E on X. By strong minimality of X, it is clear that there is a finite n such that every class in E is of size ≤ n and all but finitely many classes are of the same size m > 1. Let θ(x) be a formula true of a such that for all b, if K |= θ(b), then φ(b, y, z) defines an equivalence relation on X such that all but finitely many elements of X belong to a class of size m.
Let T be the set of equivalence relations T = {φ(b, y, z)|K |= θ(b)}. Note that, even without elimination of imaginaries in K, one can treat T as a definable set that can be quantified over in a natural way. Observe also that T is infinite as follows. For if not, choose an E ∈ T and a pair (p, q) in E. Then q ∈ acl(p), contradicting the fact that X is trivial strictly minimal.
Let Σ be the set of finite sequences of 0's and 1's, partially ordered such that, for ρ, σ ∈ Σ, ρ ≤ σ if and only if ρ is an initial segment of σ. For each σ ∈ Σ, we define a pair π σ = (p σ , q σ ) of elements in X and a 'definable' set T σ ⊆ T with the following properties.
1. T σ is infinite and definable over parameters ∪ ρ<σ {p ρ , q ρ }.
2. T σ is the disjoint union of T σ,0 and T σ,1 .
3. T σ,0 := {E ∈ T σ |E(p σ , q σ )} and T σ,1 := {E ∈ T σ |¬E(p σ , q σ )} are both non-empty.
Since it is clear that such a set of T σ 's contradicts ω-stability, this will yield the desired contradiction.
We proceed by induction. Let T ∅ = T . Choose a pair π ∅ = (p ∅ , q ∅ ) such that there are E, E ′ ∈ T ∅ with E(p ∅ , q ∅ ) and ¬E ′ (p ∅ , q ∅ ). (If this were not possible, then T would only contain one element.) Suppose now that for all ρ ≤ σ, π ρ and T ρ have been defined. Let T σ,0 = {E ∈ T σ |E(p σ , q σ )} and T σ,1 = {E ∈ T σ |¬E(p σ , q σ )}. By construction, both T σ,0 and T σ,1 are non-empty. In fact, we claim that both sets must be infinite. For if not, it is easy to see that q σ ∈ acl({p ρ , q ρ |ρ < σ} ∪ {p σ }), contradicting the fact that X is trivial strictly minimal. Now choose π σ,i = (p σ,i , q σ,i ), i = 0, 1, disjoint from all π ρ , ρ ≤ σ, such that there are E i , F i ∈ T σ,i such that E i (p σ,i , q σ,i ) and ¬F i (p σ,i , q σ,i ).
It is clear that this construction has the required properties.
Corollary 4.14. Let C be a complete nonsingular curve over k of genus > 1. Let ω be an essential 1-form on C, defined over k, so that after perhaps removing a finite set, Ξ(C, ω) is strictly minimal with trivial induced structure. Then there is no non-trivial equivalence relation definable on Ξ(C, ω), even with arbitrary parameters.
By Proposition 4.10 and Lemma 4.13.
τ -differentials
In this section, we introduce and develop the theory of τ -differentials, in analogy to the usual theory of differentials (see [Eis95, Mat89] ). Throughout, we will assume that (K, δ) is a differential field with an element z ∈ K such that δ(z) = 1. All algebras will be K-algebras. We then recall the definition of the prolongation of a K-algebra (see [Joh85, Bui93, Gil02] ) and explain some connections with τ -differentials.
Definition 5.1. Let (K, δ) be a differential field, R a K-algebra, and M an R-module. A map t : R → M is a τ -derivation (over K) if it is a derivation and, for all a, b ∈ K, δ(a)t(b) = δ(b)t(a). We often write tr instead of t(r).
Let Der τ K (R, M ) denote the set of such τ -derivations, which is an R-module.
Note that any K-linear derivation is also a τ -derivation.
Definition 5.2. Let R be a K-algebra. The module of τ -differentials of R, denoted Ω τ R/K , is the R-module generated by the set {τ (r)|r ∈ R}, with the relations
for all r, s ∈ R, and for all a, b ∈ K. We often write τ r instead of τ (r). The map τ : R → Ω τ R/K , taking r to τ r is a τ -derivation, called the universal τ -derivation.
When the differential field (K, δ) is understood, we will usually write Ω For z ∈ K such that δ(z) = 1, the universal derivation τ maps K into the submodule Q of Ω τ R generated by τ z. There is a natural map ι : R → Ω τ R taking r to rτ z mapping R onto Q. This map does not depend on the choice of z. Below, Lemma 5.10, we give a general condition under which this map is injective.
2. There is also a natural surjective map from λ : Ω τ R → Ω R/K taking τ r to dr (compare Lemma 2.12). Below, Lemma 5.10 again, we show that the kernel of this map is ι(R). 
Proof.
As in the usual case.
Lemma 5.5. The R-module Ω τ R is isomorphic to the pushout P of the following diagram.
where α takes r ⊗ da to rda andδ is the R-module map taking r ⊗ da to rδ(a), for all r ∈ R, a ∈ K.
Proof. By definition, P is isomorphic to the module (R ⊕ Ω R )/N , where N is the submodule of R ⊕ Ω R generated by {δ(a) ⊕ 0 − 0 ⊕ da|a ∈ K}. There is a natural surjection Ω R → Ω τ R , taking dr to τ r, whose kernel M is generated by the set {δ(a)db − δ(b)da|a, b ∈ K}. Thus, to give a homomorphism f from Ω τ R to P , it suffices to give a homomorphism F from Ω R to P whose kernel contains M . Let F be the map that sends dr to 0 ⊕ dr. We must then show that for all a, b ∈ K, F (δ(a)db − δ(b)da) = 0 in P .
Note that f takes τ r to 0 ⊕ dr.
To prove that f is an isomorphism, we construct the inverse g : P → Ω τ R , which we also derive from a homomorphism G : R ⊕ Ω R → Ω τ R . Choose again z ∈ K such that δ(z) = 1. For all r ∈ R, let G(r ⊕ 0) = rτ z and G(0 ⊕ dr) = τ r. To show that G determines a homomorphism g : P → Ω τ R , it suffices to show that for all a ∈ K, G(δ(a) ⊕ 0 − 0 ⊕ da) = 0.
Note that for all r ∈ R, in P we have r ⊕ 0 = rδ(z) ⊕ 0 = 0 ⊕ rdz, so every element of P can be written as a sum of elements of the form 0 ⊕ rds, with r, s ∈ R. Thus g takes 0 ⊕ rds to rτ s ∈ Ω τ R . Finally, it is clear that g is the inverse of f , so f is indeed an isomorphism.
Remark 5.6. Identifying Ω τ R with P via the above isomorphism f , we see that ι : R → P takes r to 0 ⊕ rdz = rδ(z) ⊕ 0 = r ⊕ 0. Thus ι(R) is the submodule R ⊕ 0 ⊆ P . Below, we give a condition under which this submodule is free. (As far as we know, it is possible that it is always free. This would be true if, for example, the assumption in Lemma 5.8 that R is an integral domain is unnecessary.) Lemma 5.7. The kernel of the R-module mapδ :
We first consider the case R = K is a field of finite transcendence degree n. Then Ker(δ) is an (n − 1)-dimensional vector space. It is clear that M ⊆ Ker(δ), so it suffices to show that there are n − 1 linearly independent elements in M . By assumption, there is an element z ∈ K such that δ(z) = 1, which must be transcendental. Let {e 1 , . . . , e n }, e 1 = z, be a transcendence basis for K, so {de 1 , . . . , de n } is a differential basis of Ω K . For i = 2, . . . , n, let v i ∈ M equal δ(e i )de 1 − δ(e 1 )de i = δ(e i )de 1 − de i . We claim that the v i are linearly independent. Suppose that Next, let R = K be an arbitrary field. Suppose that i c i dm i ∈ Ker(δ). Let L be the finitely generated subfield of K generated by the c i and the m i . By the previous argument, i c i dm i is contained in the L-vector space generated by {δ(a)db − δ(b)da|a, b ∈ L}, as desired.
Finally, let R be an arbitrary K-algebra. By above, we have an exact sequence of K-vector spaces,
Tensoring it with R, one gets the desired exact sequence of free R-modules.
Lemma 5.8. Let R be a K-algebra and an integral domain. The map α :
Let L be the fraction field of R. The map α ′ : R ⊗ K Ω K → Ω L , taking r ⊗ da to rda, factors through α, so it suffices to show that α ′ is injective. Let B K be a differential basis of K, and let B L be a differential basis of L such that B K ⊆ B L . As R ⊗ K Ω K is a free R-module with basis {db|b ∈ B K } and α ′ preserves the linear independence of the db, it is clear that α ′ is injective, as desired.
Question 5.9. Is it true that for every K-algebra R, the natural map
Lemma 5.10. For any K-algebra R, there is an exact sequence,
Suppose that R is an integral domain. Then there is an exact sequence,
The first sequence is just the pushout of the first fundamental exact sequence along the map δ defined in Lemma 5.5.
Suppose now that R is an integral domain. By the previous lemma, α : R ⊗ K Ω K → Ω R is injective, and the second claim now follows.
Corollary 5.11. Let R be a smooth K-algebra. Then there is a split short exact sequence,
Proof. By the previous lemma and the fact that the first fundamental exact sequence extends to a split short exact sequence if R is smooth over K. (See [Mat89] , p. 193, also for the definition of smooth).
Corollary 5.12. Let R be a finitely generated smooth K-algebra. Then Ω τ R is a projective module. Proof.
Since R is smooth, Ω τ R is locally free and thus projective. Thus, by the previous corollary, Ω τ R is the direct sum of two projective modules, and thus projective. (For the connection between locally free and projective modules, see [Eis95] , Theorem A3.2.)
, a free module of rank n + 1.
One can adapt the proof that Ω R/K is a rank n free module, as in [Eis95] . We define Rmodule homomorphisms F :
Since Ω τ R is clearly generated by {τ z, τ x 1 , . . . , τ x n }, F is surjective.
To define G, note that by Lemma 5.4 there is a natural bijection between homomorphisms from Ω τ R to R and τ -derivations from R to itself. Given such a τ -derivation ∂ τ , let T be the corresponding homomorphism. Thus, an (n + 1)-tuple of τ -derivations determines a homomorphism from Ω τ R to R n+1 in an obvious way. Let ∂ τ 0 : R → R be the derivation from R to R that extends δ on K and such that ∂ τ 0 (x i ) = 0, for all i. Clearly, ∂ τ 0 is also a τ -derivation. For m, 1 ≤ m ≤ n, let ∂ τ m be the usual partial derivative ∂/∂x m , which is also a τ -derivation. Now define G :
It is easy to see that G • F = 1 R n+1 , the identity map on R n+1 , as desired.
The following, technical lemma will be useful in the proofs, below, of the τ -versions of the first and second fundamental exact sequences. (See [Mat89] , p. 193-4.) Lemma 5.14. Let R → S be a map between K-algebras. Then Ω τ S is isomorphic to the pushout P of the following diagram, where g, h are the natural maps.
Same idea as the proof of Lemma 5.5.
The next two lemmas are τ -versions of basic results about usual differentials. They can be proved directly, as in Matsumura, but we give different proofs, obtaining the τ -sequences as pushouts of the usual ones. In addition, if S is smooth over R, then there is a short exact sequence of S-modules.
Proof. By Lemma 5.14, we get the desired sequence as the pushout of the first fundamental exact sequence.
The second claim follows as in Corollary 5.11. 
where γ(r) = 1 ⊗ τ r and α(s ⊗ τ r) = sτ r.
By Lemma 5.14 again, one gets the following diagram.
The next lemma characterizes when the map γ in the second τ -fundamental exact sequence is injective. (As mentioned in Remark 5.6, the assumption that R, S are integral domains is perhaps unnecessary.)
Lemma 5.17. Let R f → S be a surjective map of K-algebras, which are integral domains, with ker(f ) = I.
Then the map γ in the previous diagram is injective if and only if µ is injective.

Proof.
Clearly, if γ is injective, then so is µ. In the other direction, suppose that µ is injective, and
By the right exactness of the tensor product, there is an exact sequence,
, which is isomorphic to S ⊗ K M . By the Snake Lemma, we get the following diagram, with each horizontal sequence exact.
Since J is a homomorphic image of S ⊗ K M , ζ is an isomorphism, and Ker(γ) = 0, as desired.
Given a ring R and a multiplicative subset
The next lemma establishes the analogous result for τ -differentials.
By Lemma 5.14, Ω τ R[U −1 ] is the pushout in the following diagram.
Since g is an isomorphism, so is j.
Lemma 5.19. (Base Change) Let R be a K-algebra, and let
. By the universal property of τ -differentials, this determines a
It is easy to see that g is the inverse of f , so f is an isomorphism. 
By Lemma 5.10, there is an exact sequence 0 The following result is a τ -version of a standard fact.
It is well-known that [f, g] is a derivation, so it suffices to show that for all a, b
as desired.
Prolongations Prolongations were introduced by Johnson [Joh85] in the context of what might be called differential commutative algebra. Buium [Bui93] incorporated this work into his differential algebraic geometry, and developed the notion of the prolongation of a variety, as described in Section 1. Here we briefly describe the algebraic version. In the next section, we use this to define the prolongation of a variety in the language of schemes.
A kernel is a ring homomorphism f : A → B together with a derivation δ from A into B. A prolongation is a pair of kernels, (f, δ) : A → B and (g, δ
More generally, one can define a prolongation sequence in the obvious way, which is how one gets, e.g., the higher prolongations of a variety. There are also natural notions of morphisms of kernels, and of prolongations, each of which gives a category.
The basic example of a kernel is a K-algebra R over a differential field (K, δ) .
A morphism between two such kernels (g, δ S ) : R → S and (h, δ T ) : R → T is an R-algebra morphism j : S → T such that j • δ S = δ T . There is a universal object in this category, which we simply call the prolongation of R, and denote R (1) . Given any prolongation (g, δ S ) : R → S in the category, there is a unique morphism from R (1) to S.
Definition 5.23. Let R be a K-algebra. The (first) prolongation of R, denoted R (1) , is S(Ω R )/I, where S(Ω R ) denotes the symmetric algebra of Ω R , and I is the ideal generated by da − δ(a)|a ∈ K . R → R (1) is a prolongation with the natural derivation δ (1) : R → R (1) , with δ (1) (r) = dr, for all r ∈ R.
is also a τ -derivation, so there is a unique R-module homomorphism t :
. Below, we show that when R is smooth over K, this homomorphism is an embedding. The proof uses the following known fact, whose geometric meaning is that the first prolongation of a smooth affine variety is isomorphic to the tangent variety.
Since R is smooth, the first fundamental exact sequence, 0
→ Ω R/K → 0 splits, so we can choose a splitting homomorphism η :
, which we also call f .
Let J be the ideal of S(R ⊗ K Ω K ) generated by the set {da − δ(a)|a ∈ K}. The quotient S(R ⊗ K Ω K )/J is naturally isomorphic to R, under the mapδ that sends each r ∈ R to itself and sends da to δ(a) for each a ∈ K. Tensoring the exact sequence 0
Proof. The homomorphism t : Ω τ R → R (1) = S(Ω R )/I maps τ r to dr + I. Let t 0 be the canonical homomorphism from Ω R to R (1) , taking dr to dr + I. Given the natural map β : Ω R → Ω τ R , we have t 0 = β • t. Thus, to show that t is injective, it suffices to show that ker(t 0 ) = ker(β).
Recall from the proof of Lemma 5.10 that we have the following commutative diagram.
By the Snake Lemma, ker(β) = ker(δ), so we will show that ker(t 0 ) = ker(δ). (By Lemma 5.7, ker(δ) is R ⊗ K M , M ⊆ Ω K the K-vector space generated by {δ(a)db − δ(b)da|a, b ∈ K}, though we do not use this here.) We now calculate ker(t 0 ). Let h : R (1) → S(Ω R/K ) be the isomorphism from the previous proposition, and definet 0 = h • t 0 , so ker(t 0 ) = ker(t 0 ). The mapt 0 is the composite of the maps 6 Scheme-theoretic reformulation
Throughout this section, we adopt the following conventions. (K, δ) is an algebraically closed differential field with an element z ∈ K such that δ(z) = 1. A variety is an integral, separated K-scheme of finite type. We will only consider smooth, i.e., nonsingular, varieties (see [Har77] , p. 268). The basic material about differential varieties and prolongations can be found in [Bui93] .
Affine bundles
Recall 
Remark 6.2. Given a rank n affine bundle over a variety Y , and a point p ∈ Spec B ⊆ Y , the fiber Y p has the structure of an n-dimensional affine space over κ(p) = B p /p p . Definition 6.3. A morphism of affine bundles, f : X −→ Y and g : W −→ Z, is a pair of morphisms s : X −→ W, t : Y −→ Z so that t • f = g • s and, for any a ∈ Y, b = t(a) ∈ Z, there are affine neighborhoods U = Spec A of a, V = Spec B of b, so that
and the induced map s : 
Kernels and prolongations
We now describe Buium's 'globalization to the frame of schemes' of Johnson's work.
Definition 6.4. Let X be a scheme, F a sheaf of modules on X. A derivation δ from O X to F, is a set of derivations δ U : O X | U → F| U , for U ⊆ X open, compatible with the restriction maps. Let Der(O X , F) denote the set of such derivations. Likewise, let Der τ (O X , F) denote the set of τ -derivations from O X to F, defined in the obvious way.
Given a morphism of schemes g : Y → X, a derivation from X to Y , also written δ :
Remark 6.5. For any K-variety X, the basic example of a (K-linear) derivation is the differential map
One can also consider Ω X/K as a sheaf of abelian groups on T X, which is not, however, an O T X -module.
Below, we will see that the map δ (1) from X to its prolongation X (1) , is a τ -derivation, and closely related to d. In particular, over a field K with a trivial derivation, X
(1) = T X, and δ
The following lemma is clear.
Lemma 6.6. Let R be a K-algebra and M an R-module, so X = Spec R is an affine scheme and
There are natural bijections between Der(R, M ) and Der(O X , F), and also between Der τ (R, M ) and Der τ (O X , F).
Lemma 6.7. Let X be a variety, F a quasi-coherent sheaf on X, and t a map from O X to F.
To prove that t is a (τ -) derivation, it suffices to check that for any affine
Y ⊆ X, Y = Spec R, F| Y = M ∼ , M an R-module, the map t| Y : R → M is a (τ -) derivation.
Proof.
Straightforward.
We can now give Buium's definitions of kernel and prolongation for varieties. For affine varieties, these are obviously equivalent to Johnson's. Definition 6.8. A kernel from a variety Z to a variety X is a pair (f, δ), f a morphism from Z to X and
There is also a 'relative' notion of a kernel for K-varieties, where δ must be compatible with the derivation on K. This makes δ into a τ -derivation. For our purposes, the relative version is more important, and the only one that we will consider. Given any K-variety X, there is a natural kernel X → K, as well as the fundamental example of the kernel from X (1) to X, defined below, which prolongs the former. We first define the prolongation of an affine variety, and then show how to globalize. Definition 6.9. Let X be an affine K-variety, X = Spec R, R a K-algebra. The first prolongation X (1) is Spec S(Ω R )/I, where I is the ideal generated by {da − δ(a)|a ∈ K}.
The projection from X (1) to X is determined by the natural embedding of R into S(Ω R )/I. By Lemma 6.6, the τ -derivation from δ (1) :
To see that X
(1) is a torsor under the tangent bundle, it is useful to give an equivalent definition, in terms of representable functors (see, e.g., [EH00] , sections I.4 and VI.1). This approach also globalizes more easily, that is, without explicit patching, and provides some insight into the connection between prolongations and τ -derivations.
fact, given f , f (1) is the unique morphism from X (1) to Y (1) so that f, f (1) is a morphism of kernels. It suffices to consider the affine case, so assume X = Spec T, Y = Spec R, and that the morphism f : X −→ Y corresponds to a ring homomorphism R −→ T , which we also denote by f .
We have
). This yields the following commutative diagram.
Note that we also get that δ T • f = f (1) • δ R , which is precisely the condition for having a morphism of kernels.
Next one wants to show that f (1) is compatible with the torsor structure, that is, that the following diagram is commutative.
This diagram corresponds to:
o o
It now suffices to observe that the following diagram is commutative.
In Section 2, given a variety X, we defined a map τ :
and showed, in Lemma 2.7, that τ is a derivation. Recall that the map τ is a twisted version of the map d : K[X] → K[T X] that takes a regular function f on X to its differential df , considered as a regular function on T X. Here, we develop this material scheme-theoretically, and provide some additional information.
In the language of schemes, d is a derivation in Der(O X , p * O T X ), p : T X → X. Alternatively, d can be considered as a derivation in Der(O X , Ω X/K ), but this is really equivalent, since there is a canonical O X -module embedding of Ω X/K in p * O T X . Thus Ω X/K is also naturally a sheaf of abelian groups on T X. In differential algebraic geometry, there is twisted version of this picture, described below.
Let f : X → Y be a morphism of varieties, and f (1) : X (1) → Y (1) the lifting morphism on their prolongations. For Y = A, the affine line, one can interpret f (1) as an element of O X (1) , as described in Section 1. In particular, it is a basic fact that there is a natural bijection between Mor(X, A) and O X (X), that takes (f, f # ), f # : K[x] → O X (X) a ring homomorphism, to f # (x) ∈ O X (X). Let τ 0 : O X (X) → Mor(O X (1) , A (1) ) be the map f → f (1) . We have A 
• π(δx), so we get τ (f ) = δ T (f ) = df ∈ S(Ω T )/I T , which is easily seen to be a τ -derivation.
Remark 6.19. Everything is functorial so, for example, given a morphism of K-varieties, f : X −→ Y , the following diagram of O X -modules commutes. (Compare Lemma 2.14).
In this section, we give a new algebraic characterization of the strongly minimal sets living on a curve C. Of course, it is equivalent to the earlier formulation, but has the advantage that it does not involve considering equivalence classes, so it is easier to work with. We continue to assume that curves are smooth and projective.
Recall that there is a natural bijection between rank n locally free sheaves on a variety and rank n vector bundles over it. For example, the sheaf of differential forms on a variety X, Ω X , corresponds to the cotangent bundle T * X, and can be viewed as the sections of this bundle. Given a curve C, Ω τ C is a rank 2 locally free sheaf, which thus corresponds to a rank 2 bundle, which is in some weak sense 'dual' to C (1) . Given such a rank two bundle, one can consider all the rank one subbundles. (To be precise, a rank one subbundle is a rank one bundle together with a bundle embedding.) Passing to sheaves, rank one subbundles correspond to invertible (i.e., rank one) subsheaves. Any such invertible subsheaf is embedded in a unique maximal such subsheaf.
We have seen that τ -forms correspond to sections of a rank two locally free sheaf. Since the ∼-equivalence class of such a form ω τ consists of those forms gω τ , g ∈ K(C), it is clear that such a class is the set of sections of a rank one subbundle or, equivalently, of a maximal rank one locally free subsheaf. Proposition 6.21. Let C be a curve. There is a natural bijection between strongly minimal sets living on C and τ -invertible sheaves on C.
As before, given a τ -invertible sheaf F τ on C, let Ξ(C, F τ ) denote the corresponding strongly minimal set.
Next, we define the appropriate notion of a τ -invertible sheaf being essential, which is more subtle than for 1-forms. First, we establish the following results. To check that α is injective, it suffice to check this at the stalk of the generic point. Here, injectivity is obvious.
The following proposition follows immediately. 24. This proposition says that, given a morphism of curves, f : X → Y , the pullback of a τ -invertible sheaf is not necessarily a τ -invertible sheaf, even though the pullback of a τ -form is a τ -form.
By analogy, the pullback of a 1-form on Y is a 1-form on X though, in general, f * Ω Y = Ω X . But there is an injective homomorphism f * Ω Y → Ω X , just as there is an injective homomorphism f * F τ → G τ .
Definition 6.25. In the notation of the previous proposition, we say that G τ is the weak pullback of F τ (along f ). In case the natural map f * F τ → G τ is an isomorphism, we say that G τ is the strong pullback of F τ .
The following lemma follows immediately from the definitions.
Lemma 6.26. Let f : X → Y be a morphism of curves, ω τ a τ -form on Y , and F τ the τ -invertible sheaf corresponding to ω τ / ∼. Then G τ , the weak pullback of F τ , is the τ -invertible sheaf corresponding to f * ω τ .
We can now reformulate Lemma 4.4 in terms of τ -invertible sheaves.
Lemma 6.27. Let f : X → Y be a morphism of curves, F τ a τ -invertible sheaf on Y , and G τ the weak pullback of F τ on X. Then f −1 Ξ(Y, F τ ) = Ξ(X, G τ ).
We now introduce the analog of a global τ -form. Since we are dealing with equivalence classes of τ -forms, the correct notion is that of being a τ -form that is ∼-equivalent to a global τ -form. Passing to τ -invertible sheaves, these are the sheaves F τ that contain a global section.
Definition 6.28. Let C be a curve, F τ a τ -invertible sheaf. Say that F τ is a global τ -invertible sheaf if H 0 (C, F τ ) = 0, that is, if F τ has a global section.
Definition 6.29. Let X be a curve. A τ -invertible sheaf G τ on X is essential if there does not exist a curve Y and a morphism f : X → Y such that G τ is the weak pullback of some τ -invertible sheaf on Y .
Remark 6.30. Observe that a τ -form ω τ is ∼-essential, as defined in Section 3, if and only if the τ -invertible sheaf corresponding to ω τ / ∼ is essential.
We can now restate Theorem 4.11. 
