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ABSTRACT
We present a new algorithm for transposing sparse tensors called
Quesadilla. The algorithm converts the sparse tensor data struc-
ture to a list of coordinates and sorts it with a fast multi-pass radix
algorithm that exploits knowledge of the requested transposition
and the tensors input partial coordinate ordering to provably mini-
mize the number of parallel partial sorting passes. We evaluate both
a serial and a parallel implementation of Quesadilla on a set of
19 tensors from the FROSTT collection, a set of tensors taken from
scientific and data analytic applications. We compareQuesadilla
and a generalization, Top-2-sadilla to several state of the art ap-
proaches, including the tensor transposition routine used in the
SPLATT tensor factorization library. In serial tests, Quesadilla
was the best strategy for 60% of all tensor and transposition com-
binations and improved over SPLATT by at least 19% in half of
the combinations. In parallel tests, at least one ofQuesadilla or
Top-2-sadilla was the best strategy for 52% of all tensor and trans-
position combinations.
CCS CONCEPTS
•Mathematics of computing→Mathematical software per-
formance; • Theory of computation → Sorting and search-
ing; • Software and its engineering→ Source code generation.
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1 INTRODUCTION
Tensors generalize vectors and matrices to any number of dimen-
sions. Tensors used in computation are often sparse, which means
many of the values are zero. To take advantage of the large number
of zeroes in the tensor, we use sparse formats that allow the zeroes
to be compressed away. These formats range from a simple list
of coordinates to complicated data structures such as Compressed
Sparse Row (CSR) [8], Doubly Compressed Sparse Row (DCSR)
[4], Block Compressed Sparse Row (BCSR) [13], and Compressed
Sparse Fiber (CSF) [23]. These formats have a natural ordering of
their dimensions that provides a lexicographical ordering of the
tensor nonzeros. In a sorted list of coordinates, the order of the
sorting keys determines this lexicographic ordering.
Tensor algebra is used to compute with data stored in tensors.
These multidimensional computations need to access the nonzero
entries in one or more tensors, compute, and store the results. Ac-
cessing the nonzero entries requires some traversal of the tensor.
However, unlike for dense tensors, traversing the nonzeros of a
sparse tensor in different lexicographical orderings may be asymp-
totically more expensive than the natural lexicographical ordering.
Therefore, it is often faster to first transpose input tensors by re-
ordering their dimensions before executing tensor expressions. This
way, the tensor can be accessed naturally in the expression itself.
Tensor transposition is ubiquitous in data processing. Anytime
multiple tensor expressions are composed and the output of one
expression must be used as an input to the next, with a different
index ordering and possibly a different sparse format, we need to
transpose. For example, element-wise operations between tensors
without matching index orderings (thus requiring transposition as
a bottleneck) is listed as one of the five benchmark operations in the
Parallel Sparse Tensor Algorithm Benchmark Suite (PASTA) [17].
Sparse tensor transposition may also occur when several different
orderings of input data are required for efficient operation, but the
space is not available to hold all of them. Such a situation might
arise when using an alternating least squares method for canonical
polyadic decomposition [23].
Prior work has focused extensively on dense tensor transposi-
tions [6, 11, 14, 15, 20, 24–27]; we refer readers to [24] for a summary.
Sparse matrix and tensor transposition have received relatively lit-
tle attention [29]. A fast CSR sparse matrix transposition algorithm
is proposed in [12], and improvements are proposed in [9, 29].
Further variations on sparse matrix transposition are discussed in
[5, 10, 28, 30, 31]. None of these techniques, however, readily gener-
alize to sparse tensor transposition with input tensors of arbitrary
ranks.
Tensors are often stored as a list of coordinates of nonzeros. If the
coordinates are ordered lexicographically, adjacent coordinates may
share the same indices in the first several modes. The Compressed
Sparse Fiber (CSF) format [23] compresses these duplicate nonzeros
using a tree-like storage format. In CSF, nodes represent indices,
leaves represent nonzeros and paths from root to leaf represent
coordinates. The children of each node are ordered. The matrix case
of CSF is called Compressed Sparse Row (CSR).
More complicated sparse tensor formats like CSF often have
similar ordering constraints, and require access to the coordinates
in some lexicographic order in order to construct the tensor. The
current state of the art for transposing sparse tensors involves
converting the sparse tensor into a list of coordinates, sorting the
list of coordinates, and finally packing the list of coordinates into
the desired sparse tensor format [23].
This approach reduces the problem of transposing a tensor into
a problem of sorting a list of coordinates. However, the lists of
coordinates have partial orderings we can use to accelerate the
sorting algorithms. Consider the example matrix in Figure 1. In
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order to transpose the matrix, the column coordinates must be
ordered lexicographically before the row coordinates. This could be
accomplished by sorting with the column coordinate as the primary
key and the row coordinate as the secondary key.
We can do better than that. The coordinates are already sorted
on the row coordinates. By doing a stable sort on just the column
coordinate, we get the same result. In this paper, we will generalize
this optimization to arbitrary tensor transpositions.
Figure 1: The matrix A can be represented as a list of coor-
dinates including only the nonzero values. Transposing the
tensor in this format switches the lexicographic ordering of
the rows and columns, such that the columns appear first.
The top list of coordinates represent the matrix in the top
left. The bottom list of coordinates represent the transposed
version of this matrix.
The main contributions of this work are:
(1) A decomposition of tensor transposition into parallelizeable
near-linear-work partial sorts (one of the two partial sorts is
novel) that optionally respect previous partial orderings.
(2) An algorithm that uses partial orderings in the original
sparse tensor format to minimize the number of partial sorts
required by the transposition algorithm. This relates the par-
allel span of radix sorting to partial orderings in the input.
(3) A parallel implementation that demonstrates this transpo-
sition algorithm is competitive with, and often faster than,
state of the art approaches.
2 BACKGROUND
A tensor of rank r is a multidimensional array that associates r -
tuples (referred to as coordinates) with values, or entries. We
refer to the kth position in a coordinate as mode k . The size of
a tensor is specified by an r -tuple of dimensions n, where each
index ik is an integer in the range 1 ≤ ik ≤ nk .
Let N be the number of nonzero entries in our tensor. A tensor is
sparse if most of its entries are zero. This has led to the development
of sparse tensor storage formats that support efficient computation
over only the nonzero entries. These formats range from a simple
sorted list of nonzero coordinates together with their values, the
Coordinates (COO) format [2], to more complicated hierarchical
mode-by-mode compression schemes such asCompressed Sparse
Row (CSR) or Compressed Sparse Fiber (CSF) [8, 23]. All three
of these formats induce a natural lexicographic ordering of the
dimensions; iterating over the tensor in the natural order can be
done very efficiently.
We define lexicographic ordering on r -tuples recursively using
a tuple σ of modes in order of their priority. We consider the co-
ordinate i = (i1, i2, ...) to be less than the coordinate i ′ = (i ′1, i ′2, ...)
under the ordering σ in two cases. The first case is when iσ1 < i ′σ1 .
The second case is when both iσ1 = i ′σ1 and i < i
′ under the
ordering (σ2,σ3, ...). For completeness, we say that all tuples are
considered equal under σ = (). We will refer to the (1, 2, ..., r ) or-
dering of k-tuples as the simple ordering. We say an ordering is
complete if it contains r distinct modes.
2.1 Coordinates (COO)
COO stores the nonzero coordinates in the tensor as a list of σ -
sorted coordinates. Transposing a tensor in COO format is equiva-
lent to reordering the coordinate list to a new complete ordering.
This simplicity makes COO a popular format; it is the only sparse
tensor format for the MATLAB Tensor Toolbox and TensorFlow li-
braries, and is used as an intermediate format during transpositions
in the SPLATT library [1, 2, 23]. Since most sparse tensor formats
can be converted to and from COO format and the format is readily
sorted, we focus on transposing tensors in COO format.
The COO format can be implemented either with a list of lists
(one for each mode) or as a list of coordinate tuples. We will use
the latter for notational purposes. Thus, we store an array A in
COO using two arrays, A.crd and A.val . The crd array is an array
of coordinates, and val is an array of corresponding values. This
requires O(r ) bits to store each coordinate, so the total storage
requirement for indices isO(r ∗N ) bits. Figure 2 shows an example
of COO storage.
2.2 Transposition
The COO, CSR, and CSF formats are all sorted by lexicographic
orderings on the coordinates. In COO, we sort the coordinates by
some σ ordering, and in CSR and CSF, σ gives the order in which
modes correspond to levels in the tree. CSR and CSF formats sort
each level by the indices within that mode. In this work, transpo-
sition corresponds to a change in this storage order.
We will express tensor transposition operations using the final
desired storage order σ . Without loss of generality, we assume the
tensor is initially ordered by (1, 2, . . .). For example, transposing a
matrix stored in (1, 2) order is equivalent to changing the storage
order to σ = (2, 1), then relabeling the modes.
Certain computations will perform better when the dimensions
can be iterated over efficiently in a different order than the initial
storage order [16, 23]. When we encounter such a computation, it
will be beneficial to transpose the tensor.
Tensors can be reordered using any sorting method. Since the
coordinates come from a fixed range of values, we can also use
sorts that work on fixed length keys, like histogram or radix sorts
[7]. SPLATT, a sparse tensor library designed to be highly parallel,
Figure 2: COO represents a tensor as a list of coordinates
with all of the zero values compressed out. The list of arrays
in the bottom left represent the tensor in the top left.
uses a specialized sorting strategy to take advantage of potential
parallelism that exists in the problem [23]. SPLATT chooses to first
do a histogram sort on mode σ1. It then sorts the coordinates for
each index in mode iσ1 using nσ1 separate calls to quicksort. In
the sequential implementation this strategy benefits from smaller
subproblems for quicksort. In the parallel version, SPLATT is able
to sort these buckets in parallel.
3 ALGORITHMS
A naive algorithm for sparse tensor transposition is to comparison
sort the coordinates into the desired lexicographic order. However,
since coordinates already have an initial ordering, we can think of
sorting coordinates as simply changing the lexicographic ordering
to prioritize different dimensions. It takesO(r ) time to compare two
coordinates of an r -tensor. Thus, a comparison based coordinate
sort would run inO(rN logN ) time. However, since the indices are
bounded by the dimensions, we can use parallelizable stable sorts
like a histogram sort (called counting sort in [7, 19]) to sort the
coordinates on a single mode k in O(rN + nk ) time. If we perform
r histogram sorts (a radix sort on r -digit numbers), we can sort
our coordinate list in O(r2N + n1 + n2 + · · · ) time, an asymptotic
improvement over comparison sort when the dimensions are small.
If we assume that coordinates are each processed in constant time,
our histogram sort takes O(N + nk ) time and our radix sort takes
O(rN +n1+n2+ · · · ) time. This algorithm can be improved further;
for some transpositions, we do not need to perform all r sorts. For
example, HALFPERM uses a histogram sort to prioritize the second
dimension in the new ordering. Depending on the size of the second
dimension, this single histogram sort is faster than a generic sort
of the coordinates, and certainly faster than redundantly sorting
the first dimension before sorting the second.
In this section, we formalize and generalize this idea to produce
the Quesadilla tensor transposition algorithm, which provably per-
forms the minimal number of histogram sorts. We start with a
description of our histogram partial sort and a bucketing modifica-
tion to produce two sorting primitives. We then use these primitives
to build the Quesadilla and Top-K-sadilla tensor transposition algo-
rithms.
3.1 Histogram Partial Sorts
A histogram sort sorts integer keys of bounded size. It first counts
the number of occurrences of each key values. It then performs a
prefix sum, also known as a cumulative sum or prefix scan, over
the array of counts to determine where each group of equivalent
keys will lie in the output array. This reserves enough space for all
of the coordinates to appear in the output order, and the scanned
array can be used record how full each output group is as the
algorithm puts each coordinate directly into its output location.
There is extensive research on the topic of parallelizing histogram
sort as a subroutine of radix sort [19]. In our experiments, we use
the same implementation as SPLATT [23], where each processor
uses a private copy of count which is synchronized before moving
coordinates to their output destinations.
Algorithm 1: PartialSort(A, (),τk ) (Non-Bucketed)
Input: A is a rank-r tensor of dimension n with N nonzeros
stored in COO, sorted under the ordering τ . Our goal is
to sort A on p = τk .
Output: A = B, a tensor in COO format sorted under the
ordering
(τk ,τ1, . . . ,τk−1,τk+1, . . . ,τr ). (1)
1 count ← a length nτk + 1 array of integers initialized to 0
2 count[1] ← 1
// Compute the count array
3 for j ← 1 to N do
4 i = A.crd[j]
5 count[iτk + 1] ← count[iτk + 1] + 1
6 end
// Prefix sum
7 for iτk ← 2 to nτk + 1 do
8 count[iτk ] ← count[iτk ] + count[iτk − 1]
9 end
// Move coordinates to final output destination
10 for j ← 1 to N do
11 i = A.crd[j]
12 j ′ = count[iτk ]
13 B.crd[j ′] = i
14 count[iτk ] ← count[iτk ] + 1
15 end
The histogram sort iterates over the coordinates twice and the
count array once. The total runtime is O(rN + nτk ), where nτk is
the dimension of the mode being sorted on. If we can process coor-
dinates in constant time, the runtime isO(N +nτk ). The histogram
sort clearly produces a lexicographic ordering which prioritizes τk
first. Since the sort is stable, the relative ordering of other modes is
unaffected. Thus, it moves the mode τk to be the first mode in the
lexicographic order, as described in (1).
3.2 Bucketed Histogram Sort
Although radix sort is most commonly performed from the least
significant digit to the most significant digit, it will be useful for
us to be able to work backwards sometimes, sorting one mode
while respecting another partial ordering. Informally, we wish to
sort a mode to a different position than the first spot in the output
ordering. Formally, if our tensor is sorted with respect to τ , we
wish to sort on τk while leaving the ordering (τ1, . . . ,τl ) of the
first l < k modes unaffected. This means that we need to sort each
group of contiguous coordinates (a bucket) which agree on the
values iτ1 , . . . , iτl . If we use a comparison-based sort within each
bucket, we can perform the sort recursively but incur a logarithmic
overhead. If we use a radix-based algorithm within each bucket,
we need to perform an O(nτk ) prefix sum in each bucket. Since the
number of buckets is bounded only by N , the resulting runtime of
O(rNnτk ) is unacceptable.
Here, we describe a variation on histogram sort that discovers
the buckets for (τ1, . . . ,τl ), sorts on τk , then reimposes the previous
ordering. Since there are at most N buckets, our algorithm runs in
time O(N ∗ (l + 1) + nτk ). If we assume operations on coordinates
occur in constant time, our algorithm runs in time O(N + nτk ).
Note that the input must be sorted under (τ1, . . . ,τl ) to discover
the buckets by examining adjacent coordinates.
Algorithms 1 and 2 are both called PartialSort; we use Algo-
rithm 1 when l = 0 and Algorithm 2 otherwise.
Although we can save buckets as we fill the count array, Al-
gorithm 2 performs an extra bucketing step to create the perm
array, and the perm array introduces more indirection in the final
bucketing step than the similar loop in Algorithm 1. Saving the
buckets takes O(lN ) time, the prefix sum takes O(nτk ) time, and
the last two bucketing steps take O(rN ) time. The total runtime
of bucketed histogram sort is O(rN + nτk ), or O(N + nτk ) if we
assume constant-time operations on coordinates.
Bucketed histogram sort works by first stably sorting on mode
τk , then by sorting on (τ1, . . . ,τl ) using the bucket array. After the
loop on line 24, perm sorts A under (2)
(τk ,τ1, . . . ,τk−1,τk+1, . . . ,τr ).
Since the stored buckets correspond to equivalence classes of (τ1, . . . ,τl )
in order, the loop on line 29 sorts A stably on the buckets, repriori-
tizing (τ1, . . . ,τl ) in the ordering to produce the final order
(τ1, . . . ,τl ,τk ,τl+1, . . . ,τk−1,τk+1, . . . ,τr ).
As we describe parallelization strategies, we focus our attention
on these three steps. Algorithm 2 discovers the buckets, stably sorts
on the desired mode, then stably sorts on the buckets. Discovering
the buckets is a simple linear-time algorithm that we can easily
parallelize, taking care to account for buckets that cross processor
boundaries. Most parallel implementations of histogram sort, in-
cluding SPLATT, create private copies of the count array [23]. On P
processors, these implementations run inO(N /P +nτk ) time. Since
we can usually assume the dimension of the mode to be sorted is
Algorithm 2: PartialSort(A, (τ1, . . . ,τl ),τk ) (Bucketed)
Input: A is a rank-r tensor of dimension n with N nonzeros
stored in COO, sorted under the ordering τ . Our goal is
to sort A on τk while maintaining the ordering
(τ1, . . . ,τl ). We require that l < k .
Output: A = B, a tensor in COO format sorted under the
ordering
(τ1, . . . ,τl ,τk ,τl+1, . . . ,τk−1,τk+1, . . . ,τr ). (2)
1 count ← a length nτk + 1 array of integers initialized to 0
2 count[1] ← 1
3 bucket ← an uninitialized integer array of size N
4 bucket[1] ← 1
5 pos ← an uninitialized integer array of size N
6 pos[1] ← 1
7 perm ← an uninitialized integer array of size N
8 n′ ← 1
// Compute the count array, equivalence classes
under (τ1, . . . ,τl ), and the pos array for each of
those classes
9 i ← A.crd[1]
10 count[iτk + 1] ← count[iτk + 1] + 1
11 for j ← 2 to N do
12 i ← A.crd[j]
13 i ′ ← A.crd[j − 1]
14 if (iτ1 , . . . , iτl ) , (i ′τ1 , . . . , i ′τl ) then
15 n′ ← n′ + 1
16 pos[n′] ← j
17 end
18 bucket[j] ← n′
19 count[iτk + 1] ← count[iτk + 1] + 1
20 end
// Prefix sum
21 for iτk ← 2 to nτk + 1 do
22 count[iτk ] ← count[iτk ] + count[iτk − 1]
23 end
// Create permutation of A ordered on (τk , )
24 for j ← 1 to N do
25 i ← A.crd[j]
26 perm[count[iτk ]] ← j
27 count[iτk ] ← count[iτk ] + 1
28 end
// Reintroduce the stored ordering on (τ1, . . . ,τl )
29 for j ← 1 to N do
30 B.crd[pos[bucket[perm[j]]]] ← A.crd[perm[j]]
31 pos[bucket[perm[j]]] ← pos[bucket[perm[j]]] + 1
32 end
small relative to the number of nonzeros, these parallel implementa-
tions of histogram sort are acceptable for sorting the desired mode.
However, we cannot assume that the number of buckets is small
relative to the number of nonzeros. To effectively parallelize the
second sort, we would need to use an algorithm whose runtime is
linear in both the number of nonzeros and the range of keys to be
sorted, such as a sample sort [3, 33]. Notice that the sampling step
can be avoided because the bucket discovery step calculates the
exact distribution of buckets (keys).
We can simplify parallelization of Algorithm 2 by decomposing
the problem along bucket boundaries. The buckets limit the travel
of coordinates between input and output orderings; coordinates
do not escape their buckets. Therefore, running Algorithm 2 on a
contiguous region of input buckets will compute the corresponding
region of the output ordering. This gives our chosen parallel algo-
rithm where we assign to each processor the buckets which begin
in their region, and each processor simply runs Algorithm 2 locally
on their section. Assuming that the buckets are small enough to
permit effective decomposition, this algorithm also runs in time
O(N /P + nτk ). Notice that because SPLATT decomposes the lo-
cal sorts along the index σ1, SPLATT operates under the similar
assumption that slices of the tensor are small enough to permit
effective decomposition.
3.3 Bucketed Histogram Sort Example
We give an example of our bucketed histogram sort on a 4-tensor.
For simplicity of presentation, we represent our coordinate list as
4-digit integers. The integers are initially sorted under the ordering
(1, 2, 3, 4).
A.crd = [1218, 1224, 1274, 1421, 1437, 1456, 1472, 3216, 3283, 3286]
Suppose that we would like them to be sorted under the ordering
σ = (1, 2, 4, 3). We rearrange our digits to show the current ordering.
A.crdσ = [1281, 1242, 1247, 1412, 1473, 1465, 1427, 3261, 3238, 3268]
Since our ordering doesn’t change the first two digits, we can re-
order A to be sorted under σ by bucketing on the first two digits.
Our algorithm starts by discovering the buckets and computing the
bucket and pos arrays, which store the numbers and positions of
each bucket:
A.crdσ = [1281, 1242, 1247︸              ︷︷              ︸
“12...”
, 1412, 1473, 1465, 1427︸                      ︷︷                      ︸
“14...”
, 3261, 3238, 3268︸              ︷︷              ︸
“32...”
]
bucket = [1, 1, 1, 2, 2, 2, 2, 3, 3, 3]
pos = [1, 4, 8,unde f ined, ...]
Our counting sort sorts A by digit σ3 = 4, producing:
perm = [4, 7, 9, 2, 3, 6, 8, 10, 5, 1]
A.crd[perm] =
[1421, 1472, 3283, 1224, 1274, 1456, 3216, 3286, 1437, 1218]
A.crdσ [perm] =
[1412, 1427, 3238, 1242, 1247, 1465, 3261, 3268, 1473, 1281]
At this point, if we restrict our attention to one bucket at a time, the
coordinates are sorted. We just need to put each element ofA[perm]
back into it’s corresponding bucket by sorting onbucket[perm]. The
pos array functions as the count array does in counting sort.
B.crd = [1224, 1274, 1218, 1421, 1472, 1456, 1437, 3283, 3216, 3286]
B.crdσ = [1242, 1247, 1281︸              ︷︷              ︸
“12...”
, 1412, 1427, 1465, 1473︸                      ︷︷                      ︸
“14...”
, 3238, 3261, 3268︸              ︷︷              ︸
“32...”
]
Notice that B.crdσ is lexicographically ordered, as desired.
3.4 Minimizing Partial Sorts
Transposition via a full radix sort would consist of r calls to Algo-
rithm 1. Not all transpositions, however, are equally difficult. For
example, if we have a simply ordered 4-tensor and are asked to
transpose it to the ordering (4, 1, 2, 3), this can be accomplished
with the single call PartialSort(A, (), 4), as seen in (1). On the
other hand, if we are asked to transpose to (4, 3, 2, 1), we show that
this requires at least 3 calls PartialSort, since the only relevant
partial ordering we can use is that of the first mode. In this work, we
generalize this insight to produce theQuesadilla algorithm which
transposes tensors to a given target ordering with the minimal
number of calls to either Algorithm 1 or 2.
Although Algorithms 1 and 2 perform similar tasks, Algorithm
2 streams through and randomly accesses more vectors than Al-
gorithm 1 does. If we count the number of unique vectors in each
loop body separately (including initialization), Algorithm 1 streams
through 4 vectors and randomly accesses 4 vectors, while Algorithm
2 streams through 7 vectors, and randomly accesses 7 vectors.While
the costs of these algorithms are similar, they are not identical, and
we should prefer to avoid the bucketed histogram variant whenever
possible. For example, we can transpose to (2, 4, 1, 3) by calling
PartialSort(A, (), 2) and then PartialSort(A, (2), 4), but we can
avoid a bucketed histogram sort by calling PartialSort(A, (), 4)
and then PartialSort(A, (), 2). Among transpositions that use the
minimum number of partial sorts, we show thatQuesadilla uses
the minimal number of bucketed partial sorts (Algorithm 2). Thus,
our algorithmminimizes a cost model that weighs each pass equally,
but breaks ties towards the non-bucketed variant.
We start by showing that for a given target order σ , we must sort
on a certain set of modes and that in order to achieve the minimum
number of sorts, some of these sorts must be bucketed. We then
give an algorithm that only sorts on this necessary set of modes,
and only uses bucketed sorts when required.
3.4.1 Necessary Sorts. The number of dimensions r is an upper
bound on the number of passes needed to sort coordinates. This
is the number of passes that are needed if we have a completely
unsorted coordinate list and do a standard radix sort. The histogram
sort and bucketed histogram sort can only move dimensions to the
beginning of the lexicographic ordering. We use this fact to show a
lower bound on the number of passes needed to sort the coordinates
into the new lexicographic ordering. In several proofs, we will use a
function f (τ ,p) that we define on complete r -orderings τ as the set
{τk+1, . . . ,τr }where τk = p. Thus, f (τ ,p) is the set of modes which
follow p in the ordering τ . For example, f ((1, 3, 2, 4), 3) = {2, 4}.
Lemma 3.1. Let A be a list of r -coordinates ordered by the com-
plete ordering τ . Assume that A′ is the τ ′ ordered result of calling
PartialSort(A, (τ1, . . . ,τl ),p) where p = τk and k > l . If q , p,
then f (τ ′,q) ⊆ f (τ ,q).
Proof. The result follows from a close examination of (1) and
(2) which describe the output ordering of Algorithms 1 and 2. Let h
be such that τh = q. Note that k > l . If 1 ≤ h ≤ l or k < h ≤ r , then
f (τ ′,q) = f (τ ,q). Otherwise, l < h < k and f (τ ′,q) = f (τ ,q) \p ⊂
f (τ ,q). □
This idea that the set following some mode never expands when
we sort on a different mode allows us to show that certain modes
must be direct arguments to PartialSort at some point in our
sequence of calls that transposes the tensor.
Lemma 3.2. LetA be a list of r -coordinates ordered by the complete
ordering τ . Assume we wish to call PartialSort some number of
times to produce a σ ordering of A, and that f (σ ,σi ) ⊈ f (τ ,σi ).
Consider any sequence of statements of the form
A← PartialSort(A, (ψ1, . . . ,ψl ),ψk ),
whereψ is a complete intermediate ordering of A,ψk , σi , and k > l .
No such sequence will result in a σ ordering of A.
Therefore, any sequence of calls to Sort designed to return a σ
ordering of A must include a call for each value of σi for which
f (σ ,σi ) ⊈ f (τ ,σi ).
Proof. At some point in our sequence of calls, assume that
f (σ ,σi ) ⊈ f (ψ ,σi ), and let ψ ′ be the ordering after the next call
to PartialSort. Lemma 3.1 implies that f (ψ ′,σi ) ⊆ f (ψ ,σi ), so it
must still be the case that f (σ ,σi ) ⊈ f (ψ ′,σi ). Since we start with
f (σ ,σi ) ⊈ f (τ ,σi ), there is no ordering in our sequence for which
f (σ ,σi ) ⊈ f (ψ ,σi ), and thusψ can never equal σ . □
Lemma 3.2 implies a lower bound on the number of calls to
PartialSort required to transpose a τ -ordered tensorA to σ -order.
We refer to this number with the function b(τ ,σ ). We define b for-
mally as the number of modes i for which f (σ ,σi ) ⊈ f (τ ,σi ). For
example, b((1, 3, 2), (3, 1, 2)) = 1. While b gives us a lower bound
on the number of sorts, it does not show a bound on whether
each sort must be bucketed or not. We now show that no se-
quence of calls to PartialSort of length b(τ ,σ ) may include a call
PartialSort(A, (),p) if there exists i such that f (σ ,σi ) ⊆ f (τ ,σi )
and p ∈ f (σ ,σi ).
Lemma 3.3. LetA be a list of r -coordinates ordered by the complete
ordering τ . Consider any length b(τ ,σ ) sequence of statements of the
form
A← PartialSort(A, (ψ1, . . . ,ψl ),ψk ),
where ψ is a complete intermediate ordering of A and k > l . If this
sequence reaches the ordering σ , it may not contain any call where l =
0 and there exists i such that f (σ ,σi ) ⊆ f (τ ,σi ) andψk ∈ f (σ ,σi ).
Proof. Lemma 3.2 implies that we must sort on each mode
where f (σ ,σk ) ⊈ f (τ ,σk ). Since our sequence only involvesb(τ ,σ )
calls to PartialSort, this sequence must only sort on these modes.
Assume for contradiction that our sequence involves a call where
l = 0 and there exists i such that f (σ ,σi ) ⊆ f (τ ,σi ) and ψk ∈
f (σ ,σi ). Letψ ′ be the ordering followingψ after this call. Using (1),
we see that f (σ ,σi ) ⊈ f (ψ ′,σi ) sinceψk ∈ f (σ ,σi ) but f (ψ ′,σi ) =
f (ψ ,σi ) \ ψk . Thus, Lemma 3.2 implies that we must sort on σi
in order to achieve σ order, a contradiction as we are given that
f (σ ,σi ) ⊆ f (τ ,σi ). □
Lemma 3.3 implies that if f (σ ,σi ) ⊆ f (τ ,σi ), a minimal sequence
of sorts cannot involve non-bucketed sorts on modes in f (σ ,σi ).
Algorithm 3:QuesadillaSort(A,σ )
Input: A is any simply ordered list of r -coordinates, σ is an
r -complete ordering.
Output: A, sorted in σ order.
1 l ← 0
2 while l < r do
3 k ← l
4 while k + 1 < r and f (σ ,σk+1) ⊈ f ((1, 2, . . .),σk+1) do
5 k ← k + 1
6 l ′ ← k + 1
7 while k > l do
8 A← PartialSort(A, (σ1, . . . ,σl ),σk )
9 k ← k − 1
10 l ← l ′
11 return A
3.5 Quesadilla Sort
We now present theQuesadilla algorithm for tensor transposition.
Theorem 3.1. Let A be a simply ordered list of r -coordinates. The
sequence of sorts described by Quesadilla(σ ) will result in the σ
ordered list of coordinates in A.
Proof. We prove the result by showing that before and after
each execution of the body of the loop on line 7, A is sorted under
a complete ordering τ , where
(τ1, . . . ,τl+l ′−(k+1)) = (σ1, . . . ,σl ,σk+1, . . . ,σl ′−1), (3)
and the remaining modes of τ are in ascending order.
Before the first execution of our loop body, A is simply ordered,
l = 0, and l ′ = k + 1. Thus, our claim is initially satisfied.
Assume our claim holds before some execution of the loop body.
LetA′ and k ′ be the values ofA and k after executing the loop body.
Let t be the mode such that σk = τt . Since k > l , (3) implies that
t > l +l ′−(k+1). Combining this observation with (1) and (2) leads
to the observation that A′ is sorted under the complete ordering τ ′,
where
τ ′ = (σ1, . . . ,σl ,σk , . . . ,σl ′−1,τl+l ′−(k+1), . . . ,τt−1,τt+1, . . . ,τr ).
Therefore, (3) still holds for τ ′ and k ′. Because (τl+l ′−k , . . . ,τr )was
ascending, (τ ′l+l ′−k ′ , . . . ,τ ′r ) is also ascending. Thus, the claim holds
after the execution of the loop body on line 7.
All that remains to be shown is that our claim holds after we
move through the loop on line 2. After leaving the line 7 loop, k = l
and A is sorted under the complete ordering
τ = (σ1, . . . ,σl ′−1,τl ′ , . . . ,τr ).
Notice that now f (σ ,σk+1) ⊆ f ((1, 2, . . .),σk+1), either because
that was the condition that stopped the loop on line 4 or because
that loop stopped when l ′ = r and f (σ ,σr ) = ∅. Thus, for all j > l ′,
σj > σl ′ , and since (τl ′ , . . . ,τr ) is ascending, τl ′ = σl ′ . Thus, we set
l to l ′ and we have (τ1, . . . ,τl ) = (σ1, . . . ,σl ) when we reach line 7.
The other claims will hold because k + 1 will be equal to l ′. □
Theorem 3.2. Given a target ordering σ , QuesadillaSort(σ )
uses the minimum-length sequence of calls to PartialSort required
to sort any simply ordered list of r -coordinates to σ order.
Proof. QuesadillaSort only calls PartialSort on modes σk
where f (σ ,σk ) ⊈ f ((1, 2, . . .),σk ). Thus, Lemma 3.2 implies that
QuesadillaSort makes the minimum number of required calls to
PartialSort. □
Theorem 3.3. Among minimum-length sequences of PartialSort
calls that sort simply ordered lists of r -coordinates to target ordering
σ , the sequence used by QuesadillaSort(σ ) minimizes the number
of bucketed partial sorts.
Proof. The first execution of the loop on line 4 stops once
f (σ ,σk+1) ⊆ f ((1, 2, . . .),σk+1). For all j > k + 1, we have σj ∈
f (σ ,σk+1). SinceQuesadilla uses non-bucketed sorts for all sorts
on modes σ1 through σk+1, Lemma 3.3 implies that Quesadilla
uses the minimum number of bucketed partial sorts possible when
the total number of sorts is minimized. □
3.6 Top-K-sadilla Sort
Although the two sorting primitives presented are both histogram
sort variants, they could be replaced with any stable sort such as
quicksort or merge sort. However, if a comparison sort is used at
some level k where the current ordering is τ and (τ1, . . . ,τl ) =
(σ1, . . . ,σl ), it makes more sense to completely sort each bucket
(equivalence class under (τ1, . . . ,τl )) to σ order.
Thus, we propose the Top-K-sadilla algorithm, which uses
Quesadilla to sort the tensor to (σ1, . . . ,σK ) order, then sorts
each bucket using quicksort. The best choice of the value K will
be investigated in our experiments, since it depends both on the
permutation and on the dimension of the tensor.
4 EVALUATION
We evaluateQuesadilla and Top-K-sadilla sort against various
state of the art approaches for sparse tensor transposition. As we
will show, on the whole, our technique outperforms these existing
approaches.
4.1 Experimental Setup
We created both parallel and serial implementations of our tech-
nique. We implemented the serial version in a code generator that
emits C++ code to transpose sparse tensors stored in the COO
format using either Quesadilla or Top-K-sadilla sort. We im-
plemented the parallel version by implementing parallel counting
sort and bucketed counting sort primitives and calling the neces-
sary sorts for Quesadilla. To implement the quicksort portion
of Top-K-sadilla, we identified the buckets in parallel and then
sorted each bucket using the OpenMP for-loop parallelization con-
struct. The buckets were scheduled using dynamic scheduling for
Top-1-sadilla and guided scheduling for Top-K-sadilla when K
> 1. We made these scheduling choices because we expected more
smaller buckets when buckets correspond to more coordinates. The
overhead for dynamically scheduling many small buckets caused
significant slow down.
Table 1: Statistics about tensors used in our experiments.
Tensor Nonzeros Dimensions
flickr-3d 112890310 319686 × 28153045 × 1607191
nell-1 143599552 2902330 × 2143368 × 25495389
nell-2 76879419 12092 × 9184 × 28818
vast-2015-mc1-3d 26021854 165427 × 11374 × 2
chicago-crime-comm 5330673 6186 × 24 × 77 × 32
delicious-4d 140126220 532924 × 17262471 × 2480308 × 1443
enron 54202099 6066 × 5699 × 44268 × 1176
flickr-4d 112890310 319686 × 28153045 × 1607191 × 731
nips 3101609 2482 × 2862 × 14036 × 17
uber 3309490 183 × 24 × 1140 × 1717
lbnl-network 1698825 1605 × 4198 × 1631 × 4209 × 868131
vast-2015-mc1-5d 26021945 165427 × 11374 × 2 × 100 × 89
Our serial implementation is available at https://github.com/
suzmue/taco/tree/transpose and our parallel implementation is
available at https://github.com/suzmue/splatt.
To evaluate our technique, we compare it against SPLATT [23],
a high-performance C++ toolkit for sparse tensor factorization that
uses a combination of histogram sort, quicksort, and insertion sort
to sort tensors in COO.We also evaluate against sparse tensor trans-
position routines that sort nonzeros with (least significant digit)
radix sort (using Algorithm 1 for each pass) or glibc’s implementa-
tion of qsort.
We ran all experiments on a 2.5 GHz Intel Xeon E5-2680 v3
machine with 24 cores, 30 MB of L3 cache and 128 GB of main
memory. The machine runs Ubuntu 18.04.3 LTS with glibc 2.27. We
compiled the benchmarks using GCC 7.4.0. We ran each experiment
100 times and report minimum execution times.
We ran our experiments on real-world tensors obtained from
the FROSTT Tensor Collection [22]. Table 1 reports statistics about
these tensors. We stored tensors in the COO format and stored
coordinates of nonzeros using 32-bit integers.
4.2 Performance Evaluation
For each tensor in Table 1, we measured the normalized running
times of SPLATT, qsort, Top-K-sadilla, Quesadilla, and radix
sort for transposing the tensor from its initial ordering σ = (1, ..., r )
to every r ! possible ordering. Figure 3 shows the results of these
experiments aggregated over all 408 possible combinations of input
tensors and output orderings. The appendix includes more detailed
results that show the performance of each algorithm for every
combination of input tensor and output ordering.
In serial tests, these results demonstrate that Quesadilla out-
performs SPLATT, radix sort, and qsort on 60% of the sparse tensor
transpositions. For half of all combinations,Quesadilla is at least
1.19× faster than SPLATT, 1.68× faster than radix sort, and 2.76×
faster than qsort. In parallel tests, at least one of Quesadilla or
Top-2-sadilla was the best strategy for 52% of all tensor and trans-
position combinations.
Quesadilla is able to significantly outperform radix sort by
minimizing the number of passes over the input tensor. As Figure 4
shows,Quesadilla exploits the partial ordering of the input tensor
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Figure 3: Normalized execution times of sparse tensor trans-
position with various algorithms, aggregated over all 408
possible combinations of test tensors and output orderings.
Percentages in parentheses indicate the proportion of com-
binations forwhich each algorithm is the fastest. Results are
normalized to SPLATT (horizontal line) for each tensor and
output ordering. Top-1-sadilla denotes Top-K-sadilla with
K = 1.
to eliminate at least one sorting pass for all possible output order-
ings and eliminate two or more passes for the majority of output
orderings. By contrast, radix sort always makes as many sorting
passes as there are modes in the input tensor, thereby incurring
overhead from unnecessary memory traffic.
Quesadilla’s performance, however, depends to a large degree
on the dimensions of the input tensor as well as the ordering
of modes in the output. In particular, Quesadilla is more effi-
cient when it does not have to sort large modes. Figure 5, for in-
stance, showsQuesadilla’s performance for the lbnl-network ten-
sor, whose last mode is significantly larger than the other modes.
For output orderings where Quesadilla does not have to sort
the last mode,Quesadilla significantly outperforms all other algo-
rithmswe evaluate. On the other hand, SPLATT andTop-K-sadilla
(whereK < r ) are more efficient for the other output orderings, with
both being faster thanQuesadilla in approximately two-thirds of
cases whereQuesadillamust sort the last mode in the serial imple-
mentation, and nearly all cases in the parallel implementation. This
can be attributed to the fact that each invocation of PartialSort
inQuesadilla requires a histogram containing nk bins, where nk
is the size of the mode being sorted. When nk is large, accesses into
the histogram are less likely to hit the cache, thereby limiting per-
formance. Furthermore, constructing the histogram incurs O(nk )
overhead, which becomes more significant when nk is large. Thus,
as Figure 6 shows, PartialSort is significantly slower for large
modes than for small modes, assuming the bucketed dimensions
are the same. This, in turn, limits Quesadilla’s performance for
input tensors and output orderings that require sorting large modes.
By contrast, SPLATT and Top-K-sadilla use comparison-based
sorting algorithms to sort all but the first mode or the first several
modes respectively, thus making their performance less dependent
on the dimensions of the input tensor.
When K = 1, Top-K-sadilla reduces to the Top-1-sadilla al-
gorithm that is similar to what SPLATT implements for sorting
COO tensors, which we summarize in Section 2.2. Unlike SPLATT,
which uses a custom hand-optimized implementation of quicksort,
serial Top-1-sadilla uses qsort from C stdlib to sort nonzeros
within each bucket created by the initial histogram sort. As Fig-
ure 3 shows, serial SPLATT outperforms serial Top-1-sadilla for
most tensor transpositions in our experiments, thereby demonstrat-
ing that SPLATT’s custom implementation of quicksort is more
efficient than qsort. This performance difference suggests we can
improve Top-K-sadilla’s performance by using more optimized
implementations of comparison sort to sort each bucket.
5 CONCLUSION
We have described an algorithm to transpose sparse tensors faster
than simply sorting a list of coordinates. By taking advantage of the
lexicographic ordering of the input and knowledge of the requested
transposition, our algorithm applies only a subset of the passes
of a radix sort and thereby reduces the amount of work required
to sort the coordinates. We provide two non-comparison based
partial sorting algorithms for radix sort passes that are optimized
for different situations. We prove two things: (1) We prove that
our algorithm minimizes the total calls to either sorting algorithm.
(2) We prove that among sorts with the minimum total calls, we
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Figure 4: Distributions of the number of sorting passes needed byQuesadilla to transpose tensors of varying rank.
minimize the number of calls to the more expensive of the two. The
amount of work required by our algorithm is proportional to the
number of modes that need reordering in the transposition. We
evaluated our algorithm empirically with a C++ implementation,
and showed that it produced significant improvements over existing
approaches.
As sparse tensor representations receive increasing study, di-
versity in tensor formats will increase and applications will more
frequently convert between formats. Sparse tensor transposition is
the most basic instance of sparse format conversion, and an impor-
tant subroutine in several format conversions. We have provided
evidence that naive algorithms for sparse tensor transpositions can
be improved substantially, but there are further improvements that
need investigation.
Focusing on the multi-pass coordinate-sorting-based transposi-
tion technique we describe, improvements can be made in schedul-
ing passes, the implementation of passes themselves, and handling
the buckets. Although we minimize the number of passes over the
data, we don’t necessarily pick a schedule of passes that minimizes
the true runtime. Since the bucketed histogram sort costs more than
the histogram sort, we can improve our scheduling by minimizing
a cost model which reflects the true costs of the passes.
We can improve the implementation of a sorting pass by reducing
the size of coordinates using bit-packing techniques. If the mode
to be sorted has a large dimension, it can make sense to perform
the histogram sort itself as a radix sort, with multiple passes and a
radix smaller than the dimension. In some cases, we can also fuse
the first loop of the next histogram sort into the last loop of the
current one, reducing the number of reads.
Discovering the buckets is expensive. If we need to perform
several bucketed histogram sorts with the same buckets, we only
need to discover the buckets once at the beginning, perform the
histogram sorts, and then sort on the buckets at the end, skipping
the bucketing step between the two sorts. Since l is constant, we
can use the same buckets for all iterations of the loop on line 7 of
Algorithm 3. Additionally, instead of evaluating the all l entries of
each coordinate to discover the buckets, we can use buckets from
the previous pass, which differ precisely when the previous entries
differed. While such an optimization would involve permuting a
bucket array, we can avoid examining entire coordinates during
bucket discovery, saving a factor of r in the asymptotic analysis.
If our goal is to transpose tensors stored in formats other than
COO, including formats like HiCOO [18], BICRS [32], and JAD [21],
additional optimizations may present themselves. For example, in-
stead of converting to coordinates, then sorting, our first histogram
sort can iterate over the input format in order, fusing the conver-
sion to coordinates into the first histogram sort. Additionally, the
sorting techniques we describe in this work may apply directly to
the format we want to transpose. If the tensor is in CSF, for example,
it may be possible to sort the nodes in the CSF tree directly, moving
the nodes instead of moving entire subtrees.
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A AGGREGATE RESULTS
These tables contain statistics about the performance of the algorithms across all permutations and tensors. In addition, we counted the
number of times that each strategy was the best of all of the strategies. We exclude Top-2-sadilla and Top-3-sadilla from these results, as the
strategy is not comparable across tensors of different orders.
Table 2: Aggregate timing results (serial)
stat qsort splatt 1-sadilla 2-sadilla quesadilla radix
min 0.61 1.00 0.31 0.22 0.00 0.51
Q1 1.91 1.00 1.34 0.91 0.54 1.00
median 2.32 1.00 1.54 1.19 0.84 1.41
Q3 3.18 1.00 1.83 1.43 1.27 2.26
max 6.36 1.00 3.91 3.91 5.78 7.84
wins 0 25 2.2 15 58 0.25
Table 3: Aggregate timing results (parallel)
stat qsort splatt 1-sadilla 2-sadilla quesadilla radix
min 1.27 1 0.27 0.063 0.00 0.13
Q1 4.40 1.00 0.99 0.62 0.64 1.25
median 20.38 1.00 1.06 1.08 1.25 2.22
Q3 28.29 1.00 1.24 1.49 2.09 3.84
max 86.70 1.00 2.02 5.69 6.82 9.83
wins 0 36 12 28 24 0
Table 4: Median results by tensor (serial)
filename qsort splatt 1-sadilla 2-sadilla quesadilla radix
flickr-3d 4.31 1.00 1.71 1.45 0.99 2.40
nell-1 3.04 1.00 1.94 1.15 0.81 3.08
nell-2 2.80 1.00 1.90 1.35 0.60 1.34
vast-2015-mc1-3d 3.49 1.00 1.49 1.18 0.55 2.07
chicago-crime-comm 2.18 1.00 1.71 1.08 0.52 0.93
delicious-4d 2.66 1.00 1.51 1.11 1.17 1.89
enron 2.43 1.00 1.53 1.06 0.64 1.18
flickr-4d 3.48 1.00 1.54 1.21 1.11 2.02
nips 2.84 1.00 1.88 1.35 0.81 1.79
uber 2.24 1.00 1.68 1.30 0.63 1.10
lbnl-network 2.29 1.00 1.67 1.34 1.04 1.37
vast-2015-mc1-5d 1.97 1.00 1.35 0.92 0.75 1.25
Table 5: Median by tensor (parallel)
filename qsort splatt 1-sadilla 2-sadilla quesadilla radix
flickr-3d 32.39 1.00 1.06 1.03 0.90 5.52
nell-1 22.94 1.00 1.08 1.05 0.88 6.33
nell-2 32.69 1.00 1.29 1.52 1.35 2.69
vast-2015-mc1-3d 25.64 1.00 1.30 0.93 0.60 2.45
chicago-crime-comm 19.41 1.00 1.25 0.93 0.84 1.82
delicious-4d 27.22 1.00 1.15 1.52 1.88 4.85
enron 28.81 1.00 1.28 1.68 1.61 3.20
flickr-4d 27.69 1.00 1.11 1.49 1.74 5.73
nips 40.06 1.00 1.43 1.37 1.24 2.02
uber 41.10 1.00 1.60 1.53 0.95 1.70
lbnl-network 3.97 1.00 1.01 0.68 1.01 1.33
vast-2015-mc1-5d 23.18 1.00 1.05 1.28 1.84 3.06
Table 6: Wins by tensor (serial)
filename qsort splatt 1-sadilla 2-sadilla quesadilla radix
flickr-3d 0% 50% 0% 0% 50% 0%
nell-1 0% 33.3% 0% 0% 66.7% 0%
nell-2 0% 33.3% 0% 0% 66.7% 0%
vast-2015-mc1-3d 0% 0% 0% 0% 100% 0%
chicago-crime-comm 0% 12.5% 0% 0% 87.5% 0%
delicious-4d 0% 45.8% 0% 16.7% 37.5% 0%
enron 0% 12.5% 0% 4.17% 79.2% 4.17%
flickr-4d 0% 45.8% 0% 12.5% 41.7% 0%
nips 0% 25% 12.5% 8.33% 54.2% 0%
uber 0% 16.7% 0% 0% 83.3% 0%
lbnl-network 0% 36.7% 0% 16.7% 46.7% 0%
vast-2015-mc1-5d 0% 10.8% 5% 25.8% 58.3% 0%
Table 7: Wins by tensor (parallel)
filename qsort splatt 1-sadilla 2-sadilla quesadilla radix
flickr-3d 0% 16.7% 16.7% 0% 66.7% 0%
nell-1 0% 16.7% 16.7% 16.7% 50% 0%
nell-2 0% 50% 16.7% 0% 33.3% 0%
vast-2015-mc1-3d 0% 33.3% 16.7% 0% 50% 0%
chicago-crime-comm 0% 8.33% 16.7% 20.8% 54.2% 0%
delicious-4d 0% 50% 16.7% 12.5% 20.8% 0%
enron 0% 79.2% 0% 0% 20.8% 0%
flickr-4d 0% 41.7% 16.7% 20.8% 20.8% 0%
nips 0% 62.5% 4.17% 8.33% 25% 0%
uber 0% 37.5% 0% 8.33% 54.2% 0%
lbnl-network 0% 11.7% 11.7% 53.3% 23.3% 0%
vast-2015-mc1-5d 0% 49.2% 15% 26.7% 9.17% 0%
B DETAILED RESULTS
These tables contain the results of running all of the experiments. They are organized by file and the permutations are ordered lexicographically.
A cell that contains a value of 1 is colored white. This value means that it performed as well as SPLATT. A cell that contains a value > 1 is
colored red and performed worse than SPLATT. A cell that contains a value < 1 is colored blue and performed better than SPLATT.
Figure 7: flickr-3d results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla quesadilla radix
123 4.12 1 1.84 0.56 0 5.59
132 2.75 1 1.56 1.47 1.01 1.85
213 4.4 1 1.4 1.43 0.97 2.44
231 4.87 1 1.58 3.37 3.09 3.41
312 5.48 1 2.07 1.38 0.75 2.35
321 4.22 1 2 1.56 1.4 1.66
Figure 8: nell-1 results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla quesadilla radix
123 4.22 1 1.99 0.96 0 7.84
132 3.12 1 1.89 3.91 3.69 3.8
213 4.23 1 2.14 1.34 0.7 4.83
231 2.96 1 2.05 2.51 2.36 2.37
312 1.77 1 1.01 0.88 0.77 1.16
321 1.7 1 1.08 0.93 0.84 0.91
Figure 9: nell-2 results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla quesadilla radix
123 4.15 1 2.41 1.34 0 4.15
132 2.5 1 1.8 1.62 1.34 1.47
213 5.5 1 2.87 1.76 0.52 3.6
231 2.55 1 1.99 1.37 1.09 1.22
312 3.04 1 1.36 0.92 0.65 0.95
321 2.26 1 1.4 0.77 0.55 0.61
Figure 10: vast-2015-mc1-3d results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla quesadilla radix
123 4.72 1 1.54 0.38 0 4.68
132 4.05 1 1.41 2.13 0.84 3.22
213 3.35 1 1.44 0.72 0.62 1.14
231 2.72 1 1.2 1.47 0.72 0.82
312 3.63 1 3.91 1.55 0.48 3.01
321 1.95 1 2.08 0.88 0.41 0.61
Figure 11: chicago-crime-comm results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla 3-sadilla quesadilla radix
1234 3.2 1 1.43 0.95 0.38 0 3.07
1243 2.46 1 1.37 1.02 1.22 0.89 1.32
1324 2.17 1 1.23 1.01 0.82 0.61 1.62
1342 2.19 1 1.33 1.18 1.47 1.24 1.55
1423 2.08 1 1.31 0.86 0.62 0.38 1.1
1432 2.33 1 1.51 1.26 0.95 0.82 1.45
2134 3.79 1 2.15 1.09 0.67 0.38 2.24
2143 2.91 1 1.88 1.07 1.02 0.85 1.14
2314 1.77 1 1.67 0.82 0.4 0.28 0.73
2341 1.76 1 1.65 1.21 0.89 0.53 0.6
2413 1.94 1 1.75 0.85 0.4 0.24 0.57
2431 1.91 1 1.76 1.33 0.64 0.31 0.51
3124 4.38 1 2.07 0.99 0.71 0.39 2.17
3142 3.42 1 1.9 1.02 1.39 1.14 1.62
3214 2.15 1 1.63 1.03 0.6 0.54 0.75
3241 2.07 1 1.62 1.47 0.9 0.55 0.62
3412 2.19 1 1.76 1.13 0.68 0.53 0.77
3421 2.11 1 1.72 1.54 0.83 0.54 0.61
4123 4.7 1 2.22 1.13 0.74 0.35 1.73
4132 3.33 1 1.96 1.14 1.59 1.37 1.52
4213 2.28 1 1.7 0.94 0.44 0.26 0.62
4231 2.1 1 1.62 1.41 0.66 0.31 0.52
4312 2.15 1 1.77 0.79 0.37 0.25 0.69
4321 2.11 1 1.76 1.23 0.83 0.5 0.53
Figure 12: delicious-4d results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla 3-sadilla quesadilla radix
1234 3.51 1 1.43 0.47 0.31 0 5.44
1243 3.64 1 1.49 0.49 2.28 1.84 4.9
1324 2.61 1 1.49 1.54 1.31 1.15 2.36
1342 2.58 1 1.5 1.59 2.05 1.81 2.6
1423 2.58 1 1.3 1.26 1.07 0.77 2.93
1432 2.52 1 1.38 1.43 2.35 2.12 2.85
2134 2.68 1 1.35 1.1 0.99 0.87 2.07
2143 2.57 1 1.24 1.05 1.81 1.6 2.03
2314 2.22 1 1.29 1.38 1.29 1.18 1.7
2341 2.24 1 1.29 1.48 1.47 1.35 1.59
2413 2.23 1 1.24 0.88 0.85 0.65 1.45
2431 2.19 1 1.3 0.91 1.38 1.26 1.47
3124 3.95 1 1.58 0.9 0.71 0.55 2.27
3142 3.46 1 1.51 0.89 2.08 1.87 2.21
3214 2.85 1 1.67 1.3 1.22 1.1 1.44
3241 2.8 1 1.7 1.38 1.15 1.04 1.25
3412 2.5 1 1.53 0.84 0.67 0.54 1.62
3421 2.65 1 1.68 1.13 1.36 1.24 1.29
4123 4.8 1 2.05 0.99 0.73 0.38 4.06
4132 3.75 1 1.84 1 2.44 2.25 3.01
4213 2.67 1 1.81 1.26 1.22 0.95 1.73
4231 2.69 1 1.85 1.34 1.69 1.54 1.76
4312 2.54 1 1.81 0.95 0.76 0.61 1.74
4321 2.69 1 1.96 1.23 1.5 1.38 1.41
Figure 13: enron results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla 3-sadilla quesadilla radix
1234 3.06 1 1.96 1.3 0.37 0 2.83
1243 2.17 1 1.61 1.19 0.81 0.36 1.27
1324 1.88 1 1.38 1.04 0.81 0.65 1.18
1342 1.85 1 1.39 1.22 1.25 0.97 1.03
1423 1.91 1 1.52 0.82 0.63 0.25 1.01
1432 1.81 1 1.46 1.01 1.02 0.77 0.99
2134 4.08 1 2.02 1.64 0.73 0.39 2.62
2143 2.76 1 1.66 1.43 1.09 0.63 1.26
2314 2.3 1 1.54 1.25 1.15 0.92 1.25
2341 2.44 1 1.64 1.42 1.44 1.23 1.46
2413 2.39 1 1.65 0.77 0.74 0.3 1.01
2431 2.5 1 1.73 0.86 1.18 1.1 1.29
3124 3.11 1 1.43 1.04 0.72 0.48 1.22
3142 2.48 1 1.35 1.06 1.38 1.1 0.92
3214 2.15 1 1.31 0.85 0.78 0.59 0.78
3241 2.23 1 1.38 0.96 0.86 0.75 0.94
3412 2.01 1 1.34 0.82 0.8 0.5 0.79
3421 2.14 1 1.44 0.99 0.88 0.71 0.8
4123 5.53 1 2.23 1.77 1.3 0.39 2.46
4132 2.85 1 1.47 1.2 1.35 1.07 1.18
4213 3.56 1 1.77 1.15 1.1 0.47 1.43
4231 3.42 1 1.77 1.17 1.61 1.47 1.68
4312 2.42 1 1.46 0.9 0.86 0.54 0.89
4321 2.63 1 1.58 1.06 1.01 0.96 1.07
Figure 14: flickr-4d results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla 3-sadilla quesadilla radix
1234 3.45 1 1.47 0.47 0.28 0 4.93
1243 3.51 1 1.54 0.48 1.44 0.9 3.49
1324 2.44 1 1.4 1.27 0.99 0.89 1.61
1342 2.29 1 1.31 1.22 1.51 1.23 1.64
1423 3.33 1 1.47 1.76 1.18 0.78 4.45
1432 2.34 1 1.28 1.44 1.83 1.53 2.08
2134 4.21 1 1.28 1.32 1.12 0.92 2.53
2143 3.96 1 1.26 1.26 1.55 1.17 2.51
2314 4.01 1 1.3 2.74 2.74 2.56 3.13
2341 4.22 1 1.39 3.07 3.44 3.06 3.31
2413 3.9 1 1.22 1.15 1.21 0.85 2.02
2431 4.01 1 1.34 1.26 2.08 1.86 2.11
3124 4.63 1 1.72 1.19 0.79 0.61 2.02
3142 4.49 1 1.66 1.19 2.16 1.71 2.14
3214 3.66 1 1.75 1.31 1.36 1.19 1.59
3241 3.61 1 1.73 1.33 1.28 1.16 1.37
3412 3.06 1 1.54 1.03 0.94 0.62 1.51
3421 3.19 1 1.62 1.17 1.36 1.15 1.28
4123 4.68 1 2.3 1.27 0.78 0.38 3.93
4132 3.17 1 1.79 1.12 1.68 1.37 1.79
4213 2.72 1 1.96 0.97 0.91 0.73 1.49
4231 2.77 1 1.95 0.96 1.96 1.85 2.01
4312 2.36 1 1.77 0.85 0.77 0.53 1.24
4321 2.49 1 1.85 0.99 1.14 1.07 1.12
Figure 15: nips results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla 3-sadilla quesadilla radix
1234 3.88 1 1.89 1.65 0.34 0 3.78
1243 3.85 1 1.9 1.66 2.41 0.78 3.48
1324 0.85 1 0.44 0.76 0.73 0.66 0.88
1342 0.86 1 0.44 0.76 0.92 0.82 0.88
1423 3.79 1 1.88 2.6 2.37 0.77 3.52
1432 0.61 1 0.31 0.41 0.6 0.53 0.6
2134 5.67 1 2.49 2.21 0.96 0.62 4.01
2143 5.61 1 2.48 2.2 2.7 1.15 3.3
2314 3.68 1 1.89 2.05 2.04 1.6 2.53
2341 3.66 1 1.88 2.06 2.54 2.29 2.2
2413 5.49 1 2.42 2.51 2.44 0.91 3.33
2431 4.36 1 2.03 1.99 2.59 2.32 2.98
3124 2.89 1 1.35 0.82 0.73 0.57 1.25
3142 2.95 1 1.4 0.85 1.23 0.97 1.29
3214 2.42 1 1.58 0.86 0.84 0.71 0.92
3241 2.32 1 1.57 0.78 0.94 0.81 0.91
3412 2.79 1 1.28 1.34 1.09 0.87 1.17
3421 2.37 1 1.41 1.47 0.98 0.87 0.99
4123 3.44 1 3.14 2.15 1.89 0.51 3.18
4132 1.82 1 1.73 1.15 1.86 1.64 1.83
4213 2.55 1 2.41 1.36 1.28 0.48 1.75
4231 2.46 1 2.33 1.32 1.73 1.55 1.97
4312 1.88 1 1.73 0.85 0.67 0.5 0.88
4321 2.06 1 2 1.27 0.96 0.85 0.96
Figure 16: uber results normalized by splatt (serial)
qsort splatt 1-sadilla 2-sadilla 3-sadilla quesadilla radix
1234 3.41 1 2.19 1.5 0.62 0 2.83
1243 2.27 1 1.68 1.34 1.08 0.79 1.46
1324 1.95 1 1.44 1.06 0.79 0.46 1.5
1342 2.06 1 1.47 1.36 1.35 1.14 1.69
1423 1.95 1 1.52 0.77 0.6 0.34 1.12
1432 2.12 1 1.66 1.13 1.11 0.91 1.4
2134 4.36 1 2.79 1.85 1.03 0.46 2.54
2143 2.82 1 2.06 1.54 1.5 1.2 1.44
2314 1.93 1 1.73 1.01 0.63 0.37 1
2341 1.88 1 1.74 1.39 1.01 0.71 1.08
2413 1.94 1 1.78 0.77 0.48 0.26 0.75
2431 2.07 1 1.88 1.21 0.87 0.61 0.92
3124 3.96 1 2.02 1.33 0.88 0.46 2.25
3142 2.7 1 1.76 1.27 1.48 1.38 1.74
3214 2.22 1 1.56 1.24 0.89 0.64 0.85
3241 2.06 1 1.55 1.57 0.97 0.68 1.02
3412 1.9 1 1.59 1 0.72 0.55 0.97
3421 1.98 1 1.67 1.37 1.1 0.74 0.92
4123 4.82 1 2.04 1.34 0.93 0.46 2.3
4132 3.13 1 1.74 1.26 1.61 1.35 1.75
4213 2.6 1 1.61 1.26 0.9 0.65 0.85
4231 2.44 1 1.54 1.55 0.96 0.6 1.01
4312 2.26 1 1.61 0.99 0.72 0.55 0.96
4321 2.34 1 1.65 1.34 1.08 0.82 0.91
Figure 17: lbnl-network results normalized by splatt (serial) (1)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
12345 2.01 1 1.42 1.33 1.21 1.14 0 1.46
12354 1.76 1 1.25 1.15 1.07 0.84 0.7 1.34
12435 1.65 1 1.14 1.08 1.26 1.24 0.4 1
12453 1.69 1 1.21 1.13 1.35 1.07 0.95 1.19
12534 2.12 1 1.5 1.4 0.93 0.87 0.7 1.48
12543 2.08 1 1.52 1.4 0.94 1.33 1.18 1.52
13245 1.46 1 1 1.21 1.16 1.09 0.33 0.97
13254 1.46 1 1.04 1.25 1.19 0.9 0.8 0.95
13425 1.44 1 0.99 1.2 1.37 1.32 0.58 0.96
13452 1.41 1 1.02 1.23 1.42 1.13 1.02 1.05
13524 1.84 1 1.31 1.61 1.04 1.05 0.99 1.35
13542 1.88 1 1.3 1.61 1.12 1.46 1.33 1.25
14235 1.51 1 1.06 1.19 1.12 1.11 0.35 0.89
14253 1.58 1 1.15 1.26 1.21 1 0.8 1.07
14325 1.49 1 1.04 1.17 1.31 1.28 0.56 0.93
14352 1.47 1 1.06 1.18 1.37 1.09 0.99 1.01
14523 1.93 1 1.39 1.51 1.14 1.14 1 1.33
14532 1.95 1 1.38 1.53 1.13 1.45 1.31 1.28
15234 2.28 1 1.66 0.95 0.95 0.95 0.79 1.59
15243 2.27 1 1.63 0.92 0.94 1.44 1.28 1.58
15324 2.25 1 1.63 0.95 1.31 1.29 1.14 1.53
15342 2.25 1 1.63 0.95 1.31 1.7 1.53 1.53
15423 2.26 1 1.64 0.95 1.35 1.36 1.15 1.58
15432 2.26 1 1.62 0.95 1.34 1.69 1.54 1.57
Figure 18: lbnl-network results normalized by splatt (serial) (2)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
21345 2.58 1 1.85 1.64 1.53 1.43 0.35 1.41
21354 2.17 1 1.59 1.41 1.32 1.04 0.9 1.25
21435 2.21 1 1.56 1.41 1.47 1.47 0.58 1.14
21453 2.28 1 1.67 1.49 1.57 1.36 1.23 1.24
21534 2.67 1 1.97 1.74 1.21 1.21 1.05 1.44
21543 2.67 1 1.95 1.74 1.13 1.44 1.42 1.48
23145 1.81 1 1.43 1.21 1.18 1.11 0.37 0.95
23154 1.75 1 1.42 1.23 1.21 0.97 0.86 1
23415 1.72 1 1.34 1.18 1.24 1.23 0.51 0.92
23451 1.79 1 1.45 1.25 1.33 0.95 0.84 0.95
23514 2.12 1 1.72 1.46 0.88 0.87 0.81 1.2
23541 2.13 1 1.72 1.5 0.95 1.2 1.08 1.24
24135 1.74 1 1.4 1.15 1.12 1.08 0.37 0.92
24153 1.91 1 1.5 1.23 1.18 1.05 0.94 1.01
24315 1.71 1 1.38 1.16 1.21 1.2 0.49 0.89
24351 1.85 1 1.45 1.24 1.3 0.93 0.83 0.88
24513 2.25 1 1.81 1.54 0.99 0.99 0.86 1.22
24531 2.26 1 1.82 1.53 0.99 1.18 1.05 1.21
25134 2.56 1 2.06 0.9 0.9 0.9 0.75 1.41
25143 2.61 1 2.09 0.91 0.9 1.38 1.16 1.38
25314 2.56 1 2.13 0.91 1.12 1.13 0.98 1.4
25341 2.57 1 2.12 0.91 1.12 1.36 1.21 1.41
25413 2.56 1 2.1 0.9 1.2 1.2 1.04 1.45
25431 2.65 1 2.07 0.89 1.19 1.41 1.24 1.45
Figure 19: lbnl-network results normalized by splatt (serial) (3)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
31245 2.68 1 1.74 1.62 1.55 1.44 0.36 1.35
31254 2.28 1 1.52 1.42 1.34 0.99 0.86 1.29
31425 2.05 1 1.35 1.26 1.46 1.41 0.56 1.08
31452 2.2 1 1.44 1.33 1.58 1.26 1.13 1.23
31524 2.67 1 1.81 1.66 1.15 1.15 1 1.53
31542 2.7 1 1.83 1.66 1.16 1.43 1.26 1.52
32145 2.06 1 1.46 1.42 1.35 1.29 0.43 1.09
32154 1.9 1 1.32 1.29 1.25 0.97 0.86 1.06
32415 1.79 1 1.28 1.23 1.31 1.3 0.54 0.96
32451 1.98 1 1.37 1.33 1.41 0.93 0.89 1.06
32514 2.31 1 1.66 1.59 0.93 0.93 0.87 1.24
32541 2.34 1 1.64 1.6 1 1.27 1.14 1.2
34125 1.84 1 1.26 1.24 1.17 1.13 0.39 0.96
34152 1.91 1 1.33 1.35 1.28 1.01 0.9 1.09
34215 1.66 1 1.19 1.23 1.21 1.2 0.5 0.89
34251 1.79 1 1.29 1.29 1.27 0.89 0.83 0.98
34512 2.34 1 1.65 1.71 1.03 1.03 0.89 1.28
34521 2.32 1 1.66 1.73 1.02 1.28 1.14 1.3
35124 2.79 1 1.96 0.96 0.97 0.96 0.81 1.54
35142 2.72 1 1.98 0.97 0.97 1.43 1.27 1.51
35214 2.69 1 1.97 0.9 1.21 1.27 1.11 1.57
35241 2.77 1 2 0.97 1.26 1.52 1.36 1.42
35412 2.81 1 1.97 0.97 1.28 1.28 1.13 1.43
35421 2.74 1 1.96 0.9 1.27 1.5 1.35 1.56
Figure 20: lbnl-network results normalized by splatt (serial) (4)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
41235 2.82 1 1.88 1.62 1.51 1.48 0.36 1.44
41253 2.86 1 1.9 1.66 1.54 1.34 1.11 1.53
41325 2.29 1 1.56 1.33 1.58 1.54 0.62 1.15
41352 2.31 1 1.6 1.4 1.69 1.4 1.28 1.28
41523 2.99 1 2.03 1.76 1.38 1.36 1.21 1.65
41532 3 1 2.05 1.79 1.38 1.84 1.66 1.59
42135 1.81 1 1.37 1.15 1.1 1.1 0.37 0.91
42153 1.96 1 1.51 1.23 1.19 1.04 0.94 1.01
42315 1.79 1 1.36 1.16 1.22 1.22 0.5 0.89
42351 1.86 1 1.48 1.26 1.32 0.94 0.84 1
42513 2.41 1 1.89 1.6 1.03 1.03 0.9 1.28
42531 2.44 1 1.93 1.6 1.02 1.23 1.11 1.28
43125 1.68 1 1.33 1.13 1.07 1.04 0.35 0.87
43152 1.78 1 1.4 1.19 1.14 0.95 0.85 0.97
43215 1.74 1 1.36 1.24 1.18 1.22 0.51 0.91
43251 1.91 1 1.5 1.35 1.35 0.88 0.8 1
43512 2.25 1 1.74 1.6 0.96 0.96 0.83 1.2
43521 2.25 1 1.73 1.57 0.95 1.19 1.07 1.23
45123 2.82 1 2.17 0.97 0.92 0.97 0.82 1.42
45132 2.75 1 2.2 0.97 0.97 1.46 1.31 1.49
45213 2.76 1 2.21 0.94 1.16 1.28 1.1 1.55
45231 2.83 1 2.18 0.98 1.27 1.5 1.34 1.54
45312 2.86 1 2.16 0.98 1.22 1.21 1.06 1.51
45321 2.76 1 2.17 0.97 1.21 1.41 1.26 1.49
Figure 21: lbnl-network results normalized by splatt (serial) (5)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
51234 6.09 1 1.77 1.66 1.65 1.66 1.26 3.29
51243 6.04 1 1.67 1.58 1.66 3.16 2.67 3.27
51324 6.05 1 1.75 1.64 3.05 3.02 2.57 3.2
51342 6.29 1 1.86 1.73 3.23 4.63 4.19 3.06
51423 6.06 1 1.76 1.64 3.11 3.11 2.63 3.19
51432 6.36 1 1.87 1.74 3 4.39 4.2 3.4
52134 6.06 1 1.76 2.26 2.24 2.26 1.87 3.29
52143 6.04 1 1.78 2.28 2.27 3.67 3.3 3.34
52314 5.92 1 1.79 2.28 2.75 2.75 2.34 3.31
52341 5.97 1 1.78 2.27 2.75 3.28 2.86 3.28
52413 5.99 1 1.76 2.25 2.77 2.77 2.38 3.27
52431 6.02 1 1.77 2.27 2.83 3.26 2.88 3.3
53124 6.2 1 1.83 2.22 2.2 2.21 1.8 3.33
53142 6.27 1 1.86 2.21 2.23 3.66 3.27 3.31
53214 6.29 1 1.84 2.01 2.5 2.7 2.29 3.05
53241 6.27 1 1.85 2.21 2.72 3.27 2.85 2.98
53412 6.22 1 1.83 2.19 2.75 2.61 2.33 3.31
53421 6.11 1 1.84 2.2 2.75 3.24 2.89 3.33
54123 6.21 1 1.82 2.31 2.32 2.16 1.79 3.41
54132 6.09 1 1.84 2.35 2.35 3.7 3.29 3.38
54213 6.15 1 1.82 2.34 2.84 2.82 2.46 3.35
54231 6.2 1 1.86 2.39 2.9 3.4 3.01 3.44
54312 6.28 1 1.7 2.36 2.83 2.81 2.43 3.42
54321 6.02 1 1.74 2.33 2.78 3.14 2.91 3.37
Figure 22: vast-2015-mc1-5d results normalized by splatt (serial) (1)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
12345 3.38 1 1.07 0.22 0.22 0.22 0 4.24
12354 3.41 1 1.1 0.23 0.23 2.99 2.63 4.13
12435 3.39 1 1.08 0.23 2.99 2.76 2.79 4.44
12453 3.35 1 1.07 0.22 2.86 6.36 5.57 4.98
12534 3.36 1 1.08 0.23 2.82 3.01 2.72 4.39
12543 3.41 1 1.08 0.23 3.09 5.96 5.78 4.75
13245 2.82 1 0.92 1.44 0.81 0.76 0.62 3.56
13254 2.81 1 0.93 1.49 0.81 3.24 3.16 3.56
13425 2.11 1 0.97 1.28 1.35 1.3 1.12 2.23
13452 2.01 1 0.98 1.25 1.41 2.29 2.21 1.9
13524 2.19 1 0.98 1.3 1.31 1.33 1.08 2.28
13542 2.1 1 0.96 1.22 1.4 2.3 2.18 1.78
14235 2.26 1 1.05 1.29 1.08 1.17 0.98 2.32
14253 2.37 1 1.06 1.26 1.14 2.83 2.59 2.84
14325 2.32 1 1.04 1.28 1.78 1.83 1.51 2.28
14352 2.2 1 1.02 1.21 1.91 2.56 2.29 2.09
14523 2.19 1 1.02 1.3 2.3 2.27 2 2.36
14532 2.19 1 1.01 1.29 2.24 2.94 2.63 1.9
15234 2.38 1 1.06 1.29 1.16 1.18 0.98 2.46
15243 2.4 1 1.08 1.31 1.11 2.59 2.73 2.88
15324 2.26 1 1.04 1.29 1.86 1.86 1.63 2.46
15342 2.19 1 1.02 1.21 1.92 2.48 2.31 2.11
15423 2.22 1 1.02 1.31 2.39 2.28 2.16 2.15
15432 2.23 1 1.02 1.31 2.32 2.84 2.65 2.15
Figure 23: vast-2015-mc1-5d results normalized by splatt (serial) (2)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
21345 2.32 1 0.99 0.49 0.53 0.52 0.44 1.54
21354 2.34 1 0.96 0.5 0.52 1.78 1.65 1.46
21435 2.43 1 0.97 0.54 1.74 1.86 1.67 1.5
21453 2.3 1 0.99 0.51 1.71 2.93 3.03 1.83
21534 2.23 1 0.98 0.51 1.67 1.82 1.66 1.45
21543 2.41 1 0.99 0.54 1.79 3.02 3.15 1.73
23145 1.95 1 0.81 1.03 0.61 0.63 0.59 1.17
23154 1.93 1 0.8 1.03 0.59 1.65 1.51 1.24
23415 1.52 1 0.91 1.05 0.65 0.56 0.51 1.09
23451 1.52 1 0.91 1.01 0.79 0.67 0.57 0.71
23514 1.48 1 0.85 0.98 0.65 0.56 0.47 1
23541 1.48 1 0.88 0.98 0.79 0.68 0.55 0.71
24135 1.58 1 0.97 0.69 0.53 0.54 0.47 1.16
24153 1.67 1 0.96 0.69 0.53 1.38 1.24 1.28
24315 1.51 1 0.93 0.65 0.9 0.76 0.69 1.14
24351 1.52 1 0.95 0.77 0.95 0.67 0.56 0.81
24513 1.52 1 0.96 0.77 0.65 0.61 0.55 0.77
24531 1.51 1 0.97 0.78 0.61 0.81 0.78 0.82
25134 1.56 1 0.93 0.65 0.55 0.55 0.49 1.08
25143 1.67 1 0.95 0.69 0.52 1.33 1.18 1.38
25314 1.52 1 0.91 0.68 0.93 0.72 0.7 1.04
25341 1.5 1 0.92 0.76 0.95 0.68 0.56 0.82
25413 1.52 1 0.92 0.82 0.65 0.61 0.5 0.84
25431 1.56 1 0.91 0.8 0.62 0.8 0.7 0.83
Figure 24: vast-2015-mc1-5d results normalized by splatt (serial) (3)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
31245 2.59 1 2.88 1.15 0.54 0.54 0.38 2.94
31254 2.64 1 2.86 1.14 0.55 2.91 2.76 3.22
31425 1.79 1 1.95 0.96 1.3 1.23 1.15 1.77
31452 1.74 1 1.87 0.96 1.32 2.1 1.91 1.5
31524 1.81 1 1.89 0.95 1.36 1.23 1.13 1.86
31542 1.72 1 1.86 0.93 1.29 2.03 1.91 1.61
32145 1.42 1 1.49 0.67 0.38 0.39 0.31 0.94
32154 1.48 1 1.47 0.65 0.37 1.14 0.99 0.84
32415 1.34 1 1.42 0.87 0.61 0.51 0.43 1
32451 1.39 1 1.39 0.87 0.74 0.61 0.52 0.67
32514 1.35 1 1.41 0.84 0.63 0.47 0.47 0.94
32541 1.36 1 1.38 0.81 0.73 0.6 0.47 0.64
34125 1.48 1 1.5 0.68 0.28 0.24 0.19 0.95
34152 1.42 1 1.51 0.71 0.31 0.62 0.53 1.02
34215 1.47 1 1.58 1.1 0.63 0.52 0.5 0.89
34251 1.47 1 1.47 1.06 0.72 0.63 0.57 0.7
34512 1.25 1 1.36 0.95 0.56 0.28 0.21 0.74
34521 1.41 1 1.44 1.06 0.86 0.58 0.49 0.62
35124 1.47 1 1.51 0.67 0.28 0.23 0.18 0.98
35142 1.38 1 1.49 0.7 0.31 0.56 0.5 1.01
35214 1.46 1 1.57 1.12 0.61 0.53 0.5 0.91
35241 1.49 1 1.54 1.07 0.73 0.65 0.6 0.72
35412 1.28 1 1.34 0.94 0.56 0.28 0.2 0.74
35421 1.38 1 1.42 1.06 0.87 0.57 0.45 0.62
Figure 25: vast-2015-mc1-5d results normalized by splatt (serial) (4)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
41235 5.3 1 2.28 0.86 0.66 0.68 0.47 3.38
41253 5.02 1 2.22 0.83 0.65 1.98 1.74 4.15
41325 4.9 1 2.15 0.8 1.16 0.98 0.84 3.26
41352 3.82 1 1.87 0.72 1.02 1.8 1.47 2.63
41523 4.02 1 1.89 0.75 1.49 1.53 1.28 3.25
41532 3.89 1 1.85 0.71 1.42 1.79 1.46 2.72
42135 2.19 1 1.57 0.82 0.72 0.69 0.59 1.34
42153 2.11 1 1.56 0.87 0.72 1.17 1.21 1.53
42315 2.05 1 1.45 0.79 0.98 0.86 0.8 1.25
42351 1.92 1 1.48 0.9 1.14 0.93 0.79 1.03
42513 2.04 1 1.47 0.97 0.8 0.76 0.69 1.07
42531 1.97 1 1.49 0.93 0.88 1.09 0.93 1.06
43125 3.44 1 1.53 1.99 0.97 0.86 0.81 2.41
43152 2.96 1 1.46 1.8 0.96 1.48 1.41 1.98
43215 1.86 1 1.33 1.57 0.8 0.62 0.57 1.1
43251 1.85 1 1.31 1.49 0.91 0.82 0.7 0.86
43512 1.67 1 1.22 1.4 0.71 0.35 0.27 0.9
43521 1.7 1 1.27 1.45 1.08 0.67 0.6 0.73
45123 1.91 1 1.43 0.78 0.36 0.33 0.25 1.28
45132 1.96 1 1.42 0.79 0.36 0.49 0.4 1.14
45213 1.96 1 1.5 1.2 0.76 0.67 0.65 0.85
45231 1.9 1 1.44 1.2 0.69 0.93 0.78 0.86
45312 1.69 1 1.25 0.67 0.9 0.49 0.45 0.95
45321 1.65 1 1.33 1.05 1.24 0.71 0.61 0.68
Figure 26: vast-2015-mc1-5d results normalized by splatt (serial) (5)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla quesadilla radix
51234 5.17 1 2.26 0.82 0.66 0.67 0.46 3.65
51243 5.08 1 2.24 0.83 0.65 1.99 1.78 3.76
51324 5.03 1 2.24 0.81 1.19 1.05 0.8 3.48
51342 3.88 1 1.89 0.71 1.02 1.78 1.44 2.64
51423 3.94 1 1.84 0.73 1.42 1.37 1.32 2.85
51432 3.91 1 1.83 0.72 1.5 1.78 1.56 2.73
52134 2.22 1 1.53 0.84 0.72 0.66 0.66 1.32
52143 2.1 1 1.55 0.8 0.68 1.19 1.11 1.51
52314 2.08 1 1.47 0.84 1.01 0.83 0.81 1.25
52341 1.94 1 1.47 0.93 1.12 0.88 0.75 1.06
52413 2.05 1 1.49 0.97 0.87 0.86 0.76 1.09
52431 1.99 1 1.45 0.92 0.82 1.04 0.9 1
53124 3.45 1 1.51 1.99 1.05 0.94 0.71 2.36
53142 2.98 1 1.47 1.82 0.96 1.54 1.41 2.17
53214 1.89 1 1.37 1.54 0.81 0.62 0.61 1.11
53241 1.86 1 1.3 1.52 0.88 0.77 0.7 0.93
53412 1.67 1 1.21 1.39 0.71 0.34 0.26 0.92
53421 1.71 1 1.27 1.42 1.08 0.7 0.55 0.71
54123 2 1 1.39 0.8 0.35 0.33 0.24 1.23
54132 1.95 1 1.4 0.76 0.35 0.48 0.4 1.17
54213 1.98 1 1.48 1.21 0.76 0.66 0.65 0.87
54231 1.89 1 1.45 1.19 0.75 0.9 0.78 0.83
54312 1.71 1 1.25 0.66 0.92 0.53 0.44 0.94
54321 1.71 1 1.33 1.06 1.23 0.67 0.57 0.77
Figure 27: flickr-3d results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla k-sadilla radix
123 30.16 1 0.29 0.27 0 9.83
132 34.61 1 0.56 2.06 1.82 7.27
213 5.23 1 1.08 0.63 0.6 0.96
231 5.27 1 1.05 0.96 0.91 1.02
312 40.67 1 1.27 1.1 0.9 5.86
321 36.65 1 1.3 4.52 4.37 5.18
Figure 28: nell-1 results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla k-sadilla radix
123 19.94 1 0.35 0.16 0 7.08
132 25.94 1 0.46 3.69 3.5 6.4
213 33.9 1 1.25 1.16 0.91 7.54
231 34.15 1 1.34 5.69 5.41 6.26
312 8.07 1 1.07 0.75 0.76 1.16
321 8.18 1 1.09 0.93 0.86 1.08
Figure 29: nell-2 results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla k-sadilla radix
123 28.95 1 0.39 0.24 0 4.48
132 30.24 1 0.74 2.13 1.86 2.93
213 38.84 1 1.26 1.13 0.8 3.88
231 28.38 1 1.37 1.98 1.74 2.31
312 36.86 1 1.33 1.35 1.16 2.46
321 35.15 1 1.41 1.69 1.54 2.09
Figure 30: vast-2015-mc1-3d results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla k-sadilla radix
123 25.76 1 0.31 0.41 0 4.63
132 25.51 1 0.38 1.68 1.49 4.22
213 35.88 1 1.31 1.46 1.1 2.59
231 33.91 1 1.39 1.92 1.66 2.3
312 3.62 1 1.29 0.14 0.11 0.59
321 2.04 1 1.47 0.11 9.8 · 10−2 0.13
Figure 31: chicago-crime-comm results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla 3-sadilla k-sadilla radix
1234 20.77 1 0.33 0.33 0.41 0 4.34
1243 22.91 1 0.48 0.44 1.9 1.63 4.05
1324 22.96 1 0.54 1.75 1.73 1.33 3.88
1342 23.23 1 0.53 1.71 3.02 2.46 3.72
1423 23.05 1 0.56 1.42 1.47 1.17 3.52
1432 26.74 1 0.58 1.7 2.97 2.59 3.56
2134 22.26 1 1.24 0.86 0.94 0.6 3.17
2143 19.48 1 1.22 0.77 1.72 1.43 2.39
2314 13.32 1 1.26 0.84 0.89 0.76 1.51
2341 13.16 1 1.3 0.95 1.11 0.97 1.29
2413 15.66 1 1.31 0.93 0.92 0.71 1.77
2431 15.23 1 1.36 1.03 1.17 0.99 1.32
3124 28.37 1 1.14 1.03 1.1 0.68 3.2
3142 23.35 1 1.2 0.93 2.08 1.77 2.58
3214 17.08 1 1.16 1 1.03 0.78 1.67
3241 19.92 1 1.39 1.43 1.47 1.29 1.71
3412 19.35 1 1.33 1.1 1.08 0.9 1.87
3421 19.86 1 1.34 1.36 1.36 1.17 1.53
4123 18.49 1 1.23 0.77 0.64 0.39 2.05
4132 10.97 1 1.31 0.57 0.78 0.64 1.12
4213 9.83 1 1.38 0.64 0.55 0.43 0.98
4231 8.49 1 1.29 0.81 0.62 0.5 0.69
4312 8.79 1 1.32 0.52 0.46 0.37 0.8
4321 9.14 1 1.37 0.81 0.62 0.52 0.69
Figure 32: delicious-4d results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla 3-sadilla k-sadilla radix
1234 22 1 0.27 0.24 0.29 0 8.43
1243 22.77 1 0.29 0.24 2.22 1.98 8.09
1324 27.1 1 0.45 2.09 2.1 1.87 6.87
1342 28.57 1 0.48 2.17 3.67 3.45 6.94
1423 25.41 1 0.43 1.79 1.81 1.59 7.22
1432 26.43 1 0.46 1.88 3.77 3.52 7.04
2134 7.87 1 1.02 0.67 0.73 0.64 1.61
2143 7.85 1 1.04 0.69 1.05 1.08 1.54
2314 8.32 1 1.1 1.25 1.2 1.16 1.63
2341 8.17 1 1.01 1.21 1.33 1.29 1.51
2413 8.07 1 1.04 0.87 0.85 0.81 1.46
2431 7.82 1 1.04 0.89 1.28 1.23 1.42
3124 27.34 1 1.19 1.01 0.96 0.79 4.37
3142 29.79 1 1.22 1.25 2.6 2.41 4.5
3214 29.22 1 1.31 2.89 2.82 2.64 4.1
3241 29.22 1 1.29 3.02 3.4 3.19 3.8
3412 28.52 1 1.34 2.65 1.69 1.46 4.32
3421 27.02 1 1.24 3.7 3.24 2.98 3.67
4123 45.13 1 1.39 1.23 1.23 0.95 9.09
4132 42.01 1 1.3 1.14 3.94 3.62 7.74
4213 35.6 1 1.31 3.59 3.61 3.36 6.29
4231 36.14 1 1.42 3.67 5.61 5.27 6.03
4312 36.13 1 1.31 2 2.21 1.89 5.58
4321 38.52 1 1.35 2.17 4.62 4.48 5.2
Figure 33: enron results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla 3-sadilla k-sadilla radix
1234 16.97 1 0.74 0.63 0.28 0 3.35
1243 11.96 1 1.1 1 0.81 0.62 1.62
1324 12.33 1 1.03 1.31 1.22 1.04 1.84
1342 11.91 1 1.06 1.42 2.02 1.92 1.64
1423 11.06 1 1.15 0.88 0.8 0.62 1.37
1432 10.94 1 1.13 1.28 1.46 1.39 1.33
2134 34.84 1 1.26 1.38 1.28 0.9 4.46
2143 35.46 1 1.4 1.64 2.39 2.08 3.5
2314 28.28 1 1.32 2.39 2.38 2.08 3.81
2341 29.33 1 1.3 2.58 3.55 3.14 4.01
2413 31.84 1 1.35 1.73 1.67 1.41 3.19
2431 33.92 1 1.35 1.97 3.22 2.91 3.68
3124 29.62 1 1.24 1.23 1.23 1 3.25
3142 27.79 1 1.28 1.36 2.34 2.16 2.84
3214 26.36 1 1.26 1.97 1.87 1.58 2.86
3241 27.02 1 1.28 2.13 2.57 2.32 3.01
3412 24.39 1 1.24 1.72 1.57 1.42 2.47
3421 26.19 1 1.27 1.98 2.47 2.15 2.85
4123 45.37 1 1.34 1.26 1.12 0.9 4.47
4132 35.29 1 1.39 1.24 2.48 2.25 3.45
4213 38.31 1 1.39 1.83 1.81 1.59 3.56
4231 38.51 1 1.35 1.96 3.27 3.02 3.74
4312 32.38 1 1.31 1.8 1.79 1.64 2.9
4321 34.32 1 1.31 2.01 2.87 2.57 3.2
Figure 34: flickr-4d results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla 3-sadilla k-sadilla radix
1234 22.94 1 0.27 0.24 0.3 0 9.65
1243 23.13 1 0.28 0.25 2.09 1.82 8.61
1324 26.8 1 0.47 1.93 1.97 1.7 7
1342 27.1 1 0.52 1.9 3.38 3.17 7.13
1423 23.8 1 0.31 2.01 2.02 1.79 9.63
1432 24.55 1 0.47 1.87 3.57 3.38 7.58
2134 4.42 1 1.03 0.59 0.57 0.56 1.03
2143 4.51 1 1.03 0.58 0.77 0.75 1.02
2314 4.48 1 1.03 0.88 0.91 0.88 1.13
2341 4.4 1 1.02 0.91 1.04 1.02 1.14
2413 4.44 1 1.06 0.68 0.67 0.64 1.01
2431 4.28 1 1.03 0.68 0.87 0.85 0.97
3124 33.11 1 1.22 1.12 1.13 0.9 5.69
3142 31.63 1 1.17 1.09 2.5 2.29 5.69
3214 29.92 1 1.27 4.04 4.22 4.04 5.43
3241 29.43 1 1.26 4.1 4.63 4.48 5.08
3412 28.29 1 1.33 2.16 1.63 1.45 5.11
3421 29 1 1.4 2.65 4.6 4.4 5.26
4123 36.73 1 1.23 1.12 1.1 0.86 9.06
4132 37.87 1 1.33 1.16 3.03 3 7.72
4213 31.15 1 1.32 4.84 4.7 4.5 6.98
4231 31.86 1 1.32 4.81 7.08 6.82 7.58
4312 32.04 1 1.32 1.83 1.82 1.64 5.99
4321 31.65 1 1.28 1.82 5.27 5.09 5.76
Figure 35: nips results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla 3-sadilla k-sadilla radix
1234 52.96 1 0.78 0.67 0.43 0 5.75
1243 50.01 1 0.84 0.76 3.07 2.43 5.78
1324 16.71 1 1.12 1.18 1.13 1.06 1.63
1342 16.79 1 1.13 1.17 1.93 1.91 1.71
1423 50.82 1 0.88 3.45 3.23 2.45 5.76
1432 12.27 1 1.64 1.44 1.44 1.3 1.1
2134 68.12 1 1.41 1.21 1.07 0.91 4.4
2143 66.32 1 1.59 1.39 3.34 2.67 4.62
2314 50.48 1 1.47 3.15 3.09 2.85 3.35
2341 50.55 1 1.33 3.17 3.32 3 3.61
2413 66.56 1 1.59 2.12 2.03 1.07 4.34
2431 56.64 1 1.59 1.9 4.11 3.22 3.81
3124 40.3 1 1.43 1.29 1.39 1.19 2.08
3142 39.82 1 1.36 1.36 2.65 2.27 2.03
3214 40.35 1 1.6 1.44 1.41 1.1 1.76
3241 39.29 1 1.39 1.49 1.59 1.42 1.71
3412 41.58 1 1.59 1.57 1.55 1.13 2.01
3421 38.93 1 1.42 1.53 1.74 1.47 1.89
4123 25.39 1 1.84 0.71 0.66 0.57 2.74
4132 14.84 1 1.92 1.44 1.12 1.04 1.39
4213 16.52 1 1.39 0.56 0.58 0.4 1.28
4231 17.58 1 1.56 0.67 1.39 1.3 1.37
4312 16.33 1 1.66 0.78 0.8 0.67 0.95
4321 15.33 1 1.35 0.78 0.84 0.66 0.77
Figure 36: uber results normalized by splatt (parallel)
qsort splatt 1-sadilla 2-sadilla 3-sadilla k-sadilla radix
1234 54.22 1 0.93 0.66 0.55 0 3.82
1243 44.93 1 1.1 0.79 1.77 1.61 2.06
1324 39.21 1 1.12 2.09 1.96 1.61 2.16
1342 41.63 1 1.09 2.09 3.22 3.01 2
1423 40.58 1 1.13 1.56 1.57 1.21 1.67
1432 45.75 1 1.13 2.09 2.77 2.63 1.73
2134 37.23 1 1.55 0.71 0.63 0.29 1.8
2143 30.16 1 2.02 0.69 1.17 1.18 1.15
2314 18.64 1 1.51 0.7 0.56 0.52 0.91
2341 18.12 1 1.51 1.04 0.81 0.69 0.72
2413 18.28 1 1.47 0.56 0.42 0.38 0.68
2431 19.51 1 1.42 0.94 0.78 0.59 0.61
3124 59.82 1 1.71 2.09 1.56 0.77 2.55
3142 46.19 1 1.68 2.2 2.04 2.07 1.74
3214 40.56 1 1.63 1.47 0.94 0.67 1.77
3241 38.01 1 1.57 2.44 1.61 1.35 1.35
3412 37.55 1 1.64 1.04 0.86 0.83 1.26
3421 38.2 1 1.66 1.37 1.26 0.97 1.17
4123 86.7 1 1.95 3.06 1.91 0.83 3.08
4132 63.18 1 1.94 4.09 2.56 2.4 2
4213 54.58 1 1.73 2.54 1.23 0.77 2
4231 52.89 1 1.82 4.87 1.98 1.52 1.58
4312 49.2 1 1.65 1.51 1.04 0.93 1.32
4321 50.71 1 1.76 2.58 1.57 1.09 1.3
Figure 37: lbnl-network results normalized by splatt (parallel) (1)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
12345 5.6 1 0.9 0.71 0.61 0.37 0 2.57
12354 4.12 1 0.84 0.7 0.48 1.2 1.06 1.88
12435 3.97 1 0.92 0.73 0.67 0.66 0.34 1.55
12453 3.46 1 0.74 0.6 0.54 1.39 1.36 1.46
12534 3.66 1 0.75 0.51 1.07 1.13 0.98 1.5
12543 4.19 1 0.9 0.65 1.16 1.66 1.62 1.87
13245 4.51 1 0.97 0.99 0.92 0.72 0.44 1.76
13254 4.33 1 1.09 1.26 0.92 1.44 1.5 1.86
13425 4.56 1 0.96 1.21 1.24 1.09 0.8 1.93
13452 4.13 1 0.73 1.08 1.1 2.03 2.13 1.78
13524 3.88 1 0.87 0.86 1.62 1.58 1.62 1.66
13542 4.6 1 0.83 0.99 1.68 2.25 2.24 1.96
14235 3.97 1 0.78 0.71 0.67 0.64 0.35 1.58
14253 4.34 1 0.81 0.75 0.68 1.51 1.39 1.82
14325 4.15 1 0.77 0.77 0.97 1.01 0.7 1.52
14352 4.54 1 0.82 0.9 1.1 2.1 2.06 1.74
14523 5.55 1 0.88 0.89 1.98 2.02 2.16 2.18
14532 5.74 1 0.93 0.91 2.31 2.71 2.73 2.23
15234 5.7 1 0.72 1.49 1.61 1.63 1.42 2.25
15243 5.97 1 0.97 1.55 1.59 1.85 2.02 2.35
15324 5.62 1 0.79 1.64 2.16 2.12 2.05 2.3
15342 6.28 1 1.01 1.9 2.52 2.95 2.83 2.43
15423 6.28 1 0.9 1.85 2.13 2.39 2.16 2.57
15432 5.65 1 0.74 1.57 2.02 2.64 2.48 2.19
Figure 38: lbnl-network results normalized by splatt (parallel) (2)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
21345 4.86 1 1.14 0.85 0.48 0.37 5 · 10−2 1.74
21354 3.73 1 1.19 0.81 0.43 0.82 0.79 1.24
21435 3.81 1 1.02 0.83 0.51 0.5 0.3 1.32
21453 3.4 1 0.89 0.75 0.45 1.01 1 1.02
21534 3.89 1 1.1 0.76 0.91 0.83 0.79 1.26
21543 3.76 1 1.22 0.88 0.88 1.16 1.09 1.25
23145 3.29 1 1.11 0.4 0.31 0.24 7.2 · 10−2 1.1
23154 3.11 1 1.21 0.58 0.35 0.71 0.64 1.11
23415 2.98 1 1.01 0.47 0.31 0.26 0.14 0.94
23451 3.09 1 1.16 0.51 0.28 0.98 0.96 0.99
23514 3.23 1 1.01 0.48 1.06 1.16 1.01 1.11
23541 3.15 1 1.03 0.47 1.12 1.02 1.02 1.06
24135 3.2 1 1.1 0.21 0.19 0.17 7.4 · 10−2 1.08
24153 3.35 1 1.17 0.2 0.18 0.71 0.64 1.09
24315 3.26 1 1.07 0.26 0.31 0.22 0.14 1.08
24351 3.3 1 1.12 0.24 0.24 1.05 1.09 1.05
24513 3.65 1 1.23 0.23 1.18 1.12 1.06 1.19
24531 3.56 1 1.17 0.22 1.07 1.1 1.08 1.16
25134 3.18 1 0.9 0.9 0.96 1.01 0.92 1.02
25143 3.67 1 1.15 1.03 1.1 1.17 1.2 1.16
25314 4.01 1 1.29 1.17 1.33 1.3 1.25 1.37
25341 3.2 1 0.79 1 1.07 1.03 0.96 1.13
25413 3.89 1 1.22 1.18 1.32 1.21 1.2 1.32
25431 4.02 1 1.09 1.09 1.24 1.15 1.27 1.3
Figure 39: lbnl-network results normalized by splatt (parallel) (3)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
31245 9.72 1 0.95 0.83 0.77 0.61 0.1 3.21
31254 6.56 1 0.91 0.9 0.57 1.34 1.45 2.05
31425 6.26 1 1.03 0.84 0.82 0.68 0.44 2.06
31452 7.26 1 1.02 0.88 1.02 1.91 2.02 2.45
31524 6.41 1 0.85 0.61 1.38 1.27 1.25 2.21
31542 6.53 1 0.96 0.62 1.47 1.64 1.72 2.27
32145 5.89 1 0.86 0.58 0.5 0.43 0.13 1.85
32154 6.08 1 1.03 0.79 0.59 1.24 1.3 1.98
32415 5.77 1 1.02 0.82 0.67 0.49 0.26 1.98
32451 6.62 1 1.05 0.75 0.6 1.95 1.99 2.2
32514 5.97 1 0.84 0.64 2.16 2.05 1.8 1.93
32541 6.06 1 0.97 0.67 1.79 2 1.81 2.04
34125 6.24 1 1.12 0.63 0.56 0.41 0.14 1.88
34152 6.56 1 1.05 0.77 0.64 1.28 1.26 2.09
34215 4.76 1 0.82 0.78 0.48 0.41 0.23 1.59
34251 5.22 1 0.99 0.84 0.46 1.74 1.58 1.76
34512 6.45 1 1.05 0.84 2.14 2.16 1.88 2.1
34521 6.01 1 0.83 0.76 2.09 1.79 1.85 2.02
35124 8.43 1 1.05 2.39 2.6 2.36 2.6 2.68
35142 9.34 1 1.2 3.02 2.78 3.43 2.97 2.99
35214 8.04 1 1.04 2.37 2.48 2.48 2.47 2.93
35241 8.5 1 1.08 2.68 2.75 2.55 2.68 2.62
35412 8.66 1 1 2.44 2.77 2.75 2.67 2.86
35421 9.11 1 1.04 2.61 3 2.78 2.86 3.03
Figure 40: lbnl-network results normalized by splatt (parallel) (4)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
41235 6.61 1 1.24 0.62 0.4 0.34 7.7 · 10−2 2.1
41253 6.2 1 1.04 0.53 0.33 1.25 1.24 1.98
41325 4.17 1 0.99 0.57 0.46 0.4 0.26 1.27
41352 4.57 1 0.99 0.62 0.56 1.14 1.18 1.5
41523 5.02 1 1.03 0.54 1.07 1.06 1.02 1.71
41532 5.12 1 1 0.55 1.09 1.24 1.28 1.67
42135 3.67 1 1.13 0.21 0.2 0.18 8 · 10−2 1.09
42153 3.88 1 0.97 0.21 0.17 0.73 0.73 1.21
42315 3.06 1 0.84 0.21 0.26 0.2 0.18 0.98
42351 3.99 1 1 0.27 0.27 1.23 1.21 1.28
42513 3.68 1 0.89 0.19 1.2 1.27 1.14 1.17
42531 3.74 1 0.82 0.2 1.2 1.17 1.22 1.15
43125 3.28 1 1.07 0.56 0.31 0.24 7.1 · 10−2 1.01
43152 2.87 1 0.86 0.5 0.3 0.61 0.55 0.92
43215 3.17 1 0.98 0.75 0.3 0.28 0.14 1.03
43251 3.88 1 1.04 0.81 0.34 1.21 1.23 1.15
43512 3.64 1 1.24 0.71 1.07 1.24 1.11 1.18
43521 3.63 1 1.24 0.63 1.17 1.07 1.04 1.18
45123 4.47 1 0.88 1.23 1.23 1.22 1.19 1.34
45132 4.28 1 1.13 1.22 1.22 1.51 1.48 1.36
45213 4.37 1 1.18 1.27 1.38 1.41 1.3 1.49
45231 4.72 1 1.1 1.3 1.37 1.53 1.39 1.57
45312 4.4 1 0.98 1.31 1.32 1.37 1.25 1.32
45321 4.27 1 0.89 1.29 1.39 1.28 1.39 1.36
Figure 41: lbnl-network results normalized by splatt (parallel) (5)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
51234 1.88 1 0.96 0.53 0.5 0.5 0.57 0.61
51243 1.86 1 1.02 0.51 0.5 0.6 0.61 0.58
51324 1.86 1 1 0.5 0.61 0.61 0.58 0.57
51342 1.86 1 1.03 0.49 0.62 0.68 0.66 0.6
51423 1.89 1 1.01 0.5 0.59 0.6 0.58 0.59
51432 1.93 1 1.04 0.56 0.61 0.69 0.69 0.59
52134 1.95 1 1.04 0.57 0.55 0.56 0.53 0.61
52143 1.88 1 1 0.55 0.55 0.6 0.57 0.57
52314 1.91 1 1.05 0.54 0.57 0.57 0.56 0.64
52341 1.85 1 1.02 0.54 0.55 0.59 0.56 0.6
52413 1.87 1 0.98 0.54 0.55 0.55 0.57 0.58
52431 1.88 1 0.98 0.55 0.66 0.58 0.59 0.58
53124 1.92 1 1.06 0.55 0.54 0.53 0.53 0.62
53142 1.92 1 1.04 0.55 0.55 0.66 0.61 0.63
53214 1.87 1 0.99 0.56 0.56 0.58 0.59 0.62
53241 1.88 1 1.01 0.54 0.57 0.58 0.56 0.56
53412 1.93 1 1.04 0.55 0.56 0.56 0.6 0.61
53421 1.79 1 0.99 0.51 0.55 0.54 0.55 0.58
54123 1.94 1 1.01 0.57 0.55 0.53 0.57 0.62
54132 1.91 1 1.06 0.52 0.54 0.62 0.6 0.64
54213 1.87 1 0.98 0.53 0.63 0.56 0.55 0.58
54231 1.87 1 0.99 0.55 0.61 0.61 0.59 0.58
54312 1.92 1 1.04 0.52 0.55 0.57 0.59 0.59
54321 1.86 1 1.03 0.53 0.58 0.6 0.57 0.56
Figure 42: vast-2015-mc1-5d results normalized by splatt (parallel) (1)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
12345 19.99 1 0.29 0.27 0.27 0.28 0 6.29
12354 19.86 1 0.28 0.28 0.27 2.17 1.9 6.24
12435 19.58 1 0.28 0.27 2.14 2.17 1.9 6.14
12453 19.43 1 0.28 0.26 2.17 4.14 3.75 6.3
12534 19.5 1 0.29 0.27 2.16 2.2 1.86 6.25
12543 19.49 1 0.28 0.26 2.14 4.04 3.76 6.07
13245 19.23 1 0.33 1.41 1.52 1.52 1.22 5.92
13254 19.13 1 0.33 1.47 1.54 3.4 3.06 5.76
13425 21.28 1 0.44 1.31 2.36 2.43 2.18 4.41
13452 21.23 1 0.45 1.27 2.32 3.61 3.34 4.29
13524 22.13 1 0.44 1.3 2.42 2.43 2.21 4.38
13542 21.97 1 0.45 1.28 2.29 3.57 3.33 4.4
14235 21.99 1 0.41 1.42 1.47 1.51 1.23 4.65
14253 23.11 1 0.41 1.46 1.48 3.06 2.8 4.73
14325 22.74 1 0.42 1.44 2.49 2.57 2.3 4.68
14352 22.65 1 0.42 1.41 2.43 3.75 3.57 4.54
14523 22.3 1 0.42 1.4 2.71 2.65 2.48 4.62
14532 22.42 1 0.42 1.42 2.72 3.69 3.58 4.6
15234 23.33 1 0.41 1.45 1.49 1.51 1.24 4.74
15243 23.33 1 0.41 1.44 1.49 3.1 2.79 4.9
15324 22.05 1 0.42 1.43 2.47 2.49 2.33 4.68
15342 22.87 1 0.43 1.48 2.51 3.83 3.55 4.61
15423 23.21 1 0.43 1.48 2.84 2.84 2.48 4.68
15432 22.6 1 0.42 1.41 2.67 3.77 3.5 4.58
Figure 43: vast-2015-mc1-5d results normalized by splatt (parallel) (2)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
21345 27.03 1 1.17 1.22 1.2 1.24 1.01 4.27
21354 27.35 1 1.17 1.24 1.21 2.89 2.66 4.2
21435 27.9 1 1.2 1.23 2.89 2.94 2.85 4.17
21453 26.41 1 1.16 1.22 2.9 4.49 4.3 4.08
21534 26.3 1 1.16 1.26 2.95 2.92 2.67 4.1
21543 28.65 1 1.21 1.3 2.96 4.71 4.53 4.32
23145 25.02 1 1.16 1.64 1.72 1.67 1.61 3.7
23154 24.95 1 1.16 1.66 1.67 3.11 2.97 3.73
23415 23.57 1 1.15 1.69 1.94 1.97 1.8 3.39
23451 23.8 1 1.12 1.69 1.97 2.43 2.24 2.74
23514 22.63 1 1.12 1.66 1.92 1.94 1.78 3.22
23541 23.32 1 1.14 1.66 1.93 2.45 2.28 2.71
24135 23.25 1 1.13 1.52 1.56 1.59 1.37 3.39
24153 24.96 1 1.15 1.56 1.58 2.95 2.8 3.65
24315 23.72 1 1.15 1.57 2.05 2.07 1.9 3.49
24351 24.66 1 1.16 1.66 2.11 2.64 2.4 2.95
24513 23.57 1 1.14 1.63 2.08 2.05 1.9 2.91
24531 23.5 1 1.14 1.59 2.09 2.52 2.42 2.89
25134 23.42 1 1.14 1.55 1.58 1.56 1.37 3.5
25143 24.98 1 1.14 1.54 1.57 3.01 2.8 3.49
25314 22.98 1 1.15 1.55 2.06 2.08 1.91 3.52
25341 23.52 1 1.14 1.65 2.08 2.6 2.37 2.83
25413 24.15 1 1.18 1.65 2.15 2.15 1.96 3.02
25431 24.38 1 1.13 1.64 2.11 2.62 2.45 2.92
Figure 44: vast-2015-mc1-5d results normalized by splatt (parallel) (3)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
31245 2.97 1 1.07 0.15 0.16 0.16 0.12 0.9
31254 3.01 1 1.06 0.15 0.16 0.43 0.39 0.89
31425 1.84 1 0.99 7.4 · 10−2 0.17 0.17 0.15 0.38
31452 1.77 1 0.99 7.2 · 10−2 0.16 0.26 0.25 0.34
31524 1.88 1 1 7.5 · 10−2 0.17 0.17 0.15 0.37
31542 1.79 1 1 7.4 · 10−2 0.16 0.27 0.24 0.35
32145 1.35 1 1 9.3 · 10−2 9.3 · 10−2 9.2 · 10−2 8.2 · 10−2 0.21
32154 1.41 1 1 9.4 · 10−2 9.3 · 10−2 0.17 0.16 0.21
32415 1.31 1 0.99 9.7 · 10−2 0.11 0.12 0.11 0.2
32451 1.36 1 1 9.8 · 10−2 0.11 0.14 0.13 0.15
32514 1.32 1 1 9.9 · 10−2 0.12 0.12 0.11 0.19
32541 1.32 1 1 9.5 · 10−2 0.11 0.14 0.13 0.16
34125 1.42 1 0.99 6.7 · 10−2 6.4 · 10−2 6.4 · 10−2 5.2 · 10−2 0.2
34152 1.37 1 0.99 7.1 · 10−2 6 · 10−2 0.12 0.11 0.17
34215 1.43 1 1 9.2 · 10−2 0.1 0.1 9.3 · 10−2 0.18
34251 1.43 1 0.99 8.9 · 10−2 0.1 0.12 0.11 0.14
34512 1.28 1 0.99 9.2 · 10−2 7.7 · 10−2 8 · 10−2 7 · 10−2 0.17
34521 1.45 1 1 9.5 · 10−2 8.8 · 10−2 0.12 0.11 0.14
35124 1.41 1 0.99 6.3 · 10−2 6.2 · 10−2 6.3 · 10−2 5.2 · 10−2 0.19
35142 1.33 1 1 6.6 · 10−2 6.2 · 10−2 0.11 0.11 0.18
35214 1.44 1 1 8.6 · 10−2 0.1 0.1 9.4 · 10−2 0.18
35241 1.45 1 1 8.2 · 10−2 0.1 0.12 0.11 0.14
35412 1.31 1 0.99 8.2 · 10−2 7.9 · 10−2 7.8 · 10−2 7.1 · 10−2 0.17
35421 1.41 1 1 8.3 · 10−2 8.9 · 10−2 0.12 0.11 0.13
Figure 45: vast-2015-mc1-5d results normalized by splatt (parallel) (4)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
41235 41.46 1 1.12 1.06 1.06 1.06 0.79 5.83
41253 41.01 1 1.13 1.08 1.08 3.04 2.71 5.98
41325 40.9 1 1.14 1.03 2.4 2.54 2.16 5.8
41352 36.31 1 1.12 0.95 2.19 3.78 3.46 4.76
41523 36.89 1 1.11 0.94 2.59 2.54 2.33 4.85
41532 36.84 1 1.12 0.96 2.55 3.76 3.47 4.83
42135 25.27 1 1.05 1.36 1.32 1.33 1.19 3.05
42153 24.67 1 1.06 1.34 1.39 2.6 2.42 3.13
42315 25.02 1 1.08 1.39 1.79 1.79 1.65 3.16
42351 24.31 1 1.08 1.48 1.85 2.18 2.04 2.5
42513 25.46 1 1.07 1.46 1.85 1.86 1.63 2.64
42531 24.09 1 1.05 1.42 1.72 2.21 2.04 2.51
43125 30.43 1 1.06 1.5 1.34 1.35 1.15 4.39
43152 28.6 1 1.06 1.46 1.29 2.57 2.34 3.74
43215 22.53 1 1.06 1.47 1.61 1.63 1.48 2.84
43251 23.44 1 1.05 1.47 1.67 2.03 1.84 2.25
43512 21.04 1 1.04 1.49 1.26 1.26 1.09 2.78
43521 23.26 1 1.07 1.53 1.46 1.91 1.8 2.22
45123 22.31 1 1.06 0.93 0.97 0.97 0.83 3.06
45132 22.91 1 1.05 0.96 0.99 1.72 1.54 3.04
45213 24.26 1 1.07 1.12 1.63 1.63 1.54 2.35
45231 23.4 1 1.05 1.12 1.63 2.07 1.92 2.29
45312 21.81 1 1.04 0.98 1.32 1.34 1.18 2.91
45321 22.46 1 1.06 1.15 1.44 1.94 1.8 2.22
Figure 46: vast-2015-mc1-5d results normalized by splatt (parallel) (5)
qsort splatt 1-sadilla 2-sadilla 3-sadilla 4-sadilla k-sadilla radix
51234 42.16 1 1.17 1.07 1.07 1.07 0.78 5.95
51243 41.33 1 1.15 1.08 1.07 3 2.65 6
51324 41.2 1 1.13 1.05 2.41 2.41 2.12 5.87
51342 37.04 1 1.1 1 2.19 3.8 3.57 4.84
51423 37.65 1 1.09 0.99 2.59 2.63 2.31 4.84
51432 38.03 1 1.14 1.01 2.65 4 3.59 4.97
52134 25.57 1 1.07 1.33 1.35 1.35 1.2 3.06
52143 24.29 1 1.06 1.32 1.34 2.52 2.47 3.01
52314 24.48 1 1.05 1.32 1.75 1.72 1.64 3.01
52341 24.32 1 1.06 1.43 1.8 2.2 2.09 2.5
52413 25.35 1 1.08 1.42 1.8 1.81 1.65 2.58
52431 24.51 1 1.06 1.42 1.79 2.21 2.09 2.48
53124 30.37 1 1.05 1.46 1.34 1.38 1.13 4.28
53142 28.81 1 1.06 1.46 1.31 2.61 2.36 3.74
53214 23.36 1 1.05 1.49 1.62 1.65 1.51 2.83
53241 23.36 1 1.04 1.45 1.63 1.97 1.87 2.26
53412 21.75 1 1.06 1.55 1.33 1.31 1.15 2.78
53421 22.62 1 1.05 1.46 1.38 1.84 1.7 2.1
54123 23 1 1.06 0.95 0.99 0.98 0.83 3.07
54132 22.55 1 1.06 0.95 0.98 1.7 1.54 2.97
54213 23.99 1 1.06 1.09 1.65 1.61 1.47 2.29
54231 23.14 1 1.06 1.13 1.66 2.02 1.86 2.3
54312 22.17 1 1.05 0.96 1.34 1.36 1.17 2.94
54321 23.06 1 1.05 1.13 1.49 1.97 1.84 2.22
