Stable distributions are an important class of infinitely-divisible probability distributions, of which two special cases are the Cauchy distribution and the normal distribution. Aside from a few special cases, the density function for stable distributions has no known analytic form, and is expressible only through the variate's characteristic function or other integral forms. In this paper we present numerical schemes for evaluating the density function for stable distributions, its gradient, and distribution function in various parameter regimes of interest, some of which had no pre-existing efficient method for their computation. The novel evaluation schemes consist of optimized generalized Gaussian quadrature rules for integral representations of the density function, complemented by asymptotic expansions near various values of the shape and argument parameters. We report several numerical examples illustrating the efficiency of our methods. The resulting code has been made available online.
generalized-type of Central Limit Theorem [11, 22] . This property is directly related to the fact that they have tails which are heavier than those of normal random variables. For this reason, these distributions are useful in describing many real-world data sets from finance, physics, and chemistry.
On the other hand, computing with stable distributions requires more sophistication than does, for example, computing with normal distributions. When modeling with multivariate normal distributions, all of the relevant calculations (in, for example, likelihood evaluation) are linear-algebraic in nature: matrix inversion, determinant calculation, eigenvalue computation, etc. [19] . The analogous operations for stable distributions are highly nonlinear, often requiring technical multivariable optimization and Monte Carlo codes, slowing down the resulting calculation many-fold. In this work, for these reasons, we restrict out attention to one-dimensional stable distributions. Numerical schemes for multivariate stable distributions are an area of current research.
To be more precise, if we denote by α ∈ (0, 2] the stability parameter, β ∈ [−1, 1] the skewness parameter, γ ∈ R the location parameter, and λ ∈ R + the scale parameter of X, then these random variables satisfy the relationship [22] :
λβ(2/π)(a 1 log(a 1 /a) + a 2 log(a 2 /a)) α = 1
where, as before ∼ is used to denote equality in distribution and a = (a α 1 + a α 2 ) 1/α . Enforcing the previous stability laws, although partially redundant, places conditions on the characteristic function of X (i.e. the Fourier transform of the probability density function). Since the density of the sum of two iid random variables is obtained via convolution of their individual densities, in the Fourier domain this is equivalent to multiplication of the characteristic functions. It can be shown that, in general, the class of characteristic functions for stable distributions must be of the form: E e itX = ϕ X (t) = e λ(itγ−|t| α +itω(t,α,β)) , This particular parameterization of the characteristic function ϕ X in terms of α, β, γ, and λ is the canonical one [22] , and often referred to as the A-parameterization. As discussed in Section 2, we will deal solely with an alternative parameterization, the M-parameterization. This parameterization is obtained by merely a change of variables in the x-parameter but, in contrast to (1.3) , is jointly continuous in all of its parameters.
Often, the form of the above characteristic function is taken to be the definition of stable distributions because of the absence of an analytic form of the inverse transform. Special cases of these distributions are normal random variables (α = 2 and β = 0), Cauchy distributions (α = 1 and β = 0), and the Lévy distribution (α = 0.5 and β = 1). Each of these distributions has a closed-form expression for its density and cumulative distribution function. However, as mentioned before, in general, the density and distributions functions for stable random variables have no known analytic form, and are expressible only via their Fourier transform or special-case asymptotic series. Because of this, performing inference or developing models based on these distribution laws can be computationally intractable if the density and distribution functions are expensive to compute (i.e. if numerically evaluating the corresponding Fourier integral is expensive). We will focus our attention on the numerical evaluation of the density function for a unit, centered distribution: γ = 0 and λ = 1. We will denote this class of unit, centered stable distributions in the A-parameterization as S(α, β, A), and say that X ∼ S(α, β, A) if X has characteristic function (1.3) with γ = 0 and λ = 1. In a slight change of notation from [15] , we make the particular parameterization explicit in the definition of S(α, β, ·).
Most existing numerical methods for the evaluation of the corresponding density function f , f (x; α, β) = 1 2π
rely on some form of numerical integration [12] or, in the symmetric case (β = 0), asymptotic expansions for extremal values of x, and α [9] . Often, if the shape parameters of the distribution are being inferred or estimated from data, as in the case of maximum likelihood calculations or Bayesian modelling, the density function f must be evaluate at the same x values for many values of the parameters α and β. In order to ensure the accuracy of the numerical integration scheme, often adaptive quadrature is used. However, for new values of the parameters, no previous information can be used, nor are these quadratures optimal (as in the sense that the trapezoidal rule is optimal for smooth periodic function or that Gauss-Legendre quadrature is optimal for polynomials on finite intervals [4] ).
The main contribution of this work is to develop an efficient means by which to evaluate the density function for stable random variables using various integral formulations, optimized quadrature schemes, and asymptotic expansions. We develop generalized Gaussian quadrature rules [1, 21] which are able to evaluate the density f for various ranges of the shape parameters α, β, as well as the argument x. We generate quadratures that consist of a single set of weights and nodes which are able to integrate the characteristic function (or deformations thereof) for large regions of the parameters and argument space. Using a small collection of such quadrature rules we are able to cover most of αβx-space. This class of quadrature schemes is an extension of the classical Gaussian quadrature schemes for polynomials which are able to exactly integrate polynomials of degree d ≤ 2n − 1 using n nodes and n weights (i.e. using a total of 2n degrees of freedom). We discuss these quadrature rules in detail in Section 3, as well as derive new asymptotic expansions in the asymmetric case in the M-parameterization. For regions with large x, we derive efficient asymptotic expansions which can be used for evaluation.
The paper is organized as follows: in Section 2 we review some standard integral representations and asymptotic expansions for the density functions of stable distributions. In Section 3 we discuss the procedure for constructing generalized Gaussian quadratures for evaluating the integral representations presented in the previous section. In Section 4, we demonstrate the effectiveness of our schemes for evaluating the density functions via various numerical examples. In Section 5, the conclusion, we discuss some additional areas of research, and point out regimes in which the algorithms of this paper are not applicable.
Stable distributions
In this section we review some basic facts regarding stable distributions, and review the integral and asymptotic expansions that we will use to evaluate the density function. As mentioned in the previous section, there are several different parameterizations of stable densities. We now detail the parameterization useful for numerical calculations, most commonly referred to as Zolotarev's M-parameterization. Random variables that follow stable distributions with this parameterization will be denoted X ∼ S(α, β, M).
Basic Facts
There are a number of different parameterizations for stable distributions, each of which is useful in a particular regime: integral representations, asymptotic expansions, etc. It was shown in [12] that Zolotarev's M-parameterization is particularly useful for numerical computations as it allows for the computation of a unit density that can be later scaled and translated. In our numerical scheme, we also use the M-parameterization because of its continuity in all underlying parameters. This is a standard procedure among other numerical methods as well.
This parameterization, and therefore the density function, is defined by the characteristic function
For the rest of the paper, we will work with unit stable laws (γ = 0, λ = 1) unless otherwise mentioned. We will refer to the case of β = 0 as the symmetric case, and otherwise for β = 0 the asymmetric case. In general, the parameters α and β cannot be interchanged between different parameterizations, and in this particular case the change of variables from the A-to the M-parameterization is given by:
where the subscripts are used to denote the parameterization. Under this change of variable, the characteristic function in the A-parameterization lacks the term −itβ tan(πα/2) in the exponent. The existence of this term in the M-parameterization makes characteristic function continuous at α = 1. This change of variables is mostly done for analytical convenience. However, the mode of the density in the A-parameterization approaches infinity as α → 1 if β = 0. Therefore, neither of the one-sided limits α → 1 ± is a useful distribution in the A-parameterization [22] .
From (2.1), it follows that for unit stable laws,
where z denotes the complex-conjugate of z, and we have used the Fourier transform convention
The density f is therefore given by:
In conjunction with (2.3), one can show that
Furthermore, (2.3) and the Fourier inversion formula imply that
This symmetry allows for considerable restriction in the relevant values of x. In particular, for α = 1, defining ζ(α, β) = β tan πα/2, we need only address the case x > ζ. Indeed, if x < ζ, then
as can be seen from (2.1).
Integral representations
Inserting ϕ X from (2.1) into the inverse Fourier transform (2.6), we see that
where 
Because of the linear dependence of h on t, the integrand in (2.9) is oscillatory for modestly sized values of x. See Figure 1 for a plot of this integrand. For numerical calculations, the infinite interval of integration can be truncated based on the decay of the exponential term if x is not too large.
However, for small values of α, this region of integration can still be prohibitively large. Furthermore, for large |x|, the integrand becomes increasingly oscillatory and standard integration schemes (e.g. trapezoidal rule, Gaussian quadrature) not only become expensive, but lose accuracy due to the oscillation. It is possible that Filon-type quadratures [16] could be applicable, but this has yet to be thoroughly investigated in the literature. Section 3.4 contains a brief discussion of quadrature techniques for highly oscillatory integrands, but these methods, unfortunately, would likely prove to be more computationally expensive than those techniques presented in this work. For these reasons, this representation of the density f in (2.9) cannot be used efficiently in the following parameter ranges: small α and/or large |x|. Alternatively, the integral in (2.9) can be rewritten using the method of stationary phase. This calculation was done in [12] . To this end, we begin by rewriting (2.9) as 12) where Re w denotes the real part of the complex number w and we have suppressed the explicit dependence on α and β for simplicity. Deforming along the contour with zero phase, we have 
14) 15) and where for α = 1
While seemingly more complicated than that in (2.9), the integrand in (2.13) is strictly positive, has no oscillations and the interval of integration is finite. Unfortunately, this is not a fail-safe transformation. In particular, for very small and very large x, and α close to 1 and 2, the integrand has large derivatives (e.g. very spiked) and is hard to efficiently integrate, see Figure 2 . For this reason, previous schemes [9, 12] have used zero-finding methods to locate the integrand's unique extremum point θ max , where g(θ max ) = 1. Subsequently, adaptive quadrature schemes were applied to the two subintervals created by splitting the original interval of integration at θ max . This procedure is often computationally expensive.
Even though an expression for the cumulative distribution function (CDF) can be derived by straightforward integration of (2.13), this is not ideal for various numerical considerations described later. We obtain an expression for F, the CDF for f , by using an inversion theorem found in [20] :
The theorem in [20] assumes the existence of a mean of the random variable which is associated with the characteristic function. However, stable variates with α < 1 do not have a mean. Fortunately, one can relax the assumptions of the theorem to integrability of the integrand in (2.17) . This means that the expression is valid for all parameter combinations. The integrand of (2.17) has similar behavior as the integrand in (2.9), and therefore we expect that similar numerical schemes for evaluating the integral will be applicable. In the asymmetric case however, the integrand has a singularity at the origin when α < 1 and β = 1. The advantages of this representation are explained in detail in Section 4.
Series and asymptotics
Fortunately, there are series and asymptotic expansions for Zolotarev's M-parameterization which nicely compliment the integral representations above. Specifically, they yield accurate results for very small and large x. Zolotarev derived series and asymptotic expansions for the B-parameterization in [22] , and in the following, we will derive similar representations for the M-parameterization valid in the general case.
Then for any n ∈ N,
Proof. To obtain a series representation centered at x = ζ, we follow the derivation in [22] , but for the M-parameterization instead of the B-parameterization:
where
Applying the change of variables s = (1 − iζ) 1/α t to the last integral in (2.20) and subsequently rotating the contour of integration to the real axis yields
The change of contour can be justified with Lemma 2.2.2 in [22] . It remains to show that R n is bounded in magnitude by (2.19) . Indeed,
The second equality comes from the change of variables s = (1 − iζ) 1/α t, and a rotation of the contour of integration to the real axis. The difference between the exponential and the sum of the first n − 1 terms of its power series can bounded by the n th term with the mean value theorem.
As a consequence, the series (2.18) converges to the density as n → ∞ for α > 1. For α < 1, (2.18) is not convergent, but can be used as an asymptotic expansion as x → ζ if β = 1. While the truncation error bound (2.19) holds regardless of the parameters, (2.18) does not capture the asymptotic behavior of the density as x → ζ + if α < 1 and β = 1. Indeed, (2.18) is identically zero for this parameter choice. On the other hand, the density falls off exponentially as x → ζ + , which an asymptotic expansion in [22] reveals. Unfortunately, this expansion cannot be efficiently evaluated numerically because its coefficients do not have a closed form.
Still, by rearranging (2.19), we find that truncating (2.18) after the n − 1 term is accurate to within of the true value for all x satisfying
(2.24)
After the discussion in the paragraph above, it is important to stress that this bound guarantees absolute accuracy of the truncated series , rather than relative accuracy.
Proof. For simplicity, we first derive a series expansion for the A-parameterization and convert it to the M-parameterization via the shift x A = x M − ζ afterwards. To do this, we extend ϕ X to the complex plane, and integrate along the contour z = iux −1/α . Again, this is justified by Lemma 2.2.2 in [22] .
Here, the first n terms of the power series of the characteristic function were used to approximate the integral. Therefore,
The bound of |R ∞ n | is attained in a similar manner as the one for R 0 n in Lemma 1. Rearranging the last line of (2.27), and substituting x − ζ for x yields the series (2.25) in the M-parameterization.
Expression (2.25) converges to the density for α < 1, and can be used as an asymptotic expansion for α > 1, β = −1. In the case α > 1, β = −1, (2.25) is identically zero, while the density decreases to zero exponentially as x → ∞ [22] . As with the series above however, we can still guarantee absolute accuracy compared to the true density. Indeed, as a consequence of the lemma, the series (2.25) is accurate to precision for any x satisfying
Notably, if for some α, β, we take n 0 (α, β) terms of (2.18) and n ∞ (α, β) terms of (2.25), then it only remains to show that values of x in the range
can be evaluated efficiently. We will elaborate on the details of our scheme in Section 4.
Derivatives of stable densities
The integral representation (2.9) admits reasonably simple expressions for the Fourier transform of the derivatives of the density with respect to x, α, and β. We will derive these expressions here. For brevity, let h = h(t, x; α, β), ζ = ζ(α, β), and ∂ x = ∂/∂x. Similarly for differentiation with respect to α and β. First, note that for α = 1,
and
(2.32)
In order to obtain expressions for ∂ α h and ∂ β h at α = 1, we compute the limit as α → 1 of the corresponding expressions in (2.32):
Since h is continuous in all parameters at α = 1 and both one-sided limits exist, the values of ∂ α f and ∂ β f are well-defined when α = 1. Finally, we have
The partial derivatives in (2.34) have a relatively compact form. In contrast, the partial derivatives with respect to α and β of the stationary phase integral (2.13) and the series expansions (2.18) and (2.25) become rather unwieldy. Nevertheless, ∂ α of the stationary phase integral and series representation of f was computed in [9] (for the symmetric case). However, this approach becomes cumbersome in the general case, as numerous applications of the product and chain rule make the expressions impractically long.
In order to compute the derivatives of the series representations (2.18) and (2.25) with respect to x, differentiation can be done term-by-term. See Appendix A for this calculation.
Generalized Gaussian quadrature
In this section we briefly discuss what are known as generalized Gaussian quadrature rules. These integration schemes are analogous to the Gaussian quadrature rules for orthogonal polynomials, except that they are applicable to wide classes of functions, not merely polynomials. See [4] for a description of classical Gaussian quadrature with regard to polynomial integration. Generalized Gaussian quadrature schemes were first rigorously introduced in [8, 21] . Recently, a more efficient scheme for their construction was developed in [1] . It is this more recent algorithm that we base our calculations on, and outline the main ideas here. See both of these references for a detailed description of these quadrature rules.
Gaussian quadrature
A k-point quadrature rule consists of a set of k nodes and weights, which we will denote by {x j , w j }. These nodes and weights are chosen to accurately approximate the integral of a function f with respect to a positive weight function ω:
Many different types of quadrature rules exist which exhibit different behaviors for different classes of functions f . In short, if a k-point quadrature rule exists which integrates k linearly independent functions f 1 , . . . , f k we say that the quadrature rule is a Chebyshev quadrature. If the k-point rule is able to integrate 2k functions f 1 , . . . , f 2k then we say that the rule is Gaussian.
In the case where the f are polynomials, the nodes and weights of the associate Gaussian quadrature can be determined from the class of orthogonal polynomials with corresponding weight function ω. However, in the case where the f 's are arbitrary square-integrable functions, these nodes and weights must be determined in a purely numerical manner.
Nodes and weight by nonlinear optimization
We now provide an overview of the numerical procedure for constructing a Gaussian quadrature rule for the integrand in equation (2.9) using the procedure of [1] . Recall, we are constructing a quadrature rule to compute:
i.e., the goal is to compute integrals of the functions we will denote by
For reasons of clarity, we address computing a generalized Gaussian quadrature scheme for a class of functions ψ = ψ(t; η), i.e. those that depend on only one parameter, η. The multi-parameter case is analogous. The following discussion is cursory, and we direct the reader to [1] for more details, as there are several aspects of numerical analysis, optimization, and linear algebra that would merely distract from the current application.
For a selection of 2n linearly-independent functions ψ , we note that the corresponding n-point generalized Gaussian quadrature {t j , w j } is the solution to the following system of 2n non-linear equations:
Obtaining a solution to this system is the goal of the following procedure.
The scheme proceeds by first finding an orthonormal set of functions u such that any ψ(·, η) can be approximated, to some specified precision , as a linear combination of the u for any η. Next, an oversampled quadrature scheme that integrates products of these functions is constructed, by using, for example, adaptive Gaussian quadrature [18] . Adaptive Gaussian quadrature proceeds by dividing the interval of integration into several segments such that on each segment, the integral is computed to a specified accuracy. The accuracy of each quadrature is determined by comparing with the value obtained on a finer subdivision of the interval.
For 2n functions, this means that we have a m-point quadrature rule {t j , w j } such that
for all 1 ≤ k, ≤ 2n, with m ≥ 2n. Accurately integrating products of the u 's allows for stable interpolation to be done for any η = η [1] . At this point, the vectors u ∈ R m serve as finite dimensional embeddings of the square-integrable functions u :
. . .
Here, the u (t j )'s are scaled so that u T u ≈ ||u || 2 2 . Computing a rank-revealing QR decomposition of the matrix U,
allows for the immediate construction of a 2n-point Chebyshev quadrature rule. This procedure, equivalently, has selected 2n values of t j that can serve as integration (and interpolation) nodes for all of the u 's. Refining this 2n-point Chebyshev quadrature down to an n-point quadrature proceeds via a Gauss-Newton optimization. On each step, a single node-weight pair (t i , w i ) is chosen to be discarded and the remaining nodes and weights are optimized. The procedure proceeds until roughly n nodes remain, or accuracy in the resulting quadrature starts to suffer. While the weights we obtained as a result of this optimization procedure happened to be positive, no explicit effort was made to ensure this. Theoretical considerations for the existence of positive weights can be found in [21] . Remark 1. Note that in the symmetric case, we must obtain a selection of x 1 , α 2 that yield a (possibly redundant) basis for all φ. This could be done via adaptive discretization in these variables, but in practice, we merely sample x, α at Chebyshev points in Region I in Figure 3a . The parameter α is sampled at roughly 100 Chebyshev points in [0.5, 2.0], and then for each of these values α 2 , x is sampled at roughly 100 Chebyshev point in the interval [0, B ∞ 40 (α 2 )]. This yields an initial set of 10,000 functions which are then compressed and integrated. In order to make sure this sampling in x and α provides a suitable set of functions to span the space of all φ, we rigorously test the quadrature at many thousands of random locations in Region I, comparing against adaptive quadrature. The asymmetric case is analogous, with equispaced sampling in x, α, and β. Experimentally, in order to obtain high accuracy in the resulting quadrature, more nodes are required in the sampling of x than in α or β.
A rank-reducing transformation
In the brief description of the above algorithm, we assumed that the interval of integration for the quadrature was finite. In our case, the interval in (3.2) is infinite, but can be truncated given that it decays quickly due to the term e −t α . A common interval of integration for all φ(·; x, α) can be obtained based on the decay of e −t α for the smallest α under consideration. In fact, for a particular precision , we can set the upper limit of integration to be T α = (− log ) 1/α . Using this limit, we can redefine each integrand φ under a linear transformation:
Computing generalized Gaussian quadratures for the functionsφ turns out to be much more efficient due to the similarity of numerical support (i.e. those t such that |φ(t)| > ). This change of variables can significantly reduce the rank obtained in the rank-revealing QR step of the previous non-linear optimization procedure. For example, the generalized Gaussian quadrature for functions in Region I in Figure 3a consisted of 100 nodes/weights before the change of variables, and only 43 nodes/weights afterward. The resulting quadrature can be applied to the original function φ via a straightforward linear transformation of the nodes and scaling of the weights.
To be fair, the stationary phase integral (2.13) too, permits such a rank-reducing transformation.
However, it turns out to be much less efficient because it relies on an a priori zero-finding procedure.
Notably, (2.13) has changing numerical support for different choices of the input parameters x, α, and β. This is true even after accounting for the parameter-dependent interval of integration by composing the integrand with a linear map from [0, 1] to [−θ 0 , π/2]. Experimentally, even though the integrand decays to zero at both −θ 0 and π/2, the differing numerical support is primarily caused by the exponential behavior of the integrand on the side of the interval of integration where e −g(θ) → 0. Making use of this observation, for α ≤ 1 solving for θ such that g(θ )e −g(θ ) < allows the integral in (2.13) to be approximated as: 9) and for α > 1:
A change of variable in these integrals can translate the interval of integration to [0, 1] . If the generalized Gaussian quadrature construction procedure is applied to these formulae, we also observe a reduction in the number of nodes and weights required. For example, in the symmetric case, solving for g(θ ) = 40 (which yields double-precision decay) the rank of the matrix U in (3.7) decreased from 290 to 68 for x ∈ [10 −5 , 30] and α ∈ [.6, .8] In practice, the transformation of the stationary phase integral does not prove to be efficient because it relies on an initial zero-finding procedure to construct transformation in θ depending on each parameter x, α, β. In contrast, the change of variables in (3.8) merely requires evaluating log.
Similar changes of variables can be used to simplify the construction of quadratures for evaluating gradients of f .
Alternatives to generalized Gaussian quadrature
A number of quadrature techniques which are particularly effective for highly oscillatory integrands have been developed relatively recently. See [6, 16, 17] for an informative overview of such methods.
Two notable examples which we will discuss here are Filon-type and Levin-type methods. These techniques are applicable to integrals of the form
where f and g are smooth, non-oscillatory functions, and ω is a scalar. The function g is called the oscillator.
The integrand of (2.9) is oscillatory, and therefore one could consider applying either Filon-or Levin-type quadrature schemes instead of the generalized Gaussian quadrature rules. Unfortunately, for general parameters ranges, generalized Gaussian quadratures are likely to be the most efficient schemes. We briefly justify this statement with a discussion of Filon and Levin methods.
Filon-type quadratures are interpolatory quadrature rules. That is, they approximate the function f with a set of functions ψ k for which an analytical solution of the integral
exists. This poses a problem for the application of Filon-type quadratures to the integral (2.9). Indeed, note that (2.9) can be written in the form of (3.11) by setting
Since g depends on α, β, and x, the integrals µ k have to be recalculated for every evaluation of a stable density with differing parameters. In contrast, the generalized Gaussian quadratures we derived are applicable for a wide range of parameters (see Figure 3 ).
Turning to Levin-type methods, they can be illustrated with the following observation [17] . Let u(t) be a function which satisfies
We then have
From (3.14), we can also derive the differential equation Levin-type methods will require the solution of this ODE every time an integral has to be evaluated. Even with high-order convergent ODE solvers, these methods are unlikely to beat generalized Gaussian quadrature methods in terms of floating-point operations (after suitable offline pre-computations). Levin-type methods could be applicable to the parameter range .9 < α < 1.1, β = 0, where modestly-sized generalized Gaussian quadratures are not available. For example, if a Chebyshev spectral method is used to solve (3.16), numerical experiments indicate that the condition number of the system can reach ∼ 10 6 before the solution u can be fully resolved (requiring ∼ 1000 Chebyshev terms) [5] . Therefore, a significant loss of accuracy with spectral methods is likely. Indeed, sometimes only nine significant digits are achieved with this approach. Adaptive step-size ODE solvers or other methods may obtain higher accuracy in solving (3.16), but their efficiency as compared to generalized Gaussian methods has yet to be analyzed.
Levin-type methods could also be used for integral representations of the partial derivatives of stable densities, for which no asymptotic expansion is available. However, it is likely to be cheaper to form a Chebyshev interpolant of the density as a function of the parameter, and then differentiate the series (i.e. perform 2D interpolation and spectral differentiation). This will achieve higher accuracy than a finite difference scheme, with a slightly higher computational cost.
Algorithm & Numerical examples
In the following, we will describe the details of our algorithm. In particular, we detail which formula or quadrature should be used depending on values of the parameters x, α, β. We begin with a comparison of the benefits of the two integral representations given by (2.9) and (2.13).
Choosing an integral representation
It has become clear after several numerical experiments that the stationary phase integral (2.13), while seemingly simpler to evaluate than (2.9), carries several disadvantages. Namely, it cannot be used to reliably evaluate f when x ∼ ζ (the mode of the distributions in the symmetric case), α ∼ 1, or for very large x. Furthermore, its partial derivatives suffer from the same deficiencies and have rather unwieldy forms. Lastly, the rank-reducing technique of Section 3.3 is not as effective when applied to (2.13). This results in quadratures of much larger sizes when compared to those for (2.9).
In contrast, (2.9) has only one of the aforementioned deficiencies: it cannot be evaluated efficiently when α ∼ 1 in the asymmetric case. Still, it is important to point out that (2.9) can be easily evaluated at α ∼ 1 in the symmetric case. The stationary phase form (2.13) does have two advantages over (2.9). First, it is well behaved for intermediate to large x, whereas (2.9) becomes very oscillatory. Second, it can be evaluated for α < 0.5, whereas the relevant interval of integration of (2.9) grows rather fast as α → 0. However, the series expansion (2.25) is a much more efficient means of evaluation in these regimes. This limits the usefulness of the stationary phase integral for our purpose.
As a result, the only integral representation of the density we use in our algorithm is given by (2.9). One consequence of this choice is that we do not need to use the series expansion around x = ζ given in (2.18), as the integral is well behaved there. For similar reasons, we use (2.17) to compute F, and the integral representations for the gradient of f given in (2.34).
The symmetric case β = 0
We first provide some numerical examples of the accuracy and efficiency of evaluating the symmetric
We restrict our attention to values of f for α ≥ 0.5 for two reasons. First, when α is much smaller than 0.5, and x is close to but not equal to ζ, existing numerical schemes for integral representations and series expansions require prohibitive computational cost to achieve reasonable accuracy. And second, the applications for modeling with stable laws with such small values of the stability parameter α seem to be very rare. Nevertheless, it should be pointed out that when α < 0.1, the series (2.25) with n ∞ = 128 terms is accurate to double precision for x − ζ ≥ 10 −16 . At x = ζ, the first term of the series (2.18) can be used to obtain an accurate value of the density. Therefore, in this extreme regime, effective numerical evaluations of stable laws is possible using the series expansions alone.
We now move to a description of our evaluation scheme. For a particular value of α ≥ 0.5, if x ≤ B ∞ 40 (this corresponds to Region I in Figure 3a ), we use a 43-point generalized Gaussian quadrature to evaluate the above integral. If x > B ∞ 40 , we use series expansion (2.25). The number of terms in the series expansion was chosen (experimentally, as a precomputation) to roughly equal the number of nodes in the optimized quadrature. A similar method is used for the computation of F and the gradient of f . However, there is a notable difference in the computation of ∂ α f as it does not permit a convenient series expression, as noted in Section 2.4. Instead, we use a finite difference scheme applied to the series (2.25) to compute ∂ α f when x > B ∞ 43 . The accuracy of finite difference schemes depends on the particular scheme used. In practice, a two-point finite difference is accurate to about 10 −6 , while a fourth order scheme is accurate to about 10 −10 . The fourth order scheme is listed in the Appendix A.
Accuracy results for f and its gradient are reported in Table 1 . The columns are as follows:
the number of nodes in the generalized Gaussian quadrature scheme, n ∞ : the number of terms used for the series (2.25), and max error: the maximum absolute L ∞ error relative to adaptive integration.
The accuracy results were obtained by testing our quadrature scheme against an adaptive integration evaluate of (2.9) at 100,000 randomly chosen points in the xα-plane for x ∈ [0, B ∞ n ∞ ] and α ∈ [0.5, 2.0]. We should note that all results are reported in absolute precision. When evaluating integrals with arbitrarily sign-changing integrands via quadrature, if the integral is of size δ then it is likely that O(| log δ|) digits will be lost in relative precision due to the cancellation effect inherent in floating-point arithmetic. Table 2 contains the 43-point quadrature for evaluating stable densities in Region I of Figure 3a .
We should note that while it is possible to construct more efficient quadratures for smaller regions of the xα-plane, namely for α > 1 (distributions with finite expectation), it is useful to obtain a single global quadrature value in a lone region. As shown in Figure 4a , small changes in α induce equivalently small changes in the density (a rather low-rank update in Fourier-space). In particular applications with restricted stability parameters, it may be prudent to construct even more efficient quadratures. There are several parameter combinations or ranges that might benefit from specialized quadrature. For example, the Holtsmark distribution (α = 1.5, β = 0) occurs in statistical investigations of gravity [2, 3] . The methods of this paper can be applied to compute this distribution, and others, very efficiently.
The asymmetric case β = 0
In the asymmetric case, β = 0, we first change variables and evaluate the densities at locations relative to: x − ζ. This ensures that the densities are continuous in all parameters. As in the symmetric case, we restrict our attention to densities with α ≥ 0.5. Furthermore, due to difficulties in the integral and series formulations near α = 1, we partition the α space into two regions: [0.5, 0.9] and [1.1, 2.0]. For values of β = 0, |ζ| → ∞ as α → 1. This is the main mode of failure for both integral representations (2.9) and (2.13) near α = 1. As a consequence, the integrand in (2.9) becomes highly oscillatory for even small values of x − ζ, and (2.13) becomes spiked, as seen in Figure 2 . Quadrature techniques developed to deal with highly oscillatory integrands may be applicable in this regime, and will be investigated in future work.
For calculating asymmetric densities, the parameter space is partitioned in the following manner:
for all 0 ≤ x − ζ ≤ B ∞ n ∞ , the densities are calculated via a generalized Gaussian quadrature scheme for the integral (2.9). For x − ζ > B ∞ n ∞ , the series expansion (2.25) is used. As mentioned previously, we have not obtained a convenient series representation of ∂ α f and ∂ β f . Similar to the computation Table 2 : Nodes and weights for computing the integral in (4.1) in Region I of Figure 3a . Note that the change of variables discussed in Section 3.3 must be used before applying the quadrature. 
Depending on the finite difference scheme used, this may lead to reduced accuracy compared to the quadrature method for the computation of f and ∂ x f . Similar accuracy reports to those for the symmetric densities are contained in Tables 3a and 3b . Notably, the quadrature rule for F in the regime α ∈ [.5, .9] is less accurate and has more nodes/weights than for the other functions. This is due to the fact that the integrand in (2.17) for F is singular at t = 0 in the asymmetric case. As a consequence, designing highly-accurate quadrature rules for (2.17) without using quadruple precision calculations is not possible. This issue will be investigated in future work. The corresponding quadrature rules are available for download at gitlab.com/s_ament/qastable.
Efficiency of the method
To test the efficiency of our method, we compare our implementation of the density function evaluation to two different implementations based on adaptive quadrature. All codes are written in MAT-LAB. The first implementation simply applies MATLAB's integral function to the oscillatory integral (2.9). Note that this function can be called in a vectorized manner by adjusting the ArrayValued argument. Without this adjustment, the computations below are about an order of magnitude slower.
(I.e. t AQ1 and t AQ2 are roughly 10 times as large.) The second implementation mimics the approach that was previously taken to compute the stationary phase integral (2.13). Namely, it first locates the peak of the integrand using MATLAB's intrinsic fzero function, and subsequently applies integral on the two subintervals created by splitting the original interval of integration at the peak of the integrand.
The validation test proceeds as follows. First, α and β are chosen randomly in the permissible parameter ranges. Then, 10,000 uniformly random x are generated such that 0 ≤ x − ζ ≤ 20. Thereafter, we record the wall-clock time each method takes to calculate the stable density at all 10,000 points. For our tests, we require the absolute accuracy of the adaptive schemes to be 10 −10 . The results are reported in Table 4 . The columns of the table are:
the time taken by our scheme to compute the density at all points, t AQ1 : time taken by the first adaptive scheme outlined above, and t AQ2 : the time taken by the second adaptive scheme outlined above.
We also report a timing for the symmetric case (β = 0) for our scheme, since it uses a quadrature separate from the one in the asymmetric case. The test was performed on a MacBook Pro with a 2.4 GHz Intel Core i7 and 8 GB 1333 MHz DDR3 RAM. As one can see, our scheme outperforms the adaptive ones by at least two orders of magnitude.
Conclusions
In this work, we have presented efficient quadrature schemes and series expansions for numerically evaluating the densities, and derivatives thereof, associated with what are known as stable distributions. The quadratures are of generalized Gaussian type, and were constructed using a non-linear optimization procedure. The series expansions were obtained straightforwardly from integral representations, but seem to have not been previously presented in the computational statistics literature.
The methods of this paper are quite efficient, and easily vectorizable. This is in contrast to existing schemes for evaluating these integrals, which were predominately based on adaptive integrationwhich cannot take full advantage of vectorization schemes due to varying depths of recursion.
Furthermore, while the quadratures that we constructed are (nearly) optimal with respect to the number of nodes and weights required, they do not obtain full double precision accuracy (∼ 10 −16 ).
We often only achieve absolute accuracies of 12 or 13 digits. While some of the precision loss is due to merely roundoff error in summing the terms in the quadrature, some of the loss of accuracy is due to solving the ill-conditioned linearization of the quadrature problem. The accuracy lost due to this aspect of the procedure could be recovered if the quadrature generation codes were re-written using quadruple precision arithmetic instead of double precision. In most cases the accuracy we obtained is sufficient for general use, but we are investigating a higher precision procedure for constructing the quadrature rules.
The schemes presented in this paper still fail to thoroughly address the evaluation of the density function (and gradient and CDF) for values of α ≈ 1 in the asymmetric case. One could, however, perform a large-scale precomputation in extended precision in order to tabulate these densities for various values of x and β, store the results, and later interpolate to other values. This approach was beyond the scope of this work. This approach was used for maximum likelihood estimation in [13] . Unless chosen very carefully, a rather large number of interpolation nodes are necessary to achieve high accuracy, and each function ( f , ∇ f , F) has to be tabulated separately. We are actively investigating approaches to fill in this gap in the numerical evaluation of the density (and gradient and CDF).
A software package written in MATLAB for computing stable densities, their gradients, and distribution functions using the algorithms of this paper is available at gitlab.com/s_ament/qastable, and will be continually updated as we improve the efficiency and accuracy of existing evaluations, and include additional capabilities.
A Gradients of series expansions
Here we provide formulae for the derivatives of the series expansions presented in Section 2.4.
From ( For the parameter ranges where there is no convenient formulation of the derivatives, we can use a finite difference approximation of the form
