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Chapter 1
Introduction and Main Results
1.1 An overview
Infinite-dimensional topology is an important area of topology. It relates to algebraic
topology, functional analysis, descriptive set theory and other mathematical areas.
It also provides a lot of techniques and methods for other areas of mathematics.
Almost function spaces and hyperspace are infinite-dimensional. To give the
topological classifications of function spaces and hyperspaces is one of the most
important works in infinite-dimensional topology. On the topological structure of
hyperspaces, the most well-known result is perhaps the Curtis-Schori-West Hyper-
space Theorem which states that the space CldV (X) of all non-empty closed sets in
a space X with the Vietoris topology is homeomorphic to the Hilbert cube Q if and
only if X is a non-degenerate connected and locally connected compact metrizable
[13] (cf. [26, Theorem 8.4.5]). Since then, many researches have investigated this
topic. For an infinite compact metrizable space X, the function space Cu(X,R) of
all continuous maps from X to the real line R with the sup-norm is an infinite-
dimensional separable Banach space. By the Anderson-Kadec Theorem [1, 19],
Cu(X,R) is homeomorphic to the Hilbert space `2. For a countable Tychonoff s-
pace X, the function space Cp(X,R) of all continuous maps from X to the real
line R with the topology of pointwise convergence is a separable metrizable space.
To give the topological classification of Cp(X,R) for all countable Tychonoff spaces
1
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X is difficult, even impossible. However, in 1991, Dobrowolski, Marciszewski and
Mogilski [14] proved that Cp(X,R) is homeomorphic to the space c0 of all sequences
converging to 0 if X is a countable metrizable non-discrete space.
Using the hypo-graphs, topologies of hyperspaces may be induced to function
spaces. For a space X and a poset L with a topology, every topology of hyperspace
Cld(X ×L) may inherit to the set ↓ C(X,L) of hypo-graphs of all continuous maps
from X to L. In this thesis, we give some conditions for metrizable of the space
↓ C(X, [0, 1]) with the Fell topology. We also give conditions for ↓ C(X, Y ) with the
Fell topology is homeomorphic to the space c0 in the case that Y is a dendrite.
The importance and usefulness of simplicial complexes lies in the fact the they
can be used to approximate and explore topological spaces. A polyhedron is the
underlying space of a simplicial complex, which has two typical topologies, the
so-called weak (Whitehead) topology and the metric topology. The subdivision
preserves the weak topology but does not the metric topology. On the other hand,
the product preserves the metric topology but does not the weak topology. Like
this, these topologies have good and bad points.
We first induce a new topology to a simplicial complex which is different from the
two typical topologies. We discuss the comparison of topological property between
the three types of topologies.
1.2 Concepts and symbols
In this section, we give some concepts and symbols we need. Those concepts are
known and our symbols are the same as usual.
We use the following symbols:
• R: the set of all real numbers with the usual topology and order;
• I = [0, 1];
• Q: the set of rational numbers;
• ω: the set of all non-negative integers;
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• N = ω \ {0};
• Q = [−1, 1]N with the product topology;
• `2 = {(xn) ∈ RN|
∑∞
n=1 x
2
n <∞} with the norm topology;
• Σ = {(xn) ∈ Q| supxn <∞} with the subspace topology of Q;
• c0 = {(xn) ∈ Σ| limxn = 0} with the subspace topology of Q;
• Qf = {(xn) ∈ Σ| xn = 0 but finitely many n} with the subspace topology of
Q.
All spaces are assumed to be Tychonoff topological spaces, but some function spaces
are not. All maps are continuous, but functions are not necessarily continuous. For
a space X, clX and intX are the closure operator and the interior operator in X. We
may omit the subscript if no confusion. For spaces X and Y , we define the following
symbols:
• Cld(X): the family of all non-empty closed sets in X;
• Cld∗(X) = Cld(X) ∪ {∅};
• Comp(X) = {F ∈ Cld(X)| F is compact};
• Fin(X) = {F ∈ Cld(X)| F is finite};
• C(X, Y ): the set of all continuous maps from X to Y ;
• USC(X,L): the set of all upper semi-continuous functions from X to L, where
L is a subset of R.
• Cu(X, Y ): C(X, Y ) with the sup-norm if Y is a normed space;
• Cp(X, Y ): C(X, Y ) with the topology of pointwise convergence.
For two subspaces A and B of spaces X and Y , respectively, the symbol (X,A) ≈
(Y,B) means that there exists a homeomorphism h : X → Y such that h(A) = B.
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Of course, X ≈ Y means that X and Y are homeomorphic. Similarly, we may define
(X,A, S) ≈ (Y,B, T ).
For a subset U of X, define
U− = {A ∈ Cld(X)| A ∩ U 6= ∅} and U+ = {A ∈ Cld(X)| A ⊂ U}.
The Vietoris topology on Cld(X) is the topology which is generated by
{U−, U+| U is open in X}.
Another topology on Cld(X) is the Fell topology which is generated by
{U−, (X \K)+| U is open and K is compact in X}.
Let X = (X, d) be a metric space, x ∈ X and A,B ⊂ X. We denote the diameter
of A by
diamA = sup{d(x, y) | x, y ∈ A},
and the distance between A and B by
dist(A,B) = inf{d(x, y) | x ∈ A, y ∈ B}.
For each  > 0, let
• B(x, ) = {y ∈ X | d(x, y) < };
• B(x, ) = {y ∈ X | d(x, y) ≤ };
• N(A, ) = {x ∈ X | dist({x}, A) < }.
The Hausdorff metric dH is defined as follows:
dH(A,B) = inf{r > 0 | A ⊂ N(B, r), B ⊂ N(A, r)} ≤ +∞.
Using this “metric”, we may define a topology on Cld(X) which is called the Haus-
dorff topology. If X = (X, d) is a compact metric space, then (Cld(X), dH) is a
compact metric space.
The hyperspaces Cld(X) with the above three topologies are denoted by CldV (X),
CldF (X) and CldH(X), respectively. Similarly, we may define CompV (X), FinF (X)
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and CompH(X) etc. It is well-known that CldV (X) (resp. CldF (X)) is metrizable if
and only if X is a compact (resp. locally compact and separable) metrizable space.
Obviously, when X is compact, the Fell topology of Cld(X) is equal to the Vietoris
topology. And when X is a compact metric space, the three topologies are the same.
In this case, we may use Cld(X) to denote this space.
For every f ∈ USC(X,L), let
↓f = {(x, s) ∈ X × L| s ≤ f(x)} ∈ Cld(X × L),
which is called the hypo-graph of f . For A ⊂ USC(X,L), let
↓A = {↓f | f ∈ A}.
By identifying each f ∈ USC(X,L) with ↓f ∈ Cld(X × L), we can regard A as the
subset ↓A. Let ↓AV , ↓AF and ↓AH be the spaces with the topologies inherited from
CldV (X × L), CldF (X × L) and CldH(X × L), respectively.
A continuum is a compact connected metrizable space and a Peano continuum is
a locally connected continuum. A metric spaceX is called an absolute (neighborhood)
retract for metrizable spaces, briefly, AR(ANR), if it is a (neighborhood) retract of
every metric space Y concluding X as a closed space. A space X is called an
absolute (neighborhood) extensor for metrizable spaces, briefly, AE(ANE), if each
map f : A → X from any closed set A in an arbitrary metrizable space Y extends
over Y (some neighborhood of A in X). As we all know, a metrizable space is an
ANE(AE) if and only if it is an ANR(AR). We call a metric space X a uniform
AR(ANR) when the (neighborhood) retract is uniformly continuous at X.
A dendrite is a Peano continuum containing no simple closed curves, equiva-
lently it is a 1-dimensional compact AR [10, Chapter V, Corollary 13.5]. An end
point of a space has an arbitrarily small open neighborhood whose boundary is a
singleton. Each pair of distinct points of a dendrite is connected by the unique arc
[42, Chapter V, (1.2)]. So we denote the unique arc of two points x, y in a dendrite
by [x, y], where [x, y] is the constant path if x = y.
For each function f : X → Y of X into a dendrite Y and v ∈ Y , we define the
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hypo-graph ↓vf of f with respect to v as follows:
↓vf =
⋃
x∈X
{x} × [v, f(x)] ⊂ X × Y.
When f is continuous, the hypo-graph ↓vf is a closed subset of the product space
X × Y . Hence we can regard
↓v CF (X, Y ) = {↓vf | f ∈ C(X, Y )}
as the subspace of the hyperspace CldF (X×Y ) with the Fell topology. Let ↓v CF (X, Y )
be the closure of ↓v CF (X, Y ) in CldF (X × Y ). That is,
↓v CF (X, Y ) = clCldF (X×Y ) ↓v CF (X, Y ).
The vertices and polyhedron of a simplicial complex K are denoted by K(0) and
|K|, respectively. Let RK(0) be the linear space of all real functions defined on K(0)
with the operations defined coordinate-wise. For each v ∈ K(0), let ev ∈ RK(0) be
the unit vector defined by ev(v) = 1 and ev(u) = 0 if u 6= v. By RK(0)f , we denote
the linear subspace of RK(0) generated by ev, v ∈ K(0), i.e.,
RK(0)f =
{
x ∈ RK(0) ∣∣ x(v) = 0 except for finitely many v ∈ K(0)}.
Identifying vertices v ∈ K(0) with ev ∈ RK(0) , K can be realized in RK(0)f and then
|K| ⊂ RK(0)f .
The metric topology of |K| is induced by the norm which is defined by
‖x‖ =
∑
v∈K(0)
|x(v)|, for each x ∈ RK(0)f .
Although the product topology on RK(0)f is not generated by any norm, the topol-
ogy of |K| inherited from the product topology coincides with the metric topology
of |K|.
The weak (Whitehead) topology of |K| is no other than the relative (or subspace)
topology of the finite topology of RK(0)f which is the weak topology determined by the
Euclidean topology on each finite-dimensional linear subspace (cf. Appendix One,
A.4.2 and B.5 in [16]). However, RK(0)f is not a topological linear space with respect
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to the finite topology. In fact, the addition is not continuous with respect to this
topology [16, Appendix One, A.4.3]. In case K is locally finite, these topologies are
identical.
On the other hand, RK(0)f is a locally convex topological linear space with respect
to the box topology, where the origin (the null element) 0 ∈ RK(0)f has the open
neighborhood basis consisting of the following sets:
RK(0)f ∩
∏
v∈K(0)
(εv,−εv), εv > 0 (v ∈ K(0)).
The box topology of RK(0)f induces a new topology on |K| which is also called
the box topology.
By |K|m, |K|w and |K|b we denote the spaces |K| with the metric topology, the
weak topology and the box topology, respectively.
1.3 Literature survey
Vietoris in 1922 defined the Vietoris topology on the family of all non-empty closed
sets [41]. Wojdys lawski in [43] proved that for a compact space X, CldV (X) is an
AR if and only if X is a Peano continuum. He conjectured that CldV (X) ≈ Q if X is
a non-degenerate Peano continuum. The Curtis-Schori-West Hyperspace Theorem
gave an affirmative answer to this problem, see [13](cf. [26, Theorem 8.4.5]). For a
non-compact space X, in [11], Curtis proved that CompV (X) ≈ Q\{0} if and only if
X is a non-compact, locally compact, connected, locally connected metrizable space.
In [12], Curtis and To Nhu proved that FinV (X) ≈ Qf if and only if X is a non-
degenerate connected, locally path-connected metrizable space which is a countable
union of finite-dimensional compact sets. Moreover, they also showed that if X is a
non-degenerate strongly countable-dimensional1 Peano continuum then
(CldV (X),FinV (X)) ≈ (Q,Qf ).
1A space is called a strongly countable-dimensional if it is a countable union of finite-dimensional
closed sets
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The Fell topology was defined by many scholars with various names, for example,
H-topology [17], hit-or-miss topology [6], Choquet-Matheron topology [38], since this
topology was used in many areas of mathematics. In 2003, Sakai and Yang proved
in [36] that (Cld∗F (X),CompF (X)) ≈ (Q,Σ) if and only if X is a locally compact,
locally connected, separable metrizable space with no compact components. They
also proved in [36] that (Cld∗F (X),FinF (X)) ≈ (Q,Qf ) if and only if X is a strongly
countable-dimensional, locally compact, locally connected, separable metrizable s-
pace with no compact components. Moreover, Banakh and Voytsitskyy in [5] proved
that
(Cld∗F (X),CompF (X),FinF (X)) ≈ (Q,Σ, Qf )
if and only if X is a strongly countable-dimensional, locally compact, locally con-
nected, separable metrizable space with no compact components. In [47] and [37],
the authors also gave the topological structures of other pairs of hyperspaces with
the Fell topology.
By the Anderson-Kadec Theorem [1] and [19], Cu(X,R) is homeomorphic to the
Hilbert space `2 for an infinite compact metrizable space X. In 1991, Dobrowolski,
Marciszewski and Mogilski [14] proved that Cp(X,R) is homeomorphic to the space
c0 if X is a countable metrizable non-discrete space.
Using topologies on function spaces, we may define topologies on hyperspaces.
For example, let a continuous function fA : X → R be defined by
X 3 x 7−→ d(x,A)
for each A ∈ Cld(X). By this map, the set Cld(X) can be regarded as the subset
of the set C(X,R). The Attouch-Wets topology of Cld(X) is inherited from C(X,R)
with the topology of uniform convergence on bounded sets [2] and [3](cf. [35]).
Conversely, as mentioned in §1.2, we may define the function spaces ↓CV (X,L) and
↓CF (X,L) using the Vietoris topology and the Fell topology on Cld(X ×L). Many
scholars investigated properties on function spaces ↓CV (X,L) and ↓CF (X,L). For
examples, see Beer and R. Lucchetti [8], Beer [7], Lin [22], McCoy and Ntantu [23].
In particular, McCoy and Ntantu in [23] gave a sufficient and necessary condition
for the metrizable of the space ↓CF (X,R).
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In 2005, Yang [44] showed that ↓USCV (X,L) ≈ Q if X is an infinite locally con-
nected compact metrizable space and L is a non-degenerate continuous lattice2 with
the connected Lawson topology3. Sakai and Uehara in [34] proved ↓USCF (X, I) ≈ Q
for an infinite locally compact separable metrizable space X. Yang, Zhou and Wu
in [49, 46] proved that, for a compact metric space X,
(↓USCV (X, I), ↓CV (X, I)) ≈

(I|X|, I|X|) if X is discrete;
(Q, c0) if the set of isolated
points is not dense;
(Q, c0 ∪ (Q \ Σ)) otherwises.
This work was generalized in [48, 45] to the following: For a locally compact sepa-
rable metric space X,
(↓USCF (X, I), ↓CF (X, I)) ≈

(I|X|, I|X|) if X is discrete;
(Q, c0) if the set of isolated
points is not dense;
(Q, c0 ∪ (Q \ Σ)) otherwises.
We will gave a generalized of above results in Chapter 3.
Infinite-dimensional topology give strong tools for proving results mentioned.
Anderson in [1] defined a concept of capset and proved the Anderson Theorem
which state that RN ≈ `2. In 1980s, Torunczyk [39, 40] gave a characterization of
Q-manifolds and a characterization of `2-manifolds. Based on those results, a lot of
topological structures of function space and hyperspace could be given. For example,
using Torunczyk’s characterization of Q-manifolds, the authors in [12] gave a simple
proof for the Curtis-Schori-West Hyperspace Theorem. We also use this theorem to
prove my result in this paper. Since 1990s, as a generalized of capset, absorber of a
class of spaces or pairs of spaces have defined. Using it, more topological structures
of function spaces and hyperspaces have gotten. Absorber also is a main tool in
2Acontinuous lattice is a complete lattice satisfying the distributive law with respect to arbitrary
infs and directed sups.
3The Lawson topology on a continuous lattice L is generated by the family of forms U\ ↑ {x},
where U satisfies the condition (i) U =↑ U and (ii) L \ U is closed with directed sups, and
↑ A = {x ∈ L | x ≥ y for some y ∈ A } for A ⊂ L.
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proving our main theorems. The above concepts will be defined in the following
chapters.
For a long time, the field of simplicial complex investigation provides a lot of
techniques and methods for other areas of mathematics. Topologists are glad to
represent the topological spaces, using the simplicial complex. In 1937, Freudenthal
[18] proved that every completely metrizable space can be represented as the inverse
limit of locally finite-dimensional polyhedra with the metric toplogy. It follows
from [31] that every paracompact space is homeomorphic to the inverse limit of an
inverse system of polyhedra with the weak topology, but this does not imply that
every metrizable space is homeomorphic to the inverse limit of an inverse sequence
of polyhedra with the metric topology.
Now, we consider the following extension property:
(eK) There exists α > 0 such that for any locally finite countable simplicial com-
plex K, each map f : K(0) → Z extends to a map f : |K| → Z such that
diam f(σ) ≤ α diam f(σ(0)) for every σ ∈ K.
Using the property eK of simplicial complex, a characterizations of uniform ANR
was given by Michael [25] in 1979. The gap between the uniform ANR and homotopy
dense was bridged in the paper Saki [32]. Using the connection between homotopy
dense and simplicial complex, we prove that ↓ C(X, Y ) is homotopy dense in the
closure of ↓ C(X, Y ) with Fell topology when X is a compact metric space and Y is
a dendrite in Chapter 3.
The polyhedra with metric topology and weak topology is investigated by many
topologists, for example the result of Freudenthal [18] and Morita [31]. A new book
[33] written by Sakai gave a good survey. The box topology is important in study of
topology of LF spaces (see [28, 29]). In the papers of Sakai and Mine [28, 29], it is
proved that every open subset of LF-space with the box topology is homeomorphic to
the product of |K| and the LF-space for some locally finite-dimensional |K| with the
metric topology. But, no one ever induce the box topology to a simplicial complex
before we did it. The polyhedra with the new topology will be discussed in Chapter
4.
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1.4 The main theorems
In Chapter 2, we investigate conditions for metrizable of spaces ↓CF (X, I). We prove
Main Theorem 1. For a Tychonoff space X, the following conditions are equiva-
lent:
(a) ↓CF (X, I) is separable metrizable;
(b) ↓CF (X, I) is metrizable.
In case that X is first-countable, the above two conditions are equivalent to
(c) X is a locally compact and separable metrizable space.
We will give other results and examples. They show that some differences be-
tween spaces ↓CF (X, I) and ↓CV (X, I), see Theorems 2.1.2, 2.1.3, 2.1.4; and that
there exist non-first-countable spaces X such that ↓CF (X, I) are metrizable, see
Theorem 2.1.1 and Corollary 2.1.1. All results in Chapter 2 are contained in my
paper: Metrization of function spaces with the Fell topology [50].
In Chapter 3, we will give a topological structure of function space from a com-
pact metric space to a dendrite. Our main theorem is
Main Theorem 2. Let X be an infinite, locally connected, compact metrizable space
without isolated points, Y a dendrite and v ∈ Y an end point of Y . Then
(↓v CF (X, Y ), ↓v CF (X, Y )) ≈ (Q, c0).
To show Main Theorem 2, we need to use many techniques in infinite-dimensional
topology and ANR theory. We also give an example to show that the space ↓v CF (X, Y )
has a cluster point in CldF (X×Y ) which is not the hypo-graph of any map from X
to Y . Our Chapter 3 comes from a joint paper “A function space from a compact
metrizable space to a dendrite with the hypo-graph topology” [51] with Professors
Sakai and Koshino.
In Chapter 4, we will define a new topology– box topology—in a simplicial
complex and give some results on it. It will be shown that if K is locally countable
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or dimK 6 1, then the box topology of |K| coincides with the weak topology, i.e.,
|K|b = |K|w as spaces (Theorem 4.2.1). In addition, it will be shown that even the
barycentric subdivision does not preserve the box topology (Theorem 4.5.1) and that
a simplicial map does not need to be continuous with respect to the box topology
(Theorem 4.6.2). Our Chapter 4 comes from “The box topology of infinite simplicial
complexes” [52] which is a joint paper with Professor Sakai.
Chapter 2
Metrization of Function Spaces
with the Fell topology
2.1 The main results of Chapter 2
Yang and Zhou gave a characterization of metrizable of the space ↓CV (X, I) [49].
Proposition 2.1.1. For a Tychonoff space X, the following conditions are equiva-
lent:
(a) X is continuum;
(b) ↓CV (X, I) is second-countable;
(c) ↓CV (X, I) is metrizable.
We will give a characterization of metrizable of ↓C(X, I) in the Fell topology as
follows.
Main Theorem 1. For a Tychonoff space X, the following conditions are equiva-
lent:
(a) ↓CF (X, I) is separable metrizable;
(b) ↓CF (X, I) is metrizable.
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In case X is first-countable, the above two conditions are equivalent to
(c) X is a locally compact and separable metrizable space.
The following theorem and corollary show that the first-countability of X is
essential for the equivalence between (a) and (c) in Main Theorem 1. The following
Theorem 2.1.2 tells us that, the non-compact case is very different from the compact
case.
Theorem 2.1.1. Let
⊕
s∈S Ys be the topological sum of Tychonoff spaces Ys, s ∈ S,
and as ∈ Ys a non-isolated point for every s ∈ S. And let Y be the quotient
space of
⊕
s∈S Ys with the set {as| s ∈ S} identified to a point. Then ↓CF (Y, I)
is homeomorphic to a subspace of the product space
∏
s∈S ↓CF (Ys, I).
Applying this theorem, we show the following.
Corollary 2.1.1. There exists a Tychonoff space X such that ↓CF (X, I) is separable
metrizable but X is not first-countable.
Theorem 2.1.2. There exists a countable Tychonoff space X such that ↓CF (X, I)
is Hausdorff and second-countable but not regular.
In [6, 5.1.2 Proposition], it was proved that, for a Tychonoff space X, the fol-
lowing conditions are equivalent: (a) CldF (X) is Hausdorff, (b) CldF (X) is regular,
(c) CldF (X) is Tychonoff, and (d) X is locally compact. Theorem 2.1.2 shows that
we cannot replace CldF (X) by ↓CF (X, I) in [6, 5.1.2 Proposition].
The following Theorem 2.1.3 states that, even for a compact space X, the reg-
ularity and the first-countability of ↓CF (X, I) do not imply the metrizability of
it.
Theorem 2.1.3. There exists a compact space X such that ↓CF (X, I) is Tychonoff,
separable and first-countable but not metrizable.
Finally, we will give a necessary condition for the metrizability of ↓CF (X, I).
Theorem 2.1.4. For a Tychonoff space X, if ↓CF (X, I) is metrizable, then there
exists a dense, locally compact, open and separable metrizable subspace of X. But
the converse is not true.
2.2. PREPARATORY RESULTS OF METRIZATION 15
2.2 Preparatory results of metrization
For a closed set F in Y , let
F ∗ = (Y \ F )+ = {A ∈ Cld(Y )| A ∩ F = ∅}.
By the definition, the topology of ↓CF (X, I) is generated, as a base, by the following
sets:
n⋂
i=1
G−i ∩K∗∩ ↓C(X, I),
where G1, G2, · · · , Gn are open sets in X×(0, 1] and K is a compact set in X×(0, 1].
We use s to denote the constant function from X to I which maps all elements to
s ∈ I. p : X × I→ X is the projection.
Specially,{ n⋂
i=1
G−i ∩ ↓CF (X, I)| G1, · · · , Gn are nonempty open in X × (0, 1]
}
and {K∗∩ ↓CF (X, I)| K is compact in X × (0, 1]}
are neighborhood bases at ↓1 and ↓0 in ↓CF (X, I), respectively.
To prove theorems, we need some lemmas. At first, we show the following lemma.
Lemma 2.2.1. For a space X, the following hold:
(1) ↓CF (X, I) is T1;
(2) ↓CF (X, I) is Hausdorff if and only if there exists a dense open subset U of X
which is locally compact.
Proof. (1): Let f 6= g ∈ C(X, I). We may assume that f(x0) < g(x0) for some
x0 ∈ X. Then x0 has an open neighborhood W such that f(x) < a < g(x) for
every x ∈ W , where a = f(x0)+g(x0)
2
. Thus ↓f ∈ ({x0} × [a, 1])∗ 63↓g and ↓g ∈
(W × (a, 1])− 63↓f.
(2): The “if”part: Take f, g ∈ C(X, I), x0 ∈ W and a ∈ I as the same as (1).
Since f, g is continuous, we assume that x0 ∈ U . Because U is locally compact, we
have an open set V in X such that x0 ∈ V ⊂ clV ⊂ U∩W and clV is compact. Since
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f(x) < a < g(x) for x ∈ clV , (clV ×[a, 1])∗∩ ↓CF (X, I) and (V ×(a, 1])−∩ ↓CF (X, I)
are disjoint neighborhoods of ↓f and ↓g, respectively.
The “only if”part: We define an open set
U =
⋃
{intK| K is compact in X} ⊂ X.
Then U is locally compact. We show that U is dense in X. Assume that U is not
dense in X. Then there exists a nonempty open set V in X such that the interior
of every compact subset of V is empty. Because X is Tychonoff, we can choose f ∈
C(X, I) such that f(X\V ) ⊂ {1} and f(x0) = 0 for some x0 ∈ V . Since ↓CF (X, I) is
Hausdorff, there exist disjoint open sets U and V in ↓CF (X, I) such that ↓1 ∈ U and
↓f ∈ V . Then we can find nonempty open sets G1, G2, · · · , Gn, · · · , Gm ⊂ X× (0, 1]
and a compact set K ⊂ X × (0, 1] such that
↓1 ∈ G−1 ∩G−2 ∩ · · · ∩G−n∩ ↓CF (X, I) ⊂ U and
↓f ∈ G−n+1 ∩ · · · ∩G−m ∩K∗∩ ↓CF (X, I) ⊂ V .
Since f(X \ V ) ⊂ {1}, it follows that p(K) ⊂ V , which implies that int p(K) = ∅.
For every i ≤ m, p(Gi) \ p(K) 6= ∅ since p(Gi) is a nonempty open set in X. Take
xi ∈ p(Gi) \ p(K). Because X is Tychonoff, we have g ∈ C(X, I) satisfying
g(xi) = 1 for i ≤ m and g(p(K)) = {0}.
Then ↓g ∈ U ∩ V , which contradicts that U ∩ V = ∅. 
Lemma 2.2.2. If ↓CF (X, I) is first-countable, then there exists compact sets C1 ⊂
C2 ⊂ · · · in X such that every compact set in X is contained in some Cn. In
particular, X =
⋃∞
n=1Cn.
Proof. Because ↓CF (X, I) is first-countable, we can find compact sets K1 ⊂ K2 ⊂
· · · in X × (0, 1] such that {K∗n∩ ↓CF (X, I)| n = 1, 2, · · · } is a neighborhood base of
↓0 in ↓CF (X, I). Then Cn = p(Kn), n = 1, 2, · · · , are the desired compact sets in X.
We verify that every compact set C in X is contained in some Cn. Otherwise, for
every n, we can choose xn ∈ C \ Cn and define fn ∈ CF (X, I) such that fn(xn) = 1
and fn(Cn) = {0}. Then ↓fn ∈ K∗n for every n and hence ↓fn →↓0 in ↓CF (X, I).
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But every ↓fn is not contained in the neighborhood (C × {1})∗ of ↓0, which is a
contradiction. 
Lemma 2.2.3. If X and ↓CF (X, I) are first-countable, then X is locally compact.
Proof. Suppose there exists x0 ∈ X, which has no compact neighborhood. Because
X is first-countable, x0 has a countable open neighborhood base {Un| n = 1, 2, · · · },
where Un ⊃ Un+1 for every n. Since ↓CF (X, I) is also first-countable, we can find
compact sets K1 ⊂ K2 ⊂ · · · in X × (0, 1] such that {K∗n∩ ↓CF (X, I)| n = 1, 2, · · · }
is a neighborhood base at ↓0 in ↓CF (X, I). By the assumption, p(Kn) 6⊃ Un for
every n = 1, 2, · · · , hence we can take xn ∈ Un \ p(Kn). Then xn → x0 in X. Since
X is Tychonoff, we have fn ∈ C(X, I) such that
fn(xn) = 1 and fn(p(Kn) ∪ (X \ Un)) = {0}.
Then ↓fn ∈ K∗n and hence ↓fn →↓0. On the contrary,
({xn| n = 0, 1, 2, · · · } × {1})∗∩ ↓CF (X, I)
is a neighborhood of ↓0 in ↓CF (X, I) which does not contain any ↓fn. 
When X is locally compact and non-compact, let αX = X ∪ {∞} be the one-
point compactification of X. Using Lemmas 2.2.2 and 2.2.3, we may prove the
following
Proposition 2.2.1. If X and ↓CF (X, I) are first-countable, then
(1) X is locally compact and αX is also first-countable;
(2) ↓CF (αX, I) is first-countable;
(3) ↓CF (αX, I) is second-countable if ↓CF (X, I) is second-countable.
Proof. The assertion (1) directly follows from Lemmas 2.2.2 and 2.2.3. To show (2)
and (3), we only consider the case that X is not compact. Let {Un| n = 1, 2, · · · } be
a countable open neighborhood base at∞ in αX, and let φ : CF (αX, I)→ CF (X, I)
be the restriction, that is,
φ(f) = f |X for every f ∈ CF (αX, I).
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Then it is not hard to verify that ↓φ :↓CF (αX, I) →↓CF (X, I) is a continuous
injection. Unfortunately, it is not an embedding. However, the following S is a
subbase of ↓CF (αX, I):
S = {(↓φ)−1(G)| G ∈ G}∪
{(clαX Un × [r, 1])∗∩ ↓CF (αX, I)| r ∈ Q ∩ (0, 1], n = 1, 2, · · · },
where G is an open base for ↓CF (X, I). Obviously, S is a subfamily of the topology
of ↓CF (αX, I). For every open set V in αX × I, V ∩ (X × I) is open in X × I and
V −∩ ↓CF (αX, I) = (↓φ)−1((V ∩ (X × I))−∩ ↓CF (αX, I)).
For every compact set K in αX×(0, 1], if K∩({∞}×I) = ∅, then K is also compact
in X × I and
K∗∩ ↓CF (αX, I) = (↓φ)−1(K∗∩ ↓CF (X, I)).
If K ∩ ({∞} × I) 6= ∅, then for every ↓f ∈ K∗∩ ↓CF (αX, I), using the Wallace’s
Theorem, there exist n and a rational number r ∈ (0, 1] such that
(clαX Un × [r, 1])∩ ↓f = ∅ and
K ∩ (clαX Un × I) ⊂ clαX Un × [r, 1].
Let
K1 = (K ∩ ((αX \ Un)× I)) ∪ (clαX Un × [r, 1]).
Then K1 is compact in αX× (0, 1], K1 ⊃ K and K1∩ ↓f = ∅. Thus, ↓f ∈ K∗1 ⊂ K∗.
Note that
K∗1∩ ↓CF (αX, I) = (↓φ)−1((K ∩ ((αX \ Un)× I)
)∗
)
∩ (cl(Un)× [r, 1]
)∗∩ ↓CF (αX, I),
that is, K∗1∩ ↓CF (αX, I) is an intersection of two elements of S.
As a conclusion, S is a subbase for ↓ CF (αX, I). Therefore, ↓ CF (αX, I) is
first-countable. Moreover, ↓CF (αX, I) is second-countable if ↓CF (X, I) is second-
countable. Hence (2) and (3) hold. 
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Lemma 2.2.4. We consider the following statements:
(a) ↓CF (X, I) is first-countable.
(b) ↓CF (X, I) has a countable neighborhood base at ↓1.
(c) There exists a countable family U of nonempty open sets in X such that every
nonempty open set in X includes an element of U , that is, U is a countable
pi-base for X.
(d) ↓CF (X, I) is separable.
Then the implications (a) ⇒ (b) ⇒ (c) ⇒ (d) hold.
Furthermore, when X is compact, the implication (c) ⇒ (a) holds and hence (a),
(b) and (c) are equivalent.
Proof. The implication (a) ⇒ (b) is trivial.
(b) ⇒ (c): We may assume that
{(Gn1 )− ∩ (Gn2 )− ∩ · · · ∩ (Gnk(n))−∩ ↓CF (X, I)| n = 1, 2, · · · }
is a countable neighborhood base at ↓1 in ↓CF (X, I). Let
U = {p(Gni )| i = 1, 2, · · · , k(n), n = 1, 2, · · · }.
Then U is a countable family of nonempty open sets in X. We show that every
nonempty open set U in X includes an element of U . Take f ∈ C(X, I) such that
f(X \ U) ⊂ {1} and f(x0) = 0 for some point x0 ∈ U . Because ↓CF (X, I) is T1 by
Lemma 2.2.1(1), ↓f 6∈ ⋂k(n)i=1 (Gni )− for some n, hence ↓f 6∈ (Gni )− for some i ≤ k(n).
Then ↓f ∩Gni = ∅. Since f(X \ U) ⊂ {1}, we have U ⊃ p(Gni ), as required.
(c)⇒ (d): Let U be a countable pi-base for X. For every U ∈ U and r ∈ Q∩(0, 1],
we can take a continuous map f(U,r) : X → [0, r] such that f(U,r)(X \ U) ⊂ {0} and
f(U,r)(x) = r for some x ∈ U . Let
D = {max{f(U,r)|U ∈ F , r ∈ F} : F and F are
finite subsets of U and Q ∩ (0, 1], resp.}.
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Then ↓D = {↓f | f ∈ D} is a countable subset of ↓CF (X, I). It remains to verify
that ↓D is dense in ↓CF (X, I). Let f ∈ C(X, I), K be compact in X × (0, 1] and
Gi, i ≤ k, open in X × (0, 1], such that
↓f ∈ G−1 ∩G−2 ∩ · · · ∩G−k ∩K∗∩ ↓CF (X, I).
We have x1, · · · , xk ∈ X such that {xi}× [0, f(xi)]∩Gi 6= ∅ for each i ≤ k. Because
{xi}×[0, f(xi)]∩K = ∅, we have an open neighborhoodWi of xi inX and si < ti such
that Wi× (si, ti) ⊂ Gi and Wi× [0, ti]∩K = ∅. Thus, by (c), choose ri ∈ Q∩ (si, ti)
and Ui ∈ U such that Ui ⊂ Wi. Then ↓f(Ui,ri) ∈ G−i ∩K∗ and hence
↓max{f(Ui,ri)| i ≤ k} ∈↓D ∩G−1 ∩G−2 ∩ · · · ∩G−k ∩K∗.
Now, we show (c) ⇒ (a) under the assumption that X is compact. Let U be a
countable pi-base of X. Then, X × I has the following countable pi-base:
G = {U × (s, t)| U ∈ U , s < t ∈ Q ∩ (0, 1)}.
For every f ∈ C(X, I) and n = 1, 2, · · · , let
G(f) = {G ∈ G| ↓f ∈ G−}, Kn(f) = {(x, t) ∈ X × I|t ≥ f(x) + n−1}.
For every open set H in X × (0, 1] with H− 3↓f , there exists x0 ∈ X such that
{x0} × [0, f(x0)] ∩H 6= ∅. Since f(x0) > 0, we can find an open neighborhood V of
x0 in X and s < t ∈ Q × (0, 1) such that s < f(x0), V × (s, t) ⊂ H and s < f(x)
for every x ∈ V . Since U is a pi-base for X, V contains some U ∈ U . Then we have
G = U × (s, t) ∈ G and ↓f ∈ G− ⊂ H−. Moreover, for every compact set K in X× I
with K∗ 3↓f , by the compactness of X, there exists n such that Kn(f) ⊃ K and
hence ↓f ∈ Kn(f)∗ ⊂ K∗. Therefore,
{G−1 ∩ · · · ∩G−k ∩Kn(f)∗∩ ↓CF (X, I)| Gi ∈ G(f) for i ≤ k, k, n = 1, 2, · · · }
is a countable neighborhood base at ↓f in ↓CF (X, I). 
As a consequence of Lemma 4, we have the equivalence between (a) and (b) in
Main Theorem 1, that is,
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Proposition 2.2.2. The space ↓CF (X, I) is metrizable if and only if it is separable
metrizable.
The following two propositions were proved in [48], [49], respectively.
Proposition 2.2.3. If V is open in X such that clV is compact, then the restric-
tion φ :↓CF (X, I) →↓CF (clV, I) defined by φ(↓f) =↓f | clV is a continuous open
surjection.
Proposition 2.2.4. If X is compact and ↓CF (X, I) =↓CV (X, I) is second-countable,
then X is metrizable.
Metrizabliliy of Cld(X) with Fell topology was characterized by Flachsmeyer [6,
Theorem 5.1.4]
Proposition 2.2.5. Let X be a locally compact Hausdorff space. The following are
equivalent:
(a) X is locally compact and second countable;
(b) CldF (X) is a Polish space;
(c) CldF (X) is metrizable;
2.3 Proofs of main results in Chapter 2
In this section, we show our main results in Chapter 2.
Proof of Main Theorem 1. The equivalence between (a) and (b) is Proposition
2.2.2. If X is first-countable, then X is locally compact by Proposition 2.2.1(1). Us-
ing Proposition 2.2.1(3), the condition (b) implies that ↓C(αX) is second-countable.
It follows from Lemma 2.2.4 that αX is metrizable. Hence the condition (c) hold-
s. That is, the implication (b)⇒(c) holds under the assumption that X is first-
countable. By the proposition 2.2.5, the condition (c) implies that CldF (X × I) is
metrizable, hence so is ↓CF (X, I), i.e., (b) holds. Therefore, the implication (c)⇒(b)
holds.
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Proof of Theorem 2.1.1. We may think that every Ys is a subspace of Y . Define
φ : C(Y, I)→∏s∈S C(Ys, I) by
φ(f) = (f |Ys)s∈S for each f ∈ C(Y, I).
Evidently, φ is an injection and its image is
φ(C(Y, I)) =
{
g ∈
∏
s∈S
C(Ys, I)| g(s)(as) = g(s′)(as′) for s, s′ ∈ S
}
.
Now we show that ↓φ :↓CF (Y, I) →
∏
s∈S ↓CF (Ys, I) is an embedding. Let ps :∏
s∈S ↓CF (Ys, I)→↓CF (Ys, I) be the projection.
To show the continuity of ↓φ, it is sufficient to verify that ps◦ ↓φ is continuous for
every s ∈ S. For every open set G in Ys× (0, 1], G \ ({as}× I) is open in Y × (0, 1].
Since as is a non-isolated point in Ys,
(ps◦ ↓φ)−1(G−∩ ↓C(Ys, I)) = (G \ ({as} × I))−∩ ↓CF (Y, I).
For each compact set K in Ys × (0, 1],
(ps◦ ↓φ)−1(K∗∩ ↓C(Ys, I)) = K∗∩ ↓CF (Y, I).
Hence, ps◦ ↓φ :↓CF (Y, I)→↓CF (Ys, I) is continuous for every s ∈ S.
Moreover, for every open set H in Y × (0, 1], if ↓f ∈ H− ↓CF (Y, I), then there
exists s ∈ S such that ↓f |Ys ∈ (H ∩ (Ys × I))−. Hence
↓φ(H−∩ ↓CF (Y, I)) =
⋃
s∈S
(
(H ∩ (Ys × I))− ×
∏
t∈S\{s}
↓CF (Yt, I)
)
∩ ↓φ(↓(CF (Y, I))).
It shows that ↓φ(H−∩ ↓CF (Y, I)) is open in ↓φ(↓(CF (Y, I))). For every compact set
K in Y × (0, 1], there exists a finite subset S0 of S such that K ⊂
⋃
s∈S0 Ys × (0, 1].
Then K ∩ Ys × (0, 1] is compact for every s ∈ S0 and
↓φ(K∗∩ ↓CF (Y, I)) =
( ∏
s∈S0
(K ∩ Ys × (0, 1])∗ ×
∏
s∈S\S0
↓CF (Ys, I)
)
∩ ↓φ(↓CF (Y, I)).
It follows that ↓φ(K∗∩ ↓CF (Y, I)) is open in ↓φ(↓(CF (Y.I))). Since φ is one-to-one,
we have that ↓φ maps every open set in ↓CF (Y, I) to an open set in ↓φ(↓(CF (Y, I))).
Therefore, ↓φ :↓CF (Y, I)→
∏
s∈S ↓CF (Ys, I) is an embedding. 
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Remark 2.3.1. Even for a set S of two points, if as is an isolated point in Ys for some
s, the map ↓φ defined in the above proof must not be continuous. For example,
let Y1 = {1} × ({0} ∪ [1, 2]), Y2 = {2} × I as subspaces of R2. If we think that
a1 = (1, 0), a2 = (2, 0), then p1◦ ↓φ :↓CF (Y, I) →↓CF (Y1, I) is not continuous. In
fact, choose fn ∈ CF (Y, I) such that fn(2, 0) = fn(1, 0) = 0 and fn(x) = 1 for every
x ∈ Y \ ({2} × [0, n−1]). Then ↓fn →↓1 but (p1◦ ↓φ)(↓fn) 6→ (p1◦ ↓φ)(↓1).
Proof of Corollary 2.1.1. Let {Yn : n = 1, 2, · · · } be a family of pair-disjoint locally
compact separable metrizable spaces Yn with a non-isolated point an. Then, by
Theorems 2.1.1 and 2.1.2, the space Y defined in Theorem 2.1.2 is as required. 
Tychonoff Theorem [33, Theorem 2.1.1] was given in 1930.
Proposition 2.3.1. [Tychonoff] The product of any collection of compact topological
spaces is compact.
We defined the evaluation map eX : X → IC(X,I) by eX(x) = (f(x))f∈C(X,I).
From Tychonoff’s Theorem, it follows that the product space IC(X,I) is compact.
Then identifying X with eX(X), we define a compactification βX of X as follows:
βX = clIC(X,I) eX(X),
which is called the Stone-Cˇech compactification.
The Stone-Cˇech compactification βX [33, Theorem 2.1.4] can be characterized
as follows:
Proposition 2.3.2. [Stone-Cˇech] Let X be a Tychonoff space. For any compactifi-
cation γX of X, there exists the (unique) map f : βX → γX such that f |X = idX .
If a compactification β′X has the same property as above, then there exists a home-
omorphism h : βX → β′X such that h|X = idX .
Using Stone-Cˇech compactification, we shall prove the Theorem 2.1.2.
Proof of Theorem 2.1.2. Let βω be the Stone-Cˇech compactification of the discrete
space ω of non-negative integers and q ∈ βω \ ω. Then the subspace X = ω ∪ {q}
of βω satisfies the conditions in Theorem 2.1.3. By Lemma 2.2.1(2), ↓CF (X, I) is
Hausdorff.
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Before showing that ↓CF (X, I) is second-countable but not regular, we verify
that every compact subset of X is finite. In fact, let C be an infinite compact
subset of X. Then q ∈ C. Write C = A ∪ B ∪ {q} such that A and B are disjoint
infinite subsets of ω. Define a continuous map f : ω → {0, 1} as f−1(0) = A. Then
there exists a continuous extension f : X → {0, 1} since X is a subspace of βω. If
f(q) = 0, then B is closed in X and hence is compact. But it is impossible since B
is infinite discrete. If f(q) = 1, then A is closed in X and hence is compact. It is
also impossible since A is also infinite discrete.
New, we define a product space Y =
∏
x∈X Ix, where Ix is a copy of the unit
interval [0, 1] with the usual topology for x ∈ ω and Iq is [0, 1] with the topology
generated by {[0, r) : r ∈ [0, 1] ∩ Q} ∪ {[0, 1]}. Then Y is second-countable. We
may regard ↓C(X, I) ⊂ Y by identifying ↓f with (f(x))x∈X for every f ∈ C(X, I).
To show that ↓CF (X, I) is second-countable, it suffices to verify that ↓CF (X, I)
is the subspace of the space Y . It is easy to see that for each x ∈ X, the map
px :↓CF (Y, I) → Ix defined by px(↓f) = f(x) is continuous. Hence the subspace
topology is coarser than the Fell topology on ↓C(X, I). Conversely, take a compact
set K ⊂ X × (0, 1] and f ∈ C(X, I). Then p(K) is compact in X . Then p(K) is a
finite set in X and ↓f ∩K = ∅ if and only if f(x) < m(x) = min{s : (x, s) ∈ K} for
every x ∈ p(X). Hence we can identify
K∗∩ ↓C(X, I) =
( ∏
x∈p(K)
[0,mx)×
∏
x∈X\p(K)
Ix
)
∩ ↓C(X, I)
is open in the subspace topology of Y . For every open set G in X × (0, 1] and
f ∈ C(X, I), ↓f ∩G 6= ∅ if and only if ↓f ∩G \ ({q}× I) 6= ∅ if and only if f(n) > sn
for some n ∈ p(G) ∩ ω, where sn = inf{s : (n, s) ∈ G}. Hence
G−∩ ↓C(X, I) =
( ⋃
n∈p(G)∩ω
p−1n (sn, 1]
)
∩ ↓C(X, I),
where pn : Y → In is the projection, is open in the subspace topology of Y . There-
fore, ↓CF (X, I) is the subspace of Y .
To show that ↓CF (X, I) is not regular, we consider an open neighborhood U =
({q}× [1
2
, 1])∗∩ ↓C(X, I) of ↓0. For every compact set K in X× (0, 1], p(K) is finite.
2.3. PROOFS OF MAIN RESULTS IN CHAPTER 2 25
Define f ∈ C(X, I) such that f−1(0) = p(K)∩ω and f−1(1) = X \ (p(K)∩ω). Then
↓f ∈ cl↓CF (X,I)(K∗ ∩ ↓CF (X, I)) \ U . In fact, every neighborhood of ↓f in ↓CF (Y, I)
contains the following neighborhood of ↓f :
G = G−1 ∩ · · · ∩G−k ∩G− ∩ C∗ ∩ ↓CF (X, I),
where Gi = {ni}× (si, ti) for 1 ≤ i ≤ k and G = (A∪{q})× (s, t) are open and C is
compact in X × (0, 1]. Then A is an infinite subset of ω and hence we may choose
n0 ∈ A \ p(K ∪ C). Now, define g ∈ C(X, I) as
g(x) =

0 if x ∈ A ∪ {q} \ {ni : 0 ≤ i ≤ k};
1 if x = n0;
f(x) otherwise.
Then it is easy to verify that ↓g ∈ G ∩ K∗. This shows that ↓f ∈ cl↓CF (X,I)(K∗ ∩
↓CF (X, I)). Because f(q) = 1, we have ↓f 6∈ U . Hence, cl↓CF (X,I)(K∗∩ ↓C(X, I)) 6⊂ U
for any compact K in X × (0, 1]. Note that the family of all of such K∗ ∩↓CF (X, I)
is a neighborhood base at ↓0 in ↓CF (X, I). Therefore, ↓CF (X, I) is not regular. 
We need an example in [20, Problem 5.M] to show our Theorem 2.1.3.
Example 2.3.1. We show there exist separable Hansdorff compact spaces with a
countable pi-base which are not metrizable. The first example is well-known βω.
The second example is the Helly space H. Let
H = {f ∈ II |f : I→ I is increasing functions}.
As a subspace of the product space II, H is as required.
If f ∈ II \ H, it is not nondecreasing. Thus there are pints x, y ∈ I such that
x < y but f(x) > f(y). If  < 1
2
[f(x)−f(y)], then B(f(x), )×B(f(y), )×∏x,y /∈I I
is a neighborhood of f . Because the neighborhood of f is disjoint from H, H is a
closed subspaces of the compact set II, so H is a compact Hausdorff space.
Let
Ai = { a
2i
|a ∈ [0, 2i] ∩ N}.
then {Ai}i∈N is an increasing nested sequence of finite subsets of I and
⋃
i∈N{Ai} is
dense in I.
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Let
Yi = {f : I→ I is a map |f(Ai) ⊂ Q ∩ I and it is linear bewteen Ai}.
Each Yi is contable, so is
⋃
Yi. Furthermore, Y is dense in X, so X is separable.
For every f ∈ H, let D be the set of all discontinuous points of f . Choose a
countable dense set A in I \ D. Then B = D ∪ A is countable. For every finite
subset F of B and r ∈ Q, define
U(F, r) = {g ∈ H | |g(x)− f(x)| < r for every x ∈ F}.
Then is not hard to verify that {U(F, r) |F ∈ Fin(B), r ∈ Q} is a countable neigh-
borhood base at f . Hence, H is first countable.
Evidently, a first countable separable space has a countable pi-base.
The collections of functions fx defined by
fx(t) =

0 if t < x;
1
2
if t = x;
1 if t > x; .
is an uncountable discrete subset of H. Thus, this subspace is not second countable,
and so is H; furthermore, since H is separable, it is not metrizable.
Proof of Theorem 2.1.3. Choose a compact Hausdorff non-metrizable space X sat-
isfying (c) in Lemma 2.2.2, for example, βω or Helly space. Then, by Lemma
2.2.2, ↓CF (X, I) is separable and first-countable. By [24](cf. [6, Proposition 5.1.2]),
CldF (X × I) = CldV (X × I) is Tychonoff and hence so is ↓CF (X, I). Since X is
compact and non-metrizable, ↓CF (X, I) is not second-countable because of Lemma
2.2.4. According to Proposition 2.2.2, if ↓CF (X, I) is metrizable, then ↓CF (X, I) is
separable metrizable, hence second-countable. Therefore, ↓CF (X, I) is not metriz-
able. 
Proof of Theorem 2.1.4. Assume that ↓CF (X, I) is metrizable, which means that
↓CF (X, I) is separable metrizable by Lemma 2.2.2. Then ↓CF (X, I) is second-
countable. By Lemma 2.2.1(2), there exists a dense open set U in X such that U
is locally compact. To complete the proof, it remains to verify that U is separable
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metrizable. By Lemma 2.2.2, there exists a countable family C = {C1, C2, · · · }
of compact sets in X such that every compact set in X is contained in some Cn.
For each n, let Un = int(U ∩ Cn). Then, clUn is compact because clUn ⊂ Cn.
By Lemma 2.2.3, there exists a continuous open surjection from ↓CF (X, I) onto
↓CF (clUn, I). Therefore, ↓CF (clUn, I) is second-countable, hence clUn is compact
and metrizable by Lemma 2.2.4. Thus every Un is also separable metrizable, hence
it is second-countable. Moreover, for every x ∈ U , there exists an open set V such
that x ∈ V , clV is compact and clV ⊂ U . Hence there exists n such that clV ⊂ Cn.
Then, x ∈ V ⊂ int(U ∩ Cn) = Un. It follows that U =
⋃∞
n=1 Un. Therefore, U is
second-countable, hence it is separable metrizable.
As mentioned in proof of Theorem 2.1.3, βω is a compact space and ↓CF (βω, I)
is not metrizable but ω is a dense, locally compact, open and separable metrizable
subspace of βω. Namely, the converse is not true.
Remark 2.3.2. The referee of my paper “ Metrization of function spaces with the
Fell topology” [51] pointed out that McCoy and Ntantu [23] obtained analogous
results in 1992. For example, Theorem 4.12 in [23] is similar to our Main Theorem
1. Our Theorem 2.1.4 for ↓CF (X, I) is true for ↑CF (X,R) using Theorems 3.5, 3.7,
4.11 and Example 3.3 in [23] , where ↑CF (X,R) is the subspace of CldF (X × R)
consisting of the epigraphs
↑f = {(x, s) ∈ X × R| f(x) ≤ s} ∈ Cld(X × R),
of all f ∈ C(X,R). However our arguments are quite different from their arguments
in [23] .
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Chapter 3
Homeomorphisms of Function
Spaces
3.1 Metric chosen on a dendrite
The following lemma can be easily proved.
Lemma 3.1.1. Let A, A′, B and B′ be closed sets in a compact metric space X =
(X, d). Then
dH(A ∪B,A′ ∪B′) ≤ max{dH(A,A′), dH(B,B′)}.
For a metric space X = (X, d), the metric d is said to be convex if for each
pair of points x and y in X, there exists a mid point z ∈ X between x and y, i.e.,
d(x, z) = d(y, z) = d(x, y)/2. As is easily observed, when the metric d is convex and
complete, there exists an arc from x to y isometric to the segment [0, d(x, y)]. It is
well known that every Peano continuum admits a convex metric [9], [30], and hence
every dendrite does so. The unique arcs in a dendrite have the following property
with respect to the convex metric [21].
Lemma 3.1.2. Let Y = (Y, d) be a dendrite with a convex metric. Then there
exists a map γ : Y 2 × I → Y such that for any distinct points x, y ∈ Y , the map
γx,y = γ(x, y, ∗) : I 3 t 7→ γ(x, y, t) ∈ Y is an arc from x to y and the following
holds:
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(†) For each xi, yi ∈ Y , i = 1, 2, d(γx1,y1(t), γx2,y2(t)) ≤ max{d(x1, x2), d(y1, y2)}
for all t ∈ I.
From now on, we consider any dendrite Y has an admissible convex metric dY and
a distinguished end point 0 ∈ Y . For simplicity, we write ↓C(X, Y ) =↓0 CF (X, Y ) =
↓0 CV (X, Y ), when X is compact space in this capter.
3.2 The closure of ↓C(X, Y ) in Cld(X×Y ) is an AR
This section is devoted to proving the following theorem:
Theorem 3.2.1. For every compact metrizable space X without isolated points and
every dendrite Y , the space ↓C(X, Y ) is an AR.
For each A ∈ CldF (X × Y ), we define a set-valued function A : X → Cld∗F (Y )
as follows:
A(x) = {y ∈ Y | (x, y) ∈ A} ∈ Cld∗F (Y ),
where Cld∗F (Y ) = CldF (Y ) ∪ {∅}.
Remark 3.2.1. The space ↓v CF (X, Y ) has a cluster point in CldF (X × Y ) which
is not the hypo-graph of any map from X to Y . For example, let X = I, Y =
{0} × I ∪ [−1, 1]× {1} a triod and v = (0, 0) ∈ Y . Define a closed set A in X × Y
as follows:
A = I× {0} × I ∪ {0} × [−1, 1]× {1} ∪ {(x, t sin(pi/x), 1) | x ∈ (0, 1], t ∈ I}.
For each n ∈ N, let fn : X → [−1, 1]× {1} ⊂ Y be the map defined by
fn(x) =
 (sin(pi/x), 1) if x ≥ 1/2n,(0, 1) if x ≤ 1/2n.
Then observe that
↓vfn = I× {0} × I ∪ {(x, t sin(pi/x), 1) | x ∈ [1/2n, 1], t ∈ I}
and the sequence (↓vfn)n∈N converges to A in CldF (X × I). However, the set A is
not the hypo-graph of any map from X to Y .
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Tieze Extension Theorem [33, Theorem 2.2.2] is well known.
Proposition 3.2.1. [Tieze Extension Theorem] Let A be a closed set in a normal
space X. Then, every map f : A→ I extends over X.
As a corollary, we have Urysohn’s Lemma [33, Corollary 2.2.3]:
Proposition 3.2.2. [Urysohn map] For each disjoint pair of closed sets A and B
in normal space X, there exists a map f : X → I such that A ⊂ f−1(0) and
B ⊂ f−1(1).
Using the Urysohn map, we can prove the following lemma.
Lemma 3.2.1. Let X = (X, dX) be a compact metric space without isolated points
and Y = (Y, dY ) a dendrite. Then
↓C(X, Y ) = {A ∈ CldF (X×Y ) | A(x) 6= ∅ for all x ∈ X and y ∈ A(x)⇒ [0, y] ⊂ A(x)}.
Proof. For convenience sake, let F be the set of the right side of the above equality.
Then observe that ↓C(X, Y ) ⊂ F .
First, we prove that F is closed in CldF (X×Y ). Let A be the limit of a sequence
(An)n∈N in F . We shall show that A(x) 6= ∅ for every x ∈ X. For n ∈ N, we can
take yn ∈ An(x) 6= ∅. Because of the compactness of Y , we can assume that (yn)n∈N
converges to some y ∈ Y . Since ρH(An, A)→ 0 as n→∞ and
dist({(x, y)}, An) ≤ ρ((x, y), (x, yn)) = dY (y, yn)→ 0 as n→∞,
it follows that (x, y) ∈ A. Hence A(x) 6= ∅. To show that [0, y] ⊂ A(x) for each
y ∈ A(x), take any z ∈ [0, y]. Since (x, y) ∈ A, we can choose (xn, yn) ∈ An,
n ∈ N, so that (xn, yn)→ (x, y) as n→∞. Accoding to Lemma 3.1.2, we can find
zn ∈ [0, yn], n ∈ N, such that dY (z, zn) ≤ dY (y, yn). Since yn → y as n → ∞, we
have zn → z as n → ∞. Then zn ∈ [0, yn] ⊂ An(xn), so (xn, zn) ∈ An for every
n ∈ N. Because (xn, zn)→ (x, z) as n→∞, it follows that (x, z) ∈ A, so z ∈ A(x).
Thus we have [0, y] ⊂ A(x). Consequently, A ∈ F , so F is closed in CldF (X × Y ).
Next, we will show that ↓C(X, Y ) is dense in F . For each  > 0 and A ∈ F ,
because of the compactness of A, A has finite points (xi, yi), i = 1, · · · , n, such that
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A ⊂ ⋃ni=1B((xi, yi), /2), where we can take xi 6= xj if i 6= j because X has no
isolated points. Let A0 =
⋃n
i=1{xi} × [0, yi] ⊂ A. Then A ⊂ N(A0, /2), which
implies that ρH(A0, A) < /2. Let δ = min{, dX(xi, xj) | i 6= j}/3 > 0. Note that
B(xi, δ) ∩ B(xj, δ) = ∅ for every i 6= j. X is compact metric space. Hence using
Urysohn maps, we can construct a map f : X → Y such that f(X \⋃ni=1 B(xi, δ)) =
{0}, f(B(xi, δ)) ⊂ [0, yi] and f(xi) = yi for each i = 1, · · · , n. Then ρH(↓f, A0) <
δ ≤ /3. It follows that
ρH(↓f, A) ≤ ρH(↓f, A0) + ρH(A0, A) ≤ /3 + /2 < .
Therefore ↓C(X × Y ) is dense in F . 
Let X = (X, dX) be a compact metric space Y = (Y, dY ) a dendrite. We define
r : Y × I → Y by r(y, t) = γ(0, y, t) for each y ∈ Y and t ∈ I, where γ is the map
as in Lemma 3.1.2. Note that r0(Y ) = {0} and r1 = idY . Using this map r, we can
define the homotopy r : ↓C(X, Y )× I→ ↓C(X, Y ) as follows:
r(A, t) = (idX ×rt)(A) = {(x, rt(y)) | (x, y) ∈ A}.
Then r0(↓C(X, Y )) = X × {0} and r1 = id↓C(X,Y ). We shall verify the uniform
continuity of r. Take any  > 0. According to Lemma 3.1.2, the map r is uniform
continuous. Hence we can choose  > δ > 0 so that for each y, y′ ∈ Y and t, t′ ∈ I, if
dY (y, y
′) < δ and |t−t′| < δ, then dY (r(y, t), r(y′, t′)) < . Now, let A,A′ ∈ ↓C(X, Y )
and t, t′ ∈ I such that ρH(A,A′) < δ and |t− t′| < δ. For each (x, z) ∈ rt(A), there
is a point y ∈ A(x) such that z = rt(y). Since dist({(x, y)}, A′) < δ, we can find
(x′, y′) ∈ A′ such that ρ((x, y), (x′, y′)) < δ, which means that dX(x, x′) < δ and
dY (y, y
′) < δ. Let z′ = rt′(y′) ⊂ A′(x′). Then (x′, z′) ∈ rt′(A′) and dY (z, z′) =
dY (rt(y), rt′(y
′)) < , and hence ρ((x, z), (x′, z′)) = max{dX(x, x′), dY (z, z′)} < .
Thus we have dist({(x, z)}, rt′(A′)) < . By the same argument, we can show that
dist({(x′, z′)}, rt(A)) <  for each (x′, z′) ∈ rt′(A′). Therefore ρH(rt(A), rt′(A)) <
. Consequently, the map r is uniformly continuous. Then r is a contraction of
↓C(X, Y ).
We show the uniformly local path-connectedness of ↓C(X, Y ) as follows:
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Lemma 3.2.2. For each compact metric space X = (X, dX) and each dendrite
Y = (Y, dY ), the space ↓C(X, Y ) is uniformly locally path-connected with respect to
ρH .
Proof. Let  > 0 and A,A′ ∈ ↓C(X, Y ) such that ρH(A,A′) < /2. We define a path
h : I→ ↓C(X, Y ) from A to A∪A′ by h(t) = A∪ rt(A′). The continuity of h follows
from the one of r and Lemma 3.1.1. In fact,
ρH(h(t), h(t
′)) = ρH(A ∪ rt(A′), A ∪ rt′(A′)) ≤ ρH(rt(A′), rt′(A′)).
Moreover, A ⊂ h(t), h(t′) ⊂ A ∪ A′, and hence
ρH(h(t), h(t
′)) ≤ ρH(A,A ∪ A′) = ρH(A,A′) < /2.
It follows that diamh(I) ≤ ρH(A,A′) < /2. Consequently, A is connected with
A ∪ A′ by an /2-path. Similarly, A′ is connected with A ∪ A′ by an /2-path.
Therefore A and A′ are connected by an -path. Thus the proof is complete. 
Based on the following Proposition 3.2.3 [26, Theorem 5.3.14] and Proposition
3.2.4 [26, Proposition 5.3.6], we shall prove Theorem 3.2.1.
Proposition 3.2.3. [Wojdys lawski] Let X be a compact space. The following
statements are equivalent:
(a) X is a Peano continuum;
(b) CldF (X) is a Peano continuum;
(c) CldF (X) is an AR;
Proposition 3.2.4. Let X be a compact space. Then the union-operator⋃
: CldF (CldF (X))→ CldF (X)
is continuous.
Proof of Theorem 3.2.1. By Lemma 3.2.2, ↓C(X, Y ) is a Peano continuum. Then,
according to the Proposition 3.2.3, we have CldF (↓C(X, Y )) is an AR. Identifying
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A ∈ CldF (X × Y ) with {A} ∈ CldF (CldF (X × Y )), we can regard CldF (X × Y ) ⊂
CldF (CldF (X × Y )). Then the union operator⋃
: CldF (CldF (X × Y )) 3 A 7→
⋃
A ∈ CldF (X, Y )
is a retraction, see Proposition 3.2.4. As is easily observed due to Lemma 3.2.1, the
image
⋃
(CldF (↓C(X, Y ))) = ↓C(X, Y ). It follows that ↓C(X, Y ) is a retract of the
AR CldF (↓C(X, Y )). Therefore ↓C(X, Y ) is an AR. 
3.3 The homotopy denseness of ↓C(X, Y ) in ↓C(X, Y )
A subset A of a space X is said to be homotopy dense in X if there exists a homotopy
h : X × I→ X such that h0 = idX and ht(X) ⊂ A for every t > 0. In this section,
we will prove the following theorem:
Theorem 3.3.1. Let X = (X, dX) be a compact metric space without isolated points
and Y = (Y, dY ) a dendrite. Then ↓C(X, Y ) is homotopy dense in ↓C(X, Y ).
In general setting, we can restate Lemma 3 of [34], refer to Corollary 4 of [32]
and Lemma 4.2 of [21], as follows:
Lemma 3.3.1. Let X = (X, d) be a compact metric space and Z be a dense subset
of X that has the following property:
(hd) There exists α > 0 such that for any locally finite countable simplicial com-
plex K, each map f : K(0) → Z extends to a map f : |K| → Z such that
diam f(σ) ≤ α diam f(σ(0)) for every σ ∈ K.
Then Z is homotopy dense in X.
Proof of Theorem 3.3.1. We only need to verify condition (hd) with respect to α =
10 in Lemma 3.3.1. Let K be a locally finite countable simplicial complex and
f : K(0) →↓C(X, Y ). We shall construct a map f : |K| →↓C(X, Y ) such that
the restriction f |K(0) = f and diam f(σ) ≤ 10 diam f(σ(0)) for every σ ∈ K. For
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simplicity, let σ = diam f(σ
(0)) ≥ 0 for each σ ∈ K \ K(0). Let K0 be the full
subcomplex of K such that
K
(0)
0 = {v ∈ K(0) | f(St(v,K)(0)) is a singleton},
where St(v,K) is the star at v in K. Note that f(σ(0)) is a singleton if σ ∈ K and
σ ∩ |K0| 6= ∅. We define K1 = {σ ∈ K | σ ∩ |K0| = ∅}. For every v ∈ K(0)1 , since
diam f(St(v,K)(0)) > 0, we can define
v = min{σ | σ ∈ St(v,K), σ > 0} > 0.
Let f0 : |K0| →↓C(X, Y ) be the map such that f0(σ) = f(σ(0)) for each σ ∈ K0.
Since K is locally finite and X has no isolated points, we can choose a finite sets
Av ⊂ X and δv > 0, v ∈ K(0)1 , so that
(1) ρH(f(v)|Av , f(v)) < σ,
(2) B(a, δv)∩B(a′, δv′) = ∅ if v 6= v′ ∈ K(0)1 , v and v′ are contained in some σ ∈ K,
a ∈ Av, and a′ ∈ Av′ ,
(3) B(a, δv) ∩B(a′, δv) = ∅ if a 6= a′ ∈ Av and v ∈ K(0)1 ,
where f(v)|Av =
⋃
a∈Av{a} × [0, f(v)(a)]. First, we will construct a map f1 :
|K1| →↓C(X, Y ) such that ρH(f1(v), f(v)) < v for each v ∈ K(0)1 and diam f1(σ) <
7σ for each σ ∈ K1. For every v ∈ K(0)1 , we define f1(v) ∈↓C(X, Y ) as follows:
f1(v)(x) =
 r(f(v)(x)× {(δv − dist({x}, Av))/δv}) if dist({x}, Av) ≤ δv,{0} if dist({x}, Av) ≥ δv.
Since f(v)|Av ⊂ f1(v) ⊂ f(v), it follows that ρH(f(v), f1(v)) ≤ ρH(f(v)|Av , f(v)) <
εv. Denote the barycenter of σ ∈ K1 by σˆ. For σ ∈ K1, let
f1(σˆ) =
⋃
v∈σ(0)
f1(v) ∈↓C(X, Y ).
For each z ∈ σ, there exist faces σ0 ≺ σ1 ≺ · · · ≺ σn ≺ σ of σ such that z =∑n
i=0 tiσˆi, where
∑n
i=0 ti = 1 and ti > 0. Then we can define
f1(z) =
n⋃
i=0
r
(
f1(σˆi),
n∑
i=j
tj
)
∈↓C(X, Y ).
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For each σ ∈ K1 and v ∈ σ(0), the continuity of f1|St(v,SdK)∩σ follows from the
ones of both the map r and the union operator on CldF (X × Y ), where SdK is
the barycentric subdivision of K. Since K1 is locally finite, it follows that f1 is
continuous. Thus we have a map f1 : |K1| →↓C(X, Y ). For each σ ∈ K1, let
v ∈ σ(0) and z ∈ | St(v, SdK)| ∩ σ. By the definition of f1, we have
f1(v) ⊂ f1(z) ⊂ f1(σˆ) =
⋃
v′∈σ(0)
f(v′).
Then it follows that
ρH(f1(z), f1(v)) ≤ ρH
(
f1(v),
⋃
v′∈σ(0)
f(v′)
)
≤ ρH(f1(v), f(v)) + ρH
(
f(v),
⋃
v′∈σ(0)
f(v′)
)
≤ ρH(f1(v), f(v)) + max{ρH(f(v), f(v′)) | v′ ∈ σ(0)}
≤ ρH(f1(v), f(v)) + diam f(σ(0)) ≤ v + σ ≤ 2σ.
For each z, z′ ∈ σ ∈ K1, we can choose vertices v, v′ ∈ σ(0) such that z ∈ | St(v, SdK)|
and z′ ∈ | St(v′), SdK|. Then we have
ρH(f1(z), f1(z
′)) ≤ ρH(f1(z), f1(v)) + ρH(f1(v), f(v)) + ρH(f(v), f(v′))
+ ρH(f(v
′), f1(v′)) + ρH(f1(v′), f1(z′))
< 2σ + v + σ + v′ + 2σ ≤ 7σ.
Consequently, diam f1(σ) < 7σ for each σ ∈ K1.
Next, we construct a map f∗ : |K| ∪K(0)× I→↓C(X, Y ), where |K| is identified
with |K| × {0} ⊂ |K| × I. Let f∗||K0| = f0 and f∗||K1| = f1. For each z ∈ |K| \
|K0 ∪K1|, there exits σ0 ∈ K0 and σ1 ∈ K1 such that z is contained in the join of
σ0 and σ1, and hence z can be uniquely written as follows: z = tz0 + (1 − t)z1 for
some z0 ∈ σ0, z1 ∈ σ1 and t ∈ I. Then we can define
f∗(z) = r(f0(z0), t) ∪ f1(z1) ∈↓C(X, Y ).
Observe that f∗(z0) = f0(z0) and f∗(z1) = f1(z1). For each (v, t) ∈ K(0) × I, we
define
f∗(v, t) = r(f(v), t) ∪ f1(v),
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where f∗(v, 0) = f1(v) and f∗(v, 1) = f(v).
Thirdly, we can obtain a map g : |K| → |K| ∪K(0) × I so that g(v) = (v, 1) for
each v ∈ K(0) and g(σ) = σ ∪ σ(0) × I for each σ ∈ K \K(0). In fact, let v ∈ K(0)
and z =
∑n
i=0 tiσˆi ∈ | St(v, SdK)|, where σ0 ≺ σ1 ≺ · · · ≺ σn ∈ K,
∑n
i=0 ti = 1 and
ti ≥ 0. We define
g(z) =
 (1− 2t0)z + 2t0v if t0 ≤ 1/2,(v, 2t0 − 1) if t0 ≥ 1/2.
Now, the desired map f : |K| →↓C(X, Y ) can be defined by f = f∗g. As is
easily observed, f |K(0) = f . We will show that diam f(σ) ≤ 10σ for every σ ∈ K.
When σ ∈ K0, we have diam f(σ) = diam f(σ(0)) = 0. For each σ ∈ K1, since
f(σ) = f1(σ) ∪ f∗(σ(0) × I), it follows that
diam f(σ) ≤ diam f1(σ) + diam f∗(σ(0) × I)
≤ diam f1(σ) + diam f(σ(0)) + 2 max{ρH(f1(v), f(v)) | v ∈ σ(0)}
< 7σ + σ + 2σ = 10σ.
When σ ∈ K \ (K0 ∪K1), we can take σ0 ∈ K0 and σ1 ∈ K1 so that σ is the join
of σ0 and σ1. Since σ ∈ St(v0, K) for any v0 ∈ σ(0)0 ⊂ K(0)0 , f(σ(0)) is a singleton.
For each z = tz0 + (1 − t)z1 ∈ σ, where z0 ∈ σ0, z1 ∈ σ1 and 0 ≤ t ≤ 1, choose
v ∈ σ(0)1 such that z1 ∈ | St(v, SdK)|. Then f(σ(0)) = {f(v)}, f1(v) ⊂ f1(z1) ⊂ f(v)
and f∗(z) = r(f0(z0), t) ∪ f1(z1) ⊂ f(v). Hence we get
dist(f∗(z), f(σ(0))) = ρH(f∗(z), f(v)) ≤ ρH(f1(v), f(v)) < v ≤ σ.
Therefore for each z, z′ ∈ σ,
ρH(f∗(z), f∗(z′)) ≤ dist(f∗(z), f(σ(0)))+dist(f(σ(0)), f∗(z′))+diam f(σ(0)) < σ+σ = 2σ.
Consequently, diam f∗(σ) ≤ 2σ. Since
diam f∗(σ(0) × I) ≤ diam f(σ(0)) + max{ρH(f(v), f1(v)) | v ∈ σ(0)1 } ≤ σ1 ≤ σ,
it follows that
diam f(σ) ≤ diam f∗(σ) + diam f∗(σ(0) × I) ≤ 2σ + σ = 3σ.
Thus the proof is complete. 
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3.4 The disjoint cells property of ↓C(X, Y )
Using the following Proposition [33, Theorem 2.7.6], we prove the Lemma 3.4.1.
Proposition 3.4.1. Let g, h : X → R be real-valued functions on a paracompact
space X such that h is lower semi-continuous, g is upper semi-continuous and g(x) <
h(x) for each x ∈ X. Then, there exists a map f : X → R such that g(x) < f(x) <
h(x) for each x ∈ X. Moreover, given a map f0 : A → R of a closed set A in X
such that g(x) < f0(x) < h(x) for each x ∈ A, the map f can be an extension of f0.
The following lemma will play the important role for the rest of this paper.
Lemma 3.4.1. Let X = (X, dX) be a compact metric space and Y = (Y, dY ) a
dendrite. Suppose that Z = (Z, dZ) is a metric space, φ : Z →↓C(X, Y ) is a map,
and a ∈ X is a non-isolated point. Then for each map  : Z → (0, 1), there exist
maps ψ : Z →↓C(X, Y ) and δ : Z → (0, 1) such that for each z ∈ Z,
(a) ρH(φ(z), ψ(z)) < (z),
(b) ψ(z)(B(a, δ(z))) = {0}.
Proof. For each z ∈ Z, let ξ(z) = sup{η > 0 | ρH(φ(z), φ(z)|X\B(a,η)) < (z)}.
Since a is not isolated and φ(z) ∈↓C(X, Y ), we have ξ(z) > 0. We shall prove
ξ : Z → (0,∞) is a lower semi-continuous function. Fix any z ∈ Z and η ∈ (0, ξ(z)).
From the definition of ξ(z),
(?) ρH(φ(z), φ(z)|X\B(a,ξ(z)−η/2)) < (n− 1)(z)/n for some n ∈ N.
Let t = min{η/2, (z)/3n}. Since φ and  are continuous, there exists s > 0 such
that if dZ(z, z
′) < s, then ρH(φ(z), φ(z′)) < t and |(z)− (z′)| < (z)/3n. We shall
show that for every z′ ∈ Z with dZ(z, z′) < s, ξ(z′) ≥ ξ(z) − η. Take any (x, y) ∈
φ(z′)|B(a,ξ(z)−η). Since ρH(φ(z), φ(z′)) < t, we can choose (x′, y′) ∈ φ(z) so that
ρ((x, y), (x′, y′)) < t ≤ η/2. Then dX(x, x′) < η/2, that is, (x′, y′) ∈ φ(z)|B(a,ξ(z)−η/2).
Due to (?), there exists (x′′, y′′) ∈ φ(z)|X\B(a,ξ(z)−η/2) such that ρ((x′, y′), (x′′, y′′)) <
(n − 1)(z)/n. Since ρH(φ(z), φ(z′)) < t, we can find a point (x′′′, y′′′) ∈ φ(z′) such
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that ρ((x′′, y′′), (x′′′, y′′′)) < t ≤ η/2, which implies that x′′′ ∈ X \ B(a, ξ(z) − η).
Then it follows that
ρ((x, y), (x′′′, y′′′)) ≤ ρ((x, y), (x′, y′)) + ρ((x′, y′), (x′′, y′′)) + ρ((x′′, y′′), (x′′′, y′′′))
< t+ (n− 1)(z)/n+ t ≤ (2/3n+ (n− 1)/n)(z)
= (z)− (z)/3n < (z′).
Thus ξ is lower semi-continuous.
By Proposition 3.4.1, we can obtain a map δ : Z → (0, 1) so that δ(z) < ξ(z)/2
for each z ∈ Z. Now, we can define the desired map ψ : Z →↓C(X, Y ) as follows:
ψ(z) = φ(z)|X\B(a,2δ(z)) ∪B(a, δ(z))× {0}
∪ {(x, y) ∈ X × Y | δ(z) ≤ dX(x, a) ≤ 2δ(z),
y ∈ [0, r(maxφ(z)(x), dX(x, a)/δ(z)− 1)]}.
Remark that φ(z) ∈↓C(X, Y ) is the hypo-graph of the map X 3 x 7→ maxφ(z)(x) ∈
Y . By the definition of ψ, it is easy to show that ψ satisfies conditions (a) and (b).
Claim. The function ψ is continuous.
For every z ∈ Z and  > 0, by Lemma 3.1.2, there exists δ1 > 0 such that δ1 < 1/2
and
dY (y, y1) < δ1 and |t− t1| < δ1 ⇒ dY (r(y, t), r(y1, t1)) < .
Take δ2 > 0 such that δ2 ≤ δ1/2 and δ2 diamY < . We can choose δ3 > 0 so that
δ3 < δ(z) and
a, b ∈ [δ(z)/2, 5δ(z)/2] and |a− b| < δ3 ⇒ |b/a− 1| < δ2.
Since φ and δ are continuous, there exists a neighborhood U of z such that for each
z′ ∈ U , ρH(φ(z), φ(z′)) < min{, δ(z)δ1/2, δ3/4}, |1/δ(z)− 1/δ(z′)| < 2δ1/9δ(z) and
|δ(z)− δ(z′)| < δ3/8. We shall verify that ρH(ψ(z), ψ(z′)) <  for each z′ ∈ U . Take
any (x, y) ∈ ψ(z). It is sufficient to show that (x, y) ∈ N(ψ(z′), ).
Case I. dX(x, a) ≤ δ(z)
Then we have y = 0. So (x, y) = (x,0) ∈ ψ(z′).
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Case II. δ(z) < dX(x, a) < δ(z) + δ3
Then |dX(x, a)/δ(z)− 1| < δ2, so
dY (0, y) ≤ dY (0, r(maxφ(z)(x), dX(x, a)/δ(z)− 1))
= (dX(x, a)/δ(z)− 1)dY (0,maxφ(z)(x))
< δ2 diamY < .
Therefore ρ((x, y), (x,0)) = dY (0, y) < .
Case III. dX(x, a) ≥ δ(z) + δ3
Since ρH(φ(z), φ(z
′)) < min{, δ(z)δ1/2, δ3/4}, there exists a point (x1, y1) ∈ φ(z′)
such that
ρ((x,maxφ(z)(x)), (x1, y1)) < min{, δ(z)δ1/2, δ3/4}.
Then we have
dX(x, x1) ≤ ρ((x,maxφ(z)(x)), (x1, y1)) < min{, δ(z)δ1/2, δ3/4}.
Moreover, |δ(z)− δ(z′)| < δ3/8, and hence
dX(x1, a)
≥dX(x, a)− dX(x, x1)
>δ(z) + δ3 − δ3/4
>δ(z′)− δ3/8 + δ3 − δ3/4
>δ(z′).
If dX(x1, a) ≥ 2δ(z′), we get (x1, y1) ∈ ψ(z′). Since y ∈ [0,maxφ(z)(x)], by Lem-
ma 3.1.2, we can find y2 ∈ [0, y1] such that dY (y, y2) ≤ dY (maxφ(z)(x), y1) < . It
follows that (x1, y2) ∈ ψ(z′) and
ρ((x, y), (x1, y2)) = max{dX(x, x1), dY (y, y2)} < .
Now, we need only to consider the case that δ(z′) < dX(x1, a) < 2δ(z′). Let
y3 = r(y1, dX(x1, a)/δ(z
′)− 1). Then y3 ∈ [0, r(maxφ(z′)(x1), dX(x1, a)/δ(z′)− 1)],
so (x1, y3) ∈ ψ(z′).
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Case III-i. δ(z) + δ3 ≤ dX(x, a) < 2δ(z).
Then we have
|dX(x, a)/δ(z)− 1− (dX(x1, a)/δ(z′)− 1)|
≤ |1/δ(z)− 1/δ(z′)|dX(x1, a) + |dX(x, a)− dX(x1, a)|/δ(z)
≤ |1/δ(z)− 1/δ(z′)|(dX(x, x1) + dX(x, a)) + dX(x, x1)/δ(z)
< 2δ1(δ(z)/4 + 2δ(z))/9δ(z) + δ(z)δ1/2δ(z)
= δ1/2 + δ1/2 = δ1.
On the other hand, we get
dY (maxφ(z)(x), y1) ≤ ρ((x,maxφ(z)(x)), (x1, y1)) < δ(z)δ1/2 < δ1.
It follows that
dY (r(maxφ(z)(x), dX(x, a)/δ(z)− 1), y3)
= dY (r(maxφ(z)(x), dX(x, a)/δ(z)− 1), r(y1, dX(x1, a)/δ(z′)− 1))
< .
Using Lemma 3.1.2, we can choose y4 ∈ [0, y3] so that
dY (y, y4) ≤ dY (r(maxφ(z)(x), dX(x, a)/δ(z)− 1), y3) < .
Then (x1, y4) ∈ ψ(z′) and ρ((x, y), (x1, y4)) = max{dX(x, x1), dY (y, y4)} < .
Case III-ii. 2δ(z) ≤ dX(x, a) < 2δ(z) + δ3/2.
It follows that
|2δ(z′)− dX(x1, a)|
≤|2δ(z′)− 2δ(z)|+ |2δ(z)− dX(x, a)|+ |dX(x, a)− dX(x1, a)|
<δ3/4 + δ3/2 + δ3/4
=δ3.
Therefore we have
|1− (dX(x1, a)/δ(z′)− 1)| = |2− dX(x1, a)/δ(z′)| < 2δ2 < δ1.
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Observe that
dY (maxψ(z)(x), y3)
=dY (maxφ(z)(x), y3)
=dY (r(maxφ(z)(x), 1), r(y1, dX(x1, a)/δ(z
′)− 1))
<.
Due to Lemma 3.1.2, there exists y5 ∈ [0, y3] such that dY (y, y5) ≤ dY (maxψ(z)(x), y3)
< . Then (x1, y5) ∈ ψ(z′) and ρ((x, y), (x1, y5)) = max{dX(x, x1), dY (y, y5)} < .
Case III-iii. dX(x, a) ≥ 2δ(z) + δ3/2.
Note that
dX(x1, a)
≥dX(x, a)− dX(x, x1)
≥2δ(z) + δ3/2− δ3/4
>2δ(z′)− δ3/4 + δ3/2− δ3/4
=2δ(z′),
which is a contradiction.
Consequently, (x, y) ∈ N(ψ(z′), ). Similarly, ψ(z′) ⊂ N(ψ(z), ). Thus ρH(ψ(z),
ψ(z′)) < , and hence ψ is continuous. 
A spaceX has the disjoint cells property provided that for any maps f, g : Q→ X
of the Hilbert cube and open cover U of X, there exist maps f ′, g′ : Q → X such
that f ′ and g′ are U -close to f and g, respectively, and f ′(Q) ∩ g′(Q) = ∅.
Proposition 3.4.2. Let X = (X, dX) be a compact metric space without isolated
points and Y = (Y, dY ) a dendrite. Then ↓C(X, Y ) has the disjoint cells property.
Proof. Let f, g : Q→ ↓C(X, Y ) be maps and 0 <  < diamY . Since ↓C(X, Y ) is ho-
motopy dense in ↓C(X, Y ) by Theorem 3.3.1, we can obtain maps f ′ : Q→↓C(X, Y )
that is -close to f , and g′ : Q→↓C(X, Y ) that is /3-close to g. Take a non-isolated
point x0 ∈ X. Using Lemma 3.4.1, we can find a map g′′ : Q→↓C(X, Y ) such that g′′
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is /3-close to g′ and g′′(z)(x0) = {0} for all z ∈ Q. Define a map g′′′ : Q→ ↓C(X, Y )
as follows:
g′′′(z) = r(g′′(z), 1− /(3 diamY )) ∪ {x0} ×B(0, /3).
Then ρH(g(z), g
′′′(z)) <  and g′′′(z) /∈↓C(X, Y ) for each z ∈ Q. Indeed, since
r(g′′(z), 1− /(3 diamY )) ⊂ g′′′(z) ⊂ g′′(z) ∪ {x0} ×B(0, /3),
it follows that
ρH(g
′′(z), g′′′(z))
≤ρH(g′′(z) ∪ {x0} ×B(0, /3), r(g′′(z), 1− /(3 diamY )))
≤ sup{dY (y, r(y, 1− /(3 diamY ))), /3 | y ∈ Y } ≤ /3.
Therefore g′′′ is /3-close to g′′, so it is -close to g. Moreover, we have
r(g′′(z), 1− /(3 diamY ))(x0)
=r(g′′(z)(x0)× {1− /(3 diamY )})
(g′′(z)(x0) ∪B(0, /3)
=g′′′(z)(x0).
Take y ∈ g′′′(z)(x0) \ r(g′′(z), 1− /(3 diamY ))(x0), so we can choose δ > 0 so that
B((x0, y), δ) ∩ r(g′′(z), 1− /(3 diamY )) = ∅,
which implies that g′′′(z) is not the hypo-graph of any map because x0 is a non-
isolated point. Hence g′′′(z) /∈↓C(X, Y ). Consequently, f ′(Q) ∩ g′′′(Q) = ∅. Thus
↓C(X, Y ) has the disjoint cells property. 
From [39], the following Proposition shows a characterization of Hilbert cube.
Proposition 3.4.3. [Torun´czyk’s characterization] A space X is homeomorphic to
Hilbert cube Q if and only if it is a compact AR with disjoint-cells property.
Combining Theorem 3.2.1, Proposition 3.4.2 and Proposition 3.4.3 [39], we can
immediately obtain the following:
Corollary 3.4.1. Let X be a compact metrizable space without isolated points and
Y a dendrite. Then ↓C(X, Y ) is homeomorphic to the Hilbert cube Q.
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3.5 The space ↓C(X, Y ) is an Fσδ-set in ↓C(X, Y )
A dendrite Y has an order ≤ defined as follows: x ≤ y if x ∈ [0, y]. For each
δ,  > 0, let A(δ, ) be the set which consists of A ∈ ↓C(X, Y ) such that the following
condition is satisfied:
For all x, x′ ∈ X, if dX(x, x′) < δ and y, y′ ∈ Y are maximal points of
A(x), A(x′), respectively, then dY (y, y′) ≤ .
To prove that ↓C(X, Y ) is an Fσδ-set in ↓C(X, Y ), we need the following lemma.
Lemma 3.5.1. Let X = (X, dX) be a compact metric space and Y = (Y, dY ) a
dendrite. For each δ,  > 0, the set A(δ, ) is closed in ↓C(X, Y ).
Proof. Take any sequence {An}n∈N in A(δ, ) that converges to A in ↓C(X, Y ). To
show that A ∈ A(δ, ), let (x, y), (x′, y′) ∈ A such that dX(x, x′) < δ and y, y′ are
maximal in A(x), A(x′), respectively. Since An → A, there exist (xn, yn), (x′n, y′n) ∈
An such that (xn, yn)→ (x, y) and (x′n, y′n)→ (x′, y′), see [26, Lemma 5.3.1]. With-
out loss of generality, we may assume that dX(xn, x
′
n) < δ for every n ∈ N. For
each n ∈ N, there exist maximal points zn ∈ An(xn) and z′n ∈ An(x′n) such that
zn ≥ yn and z′n ≥ y′n. Because Y is compact, replacing (zn)n∈N and (z′n)n∈N with
subsequences, we can assume that zn → z ∈ Y and z′n → z′ ∈ Y . Using Lemma 5.3.1
of [26] again, we have z ∈ A(x) and z′ ∈ A(x′). Then y is contained in the arc [0, z]
from 0 to z. Indeed, if not, we have dist({y}, [0, z]) > 0. Since yn → y and zn → z,
we can choose m ∈ N so that dY (y, ym), dY (z, zm) < dist({y}, [0, z])/2. Note that
ym ∈ [0, zm]. Then there exists a point p ∈ [0, z] such that dY (ym, p) ≤ dY (z, zm) <
dist({y}, [0, z])/2 by Lemma 3.1.2. It follows that
dY (y, p)
≤dY (y, ym) + dY (ym, p)
< dist({y}, [0, z])/2 + dist({y}, [0, z])/2
= dist({y}, [0, z]),
which is a contradiction. Hence y ∈ [0, z]. By the maximality of y in A(x), we have
y = z. Similarly, y′ = z′.
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Since each An ∈ A(δ, ), dX(xn, x′n) < δ and zn, z′n are maximal in A(xn), A(x′n),
respectively, it follows that dY (zn, z
′
n) ≤ . Recall that zn → z = y and z′n → z′ = y′,
so dY (y, y
′) ≤ . Consequently, we have A ∈ A(δ, ). Thus the proof is complete. 
Now, we show the following:
Proposition 3.5.1. For each compact metric space X = (X, dX) and each dendrite
Y = (Y, dY ), the space ↓C(X, Y ) is an Fσδ-set in ↓C(X, Y ).
Proof. By virtue of Lemma 3.5.1, it suffices to show that
↓C(X, Y ) =
⋂
n∈N
⋃
m∈N
A(1/m, 1/n).
From the definition, we need only to prove that A(x) has the unique maximal point
in Y for every A ∈ ⋂n∈N⋃m∈NA(1/m, 1/n) and x ∈ X. Let y, y′ ∈ Y be maximal
points in A(x). For each n ∈ N, we can choose m ∈ N such that A ∈ A(1/m, 1/n),
which implies that dY (y, y
′) < 1/n. It follows that dY (y, y′) = 0, that is, y = y′.
Therefore the maximal point of A(x) is unique. This completes the proof. 
Remark 3.5.1. Combining Corollary 3.4.1 and Proposition 3.5.1, we have that for
each compact metrizable space X with no isolated points and each dendrite Y ,
↓C(X, Y ) is an Fσδ-set in ↓C(X, Y ), which is homeomorphic to Q. As is easily
observed, the space ↓C(X, Y ) is an absolute Fσδ-set.
3.6 Detecting a Zσ-set in ↓C(X, Y ) containing ↓C(X, Y )
A closed subset A of X is said to be a Z-set in X if for each open cover U of
X, there exists a map f : X → X such that f is U -close to the identity idX and
f(X) ∩ A = ∅. A countable union of Z-sets in X is called a Zσ-set. In addition, a
Z-embedding is an embedding whose image is a Z-set in the range. We can easily
prove the following:
Lemma 3.6.1. Let Z be a Z-set in M that is homotopy dense in N . Then the
closure Z of Z in N is a Z-set in N .
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The next lemma is very useful for detecting Z-sets in ↓C(X, Y ).
Lemma 3.6.2. Let X = (X, dX) be a compact metric space and Y = (Y, dY ) a
dendrite. Suppose that F = E∪Z is a closed set in ↓C(X, Y ) such that Z is a Z-set
in ↓C(X, Y ), and for each A ∈ E, there exists a point a ∈ X with A(a) = {0}.
Then F is a Z-set in ↓C(X, Y ).
Proof. Let  : ↓C(X, Y ) → (0, 1). It suffices to construct a map φ : ↓C(X, Y ) →
↓C(X, Y ) such that φ(↓C(X, Y )) ∩ F = ∅ and ρH(φ(A), A) < (A) for each A ∈
↓C(X, Y ). Since Z is a Z-set, there exists a map ψ : ↓C(X, Y )→ ↓C(X, Y )\Z such
that ρH(ψ(A), A) < (A)/2 for each A ∈ ↓C(X, Y ). Fix a point y0 ∈ Y \ {0}. We
define a map φ : ↓C(X, Y )→ ↓C(X, Y ) by
φ(A) = ψ(A) ∪ r([0, y0], t(A)),
where t(A) = min{(A), ρH(ψ(A), Z)}/(2 diamY ) > 0. Obviously, φ(A)(x) 6= 0 for
each x ∈ X, that is, φ(A) /∈ E. Observe that
ρH(φ(A), ψ(A)) ≤ t(A)dY (0, y0) ≤ t(A) diamY ≤ min{(A), ρH(ψ(A), Z)}/2.
Hence φ(A) /∈ Z and
ρH(φ(A), A) ≤ ρH(φ(A), ψ(A)) + ρH(ψ(A), A) < (A)/2 + (A)/2 = (A).
The continuity of φ follows from the ones of r, ψ and t, and Lemma 3.1.1. This
completes the proof. 
Proposition 3.6.1. Let X = (X, dX) be a compact metric space with no isolated
points and Y = (Y, dY ) be a dendrite. Then ↓C(X, Y ) is contained in some Zσ-set
in ↓C(X, Y ).
Proof. Take a countable dense set D = {dn | n ∈ N} in X. For each n,m ∈ N, let
Fn,m = {↓f ∈↓C(X, Y ) | dY (f(dn),0) ≥ 1/m}.
As is easily observed, Fn,m is closed in ↓C(X, Y ). For each map  :↓C(X, Y )→ (0, 1),
by Lemma 3.4.1, we have φ :↓C(X, Y )→↓C(X, Y ) such that ρH(↓f, φ(↓f)) < (↓f)
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and φ(↓f)(dn) = 0 for ↓f ∈↓C(X, Y ). Obviously, φ(↓C(X, Y )) ∩ Fn,m = ∅. Thus
each Fn,m is a Z-set in ↓C(X, Y ). It follows from Theorem 3.3.1 and Lemma 3.6.1
that the closure Fn,m is a Z-set in ↓C(X, Y ).
Let F =
⋂
n∈N
⋂
m∈N(↓C(X, Y ) \ Fn,m). It remains to prove that the closure F
of F in ↓C(X, Y ) is a Z-set. Observe that
F = {↓f ∈↓C(X, Y ) | f(dn) = 0 for each n ∈ N} = {↓0},
where 0 : X → {0} ⊂ Y is the constant map. Hence F = {↓0} = {X × {0}}.
According to Lemma 3.6.2, F is a Z-set in ↓C(X, Y ). Consequently, ↓C(X, Y ) is
contained in the Zσ-set F ∪
⋃
m,n∈N Fn,m. 
3.7 The strong (M0,Fσδ)-universality of
(↓C(X, Y ), ↓C(X, Y ))
In this section, we shall prove the main theorem. Let (X1, X2) be a pair of spaces
with X2 ⊂ X1 and (C1, C2) be a pair of classes. We say that (X1, X2) is strongly
(C1, C2)-universal if the following condition holds:
(su) Let (Z1, Z2) ∈ (C1, C2) with Z2 ⊂ Z1, K a closed subset of Z1, and f : Z1 → X1
a map such that f |K is a Z-embedding. Then for every open cover U of X1,
there exists a Z-embedding g : Z1 → X1 such that g is U -close to f , g|K = f |K
and g−1(X2) \K = Z2 \K.
A pair (X1, X2) with X2 ⊂ X1 is (C1, C2)-absorbing1 provided that the following
conditions are satisfied:
(i) (X1, X2) ∈ (C1, C2),
(ii) X2 is contained in a Zσ-set in X1,
(iii) (X1, X2) is strongly (C1, C2)-universal.
1We modify the definition of [4] for this paper.
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Denote the class of compact metrizable spaces by M0, and the one of separable
metrizable absolute Fσδ-spaces by Fσδ. According to Theorem 1.7.6 of [4], the
following can be established.
Theorem 3.7.1. Let X1 and Z1 be topological copies of the Hilbert cube Q. If pairs
(X1, X2) and (Z1, Z2) are (M0,Fσδ)-absorbing, then there exists a homeomorphism
f : X1 → Z1 such that f(X2) = Z2.
Let c1 = {(xi)i∈N ∈ Q | limi→∞ xi = 1}. The following fact is well known.
Fact 3.7.1. The pairs (Q, c0) and (Q, c1) are (M0,Fσδ)-absorbing. In particular,
(Q, c0) is homeomorphic to (Q, c1).
We needs the following lemma to verify the strong (M0,Fσδ)-universality of
(↓C(X, Y ), ↓C(X, Y )).
Lemma 3.7.1. Let X = (X, dX) be a compact metric space with xm, x∞ ∈ X,
m ∈ N, such that {rm = dX(xm, x∞)}m∈N is a strictly decreasing sequence conversing
to 0, and let Y = (Y, dY ) be a dendrite with a distinguished point y0 ∈ Y \ {0}
such that dY (0, y0) ≤ 1. Suppose that g : Z → Q is an injection from a space
Z to the Hilbert cube Q and δ : Z → (0, 1) is a map. Then there exists a map
Φ : Z → ↓C(X, [0, y0]) satisfying the following conditions:
(1) Φ is injective,
(2) ρH(Φ(z), X × {0}) ≤ δ(z) for all z ∈ Z,
(3) Φ(z)(X \B(x∞, r2k)) = {0} for all z ∈ Z with 2−k ≤ δ(z) ≤ 2−k+1, k ∈ N,
(4) z ∈ g−1(c1) if and only if Φ(z) ∈↓C(X, [0, y0]),
(5) Φ(z)(x∞) = [0, r(y0, δ(z))] for all z ∈ Z.
Proof. For each k,m ∈ N, let Zk = {z ∈ Z | 2−k ≤ δ(z) ≤ 2−k+1} and Sm =
{x ∈ X | rm ≤ dX(x, x∞) ≤ rm−1}. Note that Z =
⋃
k∈N Zk, xm−1, xm ∈ Sm,⋃
m∈N Sm = X \ {x∞}, and Sm ∩ Sm′ 6= ∅ if and only if |m − m′| ≤ 1. We define
maps φk : Zk → I and ψm : Sm → I for each k,m ∈ N by φk(z) = 2 − 2kδ(z)
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and ψm(x) = (dX(x, x∞)− rm)/(rm−1 − rm), respectively. Then ψm(xm−1) = 1 and
ψm(xm) = 0. For each i, k ∈ N, let fki : Zk → I be a map defined by
fki (z) =

0 if i = 1,
(1− φk(z))δ(z) if i = 2,
(1− φk(z))δ(z)g(z)(1) if i = 3,
δ(z) if i = 2j, j ≥ 2,
δ(z)((1− φk(z))g(z)((i− 1)/2) + φk(z)g(z)((i− 3)/2)) if i = 2j + 1, j ≥ 2.
Remark that fki (z) ≤ δ(z) for every z ∈ Z. We define a map Φk : Zk → ↓C(X, [0, y0]),
k ∈ N, as follows:
Φk(z) = {x ∈ X | dX(x, x∞) ≥ r2k} × {0} ∪ {x∞} × [0, r(y0, δ(z))]
∪
⋃
i∈N
{(x, y) ∈ X × Y | x ∈ S2k+i, y ∈ [0, r(y0, αki (x, z))]},
where αki (x, z) = ψ2k+i(x)f
k
i (z) + (1 − ψ2k+i(x))fki+1(z). Then Φk(z) = Φk+1(z) for
every z ∈ Zk ∩ Zk+1. Indeed, take any z ∈ Zk ∩ Zk+1. Since δ(z) = 2−k, we have
φk(z) = 1 and φk+1(z) = 0. Observe that f
k
1 (z) = f
k
2 (z) = f
k
3 (z) = 0. Hence for
each x ∈ X,
αk1(x, z) = ψ2k+1(x)f
k
1 (z) + (1− ψ2k+1(x))fk2 (z) = 0 and
αk2(x, z) = ψ2k+2(x)f
k
2 (z) + (1− ψ2k+2(x))fk3 (z) = 0.
It follows that
Φk(z)({x ∈ X | dX(x, x∞) ≥ r2k+2})
={0}
=Φk+1(z)({x ∈ X | dX(x, x∞) ≥ r2k+2}).
We see fk3 (z) = 0 = f
k+1
1 (z), f
k
2j+3(z) = δ(z)g(z)(j) = f
k+1
2j+1(z) and f
k
2j+2(z) =
δ(z) = fk+12j (z) for all j ≥ 1, that is, fki+2(z) = fk+1i (z) for all i ≥ 1. Therefore for
each x ∈ S2k+i+2, i ≥ 1,
Φk(z)(x) = [0, r(y0, α
k
i+2(x, z))] = [0, r(y0, α
k+1
i (x, z))] = Φk+1(z)(x).
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Moreover, Φk(z)(x∞) = [0, r(y0, δ(z))] = Φk+1(z)(x∞). Thus Φk(z) = Φk+1(z).
Now, we can obtain the desired map Φ : Z → ↓C(X, [0, y0]) defined by Φ(z) =
Φk(z) if z ∈ Zk. It follows from the definition that Φ satisfies conditions (2), (3)
and (5). So it remains to verify that conditions (1) and (4) hold.
Condition (1) Φ is injective.
Let z1, z2 ∈ Z such that Φ(z1) = Φ(z2). Then
[0, r(y0, δ(z1))] = Φ(z1)(x∞) = Φ(z2)(x∞) = [0, r(y0, δ(z2))],
which implies that δ(z1) = δ(z2). Hence both of z1 and z2 are contained in Zk for
some k ∈ N and
φk(z1) = 2− 2kδ(z1) = 2− 2kδ(z1) = φk(z2).
Since ψ2k+i(x2k+i) = 0 for all i ∈ N, we have
[0, r(y0, f
k
i+1(z1))] = Φk(z1)(x2k+i) = Φk(z2)(x2k+i) = [0, r(y0, f
k
i+1(z2))],
which implies that fkj (z1) = f
k
j (z2) for every j ≥ 2. In the case φk(z1) = 1, for each
j ∈ N, we have
g(z1)(j) = f
k
2j+3(z1) = f
k
2j+3(z2) = g(z2)(j),
In the case φk(z1) 6= 1, we have
(1− φk(z1))δ(z1)g(z1)(1) = fk3 (z1) = fk3 (z2) = (1− φk(z2))δ(z2)g(z2)(1),
which implies that g(z1)(1) = g(z2)(1). Assume that g(z1)(i) = g(z2)(i) for i ∈ N.
Then
δ(z1)((1− φk(z1))g(z1)(i+ 1) + φk(z1)g(z1)(i))
=fk2i+3(z1) = f
k
2i+3(z2)
=δ(z2)((1− φk(z2))g(z2)(i+ 1) + φk(z2)g(z2)(i)),
so g(z1)(i+1) = g(z2)(i+1). By induction, for all j ∈ N, we get g(z1)(j) = g(z2)(j).
It follows that g(z1) = g(z2). Since g is injective, z1 = z2. Therefore Φ is injective.
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Condition (4) z ∈ g−1(c1) if and only if Φ(z) ∈↓C(X, [0, y0]).
We define a function h(z) : X → [0, y0] ⊂ Y for each z ∈ Zk and k ∈ N as follows:
h(z)(x) =

0 if dX(x, x∞) ≥ r2k,
r(y0, α
k
i (x, z)) if x ∈ S2k+i, i ∈ N,
r(y0, δ(z)) if x = x∞.
Observe that ↓h(z) = Φ(z) and h(z) is continuous on X \ {x∞}. When h(z) is
continuous at the point x∞, Φ(z) =↓h(z) ∈↓C(X, [0, y0]). So we need only to show
that z ∈ g−1(c1) if and only if h(z) is continuous at x∞.
First, we shall prove the only if part. Take any  > 0. We may assume that
 < δ(z). Since g(z) ∈ c1, there exists i0 ∈ N such that for every i ≥ i0, g(z)(i) >
1 − /δ(z). Fix any point x 6= x∞ in the neighborhood {x∞} ∪
⋃
i≥2i0+3 S2k+i of
x∞ in X, where z ∈ Zk. Then x ∈ S2k+i for some i ≥ 2i0 + 3. When i is even,
fki (z) = δ(z). When i is odd,
fki (z)
=δ(z)((1− φk(z))g(z)((i− 1)/2) + φk(z)g(z)((i− 3)/2))
>δ(z)((1− φk(z))(1− /δ(z)) + φk(z)(1− /δ(z)))
>δ(z)− .
Hence we have
αki (x, z)
=ψ2k+i(x)f
k
i (z) + (1− ψ2k+i(x))fki+1(z)
>ψ2k+i(x)(δ(z)− ) + (1− ψ2k+i(x))(δ(z)− )
=δ(z)− .
It follows that
dY (h(z)(x∞), h(z)(x))
=dY (r(y0, δ(z)), r(y0, α
k
i (z)))
=(δ(z)− αki (z))dY (0, y0)
<δ(z)− (δ(z)− )
=.
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Consequently, h(z) is continuous.
Next, we shall show the if part. Let  ∈ (0, 1) and ′ = φk(z)δ(z), where z ∈ Zk
with φk(z) > 0. Since h(z) is continuous at x∞, we can choose i0 ≥ 5 so that for
any x ∈ X,
dX(x, x∞) ≤ r2k+i0 ⇒ dY (h(z)(x), h(z)(x∞)) < ′dY (0, y0).
Recall that ψm(xm) = 0 for all m ∈ N. Therefore for every i ≥ i0,
dY (r(y0, f
k
i+1(z)), r(y0, δ(z)))
=dY (r(y0, ψ2k+i(x2k+i)f
k
i (z) + (1− ψ2k+i(x2k+i))fki+1(z)), r(y0, δ(z)))
=dY (r(y0, α
k
i (x2k+i, z)), r(y0, δ(z)))
=dY (h(z)(x2k+i), h(z)(x∞))
<′dY (0, y0).
Note that for all i ≥ i0 + 1,
δ(z)− fki (z) = dY (r(y0, fki (z)), r(y0, δ(z)))/dY (0, y0) < ′.
It follows that for any j ≥ (io − 2)/2,
g(z)(j)
=(fk2j+3(z)/δ(z)− (1− φk(z))g(z)(j + 1))/φk(z)
≥(fk2j+3(z)/δ(z)− (1− φk(z)))/φk(z)
>((δ(z)− ′)/δ(z)− (1− φk(z)))/φk(z)
=((δ(z)− φk(z)δ(z))/δ(z)− (1− φk(z)))/φk(z)
=1− .
Hence g(z) ∈ c1. Thus the proof is complete. 
Proposition 3.7.1. Let X = (X, dX) be a compact metric space with no isolated
points and Y = (Y, dY ) a dendrite. Then the pair (↓C(X, Y ), ↓C(X, Y )) is strongly
(M0,Fσδ)-universal.
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Proof. Let (Z,C) ∈ (M0,Fσδ), K a closed subset of Z,  > 0 and Φ : Z → ↓C(X, Y )
a map such that the restriction Φ|K is a Z-embedding. We shall construct a
Z-embedding Ψ : Z → ↓C(X, Y ) so that Ψ is -close to Φ, Ψ|K = Φ|K and
Ψ−1(↓C(X, Y )) \ K = C \ K. Since Φ(K) is a Z-set in ↓C(X, Y ), we may as-
sume that Φ(K) ∩ Φ(Z \ K) = ∅. Define a map δ : Z → [0, 1) by δ(z) =
min{, ρH(Φ(z),Φ(K))}/4. Observe that δ(z) = 0 if and only if z ∈ K. Since
↓C(X, Y ) is homotopy dense in ↓C(X, Y ) by Theorem 3.3.1, there exists a homotopy
H : ↓C(X, Y ) × I → ↓C(X, Y ) such that H0 = id↓C(X,Y ), Ht(↓C(X, Y )) ⊂↓C(X, Y )
for all t ∈ (0, 1] and ρH(Ht(↓A), ↓A) ≤ t for each ↓A ∈ ↓C(X, Y ) and t ∈ I.
Let h : Z → ↓C(X, Y ) be a map defined by h(z) = H(Φ(z), δ(z)). Remark that
ρH(h(z),Φ(z)) = ρH(H(Φ(z), δ(z)),Φ(z)) ≤ δ(z) for every z ∈ Z, in particular,
h(z) = Φ(z) for all z ∈ K, and h(Z \ K) ⊂↓C(X, Y ). Take a non-isolated point
x∞ ∈ X. According to Lemma 3.4.1, we can obtain maps ψ : Z \ K →↓C(X, Y )
and r : Z \K → (0, 1) so that for each z ∈ Z \K,
(a) ρH(h(z), ψ(z)) ≤ δ(z),
(b) ψ(z)(B(x∞, r(z))) = {0}.
Let Zk = {z ∈ Z | 2−k ≤ δ(z) ≤ 2−k+1} ⊂ Z \ K for each k ∈ N. Then each
Zk is compact and Z \ K =
⋃
k∈N Zk. Since x∞ is a non-isolated point, there
exists a point x1 ∈ X \ {x∞} such that dX(x1, x∞) < min{1, r(z) | z ∈ Z1}. By
induction, we can choose xm ∈ X \ {x∞} for each m ≥ 2 so that dX(xm, x∞) <
min{1/m, dX(xm−1, x∞), r(z) | z ∈ Zm}. Let rm = dX(xm, x∞) for each m ∈ N,
so rm converges to 0 as m intends to ∞. Note that for every z ∈ Zk and k ∈ N,
ψ(z)(B(x∞, rk)) = {0}. Since the pair (Q, c1) is strongly (M0,Fσδ)-universal due
to Fact 3.7.1, we can take am embedding g : Z → Q so that g−1(c1) = C. Choose
y0 ∈ Y \ {0} with dY (0, y0) ≤ 1.
Using Lemma 3.7.1, we can obtain a map ψ′ : Z \K → ↓C(X, [0, y0]) satisfying
the following conditions:
(1) ψ′ is injective,
(2) ρH(ψ
′(z), X × {0}) ≤ δ(z) for all z ∈ Z \K,
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(3) ψ′(z)(X \B(x∞, r2k)) = {0} for all z ∈ Zk, k ∈ N,
(4) z ∈ C \K if and only if ψ′(z) ∈↓C(X, [0, y0]),
(5) ψ′(z)(x∞) = [0, r(y0, δ(z))] for all z ∈ Z \K.
Define ψ′′ : Z \ K → ↓C(X, Y ) by ψ′′(z) = ψ(z) ∪ ψ′(z). The continuity of ψ′′
follows from the ones of ψ and ψ′, and Lemma 3.1.1. By conditions (a) and (2), and
Lemma 3.1.1, for each z ∈ Z \K,
ρH(h(z), ψ
′′(z))
=ρH(h(z) ∪X × {0}, ψ(z) ∪ ψ′(z))
≤max{ρH(h(z), ψ(z)), ρH(X × {0}, ψ′(z))}
≤δ(z).
According to conditions (b), (3) and (4), we have z ∈ C\K if and only if ψ′′(z) ∈↓C(X, Y ).
Moreover, ψ′′ is injective. Indeed, take any z1, z2 ∈ Z \ K with ψ′′(z1) = ψ′′(z2).
Then there exist k1, k2 ∈ N such that z1 ∈ Zk1 and z2 ∈ Zk2 , respectively. It follows
from (b) and (5) that
[0, r(y0, δ(z1))] = ψ
′(z1)(x∞) = ψ′′(z1)(x∞)
= ψ′′(z2)(x∞) = ψ′(z2)(x∞) = [0, r(y0, δ(z2))],
which implies that δ(z1) = δ(z2). Hence z1, z2 ∈ Zk, where k = k1 = k2. Since
ψ(z1)(B(x∞, rk)) = {0} = ψ(z2)(B(x∞, rk)) by (b), we have
ψ′(z1)(x) = ψ′′(z1)(x) = ψ′′(z2)(x) = ψ′(z2)(x)
for every x ∈ B(x∞, r2k). On the other hand, by (3), ψ′(z1)(X \B(x∞, r2k)) = {0} =
ψ′(z2)(X \B(x∞, r2k)). Therefore ψ′(z1) = ψ′(z2). Due to (1), we get z1 = z2, so ψ′′
is injective.
We can extend ψ′′ to the desired map Ψ : Z → ↓C(X, Y ) by Ψ|K = Φ|K . Then
for each z ∈ Z,
ρH(Φ(z),Ψ(z))
≤ρH(Φ(z), h(z)) + ρH(h(z),Ψ(z)) ≤ 2δ(z)
≤min{, ρH(Φ(z),Φ(K))}/2,
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which means that Ψ is continuous. Moreover, it follows that ρH(Φ(z),Ψ(z)) ≤  for
all z ∈ Z, and Ψ(z) ∈ ↓C(X, Y ) \ Φ(K) for all z ∈ Z \K. Since z ∈ C \K if and
only if ψ′′(z) ∈↓C(X, Y ), we have Ψ−1(↓C(X, Y )) \K = C \K. It remains to show
that Ψ is a Z-embedding. It is easy to see that Ψ is an embedding. Recall that
Ψ(K) = Φ(K) is a Z-set in ↓C(X, Y ). Since x2k ∈ B(x∞, rk) \ B(x∞, r2k) for every
k ∈ N, it follows from (b) and (3) that
Ψ(z)(x2k) = ψ
′′(z)(x2k) = ψ(z)(x2k) ∪ ψ′(z)(x2k) = {0}
for each z ∈ Zk. Applying Lemma 3.6.2, Ψ(Z) = Ψ(Z \ K) ∪ Ψ(K) is a Z-set in
↓C(X, Y ). Consequently, Ψ is a Z-embedding. 
3.8 Proof of Main Theorem 2
Finally, we prove the main theorem in Chapter 3.
Main Theorem 2. Let X be an infinite, locally connected, compact metrizable space
without isolated points, Y a dendrite and v ∈ Y an end point of Y . Then
(↓v CF (X, Y ), ↓v CF (X, Y )) ≈ (Q, c0).
Proof. We can write X =
⊕n
i=1Xi, where each Xi is a component of X. Note that
the pair (↓v C(X, Y ), ↓v C(X, Y )) is homeomorphic to
(∏n
i=1 ↓v C(Xi, Y ),
∏n
i=1 ↓v C(Xi, Y )
)
,
refer to Lemma 6.8 of [21]. Since X is infinite, there exists at least one component
that is non-degenerate. When Xi is a singleton, (↓v C(Xi, Y ), ↓v C(Xi, Y )) is home-
omorphic to (Y, Y ). When Xi is non-degenerate, it is compact and has no isolated
points. Combining Corollary 3.4.1, Proposition 3.5.1, Proposition 3.6.1 and Propo-
sition 3.7.1, we can obtain that (↓v C(Xi, Y ), ↓v C(Xi, Y )) is (M0,Fσδ)-absorbing. It
follows from Theorem 3.7.1 and Fact 3.7.1 that (↓v C(Xi, Y ), ↓v C(Xi, Y )) is home-
omorphic to (Q, c0). On the other hand, using Theorem 3.7.1, we can easily show
that the pairs (Q × Q, c0 × c0) and (Q × Y, c0 × Y ) are homeomorphic to (Q, c0).
This means that
(∏n
i=1 ↓v C(Xi, Y ),
∏n
i=1 ↓v C(Xi, Y )
)
is homeomorphic to (Q, c0).
Thus the proof is complete. 
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Chapter 4
A New Topology of a Simplicial
Complex
4.1 The infinite power of real lines
For each non-empty set Γ, let RΓ be the set of all functions from Γ to R. In other
word, RΓ is the product space
∏
γ∈ΓRγ of Rγ, γ ∈ Γ, which are copies of the real
line R. Then, RΓ is a locally convex topological linear space with respect to the
product topology. When Γ ≤ ℵ0, RΓ is metrizable. On the other hand, RΓ is not
normable whenever Γ is infinite. In fact, the following is well-known:
Proposition 4.1.1. Let Γ be an infinite set. Any linear subspace of RΓ is not
normable if it contains the subspace
RΓf = {x ∈ RΓ | x(γ) = 0 except for finitely many γ ∈ Γ}.
The Banach spaces `1(Γ), `2(Γ) and `∞(Γ) are the following spaces:
`1(Γ) =
{
x ∈ RΓ
∣∣∣∣∣ ∑
γ∈Γ
|x(γ)| <∞
}
, ‖x‖1 =
∑
γ∈Γ
|x(γ)|;
`2(Γ =
{
x ∈ RΓ
∣∣∣∣∣ ∑
γ∈Γ
x(γ)2 <∞
}
, ‖x‖2 =
√∑
γ∈Γ
x(γ)2 and
`∞(Γ) =
{
x ∈ RΓ
∣∣∣∣ sup
γ∈Γ
|x(γ)| <∞
}
, ‖x‖∞ = sup
γ∈Γ
|x(γ)|.
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Note that `1(Γ) ⊂ `2(Γ) ⊂ `∞(Γ) as sets, and RΓf is contained in these spaces.
Regarding RΓf as their normed linear subspaces, we write `
f
1(Γ), `
f
2(Γ) and `
f
∞(Γ),
respectively, i.e., `f1(Γ) = (RΓf , ‖ · ‖1), `f2(Γ) = (RΓf , ‖ · ‖2) and `f∞(Γ) = (RΓf , ‖ · ‖∞).
In addition, ‖x‖∞ ≤ ‖x‖2 ≤ ‖x‖1 for every x ∈ RΓf and these norms induce different
topologies on RΓf . In fact, the unit sphere S`1(Γ) of `1(Γ) is closed in `1(Γ) but
not in `2(Γ) nor in `∞(Γ). The unit sphere S`2(Γ) of `2(Γ) is not closed in `∞(Γ).
Nevertheless , as is well known, `1(Γ) is homeomorphic to `2(Γ). By the same
homeomorphism, `f1(Γ) is also homeomorphic to `
f
2(Γ).
The following proposition is also well known:
Proposition 4.1.2. For p = 1, 2, and x ∈ `p(Γ), a sequence (xn)n∈N in `p(Γ)
converges to x in `p(Γ) if and only if
‖x‖p = lim
n→∞
‖xn‖ and x(γ) = lim
n→∞
xn(γ) for each γ ∈ Γ.
As a corollary, we have
Corollary 4.1.1. On the unit sphere S`1(Γ) of `1(Γ), the norms ‖ · ‖1, ‖ · ‖2 and
‖ · ‖∞ induce the same topology.
Proposition 4.1.2 is valid even for a net. Then, the following proposition holds:
Proposition 4.1.3. The topologies on the unit spheres S`p(Γ), p = 1, 2, coincide
with the relative topology of the product topology. In other words, S`2(Γ), p = 1, 2,
are subspaces of the product space RΓ.
The finite topology of RΓf is the weak topology determined by the Euclidean
topology on each finite-dimensional linear subspace. To be accurate, U ⊂ RΓf is
open with respect to the finite topology provided that for every finite-dimensional
linear subspace F of RΓf , U ∩F is open in F with the Euclidean topology. According
to Appendix One A.4.3 in the book “Topology” by Dugundji[16], RΓf with finite
topology is not topological linear space. In fact, the addition is not continuous if
the cardinality of Γ is not less than 2ℵ0 . We use the idea of its proof.
The box topology of RΓ is defined as follows: a set U is open in RΓ with the
box topology if and only if for every x ∈ U there exist aγ < bγ ∈ R, γ ∈ Γ, such
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that x ∈∏γ∈Γ(aγ, bγ) ⊂ U . The space RΓ with the box topology is a locally convex
topological linear space. The box topology of RΓf is the relative topology inherited
from the box topology of RΓ.
According to the Dugundji Extension Theorem [15], every locally convex topo-
logical linear space is an absolute extensor for metric spaces. Hence, RΓ and RΓf
with the box topology are absolute extensors for metric spaces.
4.2 Comparison between topologies
Let K be a simplicial complex. The vertices of a simplex σ ∈ K is denoted by σ(0).
The boundary of σ is denoted by ∂σ and rintσ = σ \ ∂σ is the radial interior of
σ. For each x ∈ |K|, let cK(x) be the smallest simplex of K containing x, which
is called the carrier of x in K. Let cK(x)
(0) = {v1, . . . , vn}. Then, we can find
t1, . . . , tn > 0 such that
∑n
i=1 ti = 1 and x =
∑n
i=1 tivi. We define
βKv (x) =
ti if v = vi,0 otherwise.
Then, we have βK : |K| → RK(0)f defined by βK(x) = (βKv (x))v∈K(0) . Note that
RK(0)f ⊂ `1(K(0)) ⊂ `2(K(0)) ⊂ `∞(K(0)) ⊂ RK
(0)
.
The weak topology of |K| is induced by the relative (or subspace) topology of
the finite topology of RK(0)f which is the weak topology determined by the Euclidean
topology on each finite-dimensional linear subspace (cf. Appendix One, A.4.2 and
B.5 in [16]). However, RK(0)f is not a topological linear space with respect to the
finite topology. In fact, the addition is not continuous with respect to this topology
[16, Appendix One, A.4.3].
The metric topology is induced by the metric ρK defined by the norm ‖ · ‖1 of
`1(K
(0)), that is,
ρK(x, y) =
∥∥βK(x)− βK(y)∥∥
1
=
∑
v∈K(0)
∣∣βKv (x)− βKv (y)∣∣.
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The space |K| with this topology is denoted by |K|m. Since
∑
v∈K(0) β
K
v (x) = 1, the
image βK(|K|) is contained in the unit sphere S`1(K(0)) of `1(K(0)). Then, it follows
from Proposition 4.1.3 that |K|m coincides with the relative topology inherited from
the product topology of RK(0) . According to Corollary 4.1.1, the following metrics
are admissible:
ρK2 (x, y) =
∥∥βK(x)− βK(y)∥∥
2
=
√ ∑
v∈K(0)
∣∣βKv (x)− βKv (y)∣∣;
ρK∞(x, y) =
∥∥βK(x)− βK(y)∥∥∞ = sup
v∈K(0)
∣∣βKv (x)− βKv (y)∣∣.
Regarding βK(|K|) as a subspace of the space RK(0) with the box topology, we
introduce a new topology on |K| and the space |K| with this topology is denoted
by |K|b. We call this topology the box topology on |K|. For each x ∈ |K|, U ⊂ |K|
is a neighborhood of x in |K|b if and only if there are εv > 0, v ∈ K(0), such that{
y ∈ |K| ∣∣ ∀v ∈ K(0), ∣∣βKv (x)− βKv (y)∣∣ < εv} ⊂ U.
As is easily observed, id : |K|w → |K|b and id : |K|b → |K|m are continuous. In
other words,
the metric topology ⊂ the box topology ⊂ the weak topology.
In case K is locally finite, these topologies are equal because the metric topology
coincides with the weak topology.
Proposition 4.2.1. Let K be a simplicial complex and L a subcomplex of K. Then,
|L|b is a closed subspace of |K|b.
Proof. For each x ∈ |K| \ |L|, cK(x) 6∈ L, which means that rint cK(x) ∩ |L| = ∅.
Then,
U =
{
y ∈ |K| ∣∣ βKv (y) > βKv (y)/2 for every v ∈ cK(x)(0)}.
is a neighborhood of x in |K|b. For every y ∈ U , since cK(x) 6 cK(y), it follows that
cK(y) 6∈ L, hence rint cK(y)∩ |L| = ∅. Consequently, U ∩ |L| = ∅, i.e., U ⊂ |K| \ |L|.
Therefore, |K| \ |L| is open in |K|b. 
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The star St(σ,K) of σ ∈ K is the subcomplex of K consisting of all faces
of simplexes of K containing σ as a face. For simplicity, we write St(x,K) =
St(cK(x), K) for a point x ∈ |K|. For each vertex v ∈ K(0), (βKv )−1((0, 1]) is denoted
by O(v,K) and called the open star at v in K. For every x ∈ |K|, O(x,K) =⋂
v∈cK(x)(0) O(v,K) is called the open star at x in K, which is open in |K|m, and
hence in both |K|b and |K|w.
Lemma 4.2.1. For each x ∈ |K|, U ⊂ |K| is a neighborhood of x in |K|b if and
only if there are εv > 0, v ∈ St(x,K)(0), such that{
y ∈ |K| ∣∣ ∀v ∈ St(x,K)(0), ∣∣βKv (x)− βKv (y)∣∣ < εv} ⊂ U.
In particular, the open star O(x,K) is open in |K|b, and hence | St(x,K)| is a
neighborhood of x in |K|b.
Proof. The “if” part is trivial. To prove the “only if” part, let U ⊂ |K| be a
neighborhood of x in |K|b. By the definition of the b-topology, there are εv > 0,
v ∈ K(0), such that
{
y ∈ |K| ∣∣ ∀v ∈ K(0), ∣∣βKv (x)− βKv (y)∣∣ < εv} ⊂ U.
For each v ∈ cK(x)(0), replacing εv > 0, we may assume that εv < βKv (x). Let
V =
{
y ∈ |K| ∣∣ ∀v ∈ St(x,K)(0), ∣∣βKv (x)− βKv (y)∣∣ < εv}.
For each y ∈ V , βKv (y) > 0 for every v ∈ cK(x)(0). This means that cK(x) 6 cK(x),
hence cK(x) ∈ St(x,K). Therefore, βKv (y) = 0 < εv for every v ∈ K(0) \ St(x,K)(0).
Then, it follows that
V =
{
y ∈ |K| ∣∣ ∀v ∈ K(0), ∣∣βKv (x)− βKv (y)∣∣ < εv} ⊂ U.
This completes the proof. 
Theorem 4.2.1. Let K be a simplicial complex. If K is (1) locally countable or (2)
dimK 6 1, then |K|b = |K|w as spaces.
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Proof. (1): Due to Lemma 4.2.1, it suffices to show the case K is countable. In this
case, |K|b can be regarded as a subspace of the space RN with the box topology,
where |K| ⊂ RNf . As is well know, the subspace RNf of the space RN with the box
topology is the direct limit of the tower R1 ⊂ R2 ⊂ R3 ⊂ · · · of Euclidean spaces,
that is, its topology is the weak topology with respect to this tower. Then, |K|b
has the weak topology with respect to |K| ∩Rn, n ∈ N. Since each simplex of K is
contained in some |K| ∩Rn, it follows that |K|b has the weak topology with respect
to K, that is |K|b = |K|w.
(2): Since the case dimK = 0 is trivial, we prove the case dimK = 1. Let
x ∈ |K|. In case x = v0 ∈ K(0), each y ∈ | St(v0, K)| is contained in some 1-simplex
〈v0, v〉 ∈ K, where note that
0 6 βKv0(v0)− βKv0(y) = 1− βKv0(y) = βKv (y).
It follows from Lemma 4.2.1 that U ⊂ |K| is a neighborhood of x in |K|b if and
only if there are δv > 0, v ∈ Lk(v0, K)(0) such that{
y ∈ | St(v0, K)|
∣∣ βKv (y) < δv} ⊂ U.
When cK(x) is a 1-simplex 〈v0, v1〉 ∈ K, we can write x = (1 − t)v0 + tv1 for some
0 < t < 1. Since | St(x,K)| = cK(x), it follows from Lemma 4.2.1 that U ⊂ |K| is
a neighborhood of x in |K|b if and only if there is some 0 < δ < min{t, 1− t} such
that {
(1− s)v0 + sv1
∣∣ 0 < t− δ < s < t+ δ} ⊂ U.
Therefore, U ⊂ |K| is a neighborhood of x in |K|b if and only if U is neighborhood
of x in |K|w. Thus, we have the result. 
The following 1-dimensional countable simplicial complex J is a well known
example of a simplicial complex such that |J |b 6= |J |m:
J =
{
v0, vn, 〈v0, vn〉
∣∣ n ∈ N},
where vn 6= vm if n 6= m ∈ ω. Note that if a simplicial complex K is not locally
finite, then K contains a subcomplex which is simplicially isomorphic to J . Then,
we have the following:
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Corollary 4.2.1. Let K be a simplicial complex such that K is locally countable or
1-dimensional. If K is not locally finite, then |K|b 6= |K|m as spaces. 
4.3 Absolute neighborhood extensors for metriz-
able spaces
As mentioned in §4.1, for a full simplicial complex K, |K|b is an absolute extensor
for metrizable spaces. This fact extends as follows:
Theorem 4.3.1. For every simplicial complex K, |K|b is an absolute neighborhood
extensor for metrizable spaces.
To prove this theorem, we need the following proposition:
Proposition 4.3.1. Let K be a simplicial complex and X a metrizable space. Then,
f : X → |K|b is continuous if and only if f : X → |K|w is continuous.
Proof. The “if” part is obvious. To show the “only if” part, assume that f : X →
|K|w is not continuous at x0 ∈ X, that is, f(x0) has a neighborhood V in |K|w such
that f(U) 6⊂ V for any neighborhood U of x0 in X. Then, we can find a sequence
x1, x2, · · · ∈ X such that x0 = limn→∞ xn and f(xn) 6∈ V for every n ∈ N. Let
L =
{
σ ∈ K ∣∣ ∃n ∈ N such that σ 6 cK(f(xn))(0)}.
Then, L is a countable subcomplex of K and {f(xn) | n ∈ ω} ⊂ |L|. Hence,
f(x0) 6= limn→∞ f(xn) in |L|w. On the other hand, the countablity of L implies
|L|w = |L|b by Theorem 4.2.1(1). Consequently, f : X → |K|w is not continuous. 
Proof of Theorem 4.3.1. Let X be a metrizable space and f : A → |K|b a map
from a closed set A in X. By Proposition 4.3.1, f : A → |K|w is also continuous.
Since |K|w is an absolute neighborhood extensor for metrizable spaces, there exist
a neighborhood U of A in X with a continuous extension f˜ : U → |K|w of f . Then,
f˜ : U → |K|b is also continuous. Thus, f : A → |K|b extends over a neighborhood
U of A in X. 
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4.4 The simplicial complex B
We define a simplicial complex B as follows:
B(0) =
{
vn
∣∣ n ∈ ω} ∪ {vλ ∣∣ λ ∈ NN}
B =
{
σ
∣∣ ∃n ∈ N, ∃λ ∈ NN such that σ 6 〈v0, vn, vλ〉}
Then, cardB(0) = 2ℵ0 and dimB = 2. For each n ∈ N and λ ∈ NN, let
an,λ =
(
1− 2
λ(n)
)
v0 +
1
λ(n)
vn +
1
λ(n)
vλ ∈ 〈v0, vn, vλ〉.
Theorem 4.4.1. The box topology on |B| is different from the weak topology, that
is, |B|b 6= |B|w as spaces.
Proof. Let A = {an,λ | n ∈ N, λ ∈ NN} ⊂ |B|. For each n ∈ N and λ ∈ NN, A meets
the simplex 〈v0, vn, vλ〉 at the point an,λ. Hence, A is closed in |B|w. On the other
hand, A is not closed in |B|b. On the contrary, assume that A is closed in |B|b, that
is, |B| \A is open in |B|b. Since v0 ∈ |B| \A, we can find εn > 0, n ∈ ω and ελ > 0,
λ ∈ NN, such that
(βBv0)
−1((1− ε0, 1]) ∩
⋂
n∈N
(βBvn)
−1([0, εn)) ∩
⋂
λ∈NN
(βBvλ)
−1([0, ελ)) ⊂ |B| \ A.
Let λ0 ∈ NN be the map defined by
λ0(n) = max
{
n,
[
2
ε0
]
+ 1,
[
1
εn
]
+ 1
}
for each n ∈ N,
where [t] ∈ Z is the largest integer such that [t] 6 t, hence [t] + 1 is smallest integer
such that t < [t] + 1. Choose n0 ∈ N so that 1/n0 < ελ0 . Then, it follows that
βBvλ0
(an0,λ0) =
1
λ0(n0)
6 1
n0
< ελ0 ,
βBv0(an0,λ0) = 1−
2
λ0(n0)
> 1− ε0 and
βBvn0 (an0,λ0) =
1
λ0(n0)
< εn0 .
Moreover, βBvn(an0,λ0) = 0 < εn for each n ∈ N \ {n0} and βBvλ(an0,λ0) = 0 < ελ for
each λ ∈ NN \ {λ0}. Therefore, an0,λ0 ∈ |B| \ A, which is a contradiction. 
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Due to Proposition 4.2.1, if L is a subcomplex of K then |L|b is a subspace of
|K|b. Then, we have the following corollary:
Corollary 4.4.1. If a simplicial complex K contains a subcomplex which is simpli-
cially isomorphic to B defined as above, then |K|b 6= |K|w as spaces. 
4.5 The box topology of subdivisions.
Let K ′ be a simplicial subdivision of a simplicial complex K. For each x ∈ |K|,
cK(v
′) ⊂ cK(x) for each v′ ∈ cK′(x)(0) and
x =
∑
v′∈cK′ (x)(0)
βK
′
v′ (x)v
′ =
∑
v∈cK(x)(0)
( ∑
v′∈cK′ (x)(0)
βK
′
v′ (x)β
K
v (v
′)
)
v,
which implies that
(*)
∑
v′∈cK′ (x)(0)
βK
′
v′ (x)β
K
v (v
′) = βKv (x) for each v ∈ cK(x)(0).
Proposition 4.5.1. For every simplicial subdivision K ′ of a simplicial complex K,
id : |K ′|b → |K|b is continuous.
Proof. To prove the continuity of id : |K ′|b → |K|b at a point x ∈ |K ′|, given εv > 0,
v ∈ K(0), we define δv′ > 0, v′ ∈ K ′(0), as follows:
δv′ =

min{εv | v ∈ cK(v′)(0)}
2(dim cK′(x) + 1)
if v′ ∈ cK′(x)(0),
1
2
min{βK′v′ (x) | v′ ∈ cK′(x)(0)} otherwise.
Assume that x′ ∈ |K ′| and |βK′v′ (x) − βK′v′ (x′)| < δv′ for every v′ ∈ K ′(0). Then,
βK
′
v′ (x) > 0 implies β
K′
v′ (x
′) > 0, which means that cK′(x) 6 cK′(x′). Moreover, it
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follows that ∑
v′∈cK′ (x′)(0)\cK′ (x)(0)
βK
′
v′ (x
′) = 1 −
∑
v′∈cK′ (x)(0)
βK
′
v′ (x
′)
=
∑
v′∈cK′ (x)(0)
βK
′
v′ (x)−
∑
v′∈cK′ (x)(0)
βK
′
v′ (x
′)
6
∑
v′∈cK′ (x)(0)
∣∣βK′v′ (x)− βK′v′ (x′)∣∣
<
∑
v′∈cK′ (x)(0)
δv′ .
By (*), for each v ∈ K(0),∣∣βKv (x)− βKv (x′)∣∣ 6 ∑
v′∈cK′ (x′)(0)
∣∣βK′v′ (x)− βK′v′ (x′)∣∣βKv (v′)
6
∑
v′∈cK′ (x)(0)
∣∣βK′v′ (x)− βK′v′ (x′)∣∣
+
∑
v′∈cK′ (x′)(0)\cK′ (x)(0)
βK
′
v′ (x
′)
< 2
∑
v′∈cK′ (x)(0)
δv′
6 min{εu | u ∈ cK(v′)(0)} 6 εv.
This completes the proof. 
Any simplicial subdivision of a simplicial complex K preserves the weak topology
and the barycentric subdivision of K preserves the metric topology.
Theorem 4.5.1. The barycentric subdivision of the simplicial complex B does not
preserve the b-topology, that is, | SdB|b 6= |B|b as spaces.
Proof. We prove that id : |B|m → | SdB|m is not continuous at v0. For each n ∈ N
and λ ∈ NN, let σn,λ = 〈v0, vn, vλ〉 and εσˆn,λ = 2/λ(n) > 0. Then, for any δv > 0,
v ∈ B(0), we can find n0 ∈ N and λ0 ∈ NN with x ∈ σn0,λ0 such that∣∣βBv (v0)− βBv (x)∣∣ < δv for every v ∈ B(0) but∣∣βSdBσˆn0,λ0 (v0)− βSdBσˆn0,λ0 (x)∣∣ > εσˆn0,λ0 .
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In fact, we define λ0 ∈ NN by
λ0(n) = max
{
n,
[
1
δvn
]
+ 1,
[
2
δv0
]
+ 1
}
,
and choose n0 ∈ N so that n−10 < δλ0 . Let
x =
(
1− 2
λ0(n0)
)
v0 +
1
λ0(n0)
vn0 +
1
λ0(n0)
vλ0
=
(
1− 3
λ0(n0)
)
v0 +
3
λ0(n0)
(1
3
v0 +
1
3
vn0 +
1
3
vλ0
)
=
(
1− 3
λ0(n0)
)
v0 +
3
λ0(n0)
σˆ0
Then, |βBv (v0)− βBv (x)| < δv for every v ∈ B(0) because
1− βBv0(x) =
2
λ0(n0)
< δv0 , β
B
vn0
(x) =
1
λ0(n0)
< δvn0 ,
βBvλ0
(x) =
1
λ0(n0)
6 1
n0
< δvλ0 and
βBv (x) = 0 < δv for v 6= v0, vn0 , vλ0 .
On the other hand,∣∣βSdBσˆn0,λ0 (v0)− βSdBσˆn0,λ0 (x)∣∣ = βSdBσˆ0 (x) = 3λ0(n0) > εσˆn0,λ0 .
This completes the proof. 
4.6 The continuity of simplicial maps
Every simplicial map is continuous with respect to both the metic topology and the
weak topology. Concerning the box topology, we have the following result:
Theorem 4.6.1. Let K and L be simplicial complexes and f : K → L a simplicial
map. In the following cases, f : |K|b → |L|b is continuous.
(1) K is locally countable,
(2) K is locally finite-dimensional,
(3) f is proper.
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In the above (3), a simplicial map f : K → L is proper if f−1(v) ∩ K(0) (=
(f ||K(0)|)−1(v)) is finite for each v ∈ L(0).
Proof. (1): Note that f |σ is continuous for every σ ∈ K because both simplexes
σ and f(σ) have the Euclidean topology. Because of the local countability of K,
|K|b = |K|w as spaces. Then, it follows that f is continuous.
(2): We show the continuity of f at x =
∑
v∈K(0) β
K
v (x)v ∈ |K|. Let k =
dim St(x,K) < ∞ (the local finite-dimensionality of K). Given εu > 0, u ∈
St(f(x), L)(0), we define
δv =
εf(v)
k + 1
> 0, v ∈ St(x,K)(0).
Take x′ ∈ | St(x,K)| such that |βKv (x)−βKv (x′)| < δv for each v ∈ St(x,K)(0). Then,
card cK(x
′)(0) 6 k + 1. For each u ∈ St(f(x), L)(0),∣∣βLu (f(x))− βLu (f(x′)∣∣ =
∣∣∣∣∣ ∑
v∈cK(x′)(0)∩f−1(u)
βKv (x)−
∑
v∈cK(x′)(0)∩f−1(u)
βKv (x
′)
∣∣∣∣∣
6
∑
v∈cK(x′)(0)∩f−1(u)
∣∣βKv (x)− βKv (x′)∣∣
<
∑
v∈cK(x′)(0)∩f−1(u)
δv 6
∑
v∈cK(x′)(0)
εf(v)
k + 1
6 εu.
This shows that f : |K|b → |L|b is continuous.
(3): As (2), we show the continuity of f at x =
∑
v∈K(0) β
K
v (x)v ∈ |K|. For each
u ∈ L(0), let ku = card f−1(v) ∩ K(0) ∈ ω (the properness of f). Given εu > 0,
u ∈ St(f(x), L)(0), define
δv =
εf(v)
kf(v)
> 0, v ∈ St(x,K)(0).
Take x′ ∈ | St(x,K)| such that |βKv (x) − βKv (x′)| < δv for each v ∈ St(x,K)(0). As
the case (2), for each u ∈ St(f(x), L)(0),∣∣βLu (f(x))− βLu (f(x′)∣∣ 6 ∑
v∈cK(x′)(0)∩f−1(u)
∣∣βKv (x)− βKv (x′)∣∣
<
∑
v∈cK(x′)(0)∩f−1(u)
δv 6
∑
v∈K(0)∩f−1(u)
εf(v)
kf(v)
= εu.
This shows that f : |K|b → |L|b is continuous. 
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Finally, we show the following:
Theorem 4.6.2. Let K and L be simplicial complexes such that K contains an
uncountable full simplicial complex and L contains an infinite full simplicial complex.
Then, there exists a simplicial map f : K → L which is not continuous.
Proof. Without loss of generality, we may assume that L itself is a full simplicial
complex with L(0) = {un | n ∈ ω}, where un 6= un′ if n 6= n′. Let F be an
uncountable full simplicial complex contained in K. Take a vertex v0 ∈ F (0) and let
F (0) \ {v0} = {vn,λ | (n, λ) ∈ N× Λ},
where Λ is uncountable and vn,λ 6= vn′,λ′ if (n, λ) 6= (n′, λ′). We define a simplicial
complex f : K → L by
f(v) =
un if v = vn,λ, (n, λ) ∈ N× Λ,u0 if v = v0 or v ∈ K(0) \ F (0).
Then, f : |K|b → |L|b is not continuous at v0. Indeed, V0 =
⋂
n∈N(β
L
un)
−1([0, 2−n))
is an open neighborhood of u0 = f(v0) in |L|b. For each neighborhood of U in |K|b,
we have δv > 0, v ∈ K(0), such that
(βKv0)
−1((1− δv0 , 1]) ∩
⋂
v∈K(0)\{v0}
(βKv )
−1([0, δv)) ⊂ U.
Choose an n0 ∈ N so that 2−n0 < δv0 . Since Λ is uncountable, we have n1 > n0 such
that δvn0,λi > 2
−n1 for infinitely many distinct λi ∈ Λ, i ∈ N. Let
p =
(
1− 2−n0)v0 + 2n1−n0∑
i=1
2−n1vn0,λi ∈ |F | ⊂ |K|.
Then, it follows that
βKv0(p) = 1− 2−n0 > 1− δv0 ,
βKvn0,λi
(p) = 2−n1 < δn0,λi for each i = 1, 2, . . . , 2
n1−n0 and
βKv (p) = 0 < δv if v 6= v0, vn0,λ1 , vn0,λ2 , . . . , vn0,λ2n1−n0 ,
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which means that p ∈ U . On the other hand,
f(p) =
(
1− 2−n0)u0 + 2n1−n02−n1un0 = (1− 2−n0)u0 + 2−n0un0 .
Then, βLun0 (f(p)) = 2
−n0 , which implies that f(p) 6∈ V0. Hence, f is not continuous
at v0. 
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