Abstract-Inferring causal dependences in a family of dynamic systems from a finite set of observations is a problem encountered in many applications that arise in a diverse variety of fields; ranging from economics and finance to climatology and neuroscience. Given a set of random processes, the objective is to determine whether one process is influenced by the others and to investigate the nature of this influence in case a dependence relation is identified. The notion of Granger-causality may be used in this context to measure and quantify causal structures. Ideally, in order to infer the complete interdependence structure of a complex system, one should simultaneously consider the dynamic behaviour of all the processes involved. However, for large networks, such a method becomes exceedingly complicated. In this paper, we consider an interdependent group of jointly wide sense stationary real-valued stochastic processes and investigate the problem of determining Granger-causality by identifying pairwise causal relations. It is seen that while such methods may not reveal all details of a system, they can nonetheless provide useful and reasonably accurate information.
I. INTRODUCTION
Complex networks are encountered extensively in various fields of study ([1] , [2] ). Thorough discussions on the key aspects and challenges in this area have been presented in [3] , [4] and [5] , along with detailed surveys of the available literature. Analyzing the interplay between network dynamics and network structure has recently become a key issue in multidisciplinary research ( [6] , [7] , [8] ). In many cases, one is required to determine the interconnectivity of a given set of individual units from their dynamic response; i.e., the objective is to obtain a description of the dependence relations with no a priori knowledge. Such a problem arises in a wide variety of applications including economics, biology, cognitive sciences and ecology ( [9] , [10] ); and as pointed out in [8] and [11] , the issue of inferring information on the network topology from a set of measurements is one that still lacks proper understanding.
Such dynamic systems are often described by a multivariate stochastic process and the relations among processes are represented in the form of a graph, where nodes correspond to the processes involved and edges (directed or undirected) indicate dependence relations ( [4] ). The primary goal is to determine whether, within the system, a process {X(n)} influences another process {Y (n)}; and to quantify the extent of this influence.
Information theoretic tools present a useful framework to investigate such influences. While mutual information ( [12] ) is a symmetric quantity that only measures the amount of information shared between random vectors without any insight on the direction of information flow, it can be modified to develop asymmetric measures; including directed information; a quantity that was introduced in [13] and subsequently formalized in [14] and transfer entropy ( [15] , [16] ). In recent years, directed information has been used in the context of identifying hidden causal links among time series ([17] , [18] , [19] ).
Granger-causality ( [20] , [21] , [22] , [23] ) has often been used to identify how one time series "influences" another. Essentially, a process {X(n)} is said to "Granger-cause" another process {Y (n)} if given the past history of {Y (n)}, the additional knowledge of the past history of {X(n)} leads to a better prediction of the present value of {Y (n)} (i.e., a reduction in the mean-squared error). Related is the notion of causal Wiener filters; where one attempts to fit a linear predictor for Y (n) using the present and past values of {X(n)}.
It was pointed out in [24] that when two processes are jointly Gauss-Markov, there is an equivalence between Granger-causality and directed information. Equivalence relations between the two were derived in [4] for Gaussian linear models and in [5] under fairly general frameworks. Similar results have been presented in [19] in the context of neural spike trains, where the authors have developed an estimator of directed information that infers causality.
When a system consists of more than two processes; ideally, observations from each process should be simultaneously taken into account while estimating the hidden network. However, this can be computationally demanding for large networks, and the end results may be obfuscating. On the other hand, even though estimating pairwise causal relations of processes may fail to reveal all the interconnections of a network; it may provide valuable information on the structure at much less computational cost.
In this paper, we investigate the efficiency of a simple pairwise estimation technique, i.e., the causal Wiener filter, in detecting causal connections in large networks. Some results in this direction were presented in [10] , where the authors analyzed the performance of non-causal and causal Wiener filters in this context; but, most of the theoretical results presented related to the non-causal filter which clearly are not applicable when looking for directional dependence. Here, we present results specific to the usage of the causal Wiener filter in detecting Granger-causality. Furthermore, it is demonstrated through simulation that the performance of FIR Wiener filters as tools to infer connectivity is comparable to that of directed information.
The rest of the paper is organized as follows. In section II a brief description of the system is presented and some basic concepts are introduced. This is followed by section III where some results pertaining to a causal Wiener filter approach to the solution are derived. In section IV a finiteimpulse-response Wiener filter based method to infer causal dependences is proposed and is compared to a similar algorithm that uses directed mutual information. Finally, in section V we conclude with a short discussion on the merits and limitations of the causal Wiener filter approach.
II. BASIC MODEL
Consider a system of N wide sense stationary (WSS) processes where the processes are jointly WSS. The problem is to determine the inter-dependence relations among these processes and represent these dependencies in the form of a directed or undirected graph; where nodes correspond to the individual processes and the edges indicate dependence relations. A directed edge in the graph indicates a causal relation; i.e., the existence of a directed edge from node i to node j implies that X j (t) is affected by X i (t − k) for some k > 0. An undirected edge, on the other hand represents a mutual dependence relation; i.e., an undirected edge between nodes i and j represents the fact that X i (t) and X j (t) are inter-dependent.
No prior information is available on the interconnections and the network topology has to be estimated using a series of observations recorded at these nodes; i.e., realizations of the processes being studied. Denote each process by {X i (n)} for i = {1, . . . , N}. Since these processes are jointly WSS, the column vector of X 1 (n), X 2 (n), . . ., X N (n) denotes an R N -valued multivariate discrete time WSS process. Denote this process by X(n).
In general, while investigating the inter-relations among any collection of processes, one may be interested in one of the four following objectives. 1) To determine if a node i is directly related to node j.
Or alternatively, whether the nodes i and j connected by an edge. 2) To ascertain the direction of this dependence; i.e., to determine if i causes j, if j causes i or if both of them mutually influence each other.
3) To find a quantitative measure of the interdependence between processes i and j. This relates to the distance between the corresponding nodes. 4) To determine how the processes are related; i.e., to obtain a model that clearly depicts interdependence relations and can be used for the purpose of prediction and estimation of one process from the knowledge of the other. The system can be described as follows. Let H X (n) denote the linear span of of {X(n), X(n − 1), X(n − 2), . . .}, i.e., the closure of the linear combinations of X(n) and all its past values at time n. As {X(n)} is a WSS multivariate stochastic process, H X (n) is a Hilbert space. For any square integrable
Assume the process {X(n)} to be invertible. By Wold's decomposition theorem, {X(n)} may then be uniquely represented in the following form:
T is the corresponding R Nvalued innovation process. Note that IE[X(n)|H X (n − 1)] is essentially a linear combination of the past values of X(n); i.e.,
where
Each scalar innovation process {ν i (n)} corresponds to the R-valued process X i (n) in the following way:
The most general representation for any process {X i (n)}, then, is a causal linear MISO model in terms of all the processs {X j (n)} j={1,...,N } of the following form:
The mathematical tool that quantifies causal relations for the proposed model is Granger-causality. A process {X(n)} is said to Granger-cause the process {Y (n)} if the mean square error in estimating Y (n) from the past values of Y (n) (i.e., Y (n−1), Y (n−2), . . . ) is greater than that in estimating Y (n) from the observations of both {X(n)} and {Y (n)} combined (i.e.,Y (n − 1), Y (n − 2), . . . and X(n), X(n − 1), X(n − 2), . . . ). In other words, the past values of X(n) carry additional information on Y (n) that is not available in the past values of Y (n) itself and therefore an inclusion of these values reduce the error in estimation.
Formally ( [20] ), {Y (n)} is first modeled as an univariate autoregressive process with error θ Y ; i.e.,
and then modeled as an autoregressive that includes present and past observations of {X(n)} with error θ Y,X :-
When there are more than one process involved, one has to take into account all the processes to determine Grangercausality. Given a family of N processes
if the mean square error in estimating X j (n) from the past values of all the processes {X k (n)} k =i is greater than that in estimating X j (n) from the past values of all the processes, including those of {X i (n)}.
Determining causality in the above sense will necessitate the determination of the autoregressive parameters by means of some least-square method. In the most general form as given above, however, the problem of determining the parameters is non-trivial and involves a significantly high level of computation. If the model is simplified by assuming that the system has a finite memory; i.e., instead of an infinite weighted sum of past observations, the estimate depends on p of the most recent values; even then for each i, there are Np parameters to be derived. As p gets larger, this method becomes infeasible.
To make the problem simpler, one can start with the assumption that the network is sparsely connected; i.e., the number of nodes directly influencing a given node is upperbounded by m, such that 1 ≤ m < N and m N is small. The simplest version of this form is when one assumes m = 1; i.e., any process is affected by past values of at most one of the N processes. Both the above approaches are tantamount to fitting a causal Wiener filter to estimate the process.
Alternatively, instead of attempting to determine each parameter in the model, one may address the problem of merely identifying which of the processes affect which. In this regard, too, a Wiener filter approach may be employed; but then one would only be interested in the causal links or edges in the system and not the filter parameters.
The same problem may also be addressed from an information theoretic viewpoint. While the notion of causality is not inherent in the mutual information of two random vectors; it may be introduced through directed information. For two
T the directed information from X to Y is given by ([24] , [4] ):
. For an interconnected system as described, ideally one should detect causal links using a method that simultaneously takes into account the dynamic behaviour of all the processes involved. However, for a large network, implementation of such a method would be computationally challenging. Moreover, because one has to work with estimates of moments and distributions in lieu of the exact quantities; false edge detection is highly probable and the end result may be a confusing mesh of edges that bear little insight on the actual dynamics of the system.
Instead of looking at the network as a whole and considering all the processes simultaneously; one may attempt to infer the underlying structure by observing the pairwise dynamics of processes. In other words, one simply investigates whether there is a causal link from {X i (n)} to {X j (n)}, while ignoring the dynamics of the other processes. The method is repeated for each pair of processes and tested for both directions of causality, and the results are then used to determine the general structure of the system. The method may not reveal all causal branches but it may nonetheless provide a means to obtain a quick and easy insight into the system.
In this paper, we investigate the efficacy of pairwise causal Wiener filters for this purpose. Some theoretical results are presented on the applicability and limitations method; followed by an implementation of an FIR-Wiener filter based method for simulated systems of dynamic processes.
III. MAIN RESULTS
The following assumptions are made on the system. 1) The system is invertible and hence the representation in II.1 is unique. 2) There is no instantaneous causality; i.e., there is no pair of nodes {i, j} such that X i (t) and X j (t) affect each other. In other words, there is no undirected edge in the corresponding graph. 3) There are no closed loops or directed cycles in the graph. The second assumption is inherent in the model formulation of II.1.
Note that while the second assumption asserts that there is no undirected graph (representing instantaneous mutual causality) in the network, it does not eliminate the possibility of bidirectional edges between two nodes, in the case where present values of both nodes are causally affected by the past values of each other. The existence of such edges is ruled out by the third assumption.
As an example of such a network one may refer to figure III. In a graphical model such as this one that represents all causal relations of the processes, each process is represented by a node and each (Granger-) causal relation is indicated by a directed edge. With regard to this graph, the following terminology is used. Let any process be affected by the past history of at most m processes (m ≤ N − 1); including itself. This means that for any k, the matrix B(k) has at most m non-zero elements in any of its rows and one of these is the diagonal element. Without loss of generality, the processes influencing a certain process {X i (t)}; not including {X i (t)} itself, are referred to as {X ij (t)} j≤m−1 . The set of indices corresponding to these processes is denoted by S i . Clearly, for any i, the cardinality of S i is upper bounded by m. Also, in the model followed, i ∈ S i .
1) Node
We begin by establishing the following lemma.
Lemma III.1. Let the system be as described by II.1 and let the above assumptions hold. Let X i (n) have the representation as follows.
Then, each of the processes {X ij (n)} Granger-causes
{X i (n)}. Moreover, if {X j (n)} Granger-causes {X i (n)}; then j ∈ S i .
Proof:
Let H i (n) denote the linear span of {X i (n), X i (n − 1), X i (n − 2), . . .}, i.e., the closure of the linear combinations of X(n) and all its past values at time n and let H Si (n) denote the linear combinations of all the processes {X j (n)} such that j ∈ S i and all their past values. Let H(n) denote the closure of the linear combinations of all the processes X j (n); j = 1, . . . , N and their past values; and let H −j (n) include linear combinations of all the processes and their past values except {X j (n)}. By construction, H i (n), H Si (n), H(n) and H −j (n) are all Hilbert spaces.
As before, let IE[·|·] denote the projection operator. Let ξ[·|·] denote the corresponding estimation error. To prove the first part, begin by noting that
and in this case,
By defintion,
where {X l (n)} is some process that causes {X j (n)}. Note that the above expression includes among other terms a linear combination of {ν ij (n−1), ν ij (n−2), . . . }; i.e., the innovation terms local to the processes {X ij (n)}. For any i j ∈ S i , the subspaces H −ij (n) will not include these terms and therefore each of them will have a non-zero part orthogonal to H −ij (n).
Denote these terms by
This completes the proof. To prove the reverse, recall that the process {Y (n)} is said to Granger-cause {X(n)} if and only if
i.e., the inclusion of information on the past history of {X j (n)} strictly reduces the error in estimating X(n).
Clearly then, since the representation in III.1 is unique, it immediately follows that if {X j (n)} Granger-causes {X i (n)}; terms of {X j (n)} will appear in the MMSE estimate of X i (n). In other words, X i (n) must have an expansion of the form III.1; i.e., j ∈ S i .
In practice, interdependence between two processes may be estimated using a causal Wiener filter approach. The idea is to estimate X i (n) as a linear combination of the past values of X j (n), for some j = i. The estimate thus obtained is essentially the projection of X i (n) on the subspace H j (n−1); i.e., the linear span of {X j (n − 1), X j (n − 2), . . . } (X j (n) is not included as we assume the absence of any instantaneous causailty) and is denoted by IE[X i (n)|H j (n − 1)]. As long as X i (n) is not orthogonal to H j (n − 1), this estimate will be non-zero and the mean-squared error
is minimized is identified as the node that (Granger-)causes {X i (n)}.
According to the notations used, this corresponds to the case where m = 1. When the topology of the network is such that m is indeed 1, the above method will accurately reveal all causal interconnections. However, it is of interest to investigate how this approach fares when m is allowed to take higher values. In the following we present two theorems that relate results obtained from a causal Wiener filter approach to an unrestricted network of jointly WSS processes.
Theorem III.1. Let the driving processes be uncorrelated. If
Then at least one of the following must be true:
Proof: Let the processes at nodes i, j be such that they do not satisfy any of the three criteria. Let the sets of indices corresponding to the driving processes associated with {X i (n)}, {X j (n)} be D i , D j respectively. Let the sets of intermediate parent and ancestor nodes be I i and I j respectively. The processes {X i (n)} and {X j (n)} can then be expressed as:
Such an expression can be arrived at by a step-by-step expansion of the parent processes associated with {X i (n)} and {X j (n)}. Now, ν i (n), ν j (n) are elements of the innovation vector and are therefore uncorrelated. Moreover, since nodes i and j have neither a common ancestor nor a parent-child relation; I i and I j are mutually exclusive and hence the terms {ν l (n − k)} l∈Ii and {ν l (n − k)} l∈Ij are uncorrelated. Finally, the driving processes are uncorrelated as well.
Therefore, for any τ ∈ N,
, at least one of the three criteria must be satisfied.
Theorem III.2. If node j is an ancestor of node i, then
Proof: Let j be an ancestor of i. Then, X i (t) can be expressed as
While a causal Wiener filter has the notion of direction inherent in itself, that is not the case with the non-causal Wiener filter. However, the latter, too, may be used in conjunction with the former to infer information on causal links. The following result is related to this.
Proof: It is known that the frequency-domain representation of the non-causal Wiener filter that estimates process {X i (n)} from {X j (n)} is given by
where P i,j (λ) is the cross power spectral density of processes {X i (n)} and {X j (n)} and S j (λ) is the power spectral density of {X j (n)}.
Consider processes {X i (n)} and {X j (n)} where the former is Granger-caused by the latter. Then, X i (n) can be expressed as
As there is no instantaneous causality; IE[X j (n)ξ i|j (n)] = 0 as well. In this case, the crosscorrelation sequence is given by
The cross power spectral density P i,j (λ) is given by the discrete time Fourier transform of the above cross-correlation sequence
where B(λ) is given by
and P ξ,i,j (λ) is the cross power spectral density of {ξ i,j (n)} and {X j (n)}.
Then,
Note that B(λ) is always causal. By construction, IE[ξ i,j (n)X j (n − k)] can be non-zero only for k < 0; and consequently, if P ξ,i,j (λ) is not zero it must be anticausal. Therefore, if there exists some k < 0 such that IE[ξ i,j (n)X j (n − k)] = 0; then the non-causal Wiener filter will have anti-causal terms. Otherwise, it will be a causal filter.
Recall that X i (n) and X j (n) are essentially some linear combinations of the components of the innovation sequence: {ν i (n)} and can thus be expressed as:
In the above representation, the individual terms in both the above summations are orthogonal to each other. The filter G i|j will be non-causal, if and only if there is some ν l such that both X i (n) and X j (n + t) contain the term ν l (n − τ ) for some τ > 0 and t > 0. Essentially, this means that X i (n − t) is not orthogonal to X j (n) and the projection of X j (n) on H i (n − t) is non-zero. However, if the causal relationship between processes {X i (n)} and {X j (n)} is such that while {X i (n)} is caused by {X j (n)}; the latter cannot be predicted from the former; then the filter G i|j will be causal. Therefore, it can be concluded that if G i|j is causal; then {X j (n)} causes in the network, a procedure analogous to the Wiener filter method is followed. If the directed information computed is significantly close to 0, i.e., if for some threshold of significance 2 ,
it is concluded that there is an edge from i to j. Results of the directed information based method were quite similar to those obtained by the Wiener filter approach. In this case, results were seen to be sensitive to both the threshold parameter 2 and the model order q. A smaller 2 lead to the false detection of additional edges; while when 2 was too large or q too small, some of the original edges remained undetected.
The original networks simulated and the structures revealed by the proposed methods are graphically represented in figures IV and IV. An edge between two nodes represents a causal filter between the corresponding processes. In this paper, we have presented several results on the utility of pairwise Wiener filtering in determining Grangercausality in networks of stochastic processes. It follows from these results and the simulation data that the method may be employed to obtain useful information on the interdependence relations in a system of multivariate WSS random processes.
While the Wiener filter approach provides some information on the interdependence of processes; it is also clear that there is a limit to the information one may infer through such means. The method is not sufficient to unambiguously determine all interdependence relations in a network were m is unrestricted. For instance, there is no direct way of determining which of the nodes j are parents of node i and which are more distant ancestors. Lowest estimation error does not guarantee lowest number of hops; i.e., it may very well be the case that the error IE[ξ[X i (n)|H j (n − 1)] 2 ] is minimized for j = j * which is not a parent of i. As an example, one may consider a network of the form depicted in V. The MSE for a causal Wiener filter estimating node 8 may be minimized for node 1 in this case even though node 1 is not a parent of node 8. Thus, the Wiener filter approach may easily lead to the detection of false nodes.
If node j is not an ancestor but a descendant of node i; or the two have a common ancestor; the relation IE[ξ[X i (n)|H j (n − where γ i,j (n) is orthogonal to H i (n − 1). Then, for any T ∈ N,
It is seen that depending on IE[X j (n)|H i (n−1)] and γ i,j (n) the above quantity may or may not be equal to zero for all choices of T ; i.e., the projection of X i (n) n H j (n − 1) may or may not yield zero in this case. A similar inspection reveals that the situation persists when i and j have a common ancestor.
Nonetheless, as demonstrated by the simulation results, Wiener filtering can be a quick, efficient tool in obtaining reasonably accurate; albeit partial information on the causal connections of a network of stochastic processes. The method is similar to that proposed in [10] ; and yet much easier to implement; as for FIR Wiener filters one only needs to estimate a small number of covariance and cross-covariance terms as opposed to spectral densities required for the causal case.
The performance of FIR Wiener filters were seen to be comparable to a directed information based approach. While the latter has gained popularity in recent years; it involves estimating the distributions of the processes involved and is therefore computationally burdensome for general processes. In that regard, Wiener filtering is seen to be a useful and robust alternative in detecting causal structures for jointly WSS processes where no information is available on either the distribution or the support set of the processes.
