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We study the capacity of a quantum channel where channel acts like controlled phase gate with
the control being provided by a one-dimensional quantum spin chain environment. Due to the
correlations in the spin chain, we get a quantum channel with memory. We derive formulas for the
quantum capacity of this channel when the spin state is a matrix product state. Particularly, we
derive exact formulas for the capacity of the quantum memory channel when the environment state
is the ground state of the AKLT model and the Majumdar-Ghosh model. We find that the behavior
of the capacity for the range of the parameters is analytic.
I. INTRODUCTION
Quantum memory channels are quantum channels in
which the noise effects are correlated. The quantum ca-
pacity of a quantum memory channel is the maximum
information carrying capacity of the channel. This ca-
pacity has an operational meaning described in terms of
protocols of entanglement transmission or by the amount
of distillable entanglement. Computing the capacity of
such a channel is a difficult optimization task since the
capacity formula is not given by a single letter formula.
Instances of memory channels that occur in physical sit-
uations are an unmodulated spin chain [1] and a micro
maser [2]. A systematic study of quantum memory chan-
nels and a review of results has been done in [3, 4].
In this work we compute the capacities of quantum
channels that have a many body environment. The set
up is that Alice transmits a sequence of particles to Bob
and each particle interacts via a unitary with its own en-
vironmental particle. The environmental particles them-
selves are in the ground state of a quantum many body
environment like a spin chain. Due to the correlations in
the chain, memory effects are introduced. Consequently,
the resulting channel between Alice and Bob which is
given by tracing out the environment, is a quantum mem-
ory channel. This set up was studied in detail in [5, 6]
wherein conditions were derived under which the quan-
tum capacity equals the regularized coherent information
of the channel. Along with this it was also shown that
a non-analytic behavior of the capacity was related to a
phase-transition in the many-body environment.
The work in this paper focuses on the case where the
quantum many-body environment is a class of spin chains
called matrix product states (MPS) or finitely correlated
states [7]. These states are important from the point
of view of both quantum computation and condensed
matter theory. It is known [8] that they are universal
for measurement based quantum computation. Numeri-
cal techniques based on higher dimensional MPS (tensor
networks) are also being used to study phenomenon such
as high temperature superconductivity and exotic phases
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of matter [9]. MPS states are easy to describe and un-
der some conditions they have nice properties like exis-
tence of a spectral gap and exponentially decaying corre-
lations. The MPS formalism arose out of work done by
Majumdar-Ghosh (MG) [10] and Afflek-Kennedy-Lieb-
Tasaki (AKLT) [11] on valence bond solid models. The
quantum many body environment for the channel in this
paper is the ground states of these models.
The main results in this paper are the derivation of ex-
act formulas for the quantum capacities of the quantum
memory channels when the environment is in the ground
state of the AKLT model and MG model. The work is
organized as follows: In Section II we give an overview of
the matrix product states in terms of the theory of com-
pletely positive maps as formulated in [7]. In Section III
we go over the construction of the memory channel. In
Section IV we derive the formula for the channel corre-
lated by the AKLT and the MG state.
II. QUANTUM SPIN CHAINS AND MPS: THE
AKLT AND MG STATES
A quantum spin chain AZ is a suitable limit of local
spin algebras A[−n,n] = ⊗nj=−nAi where Ai is the algebra
at each site. A state ω on AZ is specified by local density
matrices ρ[1,n] such that for any local observable A[1,n] ∈
A[1,n]
ω(A[1,n]) = Tr(ρ[1,n]A[1,n]).
A state ω is translation invariant if the following holds
Trn+1(ρ[1,n+1]1I1 ⊗A[2,n+1]) = Tr(ρ[1,n]A[1,n]).
MPS are a class of translation invariant states over AZ
that are defined by a triple (B, ρ,E) where B is a ma-
trix algebra, ρ is a state on B, and E : A ⊗ B 7→ B is
a completely positive unital map which has the Krauss
representation
E(A⊗B) =
∑
j
Vj(A⊗B)V †j , (1)
where Vj : A⊗ B → B. Note that E(1)(A) := E(A⊗ 1IB)
defines a completely positive map from A to B. We define
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2E(n) as maps from A⊗n to B recursively as follows
E(n) := E ◦ (1IA ⊗ E(n−1)), n ≥ 1
It was shown in [7] that given the triplet (B, ρ,E) there
exists a translation invariant state ω on AZ such that the
local density matrices satisfy the condition
Tr(ρ[1,n]A[1,n]) = Tr(ρE(n)(A[1,n])).
Translation invariance of ω yields the property
Tr(ρE(1IA ⊗B)) = Tr(ρB)
When the completely positive map E in equation (1) is
pure, that is, it has only one Krauss operator, then
E(A⊗B) = V (A⊗B)V †. (2)
The state generated herein is called a purely generated
MPS. For purely generated MPS there exists an or-
thonormal set {|φi〉} and operators Ai : B 7→ B defined
as
V |φi ⊗ ψ〉 = Ai|ψ〉,
V †|ψ〉 =
d∑
i=1
|φi〉 ⊗A†i |ψ〉,
for |ψ〉 ∈ A. From equation (2) we get
E(|φi〉〈φj | ⊗B) = AiBA†j , forB ∈ B.
Furthermore the operators Ai satisfy∑
i
AiA
†
i = 1I and
∑
i
A†iρAi = ρ. (3)
It can be shown that the local density matrices ρ[1,n] are
given by
ρ[1,n] =
∑
s,t
|φs〉〈φt|Tr(A†sρAt) (4)
where |φs〉 = |φs1 ⊗ φs2 ⊗ · · ·φsn〉 andAt = At1 .At2 ...Atn
It was shown in [7] that for purely generated MPS if
there exists a unique ρ satisfying equation (3) then the
resulting states are pure states over AZ. Moreover they
are ground states of translation invariant finite range
Hamiltonians. They also have some interesting proper-
ties like exponentially decaying correlation functions and
a ground state enery gap. The AKLT Hamiltonian is
given by
HAKLT =
∑
i
Si · Si+1 + 1
3
(Si · Si+1)2. (5)
The AKLT Hamiltonian is a spin-1 chain and Si =
(Sxi , S
y
i , S
z
i ) are spin-1 observables corresponding to ob-
serving the spin at site i in the x,y and z directions re-
spectively. The ground state of the AKLT Hamiltonan
is unique and we look at the parametrized version of the
AKLT state which has MPS representation given by the
triplet (E,B, ρ) with
B = M2(C), ρ = 1IB
2
and the map E determined by the operators {Ai}3i=1
where
A1 = − sin(θ)σz, A2 = cos(θ)σ+, A3 = −A2, θ ∈ [0, pi)
(6)
where σi, i ∈ {x, y, z} are the Pauli matrices and σ+ =
σx+ iσy. The ground state of the Hamiltonian in expres-
sion (5) corresponds to θ = cos−1(
√
2
3 ). The Majumdar-
Ghosh Hamiltonian is a spin- 12 Hamiltonian given by
HMG =
∑
i
σi · σi+1 + 1
2
σi · σi+2 (7)
It has two distinct ground states and an equal superposi-
tion of these two ground states has MPS representation
with operators {Ai}2i=1 given by
A1 =
0 1 00 0 −√g
0 0 0
 , A2 =
 0 0 0√1− g 0 0
0 1 0
 , (8)
where g ∈ [0, 1) is a parameter and the ground state of
the Hamiltonian (7) corresponds to g = 12 . The invariant
state ρ is
ρ =
 1−g2 0 00 12 0
0 0 g2
 .
III. CONSTRUCTION OF THE MEMORY
CHANNEL AND CAPACITY FORMULA
A quantum channel is a completely positive trace pre-
serving (CPTP) map Λ : B(HA) → B(HB) where HA
and HB are Hilbert spaces of the input and output sys-
tems respectively. Every completely positive map has a
Krauss form
Λ(ρ) =
∑
k
VkρV
†
k , (9)
where the linear operators Vk : HA → HB satisfy∑
k V
†
k Vk = 1I. By Stinesprings’ dilation theorem there
exists a Hilbert space referred to as environment HE and
an isometry V : HA → HB ⊗HE such that the map Λ is
given by
Λ(ρ) = TrE(V ρV
†), (10)
3where we have taken the partial trace over the environ-
ment system. If we take the partial trace over the system
B instead of the environment we get the complementary
map Λ˜ : HA → HE which is also CPTP
Λ˜(ρ) = TrB(V ρV
†). (11)
Due to equations (9), (10), (11) we can write the output
state of the complementary channel as
Λ˜(ρ) = [Tr(V †j ρVk)] (12)
Memory less channels are channels where the noise acts
independently on each input state. Multiple uses of a
memory less channel Λ is given by the tensor product
Λ⊗n. In situations where the tensor product structure
of the multi use of the channel does not hold, we get a
channel with memory. In a quantum memory channel
besides the input and output, there is a third system M
which represents the state of the memory. The channel
operates on the input state and the state of the memory
yielding an output state and a new state of the memory.
Thus a quantum memory channel is represented by a
CPTP map Φ : A ⊗ M → M ⊗ B. The action of n
successive uses of this channel Φ is given by the channel
Φ(n) : A⊗n ⊗M→M⊗B⊗n where
Φ(n) = (1I⊗n−1B ⊗ Φ) ◦ (1I⊗n−2B ⊗ Φ⊗ 1IA) ◦ · · ·
· · · ◦ (Φ⊗ 1I⊗n−1A ).
The final output state can be determined by performing
a partial trace over the memory system.
The memory considered in this paper is a state of a
quantum many body system like state of a quantum spin
chain. The memory M consists of a tensor product of
spin algebras at each site, that is, M = ⊗ni=1Mi where
Mi is the algebra at site i. The memory state is as-
sumed to be initially in an entangled state of the algebra
M. The memory channel is created by a family of local
unitaries,
UqjM = 1Imn ⊗ · · · ⊗ 1Imj+1 ⊗ Uqjmj ⊗ 1Imj−1 ⊗ · · · ⊗ 1Im1
with each unitary acting on the the channel input and
the local spin algebra. The final state of the channel is
given by
Φ(n)(ρ(n)) = TrM [Uqnmn ⊗ · · ·
· · · ⊗ Uq1e1(ρ(n) ⊗ ωM )U†qnmn ⊗ · · · ⊗ U†q1e1 ]
See Figure 1.
We study the special case when the local unitary is a
generalized controlled phase gate. For the environment
of spin- 12 particles the local unitaries are given by the
controlled Z-gate
Uqjmj =
1 0 0 00 1 0 00 0 1 0
0 0 0 −1
 .
Quantum many body environment
Alice Bob
. . .
. . .
· · ·
1
FIG. 1. Channel construction: Alice transmits a sequence
of particles to Bob and each particle interacts via a unitary
(S controlled phase gate) with its own environmental parti-
cle. The environmental particles themselves are in the ground
state of a quantum many body environment like a spin chain.
Due to the correlations in the chain, memory effects are in-
troduced and the resulting channel which is given by tracing
out the environment is a quantum memory channel.
For a d-level environment system the unitary is a gener-
alized phase gate given by
d−1∑
k=0
|k〉〈k| ⊗ Z(k),
where Z(k) =
∑
j exp(i2pikj/d)|j〉〈j|. For this channel,
if the environment is in state∑
x,y
ρx,y|x1, x2, ..., xN 〉〈y1, y2, ..., yN |
then the action of controlled Z-gate leads to the following
dephasing channel
σ 7→
∑
x
ρx,xZ
x1
1 Z
x2
2 ...Z
xN
N σ(Z
x1
1 Z
x2
2 ...Z
xN
N )
†
Computing the capacities of dephasing channels was also
done previously in [12–14]. In [6] it was shown that the
quantum capacity of the quantum memory channel with
many body environment of a MPS equals the regularized
coherent information
Qc(Φ) = lim
n→∞
I(Φ(n))
n
,
4where
I(Φ) = sup
ρ
S(Φ(ρ))− S(Φ˜(ρ)).
Furthermore, in [6], it was shown that for the quantum
memory channel with a many body environment given
by a MPS state ρenv the quantum capacity is given by
Qc(Φ) = log(d)− lim
n→∞
S(diag(ρenv))
n
, (13)
where d is the dimension of the local spin algebra.
IV. CAPACITY OF CHANNEL CORRELATED
WITH THE AKLT AND MG STATES
In the previous section we saw that the capacity of
the quantum memory channel can be computed from the
diagonal elements of the local density matrix of the MPS
environment. From equation (4) the diagonal elements
of local densities ρ(n) of an MPS described by operators
{Ai}li=1 and invariant state ρ are given by
diag(ρ(n)) = [Tr(A
†
in
A†in−1 ...A
†
i1
ρAi1Ai2 ...Ain)] (14)
Now, if {Ai}li=1 are simultaneously diagonalizable, with
Ai = UDiU
† for some unitary U then the problem be-
comes tractable since in this case we get
diag(ρ(n)) = [Tr((D
†
1D1)
k1(D†2D2)
k2 · · · (D†lDl)klUρU†)]
where k1, k2, ..., kl are the number of occurrences of the
operators A1, A2, .., Al in equation (14), respectively. In
[6] a solution for this problem was given when the matri-
ces Ai⊗A†i are rank-1 matrices by reducing the analysis
to the solution of a classical 1D Ising model. If the MPS
operators {Ai}li=1are not of the form described in these
special cases then the problem is more difficult. Consider
the classical probability distribution as
p(X1 = i1, X2 = i2...., Xn = in) = (15)
Tr(A†inA
†
in−1 ...A
†
i1
ρAi1Ai2 ...Ain)
The translation invariance of the MPS states carries
over to this classical probability distribution. The limit
limn→∞
H(X1,X2,...,Xn)
n is the entropy rate of the stochas-
tic process given by the equation (15). Thus, by equation
(13), computing the diagonal entropy of the MPS state
is equivalent to computing the entropy rate of this clas-
sical probability distribution. The limit exists when the
process is stationary [15] and we have
Lemma 1.
Qc(Φ) = log(d)− lim
n→∞
H(X1, X2, ..., Xn)
n
.
A closed form formula for the entropy rate of a station-
ary stochastic process exists when a stationary process is
Markov [15] or a hidden Markov process of a special kind
[16]. In general, obtaining a closed form solution for the
entropy rate of a general stationary stochastic process
is known to be hard. In what follows we compute the
entropy rate of the stationary stochastic process gener-
ated by the diagonal elements of the AKLT state and
the MG state by explicitly computing the diagonal ele-
ments. Let the local densities of the ground state of the
AKLT model and MG model be denoted by ρ
(n)
AKLT(θ)
and ρ
(n)
MG(θ)respectively. For AKLT model we have the
following lemma
Lemma 2. The non-zero diagonal elements of ρ
(n)
AKLT(θ)
are given by λp, p ∈ {0..n} where
λp =
sin2p(θ) cos2(n−p)(θ)
2
with multiplicity 2
(
n
p
)
for p ∈ {0..n− 1}
λn = sin
2n(θ) with multiplicity 1
Proof: From equation (4) and the cyclicity of the trace
the diagonal elements of local density matrices ρ
(n)
AKLT(θ)
are given by
Tr(ρO1O2...OnO
†
nO
†
n−1...O
†
1) (16)
where ρ = 1I2 and the operators Oi ∈ {A1, A2, A3} are as
in equation (6). We denote γ1 = 1I , γ2 =
(
1 0
0 0
)
and
γ3 =
(
0 0
0 1
)
and note the following relations:
A1A
†
1 = sin
2(θ)γ1, (17)
A2A
†
2 = cos
2(θ)γ2, (18)
A3A
†
3 = cos
2(θ)γ3, (19)
A22 = 0, A
2
3 = 0, (20)
A1O1...OkO
†
k...O
†
1A
†
1 = A1A
†
1O1...OkO
†
k...O
†
1 (21)
Oi ∈ {A1, A2, A3}, k ∈ {1..n},
A2γ2A
†
2 = cos
2(θ)γ3, A3γ3A
†
3 = cos
2(θ)γ2. (22)
Let p be the number of occurrences of operator A1 in
equation (16), then because of equations (17) and (21)
we have
Tr(ρO1O2...OnO
†
nO
†
n−1...O
†
1) = (23)
5Tr(ρA1A
†
1...A1A
†
1︸ ︷︷ ︸
p times
Oi1 ...Oin−pO
†
in−p ...O
†
i1
),
where the operators Oik is A2 orA3. From (17) we get
Tr(ρO1O2...OnO
†
nO
†
n−1...O
†
1) = (24)
Tr(ρ sin2p(θ)1IOi1 ...Oin−pO
†
in−p ...O
†
i1
).
Due to relation (20) the operators A2 and A3 must occur
alternately in the sequence Oi1 ...Oin−p on the right side
of equation (24). Now, using equations (18),(19) and (22)
we get
Tr(ρO1O2...OnO
†
nO
†
n−1...O
†
1) =
Tr(ρ sin2p(θ) cos2(n−p)(θ)γi)
where γi = γ1 if p = n otherwise γi is either γ2 or γ3. If
p = n we get exactly one diagonal element
λn = sin
2n(θ).
If p < n then we get diagonal elements of the form
λp =
sin2p(θ) cos2(n−p)(θ)
2
.
If p < n then the number of ways that one can place these
A1 operators in the sequence O1O2...On is
(
n
p
)
. Since the
remaining A2 and A3 operators occur alternately, there
are only 2 ways to place them and hence the multiplicity
of λp in this case is 2
(
n
p
)
.
Theorem 3. The quantum capacity of the channel cor-
related with the AKLT ground state is given by
QcAKLT = log2 3− h2(θ)
where h2(θ) = − sin2(θ) log(sin2(θ))−cos2(θ) log(cos2(θ))
Proof: From equation ( 13) we have
QcAKLT = log2 3− lim
n→∞
1
n
[− n∑
k=0
λk log2 λk
]
where λk is as in lemma 2. Setting sin
2(θ) = p and
cos2(θ) = q we get
QcAKLT =
log2 3 + lim
n→∞
1
n
n−1∑
k=0
[
2
(
n
k
)
pkqn−k
2
log2(
pkqn−k
2
) +
pn log2 p
n
]
The term p
n log2 p
n
n goes to zero as n → ∞. Hence, we
get
QcAKLT = log2 3 + lim
n→∞
1
n
[ n∑
k=0
k
(
n
k
)
pkqn−k log2 p+
n∑
k=0
(n− k)
(
n
k
)
pkqn−k log2 q −
n−1∑
k=0
(
n
k
)
pkqn−k
]
= log2 3 + lim
n→∞
1
n
[
log2 p
n∑
k=0
k
(
n
k
)
pkqn−k +
log2 q
n∑
k=0
(n− k)
(
n
k
)
pkqn−k −
n−1∑
k=0
(
n
k
)
pkqn−k
]
= log2 3 + lim
n→∞
1
n
[
log2 p
n∑
k=0
k
(
n
k
)
pkqn−k +
log2 q
n∑
j=0
j
(
n
k
)
qjpn−j −
n−1∑
k=0
(
n
k
)
pkqn−k
]
= log2 3 + lim
n→∞
1
n
(
np log2 p+ nq log2 q)− (1− pn)
)
.
The last equality follows from the fact that expectation
of a binomial random variable with parameters (n, p) is
np and the fact that the sum of the binomial probabilities
is 1. Hence
QcAKLT = log2 3 + p log2 p+ q log2 q − lim
n→∞
1− pn
n
= log2 3− h2(θ)
In particular, the capacity of the channel for the ground
state of the AKLT Hamiltonian given by equation (5) is
log2 3− h2(cos−1
√
2
3 ) =
2
3 .
Lemma 4. The non-zero diagonal elements of ρ
(n)
MG(θ)
are given by:
If n is odd:
µ0 =
(1− g)dn2 e + gdn2 e
2
with multiplicity 2
µi =
(1− g)igdn2 e−i
2
with multiplicity 2
( ⌈n
2
⌉⌈
n
2
⌉− i
)
for 1 ≤ i ≤
⌈n
2
⌉
− 1
If n is even:
γ0 =
(1− g)n2 + g n2+1
2
with multiplicity 1
γ
(1)
i =
gi(1− g)n2−i
2
with multiplicity
(n
2
i
)
for 1 ≤ i ≤ n
2
− 1
γ
(2)
i =
g
n
2−i+1(1− g)i
2
with multiplicity
(n
2 + 1
i
)
for 1 ≤ i ≤ n
2
γn
2
=
(1− g)n2+1 + g n2
2
with multiplicity 1
6Proof: See appendix.
Theorem 5. The quantum capacity of the channel cor-
related with the Majumdar-Ghosh ground state is given
by
QcMG = 1 +
g
2
log2(g) +
1− g
2
log2(1− g)
Proof: We consider the cases of n being odd and even
separately.
Case 1: n is odd
Setting k =
⌈
n
2
⌉
from lemma 4 we get
QcMG =
log2 2 + lim
n→∞
1
n
[
2
(1− g)k + gk
2
log2
(1− g)k + gk
2
+
k∑
i=1
2
(
k
i
)
gi(1− g)k−i
2
log
gi(1− g)k−i
2
]
Rearranging the terms we get
= 1 + lim
n→∞
1
n
[ k∑
i=0
(
k
i
)
gi(1− g)k−i
2
log
gi(1− g)k−i
2
]
= 1 + lim
n→∞
1
n
[
log2 g
k∑
i=0
i
(
k
i
)
gi(1− g)k−i +
log2(1− g)
k∑
i=0
(k − i)
(
k
i
)
gi(1− g)k−i −
log2 2
k∑
k=0
(
k
i
)
gi(1− g)k−i
]
The summation in the first two terms inside the limit is
expectation of a binomial random variable with param-
eters (k, g) and (k, 1 − g) respectively. The summation
of last term is just the sum of the binomial probabilities
which is equal to one. Thus, we have
QcMG =
1 + lim
n→∞
1
n
[
kg log2 g + (1− g)k log2(1− g)− log2 2
]
= 1 + lim
n→∞
1
n
[⌈n
2
⌉
g log2 g +
⌈n
2
⌉
(1− g) log2(1− g)
]
= 1 +
g
2
log2 g +
1− g
2
log2(1− g).
Case 2: n is even
Using lemma 4, we get
QcMG = log2 2 + lim
n→∞
1
n
(
γ0 log2 γ0 +
n
2−1∑
i=1
γ
(0)
i log2 γ
(0)
i +
n
2∑
i=1
γ
(1)
i log2 γ
(1)
i + γn2 log2 γ
n
2
)
Rearranging the terms of γ0 and γn2 we can write this as
QcMG =
1 + lim
n→∞
1
n
[ n2∑
i=0
(n
2
i
)
gi(1− g)n2−i
2
log2
gi(1− g)n2−i
2
+
n
2+1∑
i=0
(n
2 + 1
i
)
g
n
2−i+1(1− g)i
2
log2
g
n
2−i+1(1− g)i
2
]
Proceeding along the lines of the odd n case we see that
QcMG = 1 + lim
n→∞
1
n
[n
4
(g log2 g + (1− g) log2(1− g) + 1)
+
n+ 1
4
(
g log2 g + (1− g) log2(1− g) + 1
)]
= 1 +
g
2
log2(g) +
1− g
2
log2(1− g)
For g = 12 (Majumdar-Ghosh Hamiltonian) given by
equation (5) the capacity is 1− 14 − 14 = 12 .
V. CONCLUSION
In this paper we have computed the quantum ca-
pacity of a quantum memory channel where the noise
correlations come from a spin chain external environ-
ment. In particular the environment that we consider
are parametrized ground states of the AKLT and the MG
spin chains. These are well known matrix product states
and we have used the formalism and mechanics of MPS to
compute exact formulas for the capacities of these quan-
tum memory channels. We also observed that the diag-
onal elements of translation invariant MPS correspond
to the probability distribution of a stationary stochastic
process. A question that naturally arises is whether the
diagonal elements of an MPS correspond to some special
stochastic processes that will make the computation of
the quantum capacity of the correlated memory channels
tractable. Another question of interest is whether the
methods in this work can be used to compute the quan-
tum capacity of a much larger class of quantum memory
channels correlated by MPS. The capacity formulas that
we derived were analytic in the range that we have con-
sidered. It would be interesting to investigate the effect
on the capacities for other ranges of parameter values,
especially where there are known phase transitions.
7Appendix A: Proof of lemma 4
The lemma can be easily verified for the cases when
n = 2, and n = 3. So we prove for the case n ≥ 4 with
{A1, A2} as in equation (8).
Proof for values:
The proof is based on the observation that, for n ≥ 4,
{O1 · · ·OnO†n · · ·O†1 : Oi ∈ {A1, A2}, 1 ≤ i ≤ n} ={
diag(0, 0, 0),diag(gb
n
2 c, 0, 0),
diag(gi(1− g)bn2 c−i, 0, 0) : 1 ≤ i ≤ bn
2
c − 1,
diag((1− g)bn2 c, gdn2 e, 0),
diag(0, gi(1− g)dn2 e−i, 0) : 1 ≤ i ≤ dn
2
e − 1,
diag(0, (1− g)dn2 e, gbn2 c),
diag(0, 0, gb
n
2 c−i(1− g)i) : 1 ≤ i ≤ bn
2
c − 1,
diag(0, 0, (1− g)bn2 c)
}
Consequently, for n ≥ 4,
{Tr(ρO1 · · ·OnO†n · · ·O†1) : Oi ∈ {A1, A2}, 1 ≤ i ≤ n} =
{0, (1− g)g
bn2 c
2
,
gi(1− g)bn2 c−i+1
2
: 1 ≤ i ≤ bn
2
c − 1,
(1− g)bn2 c+1 + gdn2 e
2
,
gi(1− g)dn2 e−i
2
: 1 ≤ i ≤ dn
2
e − 1,
(1− g)dn2 e + gbn2 c+1
2
,
gb
n
2 c−i+1(1− g)i
2
: 1 ≤ i ≤ bn
2
c − 1, g(1− g)
bn2 c
2
}
Now, the non-zero values for Tr(ρO1 · · ·OnO†n · · ·O†1) can
be inferred as stated in the lemma. The validity of the
observation can be established by mathematical induc-
tion on n. For n = 4, the observation can be verified
explicitly. Now, assuming that the observation is valid
for an arbitrary integer k ≥ 4, we prove that the obser-
vation holds for k + 1. Let
Zk denote diagk×k(0, 0, 0),
Bk denote diagk×k(g
b k2 c, 0, 0),
Ck(i) denote diagk×k(g
i(1− g)b k2 c−i, 0, 0),
Dk denote diagk×k((1− g)b
k
2 c,
Ek(i) denote diagk×k(0, g
i(1− g)d k2 e−i, 0),
Fk denote diagk×k(0, (1− g)d
k
2 e, gb
k
2 c),
Gk(i) denote diagk×k(0, 0, g
b k2 c−i(1− g)i),
and Hk denote diagk×k(0, 0, (1− g)b
k
2 c).
By induction hypothesis
{O1 · · ·OkO†k · · ·O†1 : Oi ∈ {A1, A2}, 1 ≤ i ≤ k} =
{Zk, Bk, Ck(i) : 1 ≤ i ≤ bk
2
c − 1, Dk,
Ek(i) : 1 ≤ i ≤ dk
2
e − 1, Fk,
Gk(i) : 1 ≤ i ≤ bk
2
c − 1, Hk}.
So,
{A1O1 · · ·OkO†k · · ·O†1A†1, A2O1 · · ·OkO†k · · ·O†1A†2 :
Oi ∈ {A1, A2}, 1 ≤ i ≤ k} =
{A1ZkA†1, A1BkA†1, A1Ck(i)A†1 : 1 ≤ i ≤ b
k
2
c − 1,
A1DkA
†
1, A1Ek(i)A
†
1 : 1 ≤ i ≤ d
k
2
e − 1,
A1FkA
†
1, A1Gk(i)A
†
1 : 1 ≤ i ≤ b
k
2
c − 1,
A1HkA
†
1, A2ZkA
†
2, A2BkA
†
2,
A2Ck(i)A
†
2 : 1 ≤ i ≤ b
k
2
c − 1,
A2DkA
†
2, A2Ek(i)A
†
2 : 1 ≤ i ≤ d
k
2
e − 1,
A2FkA
†
2, A2Gk(i)A
†
2 : 1 ≤ i ≤ b
k
2
c − 1,
A2HkA
†
2}
Now, since
A1ZkA
†
1, A1BkA
†
1, A1Ck(i)A
†
1, A2ZkA
†
2, A2Gk(i)A
†
2,
A2HkA
†
2 are allZk+1, for 1 ≤ i ≤ b
k
2
c − 1, (A1)
A1DkA
†
1 = Bk+1, (A2)
A1Ek(i)A
†
1 = Ck+1(i) for 1 ≤ i ≤ b
k + 1
2
c − 1, (A3)
A1FkA
†
1 = Dk+1, (A4)
A1HkA
†
1, A2Ck(1)A
†
2 areEk+1(1), (A5)
A1Gk(bk
2
c − i+ 1)A†1, A2Ck(i)A†2 areEk+1(i)
for 2 ≤ i ≤ dk + 1
2
e − 2, (A6)
A1Gk(1)A
†
1, A2BkA
†
2 areEk+1(d
k + 1
2
e − 1), (A7)
A2DkA
†
2 = Fk+1, (A8)
A2Ek(i)A
†
2isGk+1(i) for 1 ≤ i ≤ b
k + 1
2
c − 1, (A9)
A2FkA
†
2 = Hk+1 (A10)
we get
{A1O1 · · ·OkO†k · · ·O†1A†1, A2O1 · · ·OkO†k · · ·O†1A†2 :
Oi ∈ {A1, A2}, 1 ≤ i ≤ k} =
8{Zk+1, Bk+1,
Ck+1(i) : 1 ≤ i ≤ bk + 1
2
c − 1, Dk+1,
Ek+1 : 1 ≤ i ≤ dk + 1
2
e − 1, Fk+1,
Gk+1 : 1 ≤ i ≤ bk + 1
2
c − 1, Hk+1}
Proof of multiplicity:
Let zn, bn, cn(i), dn, en(i), fn, gn(i), and hn denote the
multiplicity of Zn, Bn, Cn(i), Dn, En(i), Fn, Gn(i), and
Hn, respectively, in {O1O2 · · ·OnO†nO†n−1 · · ·O†1 : Oi ∈
{A1, A2}, 1 ≤ i ≤ n}. From the relations A1-A10 we
obtain the following recurrence relations:
For n ≥ 5,
zn+1 = 2zn + bn +
bn2 c−1∑
i=1
cn(i) +
bn2 c−1∑
i=1
gn(i) + hn
bn+1 = dn
cn+1(i) = en(i) : 1 ≤ i ≤ bn+ 1
2
c − 1,
dn+1 = fn,
en+1(1) = hn + cn(1),
en+1(i) = gn(bn
2
c − i+ 1) + cn(i) : 2 ≤ i ≤ dn+ 1
2
e − 2,
en+1(dn+ 1
2
e − 1) = gn(1) + bn,
fn+1 = dn,
gn+1(i) = en(dn
2
e − i) : 1 ≤ i ≤ bn+ 1
2
c − 1,
hn+1 = fn
with initial conditions
z4 = 6, b4 = 1, c4(1) = 2, d4 = 1, e4(1) = 1,
f4 = 1, g4(1) = 2, h4 = 1
Solving the above recurrences with the given initial con-
ditions result in
zn = 2
n − 2bn2 c+1 − 2dn2 e + 2, n ≥ 4
bn = 1, n ≥ 4
cn(i) =
( bn2 c
i
)
: 1 ≤ i ≤ bn
2
c − 1, n ≥ 4
dn = 1, n ≥ 4
en(i) =
( dn2 e
i
)
: 1 ≤ i ≤ dn
2
e − 1, n ≥ 4
fn = 1, n ≥ 4
gn(i) =
( bn2 c
i
)
: 1 ≤ i ≤ bn
2
c − 1, n ≥ 4
hn = 1, n ≥ 4
Now that we have identified the distinct values along with
multiplicities for O1O2 · · ·OnO†nO†n−1 · · ·O†1 with Oi ∈
{A1, A2} and 1 ≤ i ≤ n, we can consider the cases of n
being odd or even to conclude the lemma.
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