In this paper, we consider distributed estimation where the measurement at each of the distributed sensor nodes is quantized before being transmitted to a fusion node which produces an estimate of the parameter of interest. Since each quantized measurement can be linked to a region where the parameter is found, aggregating the information obtained from multiple nodes corresponds to generating intersections between the regions. Thus, we develop estimation algorithms that seek to find the intersection region with the maximum likelihood rather than the parameter itself. Specifically, we propose two practical techniques that facilitate fast search with significantly reduced complexity and apply the proposed techniques to a system where an acoustic amplitude sensor model is employed at each node for source localization. Our simulation results show that our proposed algorithms achieve good performance with reasonable complexity as compared with the minimum mean squared error (MMSE) and the maximum likelihood (ML) estimators. key words: distributed estimation, maximum a posteriori (MAP), quantization, source localization, sensor networks
Introduction
Estimation algorithms have been proposed for distributed systems where each sensor node equipped with various sensor types, e.g., acoustic, seismic or thermal, collects its measurement and sends it with limited communication bandwidth to a fusion node physically separate from the nodes. One important distributed estimation with broad application is source localization in sensor networks. Localization based on acoustic signal energy measured at individual acoustic amplitude sensors was proposed [10] , where each sensor transmits unquantized acoustic energy readings to a fusion node, which then computes an estimate of the location of the source. The localization problem has been solved mostly through nonlinear least squares estimation, which is sensitive to local optima and saddle points. To overcome this drawback, alternative approaches that cast the problem as a convex feasibility problem have also been proposed [4] .
Note that quantization of measurements arises in practical estimation systems, especially power-constrained systems such as sensor networks where estimation is conducted on quantized data. In addition, most standard statistical methods for estimation were developed on the mod- els that interpret quantized data as continuous variables, which can render those methods inappropriate and misleading when quantization process is involved in estimation [18] . Thus, estimation algorithms should be assessed in terms of both the accuracy and the amount of communication data the nodes require to transmit to a fusion node, while efficient quantization schemes will also be needed in order to achieve improvements in rate-distortion performance. Lam and Reibman [9] discussed construction of optimal quantization partitions for quantizer design in distributed estimation systems. In the high resolution regime, asymptotic quantizer designs for distributed estimation were derived in terms of the point density function which is the limiting density of quantizer partitions [13] , [14] . The necessary conditions for optimal quantization rules and linear estimation fusion rules were derived and shown to be searched simultaneously by using an iterative algorithm [17] . For acoustic sensor networks, quantizer design algorithms optimized for source localization were proposed and shown to achieve significant performance gain as compared with typical standard designs [6] , [8] . A survey for quantization incorporated to distributed estimation and classification is provided [2] . In a simple distributed framework where a parameter of interest is directly estimated at each sensor, distributed estimators based on quantized data were derived [19] ; these results rely on the availability of measurement noise statistics. A source localization system where each sensor measures the signal energy, and sends the quantized sensor reading to a fusion node is considered [15] . In this framework, the maximum likelihood (ML) estimation problem based on quantized data was addressed and the Cramer-Rao bound (CRB) was derived for comparison. The ML estimation over noisy channel was addressed for bandwidthconstrained sensor networks [1] . In the absence of noise distribution, (quasi-) optimal distributed estimation algorithms were proposed so as to minimize the mean squared error (MSE) for sensor networks by assigning optimal rate to sensors [11] .
In order to make distributed estimation of the parameter possible, each different parameter has to produce a different set of readings at the nodes so that the vector of readings received by the fusion node uniquely determines the parameter itself. Quantization of the readings at each sensor node reduces the accuracy of the estimation by linking each quantized value to a region with a shape that depends on the characteristics of the sensor. Thus, a vector of quantized readings at a set of nodes should uniquely determine Copyright c 2014 The Institute of Electronics, Information and Communication Engineers an intersection region where the parameter can be found. However, estimation becomes more difficult when measurement noise is not negligible since the situation makes it more likely that a vector of readings will lead to an empty intersection region.
To solve this problem, we considered distributed estimation for source localization in acoustic sensor networks where the source is expected to be located in the intersection of all the regions, one constructed from each quantized measurement and proposed a novel estimation technique that enables a search for the intersection region with the maximum likelihood [7] . We demonstrated that good performance can be achieved with reduced complexity when compared with the minimum mean squared error (MMSE) estimator which is optimal in a sense of minimizing the mean squared estimation error. We also showed that the intersection regions can be expressed as average likelihood functions, which can be efficiently used for obtaining two optimal estimators in the maximum a posteriori (MAP) sense and KullbackLeibler (KL) divergence sense, respectively [5] .
In this paper, we extend our previous work [7] presenting novel region-based estimation techniques in a general distributed estimation framework with more extensive experiments. We believe that our approach is applicable to general cases where quantized measurements at sensor nodes can be associated with regions of the parameter. To address the approach we use a probabilistic formulation, where we model the likelihood that a candidate parameter would produce one of the given intersection regions or vector readings which could be obtained from noiseless measurements (e.g., a high signal-to-noise ratio (SNR) case); we first formulate the estimation problem as an MMSE estimation problem and this is usually avoided for energyconstrained systems such as sensor networks because of its high computational complexity.
To circumvent the difficulty, we construct a regionbased estimation framework where the possible intersection region or the vector reading with maximum posterior is searched for estimation rather than the parameter itself. To curtail the search complexity, we then propose two practical search techniques that yield a significant reduction in computational complexity while maintaining good performance. The benefit of the proposed techniques is illustrated by the complexity analysis and the comprehensive experiments in which our proposed algorithms are applied for source localization in acoustic sensor networks for evaluation. Simulation results show that the proposed techniques achieve good localization accuracy with reasonable complexity as compared with the typical estimation methods such as the ML estimators (ML-E) and MMSE estimators (MMSE-E). It is also demonstrated that the proposed algorithms show performance close to the MMSE estimation, as the rate or the SNR becomes increased. This paper is organized as follows. We consider distributed estimation when the sensor measurements are quantized and formulate this as the MMSE problem in Sect. 2. We then construct a region-based distributed estimation framework based on the MAP criterion in Sect. 3 which will be efficiently employed to propose the two practical estimation techniques in Sect. 4. We present an brief analysis of the computational complexity for our methods in Sect. 5. As an application system, we consider source localization in acoustic sensor networks in Sect. 6 and then evaluate the proposed techniques for this system in Sect. 7. Finally, we draw conclusions and give future directions for research on distributed systems in Sect. 8.
Problem Formulation
Within the sensor field S ⊂ R N where N is the number of dimensions, assume that there are M sensor nodes located at known spatial locations denoted by x i ∈ R 2 , i = 1, . . . , M. The sensor nodes collect measurements on the unknown parameter θ ∈ S to be estimated and the measurement z i at node i can be expressed as follows:
where f i (θ) is the sensing model employed at sensor node i and it is assumed that the measurement noise w i is independent of θ and can be approximated by a normal distribution
It is also assumed that each node equipped with a quantizer of R i bits collects its noise-corrupted measurement, quantizes it and sends it to a fusion node which produces the estimate of the parameterθ based on the received noisy M-tuple
where Q i andẑ i are the quantization index and the corresponding reconstruction value sent from the i-th node, respectively. Denote α i (·) the encoder at sensor i, which generates a quantization index
In what follows Q i will be used to denote both a quantization index and the quantization interval [Q i,l Q i,h ] where the noisy measurement z i at node i belongs.
Throughout the paper we assume that there is only oneway communication from sensor nodes to fusion node, i.e., there is no feedback channel and the sensors do not communicate with each other; we also assume that the fusion node receives Q r without transmission error.
Distributed Estimation Based on Quantized Data
We first consider the case of no measurement noise (w i = 0 in (1)). Since each quantized sensor reading corresponds to a region where a parameter can be found, all quantized sensor readings lead to a partition of the parameter space S obtained by intersecting the regions corresponding to each Q i . Thus, estimation based on the quantized M-tuple (Q 1 , . . . , Q M ) is conducted by constructing an intersection region A as follows:
where A i is the region corresponding to Q i where the parameter θ is expected to be found andθ =ĝ(·) is the estimator that operates on quantized data. Then (3) would be the MMSE estimate of the parameter in the noiseless case.
If the probability density function p(θ) associated with our a priori knowledge about the parameter is uniform,θ would simply be the sample mean in A. Now, consider the noisy case where there is no guarantee that the construction in (2) always leads to the nonempty intersection region A. Assuming that the statistics of the measurement noise w i are known, we can formulate the problem as an MMSE estimation problem:
where (5) follows from the measurement noise ω i independent of (θ) and
). When p(z i |θ) and p(θ) are available, (6) provides the MMSE estimator. However, computation ofθ in (6) is highly complicated, yielding drawbacks in real-time applications.
In this work, it is assumed that a prior probability of the parameter is available for estimation and if there is ignorance about the parameter, the best strategy would be to use an uninformative or uniform prior distribution, since this allows us to obtain a posteriori distribution which will be approximately proportional to the likelihood. In addition, the uninformative prior has another advantage of keeping computations relatively simple.
Construction of Region-Based Estimation Framework
It is noted that typical estimators such as ML-E and MMSE-E are supposed to make a full search of the parameter space S to find the estimate of the parameter, leading to a huge computational complexity. However, if we can find the region where the parameter is very likely to be located and perform the estimation within the region, then we would achieve a substantial reduction in computation. In this section, in order to make an efficient search for the region, we suggest partitioning the parameter space prior to the region search by constructing a region-based estimation framework. Furthermore, since the region search will be the most computational process in this framework, we propose the two practical techniques to reduce the search complexity without causing much loss in performance in Sect. 4.
We first consider the case of no measurement noise for which only certain M-tuples can be produced by the sensor nodes and those M-tuples can be linked to non-empty intersection regions in S . We construct the set of M-tuples S f Q that can be generated in a noise-free environment as follows:
For this case, the region-based estimation framework can be simply constructed by obtaining the intersection region from the received M-tuple Q r ∈ S f Q from (2) Note that our framework can be employed for many sensor types; the only assumption we make is that quantization of measurements at the sensor nodes leads to a partition of the parameter space S ⊂ R N .
We now consider the noisy case for which there is no guarantee that Q r will belong to S f Q . Our approach is to first identify the most likely intersection region corresponding to an M-tuple in S f Q , given the noisy observation Q r and then compute the estimate of the parameter within the chosen region. To construct the region-based estimation framework for this case, we first denote H j the hypothesis associated with the j-th region A j and its vector reading Q f j and employ the maximum a posteriori (MAP) criterion to find H * that is the most likely to occur, given the received noisy Mtuple Q r as follows:
where
where p j (θ) = p(θ|θ ∈ A j ) † and Φ(·) is the cumulative distribution function for the normal distribution N(0, 1) . Once H * is obtained, the parameter estimateθ is computed by E(θ|H * ) = E(θ|θ ∈ A * ), which clearly becomes the MMSE estimator in a noiseless case.
Two Proposed Estimation Techniques with Reduced Complexity
The most computationally intensive step in our estimation † Note that p j (θ) and p j should be differentiated without confusion since p j is not a function of θ.
framework is the integration in (9), which should be conducted for each hypothesis. To simplify the process, we first propose to reduce the number of hypotheses to evaluate, given Q r . Note that even in noisy cases, if the parameter is in A j corresponding to Q f j ∈ S f Q , the received M-tuple Q r is likely to be Q f j . From this consideration, we construct the set A s (⊂ S ) such that p(θ ∈ A s |Q r ) ≈ 1, i.e., the set containing the hypotheses that are likely to happen. By considering only the hypotheses in A s , we can reduce the computational complexity for estimation. Construction of A s can be accomplished by noting that given the parameter θ and the received noisy M-tuple Q r , it would be very likely that
, whereθ j is the centroid of the set A j . Thus, we first find a coarse estimate of the source locationθ c by determining which of the centroids of all A j is the most likely, i.e., we computê
, we include all of the hypotheses that are within a certain distance of our coarse estimate:
We select the most likely hypothesis following (8) but among only those candidates in A s (δ). Thus, by choosing δ we can control the trade-off between search complexity and estimation accuracy (a smaller δ will lead to a faster search, since fewer hypotheses will be tested). Notice that K would take a small value ( |S f Q |) with a good choice of δ, depending upon the applications.
Second, we propose a simple minimum distance technique that allows us to find the most likely hypothesis H * without computing the integration in (9). This technique is based on the additive noise model for quantization error which has been shown to be a valid model in cases of high resolution quantization with smooth probability density functions [3] . Specifically, denoting Q(·) a quantization function at each sensor node, we havê
whereẑ f i is the reconstruction value generated in a noiseless case at the i-th sensor node, e i is the quantization error induced from the additive noise model andω i is the equivalent measurement noise that can be approximated by a normal distribution. Note that each combination of M-tupleẑ 
where (12) follows from (11) and the assumption thatω i is approximated as a normal distribution N(0,σ
. Notice that this technique could allow us to detect H * that maximizes the posterior distribution, provided that (11) is validated. It will obviously produce a substantial reduction in the search complexity but would be justified at a high rate (R i 1) or in the high SNR regime. Thus it may generate erroneous detections of H * in an operating rate or SNR, especially for the parameters θ where ẑ r (θ) −ẑ f * 2 > δ d > 0. In this work, it is suggested that estimation for such parameter samples is executed by using the first proposed technique in (10) to avoid possible wrong detections.
Analysis of Computational Complexity
In this section, we discuss the computational complexity of the proposed algorithms by comparing with ML-E and MMSE-E denoted byθ ML−E andθ MMS E−E , respectively. First, the MMSE estimation in (4) can be further manipulated as follows:
Note that the computational complexity required to test all of the hypotheses is given by
implying that our region-based framework would facilitate a much faster estimation than MMSE-E. Furthermore, since the first proposed estimator in (10) (namely, the MAP-based estimator (MAP-E) orθ MAP−E ) is devised to test only the hypotheses within a distance δ, it will permit an estimation process with a significantly reduced complexity. More precisely, the reduction can be approximately expressed by using Cˆθ which indicates the complexity of the estimatorθ:
where C is the complexity for test of all of the hypotheses. For example, in our experiments with δ = 1m in a 10 × 10m 2 sensor field, almost 94% (Cˆθ
10×10 C) reduction in computation can be achieved with respect to C.
In particular, the second proposed technique in (12) (namely, the MAP-based minimum distance estimator (MAP-MDE) orθ MAP−MDE ) selects the most likely hypothesis by simply finding the minimum distance between the received dataẑ r andẑ f j , j = 1, . . . , |S f Q |. Thus, its computational complexity is comparable to ML-E which is equivalent to finding the parameter with the minimum distance between the received data and their noiseless measurements; formally,
Clearly, since there are no integration and probability calculation involved for ML-E and MAP-MDE, their complexity will be greatly lowered. It should be observed that at a high rate or in the high SNR, our second estimator θ MAP−MDE can perform an accurate detection of hypotheses with high probability, enabling a faster operation than ML-E. However, as the rate or SNR decreases, more samples will show ẑ r (θ) −ẑ f * 2 > δ d and thus should be estimated by MAP-E to maintain a good performance. For example, in our experiments with δ d = 1m, R i = 3 and SNR=50dB, almost 10% samples are processed by MAP-E, indicating that MAP-MDE operates over 10 times faster on the average than MAP-E.
Application to Acoustic Amplitude Sensor Case
As an example of the application, we consider source localization for acoustic amplitude sensor networks where an energy decay model of sensor signal readings proposed in [10] is used for localization. Note that the energy decay model was verified by the field experiment in [10] and was also used in [4] , [7] , [12] . Each sensor node measures signal energy generated by a source located at an unknown location θ ∈ R 2 . This model is based on the fact that the acoustic energy emitted omnidirectionally from a sound source will attenuate at a rate that is inversely proportional to the square of the distance in free space [16] . When an acoustic sensor is employed at each node, the signal energy measured at node i and denoted by z i , can be expressed as follows: where the acoustic sensor model consists of the gain factor of the i-th node g i , an energy decay factor α which is approximately equal to 2 in free space, and the source signal energy a. The measurement noise term w i can be approximated using a normal distribution N(0, σ 2 i ). It is assumed that the signal energy a is uniformly distributed over the range [a min a max ].
Assuming that the source signal energy a is known † , localization based on quantized sensor readings can be illustrated by Fig. 1, where the ring-shaped area A i , i = 1, . . . , M corresponds to one quantized measurement at the i-th sensor and can be constructed as follows:
By computing the intersection of all the ring areas (one per sensor), it is possible to define the area where the source is expected to be located (see (2) and (3)). Note that for this application, at least three quantized measurements are required to achieve a connected intersection region.
Simulation Results
In our experiments, we consider an acoustic sensor network with M(= 3, 4, 5) nodes deployed randomly in a 10 × 10 m 2 sensor field. Each sensor measures an acoustic source energy based on the energy decay model in (14) , quantizes it using a quantizer of R i (= 2, 3, 4) bits designed by the algorithm in [8] . The measurement noise is assumed to be normal distributed, N(0, σ 2 i = σ 2 ) and the SNR is computed by 10 log 10 a 2 σ 2 . Note that the SNR is measured at 1 meter from the source. For example, SNR=40dB corresponds to SNR≈5.5dB measured at each sensor location on the average.
† † Extensive simulation is conducted to compare the performance of various estimation algorithms and to inves- † In practice, the signal energy is unknown and should be jointly estimated along with the source location as described in [7] .
† † For practical vehicle target, it is often much higher than 40dB. A typical value of the variance of measurement noise σ 2 is 0.05 2 (= 60dB) [10] , [12] .
tigate the sensitivity of the proposed algorithms to perturbation of the model parameters. Furthermore, a larger sensor network is also considered for testing our estimators since typical sensor networks involve many sensor nodes in large sensor fields. In the experiments, the simulation parameters δ and δ d are set as 1 meter for our proposed estimators.
Comparison with Typical Estimators
In this experiment, 100 different sensor configurations are generated for M(= 3, 4, 5) and each sensor node employs a quantizer of R i (= 3, 4, 5) bits and for each configuration, the proposed estimators in Sect. 4 are evaluated by generating a test set of 1,000 source locations from a uniform distribution of p(θ), the model parameters given by a = 50, α = 2, g i = 1 and the measurement noise σ 2 i = σ 2 = 0.15 (= 50 dB). In Fig. 2 , the localization error is averaged over 100 configurations and compared with ML-E and MMSE-E. Note that MMSE-E gives us a good lower bound at the cost of high computational complexity.
We also investigate the sensitivity to noise level by generating a test set of 1,000 source locations for each 5-sensor configuration with R i = 3 and SNR in the range from 40 dB to 100 dB by varying σ. The localization results averaged over 100 configurations are plotted in Fig. 3 . These experimental comparisons demonstrate the significant advantage of the proposed estimators over the typical estimators in terms of both computational complexity and localization accuracy. Moreover, as mentioned in Sect. 4, MAP-MDE shows much faster execution time than MAP-E while maintaining comparable performance. Note that the parameter δ specifies the size of the region to be searched for hypotheses testing and δ d determines the number of parameter samples to be estimated by MAP-E, both affecting compu- tational complexity. With larger values of the parameters, the localization performance would be improved at the cost of increased complexity.
Sensitivity to Parameter Perturbation
In this experiment, we examine how the performance of the proposed algorithms can be affected by various types of the model parameter mismatches. Specifically, we evaluate the estimation techniques by generating test sets with respect to the presence of the perturbation of α, g i and x i = (x, y). In applying the proposed estimators, the prior distribution p(θ) is assumed to be uniform and we give random perturbation to one of the sensor model parameters for each test set of 1,000 source locations generated with R i = 3 bits and SNR=60 dB: that is, the actual value of α is varied from 2 − Δα to 2 + Δα for Δα = 0.2 and the actual gain is also varied from 1 − Δg to 1 + Δg for Δg = 0.4. Similarly, each sensor location (x, y) is generated from x − Δx to x + Δx and from y − Δy to y + Δy for Δx = Δy = 0.4, respectively.
The localization results for MAP-E and MAP-MDE are tabulated in Table 1 . It is observed that the localization error shows worse performance in the cases of Δg < 0 (e.g., g i = 1 − 0.4 = 0.6) than the cases of Δg > 0 (e.g., g i = 1 + 0.4 = 1.4) because the sensor measurements are less amplified before being added to the measurement noise, resulting in relatively lower SNR than the positive Δgs. For the cases of ±Δα, there are also slightly different results which depend mainly upon quantizer design algorithms rather than localization techniques. When it comes to the impact of (±Δx, ±Δy), there is no noticeable difference in the simulation results (minor variations in the localization error can be typically seen from experiments using random measurement data). Nonetheless, it can be said that small perturbation can be allowed to maintain good localization accuracy. 
Performance Analysis in a Larger Sensor Network
In this experiment, 20 different sensor configurations in a larger sensor field, 20 × 20 m 2 , are generated for M = 12, 16, 20 and for each sensor configuration, our estimators are tested with a given rate of R i = 3 bits and SNR=50 dB in Fig. 4 . As expected, the proposed estimators show good performance with respect to the traditional estimators. It is noted that the system with a larger number of sensors outperforms the system with a smaller number of sensors (M = 3, 4, 5) although the sensor density is kept the same. In the experiments, the sensor density for M = 20 in 20 × 20 m 2 given by 20 20×20 = 0.05 is equal to that for M = 5 in 10×10 m 2 . This additional performance gain is achieved because localization performance degrades around the edges of the sensor field and thus in a larger sensor field there is a relatively smaller number of source locations near the edge as compared to a smaller field with the same sensor density.
Conclusions
In this paper, we have constructed a region-based estimation framework for general distributed systems which is efficiently used to search the region with maximum likelihood, instead of attempting to estimate the parameter directly. In this framework, we have proposed two practical search techniques so as to yield a significant reduction in computational complexity and showed that the proposed algorithms achieve good performance with reasonable complexity as compared with typical standard estimators such as the ML and MMSE estimators. In the future, we will work on joint designs of compression and estimation algorithms optimized for distributed systems.
