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Abstract Many mathematical models involve input parameters, which are not
precisely known. Global sensitivity analysis aims to identify the parameters whose
uncertainty has the largest impact on the variability of a quantity of interest. One
of the statistical tools used to quantify the influence of each input variable on
the quantity of interest are the Sobol’ sensitivity indices. In this paper, we con-
sider stochastic models described by stochastic differential equations (SDE). We
focus the study on mean quantities, defined as the expectation with respect to the
Wiener measure of a quantity of interest related to the solution of the SDE itself.
Our approach is based on a Feynman-Kac representation of the quantity of interest,
from which we get a parametrized partial differential equation (PDE) representa-
tion of our initial problem. We then handle the uncertainty on the parametrized
PDE using polynomial chaos expansion and a stochastic Galerkin projection.
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1 Introduction
Many mathematical models (or numerical simulators) encountered in applied sci-
ences involve numerous poorly-known input parameters. Moreover, stochastic mod-
els are often necessary for a realistic description of the physical phenomena. In
deterministic models, the model response (output) is fully determined by the val-
ues of the input parameters. A specificity of nondeterministic simulators is that
the same set of parameter values will lead to an ensemble of different model re-
sponses. It is critical for practitioners to evaluate the impact of the parameter lack
of knowledge onto the model response. This is the aim of sensitivity analysis. We
consider in the present work the framework of global sensitivity analysis (GSA).
In the framework of GSA for deterministic models (see, e.g., Saltelli, Chan, Scott et al.,
2000, and references therein), the uncertain vector of input parameters is modeled
by some random vector, whose probability distribution accounts for the prac-
titioner’s belief about the input parameters uncertainty. This turns the model
response into a random response, whose total variance can be split down into
different parts of variance under the assumption that the input parameters are in-
dependent (this is the so-called Hoeffding decomposition, see van der Vaart, 1998).
Each part of variance corresponds to the contribution of each set of input parame-
ters on the variance of the model response. By considering the ratio of each part of
variance to the variance of the model response, we obtain a measure of importance
for each set of input parameters that is called the Sobol’ index or sensitivity index
Sobol (1993); the most influential set of input parameters can then be identified
and ranked as the set of input parameters with the largest Sobol’ indices.
Considering a similar stochastic formalism for modeling the uncertainty on
the parameters of a nondeterministic model, we obtain a random response whose
randomness has two sources: the randomness from the parameters, and the one
due to the stochasticity inherent to the model itself. Then there are two different
settings: either one is interested in the full probability distribution of the output,
or we are only concerned with the output averaged over the inherent randomness of
the physical system. Note that in the following, we consider that the stochasticity
of the simulator can be modeled by an additional parameter, independent of the
initial uncertain parameters, also considered as a random seed variable, which can
be settled by the user. In other more complex frameworks, the randomness of the
process is uncontrollable in the sense that it is managed by the simulator itself, and
classical sensitivity analysis tools, like Monte Carlo algorithms or metamodeling,
cannot be used.
In case we are only interested in the mean value relative to the intrinsic ran-
domness of the model, a quite common procedure consists in replacing the mean
quantity by the empirical mean, and then in performing usual GSA.
If one is interested in the full probability distribution of the output, both
papers Iooss and Ribatet (2009) and Marrel, Iooss, Da Veiga, and Ribatet (2012)
propose a strategy based on a joint modeling of the mean and dispersion of stochas-
tic model outputs. From these joint models, it is possible to compute, for each
uncertain parameter, the first-order Sobol’ index and any Sobol’ index associ-
ated to an interaction with a subset of uncertain parameters. It is also possible
to compute a total Sobol’ index which contains the part of the output variance
explained by the intrinsic noise of the model, by itself or in interaction with the
uncertain parameters. However, such an approach does not allow to separate the
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effects enclosed in this total index. In Hart, Alexanderian, and Gremaud (2017),
the authors propose another point of view. They define Sobol’ indices as random
variables and study their statistical properties.
In the present paper, we focus our analysis on stochastic models described by
stochastic differential equations (SDE). Such equations are frequently used for the
simulation of complex systems, such as chemical kinetics (see, e.g., Gillespie and Petzold,
2003, and related works) or ocean models relying on stochastic parametrizations
of unresolved scales (see, e.g., Cooper, 2017, and references therein), to cite only
a few. Global sensitivity analysis for parametrized SDEs has been considered in
Le Maˆıtre and Knio (2015); Jimenez, Le Maˆıtre, and Knio (2017). In these two
papers, the authors assume that the Wiener noise and the uncertain parameters
in the parametrized SDE are independent. We will also consider this assump-
tion. They are then interested in the full probability distribution of the solu-
tion of the parametrized SDE. Their study relies on polynomial chaos (PC) ex-
pansion Wiener (1938); Cameron and Martin (1947); Ghanem and Spanos (1991);
Le Maˆıtre and Knio (2010) to represent the uncertain parameters, leading through
a Galerkin formalism to a hierarchy of stochastic differential equations governing
the evolution of the modes in the PC expansion of the overall solution. The main
advantage of the PC expansion of their uncertain stochastic process is that it
allows a readable expression of the conditional expectations and variances.
Contrarily to the setting of both aforementioned papers, we are not considering
the full probability distribution of the solution. We are rather considering mean
quantities, such as the expectation with respect to the Wiener measure of a quan-
tity of interest related to the solution itself. We focus the study on two quantities:
the first one is the expectation of the exit time τD from a regular bounded domain
D ⊂ Rd, the second one is the expectation of a functional of the solution at a
time t on the event t ≤ τD. In this framework, we introduce a new methodology.
We first use a Feynman-Kac representation of the quantity of interest (see, e.g.,
Karatzas and Shreve, 1991; Gobet, 2016). This leads to a parametrized partial
differential equation (PDE) representation of our problem. We then handle the
uncertainty on the parametrized PDE using polynomial chaos expansion and a
stochastic Galerkin projection. The use of PC expansion for sensitivity analysis,
or more generally uncertainty quantification, of parametrized PDE is common as
it leads to analytical representations of the conditional expectations and variances,
as already mentioned.
Our paper not only proposes a practical implementation of our new method-
ology. It also studies its theoretical justification. It is organised as follows: in Sec-
tion 2 we fix some notation, state our problem and give some first results on the
integrability of our quantities of interest. We also give a brief overview of existing
methods for addressing our problem (Subsection 2.3). In Section 3 we present our
methodology based on Feynman-Kac formulae. Both theoretical and numerical is-
sues are discussed. Section 4 presents some numerical experiments on a toy model.
Section 5 is an appendix gathering the proofs of several technical results, mostly
related to stochastic partial differential equations.
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2 Notation, problem statement and first results
2.1 First notation and assumptions
Let Ξ ⊂ Rm, equipped with the Borel σ-field BΞ . Let Pξ be a probability measure
on (Ξ,BΞ). Note that by construction the random variable ξ(z) = z, z ∈ Ξ,
defined on (Ξ,BΞ ,Pξ) has law Pξ. In the sequel we will denote in short L2(Ξ,Pξ) =
L2(Ξ,BΞ ,Pξ). We introduce the following assumption.
Assumption 1 (A1). Assume that the components of ξ = (ξ1, . . . , ξm)
T are
independent so that Ξ and Pξ have product structures
Ξ =
m∏
j=1
Ξj , Pξ(dz) =
m∏
j=1
Pξj (dzj) .
Assume moreover that for any j = 1, . . . ,m, the probability measure Pξj is char-
acterized by its moments. One sufficient condition for this last assertion is that the
moment generating function of ξj has positive radius of convergence. Assumption
(A1) ensures the existence of an orthonormal polynomial basis of L2(Ξ,Pξ).
The random variable ξ will represent the uncertain parameter in the SDEs we
will consider.
Now let (C,C,W) denote the usual d-dimensional Wiener space. That is to
say C is the space of continuous functions from [0,∞) to Rd, equipped with the
σ-field C endowed by the open sets for the metric defined in Equation (2.4.1) p60
of Karatzas and Shreve (1991). We recall that the Wiener measure W is such that
the canonical process W (θ) = θ, θ ∈ C, is a d-Brownian motion on (C,C,W).
We now set Ω = C ×Ξ, F = C ⊗ BΞ and P = W⊗ Pξ. A natural consequence
of the product structure of the probability space (Ω,F ,P) is Assumption 2 below:
Assumption 2 (A2). On (Ω,F ,P) the random variables W and ξ are indepen-
dent.
Consider now b : Rd×Ξ → Rd and σ : Rd×Ξ → Rd×d. Denoting | · | both the
euclidean norm on Rd and on Rd×d (i.e. |a|2 = ∑dk,j=1 a2kj for any a ∈ Rd×d) we
introduce the following assumptions.
Assumption 3 (A3). There exists a constant 0 ≤ M < ∞ such that for all
x, y ∈ Rd and all z ∈ Ξ,
|b(x, z)− b(y, z)|+ |σ(x, z)− σ(y, z)| ≤M |x− y|
and
|b(x, z)|2 + |σ(x, z)|2 ≤M2(1 + |x|2). (1)
We now consider the SDE with uncertain parameter ξ,
dXt = b(Xt, ξ)dt+ σ(Xt, ξ)dWt, t ≥ 0, X0 = x. (2)
Thanks to (A3), and using Theorem 5.2.9 in Karatzas and Shreve (1991), we
can claim that for every value of ξ the SDE (2) has a unique strong solution X.
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That is to say there exists X = (Xt)t≥0 defined on (Ω,F ,P) such that for a.e.
ω = (θ, z) ∈ Ω = C ×Ξ, we have: ∀t ≥ 0, ∀1 ≤ i ≤ d,
Xit(ω) = x
i +
∫ t
0
bi(Xs(ω), ξ(z))ds+
d∑
j=1
σij(Xs(ω), ξ(z))dW
j
s (θ).
In fact, under (A3), such a process has all its moments as we state in the following
lemma, whose proof is postponed to the Appendix.
Lemma 1 Assume (A2) and (A3). Let X be the solution of (2) and q ∈ N∗. For
any t ≥ 0 we have E|Xt|q <∞ (in other words Xt ∈ Lq(Ω,P)).
Remark 1 Assumption 3, in order to get the existence of the solution X and its
square integrability, could be weakened. But it provides a reasonable setting to
study the partial differential equation associated to our original problem (see Sec-
tion 3).
Remark 2 Let F : C → R measurable such that F (X) belongs to L1(Ω,P). Note
that thanks to (A2),
E[F (X) | ξ ] =
∫
C
F (X(θ, ξ))W(dθ),
that is to say E[ · | ξ ] can be seen as the average with respect to the Brownian
motion W driving (2).
2.2 Problem statement
As already mentioned in the introduction, the d-Brownian motion in our study
models the physical system randomness. The quantities we are interested in are
then mean values, with respect to the d-Brownian motion, of outputs related to
the SDE. These quantities depend on uncertain parameters, and we aim at de-
termining which parameters are influential on these quantities, by performing a
global sensitivity analysis. This section aims at defining properly two quantities
we are interested in (see Equations (3) and (6)).
We first need to introduce a set of assumptions and notation, as far as prelim-
inary results.
Let σ denote the diffusion term in Equation (2), we then define a = σσT and
introduce the following uniform ellipticity assumption:
Assumption 4 (A4). There exists λ > 0 such that
∀x, y ∈ Rd, ∀z ∈ Ξ, yTa(x, z)y ≥ λ|y|2.
Let D be an open bounded subset of Rd. Recall that X is solution of (2). We
define the first exit time of the process X from D as:
τD = inf{t ≥ 0 : Xt /∈ D}.
We have the following result (Lemma 2) whose proof is postponed to the Ap-
pendix.
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Lemma 2 Assume (A2)-(A4). For any starting point x ∈ D of (2) we have
τD ∈ L1(Ω,P).
In the sequel the starting point x ∈ Rd of X solution of (2) may vary. We
classically denote by Ex(·|ξ) the expectation with respect to W computed under
the initial condition X0 = x.
The first quantity we are interested in is the averaged (with respect toW ) exit
time of the process X from the domain D (we assume x ∈ D¯, the closure of D).
It is defined as:
U(x, ξ) = Ex[ τD | ξ ]. (3)
To ensure that U(x, ξ) is in L2(Ξ,Pξ), we add a regularity assumption on the
domain D:
Assumption 5 (A5). The boundary ∂D is of classC2,α, α = 1 (see Gilbarg and Trudinger,
1983, p94 for a definition).
Then, it is possible to prove the following lemma:
Lemma 3 Assume (A2)-(A5). For any x ∈ D and almost every value of ξ we
have |U(x, ξ)| ≤ C where C is a finite constant.
Proof Note that Lemma 3 is a corollary of Theorem 1 stated in Section 3. Its proof
is postponed to the Appendix.
Remark 3 Even if the result of Theorem 1 is required for the proof of Lemma 3, we
decided to postpone its statement to Section 3, devoted to the introduction of our
new methodology, based on Feynman-Kac representations of the mean quantities
we are interested in. Theorem 1 provides indeed a clear interpretation of U(x, ξ)
as the solution of an elliptic stochastic partial differential equation.
Let now 0 ≤ t < ∞. Let f be a function from D¯ to R. We introduce the
following set of assumptions on f :
Assumption 6 (A6). The function f is of class C2(D¯) and satisfies the compat-
ibility condition
f ≡ 0 and 1
2
d∑
k,j
akj∂
2
xkxjf +
d∑
j=1
bj∂xjf ≡ 0 on ∂D. (4)
Besides, for all x, y ∈ D¯,
|f(x)− f(y)|+
d∑
k=1
|∂xkf(x)− ∂xkf(y)|+
d∑
k,j=1
|∂2xjxkf(x)− ∂2xjxkf(y)| ≤M |x− y|
and
|f(x)| ≤M(1 + |x|µ), (5)
with constants 0 ≤M,µ <∞.
From Lemma 1 we immediately get Lemma 4 just below.
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Lemma 4 Assume (A2)-(A3) and (5). Then for any q ∈ N∗ we have f(Xt) ∈
Lq(Ω,P), for any t ≥ 0.
It is then possible to define the second quantity we are interested in. The
quantity V(t, x, ξ) is defined as the expectation (with respect to W ) of f(Xt),
computed on the event {t ≤ τD}:
V(t, x, ξ) = Ex[ f(Xt)1t≤τD | ξ ]. (6)
Remark 4 Lemma 4 ensures that, under (A2)-(A3) and (A6), the quantityV(t, x, ξ)
is in L2(Ξ,Pξ).
In the sequel, in order to lighten notation, we will sometimes drop any reference
to x or t in the quantities of interest U or V.
Recall that we aim at determining which parameters, or set of parameters, are
influential for U, resp. V. We propose to compute Sobol’ sensitivity indices, with
respect to the components of ξ = (ξ1, . . . , ξm)
T assumed to be independent. These
indices are defined (see, e.g., Sobol, 1993) as:
SI(U) =
V[E(U(ξ)|ξI)]
V(U(ξ))
, ∀I ⊂ {1, . . . ,m}, ξI = {ξℓ, ℓ ∈ I} (7)
and
SI(V) =
V[E(V(ξ)|ξI)]
V(V(ξ))
, ∀I ⊂ {1, . . . ,m}, ξI = {ξℓ, ℓ ∈ I} . (8)
Remark 5 In the following, we assume that x ∈ D and t > 0 to ensure V(U(ξ)) 6= 0
and V(V(ξ)) 6= 0.
Remark 6 Assumption (A6) on f is a technical assumption which may appear
restrictive. In practice, if f does not satisfy (A6), we approximate it by some fε
satisfying (A6) and propose a bound to control the approximation error. E.g.,
for f ≡ 1 on D¯, and for any ε > 0, it is possible via convolution arguments to
construct a function fε ∈ C2(D¯) satisfying (A6), such that 0 ≤ fε ≤ 1 and fε ≡ 1
on Kε, with Kε a compact subset of D with |D \Kε| ≤ ε (note that the existence
of Kε is ensured by Assumption (A5) on the regularity of the boundary). Then
we have:
|Ex[ f(Xt)1t≤τD | ξ ]− Ex[ fε(Xt)1t≤τD | ξ ]| ≤ Px (Xt ∈ D \Kε | ξ) . (9)
But, modifying σ and b outside D so that they are bounded and Lipschitz on Rd
(with constants uniform in ξ), and using Theorems 4.5 and 5.1 in Friedman (1975),
we get the following estimate for the transition probability density of (Xt)t≥0,
under assumptions (A3), (A4):
p(t, x, y, ξ) ≤ MT
td/2
exp
(
− |y − x|
2
MT t
)
, ∀x, y ∈ D (10)
with MT depending on T , M , λ and |D| (but not on ξ). We thus conclude that
the right hand side in (9) behaves as O (ε).
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2.3 State of the art
In this section, we first recall the crude Monte Carlo procedure for the estima-
tion of SI(U) and SI(V). We then present the approach introduced recently in
Jimenez et al. (2017); Le Maˆıtre and Knio (2015) for the estimation of the SI(Vi),
with Vi(t, x, ξ) = E
x[Xit |ξ], for 1 ≤ i ≤ d.
2.3.1 Crude Monte Carlo estimation procedure
The crude Monte Carlo estimation procedure is probably the most intuitive. How-
ever, its main issue is its computational cost. Let us detail below what we mean
by crude Monte Carlo estimation procedure.
Let FU : C × Ξ → R (resp. FV : C × Ξ → R) be the application such that
FU(W,ξ) = τD (resp. FV(W,ξ) = f(Xt)1t≤τD). Note that the deterministic maps
FU and FV exist because for fixed ξ one passes from a path of W to a path of X
in a deterministic way, thanks to the Yamada-Watanabe causality principle (see
Karatzas and Shreve, 1991).
In practice our Monte Carlo procedures will involve some Euler scheme to
approximate the paths of X, so that we will in fact work with approximations F̂U
and F̂V of FU and FV (e.g., in Section 4).
In the sequel we focus on U(ξ), as V(ξ) can be treated in a similar manner.
The quantity U(ξ) is first approximated by
E[ F̂U(W,ξ) | ξ ].
Second, let M ∈ N∗ (M is supposed to be large) and W (k), k = 1, . . . ,M , inde-
pendent samplings of the Brownian motion W . We approximate E[ F̂U(W,ξ) | ξ ]
by the Monte Carlo mean
E
M [F̂U](ξ) := 1
M
M∑
k=1
F̂U(W (k), ξ).
We then perform a sensitivity analysis of E
M [F̂U](ξ) with respect to the com-
ponents of ξ = (ξ1, . . . , ξm)
T . Sobol’ indices can be estimated with a classical pick
freeze procedure (see, e.g., Sobol, 1993, 2001). Let I ⊂ {1, . . . ,m}. Let N ∈ N∗ (N
is supposed to be large). Let ξA,(l),ξB,(l), l = 1, . . . , N independent samplings of
ξ. We then construct samples ξI,(l), l = 1, . . . , N in the following manner:
∀1 ≤ l ≤ N, ∀1 ≤ ℓ ≤ m, ξI,(l)ℓ =
{
ξ
B,(l)
ℓ if ℓ ∈ I
ξ
A,(l)
ℓ otherwise.
Then the Sobol’ index SI(U) is approximated by
SI(E
M [F̂U](ξ)) = V[E(EM [F̂U](ξ) | ξI)]
V
[
E
M [F̂U](ξ)] = V
[
E
M [F̂U](ξI)]
V
[
E
M [F̂U](ξ)]
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which itself is estimated by
1
N
∑N
l=1E
M [F̂U](ξI,(l))× EM [F̂U](ξB,(l))− (C)2
1
N
∑N
l=1
{
E
M [F̂U](ξI,(l))}2 + {EM [F̂U](ξB,(l))}2
2
−
(
C
)2 (11)
with
C =
1
N
N∑
l=1
E
M [F̂U](ξI,(l)) + EM [F̂U](ξB,(l))
2
·
This estimator has been introduced first in Monod, Naud, and Makowski (2006)
and its asymptotic properties have been studied in Janon, Klein, Lagnoux, Nodet, and Prieur
(2014). The main advantage of pick freeze estimators is that it only requires the
square integrability for the model. However, the number of model evaluations it
requires can be huge. It is equal to MN(m+ 1), with m the number of uncertain
parameters.
2.3.2 Hybrid Galerkin-Monte Carlo procedure
In the setting of parametrized SDE, we can exploit regularity properties of the
underlying model for proposing alternatives to the crude Monte Carlo procedure.
In this section, we present the procedure introduced in Le Maˆıtre and Knio (2015);
Jimenez et al. (2017). It is based on a polynomial chaos analysis with stochastic
expansion coefficients. In that paper, the uncertainty due to the Wiener noise
and the one due to the uncertain parameters ξ are handled at the same level for
sensitivity analysis. Recall that the components of ξ = (ξ1, . . . , ξm)
T are assumed
to be independent so that Ξ and Pξ have product structures
Ξ =
m∏
j=1
Ξj , Pξ(dz) =
m∏
j=1
Pξj (dzj) .
We endow L2(Ξ,Pξ) with the inner product and associated norm denoted < ·, · >
and ‖ · ‖2 respectively
∀U,V ∈ L2(Ξ,Pξ) , < U, V >=
∫
Ξ
U(z)V (z)Pξ(dz) ;
‖U‖2 =< U,U >1/2<∞⇐⇒ U ∈ L2(Ξ,Pξ) .
Then, introducing an orthonormal basis {Ψq(·) , q ∈ N} for L2(Ξ,Pξ) (e.g., any
tensorized basis), any second-order random variable U(ξ) can be expanded as
U(ξ) =
∑
q∈N
[Uq]Ψq(ξ) .
The authors in Le Maˆıtre and Knio (2015); Jimenez et al. (2017) consider then
the following tensor representation: for a.e. ω = (θ, z) ∈ Ω = C ×Ξ,
Xit(θ, z) =
∑
q∈N
[(Xit)q](θ)Ψq(z) , i = 1, . . . , d. (12)
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Then, they consider a stochastic Galerkin projection (see, e.g., Ghanem and Spanos
(1991)) to derive equations that enable the determination of the stochastic pro-
cesses [(Xit)q](θ), i = 1, . . . , d. E.g., let i ∈ {1, . . . , d}, we get
d[(Xit)q](θ) =
< b(
∑
r∈N[(X
i
t)r](θ)Ψr(·), ·)dt, Ψq(·) > +σ(
∑
r∈N[(X
i
t)r](θ)Ψr(·), ·)dWt(θ), Ψq(·) >.
From Assumption (A2), we know that ξ and W are independent thus
d[(Xit)q](θ) =
< b(
∑
r∈N[(X
i
t)r](θ)Ψr(·), ·), Ψq(·) > dt+σ(
∑
r∈N[(X
i
t)r](θ)Ψr(·), ·), Ψq(·) > dWt(θ).
From computational purposes, the authors truncate this infinite sequence of
coupled problems to an order P : 0 ≤ q ≤ P . They thus get a system of P+1 coupled
stochastic differential equations, with initial conditions obtained by projecting the
initial data on the stochastic basis [(Xi0)q](θ) =< X0, Ψq >. The system is then
solved using standard Monte Carlo simulation, introducing a time scheme and
generating trajectories for the d-Brownian motion.
Consider now the quantities of interest analyzed in Jimenez et al. (2017); Le Maˆıtre and Knio
(2015):
∀1 ≤ i ≤ d, Vi(t, x, ξ) = Ex[Xit | ξ],
denoted in short Vi(ξ), 1 ≤ i ≤ d, and recall (12).
Then, due to the orthonormality of the stochastic basis {Ψq , q ∈ N}, we get
V(Vi(ξ)) ≈ V{[(Xit)0]}+
P∑
q=1
E{[(Xit)q]2} (13)
and
V[E(Vi(ξ)|ξ)] ≈
P∑
q=1
{E[(Xit)q]}2 (14)
for the estimation of Sobol’ indices defined by (8) with I = {1, . . . ,m}.
The application of such a procedure requires technical assumptions on the
initial parametrized SDE, which we do not develop here for sake of concision.
3 A new methodology based on Feynman-Kac representation formulas
This section is devoted to the presentation of the new methodology we propose for
performing sensitivity analysis of parametrized stochastic differential equations.
Let us recall that we consider in our approach that our model is a stochastic
model depending on unknown parameters ξ = (ξ1, . . . , ξm)
T , the stochasticity
being induced by the d-Brownian motion. We then are only interested by the mean
value of a functional of the model output, where the mean is taken with respect
to the d-Brownian motion which drives the inherent randomness of the model.
It is different in nature from the point of view adopted in Le Maˆıtre and Knio
(2015); Jimenez et al. (2017), in which the authors are interested in the sensitivity
of the model output with respect to both the uncertain parameters and the noise
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inherent to the system. Our approach is based on Feynman-Kac representation
formulas which establish a link between parabolic or elliptic partial differential
equations and stochastic processes. More precisely, Feynman-Kac formulas allow
interpreting the quantities U and V as the solutions of some partial differential
equations. The literature proposes a broad range of methods for the sensitivity
analysis of parametrized partial differential equations (see, e.g., Nouy, 2017, and
references therein). Hereafter, for each of both quantities of interest under study
in this paper, we focus on a method based on a stochastic Galerkin polynomial
chaos approximation of the solution of the parametrized PDE we obtain from the
Feynman-Kac representation.
In Subsection 3.1 below, we state in Theorems 1 and 2 the Feynman-Kac
representations of our quantities of interest U and V. Then in Subsection 3.2
(resp. Subsection 3.3), we introduce our methodology based on stochastic Galerkin
approximation for the estimation of Sobol’ indices associated to U (resp. V).
3.1 Link between U and V and some stochastic partial differential equations
Theorem 1 below provides an interpretation of U as the solution of an elliptic
problem.
Theorem 1 Let us consider the following elliptic stochastic partial differential
equation
1
2
∑d
k,j=1 akj(x, ξ)∂
2
xkxju(x, ξ) +
∑d
k=1 bk(x, ξ)∂xku(x, ξ) = −1 ∀x ∈ D
u(x, ξ) = 0 ∀x ∈ ∂D.
(15)
i) Assume (A3)-(A5). Then, for almost every value of ξ, there exists a unique
solution to (15) in C2(D).
ii) If moreover (A2) is satisfied, then for a.e. ξ, the quantity U(x, ξ) is solution of
the partial differential equation defined by (15).
Proof (Proof of Theorem 1) Point i) is a direct consequence of Theorem 6.14 in
Gilbarg and Trudinger (1983). Taking into account Remark 2 and Lemma 2, ii)
follows simply from the elliptic Feynman-Kac formula given in Theorem 5.7.2 in
Karatzas and Shreve (1991).
We now turn to the interpretation of V.
Theorem 2 Let us consider the following parabolic stochastic partial differential
equation
∂tv(t, x, ξ) =
1
2
∑d
k,j=1 akj(x, ξ)∂
2
xkxjv(t, x, ξ) +
∑d
k=1 bk(x, ξ)∂xkv(t, x, ξ),
∀(t, x) ∈ (0, T ]×D
v(t, x, ξ) = 0, ∀(t, x) ∈ (0, T ]× ∂D
v(0, x, ξ) = f(x), ∀x ∈ D¯.
(16)
12 Pierre E´TORE´ et al.
i) Assume (A3)-(A6). Then for almost every value of ξ, there exists a unique
solution to (16) in C1,2([0, T ]× D¯).
ii) Assume in addition (A2). Then the quantity V(t, x, ξ), 0 < t ≤ T , is given
by the solution at time t of the parabolic stochastic partial differential equation
(16).
Proof (Proof of Theorem 2) As f satisfies the compatibility condition (4) one may
extend it for any ξ in a function f¯ of class C1,2([0, T ]×D¯), with uniformly Lipschitz
derivatives (to order 1 in time and up to order 2 in space) and satisfying f¯ ≡ 0 on
(0, T ]× ∂D, and f¯ ≡ f on {0} × D¯ and 12
∑d
k,j akj∂
2
xkxj f¯ +
∑d
j=1 bj∂xj f¯ ≡ 0 on
{0} × ∂D (e.g., let us consider f¯(t, x) = f(x) ∀ (t, x) ∈ [0, T ] × D¯). Point i) then
follows from Theorem 5.14 in Lieberman (1996). Taking into account Remark 2, the
result ii) follows simply from the parabolic Feynman-Kac formula given in Theorem
4.4.5 in Gobet (2016). Note however that this Feynman-Kac formula is given for
parabolic problems in backward form and with terminal condition instead of initial
one, as the authors deal with the general case of time-inhomogeneous coefficients.
But in the case of time-homogeneous coefficients, one may use a reverting time
argument, and the time-homogeneous Markov property of X, in order to get the
Feynman-Kac formula for the parabolic problem in the forward form and with
initial condition.
At this stage of the paper, we are concerned with classical solutions of stochas-
tic PDEs, in the sense of Definition 1 below. In Subsections 3.2 and 3.3, we will
introduce the notion of weak solutions at the stochastic level.
Definition 1 A function u : D¯×Ξ → R (resp. v : [0, T ]×Rd×Ξ → R) is a classical
solution of (15) (resp. (16)) if for a.e. value of ξ the function x 7→ u(x, ξ) (resp.
(t, x) 7→ v(t, x, ξ)) is a solution to (15) (resp. (16)) in C2(D) (resp. C1,2([0, T ]×D¯)).
Corollary 1 Assume (A3)-(A5) (resp. (A3)-(A6)). There exists a unique classi-
cal solution of the stochastic PDE (15) (resp. (16)). If in addition (A2) is satisfied,
this classical solution is provided by U(x, ξ) (resp. V(t, x, ξ)).
From the Feynman-Kac representations of our quantities of interest stated in
Corollary 1, we propose in Subsections 3.2 and 3.3 to apply a methodology based
on stochastic Galerkin polynomial chaos approximations to approximate Sobol’
indices. For the clarity of exposure we have found convenient to present first the
elliptic case (Subsection 3.2), and then to turn to the parabolic one which is
technically more cumbersome (Subsection 3.3).
3.2 Approximation of SI(U) using the elliptic stochastic PDE
We want now to construct a discretized approximation of U(ξ). So far (Corollary 1)
the function U is seen as a classical solution of (15) but it can be shown to be a
weak solution at the stochastic level of some equivalent PDE in divergence form,
living in the space H10 (D)⊗L2(Ξ,Pξ) (this will be addressed in Theorem 3 below;
the definition of H10 (D) will be recalled in Subsubsection 3.2.1). Therefore it is
possible to perform a Galerkin projection on some finite dimensional subspace
V N ⊗ SP where SP = Span({Ψq}Pq=0) with {Ψq}Pq=0 introduced in Subsection
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2.3.2 and V N = Span({φNi }N−1i=1 ) with {φNi }N−1i=1 some finite element basis of
functions in H10 (D) (see Subsubsection 3.2.1 for details). That is to say U(x, ξ)
will be discretized both with respect to the space variable x and the uncertain
parameter ξ. Concerning weak solutions and Galerkin projection we are inspired
by the framework in Nouy (2009), Nouy (2017). In this article we provide a rigorous
proof of the convergence of our Galerkin approximation toward the weak solution
when the discretization parameters in x and ξ simultaneously converge (see in
particular the proof of Lemma 5, postponed to the Appendix). Once we have got
an approximation (also called reduced model or metamodel) UN,P of the weak
solution, therefore of U(ξ), we deduce an analytical formula for approximating
Sobol’ indices SI(U), I ⊂ {1, . . . ,m}. The arguments to derive such an analytical
formula are similar to the ones used to derive (13) and (14) in Subsection 2.3.2,
and mainly rely on the orthonormality of the basis {Ψq}Pq=0.
The subsection is organised ad follows: in Subsubsection 3.2.1 we introduce
some notation on the functional spaces we will use both in this subsection and in
Subsection 3.3 about the parabolic case. In Subsubsection 3.2.2 we reformulate the
elliptic stochastic PDE (15) in divergence form. This is needed in order to introduce
in Subsubsection 3.2.3 the definition of weak solutions at the stochastic level of
elliptic stochastic PDEs, and of their Galerkin approximation. The aforementioned
Theorem 3 is stated in Subsubsection 3.2.4 and establishes the convergence of the
Galerkin approximation UN,P toward the quantity of interest U. In Subsubsection
3.2.5 it is explained how to use UN,P in order to compute approximated Sobol’
indices of U.
3.2.1 Functional spaces notation
We denote by H10 (D) the usual Sobolev space of functions in H
1(D) vanishing
on ∂D (note that in the sequel the derivatives may be understood in the weak
sense). The space H10 (D) is equipped with the norm u 7→ ||u||H1(D) =
∫
D
u2 +∫
D
|∇u|2. We denote H−1(D) the topological dual space of H10 (D). Recall that we
have the Gelfand triple H10 (D) →֒ L2(D) →֒ H−1(D) (embeddings are continuous
and dense).
We then introduce the tensor Hilbert spaces H = L2(D) ⊗ L2(Ξ,Pξ) and
V = H10 (D) ⊗ L2(Ξ,Pξ). The space H is isomorphic to L2(Ξ,L2(D),Pξ) and
L2(D,L2(Ξ,Pξ)). The space V is isomorphic to L2(Ξ,H10 (D),Pξ) and
H10 (D,L
2(Ξ,Pξ)). The space H is equipped with the scalar product 〈·, ·〉H
defined by
∀v, w ∈ H, 〈v, w〉H = Eξ
( ∫
D
vw
)
,
and with the norm u 7→ ||u||H :=
√〈u, u〉H. The space V is equipped with the
norm || · ||V defined as:
u 7→ Eξ||u(·, ξ)||2H1(D) =: ||u||2V.
Denoting V ′ the topological dual of V we have the new Gelfand triple V →֒
H →֒ V ′. Note that V ′ = H−1(D)⊗ L2(Pξ). Note that 〈·, ·〉H will also denote the
extension by continuity of the previous scalar product to the dual pairing V ′ ×V .
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We introduce the finite dimensional approximation space VN,P ⊂ V defined as the
tensor space
VN,P = V N ⊗ SP . (17)
Recall that the space SP in (17) is defined as Span({Ψq}Pq=0) with {Ψq}Pq=0 intro-
duced in Subsection 2.3.2. Recall also that the space V N is defined as Span({φNi }N−1i=1 )
with {φNi }N−1i=1 some finite element basis of functions in H10 (D). More precisely,
we choose φNi , N ≥ 2, 1 ≤ N − 1 such that V2 ⊂ . . . ⊂ VN−1 ⊂ VN . This can
be done for example by using linear B-spline basis functions. Using interpolation
properties, we get that ∪N≥2VN is dense in H10 (D).
We then have VN,P ⊂ VN+1,P+1 for any N,P , and ⋃N,P VN,P is dense in V .
3.2.2 Elliptic PDE in divergence form
For any vector field U ∈ C1(D;Rd) we denote ∇·U =∑dk=1 ∂xkUk the divergence
of U and, for any U ∈ C1(D;R) we denote ∇U = (∂x1U, . . . , ∂xdU)T the gradient
of U .
Assume that for a.e. value of ξ the function a(·, ξ) is of class C1(D;Rd×d) and
define the coefficients a˜, b˜, the vector field ∂a˜, and the function f˜ on D ×Ξ by
a˜ = a/2, (∂a˜)j = ∇ · (a˜1j , . . . , a˜dj)T , ∀ 1 ≤ j ≤ d
b˜ = ∂a˜− b and f˜ = 1
(18)
It is then clear that (15) is equivalent to−∇ ·
(
a˜(x, ξ)∇u(x, ξ))+ (∇u(x, ξ))T b˜(x, ξ) = f˜(x, ξ) ∀x ∈ D
u(x, ξ) = 0 ∀x ∈ ∂D.
(19)
3.2.3 Weak solutions at the stochastic level to (19) and their Galerkin projection
We now introduce the bilinear form
∀u, v ∈ V , A(u, v) = Eξ
( ∫
D
(∇u(·, ξ))T a˜(·, ξ)∇v(·, ξ)+
∫
D
(∇u(·, ξ))T b˜(·, ξ)v(·, ξ)
)
(20)
and the linear form
∀v ∈ V , F (v) = Eξ
(∫
D
f˜(·, ξ)v(·, ξ)
)
= 〈f˜ , v〉H.
We introduce now assumptions which ensure the continuity and the coercivity of
the bilinear form A.
Assumption 7 (A7). There is a constant Λ˜ s.t.
∀1 ≤ i, j ≤ d, ∀x ∈ D¯, ∀z ∈ Ξ, |a˜ij(x, z)| ≤ Λ˜.
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Assumption 8 (A8). There is a constant λ˜ > 0 s.t.
∀y ∈ Rd, ∀x ∈ D¯, ∀z ∈ Ξ, yT a˜(x, z)y ≥ λ˜|y|2.
Let us now recall that thanks to Poincare´’s inequalities the norm
v 7→
( ∫
D
|∇v|2
)1/2
is equivalent to|| · ||H1(D) on H10 (D). More precisely
∀v ∈ H10 (D),
(∫
D
|∇v|2
)1/2
≤ ||u||H1(D) ≤ C(d, |D|)
(∫
D
|∇v|2
)1/2
, (21)
with
C(d, |D|) =
√
1 +
(d Γ (d/2)
2πd/2
|D|
)1/d
(22)
where Γ (·) denotes the Gamma function and |D| is the volume ofD (cf Gilbarg and Trudinger,
1983, , p164). With this in mind we introduce the following assumption.
Assumption 9 (A9). Assume (A8) and
∀x ∈ D¯, ∀z ∈ Ξ, |b˜(x, z)| ≤ M˜,
with M˜ <
λ˜√
2C(d, |D|) where C(d, |D|) is the constant defined in (22).
We have the following result:
Lemma 5 Assume (A7)-(A9). There exists a unique weak solution u at the stochas-
tic level of (19), in the sense that u ∈ V and satisfies
∀v ∈ V , A(u, v) = F (v).
This solution u can be approximated by its Galerkin projection uN,P , which is the
unique element in VN,P that satisfies
∀v ∈ VN,P , A(uN,P , v) = F (v). (23)
More precisely we have
||uN,P − u||V −−−−−−−−−→
N→∞,P→∞
0.
Proof See the Appendix.
3.2.4 Approximation of the quantity of interest U
The metamodel for U is provided by the next theorem:
Theorem 3 Assume a(·, ξ) belongs to C1(D;Rd×d) for a.e. value of ξ and that a˜,
b˜ and f˜ are defined by (18). Assume (A2)-(A5). Assume (A9). Then the quantity
of interest U(x, ξ) is a weak solution to (19), and can be approximated by UN,P the
solution of (23), in the sense that
||UN,P − U||V −−−−−−−−−→
N→∞,P→∞
0.
Proof See the Appendix.
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3.2.5 Approximation of Sobol’ indices
We now discuss how to solve (23), for fixed N,P ∈ N∗ (we omit some superscripts
N,P in what follows). A function
U
N,P =
N−1∑
j=1
P∑
q=0
Uqj ψqφj ∈ VN,P (24)
satisfies (23) if and only if
∀ 1 ≤ i ≤ N − 1, ∀ 0 ≤ p ≤ P, A(UN,P , ψpφi) = F (ψpφi).
Therefore if and only if the block vector
U = (U0, . . . , UP )T , with Uq =
(
Uq1 , . . . , U
q
N−1
) ∈ R1×(N−1), 0 ≤ q ≤ P
solves
AU = F (25)
where A = (Apq)0≤p,q≤P is the block matrix defined by
Apq =
(A(ψqφj , ψpφi))1≤i,j≤N−1 for any 0 ≤ p, q ≤ P
and F = (F0, . . . ,FP )
T is the block vector defined by
Fp =
(
F (ψpφ1), . . . , F (ψpφN−1)
) ∈ R1×(N−1) for any 0 ≤ p ≤ P.
We thus have to solve (25) and to recover UN,P by (24), as it is usually done
in finite elements methods.
Assume then we have got an approximation UN,P (x, ξ) =
∑P
q=0 U
N
q (x)ψq(ξ) of the
random variable U(x, ξ), for x ∈ D (here we have denoted UNq (x) =
∑N−1
j=1 U
q
j φj(x),
for any 0 ≤ q ≤ P ). Then, thanks to the orthonormality of the basis {ψp}Pp=0, the
Sobol’ index SI(U) can be approximated using Parseval identity by∑
q∈KI
[UNq (x)]
2∑P
q=1[U
N
q (x)]2
(26)
where KI = {p ∈ {1, . . . , P} : ψp(ξ) = ψp(ξI) }.
3.3 Computation of SI(V) using the parabolic stochastic PDE
The structure of this subsection is similar to the structure of Subsection 3.2 about
the elliptic case. Note that throughout the subsection we use the notation already
introduced in Subsubsection 3.2.1. In Subsubsection 3.3.1 we reformulate (16) in
divergence form. In Subsubsection 3.3.2 we introduce the notion of weak solution
at the stochastic level of the parabolic PDE in divergence form, and explain how to
get an approximation (Vm,N,P )m of this weak solution. Here we have to perform
a discretization in the space variable x, the uncertainty parameter ξ, but also the
time variable t. As again our quantity of interest V turns out to be a weak solution
of the stochastic PDE of interest, we thus get an approximation of it that allows
the computation on approximated Sobol’ indices.
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3.3.1 Parabolic PDE in divergence form
As in Subsection 3.2 we first rewrite (16) in divergence form. We assume again
that for a.e. value of ξ the function a(·, ξ) is of class C1(D;Rd×d) and define the
coefficients a˜, b˜ as in (18). It is then clear that (16) is equivalent to

∂tv(t, x, ξ) = ∇ ·
(
a˜(x, ξ)∇v(t, x, ξ))− (∇v(t, x, ξ))T b˜(x, ξ), ∀(t, x) ∈ (0, T ]×D
v(t, x, ξ) = 0, ∀(t, x) ∈ (0, T ]× ∂D
v(0, x, ξ) = f(x), ∀x ∈ D¯.
(27)
3.3.2 Weak solutions at the stochastic level of (27) and their approximation; link
with the quantity of interest V
In the same spirit as in Subsubsection 3.2.3 we will present the notion of weak
solution of (27) at the stochastic level and of its approximation. The weak solution
will be searched for in the space(
L2(0, T ;H10 (D)) ∩H1(0, T ;H−1(D))
)
⊗ L2(Ξ,Pξ)
Here the space L2(0, T ;H10 (D)) ∩ H1(0, T ;H−1(D)) denotes the space of those
functions v such that v is in L2(0, T ;L2(D)) (i.e.
∫ T
0
∫
D
v2 < ∞), the ∂xiv’s,
for 1 ≤ i ≤ d, are in L2(0, T ;L2(D)) too, and ∂tv is in L2(0, T ;H−1(D)) (the
derivatives are understood in the distribution sense). Note that we have(
L2(0, T ;H10 (D)) ∩H1(0, T ;H−1(D))
)
⊗ L2(Ξ,Pξ) = L2(0, T ;V) ∩H1(0;T,V ′).
We start with the two following results (in Lemma 6 the form A is the one defined
in Subsection 3.2).
Lemma 6 Assume (A7)-(A8) and that b˜ is bounded. Assume f ∈ L2(D). There
exists a unique weak solution v at the stochastic level to (27), in the sense that v
belongs to L2(0, T ;V) ∩H1(0;T,V ′) ∩ C(0, T ;H) and satisfies
∀w ∈ V , 〈∂tv(t, ·, ·) , w〉H +A
(
v(t, ·, ·) , w) = 0 for a.e. t ∈ [0, T ] and v(0, ·) = f.
(28)
Proof See the Appendix.
Lemma 7 Assume a(·, ξ) belongs to C1(D;Rd×d) for a.e. value of ξ and a˜ and b˜
are defined by (18). Assume (A2)-(A6). Then the quantity of interest V(t, x, ξ) is
a weak solution to (27).
Proof See the Appendix.
Remark 7 Note that in the above results we have dropped Assumption (A9) in
itself and we only have assumed that b˜ is bounded. This because in the parabolic
case we do not need the form A to be coercive in itself; it suffices to get the
coercivity of (u, v) 7→ A(u, v) + µ〈u, v〉H for µ large enough (see the proof of
Lemma 6).
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Galerkin discretisation We now aim at approximating the weak solution of (27).
We first consider a Galerkin type discretisation of (28) with respect to the space
variable and the uncertain parameter, similar to the one we have used for the
elliptic case (the time-discretisation will be treated in a second time). We consider
the problem of finding vN,P in C1(0, T ;VN,P ) satisfying
{∀w ∈ VN,P , ∂tvN,P (t, ·, ·) , w〉H +A(vN,P (t, ·, ·) , w) = 0 for a.e. t ∈ [0, T ],
vN,P (0, ·) = fN,P .
(29)
Here fN,P is an element of VN,P , and the sequence (fN,P ) satisfies
||fN,P − f ||H −−−−−−−−−→
N→∞,P→∞
0. (30)
Let us now rewrite (29) in matrix form. We have
vN,P (t, x, ξ) =
N−1∑
j=1
P∑
q=0
V qj (t)ψq(ξ)φj(x)
and denote V (t) the block vector
(V 0(t), . . . , V P (t))T ,with V q(t) =
(
V q1 (t), . . . , V
q
N−1(t)
) ∈ R1×(N−1), 0 ≤ q ≤ P.
We denote f = (f0, . . . , fP )
T the block vector defined by
fp = (f
N,P
1,p , . . . , f
N,P
N−1,p), 0 ≤ p ≤ P, with fN,P =
N−1∑
i=1
P∑
p=0
fN,Pi,p ψpφi.
Using then the block matrixA defined in Subsubsection 3.2.5 and introducingM =
(Mpq)0≤p,q≤P the block matrix defined by Mpq =
(〈ψqφj , ψpφi〉H)1≤i,j≤N−1 for
any 0 ≤ p, q ≤ P , it is clear that (29) is equivalent to
MV ′(t) +AV (t) = 0, V (0) = f . (31)
Equation (31) is a system of Ordinary Differential Equations (ODE). Note that
we know by the Cauchy-Lipschitz theorem that this system has a solution in
C1(0, T ;R(N−1)×(P+1)) (see Theorem VII.3 in Brezis, 1983); we use here the fact
thatM is invertible and constant). It ensures the existence of vN,P in C1(0, T ;VN,P )
that solves (29).
Under for example (A7)-(A8) and b˜ ≡ 0 it can be proved (see Corollary 7.4-
1 in Raviart and Thomas, 2004) that ||vN,P (t, ·, ·) − v(t, ·, ·)||H → 0, as N →
∞, P → ∞, for any t ∈ [0, T ], where v is the weak solution to (27). Thus vN,P
is an approximation of v. However we will not access to vN,P itself but to its
approximation through a time finite difference scheme for (31).
Indeed, in a second time, we introduce a θ-scheme for (31) (θ ∈ [0, 1]). We
choose M ∈ N∗ and denote ∆t = TM and tm = m∆t for any 0 ≤ m ≤M . For any
0 ≤ m ≤M , define V [m] ∈ R(N−1)×(P+1) as the solution of:
1
∆t
M(V [m+ 1]− V [m]) +A(θV [m+ 1] + (1− θ)V [m]) = 0, V [0] = f ,
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which can be written as:
(M+ θ∆tA)V [m+ 1] = (M− (1− θ)∆tA)V [m], V [0] = f . (32)
We then have the following result:
Lemma 8 Assume (A7)-(A8) and that b˜ is bounded. Assume f ∈ H10 (D) and
that we have a sequence of functions fN,P ∈ VN,P satisfying ||fN,P − f ||H → 0
as N,P →∞.
Consider then v the weak solution of (27) and vm,N,P =
∑N−1
j=1
∑P
q=0 V
q
j [m]ψqφj ,
where the V qj [m]’s are computed by (32).
Assume θ = 1/2 and u ∈ C1(0, T ;V) ∩ C3(0, T ;H). Then
sup
0≤m≤M
||vm,N,P − v(tm, ·, ·)||H −−−−−−−−−−−−−−→
M→∞,N→∞,P→∞
0.
Proof See the Appendix.
Remark 8 In fact the scheme (32) is unconditionally stable for θ ∈ [ 12 , 1]. If θ =
1/2 and u ∈ C1(0, T ;V) ∩ C3(0, T ;H) it is consistent and thus convergent (Lax
principle), with order (∆t)2 in time. See the proof of Lemma 8 in the Appendix
for details. For θ = 1/2, this scheme is known as the Crank-Nicholson scheme.
Gathering the above results we are led to the following theorem, which provides
the metamodel for V.
Theorem 4 Assume a(·, ξ) belongs to C1(D;Rd×d) for a.e. value of ξ and that a˜
and b˜ are defined by (18). Assume (A2)-(A5) and that f satisfies (A6).
Let the sequence fN,P be defined as in Lemma 8. Choose M ∈ N∗ and compute(
V
m,N,P =
∑N−1
j=1
∑P
q=0 V
q
j [m]ψqφj
)
0≤m≤M
by solving (32) with θ = 1/2.
If the quantity of interest V(t, x, ξ) is in C1(0, T ;V) ∩ C3(0, T ;H) it can be
approximated by (Vm,N,P (x, ξ))0≤m≤M in the sense that
sup
0≤m≤M
||Vm,N,P −V(tm, ·, ·)||H −−−−−−−−−−−−−−→
M→∞,N→∞,P→∞
0.
Remark 9 For any N ∈ N∗, P ∈ N, fN,P can be, e.g., built as an interpolation
function or as a projection on VN,P .
Remark 10 Note that the assumption that V(t, x, ξ) is in C1(0, T ;V)∩C3(0, T ;H)
is sufficient but not necessary. If f is in C∞, with f and all its derivatives vanishing
at the boundary ∂D, then the aforementioned assumption is satisfied (see, e.g.,
Theorem VII.5. Brezis, 1983). This last assumption is not restrictive in the sense
that similar arguments to the ones in Remark 6 can be applied in case it is not
satisfied.
Then, as in (33), the Sobol’ index SI(V(T,x, ξ)) can be approximated by∑
q∈KI
[VM,Nq (x)]
2∑P
q=1[V
M,N
q (x)]2
(33)
where VM,Nq (x) =
∑N−1
j=1 V
q
j [M ]φj(x) for 0 ≤ q ≤ P .
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4 Validation and illustration: numerical experiments on a
one-dimensional Ornstein-Uhlenbeck process
In this section we choose a simple example, namely a one-dimensional Ornstein-
Uhlenbeck (OU) process whose coefficients depend on uncertain parameters, in
order to validate and illustrate the PDE based approach we propose. The results
we obtain are promising and motivate further work to extend the method to more
complex settings.
More precisely our toy model is given by the SDE
dXt = −α(ξ)Xtdt+ σ(ξ)dWt, t ≥ 0, X0 = x, (34)
where W is a one-dimensional standard Brownian motion and x ∈ R.
We choose ξ = (ξ1, ξ2)
T with ξ1, ξ2 independent, distributed as U([0,1]), and
independent of W , and define
α(ξ) = µ1 +
√
3σ1(2ξ1 − 1) and σ(ξ) = µ2 +
√
3σ2(2ξ2 − 1)
with σi > 0, µi >
√
3σi, i = 1, 2. Note that the probability distributions of
α(ξ) > 0 and β(ξ) > 0 are then given by
α(ξ) ∼ U([µ1 −√3σ1, µ1 +√3σ1]) and σ(ξ) ∼ U([µ2 −√3σ2, µ2 +√3σ2]).
(35)
Note that the truncated orthonormal basis {Ψq}Pq=0 is then chosen as the ten-
sorized Legendre polynomials basis.
To start with, we have the following straightforward result.
Proposition 1 Consider the stochastic differential equation described by (34).
Assume ξ and α(ξ), σ(ξ) are defined as above.
Assumptions A1 and A2 are then trivially satisfied. In addition the coefficients
in (34) satisfy A3 and we thus know that (34) admits a solution.
We set D = (0, 10) and start with studying SI(U) in Subsection 4.1. We set
V(T, x, ξ) = Px(T ≤ τD|ξ) (this corresponds to f ≡ 1 in (6)) and will study SI(V)
in Subsection 4.2.
The OU process is a well marked test case. For example, for any t ≥ 0,
the solution to (34) is given by Xt = xe
−α(ξ)t + σ(ξ)
∫ t
0
e−α(ξ)(t−s)dWs (see
Karatzas and Shreve, 1991, Example 5.6.8).
4.1 Study of SI(U)
Proposition 2 Consider the stochastic differential equation described by (34).
Assume that D = (0, 10). Assume ξ and α(ξ), σ(ξ) are defined as above.
In addition to (A1)-(A3), the Assumptions 4 and 5 are also satisfied. Thus, for
any x ∈ D, the quantity U(x, ξ) is given by the solution of the stochastic elliptic
PDE 
1
2σ
2(ξ)∂2xxu(x, ξ)− α(ξ)x∂xu(x, ξ) = −1 ∀x ∈ D
u(0, ξ) = u(1, ξ) = 0.
(36)
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Proof (A4) is satisfied because of (35). As we are in dimension one in space (d = 1),
Assumption 5 will be trivially met by any segment (a, b) ⊂ R. Using Theorem 1
we get the last statement of the proposition.
In view of Proposition 2 we wish now to use Theorem 3 in order to compute
an approximation of the quantity of interest U(x, ξ), and then compute the Sobol’
indices by (33).
Note that (36) may trivially be rewritten in the form (19) with a˜(x, z) =
σ2(z)/2, b˜(x, z) = α(z)x and f˜(x, z) = 1, for x ∈ D¯, z ∈ Ξ. In order to check (A9)
we have to impose that
10(µ1 +
√
3σ1) <
(µ2 −
√
3σ2)
2
2(24)1/4
. (37)
Then we have the following result.
Proposition 3 In the context of Proposition 2, assume that σ1, σ2, µ1 and µ2
satisfy (37). Then U(x, ξ) can be approximated by the solution UN,P of (23) with,
∀u, v ∈ V,
A(u, v) = Eξ
(∫ 10
0
σ2(ξ)
2
∂xu(x, ξ)∂xv(x, ξ)dx+
∫ 10
0
α(ξ)x∂xu(x, ξ))v(x, ξ)dx
)
and F (v) = Eξ
( ∫ 10
0
v(x, ξ)
)
dx, ∀v ∈ V.
Let N,P ∈ N∗ fixed. Denote xi = 10 iN , 1 ≤ i ≤ N , and h = 10/N . We use as
finite element basis functions the φi, 1 ≤ i ≤ N − 1, defined by φi(x) = φ(x−xih )
with φ(x) = 1|x|≤1(1− |x|). Note that φ1(0) = φN−1(10) = 0.
In order to follow the program proposed in Proposition 3 we have then to
solve AU = F, with A and B defined as after Eq. (25). Here simple computations
show that (⊗ stands for the Kronecker product)
A = Σ ⊗A+ β ⊗B
with
Σ =
(
Eξ
[σ2(ξ)
2
ψq(ξ)ψp(ξ)
])
0≤p,q≤P
and β =
(
Eξ
[
α(ξ)ψq(ξ)ψp(ξ)
])
0≤p,q≤P
,
A =
(∫ 10
0
∂xφj∂xφi
)
1≤i,j≤N−1
=
1
h

2 −1 0
−1 2
. . .
2 −1
0 −1 2
 ,
B =
( ∫ 10
0
x∂xφj(x)φi(x) dx
)
1≤i,j≤N−1
=

−h3 x12 + h6 0
−x22 + h6 −h3
. . .
−h3 xN−22 + h6
0 −xN−12 + h6 −h3
 .
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Note that Σ, β and A are symmetric but not B. Besides F = (Fp)0≤p≤P is simply
given by F0 = h(1, . . . , 1)
T ∈ RN−1 and Fp = 0 for 1 ≤ p ≤ P .
We will compare our method with crude Monte Carlo estimator. In our Monte
Carlo estimation of the exit time τD we use a Euler scheme and a boundary shifting
method to be described in Gobet (2016).
More precisely the function F̂U we use (see Subsubsection 2.3.1) can be de-
scribed as:
INPUT: the brownian path W , the uncertain parameter ξ and the time step δt.
COMPUTE: σ(ξ) = µ2 +
√
3σ2(2ξ2− 1), α(ξ) = µ1 +
√
3σ1(2ξ1− 1) and c(ξ) =
0.5826σ(ξ)
√
δt.
INITIALIZE: X = x, t = 0 and d = 100 (in fact any value that is greater than
c(ξ), for any ξ).
While
{
X ∈ (0, 10) and c(ξ) < d}
Do: Set X = X +
√
σ(ξ)
√
δt(Wt+δt −Wt)− α(ξ)X δt
t = t+ δt
d = dist(X,∂D)
Endwhile
OUTPUT: the time t that is reached when exiting the while loop.
In Table 1 we illustrate the efficiency of our approach with µ1 = 1, µ2 = 9 and
σ1 = σ2 = 0.2, and with the starting point x = 5.
Galerkin Double MC
S1(U) (N = 1000, P = 10) 0.0253 (N = M = 104, δt = 10−3) 0.024927
S2(U) (N = 1000, P = 10) 0.9747 (N =M = 2× 104, δt = 10−4) 0.971277
Table 1 Sobol’ indices for U(x, ξ), x = 5, in the Ornstein-Uhlenbeck example, with µ1 = 1,
µ2 = 9 and σ1 = σ2 = 0.2.
4.2 Study of SI(V)
Recall that we consider V(T, x, ξ) = Px(T ≤ τD|ξ) (this corresponds to f ≡ 1 in
(6)). Note that f ≡ 1 do not satisfy all the requirements of (A6). In particular it
does not satisfy the uniform Dirichlet boundary condition. However it is possible
to approach f by fε satisfying (A6). Using the construction based on convolution
arguments suggested in Remark 6, we get fε ≡ f on Kε with Kε a compact subset
of D such that |D \Kε| ≤ ε. A consequence is that, numerically, if we choose a
discretization step small enough, fε will coincide with f .
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We take the same finite element basis φi, 1 ≤ i ≤ N − 1 as in Subsection 4.1.
We will use M time steps. We take ǫ < h so that fǫ can be simply interpolated by
fN,P =
N−1∑
i=1
fǫ(xi)φi =
N−1∑
i=1
φi
and thus the block vector f = (fp)0≤p≤P is given by f0 = (1, . . . , 1)
T ∈ RN−1 and
fp = 0 for 1 ≤ p ≤ P . The block matrix A remains as in Subsection 4.1. In order
to solve (32) (with θ = 12 ) it remains to compute M. But simple computations
show that
M =M⊗M1
with M =
(
Eξ
[
ψq(ξ)ψp(ξ)
])
0≤p,q≤P
and
M1 =
(∫ 10
0
φj(x)φi(x) dx
)
1≤i,j≤N−1
=

2h/3 h/6 0
h/6 2h/3
. . .
2h/3 h/6
0 h/6 2h/3
 .
We compare our method with crude Monte Carlo estimator. That is to say we use
in (11) a function F̂V that is constructed in the same spirit as F̂U in Subsection 4.1
(in particular we use again a boundary shifting method). In Table 2 we illustrate
the efficiency of our approach with µ1 = 1, µ2 = 2 and σ1 = σ2 = 0.2, and with
the starting point x = 1 and the time horizon T = 0.3.
Galerkin / Crank-Nicholson Double MC
S1(V) (M = 300, N = 1000, P = 10) 0.0961 (N =M = 5× 104, δt = 6× 10−4) 0.095812
S2(V) (M = 300, N = 1000, P = 10) 0.9039 (N =M = 5× 104, δt = 6× 10−4) 0.903182
Table 2 Sobol’ indices for V(T, x, ξ), x = 1, T = 0.3 in the Ornstein-Uhlenbeck example,
with µ1 = 1, µ2 = 2 and σ1 = σ2 = 0.2.
5 Appendix
5.1 Integrability of the stochastic quantities of interest
Proof (Proof of Lemma 1) Let q ∈ N∗ and t ≥ 0. Using Problem 5.2.15 in
Karatzas and Shreve (1991), we can claim that, under (A3), for any z ∈ Ξ∫
C
|Xt(θ, z)|qW(dθ) ≤ C(1 + |x|q) exp
(
Ct
)
, (38)
where C = C(t,M). As the constantM in (1) is uniform in z, the constant C does
not depend on z either. Integrating (38) over Ξ and against Pξ we get the desired
result.
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Proof (Proof of Lemma 2) Here we revisit the proof of Lemma 5.7.4 in Karatzas and Shreve
(1991) and give details for the sake of completeness. Thanks to (A4), we have for ex-
ample a11(x, z) ≥ λ for any x = (x1, . . . , xd) ∈ Rd, z ∈ Ξ. We note q = minx∈D¯ x1
and b a constant s.t. |b(x, z)| ≤ b <∞, ∀x ∈ D, ∀z ∈ Ξ.
Such a finite constant b exists thanks to (1). Set now ν > 2b/λ and consider
the function h(x) = −µ exp(νx1), x ∈ D, where the constant µ will be determined
later. This function is of class C∞(D) and satisfies for any x ∈ D and z ∈ Ξ,
−12
∑d
i,j=1 aij(x, z)∂
2
xixjh(x)−
∑d
j=1 bj(x, z)∂xih(x)
= µeνx
1
( 12ν
2a11(x, z) + νb1(x, z)) ≥ 12µνλeνq
(
ν − 2bλ
)
.
Choosing µ sufficiently large, we have for any x ∈ D, any z ∈ Ξ:
1
2
d∑
i,j=1
aij(x, z)∂
2
xixjh(x) +
d∑
j=1
bj(x, z)∂xih(x) ≤ −1.
Let us write τD(ω) = τD(θ, z). As X0 = x ∈ D, using Itoˆ Formula and taking the
expectation against W we get:
∀z ∈ Ξ
∫
C
(t ∧ τD(θ, z)W(dθ) ≤ h(x)−
∫
C
h(Xt∧τD(θ, z))W(dθ) ≤ 2max
y∈D¯
|h(y)| .
Note that in the above computation, the expectation of the stochastic integral
vanishes, as h is bounded with bounded derivatives. Then, integrating over Ξ and
against Pξ the above inequality we get the result by monotone convergence.
Proof (Proof of Lemma 3) According to Theorem 1, the function U(·, ξ) solves
(15) (for a.e. fixed value of ξ). We now use a maximum principle argument to get
an a priori bound on U(·, ξ). Without loss of generality we assume that D lies in
the slab 0 < x1 < δ for a certain 0 < δ < ∞ (the general case can be recovered
by translation arguments). According to Theorem 3.7 in Gilbarg and Trudinger
(1983) and its proof we have
sup
x∈D¯
|U(x, ξ)| ≤ C
′(ξ)
λ
(39)
whereC ′(ξ) = eα(ξ)δ−1 with α(ξ) a quantity chosen s.t. α(ξ) ≥ 1+ 1λ supx∈D |b(x, ξ)|
(note that the uniform ellipticity constant λ in (A4) does not depend on z). Then,
thanks to the uniformity in z of the constant M in (1) and to the boundedness of
D, the quantity α(ξ) may be chosen independent on ξ. Therefore C ′(ξ) = C ′ does
not depend on ξ, and thus we get the result with C = C ′/λ.
5.2 Results on stochastic partial differential equations
Proof (Proof of Lemma 5) As f˜ is uniformly bounded in x and z, it is easy to
prove that the form F is continuous on V (with the help of Cauchy-Schwarz’s
inequality). Thanks to (A7) and (A9), the bilinear form A is continuous on V .
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Thanks to (A8)-(A9) one may check the coercivity of A. Indeed, using Lemma 8.4
in Gilbarg and Trudinger (1983), one gets for any z ∈ Ξ,∫
D
(∇v(·, z))T a˜(·, z)∇v(·, z) +
∫
D
(∇v(·, z))T b˜(·, z)v(·, z)
≥ λ˜
2
∫
D
|∇v(·, z)|2 − λ˜ν2
∫
D
v2(·, z) (40)
where ν =
M˜
λ˜
. Using now the definition of || · ||H1(D), Inequality (21), and inte-
grating (40) over Ξ against Pξ we get
A(v, v) ≥
( λ˜
2C(d, |D|) − λ˜ν
2
)
||v||2V
(we recall that C(d, |D|) is defined by (22)). As M˜ < λ˜√
2C(d, |D|) , we have that
λ˜
2C(d, |D|) − λ˜ν
2 > 0. The existence of a unique weak solution at the stochastic
level then follows from the Lax-Milgram theorem.
Now, as F and A are continuous, as A is coercive and as VN,P ⊂ V , the
existence of a unique solution to (23) follows from Lax-Milgram theorem again,
but applied this time on VN,P . In order to prove the convergence result, we first
notice that thanks to the Ce´a lemma we have for any N,P ∈ N∗
||u− uN,P ||V ≤ C˜ min
v∈VN,P
||u− v||V ,
where the constant C˜ depends on λ˜, Λ˜, M˜ and C(d, |D|). Second, we recall that
VN,P ⊂ VN+1,P+1 for any N,P , and that ⋃N,P VN,P is dense in V . This is
sufficient in order to prove that minv∈VN,P ||u− v||V → 0, as N,P →∞, and the
result follows.
Proof (Proof of Theorem 3) By Corollary 1, U(x, ξ) is a classical solution of (15).
Then, using Theorem 6.6 in Gilbarg and Trudinger (1983) we get that, for a.e.
value of ξ
∀1 ≤ i ≤ d, sup
x∈D¯
|∂xiU(x, ξ)| ≤ C ′′( sup
x∈D¯
|U(x, ξ)|+ 1),
with C ′′ depending on d, M , |D| and λ, but not of ξ. But, as already noticed in
the proof of Lemma 3, we have supx∈D¯ |U(x, ξ)| ≤ C with C depending on M , |D|
and λ. Thus U(x, ξ) belongs to the space V .
As noticed in Subsection 3.2 any classical solution of (15) is a classical solu-
tion of (19). Let v ∈ C1c (D) ⊗ L2(Ξ,Pξ). Multiplying the first line of (19) by v,
integrating over D ×Ξ against dx ⊗ Pξ(dz), and performing integration by parts
w.r.t the variable x, we get that A(U, v) = F (v). Thanks to Equation (1) in (A3),
the coefficients a˜ and b˜ are obviously bounded uniformly in x and z, because D
is bounded, and we have therefore (A7) and the continuity of the form A. Using
then density arguments we get A(U, v) = F (v) for all v ∈ V . (A8) is a consequence
of (A4), and we are under (A9). Thus we may get the approximation result by
applying Lemma 5.
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Proof (Proof of Lemma 6) In the proof of Lemma 5 we have seen that (A7) and
the boundedness of b˜ imply that the form A is continuous on V .
We now prove that we can find µ ≥ 0 large enough such that the form Aµ :
(u, v) 7→ A(u, v) + µ〈u, v〉H is coercive on V . Let us denote M˜ the upper bound
for b˜ (i.e. |b˜(x, z)| ≤ M˜ for any x ∈ D¯, z ∈ Ξ). Proceeding as for Equation (40)
(that we integrate over Ξ against Pξ) we get that for any v ∈ V
Aµ(v, v) ≥ λ˜
2
Eξ
( ∫
D
|∇v(·, ξ)|2)+ (µ− M˜2
λ˜
)Eξ
( ∫
D
v2(·, ξ)).
Note that if M˜ <
λ˜√
2C(d, |D|) it suffices to take µ = 0 (see the proof of Lemma
5). If this is not the case we take µ > M˜
2
λ˜
and set c = min
(
λ˜
2 , µ− M˜
2
λ˜
)
. We then
have Aµ(v, v) ≥ c||v||2V for any v ∈ V .
This is sufficient to prove the result (see Lemma 7.1.2 and Theorem 7.1.4
in Ern and Guermond (2002); see also the earlier reference Lions and Magenes
(1972)).
Proof (Proof of Lemma 7) By Corollary 1, V(t, x, ξ) is a classical solution of (16).
Using Theorem 5.14 in Lieberman (1996) we get that for a.e. value of ξ
sup
(t,x)∈[0,T ]×D¯
|V(t, x, ξ)|+ sup
(t,x)∈[0,T ]×D¯
|∂tV(t, x, ξ)|+
d∑
i=1
sup
(t,x)∈[0,T ]×D¯
|∂xiV(t, x, ξ)|
is bounded above by some constant C that depends on M , |D|, λ and d but not
on ξ. We use that the coefficients a and b are Lipschitz continuous and that the
initial condition f is in the Ho¨lder spaceH2+α for α = 1; see pp 46-47 of Lieberman
(1996) for more details on Ho¨lder spaces and norms in the parabolic setting. The
point is that here we can write these properties of a, b and f with quantities that
are uniform w.r.t. the uncertain parameter ξ. Thus the function V(t, x, ξ) belongs
to the space L2(0, T ;V) ∩ H1(0;T,V ′). As it is continuous in time and bounded
(in particular uniformly w.r.t. ξ) it is also in C([0, T ];H).
As noticed in Subsubsection 3.3.1 the function V(t, x, ξ) is a classical solution
of (27). Multiplying the first line of (27) by a test function in C1c (D)⊗L2(Ξ,Pξ),
integrating over D ×Ξ against dx⊗ Pξ(dz), and using density arguments we get
∀w ∈ V , 〈∂tV(t, ·, ·), w〉H +A(V(t, ·, ·), w) = 0, ∀t ∈ [0, T ] and V(0, ·, ·) = f.
The result is proved.
Proof (Proof of Lemma 8) Remember that in the proof of Lemma 6 we have seen
that we can find µ ≥ 0 large enough such that the form Aµ is coercive. Here for
simplicity we assume that µ = 0, i.e. A is coercive (with constant c). We claim
that this is without loss of generality. Indeed if µ > 0 we consider vµ the solution
of
∀w ∈ V , 〈∂tvµ(t, ·) , w〉H +Aµ
(
vµ(t, ·) , w
)
= 0 for a.e. t ∈ [0, T ] and vµ(0, ·) = f
(41)
(the solution exists because the form Aµ is continuous and coercive). Then it is
obvious that the function v(t, ·) = eµtvµ(t, ·) solves (28) (in fact (28) and (41) are
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equivalent via the change of variable). Thus one may approach vµ by the θ-scheme
and get an approximation of v applying again the change of variable.
Then for any N,P the form A defines a scalar product on VN,P , so that for
any u ∈ V there is by the Riesz theorem an element ΠN,P u of VN,P such that
∀w ∈ VN,P , A(ΠN,Pu,w) = A(u,w).
The application ΠN,P is linear and continuous from V to VN,P and is called the
elliptic projection operator. It satisfies
∀u ∈ V , ∀w ∈ VN,P , A(u−ΠN,P u,w) = 0.
Then, following the proof of Ce´a’s Lemma (Theorem 3.1-2 in Raviart and Thomas
(2004)) one can prove that
||u−ΠN,P u||V ≤ C˜ min
w∈VN,P
||u− w||V ,
where again C˜ depends on the continuity and coercivity constants of A. Using the
monotonicity and density assumptions on the VN,P ’s we thus get that
∀u ∈ V , ||u−ΠN,P u||V −−−−−−−−−→
N→∞,P→∞
0. (42)
In the sequel we note Π for ΠN,P in order to lighten notations. For any y ∈
C(0, T ;H), t ∈ [0, T ] we denote y(t) := y(t, ·, ·).
Then for any 0 ≤ m ≤M we set
emN,P = v
m,N,P −Πv(tm)
(here we follow for example Raviart and Thomas (2004) §7.5). Note that (32) is
equivalent to: ∀ 0 ≤ m ≤M − 1, ∀w ∈ VN,P ,
1
∆t
〈vm+1,N,P − vm,N,P , w〉H +A
(
θvm+1,N,P + (1− θ)vm,N,P , w) = 0,
so that by some algebraic computations we see that: ∀ 0 ≤ m ≤M−1, ∀w ∈ VN,P ,
1
∆t
〈em+1N,P − emN,P , w〉H +A
(
θem+1N,P + (1− θ)emN,P , w
)
= 〈εmN,P , w〉H (43)
where εmN,P ∈ V ′ is defined for any 0 ≤ m ≤M − 1 by: ∀w ∈ V ,
〈εmN,P , w〉H = − 1
∆t
〈Πv(tm+1)−Πv(tm), w〉H−A
(
θv(tm+1) + (1− θ)v(tm) , w
)
.
(44)
In the sequel we denote em (resp. ε) for emN,P (resp. ε
m
N,P ).
We now aim at showing that for any θ ∈ [ 12 , 1] we have the stability result
∀1 ≤ m ≤M, ||em||2H ≤ ||e0||2H + ∆t
c
m−1∑
k=1
||εk||2V′ . (45)
Then we will aim at controlling the ||εk||2V′ ’s (consistency result; we will only treat
the case θ = 12 ). This will allow to get convergence.
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Stability. Here we adapt the energy estimate method to be found pp66-67 in
Dautray and Lions (1993). Let θ ∈ [ 12 , 1] and fix 0 ≤ k ≤ M − 1. Taking w =
θek+1 + (1− θ)ek =: e¯k in (43) we get
1
∆t
〈ek+1 − ek, e¯k〉H +A(e¯k, e¯k) = 〈εk , w〉H. (46)
Using then the algebraic equality
〈ek+1 − ek, θek+1 + (1− θ)ek〉H = 1
2
||ek+1||2H − 1
2
||ek||2H + (θ − 1
2
)||ek+1 − ek||2H
in (46) we get
1
2
||ek+1||2H − 12 ||e
k||2H + (θ − 12)||e
k+1 − ek||2H +∆tA(e¯k, e¯k) = ∆t〈εk , w〉H
and then
1
2
||ek+1||2H − 12 ||e
k||2H +∆tA(e¯k, e¯k) ≤ ∆t〈εk , w〉H. (47)
But for any f ∈ V ′ and any w ∈ V we have, using Young’s inequality and the
coercivity of A,
〈f, w〉H ≤ ||f ||V′||w||V ≤ c
2
||w||2V + 12c ||f ||
2
V′ ≤ 12A(w,w) +
1
2c
||f ||2V′.
Using this in (47) we get
1
2
||ek+1||2H − 12 ||e
k||2H +∆tA(e¯k, e¯k) ≤ ∆t
(1
2
A(e¯k, e¯k) + 1
2c
||εk||2V′
)
and then ||ek+1||2H − ||ek||2H ≤ ∆tc ||εk||2V′ . Summing over 0 ≤ k ≤ m − 1 for any
1 ≤ m ≤M we get (45).
Consistency.Here we follow the lines of the proof of Lemma 7.5-1 in Raviart and Thomas
(2004). Using (28) and the fact that v ∈ C1(0, T ;V) we can rewrite (44) into:
∀w ∈ V ,
〈εm , w〉H =
〈
θ∂tv(tm+1) + (1− θ)∂tv(tm)
〉
H
− 1
∆t
〈
Πv(tm+1)−Πv(tm), w
〉
H
and further: ∀w ∈ V ,
〈εm , w〉H =
〈
θ∂tv(tm+1) + (1− θ)∂tv(tm)
〉
H
− 1
∆t
〈
v(tm+1)− v(tm), w
〉
H
+
1
∆t
∫ tm+1
tm
〈
(I −Π)∂tv(s) , w
〉
H
ds.
From this we get that for any 0 ≤ m ≤M − 1
||εm||V′ = ||εm||H ≤ ||η(tm)||H + 1
∆t
∫ tm+1
tm
∣∣∣∣(I −Π)∂tv(s)∣∣∣∣Hds
with
η(tm) =
1
∆t
(
v(tm+1)− v(tm)
)− θ∂tv(tm+1)− (1− θ)∂tv(tm).
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We take now θ = 12 . Using a Taylor expansion with rest in integral form and the
fact that v ∈ C3(0, T ;H) we get:
η(tm) =
1
∆t
(
∂tv(tm)∆t+
1
2
∂2t2v(tm)(∆t)
2 +
1
2
∫ tm+1
tm
∂3t3v(s)(tm+1 − s)2ds
)
−1
2
∂tv(tm+1)− 1
2
∂tv(tm)
=
1
2
∂2t2v(tm)∆t+
1
2∆t
∫ tm+1
tm
∂3t3v(s)(tm+1 − s)2ds
−1
2
(
∂2t2v(tm)∆t+
∫ tm+1
tm
∂3t3v(s)(tm+1 − s)ds
)
=
∫ tm+1
tm
∂3t3v(s)(tm+1 − s)
[− 1
2
+
1
2∆t
(tm+1 − s)
]
ds
=
1
2∆t
∫ tm+1
tm
(tm+1 − s)(tn − s)∂3t3v(s)ds.
Then we have ||η(tm)||H ≤ C∆t
∫ tm+1
tm
∣∣∣∣∂3t3v(s)∣∣∣∣Hds where C is some universal
constant. To sum up we have for any 0 ≤ m ≤M − 1
||εm||V′ ≤ 1
∆t
∫ tm+1
tm
∣∣∣∣(I −Π)∂tv(s)∣∣∣∣Hds+ C∆t∫ tm+1
tm
∣∣∣∣∂3t3v(s)∣∣∣∣Hds
and, using Cauchy-Schwarz inequality,
||εm||V′ ≤ 1√
∆t
( ∫ tm+1
tm
∣∣∣∣(I−Π)∂tv(s)∣∣∣∣2Hds) 12+C(∆t) 32 ( ∫ tm+1
tm
∣∣∣∣∂3t3v(s)∣∣∣∣2Hds) 12 .
(48)
Convergence. Let 0 ≤ m ≤ M . Using now ||vm,N,P − v(tm)||H ≤ ||em||H +
||v(tm)−Πv(tm)||H and (45) and (48) we get
||vm,N,P − v(tm)||H ≤ ||v(tm)−Πv(tm)||H +
{
||fN,P −Πf ||2H
+
1
c
∫ tm
0
∣∣∣∣(I −Π)∂tv(s)∣∣∣∣2Hds+ Cc (∆t)4
∫ tm
0
∣∣∣∣∂3t3v(s)∣∣∣∣2Hds
+
C
c
(∆t)2
m−1∑
k=1
m−1∑
j=1
( ∫ tk+1
tk
∣∣∣∣(I−Π)∂tv(s)∣∣∣∣2Hds×∫ tj+1
tj
∣∣∣∣∂3t3v(s)∣∣∣∣2Hds) 12} 12
≤ sup
s∈[0,T ]
||(I −Π)v(s)||H +
{(||fN,P − f ||H + ||f −Πf ||H)2
+
T
c
sup
s∈[0,T ]
||(I −Π)∂tv(s)||2H + C
c
||∂3t3v||2L2(0,T ;H) (∆t)4
+
C
c
T 2 sup
s∈[0,T ]
||∂3t3v(s)||H∆t sup
s∈[0,T ]
||(I −Π)∂tv(s)||H
} 1
2
(49)
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Recall now that we have ||fN,P−f ||H → 0 asN,P →∞ and (42). If y ∈ C(0, T ;V)
the family (I −Π)y(s), s ∈ [0, T ], is equicontinuous, and we know thanks to (42)
that for any s ∈ [0, T ] we have ||(I −Π)y(s)||H → 0 as N,P →∞. With the help
of Ascoli theorem we can see that we have then
sup
s∈[0,T ]
||(I −Π)y(s)||H −−−−−−−−−→
N→∞,P→∞
0.
Using this with y = v, ∂tv, in (49) we get the announced convergence (note that
it is in order (∆t)2 is time; cf Remark 8).
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