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Abstract
Since the early 1990s, the semanticist Reinhard Muskens has advocated the use of the TYn family of higher-order logics as a general
framework for semantic representation; he has backed up his claim by treating a wide variety of semantic phenomena in the TYn
framework. Most interestingly of all, he has also shown that the central ideas of Discourse Representation Theory (DRT) can be modeled
in TYn, thereby allowing a clean Montague-style treatment of discourse level phenomena. In this paper, we assess the significance for
computational linguistics of his theoretical work. We do so by implementing the TYn-based approach to DRT in Nessie, a generic
framework for semantic construction that is implemented in the functional programming language OCaml.
1. Introduction
Since the early 1990s, the semanticist Reinhard
Muskens has advocated the use of the TYn family of log-
ics for semantic representation purposes; see, for exam-
ple (Muskens, 1991; Muskens, 1996a). Like the original
systems proposed by Richard Montague in his pioneer-
ing work on formal semantics (see (Montague, 1974)) the
TYn logics are higher-order (that is, they are built over the
simply-typed lambda calculus) but Muskens argues that
they improve Montague’s systems in at least two respects.
First, he argues that they are logically much simpler and
better behaved. Second, and for our purposes more impor-
tantly, he argues that they are far more flexible. Indeed, a
constant theme in Muskens’ work is that TYn offers a uni-
form framework for virtually any kind of semantic analy-
sis. This is because the n in TYn is significant: it indicates
how many basic sorts of entities the logic works with. Se-
manticists are free to choose as many basic kinds of entities
as are required for the analysis at hand, and the resulting
logic handles them in a uniform way. For example, the
TYn family provides a setting in which semantic analyses
which require the use of ordinary individuals, belief states,
times, and situations can be cleanly captured in a single
system.
As is well known, Montague’s original semantic inves-
tigations were confined to the sentential and sub-sentential
levels; they offered no insight into the semantics of dis-
course, or about such puzzling phenomena as “Don-
key anaphora”. These shortcoming led to the development
of Discourse Representation Theory (DRT), a successful
and widely-used framework for discourse level semantics;
see (Kamp and Reyle, 1993). However DRT had its own
weakness. As it was not based on the simply-typed lambda
calculus, its semantic construction process lacked the com-
positionality of Montague’s system. Once again, however,
Muskens showed that TYn could clarify the situation. In a
classic paper (Muskens, 1996b) he showed that by letting
TYn work with such basic entities as registers and states,
the key insights of DRT could be captured. That is, TYn
makes possible a clean Montague-style treatment of dis-
course level phenomena. Moreover, it achieves this in the
same way as it handles other semantic phenomena: via a
translation into classical logic. This opens up the possibil-
ity of combining the TYn approach to DRT with the TYn
treatment of other semantic problems.
But do these theoretical observations have any rele-
vance for computational linguistics? This is the starting
point for the work reported here, which is based around
a generic semantic construction system called Nessie.
This allows the user to specify which basic semantic en-
tities are assumed (that is, which version of TYn is being
used), and, once this has been specified, Nessie handles
the required semantic construction uniformly. In previous
work we have successfully applied Nessie to the seman-
tics of aspectual expressions (by making use of a version
of TYn which includes events as one of its basic types of
entity) and shown how the logical representations built by
Nessie can be coupled with logic-based inference ser-
vices. In the present paper we use Nessie to investigate
the TYn-based approach to DRT from a computational per-
spective. As we shall see, the key ideas of the Muskens
approach can indeed be captured. However our computa-
tional investigations also reveals an interesting gap which
requires attention.
Space restrictions make it impossible to give a detailed
introduction to DRT, TYn, or the link between the two. Ac-
cordingly, we advise the reader who wishes to know more
about the underlying theory to consult (Muskens, 1996b).
In what follows, we shall focus exclusively on computa-
tional issues. In particular, we shall focus on the compu-
tational architecture of Nessie, and on the modification
required to capture DRT via TYn in this style of architec-
ture.
2. Introducing Nessie
This section gives a brief overview of Nessie, a
generic tool developed by the authors for building seman-
tic representations in the TYn family of logics. We first
discuss the kind of inputs Nessie needs and the kind of
output it can produce. We then give some details about the
algorithm used to perform the semantic construction task.
2.1. What Nessie does
The ideas at the heart of Nessie are those introduced
in the pioneering work of Montague: semantic represen-
tations of complex expressions are assumed to be typed
lambda-terms. They are computed from lambda-terms rep-
resenting the semantics of words, lexical terms being the
basic ingredients. The way terms are combined to obtain
the more complex semantic representations is guided by
the syntactic structure of the entity the semantics has to be
computed for.
Thus Nessie needs two inputs to compute a seman-
tic representation: a lexicon containing words and the
lambda-terms they are associated with, and a tree reflect-
ing the syntactic structure of an expression. The leaves of
this tree contain words whose representations can be found
in the lexicon.
As an example, suppose one wants to build a
simple Montague-style representation for the sentence





pattern = lam P:e->t. (P(_))
};
lemma john : pn;
family iv {
type = e->t;
pattern = lam x : e. (_(x))
};
lemma walk : iv;
The concepts of family and lemma that appear in the
lexicon have been introduced to reflect the fact that in many
cases the objects that belong to a given syntactic category
have similar representations that are built from a common
pattern and differ from each other only in the constants
they use. Thus, since JOHN is a lemma of the PN (Proper
Name) family, its representation will have the form that is
characteristic of this family, namely λP : e → t.(P ( )),
where is a place-holder. This place-holder will be re-
placed by a lemma (here john), yielding the expected rep-
resentation: λP : e → t.(P (john)). An analogous re-
lation holds between the lemma WALK and the family IV
(Intransitive Verb) it belongs to.
Another important point should be made about the lexi-
con’s content. Since the semantic representations we build
are (as in Montague’s pioneering work) typed, it is nec-
essary to be able to perform type-checking. This is why
the previous lexicon mentioned the type directives. As
we remarked when discussing the representation of JOHN,
lemmas can introduce constants that are used in their rep-
resentations. However in order to make the type checking
possible, a type also has to be associated with each con-
stant. This is what the type = T lines do. They specify
that for each lemma of the family they appear in, a con-
stant of the same name as the lemma and of type T should
be added to the typing environment, which we will call en-
vironment in the rest of this paper. The toy lexicon we in-
troduced previously would hence give rise to the following
environment:
john : e
walk : e -> t
The reader may wonder why the type t (representing
truth values) that appears in this environment has not been
declared in the lexicon, like e was. This is because t is
present in every version of TYn, so that it does not have to
be explicitly declared.
In addition, Nessie needs to be given syntactic infor-
mation. This information is given in the form of syntax
trees, which are inductively defined as follows. A syntax
tree can be:
1. A leaf containing a family and a lemma;
2. An n-ary tree whose n daughter nodes are syntactic
trees (n >= 1).
It is worth emphasising that the trees we have in mind
are abstract. That is, the left-to-right order of the subtrees
of a given node does not have to correspond with the or-
der of the expressions in the text. To put it another way,
the Nessie user is in principle free to use any syntactic
formalism. The only requirement imposed is that the trees
produced by syntactic analysis then be translated into the
abstract schema required by Nessie. Also, for historical
reasons, Nessie has an explicit notion of unary and bi-
nary syntax trees. Although these trees are particular cases
of item 2 in the previous definition, they have been kept
for backward compatibility and because they are useful in
practice.
Let’s return to our little example. A specification for a






When this tree and the lexicon discussed above are given
to Nessie, it produces the following representation:
walk(john), which is a well-typed term of type t in the
previously shown typing environment.
2.2. How Nessie works
The Nessie system computes a semantic representa-
tion, starting from a lexicon and a syntax tree, as follows.
First, a typing environment is extracted from the lexicon in
the way described above. Then, the semantic representa-
tion is computed inductively using the information in the
syntax tree as follows:
1. The representation of a leaf is extracted from the lex-
icon;
2. The representation of a unary node is the representa-
tion of its unique child;
3. The representation of a binary node is obtained by ap-
plying the representation of its left child (the functor)
to the one of its right child (the argument);
4. If a node has n children whose semantic represen-
tations are M1, . . . ,Mn, then a term M0 of the
form λx1. . . . .λxn.K must be provided. The se-
mantic representation of the whole node will then be
M0(M1, . . . ,Mn).
Finally, the semantic representation provided by this
algorithm is type-checked and, if the term is well-typed,
it is beta-reduced. Summing up, the whole process is
(at least in spirit) close to the pioneering ideas of Mon-
tague. The key changes are that the underlying logic must
belong to the TYn family, and that Nessie works with
an abstract notion of syntax tree to enable it to be in-
dependent of the underlying grammatical formalism. Fi-
nally, we remark the fact that Nessie is implemented
in OCaml1 (a functional programming language that sup-
ports object-oriented programming). Thus, it benefits from
all the facilities provided by this language, like type in-
ference, polymorphic types, modules and functors, etc.
Also, the development in OCaml gives access to tools
like AlphaCaml (see http://pauillac.inria.fr/
˜fpottier/alphaCaml/), which makes it easy to
manipulate inductive types containing bound variables
modulo alpha-equivalence. Such structures are in fact at
the heart of our lambda-term manipulation library.
3. Adapting Nessie to compositional DRS
construction
We turn now to the proposal from (Muskens, 1996b) to
treat Discourse Representation Structures (DRSs) as TYn
lambda terms. If every DRS really can be represented
by such a lambda-term, then it should be possible to use
Nessie to build DRSs. This section discusses the main
problem encountered while trying to compute DRSs using
Nessie and the solution used to overcome it.
Consider the sentence “A woman owns a donkey”. This
sentence contains two indefinite determiners. In Muskens’
encoding of DRSs as lambda-terms, each determiner is as-
sumed to introduce a new, unique discourse referent; each
discourse referent is modelled using a TYn constant. Once
a discourse referent has been introduced (for example, by
an indefinite determiner) and associated with an object,
this association holds for the rest of the DRS construc-
tion process (that is, discourse referents have global scope).
Coming back to our example, the first indefinite determiner
may introduce a discourse referent u1 while the second in-
troduces the discourse referent u2. The only requirement
imposed is that u1 and u2 be distinct constants — but sim-
ple though this requirement is, it is crucial to Muskens’
approach.
How exactly does Muskens associate a lambda-term
with an indefinite determiner? He first assumes that each
occurrence of an indefinite determiner has been associ-
ated with a unique number which is written as a super-
script. If we annotate our example Muskens-style, we ob-
tain: “a1 woman owns a2 donkey”. Then Muskens asso-
ciates a distinct lambda-term to each determiner with the
help of the following rule:
[an] := λP.λQ.λi.λj.∃k1∃k2
(i[un]k1 ∧ Q(un, k1, k2) ∧ P (un, k2, j)),
where un is a new constant to be added to the language.
The numerical values of n are simply read off the numer-
ical superscripts that annotate the input sentence (so our
1See http://caml.inria.fr.
previous example would use discourse referents u1 and
u2).
And now comes the difficulty: how do we incorpo-
rate the required distinctness information into Nessie?
That is, how should we ensure that it is always a new con-
stant which is added to the environment? If we simply
try to translate the previous rule into Nessie notation,
we notice that it is not possible. Nessie can’t express
the fact that a leaf introduces a new constant. And this
is not just a superficial problem due to a poorly designed
lexicon. In fact, it is a deeper problem which could be
explained as follows: for the moment, Nessie provides
no way of differentiating two occurrences of a leaf con-
taining the same lemma and family. And viewed from the
traditional perspective of Montague semantics, it shouldn’t
have to: all that should matter is the link between the ab-
stract syntax tree and the lambda terms. But the approach
adopted by Muskens goes beyond this.2 His numerical
annotations in effect bring a ‘dynamic’ component to the
syntax-semantics interface. He is requiring the input text
to supply additional information (namely, information con-
cerning the distinctness of discourse referents). So we need
a way to cope with this in Nessie in a generic and exten-
sible way.
Theoretically, what needs to be done to solve this prob-
lem is relatively simple: the semantic construction algo-
rithm should let the leaves modify the typing environment.
More precisely, each leaf of the syntax tree should be al-
lowed to add constants to the environment, and these con-
stants should be usable in the subsequent semantic rep-
resentation process. Thus the process of building the se-
mantic representation for a leaf should not only produce
a lambda-term representing the leaf, it should also update
the typing environment, which should then become an in-
put for the rest of the semantic construction process.
But how should this be implemented at the practical
level? The most obvious strategy is simply to directly
mimic what Muskens does: that is, to index each leaf by
its number in a syntax tree. The constants could then make
use of this index, which would be unique for each leaf in
a syntax tree. However, this strategy has two drawbacks.
First, although the constants it gives rise to will indeed be
unique inside a parse tree, this approach will necessarily
lead to name clashes as soon as one tries to combine sev-
eral parse trees. Second, and perhaps more fundamentally,
choosing this strategy has a deeper consequence: it would
mean that it is up to Nessie to decide how two occur-
rences of a leaf should be distinguished from each other.
This means that Nessie would become more complex,
and yet no flexibility would be provided in the way similar
leaves could be distinguished from each other. As Nessie
is conceived of as a stand-alone semantic construction tool,
this approach seems misguided.
Instead we introduce a more generic and flexible ap-
2The fact that extra information is required to ensure distinct-
ness of constants is a subtle point, intimately related to the fact
that Muskens models discourse referents as constants. He does
not discuss this point in detail, but it swiftly becomes visible if
an implementation is attempted. Indeed, this is how we became
aware of it.
proach. The basic idea is to move from static environment
extraction to dynamic environment extraction. The idea is
to allow a leaf to contain additional information (to be pro-
vided by the syntactic component). This information takes
the form of so-called arguments, which are in fact identi-
fiers that can be used as names for constants to be added to
the typing environment by the leaf.
The types of the constants to be added to the environ-
ment will be stored in the lexicon. As an example, here




const $1 : pi;
term = lam P, Q : pi->drs.
lam i, j : s. exists k1, k2 : s.
(




The crucial point the reader should pay attention to is
the $1 appearing several times in the lexical entry. This
refers to the first argument of a leaf. The first occurrence
(right after the const keyword) specifies that a constant
of type pi, and whose name is the first argument of the
considered leaf, should be added to the typing environ-
ment.
Thus, when such a lexicon is loaded, those leaves rep-
resenting indefinite determiners should have an argument.
Put another way, they should look something like this:
leaf(a,det,u1). When such a leaf is met, the con-
stant U1 of type pi is added to the typing environment.3
Moreover, the representation Nessie will provide for this
leaf will be the term
λP.λQ.λi.λj.∃k1.∃k2.
(i[u1]k1 ∧ Q(u1, k1, k2) ∧ P (u1, k2, j)).
To sum up: it is now possible to distinguish two leaves
carrying the same family and lemma by including argu-
ments in the leaves. These arguments are in fact names
(provided by the syntactic layer) that can be used as con-
stants to be added to the environment.
Earlier in this section, we mentioned that one possibil-
ity one could use to distinguish similar leaves from each
other is to index them, Muskens-style, based on their po-
sition in the syntax tree. Although we rejected the idea of
hard-wiring this approach inside Nessie itself, it is cer-
tainly possible to simulate such indexing with the help of
the arguments facility. Indeed, one can very well imagine,
for example, that a preprocessor counts the leaves and in-
cludes in each leaf an argument derived from its position in
the syntax tree. From Nessie’s point of view, though, it
is irrelevant what is done. Our implementation ensures that
Nessie does not have to take care about which names are
chosen, or how they are assigned. We believe that the strat-
egy of allowing dynamic environment computations that
3This has the side-effect that the constant can be used by an-
other leaf coming later in the syntax tree.
takes into account more than merely lexical information
is a strategy that will be worth exploring in other linguistic
contexts, though we will not explore the idea further in this
paper.
4. Computing DRSs
Now that Nessie has been adapted to take into ac-
count the requirements expressed by Muskens, we show
how this tool can be used to handle automatically the kind
of examples proposed by Muskens in his classic paper.
The paper contains a small fragment of English gram-
mar. It is straightforward to express this grammar as a
small DCG (Definite Clause Grammar), and to add the ex-
tra information needed to encode discourse referent dis-
tinctness. Here, for example, is how the rule for indefinite
determiners can be expressed as a DCG rule. We assume
that the input text has been annotated in Muskens style
(though instead of giving a numeric superscript, we ex-
plicitly give the name of the discourse referent to be used).
Thus the N symbol in the following, the annotation, is sim-
ply read as the next symbol in the input string:
det(leaf(a, det, N)) --> [a], [N].
Equipped with this little DCG, we can get parse trees for
simple annotated texts. For example:
?- parse([a, u1, farmer, walks]).
unary(t,
binary(s,
binary(np, leaf(a, det, u1),
unary(n0, leaf(farmer, noun))),
unary(vp, unary(v0, leaf(walk, vin)))
)
)
As we remarked above, we have explicitly annotated
the input text with the name of the constant discourse ref-
erent to be introduced. There is nothing deep about this
choice: we have chosen a manual annotation for the sake
of simplicity, but nothing prevents the implementation of a
more sophisticated, automated annotation mechanism. As
far as Nessie is concerned, where the annotations come
from makes absolutely no difference.
Let’s now turn to the lexicon Nessie needs to com-
pute a DRS from the previous parse tree. The lexicon
we use follows Muskens original notation closely and thus
looks like this:
type e; # Entities
type pi; # Registers
type s; # States
type drs = s -> s -> t; # aka box
const V : pi -> s -> e;
const seq : s->s->t;
const diff : s -> pi -> s -> t;
family vin {
type = e->t;






lemma walk : vin;
family noun {
type = e->t;
pattern = lam v : pi. lam i, j : s.
( seq(i,j) && _(V(v,j)) )
};




const $1 : pi;
term = lam P1, P2 : pi->drs.
lam i, j : s. exists k1, k2 : s.
(




Two remarks should be made concerning this lexicon.
First, as the reader may have noticed, the family det con-
tains no type specification. This is because it is a closed
family, whose lemmas add no constant to the typing envi-
ronment. Second, following Muskens, we have introduced
constants to make the lambda-terms (a bit) easier to read:
V (δ, i) returns the entity contained in the discourse refer-
ent δ in state i; seq(i, j) is short for ∀v : π.V (v, i) =
V (v, j) (this was written i[]j in Muskens’ paper), and
diff(i, u, j) means that states i and j differ at most on the
register u (this was written i[u]j in Muskens’ paper).
Given this lexicon, Nessie provides the following
lambda term for the tree given above:
lam i, lam j, exists k1, exists k2,
(diff(i,u1,k1) && seq(k1,k2) &&
walk(V(u1,k2)) && seq(k2,j) &&
farmer(V(u1,j))
which is a genuine DRS.
5. Conclusion
In recent years, Discourse Representation Theory
(which only a decade ago was a largely theoretical area
of research) has begun to be used as a tool in computa-
tional linguistics. For example, (Blackburn et al., 2001)
shows how DRT (coupled with the inference services pro-
vided by the automated reasoning community) can pro-
vide a computational solution to presupposition resolution,
while (Curran et al., 2007) shows that DRT can be used as
a semantic representation with large-scale stochastically-
guided grammars.
The work reported here is only in its early stages, but
there are at least two reasons why we consider it is worth
pursuing further. First, on the theoretical side, Muskens’
work was, for a long time, the deepest analysis yet given
of the link between semantic construction and classical
logic 4. As deep semantic analysis ultimately stands or
falls on the connections it makes with logic and inference,
it is vital to explore the computational consequences of
Muskens’ works in detail. But there is a second, more
practical, reason for our interest. As we said at the start
of the paper, Muskens argues that TYn is a general frame-
work for semantic analysis, and has given ample evidence
in support of this claim. In this paper we have concen-
trated purely on the links with DRT, but in principle the
framework offers much more: a systematic way of com-
bining the insights from many different approaches, rang-
ing from DRT, through situation semantics and classical
possible world semantics, to event based semantics.
Nessie was designed to provide a computational
environment in which these possibilities could be ex-
plored. The key point that has emerged from the present
study is that by thinking of environments dynamically, we
can incorporate the insights of DRT without jeopardising
Nessie’s stand-alone status. We hope that this will open
the way to TYn based approaches to DRT that incorporate
the insights of other semantic frameworks.
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