Decentralized consensus-based optimization is a general computational framework where a network of nodes cooperatively minimizes a sum of locally available cost functions via only local computation and communication. In this article, we survey recent advances on this topic, particularly focusing on decentralized, consensus-based, first-order gradient methods for largescale stochastic optimization. The class of consensus-based stochastic optimization algorithms is communication-efficient, able to exploit data parallelism, robust in random and adversarial environments, and simple to implement, thus providing scalable solutions to a wide range of largescale machine learning problems. We review different state-of-the-art decentralized stochastic optimization formulations, different variants of consensus-based procedures, and demonstrate how to obtain decentralized counterparts of centralized stochastic first-order methods. We provide several intuitive illustrations of the main technical ideas as well as applications of the algorithms in the context of decentralized training of machine learning models.
I. INTRODUCTION
In large-scale data science and machine learning, when data is collected from geographically dispersed devices or when data is stored on different machines, it is often desirable to seek scalable learning and inference solutions that do not require bringing, storing, and processing data at one single location. Besides, to leverage modern computational resources, such as computing clusters, advanced computational frameworks that are communication-efficient and able to explore data parallelism are particularly favorable. In this article, we survey decentralized, stochastic, firstorder methods, which are particularly well-fitted to the aforementioned "big-data" scenarios.
We provide intuitive explanation for several classes of popular methods and describe the basic methodology to cast centralized, stochastic, first-order methods in the framework of decentralized, stochastic, consensus-based optimization. To provide context, we start by briefly reviewing the optimization problems and their associated centralized solutions that commonly arise in the signal processing and machine learning literature.
A. Empirical risk minimization
In parametric learning and inference problems [1] , the goal of a typical machine learning system is to find a model g, parameterized by a real vector θ ∈ R p , that maps an input data point, x ∈ R dx , to its corresponding output, y ∈ R dy . The setup requires defining a loss function, l(g(x; θ); y), which represents the loss incurred by the model g with parameter θ on the data (x, y). In the setup of statistical machine learning, we assume that each data point (x, y) belongs to a joint probability distribution P(x, y). Ideally, we would like to find the optimal model parameter θ * by minimizing the following risk (expected loss) function F (θ): However, the true distribution P(x, y) is often hidden or intractable in practice. In supervised machine learning, one usually has access to a large set of training data points {x i , y i } m i=1 , which can be considered as the independent and identically distributed (i.i.d.) realizations from the distribution P(x, y). The average of the losses incurred by the model θ on a finite set of the training data {x i , y i } m i=1 , known as the empirical risk, serves as an appropriate surrogate objective function for the expected risk F (θ). Formally, one finds the optimal model parameter θ * via solving the following empirical risk minimization instead of P0:
The above finite-sum optimization problem captures a wide range of supervised machine learning formulations, for example, linear regression, logistic regression, support vector machines, and deep neural networks [1] . To state the solvability of Problem P1, we need to specify some properties of the local objective functions {f i } m i=1 . Definition 1: A function f i : R p → R is called l-smooth if its gradient is Lipschitz-continuous, i.e., ∀θ 1 , θ 2 ∈ R p , we have, for some positive constant l > 0,
Definition 2: A function f : R p → R is called µ-strongly-convex if ∀θ 1 , θ 2 ∈ R p , we have, for some positive constant µ > 0,
We define S µ,l as the class of functions that are l-smooth and µ-strongly-convex. It is important to note that for f i ∈ S µ,l , there exits a unique global minimizer of f i ; furthermore, if each f i ∈ S µ,l ,
Various popular machine learning models belong to the class S µ,l , such as regularized linear regression, logistic regression, and support vector machines. Throughout this article, we use the function class S µ,l to present illustrations and intuition about related algorithms. We note however that the algorithms discussed in this article can be applied for a more general class of l-smooth but possibly non-convex functions such as neural networks [1] .
B. Stochastic gradient descent
Stochastic gradient descent (SGD) [2] is a simple yet powerful method that has been used extensively to solve the empirical risk minimization problem P1. Given an arbitrary starting point θ 0 ∈ R p , SGD iterations are given as follows.
where i k is randomly selected from the index set T {1, · · · , m} at each update k, and {α k } k≥0 is a sequence of positive step-sizes. Compared with the batch (or centralized) gradient descent method, where at each iteration the full gradient,
, is computed, SGD is computationally inexpensive and samples data efficiently. Indeed, in large scale machine learning settings with millions of training data points and model parameters, computing the full batch gradient can be prohibitive and thus SGD is a method of choice. Under the assumptions that each f i ∈ S µ,l and the stochastic gradient ∇f ik (θ k ) has bounded variance,
where the step-size is chosen to be constant such that 0 < α ≤ 1 l . The above result states that when using a constant step-size, SGD geometrically converges to a neighborhood of the global minimizer θ * of F whose radius is proportional to the step-size. This is due to the fact that the stochastic gradient is not necessarily zero at θ * , i.e., ∇f ik (θ * ) = 0. To fix this issue, one can adopt a diminishing step-size, in the order of O( 1 k ), further details on which can be found in [2] . In practice, if a constant step-size is used in SGD, the cost function value decreases rapidly in the beginning and then settle with a steady-state error. On the other hand, if a diminishing step-size is used, the cost function value decreases albeit at a slower rate. These insights on the convergence of SGD carry over to the decentralized consensus-based algorithms that we discuss later in this article. July 24, 2019 DRAFT
C. Master-worker architectures for large-scale training
In large-scale training of machine learning models, such as deep convolutional and recurrent neural networks [1] , it is often desirable to explore parallel computational resources, for example, multiple GPU processors, to accelerate the training process. To this end, a mini-batch SGD is often employed that computes the gradient associated with a randomly selected subset T k ⊆ T of the training data and updates the model parameters as follows.
Mini-batch SGD:
where | · | represents the cardinality of a set. In practice, mini-batch SGD is often implemented in master-worker (type) computer networks [3] , see Fig. 1 (Left). In such networks, a central master maintains the current model parameters. Each worker only communicates with the master and holds a local batch of the total training data. At each iteration k, the master machine pushes the current model parameters θ k to the workers; the workers then individually compute a mini-batch stochastic gradient at θ k using a random subset of their own data; the master then pulls the stochastic gradients from the workers, averages them and updates the model. Various programming models and implementations of master-worker configurations have been proposed, such as MapReduce [4] and federated learning [5] , that are tailored for specific computing needs and environments. Such architectures, although provide scalable solutions, may not be feasible or desirable in certain scenarios: (i) since the master is required to constantly push and pull information of very high dimensions, it could potentially become a communication bottleneck [6] ; (ii) they are generally vulnerable to malicious attacks; and, (iii) when enormous data is generated in a local and streaming fashion from a large number of mobile, geographically dispersed, heterogeneous devices, e.g., in the Internet of Things (IoT), one needs a paradigm shift from the master-worker to a peer-to-peer network. Decentralized optimization architectures, see 
II. DECENTRALIZED CONSENSUS OPTIMIZATION
In this section, we formally describe the general formulation of decentralized consensus-based optimization [7] and emphasize its applications in machine learning.
A. Problem formulation
Consider n nodes, such as machines, devices, or decision-makers, interconnected over an arbitrary graph, G = (V, E), not necessarily undirected, where V = {1, · · · , n} is the set of nodes, and E ⊆ V ×V is the collection of ordered edges, (i, j), i, j ∈ V, such that node j can send information to node i, i.e., j → i. Each node i holds a private and local cost function
which is not available at any other node, see Fig. 1 (Right) for a simple setup. The goal of the nodes is to agree on the optimal solution of the following finite-sum optimization problem:
We consider a consensus-based optimization framework, i.e., iterative processes based on peerto-peer information exchange among neighboring nodes [7] . That is to say, each node i maintains an estimate θ i k of the minimizer θ * of F at iteration k (henceforth also referred as time) and a decentralized iterative algorithm is executed to drive the estimates of all nodes to the minimizer of F , i.e., θ i k → θ * , ∀i. The framework described above thus can be directly used in the decentralized training of machine learning models.
Specifically, each node i is a computing resource and stores/collects a local batch of m i training data samples that are possibly private and are not allowed to share with other nodes. The global objective is to find the best model θ * by leveraging all data in the entire network. In this context, we rewrite Problem 2 in the following form of decentralized empirical risk minimization:
is the local empirical risk function corresponding to the m i local training samples at node i. Related decentralized algorithms almost always involve the following steps at each node i given the current estimate θ i k :
(1) Compute a local mini-batch gradient of f i at θ i k , i.e., ∇ i
is a random subset of local data batch T i = {1, · · · , m i }.
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(2) Send and receive information to and from the available neighbors.
(3) Update θ i k+1 according to a specific optimization protocol.
We note that the steps (1) and (2) can be run simultaneously at each node, and the algorithm updates can be executed in parallel 1 across the nodes. In the rest of this article, we discuss consensus-based optimization solutions for Problem P3 under the following assumptions.
Assumption 1: Each local cost function is µ-strongly-convex and l-smooth, i.e., each f ij ∈ S µ,l .
Under Assumption 1, F ∈ S µ,l and therefore has a unique global minimizer θ * . We further assume that all mini-batch stochastic gradients have bounded variance, precisely written as follows.
Assumption 2:
The following holds for all nodes i ∈ V and all time k:
where σ > 0 is some positive constant and · 2 is the standard Euclidean norm.
Assumption 2 is standard in the stochastic optimization literature [2] .
B. Difference with the master-worker architecture
It is straightforward to observe that the computation and communication models of decentralized consensus-based optimization framework are fundamentally different from that of masterworker architectures and the former potentially has certain advantages over the latter:
(1) In consensus-based optimization, no master node or central coordinator exists and each node only communicates with its immediate incoming-and outgoing neighbors. Such pure local, peer-to-peer communication scheme admits low communication cost at each node and therefore mitigates the high communication burden at the master node in master-worker architectures and is further applicable to the IoT setups.
(2) Consensus-based optimization framework is more robust in random and adversarial environments, such as random link failures and malicious attacks since the operation of the system does not rely on a single communication link or node. This is in contrast to masterworker architectures where both the functionality of the master node and the stability of each communication channel are strictly required to ensure the normal operation of the system.
(3) While it is often straightforward to implement first-order stochastic optimization algorithms such as mini-batch SGD in master-worker architectures, the algorithmic design of consensusbased optimization is more involved due to the arbitrary nature of the underlying communication graphs and the lack of a central coordinator.
C. Consensus-based optimization: Building blocks
Since each node in the network only communicates with a few neighbors and only has partial knowledge of the global cost function, an information propagation mechanism is required that is able to disseminate local information over the entire network. Consensus-based optimization, as its name, has two key components: (i) agreement or consensus: the estimates across all nodes must converge to the same state, i.e., θ i k → θ cons , ∀i; and, (ii) optimality: the consensus is the minimizer of the global cost function F , that is, θ cons = θ * . Average-consensus algorithms are information fusion protocols that enable each node to appropriately combine the vectors received from its neighbors and to agree on the average of the initial states of the nodes. Therefore, they naturally serve as basic building blocks in decentralized optimization, added to which is a (stochastic) gradient correction that locally steers the agreement to the global minimizer.
D. Basic notation
Before we proceed, we define some notation that will be useful in the remainder of this article.
Let N in i be the collection of incoming-neighbors of node i, i.e., N in i {j|j → i}, and let N out i be the set of outgoing-neighbors of agent i, i.e., N out
For undirected graphs, we denote N i as the neighbors of node i such that N i N in i = N out i , ∀i. An undirected (directed) network G is connected (strongly-connected) if there exists a undirected (directed) path between any two pair of nodes. We say that a matrix P = {p ij } is associated with a graph G = (V, E) if P respects the sparsity of the graph, i.e., p ij > 0 if and only if j → i. A matrix is row-stochastic if it is (element-wise) non-negative and the sum of the elements in each row is 1. A matrix is column-stochastic if its transpose is row-stochastic and is doubly-stochastic if it is both row-stochastic and column-stochastic. A matrix is primitive if it is non-negative and its associated graph is strongly-connected with at least one self-loop [10] . We denote 1 n as the n-dimensional vector of all 1's.
III. OPTIMIZATION IN UNDIRECTED NETWORKS
We start our discussion with connected and undirected networks, where all communication links in the communication network are bidirectional, denoted as G un = (V un , E un ). We associate the undirected graph G un with a symmetric and doubly stochastic weight matrix W = {w ij }, i.e., W = W and W 1 n = 1 n . There are various ways of formulating doubly-stochastc weights in a decentralized manner. Popular choices include the Laplacian and Metropolis weights, see [11] for details. For example, the Metropolis weights are constructed as follows:
where d i |N i | is the degree of node i. We note that the construction of doubly-stochastic weights in general requires each node to have the knowledge of its degree [11] . We now introduce the average-consensus [12] that is the fundamental building block of various consensus-based optimization algorithms. In its simplest form, each node starts with some scalar θ 0 ∈ R and subsequently updates its state as θ i k+1 = j∈Ni w ij θ j k . In the matrix form, it can be written as
where θ k = [θ 1 k , · · · , θ n k ] ∈ R n . Since W is primitive and doubly-stochastic, according to the the classical Perron-Frobenius theorem [10] , we have that lim k→∞ W k = 1 n 1 n 1 n and lim
That is to say, the protocol in (5) enables an agreement across all nodes on the average θ 0 of their initial states. Next, we introduce the Decentralized Stochastic Gradient Descent algorithm building on top of average-consensus.
A. Decentralized stochastic gradient descent
Recall that our focus in this section is to solve Problem P3 in a decentralized manner, when the nodes exchange information over an undirected graph. A well-known solution to this problem is Decentralized Gradient Descent (DGD) [7] and is given as follows: at each node i,
DGD simply combines average-consensus with a local gradient correction and is the prototype of many consensus-based optimization protocols. To intuitively understand the iterations of DGD, we write them in a vector-matrix form. Let θ k and ∇f (θ k ) collect all local estimates and gradients, respectively, i.e., θ k = [θ 1 k , · · · , θ n k ] and ∇f (θ k ) [∇f 1 (θ 1 k ) , · · · , ∇f n (θ n k ) ] , both in R np . Then DGD can be compactly written as 2
We further define the average θ k 1 n 1 n θ k of the local estimates and multiply both sides of (7) by 1 n 1 n to obtain:
Based on (7) and (8) Sample (without replacement) a mini-batch T i k ⊆ T i = {1, · · · , m i }
3:
Compute the local stochastic gradient ∇ i
Send θ i k to the neighboring nodes N i
5:
Update:
Under the Assumptions 1 and 2 and a sufficiently small constant step-size α, we have [14] lim sup
where b n i=1 ∇f i (θ * ) 2 . This convergence result shows that DSGD linearly converges to a neighborhood of the minimizer of F whose size is controlled by the step-size α for smooth and strongly-convex functions. To pursue exact convergence, one can use a diminishing step-size in the order of O( 1 k ) [9] . A convergence result for l-smooth but possibly non-convex functions for DSGD can be found in [6] . DSGD is a simple yet effective method for various decentralized learning problems. It is shown to have a similar speed up as mini-batch SGD in a master-worker architecture under a certain performance metric but has better performance when the network has limited bandwidth or high latency [6] .
An important implication of (9) is that even if each node i uses the entire local batch ∇f i θ i k or, in other words, when the variance σ 2 of all local stochastic gradients is zero, DSGD with a constant step-size does not necessarily converge to the exact minimizer of F . This inherent bias of DGD and DSGD is characterized as O l 2 nµ 2 (9) and is in contrast to (mini-batch) SGD and (full-batch) centralized gradient descent [2] . In the next subsection, we describe a class of decentralized gradient tracking methods [15] - [20] that eliminates this bias in DSGD.
B. Decentralized optimization with gradient tracking
To present the intuition behind the decentralized gradient tracking methods, we first recall the iterations of Decentralized Gradient Descent (DGD) in (6):
Let us first assume, for the sake of argument, that at some iteration k, all nodes agree on the minimizer of F , i.e., θ i k = θ * , ∀i. Then at the next iteration k + 1, we have
where θ * − ∇f i (θ * ) = θ * in general as ∇f i (θ * ) is not necessarily zero. In other words, the minimizer θ * of F is not necessarily a fixed point of (11) . Therefore, when each local cost f i is very different from the global cost F , for example, when data is collected locally from large amount of heterogeneous devices, the performance of DSGD may significantly degrade. An ideal fix to this issue is to replace the local gradient ∇f i θ i k with the gradient ∇F θ i k of the global cost, which, however, is not locally available at any node. The natural yet innovative idea of gradient tracking is to design a local iterative gradient tracker d i k that asymptotically approaches the global gradient ∇F θ i k as θ i k moves towards to θ * , i.e., d i k → ∇F θ i k as θ i k → θ * [15] - [20] . The gradient tracking mechanism is realized with the help of dynamic average consensus (DAC) [21] .
In contrast to the classical average consensus [8] , [12] that enables an agreement on the average of the (fixed) initial states, DAC [21] tracks the average of time-varying signals. Formally, each node i measures a time-varying signal r i k and all nodes cooperate to track the average r k 1 n n i=1 r i k of these signals. The DAC protocol is given as follows. At each node i,
where d i k is the estimate of r k at node i and time k, and d i 0 = r i 0 . It is shown in [21] that when r i k+1 − r i k → 0, we have that d i k → r k . Clearly, in the aforementioned design of gradient tracker, the time-varying signal that we intend to track is the average of the local gradients 1 n n i=1 ∇f i θ i k . Indeed, we can now combine DGD (6) and DAC (12) to obtain the Decentralized Optimization with Gradient Tracking (DOGT) algorithm [16] - [18] , as follows:
where d i 0 = ∇f i θ i 0 , ∀i. Intuitively, as d i k → ∇F (θ i k ) and θ i k → θ k , (13a) asymptotically becomes the full-batch centralized gradient descent. We note that to implement the above iterations, each node needs to store its gradient ∇f i θ i k at each time k to be used in the next iteration. It has been shown in [17] - [20] that DOGT converges geometrically to the global minimizer of F when each {f i,j } ∈ S µ,L , in contrast to DGD that only converges geometrically within a neighborhood. The stochastic variant of DOGT is derived in [22] , called Decentralized Stochastic Optimization with Gradient Tracking (DSOGT), formally described in Algorithm 2.
1: for k = 0, 1, 2, · · · do 2:
Under the Assumptions 1 and 2 and a sufficiently small constant step-size α, the convergence July 24, 2019 DRAFT of DSOGT is summarized in the following statement [22] :
By comparing the convergence results of DSGD (9) and DOSGT (14) , we note that DSOGT, as DOGT, removes the inherent bias in DSGD that is due to the difference of the local and global cost function and is independent from the variance of the stochastic gradients. Furthermore, DSOGT recovers the exact convergence of DOGT when the gradient variance σ 2 is zero.
IV. OPTIMIZATION IN DIRECTED NETWORKS
The methods described in the previous section are restricted to undirected networks. In practice, however, it may not always be possible or desirable to deploy bidirectional communication. The nodes (devices), for example, in an IoT setting, can be largely heterogeneous and of different physical nature. Some nodes may have limited broadcast power and are only capable of sending information to their nearby nodes; they are, however, still potentially able to receive information from nodes in a much wider range. Besides, when communication is relatively expensive compared with computation or when some nodes suffer from communication overload, a sparse communication topology is favorable that can be achieved by eliminating some communication links. All these scenarios lead to directed networks that are much more flexible to both design and implement. In this section, we will discuss the challenges of algorithmic design in a directed network G dir = (V dir , E dir ) and present the corresponding solution methodologies. We assume that G dir is strongly-connected.
A. Influence of non doubly-stochastic weights
The fundamental difference between consensus-based optimization in undirected and directed networks lies in the fact that it is generally not possible to construct doubly-stochastic weights in directed networks [11] . The weights can be chosen such that they sum to 1 either only on the incoming edges or only on the outgoing edges. That is to say, the weight matrix associated with a directed graph G dir can either be row-stochastic or column-stochastic, but not both. To explain the impact of non doubly-stochastic weights on consensus-based optimization, we take DGD as a simple example for demonstration. Recall the matrix-vector form of DGD is given by
where θ k and ∇f (θ k ) stack the corresponding local estimates {θ i k } and {∇f i (θ i k )}. Let us first assume that the weight matrix W is row-stochastic but not column-stochastic. In this case, we define the left Perron vector of W as π such that π W = π and 1 n π = 1 and multiply both sides of (7) by π to obtain [10] 
where θ k n i=1 [π] i θ i k and [·] i denotes the ith element of a vector. Note that the row-stochastic matrix W makes the estimates across all nodes {θ i k } get closer to their weighted average θ k [10] , [11] , and therefore an (approximate) agreement can still be asymptotically achieved. However, since W is not column-stochastic, its left Perron vector π is not necessarily 1 n 1 n and the gradient correction n i=1 [π] i ∇f i (θ i k ) in (16) steers θ k to the minimizer of the weighted sum of the local cost functions, i.e, F n i=1 [π] i f i , instead of F . On the other hand, if W is column-stochastic but not row-stochastic, (8) still holds, i.e.,
The gradient correction in (17) drives θ k to θ * if θ i k → θ k . However, since the weight matrix is not row-stochastic, the agreement cannot be achieved [10] , [11] . From the above discussion, we conclude that row-stochasticity ensures agreement among the nodes, while column-stochasticity ensures the correct optimality condition where all local gradients contribute equally.
B. Stochastic gradient-push
From the previous discussion, recall that when a column-stochastic weight matrix is used, we have the correct optimality condition (17) but the nodes may not agree. What is left to do is to seek algorithms that enable agreement with column-stochastic weights such that θ i k → θ k , ∀i. Push-sum consensus [11] is one such algorithm and is described as follows. At time k, each node i maintains two state vectors θ i k and z i k , both in R p , and an auxiliary scalar variable v i k ∈ R initialized with v i 0 = 1, and performs the following updates:
where B = {b ij } is a primitive and column-stochastic weight matrix associated with the directed graph G dir . We denote π b as the right Perron vector of B such that Bπ b = π b and 1 n π b = 1. It follows from Perron-Frobenius theorem [10] that lim k→∞ v i k = n[π b ] i , i.e., each node i asymptotically estimates the ith entry of the right Perron vector π b . Similarly, one can verify that lim k→∞ z i k = [π b ] i n i=1 z i 0 , therefore, the limit of θ i k in (18c) is the average of the initial values, i.e.,
Similar to the framework of DSGD, Stochastic Gradient-Push (SGP) [23] adds a local stochastic gradient correction to push-sum consensus (18) and is presented in Algorithm 3. The convergence of SGP is proven under a slightly stronger assumption that the gradient noise has a bounded support [23] , [24] and is given as follows. Suppose that there exists a constant c > 0 such that ∇ i k − ∇f i (θ i k ) ≤ c, ∀i ∈ V dir , ∀k ≥ 0, and let Assumption 1 hold. We choose the step-size sequence {α k } as α k = n/(µk) with α 0 = 0. Then SGP leads to the following:
We note that SGP and DSGD are of similar nature, where the main difference is the consensus block. As in DGD and DSGD, a constant step-size in SGP only establishes convergence to a neighborhood of the minimizer even when each node uses the entire local batch gradient ∇f i (θ i k ). Besides, the non-linear iterations of push-sum (18) are used to overcome the directed communication, instead of the linear average-consensus (5) , which may lead to certain stability issues [25] in SGP and its variants. Finally, we note that the construction of column-stochastic weights, e.g., b ij = 1/|N out j |, ∀i, j ∈ V dir , requires each node to at least know its out-degree [11] .
Algorithm 3 SGP: At each node i Require:
Compute the local stochastic gradient ∇ i In this subsection, we introduce the recently proposed AB algorithm [19] , [20] and its stochastic variant SAB [26] , both of which remove the need of eigenvector estimation, i.e., (18a) in push-July 24, 2019 DRAFT sum, while still being applicable to arbitrary strongly-connected graphs. The AB algorithm is based on the gradient-tracking mechanism described earlier in Section 3 and a novel application of both row and column-stochastic weights. In the AB algorithm, each node i maintains two vectors θ i k , an estimate of θ * , and d i k , a gradient tracker, both in R p , iteratively updated as
where d i 0 = ∇f i θ i 0 , ∀i. In (19a) and (19b), A = {a ij } and B = {b ij } are respectively the row 3 and column-stochastic weight matrices associated with the directed graph G dir . Since doubly-stochastic weights are no longer required in both updates (19a) and (19b), AB is naturally applicable to arbitrary strongly-connected graphs, undirected and directed alike. It is shown in [19] , [20] that AB converges geometrically to the global minimizer of F , when each f i ∈ S µ,l .
To explain the exact convergence of AB, we first write it in a vector-matrix format as follows:
where θ k , d k , ∇f (θ k ) concatenate their corresponding local variables {θ k }, {d i k }, {∇f i (θ i k )}. Based the discussion in Subsection IV-A, the row-stochastic weight matrix A in (20a) moves the estimates of all nodes towards their weighted average, i.e., θ i k → θ k , where θ k = n i=1 [π a ] i θ i k and π a is the left Perron vector of A. We then multiply π a from bothsides of (20a) to obtain the dynamics that governs the evolution of θ k as follows:
From (20b), it can be verified that n i=1 d i k = n i=1 ∇f i (θ i k ), i.e., the sum of local gradient trackers preserves the sum of local gradients [19] . It can be further shown that [21] : ∀i ∈ V dir ,
Combining (21) and (22), we obtain the (approximate) gradient corrections on θ k (when k 1):
which becomes the full-batch centralized gradient descent as θ i k → θ k , and thus leads to the exact geometric convergence of AB. Therefore, it can be concluded that in AB, the row-stochasticity of the weight matrix A guarantees the agreement while the column-stochasticity of weight matrix B guarantees the optimality. This is consistent with our previous discussion.
The AB algorithm provides a fundamental insight by unifying various gradient-tracking based algorithms. First, it is straightforward to obtain DOGT (13) from AB by replacing both the row-stochastic A and the column-stochastic B with doubly-stochastic weights. To derive the relationships between AB and gradient-tracking based approaches over directed graphs, we define a state transformation with the help of the left Perron vector π a of A. Let Π a be a diagonal matrix with π a on its main diagonal. We then obtain a transformed AB based on z k Π a θ k :
where B Π a AΠ −1 a . It can be shown that B is in fact column-stochastic and Bπ a = π a . The transformed AB (24) has two weight matrices, B and B, that are both column-stochastic and associated with the directed graph G dir . Note however that the decentralized implementation of (24) requires the right Perron vector π a of a column-stochastic matrix B, which is global information and not locally known to any node. Thus, one can use local iterative eigenvector estimators to replace to the corresponding divisions in Π −1 a , just like (18a) in SGP. The resulting algorithm is well-known as ADD-OPT and Push-DIGing [18] , [27] in the literature and is a gradient-tracking extension of SGP. A similar state transformation on the d k+1 -update in (20b) leads to another gradient-tracking based algorithm with only row-stochastic weights; details on such procedures can be found in [25] . Finally, the stochastic gradient variant of AB, termed as SAB, is presented in Algorithm 4.
Under the Assumptions 1 and 2 and a sufficiently small constant step-size α, the convergence of SAB is given as the following [26] :
V. NUMERICAL EXPERIMENTS
In this section, we present numerical experiments to illustrate the convergence properties of the consensus-based optimization algorithms in the context of decentralized training of a Algorithm 4 SAB at each node i Require: θ 0 i ∈ R p , α > 0, row-stochastic weights A = {a ij } and column-stochastic weights B = {b ij } associated with G dir , d i 0 = ∇ i 0 .
4:
Update: θ i k+1 = j∈Ni a ij θ j k − αd i k 5:
: end for regularized logistic regression model [1] to classify the hand-written digits {3, 8} from the MNIST dataset. Each digit image is represented by a vector in R 784 . We generate a connected undirected graph, G un , and a strongly-connected directed graph, G dir , using nearest-neighbor rules, both of which have n = 50 nodes. Doubly-stochastic weights are generated using the Metroplis method [11] , while row-stochastic weights A = {a ij } and column-stochastic weights B = {b ij } are generated with the uniform weighting strategy: a ij = 1/|N in i |, b ij = 1/|N out j |, ∀i, j. We note that both weighting strategies are applicable to undirected graphs but only the uniform strategy can be used over directed graphs. In our setting, each node i has access to m i = 20 training data, {x i,j , y i,j } mi j=1 ⊆ R 784 × {−1, +1}, where x ij is the feature vector and y ij is the corresponding binary label. The nodes cooperatively solve the following smooth and stronglyconvex optimization problem: To compare applicable algorithms, we plot the average residual 1 n n i=1 θ i k − θ * 2 2 across all nodes and the test error rate versus the number of local epochs (number of effective passes of local data batch). Over the undirected graph G un , we compare the performance of DSGD, DSOGT, and SAB. Over the directed graph G dir , we compare the performance of SGP and SAB. The step-sizes for all methods are fixed as 0.02. The experimental results are shown in Fig. 2 and push-sum update in SGP. These results are consistent with our previous discussions.
VI. CONCLUSIONS AND FUTURE WORK
In this article, we present an overview of general formulations and algorithms for decentralized consensus-based optimization. Compared with traditional master-worker architectures where a central master machine is constantly communicating with all workers, consensus-based optimization eliminates the need of a central coordinator and admits sparse and flexible peerto-peer communication that enjoys reduced communication cost at each node, is more robust in random and adversarial environments, and is further applicable to the emergent IoT-type settings.
We discussed several fundamental algorithmic frameworks that have the potential to appropriately decentralize the centralized first-order gradient methods. There are several lines of open problems in the field of consensus-based optimization for machine learning. First, recent years have seen a tremendous success of deep neural networks [1] whose associate cost functions are highly nonlinear and non-convex. It is therefore of significant value to analyze existing methods as well as develop new techniques for general non-convex objectives [15] . Second, optimization and machine learning communities in recent years have proposed various variance-reduce stochastic gradient methods such as SAGA [28] and others. It would be very interesting to develop and analyze their decentralized counterparts [29] . Lastly, with the rapidly increasing size of machine learning models, it is crucial to develop gradient compression and communication reduction techniques that are able to accelerate the information flow in the system [30] .
