With collaborative transmission we propose a novel transmission scheme that utilises constructive interference between transmitted signals of wireless sensor nodes. Similar to cooperative transmission approaches we are able to drastically extend the transmission range of a wireless sensor network. We show that synchronisation of received signal components is feasible without inter-node communication. Our approach is capable of synchronising a virtually arbitrary number of signal components. The underlying scenario is modelled as a black-box optimisation problem and is solved by a (1 + 1) evolution strategy. The method is optimal in the sense that any other evolutionary search approach with equal mutation probability has an expected asymptotic optimisation time that is at least of the same order.
Introduction
Networks constructed from wirelessly communicating nodes that are equipped with sensing hardware are able to measure environmental stimuli in hardly accessible areas. Possible use cases for these wireless sensor networks (WSNs) are, for example, the measurement of seismic activities in earthquake regions or the proactive detection of new or recently reignited fire sources in forest fire zones. Furthermore, the observation of ecosystems states an application scenario where sensor nets are advantageous due to their passiveness and the low installation cost, for example, by discarding the sensors from an aeroplane. The ecosystem is then only negligibly disturbed by the installation of the sensor net. Recent examples for this application case in the literature are the observation of bird-races or travel habits of fish swarms [37, 36] .
Environmental information like audio, temperature, humidity or pressure is captured by sensors. It is, however, challenging to obtain information from a sensor network at a remote location since the sensors itself can hardly be accessed directly due to an inaccessible environment they are brought out in. The information can, however be sampled by receivers mounted on helicopters, aeroplanes or on other exposed objects as, for example, on mountains or tall buildings. Due to restrictions in hardware, a single sensor is typically not able to reach a destination that is reasonably far off. A typical transmission range of one single sensor node is about twenty meters.
Frequently, the use of specific nodes with an extended transmission range is therefore proposed [3] . Sensed information is routed to these nodes which then transmit the received data to a remote receiver.
The obvious drawback of this solution is the increased probability to loose connection to parts of the network. The reasons for this are that one of the transmission-rangeenhanced nodes themself might fail, that they might be irregularly distributed among the network or that the connection of some nodes to one of these enhanced nodes gets lost. Furthermore, these special nodes increase the total cost for the installation of a sensor network.
Alternatively, sensor nodes might co-operate in transmitting sensed information. The sensor network basically constitutes an array of antennas so that in analogy to MISO or MIMO systems the constructive interference between the singular transmitted signals might be explored to increase the transmission range. Several approaches on cooperatively transmitting sensor nodes have been proposed [24, 26, 25] that utilise the constructive interference of transmitted signals to increase connectivity between several parts of a sensor network.
In these approaches, neighbouring nodes are utilised as relays that retransmit a received signal several times. Since signals are transmitted omnidirectional, this transmission scheme might actually lead to some constructive interference somewhere in the transmission range. The actual location where constructive interference occurs is, however, dependent on the location of the transmitting nodes and the phases of the distinct signals.
In order to achieve a reasonable transmission range, however, it is necessary to combine the signals of several hundred sending nodes. The exact time synchronisation between such a great number of sensor nodes is not possible with current network protocols.
We propose a black-box-optimisation approach to cooperative transmission that is guided by receiver feedback instead of direct communication between nodes. Due to the receiver feedback, the location where the maximum constructive interference is observed can be centred on the receiver location.
Solutions to providing receiver-based channel feedback are presented in [45, 28, 44] . The authors utilise long-term prediction at the transmitter in order to estimate the channel state evolution. While this approach might surcharge the node's capabilities, we have demonstrated in [39] that simple comparison to a predefined signal already provides all means for sufficient feedback. We apply a (µ + λ) evolutionary strategy [35] with µ = λ = 1 that is implemented on a set of autonomously operating sensor nodes. The expected performance of this approach is derived analytically and is confirmed by a simulation in a Matlab-based simulation environment.
Related Work
A decent general overview on wireless sensor networks is provided in [27, 3, 46] . In the scope of this work we are interested in cooperative transmission in wireless sensor networks. This is accomplished in the literature by three distinct approaches: Multi-hop, Data flooding and cluster based.
Multi-hop relaying relies on the physical channel. The multi-hop scenario is interpreted as multi-dimensional relay channel, where communication between nodes is allowed [22] . It has been shown that this approach optimally divides the network resources in terms of information theoretic metrics [4] . With increasing scenario sizes, this approach is, however, not well suited since the number of transmitted bits per square meter decreases quadratically with the size of the network [33, 16] .
An alternative approach that bases on flooding the network with a message that shall be transmitted is presented in [29, 40] . In the opportunistic large array (OLA) method neighbouring nodes function as relay nodes that retransmit a received signal various times. In this approach the network is flooded with nodes that transmit the desired signal whereby constructive interference is created. A related approach is presented in [26, 24, 23] , where the signal is overlaid with white noise to increase the probability of constructive interference. However, for all these strategies the maximum constructive interference occurs at a random point in the transmission range since nodes are not synchronised and also no receiver feedback is utilised.
The third, cluster based approach was first proposed in [38] . The basic idea of this approach is to build up clusters of jointly transmitting nodes that cooperate when sending or receiving messages [4] . In [30] the optimal cluster design is derived. This approach has the benefit that standard routing algorithms as well as multi-hop theory can be applied with little modification. However, the capacity of a network that follows this topology is lower than for the previously detailed approaches [16, 12] .
In contrast to these cooperative approaches we propose to utilise the receiver feedback in order to guide the synchronisation of transmitted signals. By doing this we are able to synchronise a virtually arbitrary number of received signals at any specific target location of a receiver without the need of direct communication between nodes and at a very fast pace. With respect to the fact that no direct communication between nodes is required we refer to this approach as collaborative transmission. In the following sections we demonstrate that it is possible with collaborative transmission to increase the strength of a received signal by a factor that is easily larger than 100 in the fraction of a second.
In order to synchronise transmitted signals, sensors might adapt their baseband frequency either voltage controlled (VCO-elements) or by even simpler L/RCtransmitter types. Both transmitter types enable the phase shift of a signal by instantaneous alteration of the baseband frequency. The latter L/RC-based transmitters are highly error prone so that frequency as well as phase are subject to errors. Since the more exact VCO-elements are, however, way more expensive and are not likely to decrease in cost due to manufacturing conditions, we believe that L/RCtransmitters are the only feasible approach to implementing sensor nodes that collaboratively transmit their data. Most of the sensor network nodes available use simple COTS type of transceivers, among them the popular MOTES type of sensors or modern IEEE 802.15.4 based sensor nodes. These type of devices are less suitable for use in the proposed approach. Other sensor node types provide more interfaces to internal functionality, among them Particle Computers π-Part type of devices and the first generation of MOTE/MICA nodes.
Evolutionary algorithms (EAs) operate on a search space S with search points that are weighted by a fitness function f fitness → R. The aim of the algorithm is to compute a point c in the search space with preferably high (or low depending on the fitness function and the optimisation aim) fitness value f fitness (c). The distinguishing factor between evolutionary algorithms is the optimisation time the algorithm takes in order to compute a reasonable fitness value. This is typically determined by a stop-criteria as, for example, a maximum number of iterations or a threshold fitness value that suffices for the optimisation. Evolutionary algorithms provide no guaranty on the optimisation time or even if a sufficiently high rated point in the search space is actually computed in reasonable time.
An evolutionary algorithm holds a population of search points or individuals in the search space S. In every iteration or generation, the algorithm first rates all individuals in the population. Afterwards a set of individuals is chosen for mutation or crossover to create a new population. If the overall fitness value of newly created individuals is better than the fitness value of the existent individuals, the old ones are exchanged for the new individuals. We distinguish between (µ+λ) and (µ, λ) strategies depending on whether the µ best rated members out of both, the λ members of the offspring population and the µ members of the current population, or only the µ best individuals out of the offspring population constitute the next population.
Evolutionary algorithms have been developed in the 1960s. We can distinguish between four general classes of algorithms that have been subsequently merged together in the pace of research.
John Holland invented the genetic algorithms [17] that typically utilise the search space B n and k-point crossover in most cases. Hans-Paul Schwefel and Ingo Rechenberg on the other hand developed the so-called evolution strategies [35] that at first mostly operated in the search space R n and utilised the mutation operator. Furthermore, Lawrence Fogel developed the evolutionary programming [11] that takes the space of all finite automata as search space and utilises the mutation operator at most. Finally, John Koza developed the genetic programming [21] that utilises a set of Graphs that follow logic formulae or programs as search space.
During the last years, evolutionary algorithms have also been considered by theoretical computer scientists [2, 5, 6, 19] . In the scope of this work especially findings related to (1 + 1)-strategies are of major interest for our studies [43, 42, 7, 8, 9] . Typically, complexity theoretic issues related to the (1 + 1)-EA on various binary search spaces and on typical classes of functions are studied [13, 41, 34, 20] .
Further work considers the optimal mutation probability [1] , the choice of the offspring population size [18] or general boundaries for black-box optimisation [10] .
Problem statement
In this section we detail the underlying optimisation problem of finding an optimal phase shift for a great number of transmitted signals from a set of sensor nodes without allowing communication between the nodes. The setting is constituted by a set of sensor nodes that are arbitrarily distributed. The nodes aim to transmit their sensed information to a remote receiver. The distance between the nodes and the receiver exceeds the maximum transmission range of every single sensor.
At the receiver, the sum signal of all distinct signal components is received but initially distorted due to constructive and destructive interference between the not synchronised signal components. Figure 1 depicts the superimposed sum signals of n = 1000 nodes. All signal components have an amplitude of 1 and phase shifts that are drawn uniformly at random from [−π, π] while frequency is Gaussian distributed with mean at 2.4 GHz and standard derivation σ of 10 MHz.
In order to synchronise signals at the receiver, we propose the use of channel feedback as, for example, detailed in [45, 28, 44] to guide this synchronisation. The received sum-signal is analysed at the receiver and a feedback describing the state of the optimisation is created and transmitted back to the sensor nodes. On receiving the feedback, sensor nodes autonomously decide if their transmission signal shall be adopted regarding the phase shift applied. This step constitutes the mutation of the evolutionary strategy. Since we utilise a random search mechanism, the decision, if and by which amount a phase modulation shall be applied to the transmission signal is guided by a random variable. When the feedback function indicates a decrease in signal quality, all nodes that recently changed the phase of their transmission signal reverse their decision. Otherwise the change in phase is retained. The following sections detail aspects of our approach.
Voting on a transmission sequence
In order for collaborative transmission to succeed, all nodes have to agree on the sequence to transmit. We assume that the nodes did agree on such a sequence in advance. For the negotiation of a transmit sequence between nodes, in [24] an energy and time efficient protocol for sensor networks is described, but also other protocols are feasible.
Search space
Since we apply an optimisation algorithm on a search problem the search space S has to be defined. One search point in S corresponds to a unique configuration for the transmit signals from all sensor nodes in the network. Given n nodes, each one is for practical reasons restricted to a finite number of possible phases that can be applied. Consequently, when k describes the count of distinct phase modulations for each sensor node, the search space size is |S| = k n . We model single searchpoints c ∈ S as the set of phases Ω 1 , Ω 2 , · · · , Ω n of all signals where Ω i represents the phase of a signal c i . W.l.o.g. we assume a maximum of k distinct phases that can possibly be applied to a signal. Figure 2 depicts this basic scenario.
Optimisation aim and fitness function
The fitness function is guided by the degree by which the transmitting nodes are synchronised. In a realistic setting the fitness function is given by various factors as, for example, multipath fading and the SINR of the signal at the receiver. For our theoretical consideration we abstract from some of these details to keep the model analytically manageable. W.l.o.g. we assume that all nodes have to apply exactly the same phase shift in order to reach optimality. By permutating phases, however, any other configuration is achieved.
Technical considerations
Technically, our approach is similar to that of a phase lock loop (PLL). This feedback loop would be open and shared among receiver and senders. In our case, the feedback provided should adjust the baseband phase of the transmitter. This can be implemented by tuning a VCO in frequency synthesis based transmitter circuits (MICA MOTES) or by changing the modulation parameters in amplifier sequenced hybrid type of transmitters (e.g. π-Part sensor nodes).
Design of the evolutionary algorithm
We apply a (1 + 1)-EA on this optimisation problem. That is, an evolutionary algorithm with population size one and offspring population size one. This solution is straightforward since one configuration of all transmission sequences corresponds to exactly one individual in the population. Without advanced configuration of sensor nodes, a population size greater than one and consequently crossover is not possible.
We apply a mutation probability of 1 n for each sensor node while the phase modulation applied is drawn uniformly distributed from the k possible phases. In case the fitness value for the new population is lower than for the old population, the mutation is retained. Otherwise all sensors that changed their signal phases reverse this modification.
Note that no communication between nodes is required for this mechanism.
Results
In this section we first analytically discuss the expected optimisation time and compare the result to a random search approach. Afterwards, simulation results from our implementation are presented.
Analytical consideration
For the analytic consideration we first calculate the expected optimisation time for a random search method. We consider this method as upper bound for the runtime of the optimisation problem. Finally, we are able to also provide a lower bound on the expected optimisation time of an evolution strategy with mutation probability 1 n . This lower bound is of the same asymptotic order as the expected runtime of the proposed (1 + 1)-EA For these considerations we assume n nodes in the sensor net, k distinct signal phases and a minimum of m signals that are required to be received synchronously in order for the signal strength to suffice at a remote receiver.
Observe that the search problem has k global maxima since a global maximum remains a global maximum when the signal phases of all transmitted signals are shifted simultaneously by the same value Ω ∆ . Since the transmitted signals are not synchronised for any configuration that differs in less than n phases from an optimal configuration, no further global maximum exists.
We calculate the fitness of one individual as the number of different signal phases utilised in the received sum signal. When all received sequences are synchronous, the fitness is consequently 1 while it is k when every phase is utilised by at least one signal component.
Optimisation time for random search
The probability that all n transmit signals are synchronously received by a receiver when the signal phases are chosen purely random from k possible phases is
The probability that from n signals at minimum m are synchronised when the phases are chosen purely random is
We obtain this result simply by counting all possibilities in the probability space as illustrated in figure 3 . The figure depicts the ordered set of all possible configurations. Observe that this is a fitness based partition of the search space. Each distinct transmit signal in the received sum signal that is not in phase with the magnitude of synchronous transmit signals constitutes an error. Since a maximum of n − m signals that are not in phase are allowed, we can simply count all configurations with less than m synchronous signals in order to obtain the probability that the desired configuration with at most n − m not synchronous signals is found.
The expected optimisation time is therefore
Optimisation time of a (1+1)-EA
We calculate an upper bound for the optimisation time of the (1 + 1)-EA on this search problem. The fitness based partition depicted in figure 3 will again guide the analysis. We label the i-th (= i errors) layer as L i . The optimisation is guided by the fitness function which has the same value for all individuals in L i but differs for all individuals in L j with i = j. Whenever, due to a mutation, the fitness value is increased, the current layer L i is left by the optimisation algorithm. In layer n − i, one of
distinct phase mutations with probability at least 1 n · 1 k each are adequate to improve the fitness value. We therefore require that at least one of the non synchronously received signal components is altered in its signal phase so that this signal component is also in phase afterwards while all other n − 1 signals remain unchanged. This happens with probability
Since
We obtain the probability s i that L i is left and a better layer is reached due to mutation as
The expected number of mutations to change the layer is bounded from above by s
−1
i . We consequently obtain the overall expected optimisation time as
This upper bound for the expected optimisation time is lower than the optimisation time of the random search method. Assume that the sensor nodes in the network transmit a sine signal for initialisation purposes at 2.4GHz. For a total of 100 signals and 100 possible signal phases that are to be synchronised this corresponds to an optimisation time of less than 0.02ms.
A lower bound for the expected optimisation time
We have now derived that the upper bound for the expected optimisation time of a (1 + 1)-EA is O(k · n · log(n) legitimate question is of course if there is not any other evolution strategy that has a reasonably lower optimisation time. We can show that this is not the case for any evolutionary strategy with mutation probability p m = 1 n . We will actually derive a lower bound for the optimisation time of Ω(k · n · log(n)). If the population size is µ = Ω(k · n · log(n)), the algorithm calculates already Ω(k·n·log(n)) fitness values for the initial population without finding one of the k global maxima with probability
When we assume µ = O(k·n·log(n)), we can use Chernoff bounds to derive that with probability
any one individual in the start population requires at least n 3 phase mutations in order to reach one of the k global optima. The probability for a correct mutation is 1 n·k at most. Consequently, the probability to not mutate the phase of one of the
Therefore, the probability, that out of n 3 signal components at least one is not mutated in (nk − 1) · ln(n) iterations is
Consequently, the expected number of iterations for an evolutionary algorithm with p m = 1 n is bounded from below by
Simulation
We have implemented a Matlab-based simulator for the described collaborative transmission scenario. The simulator represents the distinct phases of the individual signals by integer values. An individual in the search space is constituted by an array of these node configurations. Mutation is applied with probability 1 n for each field in the array and each possible follow-up phase is chosen uniformly at random. The fitness value is calculated as the sum of the phase-differences modulo k from each one signal phase to all other signal phases.
Parameters are the acceptance threshold that specifies when a simulation is stopped successfully, the number of distinct phases for each signal (number of search points per sensor) and the size of the sensor network. Several simulations have been conducted with various parameter configurations. With an increasing population of nodes in the network, the optimisation time also increases.
Simulation results
Note that the performance of distinct simulation runs differs greatly from each other since the (1 + 1)-EA is guided randomly in its search. Figure 6 depicts the mean optimisation times for several configurations of the acceptance threshold and 10 distinct phases per received signal component. As the error bars indicate, the standard deviation increases with decreasing acceptance threshold. Figure 7 details further simulation results for various phase counts and sizes of the sensor net.
We observe that all, the population size, as well as the number of possible phases per signal component and the acceptance threshold impact the optimisation time. However, with no more than 35000 iterations the optimisation time is in the order of 15 milliseconds for a 2,4GHz signal even when nearly perfect synchronisation of 100 signal components with 30 distinct phases is required.
Research questions
This section discusses several further aspects of collaborative transmission in sensor networks, that have not been considered so far.
Development of a discrete event simulator
The simulator presented in our work constitutes a useful implementation that is able to illustrate the potential of the method. In order to effectively model a realistic setting, a more advanced approach is required. We believe that discrete event simulators as, for example, Ptolemy II or ns2 are sufficient for a start but have to be extended by modelling superimposed waveforms and a 3D environmental ap- proach to realistically describe radio propagation. Our team is currently working on the easy integration of real-worldobjects into a 3D environment. This covers static objects as well as moving individuals. A simulator that is able to easily adapt and model a realistic environment in 3D should be able to provide a simulation environment that accurately models the radio propagation and multi-path propagation of transmitted signals in this setting. In the long run this leads to a near-realistic simulation environment.
Consideration of other algorithms
Our approach of modelling the optimisation problem with an evolutionary algorithm might differ from the realistic situation in one determining aspect. Mutation for an evolutionary algorithm can at each time reach an arbitrary point in the search space with some probability. While this property is vital to overcome local minima in the search space and might speed up the optimisation process, in a realistic scenario it is likely not possible to reach an arbitrary point in the search space in every step. As explained in section 3.4, the phase of a node can only be gradually shifted in stateof-the-art sensor nodes. Therefore, a neighbourhood-search as, for example, simulated annealing will more adequately describe the realistic situation.
Consideration of movements
Movement of the receiver and the environment has not been considered so far. While the slow fading due to moving obstacles poses a manageable challenge for the collaborative transmission approach, a fast moving receiver as, for example, an aeroplane might easily render the method useless when the adaptation of received signal components is not fast enough. Since the adaptation speed is in the order of milliseconds for a great number of nodes as demonstrated we believe that communication with fast moving objects is possible, although the multipath fading channel might impose a reasonable challenge in this case. In future studies we will regard the ability of collaborative transmission techniques to cope with these difficulties.
Synchronisation between nodes
So far we have not considered nodes to communicate in order to speed up the synchronisation process. Note that nodes that are near to each other will have a similar phase shift of the transmitted signal in an optimal solution. It would therefore be interesting if and how nodes can speed up the initialisation process when communication between nodes is allowed. One possible approach is the clustering of nodes in order to apply divide and conquer methods for iteratively finding an overall solution to the collaborative transmission problem.
By a straightforward estimation of the expected optimisation time we can easily estimate the expected speed up. Assume, for example, that we divide the network of n nodes into l pairwise disjoint clusters of size n l . The overall optimisation time obtained by a divide and conquer approach can then be estimated as
in analogy to section 4.1.2. This is smaller than O(n · log(n)) for all l with
The interesting trade of that is guided by the cluster size l is then the extra power required for a smaller set of nodes to reach the remote receiver location versus the time and consequently transmit power that is saved for solving the optimisation problem.
Increasing the population size
Following the building block hypothesis [14] , crossover might speed up the optimisation time when the fitness function is composed of various blocks of individuals in a search space [32, 15] as empirically derived by Rechenberg in [31] . We have not yet considered a crossover operator, since the population in the collaborative transmission scenario is naturally of size one. However, the sensor nodes have some memory that easily suffices to store several configurations. It is therefore feasible to switch in consecutive iterations between several configurations. When all nodes switch between configurations in the same succession, populations of greater size than one can be implemented when several iterations in a row represent various individuals in a population.
This enables advanced crossover operators. It is, however, an open question if and by which degree crossover might speed up the optimisation time since it directly slows down the synchronisation process, as the time to complete one iteration is extended.
Conclusion
We have demonstrated the potential of collaboratively transmitting data to a remote receiver. The synchronisation between nodes can be obtained by applying an (1 + 1)-EA to optimise a search problem in this domain. We have presented analytic estimates on the expected runtime of the optimisation method and have discussed search results obtained by a matlab-based simulation environment.
It was derived that the asymptotic simulation time for any evolutionary strategy with mutation probability p m = 1 n has an optimisation time that is at least of the same order of the asymptotic optimisation time of the proposed (1+1)-EA.
The initialisation time of the approach depends on the signal frequency utilised. With 2.4 GHz signal frequency the initialisation time is in the order of milliseconds for the synchronisation of several hundred nodes. The presented approach is the first solution to collaborative transmission in wireless sensor networks that does not require communication between nodes.
Additionally, we presented considerations of how to model population sizes greater than one as well as a crossover operator in conjunction with a divide and conquer technique. Both techniques might further speed up the optimisation time considerably.
However, the simulator utilised lacks several realistic restrictions like the actual superposition of waveforms due to multipath propagation and fading. Furthermore, since other algorithmic approaches as, for example, simulated annealing might be able to more realistically model the neighbourhood search of a real implementation.
