An equation for the self-diffusion coefficient is derived. The main theoretical tool is a description in terms of transition probabilities combined with the Chapman-Enskog transport theory for small concentration and long-time tail corrections. The equation satisfactorily reproduces the behavior of self-diffusivity in the whole density range for fluids composed by interacting particles with hard sphere or Lennard-Jones potentials, with deviations close to the critical point in the last case. * hoyuelos@mdp.edu.ar 1 arXiv :1908.11150v1 [cond-mat.stat-mech] 
I. INTRODUCTION
The classical system of interacting particles in a box is considered, and the aim is to obtain an equation for the self-diffusion coefficient.
Fifty years ago, Alder and Wainwright [1, 2] found an unexpected behavior of the velocity autocorrelation for intermediate fluid densities: a slow power law, known as long time tail, instead of an exponential time decay, with an exponent −1 for hard disks and −3/2 for hard spheres. The physical origin is the following: a particle moving through the fluid generates vortices that, after some time, transmit momentum to the particle in the same direction of the original velocity. The particle partially recovers the momentum transferred to nearby particles; this is a memory effect that enhances self-diffusivity. Using the Green-Kubo formula, the self-diffusion coefficient is the time integral of the velocity autocorrelation. The "vortex diffusion" occurs at a time scale of 10 mean free times in two dimensions and 25 mean free times in three dimensions [3] ; this time scale can be considered as a crossover time at which memory effects become relevant.
In the present approach, the self-diffusivity is separated in tow terms: a non-vortex dominant term plus a correction to include long-time tail effects. The separation is carried out using the time dependent self-diffusivity evaluated at the crossover time. The non-vortex diffusivity can be expressed in terms of transition probabilities in the form of Arrhenius formula, with a non trivial activation energy that has to represent the effects of interaction, excluded volume and characteristics of the substratum. For diffusion in solids or on a surface, the effect of the substratum depends on concentration. I do not consider that problem here, and assume a static and homogeneous substratum. Instead, I try to elucidate the effects of interaction and excluded volume that, as shown below, can be determined using the equation of state and the effective hard sphere diameter of particles. To check the results, I consider a simple fluid composed by particles that interact with hard sphere or Lennard-Jones potentials. The small concentration diffusivity is given by the Chapman-Enskog transport theory [4] , that gives the connection between a microscopic description, based on position and velocity of particles, to the continuous macroscopic description of hydrodynamic equations (it is known that the Chapman-Enskog theory fails for large concentration).
The combination of this three perspectives: Chapman-Enskog theory for small concentration, jump processes with transition probabilities for non-vortex diffusivity and long time tails to include memory effect corrections, results in an equation for the self-diffusivity.
Numerical simulation results, obtained by other authors, are in good agreement with the equation when applied to hard sphere or Lennard-Jones systems, with some deviations close to the critical point in the last case.
II. LONG-TIME TAIL
The time dependent self-diffusivity is
where v is the velocity of a tagged particle (see, e.g., [5, Sec. S10.G]). The self-diffusivity is D = lim t→∞ D(t). For long times, the velocity autocorrelation behaves as At −3/2 in three dimensions, and
for t t c , where t c is the crossover or vortex diffusion time. From the previous equation evaluated at t = t c we have
where D(t c ), written as D for brevity, is the non-vortex diffusivity, and 2A t −1/2 c is the correction due to long-time tail or memory effects.
Van Beijeren [6] proposed an argument to derive A from the coupling between density and transverse velocity modes in the linearized hydrodynamics equations, see also [3, 7, 8] .
The resulting expression for A is
where β = 1/k B T , η is the viscosity, and ρ m = ρ m is the mass density, with ρ the particle density and m the particle mass.
It is convenient to write characteristic times in units of a collision time. And it is customary to take the Enskog mean free time [9] , t E , as the reference collision time of a corresponding hard sphere fluid. The Enskog mean free time in 3D is t E = (βm/π) 1/2 /4ρσ 2 g(σ), where σ is the particle diameter that, for an interaction different from hard spheres, is replaced by the effective hard sphere diameter σ eff [10] [11] [12] , and g(σ) is the radial distribution function at contact. Therefore, the dimensionless vortex diffusion time is τ = t c /t E ; for a three dimensional hard sphere fluid, τ is about 25 [3, 13] . Then, the memory effect correction term
The next step is to determine the non-vortex self-diffusivity D. In order to do this, a description in which the system is divided in cells, and particles jump with given transition probabilities, is used. The description considers all possible influences on the diffusion process except hydrodynamic effects such as vortices.
III. TRANSITION PROBABILITIES
I apply the usual assumptions of hydrodynamics: a system of particles is divided in cells large enough to contain many particles and much smaller than the characteristic length of spatial variations of state variables. In a continuous description, the cell can be considered point-like. Spatial and temporal variations are smooth, hence local thermal equilibrium holds. A cell, identified by index i, has n i particles, volume V and chemical potential per
whereμ i is the residual (or excess) chemical potential and
is the chemical potential of the ideal system; µ • includes a reference number of particles and a reference chemical potential.
Let us consider two neighbor cells that are in equilibrium. The transition probability
The following conditions (equal chemical potential and detailed balance) are satisfied:
Combining both equations, we get
It is assumed that the previous relationship between transition probabilities holds also out of equilibrium, as long as local thermal equilibrium is satisfied. This information is still not enough to determine W i,i+1 . Transition probabilities are written as
where P is a jump rate (generally a function of the average concentration in cells i and i + 1) and g i,i+1 is the activation energy. The activation energy has different contributions that can be represented as a sum of terms:
where g I i,i+1 represents the effect of interactions and g V the effect of the excluded volume due to finite size of particles; they are interpreted as an energy and an entropy contribution, respectively. For diffusion in solids or surfaces there is another contribution, g S , produced by changes in the substratum for different concentrations, but here I consider homogeneous and stationary substrata for which g S = 0. The term g V (and also g S if present) depends on the average concentration but does not depend on the direction of the jump, it is the same for i → i + 1 or i + 1 → i. Instead, interaction is not indifferent to jump direction. This is why I use a notation in which g I i,i+1 has subindices in a given order but, for simplicity, no indices are given for g V . This difference is important when we replace (10) in (9) , since the terms with g V are canceled, and we get
This equation is satisfied by writing g I i,i+1 in terms of an unknown function ψ i in the following way
then,
(In references [14, 15] , the residual chemical potential is represented by a mean field potential V , and function ψ is given by θV /2, where θ is an interpolation parameter that depends on concentration; see [16] for a related approach, known as transition dynamics algorithm, in which the transition probability depends on the sum of energies in origin and target sites.)
With the transition probabilities we can calculate the current, n i W i,i+1 − n i+1 W i+1,i and the mean square displacement after a short time interval, a 2 (W i,i+1 + W i,i−1 ) ∆t, where a is the size of the cell. After averaging on configurations and taking the continuous limit, the following expressions for the (non-vortex) collective and self-diffusion coefficients, D c and D, are obtained (see appendices A and B in [14] )
where D 0 = P a 2 and Γ = β ∂µ ∂ ln ρ is the thermodynamic factor; the density ρ is given bȳ n/V, wheren is the average number of particles in a cell of volume V (since we took the continuous limit, subindex i of the cells is now absent, and the spatial dependence of µ or ψ is present through their dependence on the concentration). In the limit of small concentration, D c = D = D 0 , since in this case g V → 0, ψ → 0 and Γ → 1. Combining equations (15) and (16) , we obtain the Darken relationship D = D c Γ [17, 18] ; Darken obtained this result for diffusion in solids, where vortex effects can be ignored. Now we focus on the self-diffusion coefficient (16) . We need to solve the interaction factor, e −β2ψ , and the excluded volume factor, e −βg V . These tasks are accomplished in the next sections.
IV. THE CONFIGURATION ENERGY φ
The grand partition function for the set of classical indistinguishable particles inside a cell of volume V at temperature T and chemical potential µ is
The complexity of all possible microscopic states in position and velocity space is summed up in the unknown configuration energy φ(n), a function of n, V and T . As usual in thermodynamics, φ(n) is taken as a continuous function of n. We already have enough unknown functions to include another one, but it turns out that useful information can still be derived from the grand partition function (17) . First, we notice that, in the limit of V → ∞, the configuration energy φ tends to the residual free energyF , as shown below. In this limit, the terms of the sum in (17) have a sharp peak close to the average number of particlesn, and we can approximate
where the Stirling approximation was used for the factorial of n and, in the second line, the equivalence of ensembles was used (see, e.g., [19, Sec. 4.9] ); the canonical partition function is e −βF , with F the Helmholtz free energy. Knowing that the free energy of the ideal system
This is an extensive quantity of order V; corrections of order V 0 are to be expected.
It has been shown that equilibrium and transport properties are mainly given by the repulsive part of the interaction; attractive forces play a secondary role [20] . Using the Effective Hard Sphere Diameter Method (EHSD), see e.g. Ref. [21] , the free energy is
where F HS is the free energy of a hard sphere system with an effective particle diameter σ eff , and F attr is a correction due to the presence of attractive forces.
The following notation is used to indicate derivatives respect to the number of particles:
∂n n=n , and whenever φ or its derivatives are written without explicit dependence it is assumed that they are evaluated atn. Now, from Eq. (19), we know that
The first goal is to determine the term O(V −1 ), that I call . In the next section we see that can be related to the interaction factor, e −β2ψ , in the self-diffusivity. Here, I partially reproduce a procedure that was presented in Ref. [22] for diffusion in solid binary alloys with some modifications to take into account the possibility of a liquid-gas phase transition.
From the expression of the chemical potential, the mean number of particles is
and, from the grand partition function,
where the summation index was changed in the third line: m = n − 1. Then, from the last two equations we have
with ∆φ(n) = φ(n + 1) − φ(n); note the similarity with the Jarzynski equality [23] . As a first step, we analyze the limit of low concentration of the previous expression. Using subindex 0 to indicate that ρ → 0, we have
or
Comparing with (21), the term O(V −1 ), for ρ → 0, is 0 = −φ 0 /2. For a dilute gas, the Boltzmann's transport theory applies: the system behaves as a hard sphere system of particles with diameter σ eff , so φ 0 =μ HS,0 . Then,
This result is used later in this section.
A way to obtain an approximation of the average e −β ∆φ(n) , for any ρ, is to consider that the relevant values of ∆φ(n) are close to φ evaluated at the mean particle numbern.
Then, we could expand the exponential of ∆φ(n) − φ , The resulting expansion depends on ∆n 2 =n/Γ, with ∆n = n −n (the relationship between fluctuations and thermodynamic factor comes from ∆n 2 = 1
. The problem is that, close to a phase transition, the average squared fluctuations of the particle number diverges, and the expansion does not converge. To tackle this problem, let us consider an auxiliary system with configuration energyφ(n) given byφ
with α = α 0 + α n, where α 0 and α are independent ofn. Let us also consider that the chemical potential in the auxiliary system isμ = µ+α, so that the mean number of particles in both systems is the same:n
The auxiliary system is an artificial construct, designed to facilitate calculations. Its main feature is that its fluctuations do not diverge.
Eq. (23) for the auxiliary system iŝ
where subindex α is written alongside the angular brackets to indicate that the average is performed in the auxiliary system. Then
The new fluctuations are
hence
where Γ = 1 + βnμ . An appropriate value of α =μ − µ prevents the divergence of fluctuations when the thermodynamic factor, Γ, vanishes. Now, we can carry out the expansion of the exponential:
Expandingφ(n) aroundn, φ(n) =φ(n + ∆n) =φ +φ ∆n + 1 2φ
and using a similar expansion forφ(n + 1) we obtain
where terms of order V −2 or smaller were neglected. It can be seen that is of order V −1 .
Taking the logarithm of (36) we have
The second and third derivatives ofφ in (37) can be obtained for the equivalent of Eq. (21) for the alternative system:φ =μ + O(V −1 ). Keeping the same degree of accuracy, they can be replaced byμ andμ respectively:
Using (33) for ∆n 2 α , we have
Now we can set the value of α analyzing the limit of low concentration. In this limit,
and, using (27),
where the relationship µ = µ HS + µ attr was applied to introduce the attractive part of the chemical potential in the last equality; it is derived from (20) ; also notice thatμ HS,0 −μ 0 = µ HS,0 −µ 0 . The correctness of the chosen features of the auxiliary system and the consistency of the procedure are verified if fluctuations ∆n 2 α remain bounded in the whole range of relevant values of the concentration.
Result (40) is used in the next section to obtain the interaction factor.
V. THE INTERACTION FACTOR
The goal of this section is to obtain the interaction factor, e −β2ψ , that appears in Eq.
(16).
There is a relationship between ψ, that represents the interaction part of the activation energy, and the configuration energy φ. In order to derive it, let us consider a jump process between two neighbor cells denoted by indices 1 and 2. Initially, there are n 1 and n 2 particles in each cell. After the jump, there are n 1 − 1 and n 2 + 1 particles. The rest of the system remains the same. The energy difference ∆E between final and initial configurations is related to the activation energies of the forward and backward processes, {n 1 , n 2 } → {n 1 − 1, n 2 + 1} and {n 1 − 1, n 2 + 1} → {n 1 , n 2 }, that we can call g for and g back respectively.
The energy difference is ∆E = g for − g back . Taking the activation energy from Eqs. (11) and (13):
where the excluded volume contribution to the activation energy, g V , has been canceled and the dependence on the number of particles is written as subindices to use a more compact notation.
According to Eq. (17), the energy of a configuration of n particles is φ(n) + µ • n. Then, the energy difference can also be written as
where terms with µ • are canceled. Combining Eqs. (43) and (44), we have
The next step is to adopt the continuous description: φ,μ and ψ are expanded aroundn 1 in the left hand side and aroundn 2 in the right hand side (wheren 1 n 2 n), average on different realizations is taken and terms of order V −2 or smaller are neglected. We get
Using Eq. (38) for φ −μ and Eq. (40) for , and integrating twice onn, we have
where κ and κ 2 are constants. Analyzing the limit ρ → 0, we have that Γ = 1 + βnμ → 1 and ψ → 0, so that κ 2 = 0. The result for the interaction factor is
It is still necessary to set the value of κ; and the information used up to now is not enough for that. This problem is tackled in the next subsection, where the exponential behavior in (48) is connected with a particle size effect.
A. Particle size effect
Particle size plays an important role in the dynamics. Let us consider a collision between two particles. If they are larger, the distance that they have to travel before colliding is smaller: the larger the particles, the faster the process (keeping the density constant). Let us call T the total length of trajectories ofn particles in a volume V after an arbitrarily long time. Hard sphere particles have a diameter σ; if, instead of hard spheres, a general repulsive potential at short distances is used, then σ is replaced by an effective hard sphere diameter σ eff . Let us call T 0 the limit of T when σ → 0. The ratio T /T 0 decreases as σ increases, and dynamics, and diffusivity, is enhanced by the inverse of this ratio. The ratio turns out to be an exponential function of the concentration from which κ can be obtained.
The demonstration is as follows.
The quantity δ = T /V is the (homogeneous) density of trajectories. Let us call v the volume of one particle; its variation when the diameter has an infinitesimal change, σ →
where d, equal to 2 or 3, is the system's dimensionality. If the volume of each particle increases dv, there is a total volumen dv that becomes inaccessible to trajectories. The
and, integrating, we obtain
where ξ = πσ d ρ/(2d) is the so-called packing fraction, in 2 or 3 dimensions. An increase of diffusivity by a factor e 2 d ξ due to particle size is consistent with the result of Bruna and Chapman [24] ; they obtained an expansion of the diffusivity, for small values of σ, that leads to a factor 1 + 2 d ξ, see Eq. (13) in [24] . Now, the exponential in the interaction factor, Eq. (48), can be interpreted as a particle size effect, so that
and κ = −π(2σ) d /(4dβV).
Then, the expression for the interaction factor is
where Eq. (42) was used for α andn was replaced by ρV. The result includes an exponential increase with concentration that has to be stopped in some way. This is the role of the excluded volume factor.
VI. THE EXCLUDED VOLUME FACTOR
As concentration increases, space available for particles decreases up to the jamming of the system. The maximum possible density for diffusion to occur is ρ max . A first approximation to ρ max is ρ melt , the concentration for which the transition from coexistence fluid-solid to solid takes place, i.e., the solid side of the melting line, generally a function of temperature (not for hard spheres). Diffusion in the solid phase is still possible, but if it can be neglected respect to diffusion in the fluid phase, we can approximate ρ max ρ melt .
Reguera and Rubí [25] used the idea of entropic barriers to represent geometric effects due, for example, to variable boundary conditions in the Fick-Jacobs equation. Following the same idea, the excluded volume part of the activation energy, g V , has the form of an entropic barrier
where Ω is the number of available micro states for a particle of volume v, and Ω 0 is the limit of Ω when ρ → 0. Let us notice that g V → 0 for ρ → 0. The number of micro states is proportional to the available space, that linearly decreases with concentration, and goes to zero for ρ = ρ max . It takes the form Ω/Ω 0 = 1 − ρ/ρ max , and
Now we can write the equation for the self diffusion coefficient.
VII. EQUATION FOR SELF-DIFFUSIVITY
With Eq. (53) for the interaction factor and Eq. (55) for the excluded volume factor, we have the ingredients needed to write an equation for the non-vortex self-diffusivity (16) in a one-component three-dimensional system of interacting particles:
Now, adding the memory effect or long-time tail correction, Eqs. (3) and (5), we obtain the expression for the self-diffusivity:
where, in the last term with memory effects, the self-diffusivity D was approximated by the non-vortex self-diffusivity, D. This is the first step of an iterative process that can be used to solve the implicit equation for D, but it turns out that further iterations do not produce visible changes in the results obtained for hard sphere or Lennard-Jones systems, Sect. VIII and IX. The memory effect correction vanishes in the two extreme values ρ = 0 and ρ = ρ max , since it is proportional to ρ and the viscosity η diverges in the solid phase, for ρ max .
Consider the system at low concentration. As concentration is increased, repulsion among particles tends to increase the chemical potential, while attraction tends to decrease it.
Therefore, ∂µattr ∂ρ 0 ≤ 0.
It is interesting to analyze the dependence of the non-vortex self-diffusivity on the particle number fluctuations, ∆n 2 =n/Γ. For a system of hard spheres, µ attr = 0 and the non- where p is the pressure. Using standard thermodynamic relations, it can be shown that the thermodynamic factor and the residual chemical potential are given by
whereμ satisfies the condition lim ρ→0μ = 0. The hard sphere and attractive parts of the chemical potential are obtained from the corresponding separation of the compressibility factor: Z = Z HS + Z attr .
VIII. HARD SPHERES
The hard sphere potential between two particles of diameter σ at distance r is
There are several equations of state that have been proposed for a system of hard spheres of mass m in d = 3, see [26] , with generally small differences among them. One of the most frequently used, due to its simplicity and accuracy, is the EOS of Carnahan and Starling [27] :
with ξ = ρσ 3 π/6. I briefly review some properties of the hard sphere system. The thermodynamic factor is
The residual chemical potential is
The radial distribution function at contact, g(σ), is obtained from
resulting:
The packing fraction of the melting point (solid side) is ξ melt 0.543, see [28] , and it is considered that ξ max = ρ max σ 3 π/6 ξ melt .
The kinetic transport theory developed by Enskog [29] for a dense hard sphere system predicts the following value for the self-diffusion coefficient
where D 0 is obtained from the Boltzmann theory for dilute gases [30] 
The Enskog theory has large deviations from numerical simulation results of the selfdiffusivity for intermediate and high density values. Such deviations are frequently presented in plots of D/D E versus concentration. The value here predicted for this quantity is
For the viscosity η, the approximation obtained by Heyes and Sigurgeirsson [31] is appropriate for present purposes: The second group corresponds to data of Easteal et al. [35, 36] and corrections and additions of Speedy [37] . Easteal et al. [35, 36] performed simulations to evaluate the selfdiffusion coefficient in the dense fluid region and analyze its dependence on the total number of spheres, with N ranging from 128 to 4394. They concluded that for N ≥ 250 the selfdiffusivity is essentially independent of N . Taking into account this conclusion, Speedy gathered results from different sources [32, 33, 35, 36] to estimate the value of D in the infinite system for ρσ 3 between 0 and 0.94 and used the data of Woodcock [38] for larger values of ρσ 3 , in a region where the results of both groups seem to merge. Erpenbeck and Wood [34] advise against the use of Speedy results because he ignored long-time tail corrections without justification.
The results obtained by Sigurgeirsson and Heyes [39] for N = 500 correspond to the second group, with smaller D, but their extrapolation to an infinite system is closer to the first group, composed by data of Alder et al. [32, 33] , and Erpenbeck and Wood [34] .
Different interpolation curves [34, 37, 40, 41] have been proposed to analytically represent the data with a number of adjustable parameters that ranges from 2 to 4; see [21] for a review.
The theoretical prediction developed here supports the arguments of Erpenbeck and Wood [34] . As can be seen in Fig. 1, the [ 32, 33] , and Erpenbeck and Wood [34] ). The results of Woodcock [38] , for large ξ, tend to be greater than the predicted values of D/D E ; a possible reason is that, for ξ > ξ melt , there is a metastable state, corresponding to a liquid-solid coexistence phase, with a greater self-diffusivity than in the solid phase.
In 1970, Alder et. al. [32] proposed the hydrodynamic vortex model, with long time tail corrections, in order to understand the enhanced self-diffusivity at intermediate densi-
ties with respect to the theoretical prediction of Enskog [29] . This idea is quantitatively represented by the second term in Eq. (68) and its effect is, as expected, an enhancement of the diffusivity at intermediate values of ξ, as can be seen in Fig. 1 . It is interesting to note that long-time tail corrections are not the only reason for this effect. The dotted curve, representing the non-vortex self-diffusivity D, is also greater than D E for intermediate ξ,
and the reason, in this case, is the particle size effect that, as shown in Sect. V A, generates an exponential factor e 8ξ in (69). 
IX. LENNARD-JONES POTENTIAL
The 12-6 Lennard-Jones potential between two particles at distance r is
where ε is the depth of the potential well, i.e., the minimum value of the potential at r = 2 1/6 σ; and σ is the distance at which the potential is zero. As usual, scaled adimensional quantities are used: ρ * = ρσ 3 , T * = k B T /ε, σ * eff = σ eff /σ, µ * = µ/ε, η * = ησ 2 / √ m and D * = Dσ −1 m/ε, where m is the particle mass.
As in the case of hard spheres, several EOS can be found in the literature for the three dimensional Lennard-Jones system [42] [43] [44] [45] [46] [47] . They are based on numerical simulations and [34] , (•) Speedy [37] mainly based on Easteal et al. [35, 36] , and (+) Woodcock [38] . The gray band behind the curve represents the range of values of the self-diffusivity for τ between 15 and 35. involve around 20-30 adjustable parameters. The EOS proposed by Kolafa and Nezbeda [43] is used here; it yields accurate results in the range of temperatures from the triple point, T * 0.68, up to T * 10; almost identical results are obtained with, for example, the EOS of Mecke [44] et al. or the two proposals of Pieprzyk et al. [47] . The EOS has the form
where Z attr is written as a series of terms (not reproduced here) that include powers of T * and ρ * , see Eq. (31) in Ref. [43] , and Tables 2 and 3 for coefficients in the same reference.
For the hard sphere EOS, Z HS , Kolafa and Nezbeda use a modified version of the Carnahan and Starling EOS, slightly more accurate, proposed in [48] :
with ξ = ρ * σ * eff 3 π/6. There are two well defined different criteria to determine the effective hard sphere diameter σ * eff : the Barker-Henderson [10] or hybrid Barker-Henderson [11, 12] (BH) and the Weeks-Chandler-Andersen [49] (WCA) methods; see [21, Sec. 9.3.3] . The effective diameter obtained with BH criterion is only temperature dependent, while the resulting WCA diameter depends on temperature and density. In many cases, the slightly better performance of WCA theory does not seem to compensate its higher complexity, as pointed out in [43] . For the sake of simplicity, the BH criterion is chosen here. The criterion does not provide a closed equation for σ * eff and, again, there are different possible approximations. Following Kolafa and Nezbeda [43] , the effective diameter is written as
with c ln = −0.063920968, c −2 = 0.011117524, c −1 = −0.076383859, c 0 = 1.080142248 and c 1 = 0.000693129. See Table 9 .1 in [21] for several other options that can be found in the literature. With the effective diameter σ * eff , we have the packing fraction ξ, that is needed to evaluate the hard sphere part of the compressibility factor, Z HS , and, also, the exponential e 8ξ in the expression for the self-diffusivity (57) .
We also need the (scaled) diffusivity for low concentration, D * 0 . From the Chapman and Enskog theory [4, 30] , valid for monatomic gases, we have
where Ω (1,1) * is the dimensionless collision integral for the Lennard-Jones system (equal to 1 for a hard sphere system). According to the fitting published by Fokin et al. [50] , it can be approximated by
with coefficients a i , with i from 1 to 6, given by {0.125431, −0.167256, −0.265865, 1.59760,
Then, using Eq. (56), we can write the non-vortex self-diffusivity as a function of ρ * and T * in the following way:
where Γ and ∂µ * attr ∂ρ * can be obtained from the EOS (72). Including the long-time tail correction, the self-diffusivity is
For the viscosity, η * , the equation (not reproduced here) proposed by Rowley and Painter [51] is used. The maximum density, ρ * max , is approximated by the solid side of the melting line:
where A = 2.08381 and B = 1.10521, see [52] .
An estimation of an upper bound for the vortex diffusion time, τ , can be derived from the velocity autocorrelation results of Bellissima et. al. [53] . They obtained the time at which the power law behavior is established, with values between 30 and 50 for T * = 1.35. This is not the crossover or vortex diffusion time, but can be taken as an upper bound.
The critical point of the liquid-gas transition is at T * c = 1.32 and ρ * c = 0.31. The critical region, around the critical point, is specially problematic for numerical simulations.
As Kolafa and Nezbeda [43, p. 16] are to be expected in this region. But, perhaps more important, in Eq. (78) it is considered that the vortex diffusion time, t c , is proportional to the Enskog mean free time (see Sect. II), an appropriate assumption for hard spheres that is extended to the Lennard-Jones potential.
As shown below, this approximation is useful to produce generally acceptable results, but may be also problematic close to the critical point, as discussed in the conclusions. Now we are in a position in which we can check the correctness of the theoretical prediction (78) by comparing with numerical results available in the literature.
A. Comparison with numerical results
Several authors have carried out numerical simulations to calculate self-diffusivity in the Lennard-Jones system [51, [54] [55] [56] [57] [58] [59] [60] [61] [62] . The results of Meier et al. [61, 62] were chosen to make the comparison with Eq. (78) due to the extensive molecular dynamics simulations that were performed with long simulation lengths, large number of particles and wide range of temperature; see [61] for details. In the set of data reproduced here, I have excluded the points in the metastable region, where the system can segregate in liquid and gas phases. known; it is about 25 for hard spheres [3, 13] and an upper bound of about 30, for T * = 1.35, can be derived from the results of [53] for the Lennard-Jones potential.
The equation was applied to hard sphere and Lennard-Jones systems and the theoretical prediction was compared with numerical simulations carried out by other authors.
For hard spheres, the equation matches results of Alder et al. [32] and Erpenbeck and Wood [34] . There is small sensitivity to variations of τ ; values of the self-diffusivity corresponding to τ between 15 and 35 are also close to numerical results; see Fig. 1 . The results of Speedy [37] are closer to the non-vortex self-diffusivity, suggesting an underestimation of long-time tail corrections in this case, in agreement with [34] .
For the Lennard-Jones potential, the agreement with numerical results is also good, although discrepancies are observed mainly close to the critical point, see Figs. 2 and 3 . The values of τ are between 4 and 32, for T * between 1 and 4; temperature T * = 6 seems to be an outlier, with τ = 19000, corresponding to the absence of long-time tail corrections in this case. The critical region is problematic for the generation of accurate numerical data and, consequently, for the derivation of an accurate EOS, as pointed out by Kolafa and Nezbeda [43] . Nevertheless, it is also problematic for determination of the vortex diffusion time: the assumption of proportionality with the Enskog mean free time may fail in the critical region.
This possible problem is suggested by results of diffusion in a different system: Vattulainen et al. [16] studied a lattice-gas model of adatom diffusion and found that the average transition rate has large variations close to the critical temperature.
In summary, the equation derived for the self-diffusivity takes advantage of previous important theoretical results: the Chapman and Enskog theory [4, 30] for low concentrations and the long-time tail correction [3, 32] . These results were combined with a description in terms of transition probabilities to obtain the diffusivity for any concentration in the absence of vortex effects: the non-vortex self-diffusivity D. The equation obtained for the self-diffusivity D is in good agreement with numerical results of hard sphere and Lennard-Jones potentials. Nevertheless, before its application to real systems it would be interesting to clarify the role of the vortex diffusion time close to the critical point, where discrepancies were observed for the Lennard-Jones system; and this will require additional numerical simulations in this region.
