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ASYMPTOTICALLY ALMOST PERIODIC AND
ASYMPTOTICALLY ALMOST AUTOMORPHIC
VECTOR-VALUED GENERALIZED FUNCTIONS
MARKO KOSTIC´
Abstract. The main purpose of this paper is to introduce the notion of an
asymptotically almost periodic ultradistribution and asymptotically almost
automorphic ultradistribution with values in a Banach space, as well as to fur-
ther analyze the classes of asymptotically almost periodic and asymptotically
almost automorphic distributions with values in a Banach space. We provide
some applications of the introduced concepts in the analysis of systems of
ordinary differential equations.
1. Introduction and preliminaries
As it is well-known, the concept of almost periodicity was introduced by Danish
mathematician H. Bohr [3] around 1924-1926 and later generalized by many other
authors. Let I = R or I = [0,∞), and let f : I → X be continuous. Given ǫ > 0,
we call τ > 0 an ǫ-period for f(·) iff
‖f(t+ τ)− f(t)‖ ≤ ǫ, t ∈ I.
The set constituted of all ǫ-periods for f(·) is denoted by ϑ(f, ǫ). It is said that
f(·) is almost periodic, a.p. for short, iff for each ǫ > 0 the set ϑ(f, ǫ) is relatively
dense in I, which means that there exists l > 0 such that any subinterval of I of
length l meets ϑ(f, ǫ). The vector space consisting of all almost periodic functions
is denoted by AP (I : X).
The notion of a scalar-valued almost automorphic function was introduced by S.
Bochner [2] in 1962. In a vector-valued case, definition goes as follows. A bounded
continuous function f : R → X is said to be almost automorphic iff for every real
sequence (bn) there exist a subsequence (an) of (bn) and a map g : R → X such
that
lim
n→∞
f
(
t+ an
)
= g(t) and lim
n→∞
g
(
t− an
)
= f(t),
pointwise for t ∈ R. Due to the famous Bochner’s criterion, any almost periodic
function has to be almost automorphic; the converse statement is not true, however
[13]. By AA(R : X) we denote the vector space consisting of all almost automorphic
functions. The notion of an almost automorphic function on topological group was
introduced and further analyzed in the landmark papers by W. A. Veech [30]-
[31] between 1965 and 1967. For more details about almost periodic and almost
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automorphic functions with values in Banach spaces, we refer the reader to the
monographs [13] by T. Diagana and [18] by G. M. N’Gue´re´kata.
The notion of a scalar-valued asymptotically almost periodic distribution has
been introduced by I. Cioranescu in [12], while the notion of a vector-valued asymp-
totically almost periodic distribution has been considered by D. N. Cheban [9] fol-
lowing a different approach (see also I. K. Dontvi [14] and A. Halanay, D. Wexler
[15]). The notion of a scalar-valued almost automorphic distribution and a scalar-
valued almost automorphic Colombeau generalized function have been introduced
by C. Bouzar, Z. Tchouar [5] and C. Bouzar, M. T. Khalladi [6]. Some contributions
have been also given by B. Stankovic´ [28]-[29].
In our recent joint research study with D. Velinov [25], we have analyzed the
notions of an almost automorphic distribution and an almost automorphic ultra-
distribution in Banach space; the notion of an almost periodic ultradistribution in
Banach space has been recently analyzed by M. Kostic´ [24] within the framework
of Komatsu’s theory of ultradistributions, with the corresponding sequences not
satisfying the condition (M.3); see also the papers by I. Cioranescu [11] and M. C.
Go´mez-Collado [17] for first results in this direction. As mentioned in the abstract,
the main aim of this paper is to introduce the notions of an asymptotically almost
periodic ultradistribution and asymptotically almost automorphic ultradistribution
in Banach space, as well as to provide some applications in the qualitative analy-
sis of vector-valued distributional and vector-valued ultradistributional solutions to
systems of ordinary differential equations (the notions of an asymptotically almost
periodic ultradistribution seem to be not considered elsewhere even in scalar-valued
case, while the notion of a vector-valued almost automorphic distribution seems to
be completely new, as well). In such a way, we expand and contemplate the results
obtained in [5]-[6], [9], [10]-[12], [14]-[15] and [28]-[29].
The organization of paper is briefly described as follows. After giving some
preliminary results and definitions from the theory of vector-valued ultradistribu-
tions (Subsection 1.1), in Section 2 we analyze the notions of asymptotical almost
periodicity and asymptotical almost automorphy for vector-valued distributions.
Here, we recognize the importance of condition T ∗ ϕ ∈ AAP (R : X), ϕ ∈ D
(T ∗ϕ ∈ AAA(R : X), ϕ ∈ D) for a bounded vector-valued distribution T ∈ D′L1(X),
in contrast with the considerations of I. Cioranescu [12] and C. Bouzar, F. Z.
Tchouar [5], where the above inclusions are required to be valid only for the test
functions belonging to the space D0. Section 3 is devoted to the study of asymp-
totical almost periodicity and asymptotical almost automorphy for vector-valued
ultradistributions. The main result of paper is Theorem 3.4, where we state an
important structural characterization for the class of asymptotically almost peri-
odic (automorphic) vector-valued ultradistributions. The last section of paper is
reserved for certain applications to systems of ordinary differential equations in
distribution and ultradistribution spaces.
We use the standard notation throughout the paper. By (X, ‖ · ‖) we denote a
non-trivial complex Banach space. The abbreviations Cb(I : X) and C(K : X),
where K is a non-empty compact subset of R, stand for the spaces consisting of
all bounded continuous functions I 7→ X and all continuous functions K 7→ X,
respectively. Both spaces are Banach endowed with sup-norm. By C0([0,∞) : X)
we denote the closed subspace of Cb([0,∞) : X) consisting of functions vanishing
at plus infinity.
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We say that a continuous function f : R→ X is asymptotically almost periodic
(automorphic) iff there is a function q ∈ C0([0,∞) : X) and an almost periodic
(automorphic) function g : R→ X such that f(t) = g(t) + q(t), t ≥ 0. Let us recall
that any (asymptotically) almost periodic function R 7→ X is (asymptotically)
almost automorphic. By AAP (R : X), resp. AAA(R : X), we denote the vector
space consisting of all asymptotically almost periodic, resp. asymptotically almost
automorphic functions.
Let 1 ≤ p < ∞. Then we say that a function f ∈ Lploc(R : X) is Stepanov
p-bounded, Sp-bounded shortly, iff
‖f‖Sp := sup
t∈R
(∫ t+1
t
‖f(s)‖p ds
)1/p
<∞.
The space LpS(R : X) consisted of all S
p-bounded functions becomes a Banach space
equipped with the above norm. A function f ∈ LpS(R : X) is said to be Stepanov p-
almost periodic, Sp-almost periodic shortly, iff the function fˆ : R→ Lp([0, 1] : X),
defined by
fˆ(t)(s) := f(t+ s), t ∈ R, s ∈ [0, 1]
is almost periodic. Following H. R. Henr´ıquez [16], we say that a function f ∈
LpS(R : X) is asymptotically Stepanov p-almost periodic, asymptotically S
p-almost
periodic shortly, iff there are two locally p-integrable functions g : R → X and
q : [0,∞)→ X satisfying the following conditions:
(i) g(·) is Sp-almost periodic,
(ii) qˆ(·) belongs to the class C0([0,∞) : L
p([0, 1] : X)),
(iii) f(t) = g(t) + q(t) for all t ≥ 0.
By AAPSp(R : X) we denote the space consisting of all asymptotically Stepanov
p-almost periodic functions.
The notion of Stepanov p-almost automorphy has been introduced by G. M.
N’Gue´re´kata and A. Pankov in [19]: A function f ∈ Lploc(R : X) is called Stepanov
p-almost automorphic iff for every real sequence (an), there exists a subsequence
(ank) and a function g ∈ L
p
loc(R : X) such that
lim
k→∞
∫ t+1
t
∥∥∥f(ank + s)− g(s)∥∥∥p ds = 0
and
lim
k→∞
∫ t+1
t
∥∥∥g(s− ank)− f(s)∥∥∥p ds = 0
for each t ∈ R; a function f ∈ Lploc(R : X) is called asymptotically Stepanov p-
almost automorphic iff there exists an Sp-almost automorphic function g(·) and a
function q ∈ LpS(R : X) such that f(t) = g(t) + q(t), t ≥ 0 and qˆ ∈ C0([0,∞) :
Lp([0, 1] : X)). The vector space consisting of all asymptotically Sp-almost auto-
morphic functions will be denoted by AAASp([0,∞) : X).
Concerning distribution spaces, we will use the following elementary notion (cf.
L. Schwartz [27] for more details). By D(X) = D(R : X) we denote the Schwartz
space of test functions with values inX , by S(X) = S(R : X) we denote the space of
rapidly decreasing functions with values in X , and by E(X) = E(R : X) we denote
the space of all infinitely differentiable functions with values in X ; D ≡ D(C),
S ≡ S(C) and E ≡ E(C). The spaces of all linear continuous mappings from D,
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S and E into X will be denoted by D′(X), S ′(X) and E ′(X), respectively. Set
D0 := {ϕ ∈ D : supp(ϕ) ⊆ [0,∞)}.
1.1. Vector-valued ultradistributions. In this paper, we will always follow Ko-
matsu’s approach to vector-valued ultradistributions, with the sequence (Mp) of
positive real numbers satisfying M0 = 1 and the following conditions: (M.1):
M2p ≤ Mp+1Mp−1, p ∈ N, (M.2): Mp ≤ AH
p sup0≤i≤pMiMp−i, p ∈ N, for
some A, H > 1, (M.3’):
∑∞
p=1
Mp−1
Mp
<∞. Any use of the condition
(M.3): supp∈N
∑∞
q=p+1
Mq−1Mp+1
pMpMq
<∞, which is slightly stronger than (M.3′), will
be explicitly emphasized.
Let us recall that the Gevrey sequence (p!s) satisfies the above conditions (s > 1).
Set mp :=
Mp
Mp−1
, p ∈ N.
The space of Beurling, resp., Roumieu ultradifferentiable functions, is defined by
D(Mp) := indlimK⋐⋐RD
(Mp)
K , resp., D
{Mp} := indlimK⋐⋐RD
{Mp}
K , where D
(Mp)
K :=
projlimh→∞D
Mp,h
K , resp., D
{Mp}
K := indlimh→0D
Mp,h
K ,
D
Mp,h
K :=
{
φ ∈ C∞(R) : suppφ ⊆ K, ‖φ‖Mp,h,K <∞
}
and
‖φ‖Mp,h,K := sup
{
hp|φ(p)(t)|
Mp
: t ∈ K, p ∈ N0
}
.
Henceforward, the asterisk ∗ is used to denote both, the Beurling case (Mp) or
the Roumieu case {Mp}. Set D
∗
0 := {ϕ ∈ D
∗ : supp(ϕ) ⊆ [0,∞)}. The space
consisted of all continuous linear functions from D∗ into X, denoted by D′∗(X) :=
L(D∗ : X), is said to be the space of all X-valued ultradistributions of ∗-class.
We also need the notion of space E∗(X), defined as E∗(X) := indlimK⋐⋐RE
∗
K(X),
where in Beurling case E
(Mp)
K (X) := projlimh→∞E
Mp,h
K (X), resp., in Roumieu case
E
{Mp}
K (X) := indlimh→0E
Mp,h
K (X), and
E
Mp,h
K (X) :=
{
φ ∈ C∞(R : X) : sup
p≥0
hp‖φ(p)‖C(K:X)
Mp
<∞
}
.
The space consisting of all linear continuous mappings E∗(C) → X is denoted
by E ′∗(X); E ′∗ := E ′∗(C). An entire function of the form P (λ) =
∑∞
p=0 apλ
p,
λ ∈ C, is of class (Mp), resp., of class {Mp}, if there exist l > 0 and C > 0,
resp., for every l > 0 there exists a constant C > 0, such that |ap| ≤ Cl
p/Mp,
p ∈ N ([20]). The corresponding ultradifferential operator P (D) =
∑∞
p=0 apD
p
is said to be of class (Mp), resp., of class {Mp}; it acts as a continuous linear
operator between the spaces D∗ and D∗ (D′∗ and D′∗). The convolution of Banach
space valued ultradistributions and scalar-valued ultradifferentiable functions of
the same class will be taken in the sense of considerations given on page 685 of
[22]. Let remind ourselves that, for every f ∈ D′∗(X) and ϕ ∈ D∗, we have
f ∗ ϕ ∈ E∗(X) as well as that the linear mapping ϕ 7→ · ∗ ϕ : D′∗(X) → E∗(X)
is continuous. The convolution of an X-valued ultradistribution f(·) and a scalar-
valued ultradistibution g ∈ E ′∗ with compact support, defined by the identity [22,
(4.9)], is an X-valued ultradistribution and the mapping g ∗ · : D′∗(X) → D′∗(X)
is continuous. Set 〈Th, ϕ〉 := 〈T, ϕ(· − h)〉, T ∈ D
′∗(X), ϕ ∈ D∗ (h > 0). We will
use a similar definition for vector-valued distributions.
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Assume that the sequence (Mp) satisfies (M.1), (M.2) and (M.3). Then
Pl(x) =
(
1 + x2
)∏
p∈N
(
1 +
x2
l2m2p
)
,
resp.
Prp(x) =
(
1 + x2
)∏
p∈N
(
1 +
x2
r2pm
2
p
)
,
defines an ultradifferential operator of class (Mp), resp., of class {Mp}; here, (rp) is
a sequence of positive real numbers tending to infinity. The family consisting of all
such sequences will be denoted by R henceforth. For more details on the subject,
the reader may consult [20]-[22].
The spaces of tempered ultradistributions of Beurling, resp., Roumieu type, are
defined by S. Pilipovic´ [26] as duals of the corresponding test spaces
S(Mp) := projlimh→∞S
Mp,h, resp., S{Mp} := indlimh→0S
Mp,h,
where
SMp,h :=
{
φ ∈ C∞(R) : ‖φ‖Mp,h <∞
}
(h > 0),
‖φ‖Mp,h := sup
{
hα+β
MαMβ
(1 + t2)β/2|φ(α)(t)| : t ∈ R, α, β ∈ N0
}
.
A continuous linear mapping S(Mp) → X, resp., S{Mp} → X, is said to be an X-
valued tempered ultradistribution of Beurling, resp., Roumieu type. By S ′(Mp)(X),
resp. S ′{Mp}(X) (the common abbreviation will be S ′∗(X)), we denote the space
consisting of all vector-valued tempered ultradistributions of Beurling, resp., Roumieu
type. It is well known that S ′(Mp)(X) ⊆ D′(Mp)(X), resp. S ′{Mp}(X) ⊆ D′{Mp}(X).
Finally, we need some preliminaries concerning the first antiderivative of a vector-
valued (ultra-)distribution. Let η ∈ D[1,2] (η ∈ D
∗
[1,2]) be a fixed test function
satisfying
∫∞
−∞ η(t) dt = 1. Then, for every fixed ϕ ∈ D (ϕ ∈ D
∗), we define I(ϕ)
to be
I(ϕ)(x) :=
x∫
−∞
[
ϕ(t)− η(t)
∞∫
−∞
ϕ(u) du
]
dt, x ∈ R.
It can be simply checked that, for every ϕ ∈ D (ϕ ∈ D∗) and n ∈ N, we have
I(ϕ) ∈ D (I(ϕ) ∈ D∗), d
k
dxk I(ϕ)(x) = ϕ
(k−1)(x) − η(k−1)(x)
∫∞
−∞ ϕ(u) du, x ∈ R,
k ∈ N. Define G−1 by G−1(ϕ) := −G(I(ϕ)), ϕ ∈ D (ϕ ∈ D∗). Then we have
G−1 ∈ D′(L(X)) (G−1 ∈ D′∗(L(X))) and (G−1)′ = G; more precisely, −G−1(ϕ′) =
G(I(ϕ′)) = G(ϕ), ϕ ∈ D. For the proof of Theorem 4.1 below, we will use the
following simple fact: if 〈X,−ϕ′〉 = 〈G,ϕ〉, ϕ ∈ D0 (ϕ ∈ D
∗
0) for some X, G ∈
D′(X) (X, G ∈ D′∗(X)), thenX = G−1+Const. on [0,∞), i.e., 〈X,ϕ〉 = 〈G−1, ϕ〉+
Const. ·
∫∞
0 ϕ(t) dt, ϕ ∈ D0 (ϕ ∈ D
∗
0).
2. Asymptotical almost periodicity and asymptotical almost
automorphy of vector-valued distributions
We refer the reader to [5], [10] and [25] for the basic results about vector-valued
almost periodic distributions and vector-valued almost automorphic distributions.
Let 1 ≤ p ≤ ∞. Then by DLp(X) we denote the vector space consisting of all
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infinitely differentiable functions f : R→ X satisfying that for each number j ∈ N0
we have f (j) ∈ Lp(R : X). The Fre´chet topology on DLp(X) is induced by the
following system of seminorms
‖f‖k :=
k∑
j=0
∥∥f (j)∥∥
Lp(R)
, f ∈ DLp(X)
(
k ∈ N
)
.
If X = C, then the above space is simply denoted by DLp . A linear continuous
mapping f : DL1 → X is said to be a bounded X-valued distribution; the space
consisting of such vector-valued distributions will be denoted henceforth byD′L1(X).
Endowed with the strong topology, D′L1(X) becomes a complete locally convex
space. For every f ∈ D′L1(X), we have that f|S : S → X is a tempered X-valued
distribution ([24]).
The space of bounded vector-valued distributions tending to zero at plus infinity,
B′+,0(X) for short, is defined by
B′+,0(X) :=
{
T ∈ D′L1(X) : lim
h→+∞
〈
Th, ϕ
〉
= 0 for all ϕ ∈ D
}
.
It can be simply verified that the structural characterization for the space B′+,0(C),
proved in [12, Proposition 1], is still valid in vector-valued case as well that the
space B′+,0(C) is closed under differentiation.
Let T ∈ D′L1(X). Then the following assertions are equivalent ([25]):
(i) T ∗ ϕ ∈ AP (R : X), ϕ ∈ D, resp., T ∗ ϕ ∈ AA(R : X), ϕ ∈ D.
(ii) There exist an integer k ∈ N and almost periodic, resp. almost automor-
phic, functions fj(·) : [0,∞)→ X (1 ≤ j ≤ k) such that T =
∑k
j=0 f
(j)
j .
We say that a distribution T ∈ D′L1(X) is almost periodic, resp. almost auto-
morphic, iff T satisfies any of the above two equivalent conditions. By B′AP (X),
B′AA(X) we denote the space consisting of all almost periodic, resp. almost auto-
morphic, distributions.
Definition 2.1. A distribution T ∈ D′L1(X) is said to be asymptotically almost
periodic, resp. asymptotically almost automorphic, iff there exist an almost peri-
odic, resp. almost automorphic, distribution Tap ∈ B
′
AP (X), resp. Taa ∈ B
′
AA(X),
and a bounded distribution tending to zero at plus infinity Q ∈ B′+,0(X) such that
〈T, ϕ〉 = 〈Tap, ϕ〉+ 〈Q,ϕ〉, ϕ ∈ D0, resp. 〈T, ϕ〉 = 〈Taa, ϕ〉+ 〈Q,ϕ〉, ϕ ∈ D0.
By B′AAP (X), resp. B
′
AAA(X), we denote the vector space consisting of all
asymptotically almost periodic, resp. asymptotically almost automorphic distribu-
tions.
It is well known that the representation T = Tap+Q is unique in almost periodic
case. This is also the case for asymptotical almost automorphy since [5, Proposition
6, 2.] continues to hold in vector-valued case (more precisely, the suppositions
T = T 1aa + Q = T
2
aa + Q2, where T
1,2
aa ∈ B
′
AA(X) and Q1,2 ∈ B
′
+,0(X), imply
T 1aa = T
2
aa and Q1 = Q2).
Further on, we would like to observe that the following structural result holds in
vector-valued case:
Theorem 2.2. Let T ∈ D′L1(X). Then the following assertions are equivalent:
(i) T ∈ B′AAP (X).
(ii) T ∗ ϕ ∈ AAP (R : X), ϕ ∈ D0.
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(iii) There exist an integer k ∈ N and asymptotically almost periodic functions
fj(·) : R→ X (0 ≤ j ≤ k) such that T =
∑k
j=0 f
(j)
j on [0,∞).
(iv) There exist an integer k ∈ N and bounded asymptotically almost periodic
functions fj(·) : R→ X (0 ≤ j ≤ k) such that T =
∑k
j=0 f
(j)
j on [0,∞).
(v) There exist S ∈ D′L1(X), k ∈ N and bounded asymptotically almost periodic
functions fj(·) : R → X (0 ≤ j ≤ k) such that S =
∑k
j=0 f
(j)
j on R, and
〈S, ϕ〉 = 〈T, ϕ〉 for all ϕ ∈ D0.
(vi) There exists S ∈ D′L1(X) such that 〈S, ϕ〉 = 〈T, ϕ〉 for all ϕ ∈ D0 and
S ∗ ϕ ∈ AAP (R : X), ϕ ∈ D.
(vii) There exists a sequence (Tn) in E(X)∩AAP (R : X) such that limn→∞ Tn =
T in D′L1(X).
(viii) T ∗ ϕ ∈ AAP (R : X), ϕ ∈ D.
Proof. The equivalence of (i)-(iii) can be proved as in scalar-valued case (see [12,
Theorem I, Proposition 1]). It is clear that (iv) implies (iii), while the converse
statement follows from the fact that there exist functions gj ∈ AP (R : X) and
qj ∈ C0([0,∞) : X) for 0 ≤ j ≤ k such that
〈T, ϕ〉 =
k∑
j=0
(−1)j
∫ ∞
0
fj(t)ϕ
(j)(t) dt
=
k∑
j=0
(−1)j
∫ ∞
0
[
hj(t) + qj,e(t)
]
ϕ(j)(t) dt, ϕ ∈ D0,
where qj,e(·) denotes the even extension of function qj(·) to the whole real axis
(0 ≤ j ≤ k). Therefore, T =
∑k
j=0[hj + qj,e]
(j) on [0,∞) and (iii) follows. The im-
plication (iv)⇒ (v) trivially follows from the fact that the expression S =
∑k
j=0 f
(j)
j
defines an element from D′L1(X). Since the space A ≡ AAP (R : X) ∩ Cb(R : X) is
uniformly closed (and therefore, C∞-uniformly closed), closed under addition and
A ∗ D ⊆ A (see [1] for the notion), an application of [1, Theorem 2.11] yields that
(v) implies (vi). The implication (vi) ⇒ (ii) is trivial, hence we have the equiva-
lence of assertions (i)-(vi). In order to see that (ii) imply (vii), choose arbitrarily
a test function ρ ∈ D with supp(ϕ) ⊆ [0, 1]. Set ρn(·) := nρ(n·), for n ∈ N. Then
(ii) implies T ∗ ρn ∈ E(X) ∩ AAP (R : X) for all n ∈ N. Due to the fact that
limn→∞ Tn = T in D
′
L1(X) (see e.g. the second part of proof of [5, Proposition
7]), we get that (vii) holds true. The implication (vii) ⇒ (viii) follows from the
first part of proof of [5, Proposition 7], while the implication (viii) ⇒ (ii) is trivial,
finishing the proof of theorem. 
Let 1 ≤ p < ∞, and let a function f ∈ Lploc(R : X) be asymptotically Stepanov
p-almost periodic. Then the regular distribution associated to f(·), denoted by f(·)
henceforth, is asymptotically almost periodic. In order to see this, let us assume
that p-integrable functions g : R → X and q : [0,∞) → X satisfy the conditions
from the definition of asymptotical Stepanov p-almost periodicity. Since∫ ∞
−∞
f(t)ϕ(t) dt =
∫ ∞
−∞
[f(t)− g(t)]ϕ(t) dt +
∫ ∞
−∞
g(t)ϕ(t) dt, ϕ ∈ D,
and the regular distribution associated to g(·) is almost periodic ([1]), it suffices to
show that the regular distribution associated to (f−g)(·) is in classB′AAP (X). It can
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be easily seen that this distribution is bounded, so that Theorem 2.2 yields that it is
enough to show that, for every fixed ϕ ∈ D0, we have that (f−g)∗ϕ ∈ AAP (R : X).
Let supp(ϕ) ⊆ [a, b] ⊆ [0,∞), where a, b ∈ N0. Then
[(f − g) ∗ ϕ](x)
=
∫ x−a
x−a−1
q(t)ϕ(x − t) dt+
∫ x−a+1
x−a
q(t)ϕ(x − t) dt+ · · ·+
∫ x−b+1
x−b
q(t)ϕ(x − t) dt,
for any x ≥ b, and therefore, for any given number ǫ > 0 in advance we can find a
sufficiently large positive number x0(ǫ) ≥ b such that, for every x ≥ x0(ǫ), we have∥∥[(f − g) ∗ ϕ](x)∥∥ ≤ ǫ,
due to the Sp-vanishing of function q(·) and the Ho¨lder inequality.
Therefore, we have proved the following proposition:
Proposition 2.3. Let 1 ≤ p <∞, and let f ∈ AAPSp(R : X). Then f ∈ B′AAP (X).
The following analogue of Theorem 2.2 holds for asymptotical almost automor-
phy:
Theorem 2.4. Let T ∈ D′L1(X). Then the following assertions are equivalent:
(i) T ∈ B′AAA(X).
(ii) T ∗ ϕ ∈ AAA(R : X), ϕ ∈ D0.
(iii) There exist an integer k ∈ N and asymptotically almost automorphic func-
tions fj(·) : R→ X (0 ≤ j ≤ k) such that T =
∑k
j=0 f
(j)
j on [0,∞).
(iv) There exist an integer k ∈ N and bounded asymptotically almost automor-
phic functions fj(·) : R → X (0 ≤ j ≤ k) such that T =
∑k
j=0 f
(j)
j on
[0,∞).
(v) There exist S ∈ D′L1(X), k ∈ N and bounded asymptotically almost auto-
morphic functions fj(·) : R → X (0 ≤ j ≤ k) such that S =
∑k
j=0 f
(j)
j on
R, and 〈S, ϕ〉 = 〈T, ϕ〉 for all ϕ ∈ D0.
(vi) There exists S ∈ D′L1(X) such that 〈S, ϕ〉 = 〈T, ϕ〉 for all ϕ ∈ D0 and
S ∗ ϕ ∈ AAA(R : X), ϕ ∈ D.
(vii) There exists a sequence (Tn) in E(X)∩AAA(R : X) such that limn→∞ Tn =
T in D′L1(X).
(viii) T ∗ ϕ ∈ AAA(R : X), ϕ ∈ D.
Proof. The equivalence of (i)-(iii) follows similarly as in the proofs of [12, Theorem
I, Proposition 1], given in almost periodic case. The equivalence of (iii) and (iv)
as well as the fact that (iv) implies (v) can be proved as in the previous theorem.
Since the space A ≡ AAA(R : X) ∩ Cb(R : X) is uniformly closed (C
∞-uniformly
closed), closed under addition and A∗D ⊆ A, we can apply again [1, Theorem 2.11]
in order to see that (v) implies (vi). The implication (vi) ⇒ (ii) is trivial, so that
we have the equivalence of the assertions (i)-(vi). The remaining part of proof can
be deduced as in almost periodic case. 
Let 1 ≤ p < ∞, and let a function f ∈ Lploc(R : X) be asymptotically Stepanov
p-almost automorphic. Then the regular distribution associated to f(·) is asymp-
totically almost automorphic, which can be seen as in the case of asymptotical
almost periodicity, with appealing to [5] in place of [1], for almost automorphic
part:
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Proposition 2.5. Let 1 ≤ p <∞, and let f ∈ AAASp(R : X). Then f ∈ B′AAA(X).
Concerning the assertions of Theorem 2.2 and Theorem 2.4, it is worth noting
the following:
Remark 2.6. (i) The validity of (vi) for some S ∈ D′L1(X) implies its validity
for S replaced therein with SQ = S+Q, where Q ∈ D
′
L1(X) and supp(Q) ⊆
(−∞, 0]. For this, it suffices to observe that (Q ∗ ϕ)(x) = 〈Q,ϕ(x− ·)〉 = 0
for all x ≥ sup(supp(ϕ)), ϕ ∈ D.
(ii) Theorem 2.2 and Theorem 2.4 imply that the spacesB′AAP (X) andB
′
AAA(X)
are closed under differentiation, as well as that B′AAP (X) and B
′
AAA(X)
are closed subspaces of D′L1(X) (for this, we can apply the equivalences
of (i) and (ii) in the above-mentioned theorems, the fact that the spaces
AAP (R : X) and AAA(R : X) are uniformly closed, and the fact that the
translations {ϕ(h− ·) : h ∈ R} of a given function ϕ ∈ D forms a bounded
subset of DL1).
(iii) The implication (i) ⇒ (viii) of Theorem 2.2 (Theorem 2.4), can be proved
directly; see Remark 3.5 below for ultradistibutional case.
3. Asymptotical almost periodicity and asymptotical almost
automorphy of vector-valued ultradistributions
For any h > 0, we define
DL1
(
(Mp), h
)
:=
{
f ∈ DL1 ; ‖f‖1,h := sup
p∈N0
hp‖f (p)‖1
Mp
<∞
}
.
Then (DL1((Mp), h), ‖ · ‖1,h) is a Banach space and the space of all X-valued
bounded Beurling ultradistributions of class (Mp), resp.,X-valued bounded Roumieu
ultradistributions of class {Mp}, is defined to be the space consisting of all linear
continuous mappings from DL1((Mp)), resp., DL1({Mp}), into X, where
DL1
(
(Mp)
)
:= projlimh→+∞DL1
(
(Mp), h
)
,
resp.,
DL1
(
{Mp}
)
:= indlimh→0+DL1
(
(Mp), h
)
.
These spaces, equppied with the strong topologies, will be shortly denoted by
D′L1((Mp) : X), resp., D
′
L1({Mp} : X). We will use the shorthand D
′∗
L1(Mp : X) to
denote either D′L1((Mp) : X) or D
′
L1({Mp} : X); D
′∗
L1(Mp) ≡ D
′∗
L1(Mp : C). As it
can be easily proved, D′∗L1(Mp : X) is a complete locally convex space.
It is well known that D(Mp), resp. D{Mp}, is a dense subspace of DL1((Mp)),
resp., DL1({Mp}), as well as that DL1((Mp)) ⊆ DL1({Mp}). It can be simply
proved that f|S(Mp) : S
(Mp) → X, resp., f|S{Mp} : S
{Mp} → X, is a tempered X-
valued ultradistribution of class (Mp), resp., of class {Mp}. The space D
′∗
L1(Mp : X)
is closed under the action of ultradifferential operators of ∗-class.
The space of bounded vector-valued ultradistributions tending to zero at plus
infinity, B′∗+,0(X) for short, is defined by
B′∗+,0(X) :=
{
T ∈ D′∗L1(Mp : X) : lim
h→+∞
〈
Th, ϕ
〉
= 0 for all ϕ ∈ D∗
}
.
Let T ∈ D′∗L1(X). Then we say that T is almost periodic, resp. almost automor-
phic, iff T satisfies: T ∗ϕ ∈ AP (R : X), ϕ ∈ D∗, resp., T ∗ϕ ∈ AA(R : X), ϕ ∈ D∗.
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By B′∗AP (X), resp. B
′∗
AA(X), we denote the vector space consisting of all almost
periodic, resp. almost automorphic, ultradistributions of ∗-class.
Definition 3.1. An ultradistribution T ∈ D′∗L1(X) is said to be asymptotically
almost periodic, resp. asymptotically almost automorphic, iff there exist an almost
periodic, resp. almost automorphic, ultradistribution Tap ∈ B
′∗
AP (X), resp. Taa ∈
B′∗AA(X), and a bounded ultradistribution tending to zero at plus infinity Q ∈
B′∗+,0(X) such that 〈T, ϕ〉 = 〈Tap, ϕ〉 + 〈Q,ϕ〉, ϕ ∈ D
∗
0 , resp. 〈T, ϕ〉 = 〈Taa, ϕ〉 +
〈Q,ϕ〉, ϕ ∈ D∗0 .
By B′∗AAP (X), resp. B
′∗
AAA(X), we denote the vector space consisting of all
asymptotically almost periodic, resp. automorphic, ultradistributions of ∗-class.
As in distribution case, decomposition of an asymptotically almost periodic (au-
tomorphic) ultradistribution of ∗-class into its almost periodic (automorphic) part
and bounded, tending to zero at plus infinity part, is unique. The space B′∗AAP (X),
resp. B′∗AAA(X), is closed under the action of ultradifferential operators of ∗-class.
This follows from the fact that this is true for the space B′∗AP (X), resp. B
′∗
AA(X)
(see [24] and [25]), as well as that, for every Q ∈ B′∗+,0(X) and for every ultradiffer-
ential operator P (D) of ∗-class, we have 〈P (D)Q,ϕ(· − h)〉 = 〈Q, [P (D)ϕ](· − h)〉,
h ∈ R.
For the sequel, we need the following preparation. Let A ⊆ D′∗(X). Follow-
ing B. Basit and H. Gu¨enzler [1], whose examinations have been carried out in
distributional case, we have recently introduced the following notion in [24]:
D′∗A (X) :=
{
T ∈ D′∗(X) : T ∗ ϕ ∈ A for all ϕ ∈ D∗
}
.
Then D′∗A (X) = D
′∗
A∩B(X), for any set B ⊆ L
1
loc(R : X) that contains C
∞(R : X),
as well as the set D′∗A (X) is closed under the action of ultradifferential operators of
∗-class. Furthermore, the following holds [24]:
(i) Assume that there exist an ultradifferential operator P (D) =
∑∞
p=0 apD
p
of class (Mp), resp., of class {Mp}, and f, g ∈ D
′∗
A (X) such that T =
P (D)f + g. If A is closed under addition, then T ∈ D′∗A (X).
(ii) If A ∩ C(R : X) is closed under uniform convergence, T ∈ D′L1((Mp) : X)
and T ∗ϕ ∈ A, ϕ ∈ D(Mp), then there is a number h > 0 such that for each
compact set K ⊆ R we have T ∗ ϕ ∈ A, ϕ ∈ D
Mp,h
K .
(iii) Assume that T ∈ D′(Mp)(X) and there exists h > 0 such that for each
compact set K ⊆ R we have T ∗ ϕ ∈ A, ϕ ∈ D
Mp,h
K . If (Mp) additionally
satisfies (M.3), then there exist l > 0 and two elements f, g ∈ A such that
T = P (D)f + g.
Now we will focus our attention to the case that A = AAP (R : X), resp. A =
AAA(R : X). Then A is closed under the uniform convergence and addition, and
we have A ⊆ D′∗A (X) ([23]). Hence, as a special case of the above assertions, we
have the following lemma:
Lemma 3.2. Let (Mp) satisfy the conditions (M.1), (M.2) and (M.3’), and let
T ∈ D′(Mp)(X), resp., T ∈ D′{Mp}(X). Then the following holds:
(i) Suppose that there exist an ultradifferential operator P (D) =
∑∞
p=0 apD
p of
class (Mp), resp., of class {Mp}, and f, g ∈ D
′∗
AAP (R:X)(X), resp. f, g ∈
D′∗AAA(R:X)(X), such that T = P (D)f + g. Then T ∈ D
′∗
AAP (R:X)(X), resp.
T ∈ D′∗AAA(R:X)(X).
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(ii) If T ∈ D′L1((Mp) : X) and T ∗ ϕ ∈ AAP (R : X), ϕ ∈ D
(Mp), resp. T ∗ ϕ ∈
AAA(R : X), ϕ ∈ D(Mp), then there is a number h > 0 such that for
each compact set K ⊆ R we have T ∗ ϕ ∈ AAP (R : X), ϕ ∈ D
Mp,h
K , resp.
T ∗ ϕ ∈ AAA(R : X), ϕ ∈ D
Mp,h
K .
(iii) Assume that T ∈ D′(Mp)(X) and there is a number h > 0 such that for
each compact set K ⊆ R we have T ∗ ϕ ∈ AAP (R : X), ϕ ∈ D
Mp,h
K , resp.
T ∗ ϕ ∈ AAA(R : X), ϕ ∈ D
Mp,h
K . If (Mp) additionally satisfies (M.3),
then there exist l > 0 and bounded functions f, g ∈ AAP (R : X), resp.
f, g ∈ AAA(R : X), such that T = Pl(D)f + g.
We need one more lemma, which is probably known in the existing literature.
Lemma 3.3. (Supremum formula) Let f ∈ AA(R : X). Then for each a ∈ R we
have ‖f‖∞ = supx≥a ‖f(x)‖.
Proof. Essentially, we need only to prove that for each a, y ∈ R and ǫ > 0 we have
‖f(y)‖ ≤ sup
x≥a
‖f(x)‖+ ǫ.(3.1)
By definition of almost automorphy, for the sequence (bn := n) we can extract a
subsequence (an) of it such that f(y) = limn→∞ limk→∞ f(y − ak + an). This, in
particular, implies that we can find two integers n0(ǫ), k0(ǫ) ∈ N such that, for
every k ≥ k0(ǫ), we have ‖f(y− ak + an)− f(y)‖ ≤ ǫ. This gives (3.1) and finishes
the proof of lemma. 
Now we are able to state the following important result:
Theorem 3.4. Let (Mp) satisfy the conditions (M.1), (M.2) and (M.3)’, and let
T ∈ D′∗L1(Mp : X). Consider the following assertions:
(i) There exist an element S ∈ D′∗L1(Mp : X), a number l > 0 in the Beurl-
ing case/a sequence (rp) ∈ R in the Roumieu case, and bounded functions
f, g ∈ AAP (R : X), resp. f, g ∈ AAA(R : X), such that S = Pl(D)f + g,
resp. S = Prp(D)f + g, and S = T on [0,∞).
(ii) There exist a number l > 0, resp. a sequence (rp) ∈ R, and bounded
functions f, g ∈ AAP (R : X), resp. f, g ∈ AAA(R : X), such that
T = Pl(D)f + g, resp. T = Prp(D)f + g, on [0,∞).
(iii) There exist an ultradifferential operator P (D) =
∑∞
p=0 apD
p of ∗-class and
bounded functions f1, f2 ∈ AAP (R : X), resp. f1, f2 ∈ AAA(R : X), such
that T = P (D)f1 + f2 on [0,∞).
(iv) There exist an element S ∈ D′∗L1(Mp : X), an ultradifferential operator
P (D) =
∑∞
p=0 apD
p of ∗-class and bounded functions f1, f2 ∈ AAP (R :
X), resp. f1, f2 ∈ AAA(R : X), such that S = P (D)f1 + f2 and S = T on
[0,∞).
(v) T ∈ B′∗AAP (X), resp. T ∈ B
′∗
AAA(X), there exist an element S ∈ D
′∗
L1(Mp :
X), an ultradifferential operator P (D) =
∑∞
p=0 apD
p of ∗-class and bounded
functions f1, f2 ∈ AAP (R : X), resp. f1, f2 ∈ AAA(R : X), such that
S = P (D)f1 + f2 and S = T on [0,∞).
(vi) T ∈ B′∗AAP (X), resp. T ∈ B
′∗
AAA(X), and there exists an element S ∈
D′∗L1(Mp : X) such that S = T on [0,∞) and S ∗ϕ ∈ AAP (R : X), ϕ ∈ D
∗,
resp. S ∗ ϕ ∈ AAA(R : X), ϕ ∈ D∗.
(vii) T ∈ B′∗AAP (X), resp. T ∈ B
′∗
AAA(X).
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(viii) T ∗ ϕ ∈ AAP (R : X), ϕ ∈ D∗0 , resp. T ∗ ϕ ∈ AAA(R : X), ϕ ∈ D
∗
0 .
(ix) There exists a sequence (Tn) in E
∗(X) ∩ AAP (R : X), resp. E∗(X) ∩
AAA(R : X), such that limn→∞ Tn = T in D
′∗
L1(X).
(x) T ∗ ϕ ∈ AAP (R : X), ϕ ∈ D∗, resp. T ∗ ϕ ∈ AAA(R : X), ϕ ∈ D∗.
Then we have (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (vi) ⇔ (vii) ⇔ (viii) ⇔ (ix)
⇔ (x). Furthermore, if (Mp) additionally satisfies the condition (M.3), then the
assertions (i)-(x) are equivalent for the Beurling class.
Proof. For the sake of brevity, we will consider only the asymptotically almost
periodic case for the Beurling class (in the case of almost automorphy, it is only
worth noting that, for the proof of implication (ix) ⇒ (vii), we need to use the
supremum formula deduced in Lemma 3.3). The implications (i) ⇒ (ii) ⇒ (iii) ⇒
(iv) and (vi)⇒ (vii) are trivial, while the implication (vii)⇒ (viii) can be deduced
as it has been done for scalar-valued distributions (cf. the proof of implication (i)⇒
(ii) of [12, Theorem I]). In order to see that (iv) implies (v), we only need to prove
that the assumptions of (iv) imply T ∈ B
′(Mp)
AAP (X). Suppose that fi(·) = gi(·)+qi(·)
on [0,∞), where fi ∈ AP (R : X) and gi ∈ C0([0,∞) : X) (i = 1, 2). Then
T1 := P (D)g1 + g2 is an almost periodic ultradistribution of Beurling class due to
[24, Theorem 2] (see [25, Theorem 3.1] for almost automorphic case), and all that
we need to show is T2 := P (D)(f1 − g1) + (f2 − g2) ∈ B
′(Mp)
AAP (X), i.e.,
lim
h→+∞
〈
P (D)
(
f1 − g1
)
+
(
f2 − g2
)
, ϕ(· − h)
〉
= 0, ϕ ∈ D(Mp).
Towards this end, assume that −∞ < a < b < +∞ and supp(ϕ) ⊆ [a, b]. Let
ǫ > 0 be given. Then there exist a sufficiently large finite number h0(ǫ) > 0 and
a sufficiently large finite number cϕ > 0, independent of ǫ, such that, for every
h ≥ h0(ǫ), we have the following (cf. also the proof of [24, Theorem 1]):∥∥∥∥∥
〈
P (D)
(
f1 − g1
)
+
(
f2 − g2
)
, ϕ(· − h)
〉∥∥∥∥∥
=
∥∥∥∥∥
∞∑
p=0
(−1)pap
∫ ∞
−∞
(
f1(t)− g1(t)
)
ϕ(p)(t− h) dt+
∫ ∞
−∞
(
f2(t)− g2(t)
)
ϕ(t− h) dt
∥∥∥∥∥
=
∥∥∥∥∥
∞∑
p=0
(−1)pap
∫ b
a
(
f1(t+ h)− g1(t+ h)
)
ϕ(p)(t) dt+
∫ b
a
(
f2(t)− g2(t)
)
ϕ(t) dt
∥∥∥∥∥
=
∥∥∥∥∥
∞∑
p=0
(−1)pap
∫ b
a
q1(t+ h)ϕ
(p)(t) dt+
∫ b
a
q2(t)ϕ(t) dt
∥∥∥∥∥
≤ ǫ
[
∞∑
p=0
∣∣ap∣∣∥∥ϕ(p)∥∥L1 + ∥∥ϕ∥∥L1
]
≤ ǫcϕ.
This yields (v). The implication (v) ⇒ (vi) follows by applying Lemma 3.2. In
order to see that (vii) implies (vi), assume that T = Tap +Q on [0,∞), where Tap
and Q satisfy the requirements of Definition 3.1. Put S := Tap +Q on R. Then we
need to prove that S ∗ϕ ∈ AAP (R : X), ϕ ∈ D∗, i.e., that limh→+∞(Q∗ϕ)(h) = 0,
ϕ ∈ D∗. But, this follows from the fact that (Q∗ϕ)(h) = 〈Q, ϕˇ(·−h)〉 = 〈Qh, ϕˇ〉 → 0
as h→ +∞ dy definition of space B
′(Mp)
+,0 (X). We can show that (viii) implies (ix)
as in the proof of implication of (ii) ⇒ (vii) in Theorem 2.2. The implication (ix)
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⇒ (x) follows similarly as in the first part of the proof of [5, Proposition 7], while
the implication (x) ⇒ (vii) is trivial. Now we will prove the implication (ix) ⇒
(vii). Let (Tn) be a sequence in E
(Mp)(X)∩AAP (R : X) such that limn→∞ Tn = T
in D
′(Mp)
L1 (X), and let Tn = Gn + Qn on [0,∞) for some Gn ∈ AP (R : X) and
Qn ∈ Cb(R : X) tending to zero at plus infinity (n ∈ N). Let B be a bounded
subset of D
′(Mp)
L1 (X), and let ǫ > 0 be given. It can be simply shown that the set
B′ := B ∪ {ϕ(± · ±h) : h ∈ R, ϕ ∈ B} is a bounded subset of D
′(Mp)
L1 (X), as well.
Then (Gn−Gm)+(Qn−Qm) = Tn−Tm, m, n ∈ N, so that there exists an integer
n0(ǫ) ∈ N such that, for every m, n ∈ N with min(m,n) ≥ n0(ǫ), we have:
sup
ϕ∈B′
∥∥∥〈Gn −Gm, ϕ〉+ 〈Qn −Qm, ϕ〉∥∥∥ ≤ ǫ;
especially,
sup
ϕ∈B′, h∈R
∥∥∥〈Gn −Gm, ϕ(h− ·)〉+ 〈Qn −Qm, ϕ(h− ·)〉∥∥∥ ≤ ǫ.(3.2)
By the foregoing, we have limh→+∞ ‖〈Qn−Qm, ϕ(h− ·)〉‖ = 0, for every m, n ∈ N
with min(m,n) ≥ n0(ǫ), so that there exists a sufficiently large number Mǫ > 0
such that ∥∥∥〈Gn −Gm, ϕ(h− ·)〉∥∥∥ ≤ ǫ, m, n ≥ n0(ǫ), h ≥Mǫ, ϕ ∈ B′.
By Lemma 3.3 and the almost periodicity of function on the left hand side of the
above inequality, we get∥∥∥〈Gn −Gm, ϕ(h− ·)〉∥∥∥ ≤ ǫ, m, n ≥ n0(ǫ), h ∈ R, ϕ ∈ B′.(3.3)
This clearly implies that the sequence (〈Gn, ϕ〉) is Cauchy in X and therefore
convergent (ϕ ∈ DL1). Set 〈G,ϕ〉 := limm→∞〈Gm, ϕ〉 for all ϕ ∈ DL1 . Letting
m→∞ in (3.3), we obtain∥∥∥〈Gn −G,ϕ(h− ·)〉∥∥∥ ≤ ǫ, n ≥ n0(ǫ), h ∈ R, ϕ ∈ B′.(3.4)
This, in turn, implies that G is the limit of convergent sequence (Gn) in D
′(Mp)
L1 (X)
and therefore G ∈ D
′(Mp)
L1 (X). Furthermore, (3.4) shows that limn→∞Gn ∗ ϕ =
G ∗ ϕ, ϕ ∈ D(Mp) in Cb(R : X), so that G ∗ ϕ ∈ AP (R : X), ϕ ∈ D
(Mp); hence,
G ∈ B′∗AP (X). Define 〈Q,ϕ〉 := limm→∞〈T − Gm, ϕ〉 for all ϕ ∈ DL1 . Then Q ∈
D
′(Mp)
L1 (X) and all that we need to show is that Q tends to zero at plus infinity.
For this, observe first that Q has to be the limit of a Cauchy sequence (Qn) in
D
′(Mp)
L1 (X) and that combining (3.2) and (3.3) yields∥∥∥〈Qn −Qm, ϕ(h− ·)〉∥∥∥ ≤ 2ǫ, m, n ≥ n0(ǫ), h ∈ R, ϕ ∈ B′.(3.5)
Due to (3.5), we obtain∥∥∥〈Qn −Q,ϕ(h− ·)〉∥∥∥ ≤ 2ǫ, n ≥ n0(ǫ), h ∈ R, ϕ ∈ B′.
With n = n0(ǫ), the above simply yields the existence of a number h0(ǫ) > 0 such
that ∥∥∥〈Q,ϕ(h− ·)〉∥∥∥ ≤ 3ǫ, h ≥ h0, ϕ ∈ B′.
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Hence, (vii) is proved. Finally, if (Mp) satisfies the condition (M.3), then the
implication (x) ⇒ (i) follows by applying Lemma 3.2(ii)-(iii) with S = T , and
therefore, the assertions (i)-(x) are mutually equivalent for the Beurling class. 
Using the equivalence of parts (vii) and (x) in Theorem 3.4, as well as the conti-
nuity properties of convolution, it readily follows that B′∗AAP (X), resp. B
′∗
AAA(X), is
a closed subspace of D′∗L1(Mp : X). Concerning Theorem 3.4, we have the following
observations:
Remark 3.5. The implication (vii)⇒ (x) of Theorem 3.4 can be proved directly, as
explained below. Let T = Tap +Q on [0,∞), with Tap and Q being the same as in
Definition 3.1. Since
(T ∗ ϕ)(h) =
(
Tap ∗ ϕ
)
(h) +
([
T − Tap
]
∗ ϕ
)
(h), h ∈ R, ϕ ∈ D∗,
and Tap ∗ ϕ ∈ AP (R : X), ϕ ∈ D
∗, we need to prove that
lim
h→+∞
([
T − Tap
]
∗ ϕ
)
(h) = 0, ϕ ∈ D∗
i.e., that:
lim
h→+∞
〈
T − Tap, ϕ(h− ·)
〉
= 0, ϕ ∈ D∗.(3.6)
Since supp(ϕ(h−·)) ⊆ [0,∞) for h ≥ sup(supp(ϕ)), we have that (3.6) is equivalent
with
lim
h→+∞
〈
Q,ϕ(h− ·)
〉
= 0, ϕ ∈ D∗.
But, this follows from the equality 〈Q,ϕ(h− ·)〉 = 〈Qh, ϕˇ〉 for all ϕ ∈ D
∗, and the
fact that Q ∈ B′∗+,0(X).
Remark 3.6. Assume that (Mp) additionally satisfies (M.3). Then, for the Beurling
class, the assumptions in (ii) are equivalent to say that F and X are asymptotically
almost periodic, resp. asymptotically almost automorphic (see Theorem 3.4). We
feel duty bound to say that, in this case, it seems very plausible that the assertion of
Theorem 3.4 can be slightly generalized for ω-ultradistributions (see [17] for more
details). The interested reader may also try to prove analogues of [9, Theorem
4.3.1, p. 123; Theorem 4.3.2, p. 124; Theorem 4.5.1, p. 128] for asymptotically
almost periodic (automorphic) ultradistributions of ∗-class.
The assertion of [12, Proposition 2] can be formulated for vector-valued almost
periodic distributions and vector-valued almost periodic ultradistributions of Beurl-
ing class, with the corresponding sequence (Mp) satisfying (M.1), (M.2) and (M.3).
Now we would like to state the following automorphic version of [12, Proposition
2] (vector-valued case):
Proposition 3.7. (i) Consider the equation X ′ = f ·X + U in D′(X), where
f ∈ E ∩AA(R : C) and U ∈ B′AA(X). If T ∈ B
′
AAA(X) is a solution of this
equation on [0,∞), then its almost automorphic part is a solution of this
equation on R.
(ii) Let (Mp) satisfy (M.1), (M.2) and (M.3). Consider the equation X
′ =
f ·X +U in D′(Mp)(X), where f ∈ E(Mp) ∩AA(R : C) and U ∈ B
′(Mp)
AA (X).
If T ∈ B
′(Mp)
AAA (X) is a solution of this equation on [0,∞), then its almost
automorphic part is a solution of this equation on R.
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Proof. Since the pointwise product of an almost automorphic X-valued function
with a scalar-valued almost automorphic function is again an almost automorphic
X-valued function, we can use the structural characterization of B′AA(X), resp.
B
′(Mp)
AA (X), in order to see that these spaces are closed under pointwise multiplica-
tion with a scalar-valued function f ∈ E ∩AA(R : C), resp. f ∈ E(Mp)∩AA(R : C);
furthermore, the almost automorphy of a bounded distribution, resp. bounded ul-
tradistribution of Beurling class, is equivalent to say that, for every real sequence
(bn), there exist a subsequence (an) of (bn) and a vector-valued distribution S ∈
D′(X), resp. ultradistribution S ∈ D′(Mp)(X), such that limn→∞〈Tan , ϕ〉 = 〈S, ϕ〉
for all ϕ ∈ D, resp. ϕ ∈ D(Mp), and limn→∞〈S−an , ϕ〉 = 〈T, ϕ〉 for all ϕ ∈ D, resp.
ϕ ∈ D(Mp); see [25]. Using these facts, we can repeat almost literally the proof
of [12, Proposition 2] to deduce the validity of (i) and (ii); the only thing worth
noting is that we do not need Bochner’s criterion for the proof because the limits
appearing on lines 10 and -4 on p. 258 of [12] follows, actally, from the almost
automorphy of corresponding distributions. 
4. An application to systems of ordinary differential equations in
distribution and ultradistribution spaces
Let n ∈ N, and let A = [aij ]1≤i, j≤n be a given complex matrix such that
σ(A) ⊆ {z ∈ C : ℜz < 0}. In this section, we analyze the existence of asymptotically
almost periodic (automorphic) solutions of equation
X ′ = AX + F, X ∈ D′(Xn) on [0,∞)(4.1)
and equation
X ′ = AX + F, X ∈ D′∗(Xn) on [0,∞),(4.2)
where F is an asymptotically almost periodic (automorphic) Xn-valued distribu-
tion in (4.1) and F is an asymptotically almost periodic (automorphic) Xn-valued
ultradistribution of ∗-class in (4.2). By a solution of (4.1), resp. (4.2), we mean
any distribution X ∈ D′(Xn), resp. D′∗(Xn), such that (4.1), resp. (4.2), holds in
distributional, resp. ultradistributional, sense on [0,∞).
The main result of this section reads as follows:
Theorem 4.1. (i) Let F = [F1 F2 · · · Fn]
T ∈ B′AAP (X
n), resp. F = [F1 F2 ·
· · Fn]
T ∈ B′AAA(X
n). Then there exists a solution X = [X1 X2 · · ·Xn]
T ∈
B′AAP (X
n), resp. X = [X1 X2···Xn]
T ∈ B′AAA(X
n) of (4.1). Furthermore,
any distributional solution X of (4.1) belongs to the space B′AAP (X
n), resp.
B′AAA(X
n).
(ii) Let (Mp) satisfy the conditions (M.1), (M.2) and (M.3)’, and let F =
[F1 F2 · · · Fn]
T ∈ D′∗L1(Mp : X
n) be such that, for every i ∈ Nn, there exist
an ultradifferential operator Pi(D) =
∑∞
p=0 ai,pD
p of ∗-class and bounded
functions f1,i, f2,i ∈ AAP (R : X), resp. f1,i, f2,i ∈ AAA(R : X), for
1 ≤ i ≤ n, such that Fi = Pi(D)f1,i + f2,i on [0,∞). Then there ex-
ist ultradifferential operators Pij(D) of ∗-class, bounded functions hij ∈
AAP (R : X), resp. hij ∈ AAA(R : X) (1 ≤ i, j ≤ n), and bounded func-
tions h2,i ∈ AAP (R : X), resp. h2,i ∈ AAA(R : X) (1 ≤ i ≤ n), such that
X = [X1 X2···Xn]
T ∈ B′∗AAP (X
n), resp. X = [X1 X2···Xn]
T ∈ B′∗AAA(X
n),
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is a solution of (4.2), where Xi =
∑n
j=1 Pij(D)hij + h2,i for i ∈ Nn. Fur-
thermore, any ultradistibutional solution X of ∗-class to the equation (4.2)
has such a form.
Proof. We will prove only (ii). Since σ(A) ⊆ {z ∈ C : ℜz < 0}, [7, Lemma 1]
and a careful inspection of the proof of [7, Theorem 3, pp. 117-118] yield that it is
sufficient to prove the required assertion in one-dimensional case. So, let ℜλ < 0
and let us consider the equation
X ′ = λX + P (D)f + g, X ∈ D′∗(X) on [0,∞),(4.3)
with given bounded functions f, g ∈ AAP (R : X), resp. f, g ∈ AAA(R : X), and
P (D) =
∑∞
p=0 apD
p. Then (e−λ·X)′ = e−λ·[P (D)f + g] on [0,∞), which implies
〈e−λ·X,ϕ〉 = −〈e−λ·[P (D)f + g], I(ϕ)〉 + 〈Const., ϕ〉, ϕ ∈ D∗0 . Therefore, there
exists a constant c ∈ C such that
〈X,ϕ〉 =
〈
P (D)f + g, e−λ·
∫ ·
−∞
[
eλtϕ(t) − ν(t)
∫ ∞
−∞
eλuϕ(u) du
]
dt
〉
+ c
∫ ∞
−∞
eλuϕ(u) du, ϕ ∈ D∗0 .
Applying product rule for the term containing the function f(·), as well as the
Fubini theorem and partial integration for the term containing the function g(·),
we get:
〈X,ϕ〉 =
∞∑
p=0
(−1)p+1ap
∫ ∞
−∞
f(t)
[
e−λ·I(eλ·ϕ)(·)
](p)
(t) dt+ c
∫ ∞
−∞
eλuϕ(u) du
+
∫ ∞
−∞
g(t)e−λt
∫ t
−∞
[
eλuϕ(u)− ν(u)
∫ ∞
−∞
eλvϕ(v) dv
]
du dt
=
∞∑
p=0
ap
∫ ∞
−∞
f(t)
p∑
k=1
(−1)k+1
(
p
k
)
λp−ke−λt
[
k−1∑
j=0
(
k − 1
j
)
λk−jeλtϕ(j)(t)
− ν(k−1)(t)
∫ ∞
−∞
eλuϕ(u) du
]
−
∞∑
p=0
ap
∫ ∞
−∞
f(t)λpe−λt
∫ t
−∞
[
eλuϕ(u)− ν(t)
∫ ∞
−∞
eλvϕ(v) dv
]
du dt
+ c
∫ ∞
0
eλuϕ(u) du +
∫ ∞
0
[∫ t
0
eλ(t−s)g(s) ds
]
ϕ(t) dt
−
∫ ∞
0
eλv
[∫ ∞
−∞
ν(t)
∫ t
0
e−λsg(s) ds dt
]
ϕ(v) dv, ϕ ∈ D∗0 .
Applying again the Fubini theorem for the term containing the part ν(k−1)(·) as
well as the Fubini theorem and partial integration for the term containing the part
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f(t)λpe−λt, we get
〈X,ϕ〉 =
∫ ∞
0
f(t)
[
∞∑
p′=p+1
ap′
p′∑
k=p
(−1)k+1
(
p′
k
)(
k − 1
p
)
λp
′−p
]
ϕ(p)(t) dt
−
∫ ∞
0
eλv
[
∞∑
p=0
ap
∫ 2
1
f(t)
p∑
k=1
(−1)k+1
(
p
k
)
λp−ke−λtν(k−1)(t) dt
]
ϕ(v) dv
−
∫ ∞
0
[
∞∑
p=0
apλ
p
∫ t
0
eλ(t−s)f(s) ds
]
ϕ(t) dt
+
∫ ∞
0
eλv
[
∞∑
p=0
apλ
p
∫ ∞
−∞
ν(t)
∫ t
0
e−λsf(s) ds dt
]
ϕ(v) dv + c
∫ ∞
0
eλuϕ(u) du
+
∫ ∞
0
[∫ t
0
eλ(t−s)g(s) ds
]
ϕ(t) dt
−
∫ ∞
0
eλv
[∫ ∞
−∞
ν(t)
∫ t
0
e−λsg(s) ds dt
]
ϕ(v) dv, ϕ ∈ D∗0 .
The series in the first and fourth addend converge, whereas the functions
∫ ·
0 e
λ(·−s)g(s) ds,
ceλ· are asymptotically almost periodic, resp. asymptotically almost automor-
phic, due to our assumption ℜλ < 0 (see [23] for more details). The series∑∞
p=0 apλ
p
∫∞
−∞ ν(t)
∫ t
0 e
−λsf(s) ds dt converges uniformly for t ≥ 0 and, to com-
plete the whole proof, it suffices to show that the series
∞∑
p=0
ap
∫ 2
1
f(t)
p∑
k=1
(−1)k+1
(
p
k
)
λp−ke−λtν(k−1)(t) dt
is absolutely convergent. Towards this end, observe that (M.3’) yields the existence
of a finite constant c′ > 0 such that the absolute value of
ap
∫ 2
1
f(t)
p∑
k=1
(−1)k+1
(
p
k
)
λp−ke−λtν(k−1)(t) dt
does not exceed ‖f‖∞Const.|ap|
∑p
k=0
Mk
hk ≤ ‖f‖∞Const.|ap|(p + 1)m
pMp
hp , where
m :=
∑∞
p=1 1/mp <∞. This completes the proof in a routine manner. 
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