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In this paper we investigate using bank modulation of a lifting body to capture
a spacecraft into orbit in a single atmospheric flythrough. Aerocapture without
lift is difficult to achieve because ballistic flythroughs are highly sensitive to the
atmospheric entry angle. Lifting bodies are more robust and provide a simple means
of control through bank modulation. First and second order analytic solutions to
the equations of motion are derived, and are compared against precise numerical
integration. Control laws based on the analytic theory guide the spacecraft to the
desired exit conditions.
Nomenclature
CD = Coefficient of drag
CL = Coefficient of lift
E = Lift and bank control parameter
e = Eccentricity
g = Gravitational acceleration, m/s2
m = Mass of spacecraft, kg
R = Radius of atmospheric entry, km
r = Radius of spacecraft's orbit, Arm
5 = Planform area of spacecraft's wing, m2
s = Nondimensional arc length of space-
craft's trajectory
V = Velocity of spacecraft relative to
planet, km/'s
x = Nondimensional speed parameter
y — Nondimensional altitude parameter
a = Apoapsis in Mars radii
(3 = Inverse scale height of atmosphere,
/cm"1
6 = Nondimensional entry speed parame-
ter
7 = Flight path angle, rad
e — Nondimensional entry altitude para-
meter
p — Atmospheric density, kg/m3
a = Bank angle,
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Fig. 1 Geometry of ballistic skip trajectory with
behavior near critical entry angle, 7*1
Subscripts
e = atmospheric entry condition
/ = atmospheric exit condition
6 = at bottom of atmospheric trajectory
Introduction
DURING aerocapture, a spacecraft flies throughthe atmosphere of a planet to achieve orbit in
a single pass. Unfortunately, capture for ballistic
(nonlifting) vehicles is extremely sensitive to the at-
mospheric entry angle1'2 — too steep or too shallow
and the spacecraft will crash or skip out, as shown
in Fig. 1. Several missions (such as Magellan and
the Mars Global Surveyor) have instead employed
aerobraking where multiple passes over an extended
period of time gradually adjust the orbit; but in
these cases an impulsive maneuver is first required to
capture the spacecraft. The Mars 2003/2005 Sample
Return Mission3 is considering using a lifting body
to satisfy operational constraints by capturing into
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the final orbit in one passage. The advantage of the
lifting body is that it is less sensitive to variation in
the entry angle and the drag is easily modulated.
In this paper we consider bank modulation4 to
control the drag during the atmospheric passage to
achieve the exit condition for ascent into the final
orbit. We derive a second order analytic solution for
the flythrough trajectory and develop two control
laws to modulate the bank so the spacecraft will exit
the atmosphere with the desired apoapsis.
Equations of Motion
For three-dimensional gliding flight, with lift and
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In this research, we are only concerned with pa-
rameters directly related to achieving orbit (and
not the particular final three-dimensional orbit the
spacecraft will achieve). Thus, the two state vari-
ables of the most interest to us are r and V. Ex-
amining Eqs. 1 and 4, we see that analyzing another
state variable, 7 is also required. Thus, the relevant
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To ease the analysis, we nondimensionalize the
equations of motion, Eqs. 7-9. We use the dimen-
sionless arc length s to replace time t:
(10)
(11)
We nondimensionalize the altitude with:
Pe
The quantity h in Eq. 11 is the altitude of the space-
craft relative to the edge of the atmosphere. Thus,
h < 0. Finally, we nondimensionalize the speed by:
x = In (12)
Equations 11 and 12 define new dimensionless
variables in terms of the dimensional entry parame-
ters, pe and Ve. These two are defined in terms of
two more dimensionless quantities:
(13)
5 = ̂  (14)
With these definitions, we can now nondimension-
alize Eqs. 7-9, yielding:
dy i——— = -^//3Rysinjds











By neglecting Ar/J?, the resulting error is on the
same order as neglecting the Coriolis force — the
assumption made for a non-rotating planet. Hence,
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First-order solution
We can omit the component of the gravity acceler-
ation along the tangent to the flight path. Further-
more, by Eggers' assumption5'6 the combined gravi-
tational force and centrifugal force along the normal
to the flight path are assumed to be small and bal-
anced out as compared to the lift force. Then, we






d'y e _ .— = -yE (24)
where, for convenience of notion, we have taken
(25)
as the lift-and-bank control parameter. In the an-
alytic solution, we assume a constant lift-to-drag
ratio, but for the control law, we can modulate the
bank angle by varying E. The reduced equations
allow for the first-order solution:
rp
— ( (26)
Equation 26 shows the variation of the "altitude
variable" (density ratio) as a function of the flight
path angle. At exit, we have yf = 1, and thus:
where the entry angle is negative, while the exit an-
gle is positive, but equal in magnitude. In reality,
the exit angle is slightly less as will be shown in the
second order solution.










The first-order solutions allow the computation of
the elements at the lowest point of the trajectory
Since at exit, Jf = -Je, then





Notice that, from Eq. 11 and the exponential at-
mosphere assumption, the variation in altitude from
the entry point is:
and




Now we derive a set of second-order solutions,
where we obtain a more precise solution by including
more terms from the equations of motion (EOMs)
than the first-order solution. We first use y as the
independent variable to replace the arc length s. By




On the right hand side of Eq. 36, we approximate
cos 7 ss 1 and expand the exponential to the first
order by ex w 1 + x to yield:
d 1-5
(37)
Upon integrating from 7 = 7e and y = 1, we have
the solution for the flight path angle:
= ^(y-l) + -==
(38)
where the integral in the last term is:
x(y}dyP
%) = /Ji y (39)
As an improved first-order solution, we can ne-
glect the contribution of this integral and consider
the change in the flight path angle as a function of
the altitude in the form:
COS7e) = _( (40)
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For the speed variable x, we substitute Eq. 19 into
Eq. 20 to yield:
dx 26ex dy
ds /3Ry ds







Next, we obtain f.y from Eq. 21 using cos 7







Substituting Eq. 43 into 42 yields:




Integrating Eq. 44 yields:
(1-6)
26 /x\ dy_
PR \y) ds~. % (44)
* -
(45)
It remains to evaluate the arc length 5, and the
integral I(y)- Since these terms contribute to the
approximate solution, we shall use the first-order so-
lutions for x and y for their evaluation.
In the first-order derivation we approximate d-j/ds
by only one term (Eq. 21), whereas the original
EOM had three terms (Eq 24). In the second-
order approximation, we make the approximation
6ex « 6+6x w 6. This approximation is exact at ini-
tial conditions, and loses its accuracy as x increases.
Equation 21 is thus approximated by:
f.Ey 1 — 6
ds (46)
We use the first order solution, Eq. 40, to evaluate
Eey/2 in Eq. 46. Also, we approximate Iny ~ k(y —
1) for some value k. Making these substitutions, we
have:
(47)
The approximation Iny w k(y — 1) is exact for
two values of y — one of them is y — 1 while the
other may be chosen by appropriate choice of k. We
let the other value correspond to the spacecraft's
lowest point in the trajectory — when 7 = 0, and




The value of yb can be solved numerically from
Eq. 40, by allowing 7 = 0. We note that Eq. 47
can be rewritten in a simpler form by defining a new
constant:
rC(J . — o i / j rt\
' ao (49)
Equation 47 is solved for y and written as:
y= — (50)
Note that Eq. 50 only provides a rough expression for
y that is used only in helping derive an expression for
s. Eq. 40 provides the second-order approximation
for y. Substituting Eq. 50 into Eq. 46, we have:
1 - 6
Equation 51 can be rewritten in the form:
, Adjas = ————————cos 7 — cos 70












We choose 70 to be positive, so that 70 > \fe\. Equa-
tion 52 can be integrated to yield the second order
solution for s:
s =
A \ (tan 22- + tan f) (tan ̂  - tan:
—— In ' ————
sin70 "* [ (tan ̂  - tan ?)(tan ̂  + tan
(55)
This equation will be used to help evaluate the ex-
pressions for I(y) and x.
To evaluate the I(y) integral, we start with the
definition, and then integrate by parts:
= / xd(lny)
= xlny ~ Inydx (56)
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We approximate x by using the first three terms of
Eq. 45. The differential dx is evaluated using Eq. 41.
Making these substitutions yields:
--/ In y dj + 2(1-a) / In y ds (57)
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The integral in Eq. 59 is evaluated using Eq. 50 for
y. Simplification yields:
2 /"-— / \nyd-y =
4fc/3fl(l-COS7e) 7-
2fc(l - 5) + E
(60)
We evaluate the second integral from Eq. 57 by
using Iny from Eq. 40:
2(1-5) In yds =
— I
E J - — y2
ds
/
- COS 7e ] S
y




f, ,,I (cos 7 - cos7o)as
- tydscos 70s (61)
To complete the integration, we use Eq. 52 for
(cos 7 — cos7o)ds and Eq. 43 for ey, we have:
I In y ds =




2. . 2(1 -6)
C O S 7 o S__ ( 7_7 e )
Finally, we combine Eqs. 60 and 62 into Eq. 57 to
get the integrated form for I(y):
[2fc(l - 5)
[ e
2k(l - 5) J
(63)
The second-order solution thus consists of Eqs. 38
and 45, with evaluations from Eqs. 48, 53-55, and
63.
Numerical Example
Now let us consider a Hohmann transfer to Mars.
The atmospheric entry velocity is 6 = 0.3911. Since
a higher 6 corresponds to a lower entry velocity, then
in general 6 < 0.3911. A sample flythrough trajec-
tory is shown in Figs. 2 and 3. In this example we
use e = 0.00135 and 7e = -8°. The atmospheric
parameter for Mars is (JR = 350.
Figure 2 illustrates the altitude profile as a func-
tion of flight path angle. Note that the profile for
the first-order solution is symmetric about 7 = 0 :
the exit flight path angle is the same as the entry
flight path angle. In reality, drag forces will lower
the exit flight path angle. The integral I(y) pro-
duces this effect in the second-order solution, but
overestimates the drag losses.
In Fig. 3, V/VC = \/2 corresponds to the parabolic
(escape) condition. The trajectory starts off hyper-
bolic on the right, and drag forces slow the spacecraft
down to an elliptic (captured) orbit. The first-order
solution drastically underestimates the exit speed,
and is obviously not a good approximation. The
second-order solution yields much better results, but
still underestimates the exit speed.
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Fig. 2 Plot of trajectory using numerical integration, the first-order solution,





Fig. 3 Plot of trajectory using numerical integration, the first-order solution,
and the second-order solution. Since V/VC decreases during the flythrough, the
entry point is located at the upper-right, while the exit point is located at the
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Control Law
The objective of the flythrough is to use aerody-
namic forces to minimize the AV required for an
insertion into a circular orbit around Mars. If the
aerobraking is done in a single atmospheric flyby,
then at exit of the Martian atmosphere the final
speed Vf and final flight path angle 7/ must be such
that apoapsis of the resulting elliptic orbit is at the
intended position. At apoapsis, a AT^ is applied to
circularize the orbit. By using the conservation of
energy and angular momentum, we see that:
YL £ =2 fl
RVf cos 7/ = raVa
(64)
(65)
We solve Eq. 65 for Va and substitute into Eq. 64.
Next, we make the substitutions
a = R
Thus, at atmospheric exit we have:
u2f(a2 - cos2 7/) = 1a(a - 1) (66)
For a flythrough trajectory, with hyperbolic entry
speed and small entry angle, the exit angle is pos-
itive, and slightly less in magnitude than the entry
angle. Hence, in Eq. 66 we can use the approxi-
mation cos7/ « cos7e- In our guidance scheme we
modulate the bank control E to achieve the required
exit speed. From Eq. 44, we see that a small value
of E provides more speed depletion.
Following the suggestion by Lyons7 for drag mod-
ulation, we propose the following guidance law for
bank modulation. With a constant lift-to-drag ra-
tio, a given entry speed and entry angle, we select
a high bank angle, CTI, with corresponding value
EI = (CL /CD) cos CTI, such that the exit speed is
slightly less than the required speed. This trajectory
will undershoot the desired apoapsis. During the as-
cent, a pure lifting trajectory (i.e., u=0), leads the
spacecraft into an overshoot trajectory. Thus, the
bank angle can be controlled between these two val-
ues (0 and (jj) to allow for atmospheric exit at the
desired speed. In practice, the spacecraft can fly
with a positive bank angle during the atmospheric
descent, and switch to the opposite bank angle for
the ascent. This will prevent the inclination from
changing too much.
First-order Control Law
To formulate a bank control law, the use of the
simplified equations during the ascent may be ade-
quate. Combining Eqs. 22 and 23, we obtain:
dy—ax (67)
If we assume a constant mean value for sin 7 «
sui7m for the integration, we obtain
y - 1 = -———sin7m(x-z/) (68)
The average value for sin 7 can be updated over time,
and given as:
sin 7m = (l/2)(sin7 + sin7/) (69)
Hence, we have:
(sin7 + sin7/)(:r — Xf) (70)
2e
On the other hand, we recall Eq. 26, with the ap-
proximation cos7e « cos7/ to yield:
- (y - 1) = - cos 7/) (71)




If we assume small angles on Eq. 72, we can make
the approximation:
tan(7/ - 7) ~ 7 (73)
This is nothing more than Eq. 28 integrated from
the current state to the exit state. From Figs. 2 and
3, we see that the first order solution is fairly inaccu-
rate. However, the guidance scheme does not have
to rely on exact relationships. As long as the control
law is correcting in the right direction, the first-order
guidance scheme given by Eq. 72 may work. Also of
particular importance is the law's reliance on only
two state variables: the flight path angle, and veloc-
ity, both of which are easily measurable.
Unfortunately, numerical tests reveal that this
simple control law suffers from a few problems. The
first problem is that in the ideal case, E is always
positive. Targeting errors may make it possible for
the spacecraft to skip off the atmosphere before suffi-
cient velocity is lost to capture the spacecraft, where
a negative lift would prevent this condition. The
second problem is that Xf and 7/ are only known
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for the nominal case. With targeting errors, it is
possible that x will at some point exceed Xf during
the flythrough. This creates a singularity in the de-
nominator. This problem is alleviated by bounding
the control to |jB| < Emax. However, this solution
causes a side effect — as the singularity is passed,
the control will rapidly switch from one extreme to
the other. The negative lift induced by this con-
trol may help prevent the problem described earlier;
otherwise it is inefficient, as the control could have
chosen an intermediate value to produce the same
effect.
We compute some sample trajectories both using
the control, and not using it, for some prescribed
nominal conditions, and for several perturbations.
Navigational uncertainties may cause up to a ±1°
(3 a) error in the entry flight path angle.8 At-
mospheric variations may cause up to a 60% error
(3 a) in c, based on parameters given by Tragesser9
and Tragesser and Longuski.10 The results of the
simulations are summarized in Table 1.
Second-order Control Law
We can deduce a second-order control law by com-
bining Eqs. 48, 53, 54, and 55 into the first three
terms on the right-hand side of Eq. 45:
Table 1 Performance of control laws
E = (74)
Equation 74 is equal to Eq. 72 with the small
angle approximation and a correction term applied
to both the numerator and denominator. (To keep
the calculations simple we use the constant nom-
inal value of E where it appears in Eqs. 53 and
54.) Equation 74 may still have a singularity in the
denominator; thus, the bounded constraint still ap-
plies. However, since this control is more accurate,
the singularity occurs less frequently. Also, we note
that this second-order controller requires one more
state feedback (the density altitude). A summary
of results for the second-order guidance scheme are
also included in Table 1.
For the nominal case, the two controllers both er-
roneously adjust the bank angle, rather than leaving
it at the already optimal value. This occurs be-
cause the controllers are based on approximations
to the EOMs. As expected, the second-order con-
troller which more closely approximates the exact
EOMs has a smaller error for the nominal case.
In the cases presented in Table 1, the first-order
controller is only occasionally better than the un-
controlled and 2nd-order cases. However, additional























































































































































































robust than the uncontrolled case. For cases where
the nominal eccentricity is close to 1, and there is
a small margin for error, the first-order controller
tends to capture the spacecraft where it would other-
wise escape. With the exception of the thicker-than-
expected atmospheres, the second-order controller
performs the best.
Figure 4 shows the difference between the actual
velocity and nominal velocity during a flythrough for
the nominal case (see Table 1). By Eq. 66, apoap-
sis is almost entirely determined by final velocity.
Thus, this plot gives us a means to see how well
the control is behaving for the different cases. For
the two nominal cases, both controls begin to intro-
duce errors in the flight profile, but the second-order
control is better at returning to the nominal trajec-
tory. For the thin atmosphere, all cases are forced
to descend using the fixed E, which is too high for
this case. At periapsis, the second-order controller
applies a proper correction, but is unable to arrest
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Fig. 5 Controls for several cases. (L/D)ma.x = 0.75.
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its ascent in time to return to the nominal condi-
tion. Unfortunately, the first-order controller applies
a correction in the wrong direction, and only begins
a proper correction just before the spacecraft exits
the atmosphere.
Figure 5 shows the control for these same cases.
(The uncontrolled trajectories simply have a con-
stant E = 0.5). Again, this plot shows that the
second-order controller is quicker than the first-order
controller to adjust its E to a smaller value. For the
thin atmosphere, the first-order controller begins in
the wrong direction, and only begins to compensate
at the very end.
Several investigators (Braun and Powell,11'12
Thorp and Pierson,4 Gurley,13 and Evans and
Dukeman14) have explored sophisticated guidance
schemes in applications for missions that have been
flown or are currently being planned. We do not
expect our simple guidance laws (in their present
form) to compete with these elaborate algorithms,
but they may point the way to a new approach as
we investigate them further.
Conclusions
The analytic theory for aerocapture of a lifting
body provides the basis for a guidance law to con-
trol the atmospheric exit conditions. We develop
two laws for bank modulation, which are relatively
simple to perform. Numerical tests of the guidance
schemes demonstrate that errors in entry conditions
(larger than typical delivery errors) and large uncer-
tainties in atmospheric density are accommodated.
These techniques may stimulate the development of
more robust aerocapture techniques for future inter-
planetary missions.
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