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SUM M ARY
This research comprises an investigation into the im plications for the 
candidates o f entering the Southern Exam ination G roup’s (SEG) M athem atics sy l­
labus w ithout coursework for 1988. T he papers for this syllabus are arranged in a  
4 - in -a -r o w  schem e <> Candidates enter on one o f  three levels, and,
ow ing to the nature o f this particular level system , not all grades are obtainable on 
each level. Thus, candidates are being asked to choose betw een three levels o f  
entry. The aim o f this work is to m odel the exam ination system , and to evaluate it 
by considering the loss to a candidate o f obtaining anything less than the highest A  
grade.
B efore proceeding to a structured analysis, a prelim inary m odel was 
created based upon the Summer 1988 GCSE exam ination results o f Y ateley School, 
Hampshire. This m odel is developed, tested and evaluated in  chapter 1. T he in­
sight gained from  this m ainly in tuitive m odel is used in chapter 2 to set up a form al 
structure m odelling the exam ination from  the parameters o f an individual candidate 
through a trial exam ination and GCSE exam ination to an expected loss. This m odel 
is then extended to evaluate the loss for a group of candidates w here the inform a­
tion is g iven  in the form  o f a probability distribution over the ind ividual’s 
parameters. In chapter 3 the m odel is tested and evaluated. It is used to obtain  
estim ates o f the group distribution, in  the first instance by m atching the overall loss 
to the group, then by m atching the GCSE grades obtained by the group and fin a lly  
by m axim ising the likelihood o f obtaining the trial exam ination results and final 
grades.
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INTR O D U C TIO N  
A n H istorical O verview  o f the British Exam ination System
Exam inations play an im portant part in  our progress through education  
to em ploym ent, and a w ealth of research has been carried out into testing systems. 
The testing m ay be aptitude testing, w hich is used to predict future level o f perfor­
m ance, or achievement testing, w hich is used to evaluate present level o f know ledge, 
skill and com petence. This overview  is confined to achievem ent testing.
There are two basic theories about achievem ent testing system s, the first 
assumes a random sam pling o f item s from  a universe o f item s, the second assumes that 
the relationship betw een observed perform ance and level o f achievem ent is know n, the 
latent trait theory. The adm inistration procedure is important to an achievem ent test­
ing system  and, once the adm inistration has taken place, the user m ust be able to un­
derstand what the test scores mean and make decisions based on those scores. The  
decisions fall into two categories, the first comprises decisions about further instruction  
for the testee and the second com prises decisions about suitability for future tasks; such  
decisions as suitability for em ploym ent fa ll into this second category. The im portance  
of inform ed interpretation o f test statistics is discussed in ’T est Scores and What They  
M ean’ Chapter 1 (Lym an, 1986).
In achievem ent testing by random sampling o f item s, results can indicate  
specific  capabilities o f the student or mastery, by seeing w hether the student is able to 
perform  successfully  on an agreed-upon proportion o f item s from  the universe. In
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this case it is important to assess the adequacy o f the sam ple o f item s in  the particular 
test being used in  relation to the objectives being measured. (See L ind vail and N itko, 
1975.)
A chievem ent testing o f the second type is know n as latent trait theory, 
item  characteristic curve theory, or more recently, item  response theory. This theory  
postulates that perform ance o f a g iven  item  is a function  o f the testees position on a 
continuum  or a trait, and o f  random error. This relationship is described by the item  
characteristic curve. Am ong the various m odels proposed under this theory, the Rasch  
m odel procedures gained precedence by the 1970’s. Rasch proposed a m odel w hereby  
objective measures o f attainm ent can be achieved. The basis o f the m odel is the pos­
tulate that it is possible to express the encounter o f a person w ith  an item  in terms o f  
just tw o factors, one sp ecific  to the person and one specific  to the item .
This theory encouraged research into the feasib ility  of setting up an 
item  bank on w hich schools could draw for internal tests (Wood, 1968). The National 
Foundation for Educational R esearch (N FER ) produced a report on item  banking  
w hich contains a fu ll description o f the processes involved in creating such a bank: 
description o f attainm ents to be assessed, analysis o f content areas o f the item s, pre­
testing and refin ing the bank and statistical analysis o f the item s and o f tests contain­
ing a range o f these item s (Wood and Skurniks, 1969).
U n til recently alm ost all tests w ere adm inistered in  a p encil-and  paper 
m ode (as is im plicit in the item  bank idea) w ith  each candidate taking exactly the same 
test. This is a very cost e ffec tiv e  w ay o f testing. H ow ever, Bejar (1983) argued that 
the tim e had com e to reassess its usefulness. He put forward the case for adaptive  
achievem ent testing in  w hich the next item  is selected after the testee has responded to
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the present item , using, for exam ple, m axim um  likelihood or Bayesian strategies. 
Other options included coursework w hich could take several w eeks to com plete. Such  
coursework would be set, as the name suggests, as part o f the course, w ith  the teacher 
guiding and ultim ately assessing the work.
F inally, the achievem ent test scores can be interpreted in  d ifferen t ways. 
The m ost com m on approaches are norm -referenced testing (N R T ) and criterion  
referenced testing (CRT). In the form er approach standardised papers are set and the 
scores are scaled w ith respect to a norm ing group. In the latter approach interest 
centres around what the individual can do, the aim being to g ive the testee a score 
w hich in  turn indicates the kinds o f behaviour demonstrated by students w ho gain that 
score. See D esforges (1989, chapter 4) for a fu ller description.
Public exam inations appear to sit uneasily am ongst this theory. Prag­
m atically the exam inations have to be set year by year w hether they strictly m eet the 
requirem ents o f the statistical m odels or not. The School C ertificate gave credit for  
attainm ent in a range o f subjects, failure in  one subject resulted in  overall failure. 
H ence, the GCE, w ith  its novel single subject approach, was heralded w ith  relief. 
H ow ever, the G CE only tested the top 25-30%  o f the population and so the CSE was 
introduced for those who fe ll below  the G CE net. A lthough the CSE did not cover all 
the rem aining pupils it extended the range tested significantly. H ow ever, this dual 
exam ination system  had drawbacks. Pupils w ere entered for both exam inations to in ­
sure against failure in  the GCE and, although grade 1 in the CSE was intended to be 
of equal standard to a pass in  the G CE, em ployers were reluctant to accept the CSE as 
a reputable qualification. A lso, there w ere continual attacks upon the GCE for  a per­
ceived failure to m aintain standards. In both the GCE and the CSE the grades were 
awarded on a norm -referenced schem e so that the percentage o f candidates fa lling into
3
a particular grade rem ained alm ost static from  year to year, and the grade boundaries 
w ere set according to this requirem ent rather than from  any direct com parison o f the 
d ifficu lty  o f the paper w ith those in  previous years..
In 1975 w hen the A ssessm ent o f Perform ance U n it (A P U ) was set up 
one of its aims was to m onitor standards year by year and E xam ination Board by E x­
am ination Board. The Statistics A dvisory Group to the A P U  discussed repeatedly the 
use o f the Rasch m odel w hich, it was assum ed, would provide the basis for id entify ing  
trends over tim e to see w hether standards w ere, indeed, falling. H ow ever G ipps and 
G oldstein (1983, page 162) stated that little progress had been made in  this aim.
A t this point the governm ent decided that the argum ents for un ify ing  
the G CE and CSE exam inations into one new  exam ination w ere overw helm ing and it 
set out proposals for a new  GCSE exam ination. National criteria for public exam ina­
tions w hich  would eventually result in grade defin itions were d efined . In this way  
criterion-referencing, as opposed to the norm -referencing of the G C E and CSE, w ere  
developed from  survey inform ation gathered by the A P U  (G ipps, 1986). A t the same 
tim e other reform s w ere to be made. Previously, the traditional fram e o f reference of 
public exam inations was the latent trait m odel (Christie and Forrest, 1981). N ow  
other types o f assessm ent w ere to be included in order to broaden the range o f attain­
m ents o f those assessed to include alm ost all pupils as proposed by the Schools C ouncil 
(Bulletin 23, 1971). The range o f qualities assessed w ere to be w idened, for exam ple  
to g ive credit to those who strive at practical work or at personal effectiven ess. 
Finally, the period o f assessm ent was to be w idened to cover the tw o years spent study­
ing the GCSE. A further novel feature built into the exam ination was the concept o f  
rewarding positive achievem ent; it was w idely  fe lt that candidates taking, in  particular,
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the G CE often  found the papers w ere testing them  to fin d  what they did not know  
rather than rewarding them  for what they did know.
It is hardly surprising that such a far-reach ing reform  o f the 16+ ex­
am ination required new  exam ination techniques. The coursework elem ent has been  
m entioned but a real problem  was how  to set written exam inations w hich  w ould d is­
crim inate across such a w ide range o f ability, w ider than the G CE and CSE taken  
together. In m any subjects it was decided that the only solution was to opt for  some 
sort of differentiation. A  fu ll analysis o f the various m ethods adopted can be found  
in  K ingdon and Stobart (1988) but, in brief, d ifferentiation  can be d ivided into two  
distinct ideas. In the first, the candidates sit the same paper, but it is structured in 
sections, or in questions, so that the ability  o f the candidate is measured by how  far 
through the paper the candidate is able to progress. In the second, a series o f papers 
is set, possibly containing a com m on elem ent, and a candidate is entered for a 
restricted num ber according to ab ility , in  w hich case the grades obtainable often  vary 
from  option to option.
This second method of d ifferentiation  is clearly not a com m on exam ina­
tion and, in  fact, GCSE is defined as 'a com m on exam ination s y s t e m The choice be­
tw een d ifferentiated  com ponents as specified  in The N ational Criteria -  General 
Criteria (Departm ent o f Education and Science, 1985) is to be made by the teacher in  
advance of the exam ination, in  consultation w ith  the candidate, and not by the can­
didate in  the exam ination room. The im plications for teachers in  choosing the correct 
level o f entry for a candidate is addressed by Isaacson (1987).
When the Schools Council proposed a com m on system  of exam ining and 
carried out a research and developm ent programme, the d ifferentiated  system  used
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was via a 2- le v e l exam ination (Schools C ouncil, 1975). H ow ever C ockroft 
(Departm ent o f Education and Science, 1982) recom m ended d iv id ing  the GCSE M athe­
matics exam ination into three levels and this report, published at a tim e w hen all the 
ideas w ere in the m elting pot was very in fluential in  shaping the future GCSE ex ­
am inations.
By the tim e all the syllabuses w ere agreed w ith  the Secondary Exam ina­
tions C ouncil (SEC, the successor to the Schools Council) there w ere several d ifferen t  
exam ination system s in use. These included:
The 3 - in -a - lin e  m ethod, w hich has one paper com m on to all plus alter­
native easier/harder papers.
The 4 - in -a - lin e  m ethod, w hich has four papers o f increasing d ifficu lty  
o f w hich candidates take any adjacent pair.
The 3-pairs m ethod, w hich has three pairs o f papers w ith  no overlap.
The extension paper m ethod, where candidates can only get a lim ited  
num ber o f grades on the com m on elem ents but can reach the h ighest grades by taking  
an extension paper.
Clearly, the m ultip licity  o f papers presents problem s in  grading, par­
ticularly when the same grade can be obtained from  more than one option. The 
Schools C ouncil had envisaged this d ifficu lty  back in  1983 and B ulletin  42 (Tattersall, 
1983) contains a review  o f the various techniques under consideration then for grading  
differentiated  exam ination system s. One technique is scaling in  order to equate marks 
from  equal options; ranking and regression were also considered, the com m on com ­
ponent being used to m onitor perform ance on the other options. A nother technique is 
the introduction o f ’hurdles’; for exam ple, unless perform ance on a com m on paper
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reached the level o f a hurdle, a candidate could not be awarded the next grade regard­
less o f perform ance on other papers. A  third technique is w eighting to com bine the 
marks o f d ifferent com ponents into an aggregated total.
H ow ever the grades are determ ined, they must agree w ith  the grade 
criteria published by the board. M urphy (1986) argues that there is, though, a 
marked distinction  betw een grading on the basis o f grade criteria and criterion  
referenced grading as described above. Indeed, the criteria are so vague that they ap­
pear to have little or no e ffe c t on grading at present other than w ould  be dictated by  
com m on sense.
E ven as GCSE was being launched the governm ent announced that a 
National Curriculum  was to be prepared for each subject (or group o f  subjects in  some 
cases). Further, this curriculum  w ould  be tested at ages 7, 11, 14 and 16 years. The 
current ed ict is that the N ational Curriculum  Attainm ent at K ey  Stage 4 (16 years) w ill 
be tested via the GCSE. Grading letters w ill be replaced by num bers ranging from  4 
(the low est awarded at GCSE) to 10, the highest grade. Each grade has a precise 
d efin ition  in terms o f subject content and/or skills, and there can be 30 or m ore d if­
ferent criteria for a particular grade to raise it above the one lower. The testing at 7 
years old w ill be put in  place first, and it appears that the schem es for  this have been  
greatly in fluenced  by graded assessm ent schem es w hich w ere being assessed concur­
rently w ith  the final stages o f developm ent o f the present GCSE schem e. Indeed, as 
far back as 1987, M urphy and Pennycuick  argued that such schem es w ould eventually  
in fluence the GCSE.
Tw o important in itiatives are the Graded A ssessm ent In M athem atics 
project (GAIM ) and the K ent M athem atics Project (KM P) (M urphy and Pennycuick,
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1987). Graded assessm ent schem es are not teaching schem es in  them selves but have a 
sign ificant e ffec t on the teaching in  the classroom. T ypical key features are an em ­
phasis on student success, arrangement o f assessments in  a progressive sequence o f  
levels and clearly specified  tasks to be mastered by each student. H ow ever, in  ta ilor- 
ing such ideas to the needs of assessing the National Curriculum  at ages 7 and 11, the 
dem ands on the teacher to com m ent on individual attainm ent from  their ow n observa­
tion w hen adm inistering the tests to a com plete class o f pupils m ay w ell prove to be 
unworkable. If this proves to be the case the GCSE may be retained w ith  only m inor  
adjustm ents.
C H A PTER  1
A n in tu itive m odel
When the GCSE was introduced in  1986, the Exam ination Boards w ere 
allow ed to o ffer  in their M athem atics syllabuses only, assessm ent schem es consisting  
solely o f w ritten papers w ith  no coursework. A fter three years all schem es w ere to 
add the elem ent of coursework. This work is concerned w ith  the Southern Exam ina­
tion Group (SEG) M athem atics syllabus w ithout coursework for candidates to sit in 
1988.
In this schem e candidates would enter on one o f three levels, 1, 2 or 3 
w here level 3 w ould be for the m ost able pupils. Owing to the nature o f this par­
ticular level system , not all grades could be obtained on each level, they were 
awarded thus:
L evel 3 A B C D
L evel 2 C D  E F
L evel 1 E F G
A  candidate falling below  the grades allowed at his entry level w ould be ungraded, U .
Thus, instead of choosing betw een two exam inations, the candidates 
w ere being asked to choose betw een three levels o f entry. A careful structuring of  
the exam ination syllabi for the levels made it possible that, although a pupil’s work
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schem e w ould tend to lead towards a particular level, the fin a l decision  could be le ft  
until after a trial exam ination.
The purpose o f this research was to investigate the im plications o f this 
type o f system  from  the candidate’s point o f view . The aim  was to m odel the ex­
am ination system  so that a set o f probabilities for the resultant grades could be ob­
tained. T hey would then be incorporated into a single statistic using a function  
w hich  w ould quantify the value o f each grade result. One w ay o f  doing this would  
have been to consider the value of each grade in  relation to the expected grade for  
groups o f candidates. So, for exam ple, i f  a candidate belonged to a group w hich  
would be expected to obtain a D grade, the value of his grade result would be zero 
for the D  grade, positive for a higher grade and negative for a low er grade. Thus 
the statistic obtained from  this function  would give a measure o f how  w ell the can­
didates had been exam ined. H ow ever, another approach could be to consider the loss 
to a candidate o f obtaining anything less than the highest A  grade and this approach  
was adopted.
Before proceeding to a structured analysis, a prelim inary m odel was 
created based upon the Summer 1988 GCSE exam ination results o f Y ateley School, 
Hampshire. This m odel is developed, tested and evaluated in this chapter.
This chapter is divided into three sections. In the first section sim ple  
variables are defined  and distributions are ascribed in order to make a working  
m odel o f the exam ination from  w hich  a loss statistic for an individual could be calcu­
lated. In the second section the m odel is tested to see w hether it is unduly affected  
by changes in  som e o f the assumed distributions. The third section  contains a discus­
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sion o f various decision  functions for the entry level o f candidates w ith  the aim  of 
find ing  a function  w hich m inim ises the loss.
1.1. Setting u p  the m odel
The parameter for the individual candidates was defined  to be a, the 
natural ability, where a £  {a’,b ’, c \ d ’,e’,F ,g ’,u ’}, grades com parable to those for GCSE. 
The result o f the trial exam ination was x, where x €  {group 1, group 2, group 3}, 
categories comparable to the three entry levels at GCSE. The decision  to enter a can­
didate at a particular level was d(x) as it was dependent on the result o f the trial ex ­
am ination. The GCSE grade was y , where y e  {A ,B ,C ,D ,E ,F ,G ,U }, and the loss fu n c­
tion, w hich  was dependent on the fin al grade, was l(y). Both d(x) and l(y) had to be 
assigned, together w ith the probability distributions
p(a) -  the probability distribution o f the natural
ability  o f the pupils 
p(x|a) -  the probability o f a trial exam ination result,
g iven  a
p (y |d ,a )- the probability o f y, g iven  d and a 
The expected loss can then be calculated from
E(i(y)) = Y Z  Ky)*p<y)
y
where p(y) = ^  )” V (y|d,a)*p(d|a)*p(a)
a d
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N ote that the expected loss, as defined  here, is an average over the population o f can­
didates w ith  ab ility  distribution p(a). Thus, a small expected loss would indicate a 
successfu l decision  strategy on entry level for that population. It therefore repre­
sents overall success for such a group. To measure individual success, i.e. from  the 
point o f v iew  o f an individual candidate as stated in  the introduction, the 
"population" is narrowed dow n to an individual sim ply by concentrating the w hole  
distribution p(a) at that individual’s ability  level.
P(a) was essentially unknow n at the time o f doing this work as no pre­
vious results w ere available from  w hich to estim ate this distribution, so the results o f  
Y ateley School, Summer 1988 w ere adapted to give a rough guide. Table 1.1 shows 
the num ber o f candidates obtaining each grade at the d ifferen t levels and the cor­
responding proportions can be found in  table 1.2. From table 1.1 it can be seen that 
the highest grades o f each level contain m ost pupils and the low est grades, least 
pupils. It was, therefore, likely  that som e o f the pupils in the first two levels had 
been badly placed and really deserved a higher grade, so som e o f these w ere ar­
bitrarily placed in  higher grades, unobtainable because o f the level o f entry. The  
adjusted numbers are show n in table 1.3. Their corresponding proportions in table 
1.4 w ere taken to be p(x,a), hence the change of description in  the left-h an d  colum n  
from  levels to groups. It fo llow s that the bottom  marginal distribution of this table 
is p(a). A lthough these grades w ere estim ated from  exam ination results rather than 
ability , it seem ed reasonable to assume that som e candidates would perform  better 
than expected ’on the day’ but others would do worse, so keeping an approxim ate  
balance o f totals.
In this first analysis, the decision  function  d was assigned to fo llow  
from  x, the trial exam ination result. Thus a trial result x  = group 1 would lead to a
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decision  to enter a candidate at level 1 and sim ilarly for x = group 2 and x = group 3. 
Thus p(d=level i,a) = p(x=group i,a) (see table 1.4). P(d|a) was then obtained by  
divid ing the colum ns in table 1.4 by the appropriate values o f p(a) from  the bottom  
marginal distribution and the result is show n in table 1.5.
To construct p(y|a,d) a sim ple distribution o f results was assumed such  
that the probability o f obtaining a grade higher or a grade low er than a pupil’s 
natural ability  was 0.1 and of obtaining the equivalent grade was 0 .8 , appropriate ad­
justm ents being made so that the probability o f a grade unobtainable on this grading 
schem e was always zero. For exam ple, i f  a = f ’ on level 2, then p(E |f’,2) = 0.1, 
p(F |f’,2) = 0.8, p (G |f’,2 ) = 0 as the grade was unobtainable, but p (U |f’,2) = 0.1. The
fu ll function  is show n in  table 1.6, w here, as p(y|a,d) is 3-d im ensional, the first matrix  
is the probability o f a final result g iven an entry at level 1, the second is for level 2 , 
the third for level 3.
The last function  to be assigned was the loss function . As an A grade 
was the highest grade obtainable, a zero loss was ascribed to it. Other values were  
chosen in tu itively  to reflect the im portance o f key grades. Thus A was im portant as 
a certain qualification  for  further study in Mathematics; C was im portant as the m in­
im um  grade equivalent to the old ’O’ -  level; G  was im portant as the low est grade to 
be recorded on the GCSE certificate. In each o f these cases the function  needed a 
bigger step to the next lower grade than elsew here and this in tu itive loss function  is 
show n in  table 1.7
N ow  E (l(y)) = y~* l(y)*p(y)
y
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and P(y) = T  T P(yld,a)*p(d|a)*p(a)
where p(a) is the bottom  m arginal distribution in  table 1.4, p(d[a) is in  table 1.5 and 
p(y|d,a) in  table 1.6 .
Table 1.8 shows p (y ,d ), w hich was obtained by m ultip lying the three 
distributions together and sum m ing over a. The right hand m arginal distribution o f  
this table was obtained by sum m ing over d and is p(y).
The form ula, quoted above, for the expected  loss was then used
and the result for this m odel was found to be 9.293, or 0.387 o f the loss assigned to U .
1.2. Testing the robustness of the m odel
H aving constructed the m odel the next step was to test its robustness.
That is, to see how  the fin a l result was altered by changing som e o f the functions.
A m odel is robust if  it is not unduly affected  by minor alterations in  its constituents.
function  and a square loss function , w ere compared w ith  the in tu itive loss function  
described previously. The linear loss function  was constructed by increasing the loss 
by 3 units per grade from  0 for A  to 21 for U .
In order to test the robustness, two other loss functions, a linear loss
y A B C D E F G U
Ky) 0 3 6 9 12 15 18 21
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For the square loss function  the loss was proportional to the square o f the unit d if­
ference in  grade from  an A -grade.
y A B C D E F G U
l(y) 0 1 4 9 16 25 36 49
The in tu itive loss fu n ction  was d efined  in  section 1.1 and is show n in  table 1.7.
In order to compare the resultant expected  losses, each was d ivided by its respective  
1(U). This was equivalent to using a 0 to 1 scale for each function .
The expected losses w ith  respect to 1(U) w ere as follow s:
Square loss function  0.218
Intuitive loss function  0.387 
Linear loss function  0.388
A lthough there was quite a big d ifference betw een the value for the 
square loss function  and the values for the other two, it was a sign ifican tly  d ifferen t 
function  and such a result was to be expected. So these results show ed that the 
m odel was not unduly sensitive to m oderate changes in the loss function .
N ext, the function  p(y|a,d), w hich came from  a (0.1, 0.8, 0.1) schem e of 
probabilities where the 0.8 was the probability o f obtaining the expected grade, was 
com pared w ith  a m ore variable function. This second function  assigned a small 
probability to obtaining a result two grades from  the expected grade, using a (0.05, 
0.15, 0 .6 , 0.15, 0.05) schem e, w here 0.6 was the probability o f obtaining the expected
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grade, and it  is shown in  table 1.9. (Where results w ere unobtainable because of the 
level o f entry, the same procedure was used as for the original m odel.) Table 1.10 
shows p (y ,d ), the m atrix product o f tables 1.9 and 1,4.
The resulting loss, calculated as before, was 0.398 w hich was higher  
than the original 0.387, as would be expected because more candidates w ould be un­
graded. H ow ever the d ifferen ce  was small w hich  shows that the m odel was also not 
unduly a ffected  by m oderate changes in  the function  p(y|a,d).
It was noted, though, that the calculated probability o f exam ination  
result, p (y), to be found in  the right hand colum n of table 1. 10, was rather d ifferen t 
from  the proportions in the original data show n in table 1.2
A B C D E F G U
P(y) 0.167 0.105 0.184 0.133 0.222 0.123 0.033 0.033
prop’n 0.177 0.115 0.165 0.152 0.222 0.144 0.017 0.008
The function  p(y) came from  a m odified  version o f table 1.2 together w ith  an ar­
bitrary assignm ent o f p(y|a,d) and, for a reasonable m odel, it should be sim ilar to 
proportion(y), the proportion of grades obtained in practice. L ooking at the (0.1, 
0 .8 , 0 .1) version o f p(y| a,d) it can be seen that there was this necessary sim ilarity in 
the original m odel.
A B C D E F G U
p(y) 0.171 0.116 0.172 0.144 0.226 0.131 0.025 0.016
prop’n 0.177 0.115 0.165 0.152 0.222 0.144 0.017 0.008
16
1.3. F inding a decision function  w hich minimises the loss
So far, the decision  function  d had been based closely  on ability a, n o -  
tionally via a trial result x. H ow ever an im portant question was w hether this deci­
sion function  w ere the best one, best in  this context m eaning that it would lead to a 
m inim um  loss. So the next step was to alter the decision  fu n ction  in the original 
m odel and to re-calcu late the associated expected losses.
The first alternative decision  functions to be considered w ere ones 
w hich assigned all candidates to the same level. It seem ed reasonable to expect that 
of the three options, entering all candidates at level 2 w ould give the least loss, then  
probably level 1 then level 3. H ow ever, the results were:
L evel 1 loss: 0.602
L evel 2 loss: 0.442
L evel 3 loss: 0.510
L evel 2 did indeed prove to be the best o f these options but, som ewhat 
surprisingly, level 3 came next. Tw o factors seem ed to account for this. The first 
was that the school under consideration had a particularly good catchm ent area and 
so had far few er low er grades than would be expected from  the national average. 
The second was that no allow ance had been made in the m odel for the type o f pupil 
w ho perform s very w ell at a low er level but at a higher level is intim idated and fails 
to show  his ability -  a far more com m on occurrence than that o f more able pupils 
doing badly on easy papers. H ow ever even the smallest loss above o f 0.442 was
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higher than necessary and could be reduced by including further data about the level 
indicated from  trial exam inations.
Data from  the trial exam ination was used in  the original decision  fu n c­
tion by accepting the x  groups as indicators for level o f entry. For com parison pur­
poses, another fam ily  o f decision  functions was considered w hich  assigned candidates 
to the levels using som e fixed  proportions. The first proportions used w ere those o f  
the original data. N orm ally this inform ation would not, o f course, be know n at the 
trial exam ination stage, and the previous year’s results w ould be be used, but in  the 
absence o f previous results, the available data was used to establish the method.
In order to fin d  the proportions to be entered at each level, the total
proportion o f A , B and C grades was used for level 3, o f D  and E  grades for level 2
and the rem ainder for level 1.
From table 1.2. these proportions were:
L evel 3 A  0.177 + B 0.115 + C 0.165 = 0.457
L evel 2 D 0.152 + E  0.222 = 0.374
L evel 1 F 0.144 + G  0.017 + U  0.008 = 0.169
A s the entries w ere to be decided after the trial exam inations it seem ed reasonable to 
expect that m ost o f the pupils chosen to enter for a higher level than that indicated  
by the trial exam ination group w ould be from  the highest abilities available in  the 
next low er group. Thus w here for exam ple, the proportion placed in  group 3 by the 
trials was 0.358 (Table 1.4) a further 0.099 needed to be chosen from  group 2 to make 
up the d ifferen ce  to the 0.457 for level 3 required by this m ethod. From those in d i-
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cated as group 2, all the b ’ grade pupils w ere chosen, then 90% of the rem aining 0.074  
from  c’ and 10% from  d’ to allow  for som e exam ination error. This m eant that the 
proportions o f pupils changed from  group 2 to level 3 were as fo llow s
a’ b’ c* d’
0 0.025 0.067 0.007
These proportions were added to the corresponding ones in group 2 and then divided
by p(a) to give the new  conditional probabilities p(d|a) for this level
L evel 3 a’ b’ c’ d ’
1 1 0.868 0.095
The trial proportion for group 1 was 0.280 whereas this schem e required only 0.169 on 
level 1, so 0.111 needed be entered at level 2. These w ere chosen by taking all the
group 1 c’ and d ’ grade pupils leaving 0.086 more to be chosen. 90% o f these were
taken from  e ’ and 10% from  f \  again allow ing for some exam ination error. The
proportions rem aining.in  group 1 w ere then
c’ d ’ e ’ F  g ’ u ’
0 0 0.046 0.098 0.016 0.008
These proportions were then divided by p(a) to give p(d|a) for this level.
L evel 1 c’ d ’ e ’ F  g ’ u’
0 0 0.226 0.724 1 1
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The level 2 entries w ere calculated using the fact that the colum ns o f p(d|a) had to to­
tal 1. The com plete table was
a’ b ’ c’ d ’ e ’ f ’ g ’ u ’
L evel 1 0 0 0 0 0.226 0.724 1 1
L evel 2 0 0 0.132 0.905 0.774 0.276 0 0
L evel 3 1 1 0.868 0.095 0 0 0 0
w hich gave an expected loss o f 0.381 compared w ith the original 0.387 so very little  
was gained by this m ethod.
It m ay be o f interest to note that w hen these Y ateley trial results w ere
constructed, the school’s O -lev e l and CSE results for the previous year w ere used to
estim ate the proportion o f pupils to allocate to each level for this first GCSE year. 
A ssum ing the in tu itive loss function  w ere correct, the results appear to have nearly  
m inim ised the expected  loss despite the bunching towards the top grades o f each level.
A  second look at this assignm ent of candidates to the levels according
to the 1988 proportions, show ed that the second decision function  just considered as­
sumed that inform ation about ordering w ith in  each group w ere available. In prac­
tice this w ould be the case, but the m odel under consideration only includes the trial 
result group, and so a new  algorithm  was constructed based only on x , the group in d i­
cated by the trial exam inations.
For level 1, the total proportion, p^, to be assigned was 0.169. The trial 
exam ination group 1 was
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c’ d ’ e’ f ’ g’ u ’ total
0.004 0.021 0.123 0.107 0.016 0.008 0.280
This total was too high, so the proportions allocated to level 1 from  each grade were 
0.169 o f the group 1 proportions.
0.280
Thus for p j < p(x=group 1, a),
p(d=level 1, a) = p(x=group 1, a) * p-^  
p(x=group 1)
The values of this distribution are show n in  the first colum n o f the "Decision for x = 
group 1" matrix in table 1. 11.
Turning to level 3, the total proportion p^ to be assigned was 0.457. 
The trial exam ination group 3 was
a’ b ’ c’ d ’ total
0.177 0.115 0.058 0.008 0.358
This total was in su ffic ien t so the rem aining 0.099 were chosen from  group 2 across all 
the grades in the same w ay as described above for level 1.
Thus for P3 ^ p(x=group 3, a) 
p(d=level l,a )  = p(x=group 3,a) + p(x=group 2 ,a)*(p3 -  p(x=group 3))
p(x=group 2)
If the total proportion in group 2 w hen added to that in group 3 w ere still in su ffi­
cient, then the remainder w ould be drawn across all grades from  group 1. F inally,
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the level 2 entries w ere found by sum m ing the level 1 and level 3 entries and sub­
tracting from  the appropriate total.
The three m atrices in table 1.11 show how the proportions originally al­
located to the three groups w ere reallocated to obtain the correct proportions for the 
levels and these matrices w ere sum m ed to give p(a,d), show n in  table 1.12. A s a
check, the right hand marginal totals p(a) are show n w hich  are the same as the lower
m arginal totals in  table 1.4 as required, and the lower marginal totals p(d) are 0.169, 
0.374 and 0.457, the proportions calculated from  the 1988 data. Table 1.13 shows 
p(y,d) w hich was derived from  p(y|a,d)*p(a,d), its right-hand m argin being p(y) w hich  
was needed to evaluate the expected loss. This loss was 0.399 w hich  was greater than 
the previous loss of 0.381 as expected , the extra inform ation about ordering o f can­
didates w ith in  the groups used in  that case being equivalent to a reduction in loss o f
0.018.
U sing  a sim ilar m ethod, the losses for various proportions w ere calcu­
lated, taking values o f 0 , 0 . 1, 0.2 etc. for p j and p2 and P3 = 1 -  (p^ + P2) in order to
find  a m inim um  loss. See table 1.14 and figure 1.1. The m inim um  loss at this
resolution was 0.393 w hen p^ = 0.2, p2 = 0.4 and P3 = 0.4. This was greater than the 
losses found above and so further losses were found for proportions near these values 
to 2 decim al places as show n in  tables 1.15 and 1.16. The m inim um  area o f losses 
around 0.388 was diagonal w ith  the m inim um  value being 0.387 w hen pj = 0.28, 
p2 = 0.36 and P3 = 0.36. A lso P3 was nearly constant for the 0.388 and 0.387 losses,
at a value o f 0.36 w hich show ed that the num ber o f candidates entered at level 3
was critical to m inim ising the loss using this m ethod, presum ably because o f the in ­
creased probability o f failure i f  too many were entered on the one hand and the loss
of not reaching the highest A and B grades on the other.
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It was disappointing that the m inim um  loss obtained in  this w ay was no 
better than the loss o f the first decision  function . It appeared that the lim itation o f  
this m odel had now  been highlighted and, in  order to low er the m inim um  loss, further  
inform ation o f ordering w ithin  groups w ould have to be included in  the m odel. The 
decision  function  w ould then be a m ore discerning function  o f the trial exam ination  
mark. These ideas w ere incorporated into the more rigorous m odel considered in  the 
next chapter.
Yatelev School GCSE M athem atics Results Sum m er 1988
I A B C D E F 6 U | Total
Level 1 | N/A N/A N/A N/A 35 27 4 2 | 68
Level 2 \ N/A N/A 26 35 19 8 N/A 0 | 88
Level 3 | 43 28 14 2 N/A N/A N/A 0 I 87
I 43 28 40 37 54 35 4 2 | 243
Table 1.1 Frequency (Yateley 1988 results)
I A B C D E F G U | Total
Level 1 | 0.000 0.000 0.000 0.000 0.144 0.111 0.017 0.008 | 0.280
Level 2 | 0.000 0.000 0.107 0.144 0.078 0.033 0.000 0.000 | 0.362
Level 3 | 0.177 0.115 0.058 0.008 0.000 0.000 0.000 0.000 | 0.358
p(y) I 0.177 0.115 0.165 0.152 0.222 0.144 0.017 0.008 | 1.000
Table 1.2 Proportion (Yateley 1988 results)
a' b' c' d' a' f' g' u' | Total
Leve I 1 | 0 0 1 5 30 26 4 2 | 68
Level 2 | 0 6 20 35 19 7 1 0 | 88
Level 3 | 43 28 14 2 0 0 0 0 I 87
43 34 35 42 49 33 5 2 | 243
Table 1.3 Ability frequency {adjusted results}
x \ a | a' b' c' d' e' f ' 9' u' P(x)
Group 1 | 0.000 0.000 0.004 0.021 0.123 0.107 0.016 0.008 0.280
Group 2 | 0.000 0.025 0.082 0.144 0.078 0.029 0.004 0.000 0.362
Group 3 | 0.177 0.115 0.058 0.008 0.000 0.000 0.000 0.000 0.358
P(a) | 0.177 0.140 0.144 0.173 0.202 0.136 0.021 0.008 1.000
Table 1.4 Proportion {adjusted results}
24
d \ a | a' b' c' d' e' f ' 9' u'
Level 1 j 0.000 0.000 0.029 0.119 0.612 0.788 0.800 1.000
Level 2 j 0.000 0.176 0.571 0.833 0.388 0.212 0.200 0.000
Level 3 j 1.000 0.824 0.400 0.048 0.000 0.000 0.000 0.000
Total | 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Table 1.5 Estimated P(d|a)
P(yI a.1)I a' b' c' d' e' f ' g' u'
A result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
B result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
C result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
D result| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
E result| 1.000 1.000 1.000 1.000 0.900 0.100 0.000 0.000
F rosult| 0.000 0.000 0.000 0.000 0.100 0.800 0.100 0.000
G result| 0.000 0.000 0.000 0.000 0.000 0.100 0.800 0.100
U result] 
I
0.000 0.000 0.000 0.000 0.000 0.000 0.100 0.900
P(yI a,2)I a' b' c' d' e' f' g' u'
A result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
B result| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
C result| 1.000 1.000 0.900 0.100 0.000 0.000 0.000 0.000
D result| 0.000 0.000 0.100 0.800 0.100 0.000 0.000 0.000
E result] 0.000 0.000 0.000 0.100 0.800 0.100 0.000 0.000
F result] 0.000 0.000 0.000 0.000 0.100 0.800 0.100 0.000
G result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
U result] 0.000 0.000 0.000 0.000 0.000 0.100 0.900 1.000
P(y|a,3)| a' b' c' d' e' f ' g' u'
A result| 0.900 0.100 0.000 0.000 0.000 0.000 0.000 0.000
B result] 0.100 0.800 0.100 0.000 0.000 0.000 0.000 0.000
C result| 0.000 0.100 0.800 0.100 0.000 0.000 0.000 0.000
D result| 0.000 0.000 0.100 0.800 0.100 0.000 0.000 0.000
E result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
F result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
G result| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
U result] 0.000 0.000 0.000 0.100 0.900 1.000 1.000 1.000
Table 1.6 p(y|a,d)
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l ( y )  | 0 4 6 12 14 16 17 24
Table 1.7 Loss function l(y)
p(y.d) I 1 2 3 p(y)
A | 0.000 0.000 0.171 0.171
B | 0.000 0.000 0.116 0.116
C | 0.000 0.113 0.058 0.172
D | 0.000 0.131 0.012 0.144
E | 0.147 0.080 0.000 0.226
F | 0.100 0.031 0.000 0.131
G | 0.025 0.000 0.000 0.025
U j 0.009 0.007 0.001 0.016
Table 1.8 {p(y/a,d)*p(a,d)>
2 6
A m ore variable function  fo r GCSE results
P(y|a,1 )| a' b' c' d' e' f' 9' u'
A result| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
B result| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
C result| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
D result| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
E result| 1.000 1.000 1.000 0.950 0.800 0.200 0.050 0.
F result] 0.000 0.000 0.000 0.050 0.150 0.600 0.150 0.
G result] 0.000 0.000 0.000 0.000 0.050 0.150 0.600 0.
U result] 0.000 0.000 0.000 0.000 0.000 0.050 0.200 0.
P(yIa,2)| a' b' c' d' e' f' 9' u'
A result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
B result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
C result] 1.000 0.950 0.800 0.200 0.050 0.000 0.000 0.
D result] 0.000 0.050 0.150 0.600 0.150 0.050 0.000 0.
E result] 0.000 0.000 0.050 0.150 0.600 0.150 0.050 0.
F result] 0.000 0.000 0.000 0.050 0.150 0.600 0.150 0.
G result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
U result] 0.000 0.000 0.000 0.000 0.050 0.200 0.800 0.
P(y|a,3)| a' b' c' d' e' f' 9' u'
A result| 0.800 0.200 0.050 0.000 0.000 0.000 0.000 0.
B result| 0.150 0.600 0.150 0.050 0.000 0.000 0.000 0.
C result| 0.050 0.150 0.600 0.150 0.050 0.000 0.000 0.
0 result| 0.000 0.050 0.150 0.600 0.150 0.050 0.000 0.
E result| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
F result] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
G result| 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.
U result| 0.000 0.000 0.050 0.200 0.800 0.950 1.000 1.
Table 1.9 p(y|a,d)
p(y,d) I 1 2 3 p(y)
A I 0.000 0.000 0.167 0.167
B I 0.000 0.000 0.105 0.105
c | 0.000 0.122 0.062 0.184
D I 0.000 0.113 0.019 0.133
E I 0.145 0.077 0.000 0.222
F I 0.087 0.037 0.000 0.123
G j 0.033 0.000 0.000 0.033
u | 0.015 0.013 0.005 0.033
Table 1.10 { p ( y | a , d ) * p ( a , d ) }
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Candidates'entered in fixed proportions for each level
1988 proportions to be assigned to each level
L e v e l  1 L e v e l  2  L e v e l  3
0 . 1 6 9 0 . 3 7 4 0 4 5 7
D e c i s i o n  f o r  x =  g r o u p  1 D e c i s i o n  f o r x  =  g r o u p 2 D e c i s i o n  f o r x  =  g r o u p 3
a  \  d  |  1 2 3 a  \  d  |  1 2 3 a  \  d  | 1 2 3
a '  |  0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 a '  |  0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 a '  | 0 . 0 0 0 0 . 0 0 0 0 . 1 7 7
b '  |  0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 b '  | 0 . 0 0 0 0 . 0 1 8 0 . 0 0 7 b '  | 0 . 0 0 0 0 . 0 0 0 0 . 1 1 5
c '  |  0 . 0 0 2 0 . 0 0 2 0 . 0 0 0 c '  |  0 . 0 0 0 0 . 0 6 0 0 . 0 2 2 c '  | 0 . 0 0 0 0 . 0 0 0 0 . 0 5 8
d '  |  0 . 0 1 2 0 . 0 0 8 0 . 0 0 0 d '  |  0 . 0 0 0 0 . 1 0 5 0 . 0 3 9 d '  | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 8
• '  |  0 . 0 7 5 0 . 0 4 9 0 . 0 0 0 t '  |  0 . 0 0 0 0 . 0 5 7 0 . 0 2 1 e '  | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
f  |  0 . 0 6 5 0 . 0 4 2 0 . 0 0 0 f '  |  0 . 0 0 0 0 . 0 2 1 0 . 0 0 8 f '  | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
g '  j 0 . 0 1 0 0 . 0 0 7 0 . 0 0 0 g '  | 0 . 0 0 0 0 . 0 0 3 0 . 0 0 1 9 '  I 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
u '  |  0 . 0 0 5 0 . 0 0 3 0 . 0 0 0 u '  |  0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 u '  | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
T a b l e  1 . 1 1
\  d  1 1 2 3 | P ( a ) p ( y . d ) | 1 2 3 I p ( y )
=  =  = It 11 U II u = =  =  =  = = =  .  = =  =  = | =  =  =  =  = = =2 3  St S 3 =  =  ,  , | =  =  =
a '  | 0 . 0 0 0 0 . 0 0 0 0 . 1 7 7 | 0 . 1 7 7 A | 0 . 0 0 0 0 . 0 0 0 0 . 1 7 1 | 0 . 1 7 1
b '  | 0 . 0 0 0 0 . 0 1 8 0 . 1 2 2 | 0 . 1 4 0 B I 0 . 0 0 0 0 . 0 0 0 0 . 1 2 3 ] 0 . 1 2 3
c '  | 0 . 0 0 2 0 . 0 6 1 0 . 0 8 0 | 0 . 1 4 4 C I 0 . 0 0 0 0 . 0 8 5 0 . 0 8 1 | 0 . 1 6 6
d '  | 0 . 0 1 2 0 . 1 1 3 0 . 0 4 8 j 0 . 1 7 3 D | 0 . 0 0 0 0 . 1 0 7 0 . 0 4 8 ] 0 . 1 5 5
e '  | 0 . 0 7 5 0 . 1 0 6 0 . 0 2 1 | 0 . 2 0 2 E I 0 . 0 8 8 0 . 1 0 2 0 . 0 0 0 | 0 . 1 9 1
f '  | 0 . 0 6 5 0 . 0 6 3 0 . 0 0 8 j 0 . 1 3 6 F | 0 . 0 6 0 0 . 0 6 2 0 . 0 0 0 | 0 . 1 2 2
S '  1 0 . 0 1 0 0 . 0 1 0 0 . 0 0 1 ] 0 . 0 2 1 G | 0 . 0 1 5 0 . 0 0 0 0 . 0 0 0 | 0 . 0 1 5
u '  | 0 . 0 0 5 0 . 0 0 3 0 . 0 0 0 ] 0 . 0 0 8 U | 0 . 0 0 5 0 . 0 1 8 0 . 0 3 3 | 0 . 0 5 7
( d )  | 0 . 1 6 9 0 . 3 7 4 0 . 4 5 7 1
T a b l e  1 . 1 2 P ( a . d ) T a b l e 1 . 1 3 P ( y / a , d ) * p ( a , d )
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Losses for proportions of students entered at the three levels
Pl = proportion entered at level 1, pj at level 2, p3 at level 3
p
Pi + P2 +P3 = 1
1 I 0 . 4 4 2
0 . 9  | 0 . 4 2 8 0 . 4 4 1
0 . 8  j 0 . 4 1 3 0 . 4 2 7 0 . 4 4 0
0 . 7  | 0 . 3 9 8 0 . 4 1 2 0 . 4 2 5 0 . 4 4 2
0 . 6  | 0 . 3 9 5 0 . 3 9 7 0 . 4 1 1 0 . 4 2 7 0 . 4 5 5
0 . 5  | 0 . 4 0 6 0 . 3 9 4 0 . 3 9 6 0 . 4 1 3 0 . 4 4 0 0 . 4 6 8
0 . 4  | 0 . 4 1 7 0 . 4 0 5 0 . 3 9 3 0 . 3 9 8 0 . 4 2 6 0 . 4 5 3 0 . 4 8 1
0 . 3  | 0 . 4 2 9 0 . 4 1 6 0 . 4 0 4 0 . 3 9 5 0 . 4 1 1 0 . 4 3 9 0 . 4 6 6 0 . 5 0 5
0 . 2  | 0 . 4 5 4 0 . 4 2 8 0 . 4 1 5 0 . 4 0 6 0 . 4 0 7 0 . 4 2 4 0 . 4 5 2 0 . 4 9 0 0 . 5 3 7
0 . 1  | 0 . 4 8 2 0 . 4 5 2 0 . 4 2 6 0 . 4 1 7 0 . 4 1 9 0 . 4 2 0 0 . 4 3 7 0 . 4 7 6 0 . 5 2 3 0 . 5 7 0
0  | 0 . 5 1 0 0 . 4 8 1 0 . 4 5 1 0 . 4 2 8 0 . 4 3 0 0 . 4 3 4 0 . 4 3 3 0 . 4 6 1 0 . 5 0 8 0 . 5 5 5
I 0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8
P 1
0 . 9
T a b l e 1 . 1 4 Proportions to 1 decimal place p3 against P|
P 2 
0 . 4 6  | 0 . 3 8 9
0 . 4 5  | 0 . 3 8 8 0 . 3 8 9
0 . 4 4  | 0 . 3 8 9 0 . 3 8 8  0 . 3 8 9
0 . 4 3  | 0 . 3 8 9  0 . 3 8 8 0 . 3 8 9
0 . 4 2  | 0 . 3 8 9 0 . 3 8 8 0 . 3 8 9
0 . 4 1  | 0 . 3 8 9 0 . 3 8 8 0 . 3 8 9
0 . 4 0  | 0 . 3 9 0 0 . 3 8 9 0 . 3 8 8 0 . 3 8 9
0 . 3 9  | 0 . 3 9 1 0 . 3 9 0 0 . 3 8 9 0 . 3 8 8 0 . 3 8 9 0 . 3 9 0
0 . 3 8  | 0 . 3 9 0 0 . 3 8 9 0 . 3 8 8 0 . 3 8 8 0 . 3 9 0
0 . 3 7  | 0 . 3 9 0 0 . 3 8 9 0 . 3 8 8 0 . 3 8 8
0 . 3 6  | 0 . 3 9 0 0 . 3 8 9 0 . 3 8 7
0 . 3 5  | 0 . 3 9 1 0 . 3 9 0 0 . 3 8 9
a  at ss =r = =  =  =  = =  =  =  =  = =  =  =  == =
I 0 . 1 9 0 . 2 0  0 . 2 1 0 . 2 2 0 . 2 3 0 . 2 4 0 . 2 5 0 . 2 6 0 . 2 7
p 1
0 . 2 8
T a b l e 1 . 1 5 Proportions to 2 decimal places P2 against p^
p 3
0 . 3 8 0 . 3 9 0 0 . 3 9 0 0 . 3 9 0 0 . 3 9 0 0 . 3 9 0 0 . 3 9 0
0 . 3 7 0 . 3 8 9 0 . 3 8 9 0 , 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9
0 . 3 6 0 . 3 8 8 0 . 3 8 8 0 . 3 8 8 0 . 3 8 8 0 . 3 8 8 0 . 3 8 8 0 . 3 8 8 0 . 3 8 8 0 . 3 8 8 0 . 3 8 7
0 . 3 5
0 . 3 4
0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 9 0 . 3 8 8
0 . 3 9 0
0 . 3 8 8
0 . 3 9 0
I 0 . 1 9  0 . 2 0  0 . 2 1  0 . 2 2  0 . 2 3  0 . 2 4  0 . 2 5  0 . 2 6  0 . 2 7  0 . 2 8
p1
Tabu 1.16 Proportions to 2 decimal places p3 against pj
0 . 6 0 2
1
0 . 3 9 1
0 . 3 9 0
0 . 3 8 9
0 . 2 9
0 . 3 8 9
0 . 3 9 0
0 . 3 9 1
0 . 2 9
29
1 0£
r£>
Graph of loss against pj for various values of Pn
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C H A PTER 2
A  structured m odel
The analysis thus far has depended on form s for p(a), p(d | a) and 
p(y | d,a) w hich have been estim ated inform ally from  som e previous results and the 
lim itations o f this m ethod were discussed in  chapter 1. The next step was to 
develop a more structured m odel using m athematical distribution functions for the 
marks scored in both the trial and the GCSE examinations.
This chapter is d ivided into fiv e  sections. The first section contains 
the defin itions o f the variables for  individuals, scoring ability  and variability. The 
second section describes how  the logistic function was used for  the distribution of 
marks scored by an individual in  a trial exam ination o f a certain level o f d ifficu lty . 
The remainder o f the second section is concerned w ith  how  appropriate ranges o f  
values were found for each variable and how  particular values could be estim ated in  
a practical situation.
The third section  is concerned w ith the d efin ition  o f the decision  
function  w hich was used to assign x values to GCSE entry levels and contains some 
sample probabilities found from  the m odel thus far. In the fourth section the 
distribution of marks scored in  the GCSE exam ination is assigned. This distribution  
has the same form  as that o f the marks scored in the trial exam ination and in ­
volves the level o f entry by including the d ifficu lty  of the exam ination for the in ­
dividual. Section four continues w ith  a description of the allocation o f grades by
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the exam ination board using these marks and concludes w ith  a m ethod o f u tilising the 
grade boundaries to help to estim ate the d ifficu lty  of each o f the three exam ination  
levels.
The f ifth  and final section is concerned w ith  using the in tu itive loss 
function  developed in  chapter 1 in  the evaluation o f the expected  loss for the in ­
dividual. The input is then extended to cover sim ple form s for  variation o f ability  
and variability over the population in  order to find  an assum ed form  for this varia­
tion  w hich  would give the same expected loss as for the Y ateley School results intro­
duced in  chapter 1.
2.1. Variables peculiar to individual candidates
A  lot o f work has been done from  the exam iner’s point o f v iew  by  
researchers, such as Rasch, using Latent Trait Theory. Latent trait m odels m athe­
m atically describe a relationship betw een test perform ance and the traits (or abilities) 
w hich are assumed to underlie that perform ance; they predict the likelihood o f an 
exam inee answering test item s correctly and so can be used to construct an exam ina­
tion  paper from  pre-tested  questions. Exam inations have also been investigated  
from  the candidate’s point o f v iew  in order to test their reliability. C lassical Test 
Theory defines an Observed Score for an individual taking an exam ination paper in  
terms o f a True Score and an Error Score; here, the true score is defined  to 
be the mean o f Observed Scores w hich  the individual w ould obtain i f  able to sit 
a large num ber o f sim ilar exam inations (for a fuller exposition  see N uttall and 
W illmott, 1972). H ow ever, for  the present research it was postulated that individual 
i w ould have "ability" (a^,Vj), -o o <  < «=>and 0 < v- <<ao . H ere a^  determ ines his
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average scoring capability in  tests/exam s o f a g iven level o f d ifficu lty , and v  ^ his 
variability in  scoring over repeated occasions. This is d ifferen t from  Classical Test 
Theory in  w hich True Score is a function  over the dom ain o f candidates and is con­
cerned w ith  a single level o f exam ination d ifficu lty  only. T he introduction o f in ­
dividual v -’s was a slight extension on the previous se t-u p , the latter being  
recoverable as a special case sim ply by taking v  ^ to be the same know n value for all 
individuals. H ow ever, individual v / s  seem ed more realistic and would also yield  
more flex ib ility .
N ote that a and v  are defined in  terms o f hypothetical repetitions of 
individual testing w ith  unchanged conditions. In order to apply this m odel to an in ­
dividual, a- and v  ^ could be estim ated from  previous exam inations. The next section  
describes how  ranges of values for these variables w ere found once the distribution  
for the marks in the trial exam ination was defined.
2.2. The distribution function for the mark scored in a trial 
exam ination
The purpose of this stage was to m odel the trial exam ination. The  
results from  such an exam ination are im portant as they are used to determ ine the 
level o f entry of a candidate for the GCSE. It was show n in  the previous chapter 
that it is not good enough to look at the group the trial exam ination put a pupil into, 
so the first step was to define the distribution function  for the mark scored by an 
individual g iven a ,^ v- as previously defined  and b, the level o f d ifficu lty  o f the test.
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Benchm arks for the three variables a, v and b w ere then sought so that the m odel 
could be applied to a practical situation.
It was proposed that the mark x scored in  any one exam ination by an 
individual was a random variable w ith  distribution function  F x (x | a ,v ,b ), where Fx  
was a m em ber o f a fam ily  o f distribution functions param etrized by (a,v ,b), b being  
the level o f d ifficu lty  o f the exam ination. (A n individual w ould  norm ally be tested  
w ith  at least two papers o f d iffer in g  levels o f d ifficu lty  and, in  a fu ller  analysis, this 
d istr ib u tion  fu n c tio n  w ou ld  allow  the corresponding m arks to be p red icted  
separately.) It was further proposed that the test mark x w ould be generated from  
(a ,v ,b) by
ln{x /  (100 -  x)} = a -  b + vu (i)
where u is a random variable w ith  distribution function  F u on ( -  oo,oO ). The trans­
form  ln{x /  (100 -  x)} o f x  just converts the range (0 , 100) to (~cO,cP) for convenience, 
and the form  a -  b + vu  yields the desired ordering and scaling o f  scores. A n easily  
handled form  for F u was
Fu (u) = eu /  (1 + eu) (ii) (standard log istic  distribution)
Thus Fx (x | a ,v ,b) was defined.
These functions w ere then analysed statistically as follow s:
From (ii), the density function  f u(u) is g iven by
f u (u) = exp(u) {1 + exp(u)}”2
1“  2 mean(u) = E(u) = I u exp(u) {1 + exp(u)} du
_  CQ f-m
= I" u exp(u) (1 + exp(u)}~M  -  I exp(u) {1 + exp(u)}_ *du
(integrating by parts)
= u exp(u) {1 + exp(u)}-  ^ -  ln {l + exp(u)}
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as u-$»oo , 1 + exp(u) exp(u) and
u exp(u) {1 + exp(u)}” 1 -  ln {l + exp(u)} u exp(u) {1 + exp(u)}-1  -  u
= -u  {1 + exp(u)}-1  
-Mr 0 a s u - ?  00  
as u-* -  oo, u exp(u) {1 + exp(u)}” 1 -  ln {l + exp(u)} 0 -  ln l = 0 
T herefore E(u) = 0
The function  y  = ln{x /  (100 -  x)} is fairly linear in  x  over the range 30 
to 70, so y '^ m x  + c. dy = 100 , w hich is equal to 1 w hen x  has its m id-range
dx x (100-x ) 25
value o f 50. Thus, according to the m odel proposed
x + c ~  a -  b + vu  (iii)
25
Setting a = b, u = 0 in  equation (i), ln{x /  (100 -  x)} *= a -  b + vu, yields x = 50.
Setting a = b, u = 0 and x = 50 in  (iii) gives c = -2 .
So x  25(a -  b) + 50 + 25uv (iv)
m ean(x)^  25(a -  b) + 50 + 25v * mean(u) (v) 
and s.d.(x) »  25v * s.d.(u) (vi)
It has been show n that m ean(u) = 0
so in  (v), m ean(x) «  25(a-b) + 50 (vii)
In particular, w hen a = b, m ean(x) &  50
A s s.d.(u) is a constant, equation (vj) im plies that the standard deviation  of x  is ap­
proxim ately proportional to v.
N ote. The equations (iii) to (v ii) are only approxim ately true for  values o f x  be­
tw een 30 and 70 i.e. w hen a -  b is small.
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Returning to equations (i) and (ii) the m edians o f u and x can be 
found by solving F u = 0.5 and F x  = 0.5. The medians so obtained are
mu = 0
and mx = 100 {1 + exp(b -  a)}-  ^ (note: m x = 50 w hen a = b)
Let t = a -  b, then mx  = 100 {1 + e- t }- ^
D ifferentiating w.r.t. t leads to dx = 100 e_t (1 + e-3)- 2 , w hich  is n on-negative for
dt
all values of t. Therefore m x is an increasing function  o f t. This means that i f  b 
w ere fix ed , the m edian score would increase as a increases, w hich  is an essential fea ­
ture o f a m odel o f this situation.
The next step was to look at values for a and b. T hey had to be con­
sidered together as the score, x , depended on their d ifference. A lthough these 
parameters are num erically unrestricted it may be sim pler to think in  terms o f a fixed  
fin ite  range appropriate to the situation. In the first instance, this was taken to be 
0 to 100 for both a and b.
Some values for t = a -  b are 
t - 2 - 1 0 1 2
m x 11.92 26.89 50 73.11 88.08
There is a large variation in  mx for a small change in  t. But
t = a -  b and, i f  the e ffectiv e  values o f a w ere measured on a 0 to 100 scale as sug­
gested above, a fixed  level o f d ifficu lty , b , could only have m eaningful results for a 
very lim ited ability range. In order to overcom e this d ifficu lty , it was necessary to
scale dow n the d ifference o f a and b so that t = (a -  b) for som e constant k > 0 .
k
N ow  w hen t = 0, a = b so that an individual o f ab ility  a taking a paper
o f level o f d ifficu lty  b = a would have a m edian score o f 50. In particular
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mx = 50 w hen a = b = 50. When t = 2, m x = 88.08 and in  this case if  b = 50 perhaps
a = 80 w ould be reasonable, im plying k = (a -  b) = 15. This value was used in itia lly
t
in  the analysis o f the function  generating x. The m odel was then redefined as:
In x = a -  b + vu where F u(u) = eu (1 + eu)“ *, k = 15.
100 -  x  k
In order to determ ine possible values for a and b, mx was calculated from  the m odel 
w ith  u = 0 .
Thus In m x = (a -  b)
100 -  m x k
yields m x = 100 exp{a -  b} [1 + exp{a -  b}]” *.
k k
Values o f m x are show n in  table 2.1 for a range o f values o f a and b. Because m x is 
a function  o f (a -  b) each row is the same as the previous one, but shifted  one place 
to the left. The graphs o f m x against a for b = 10,20,30,40,50 and 60 are show n on  
figure 2.1. The shape o f each line is a shallow  curve becom ing a steeper curve and 
then shallow again as a approaches 100.
In this testing situation a steep curve w ould be best for discrim inating  
betw een abilities, so b = 20 would be a good profile for abilities 0 to 60 but b = 50 
w ould cover the m iddle range o f abilities from  20 to 80 or 90. N one o f the values o f  
b discrim inated w ell at the highest level o f ability but this is fa irly  typical o f ex ­
am inations set across a w ide range o f abilities and was not considered to invalidate  
the m odel. H ow ever it was thought that a better profile  m ight be obtained if  the 
scale gave a w ider spread for changes in  (a -  b ). This could be achieved by decreas­
ing the value of k, so the analysis was repeated for k = 10 (table 2. 2 and fig . 2 .2). 
Comparing the new  figure w ith the previous one, it can be seen that it has several
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features to recom m end it. The curve for b = 10 is good for  the lower abilities 
w ithout placing the mark for zero ability too high; the curve for b = 60 gives the low  
marks expected for the low est half o f the ability  range but discrim inates w ell at the  
upper end and awards virtually 100% to the brightest individuals as would be ex­
pected. The reason for  this better profile is the increased steepness in  the m iddle  
part o f the curve. Thus the best value, for e ffectiv e  ranges o f a and b to be betw een  
0 and 100, was found to be k= 10 w ith, perhaps, three levels o f d ifficu lty  b = 20 , 
b = 40 and b = 60 (or four papers o f d ifficu lty  b = 10, 30, 50 and 70).
One other function  was plotted for t, t = (a -  b) /  kb, where k > 0. The 
results for k = 0.3 are show n in  table 2.3 and the graphs in figure 2.3. The e ffec t o f 
dividing by b is that as b increases the gradient o f the curve decreases. In practice  
this w ould mean very high marks for m ost o f the range o f abilities in an easy ex ­
am ination, w hich would not be unreasonable, w hile the hardest exam ination would  
discrim inate over the entire range. If it w ere possible to construct such an exam ina­
tion, there would be no need for d ifferentiated papers! A ltering the constant k to 0.1 
(see table 2.4 and figure 2.4) increased the gradient of b = 60 but a very sim ilar 
result was achieved using the original, sim pler m odel so this variation had no benefits  
to make it  worth pursuing at this stage.
The thrust o f the argument above was that the fun ction  for t should  
sensibly be chosen so that
(i) the m edian mark, m x , w ould increase w ith  scoring ability  a,
(ii) the m edian mark, m x , w ould decrease as the level o f d ifficu lty , b, increased.
As m x and t increase together it is su ffic ien t to consider the change in  
t. It is therefore necessary for D t/c)a to be positive a n d T fr /d b  to be negative.
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In the original m odel t = (a -  b)/k, where k > 0, so 3 1/ da = 1/k and 
D t/db  = -1 /  k w hich  satisfy the conditions above.
In the alternative t = (a -  b) /  kb, where k > 07 dt/ i)a = 1 /  kb w hich  is 
only positive w hen b is positive. c)t/Jb = -a  /  kb2 w hich is only negative w hen a is 
positive. So in  m eeting these two conditions the values o f a and b w ould have to be 
restricted to positive values only w hich w ould mean that this fu n ction  w ould be less 
adaptable than the first one.
Thus the better m odel was found to be the original one w ith k = 10. 
H ow ever, at this point the constant was incorporated into the variables a and b by  
redefin ing the scale o f interest for each in  this analysis to be 0 to 10, w hile noting  
that the variables w ere, in  fact, unbounded and so values outside this range would  
have a m eaning. The m odel was therefore written w ithout a constant k, in its 
original form:
ln{x/(1 0 0  -  x)} = a -  b + vu, 
where F u(u) = eu/ ( l  + eu) and the anticipated values o f a and b are betw een 0 and 
10, w ith , perhaps b = 2, 4 and 6 for easy, m edium  and harder tests.
In a practical situation more detailed benchmarks for  a and b could be 
obtained by assigning a value to b for a particular paper, say, 2 , i f  the paper were 
thought to be easy. Then the m edian-score ability could be calculated for exam ina­
tion marks o f 10%, 20%, &c. w ith  b = 2 , and individuals could then be assigned values 
for a from  those calculated based on judgem ent of how  they w ould be expected to 
perform  in  that test.
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The defin ing  relationship for m edian score m x  is 
ln{mx /  (100 — m x )} = a -  b 
As an exam ple suppose that a fa irly  easy test w ere set to low er ability  pupils. Previ­
ous w ork has show n that the level o f d ifficu lty  o f this test, b, m ight be 3.
Suppose m x = 40%
Then a = 3 + ln (40 /60) = 3 -  0.405
= 2.595
Sim ilarly for m x = 50%, a = 3. This w ould mean that to raise an ind ividual’s m edian  
score by 10% from  40% to 50% requires an increase in ability o f 0.405 w hen b = 3.
Note: increase in a = (ln{mx2 /  (100 -  mx2)} -  b) -  (ln{mx  ^ /  (100 -  m x j)} -  b
= ln{mx2(100 -  m x l ) /  [mx l (100 -  m x2)]} 
w hich is the same for any level o f d ifficu lty .
m edian ability  This table shows the abilities needed
score % for various m edian scores w hen b = 3.
========= ======= Once abilities have been assigned for
10 0.803 this test, the level o f d ifficu lty , b j ,  for
20 1.614 a d ifferent test set at the same tim e,
30 2.153 perhaps to m ore able pupils, could be
40 2,595 assessed by considering the scores an -
50 3.000 ticipated in  the harder test fo r  the
60 3.405 pupils who now  have a assigned. This
70 3.847 table verified  that an exam ination of
80 4.386 level o f d ifficu lty  b = 3 would be d is -
90 5.197 crim inating fo r  low er abilities up to
approxim ately a = 5.
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Suppose an individual whose m edian score for this test w ere 50% w ould be expected  
to have a m edian score o f 30% on the harder test. The m edian-score relationship  
could now  be used to estimate b j.
b |  = a -  ln{m x /  (100 -  m x )}
= 3.000 -  ln{30/70)
= 3.847
This process could be repeated for other pupils and the value for  b j chosen w hich  
best reflects the overall picture.
The final task in this stage was to determ ine som e benchm arks for v, 
the variability in  a candidate’s scores in  tests or exam inations. The m odel was 
Fu (u) «  eu /  (1 + eu )
where ln{x /  (100 -  x)} = (a -  b) + vu
i.e. u  = [ln{x /  (100 -  x)} -  (a -  b)] /  v
For corresponding values o f u and x,
Fx (x) = F u(u).
So, setting (a -  b) = t gives 
P(X<x| t,v ) = exp([ln{x/(100 -  x)} -  t] /  v) /  (1 + exp([ln{x/(100 -  x)} -  t] /  v)}
= [1 + {x exp(b -  a)/(1 0 0  -  x)} “ 1 /v  ]-1
The distribution function  is tabulated for a range o f  t’s from  -6  to 5
and x ’s from  1 to 99 for v = 0.1 in  table 2.5. The greatest variability is clearly when
t = 0, so it was decided to look at the mark distribution for various values o f v  keep­
ing t = 0. Table 2.6 shows the distribution function , Fx (x), and the corresponding  
density function  f x (x) for values o f x  from  30 to 70 and the density function  is d is­
played in  figure 2.5. A pproxim ate values for the mean and standard deviation  o f x  
w ere calculated from  the table to be 50 and 4.382. Tables 2.7 and 2.8 and figures 2.6
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and 2.7 show the same inform ation for variability v  equal to 0.05 and 0.2. The as­
sociated standard deviations o f 2.279 and 8.354 appear to conform  to a roughly linear 
law. In order to confirm  this, more accurate estimates for the standard deviation  
w ere calculated for  several values o f v  in  a similar manner, but over the entire range 
of x  instead o f the truncated range from  30 to 70 used above. The results are shown  
in  table 2.9 and do indeed confirm  that the variability and standard deviation are 
approxim ately linearly related. The regression line o f s.d. on v  for figure 2.8 is 
s.d.(x) = 42.77 v  (viii)
Previous analysis obtained the approxim ate relationship
s.d .(x)stf25v * s.d.(u) (vii) (see page 35).
As s.d.(u) is a constant, this last equation supports the fin d in g  that the standard 
deviation o f x  is proportional to v. Com bining this equation and that o f the regres­
sion line, s.d.(x) = 42.77 v, g ives an approxim ate value for s.d.(u) o f 1.71.
In order to check this result the variance of u was calculated.
*•*6 r
Var(u) = J u%u(u) du = J eu /  (1 + eu)2 du
= f  u^ eu/{ ( l  + eu) ( l  + eu )} du
-  oC>
= J '  u2/{ ( l  + eu) ( l  + e- u )} du
= 2 j u 2/{ ( l  + eu)(l + e-u )} du as the integrand is even
Jo
Sim pson’s R ule was then used to evaluate the integral.
The form ula is
/-QO
y dx «- (h /3 )[y 0 + 4(yj + y 3 + y 5 +...) + 2(y2 + y4 + y 6 +...)]
where h is the distance betw een the ordinates 
and Yq is the value of y w hen x = 0.
The calculation, w ith  h = 1, is shown on table 2.10 w hence the variance is 3.295222
and the standard deviation is 1.815274, w hich is reasonably close to the value o f 1.71
obtained from  the previous work.
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Returning to the graph o f the standard deviation o f the marks against v 
in  figure 2 .8 , appropriate values o f v  could be estim ated using the regression line  
equation
s.d.(x) = 42.77 v (v iii) (see page 42).
Suppose that for a particularly consistent individual the standard deviation  o f marks 
were thought to be 2 marks. Then, from  equation (v iii), v  = 0.05 (2dp). Standard 
deviations o f 5 and 10 marks g ive v  = 0.12 and v  = 0.23 (2dp) the latter being for a 
very erratic individual. Thus values o f v  could be expected to be in  the range 0.05 
to 0.25, say.
2.3. The decision function  for GCSE entry level
The purpose o f this stage was to define a decision  function  for entry  
level at GCSE from  the results o f the trial exam ination. The decision  function  is 
therefore d(x) = 1, 2 or 3, where 3 is the hardest level. When entering an individual 
for an external written exam ination, his ability to score marks was considered to be 
the m ost important factor and in  practice a "pass" mark w ould be set for each level 
using the teachers’ know ledge o f the pupils and the perceived leve l o f d ifficu lty  of 
the trial exam ination(s) from  experience o f previous years. Other elem ents, such as 
prior illness or attitude to work, m ight be used in the decision  for marks near the 
boundary or for special cases.
One way o f assigning pass marks would be to choose the range of  
abilities to be targeted for a particular GCSE level and to translate it into a range of
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marks according to the level o f d ifficu lty  o f the trial exam inations using m edian  
marks as defined  previously. The m ethod is as follows:
The defin ing relationship for m edian score m x is 
ln{mx /  (100 -  m x )} = a -  b 
w hich  can be rearranged to
mx = 1 0 0  exp(a -  b) {1 + exp(a -  b)}~^
Suppose that the plan for sp litting the abilities into three entry levels is 
L evel 1 o o  < a < a^
L evel 2 a  ^ 4: a < a2
L evel 3 a2 << a < ©o
The corresponding m edian marks can be calculated, as 
n q  = 100 exp(a^ -  b) {1 + exp(a^ -  b)}~* 
and m 2 = 100 exp(a2 — b) (1 + exp(a2 -  b)}“ *
A  decision  function  can now  be defined  as
d(x) = 1,2 or 3 for x < m j, m ^  x  < m 2 or x ^ m 2
consequently,
P(d=l | a ,v ,b) = P( x < mq | a ,v ,b  )
= P( ln{x /  (100 -  x)} < ln{m^ /  (100 -  m^} | a ,v ,b  )
= P( a -  b +vu < ln{mq /  (100 -  m^} | a ,v ,b  )
= P( a -  b + vu < a  ^ -  b | a ,v ,b  )
= P( a + vu < a  ^ | a ,v ,b  )
= P( u < (a{ -  a) | a ,v ,b  )
= exp (a^ -  a) [1 + exp (aj -  a) ] 1
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N ote that P (d=l | a ,v ,b) loses its explicit dependence on b because o f the way in  
w hich d(x) has been constructed here. It depends on b im plicitly  through a j. This 
w ould not necessarily be so for other decision functions.
Similarly,
P( x  < m 2 | a ,v ,b) = exp(a2 -  a) [1 + exp(a2 -  a)]~^
v  v
so P( d=3 | a ,v ,b ) = P( x >  m 2 | a ,v ,b  )
= 1 -  P( x  < m2 | a ,v ,b  )
= 1 -  exp(a2 -  a) (1 + exp(a2 -  a)}~^
v  v
= (1 + exp(a2 -  a)}-  ^
v
and P( d=2 j a ,v ,b) «  1 -  P( d = l | a ,v ,b) -  P( d=3 | a ,v ,b)
Suppose that analysis by the process described on pages 4 0 - 4 1  o f a 
trial exam ination consisting o f three tests o f increasing d ifficu lty , test 1, test 2 , and 
test 3, had led to estim ates o f b j = 3, b2 = 4.8 and b 3 = 6.9 w ith  target ability  
boundaries a  ^ = 3.3 and a2 = 6.7. The corresponding boundary marks for each paper
would be
L evel 1 /2  L evel 2 /3
a  ^ = 3.3 a2 = 6.7
b 1 = 3 57.44 97.59
b2 = 4.8 18.24 86.99
b 3 = 6.9 2.66 45.02
45
The probability o f d = 1, 2 and 3 for a range o f abilities a from  0 to 10 
against a range of variabilities v  from  0.04 to 0.24 was tabulated using these ability  
boundaries. These ranges roughly correspond to the benchm ark ranges o f interest o f  
0 to 10 for a and 0.05 to 0.25 for v arrived at in  section 2.2 (see page 43). The  
results are show n in  table 2 . 11.
It can be seen that w hen v = 0.04, the sm allest value tabulated, nearly  
all the probabilities are approaching 0 or 1. Only on the boundaries around a = 3.3 
and 6.7 is there a sign ificant chance o f being placed on either o f tw o levels. Thus 
the overall probability o f an individual being "wrongly" placed is, o f course, very  
small. The word "wrongly" is in  inverted commas as a case could be made for plac­
ing a particular pupil on level 3, for instance, even though his average scoring ability  
w ere below  that w hich  the m odel stipulates, because he needs the level 3 pass for his 
chosen career and is prepared to take a greater risk o f being ungraded than is usual.
N ow  consider individuals of ability  3, say. With v  = 0.04 there is a 
probability of 0.999 o f being placed on level 1 rather than on level 2. But for the
largest v  o f 0.24, this is reduced to 0.777. Turning to ab ility  5, w ith  v = 0.04, the 
probability o f being entered for level 2 is approaching 1, but for v  = 0.24 there is a 
small probability, 0.001, o f being entered for level 1 or level 3. This would be of 
great concern as there is no grade in com m on (other than U ) betw een  levels 1 and 3 
so it is im portant that a pupil w ith  these characteristics should be placed on level 2 . 
N ote. There was an assum ption in  this m odel that all the pupils sitting the trial ex ­
am ination w ould be entered for GCSE. If this were in doubt, a m odification  to the 
boundary grades could be made by including a third boundary, low er than the other 
tw o, below  w hich pupils w ould not be entered for GCSE at all.
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2.4. The GCSE exam ination
The next task was to define a distribution for the mark scored in  the 
GCSE exam ination by an individual and a m ethod for assigning a grade to a mark. 
This is a refinem ent on the in tu itive m odel o f the previous chapter where only the 
resulting grades w ere considered. It was assumed that the percentage mark, y, 
scored by an individual in  the GCSE was a random variable w ith  distribution fu n c­
tion  F y (y | a ,v,b^). It could be argued that the random departure from  the m edian  
perform ance "on the day" w ould not d iffer  significantly in its distribution betw een  
the GCSE and previous (trial) exam inations, so F y was assumed to be the same here 
as Fx above, w ith  being the exam ination d ifficu lty  for entry level d.
Before deciding on a policy for grading the GCSE, SEG carried out a 
four year study o f m ethods o f awarding grades to candidates taking GCSE exam ina­
tion, the Novel Examinations at 16+ Research Project. A  short report on their fin d ­
ings on grading the GCSE can be found in Good and Cresswell (1988). Original 
research, w hich form s the background to the study, on determ ining grades w hen two  
groups share a com m on paper was carried out by Backhouse (1976). He was con­
cerned w ith  the e ffec t o f com bining the scores o f two papers, one com m on to all 
candidates and one specific  to a lim ited ability range. He pointed out that a sim ple 
addition of scores altered the relative w eighting o f the two papers for lower ability  
candidates compared w ith that for higher ability candidates. In order to overcom e 
this problem, he investigated linear scaling, ranking and regression m ethods on a 
lim ited sample. H e concluded that each m ethod produced acceptable results although  
regression, w hich involved calculating a theoretical result for a paper w hich the can­
didate had not actually taken, had less theoretical justification  (Backhouse, 1976). 
T hese results w ere challenged  b y  Wood (1978) w ho p erce ived  anom alies in
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Backhouse’s results and carried out the analysis again on another lim ited data set. 
He argued that neither the scaling nor ranking m ethods w ere su ffic ien tly  in  line w ith  
com m on sense and that regression was the m ost reliable technique. Backhouse’s 
study was replicated by K ingdon et al (1983) for a larger sample o f candidates where  
they compared the results o f awarding grades by scaling, ranking and regression w ith  
the grade awarded by WJEC on their A lternative Syllabus GCE and CSE papers taken  
in  the autumn 1980. T hey concluded that ranking was unsatisfactory as it was too 
influenced  by the com position o f the group o f candidates entered for  the same option  
as a particular candidate. Their overall recom m endation was that scaling or regres­
sion m ethods should by used in  a diagnostic, rather than a prescriptive w ay as they  
relied too heavily on the com m on paper elem ent, whereas a C hief Exam iner could  
compare standards on the alternative papers using his experience.
In the SEG Project (Good and Cresswell, 1988), various m ethods o f  
grading candidates in  terms o f a com m on grade scale were studied for d ifferen t com ­
binations o f papers. The conclusion was that a scaling m ethod using awarders’ 
judgem ent was to be recom m ended. H ow ever, the current position  in SEG is that 
the total marks for candidates on each level are ranked and grade boundaries are set 
by the C hief Exam iner for each level using his judgem ent o f com parability. The 
Research Project studied this m ethod and concluded that awarders tended to consider 
few er candidates to be worthy o f any given  grade on harder papers. H ence the SEG  
results are monitored by their research unit each year and advice is g iven  to the E x­
aminers on setting the grade boundaries.
When the C hief Exam iner sets the grade boundaries, he uses his ex­
perience o f past exam inations to try to ensure that the standard o f M athem atics used  
by typical candidates in  each grade is consistent w ith previous years. A lthough ex­
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airliners try to keep the d ifficu lty  o f papers constant, this is not easily achieved and 
so grade boundary marks w ill vary from  year to year. Judging from  general in for­
m ation given  by the board about the marks they would like their candidates to score, 
a typical set o f boundary marks m ight be:
L evel 1 L evel 2 L evel 3
C y > 8 5  A  y  ^  87
E y ^ 80 D 70 ^ y < 85 B 72 <: y  < 87
F  62 ^ y < 80 E 55 ^ y < 70 C 50 ^ y  < 72
G  40 ^  y  < 62 F  35 ^ y < 55 D 37 ^ y < 50
U  y  < 40 U  y < 35 U y < 3 7
for papers o f d ifficu lty  b j , b 2 and b^.
A n estim ation o f b^, b2 and b 2 could be made in  the same way as 
used in  section 2.2 by considering the anticipated m edian scores o f candidates w ith  
previously assigned a-values, on each o f the levels. In addition, the extra inform ation  
about the boundary marks could be used. For instance, the E /F  boundary mark is 
80 at level 1 and 55 at level 2. These two boundaries are based on the ch ief  
exam iner’s assessment o f how  d ifferen t candidates o f the same m athem atical ability  
w ould have scored on the d ifferen t levels. A lthough this is not the same as scoring  
ability as defined here, he would have the b enefit o f being able to scrutinise m any  
scripts and their associated scores. It could therefore be expected that the two  
boundary marks assigned thus would be approxim ations to the m edian scores o f can­
didates o f the same scoring ability.
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ln{mx/(1 0 0  -  m x )} = a -  b i.e. a = b + ln{m x/(1 0 0  -  m x )}
For the level 1 boundary mark o f 80
a = + ln{mx j /(1 0 0  -  m x ^)} where m x  ^ = 80
A ssum ing the same a-va lu e  for the corresponding boundary on level 2
a *= b2 + ln{mx 2 /(1 0 0  -  m x 2)} where mx 2 = 55
C om bining the two equations gives
b2 = b i + in { m x l  y 100 -  mx2 }
100 -  mxl mx2
= b , + In {80 45)
20 55
= b{ + 1.1356
The same calculation could be repeated for another boundary by com ­
paring the level 1 F /G  boundary o f 62 w ith the level 2 F /U  boundary o f 35. A l­
though a candidate fa lling below  the boundary would be awarded a d ifferen t grade 
depending on the level, these boundaries are the low est marks for an F  grade and so 
should be comparable. U sing  m x  ^ = 62 and mx 2 = 35 yields
b2 = b{ + In {62  ^ 65}
38 35
= b{ + 1.1086
A lthough not identical the estim ates for b2 relative to are close and a mean would  
be b2 = b1 + 1.1497
This process could be repeated for the boundaries com m on to levels 2 
and 3. U sing the C /D  boundary where mx 2 = 85 and m x 3 = 50, and the estim ate 
b2 = b 1 + 1.1497
b 3 = b2 + In { m x2 100 -  m x3}1 * A  • ■■ ■ >■ i
100 -  mx2 mx3
Previous analysis in  section 2.2 showed that
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Sim ilarly for the low er D  boundary where m x2 = 70 and m x3 = 37 
b 3 = b t + 2.5292  
From these the m ean value is
b3 = b{ + 2.7068
If b j = 3 the levels o f d ifficu lty  estim ated in  this way w ould be 3, 4.15 and 5.71 
(2dp).
F inally, consideration had to be given to the value o f a to be assigned  
to the individual for this GCSE distribution function. It w ould  be expected that 
practice betw een the trial exam ination and the GCSE, would lead to an increase in  
scoring ability  for an individual. A  fuller analysis should assign a probability d is­
tribution for the increase, but it was su ffic ien t for the present purpose to use a f la t -  
rate increase o f, say, 0.5. So a candidate w ith  initial ab ility  o f a = 3 for the d is­
tribution function  F x (x | a ,v ,b) would have a higher ability of 3.5 for the distribution  
function  Fy (y | a ,v ,b^) considered in  this stage.
N ow  that som e estim ate o f b^ had been found, it was possible to use the 
m odel to generate probabilities o f level o f entry and thence o f GCSE marks and final 
grades for  each candidate. The probability of final grades is com bined w ith  a loss 
function  in the next section to find  the expected loss for an individual.
2.5, The loss for an ind ividual or for a group
In this section the loss function  is assigned and expected losses are 
found for a sample o f individuals. The m odel is then used to fin d  the loss for  
sim ple form s o f variation o f ability  and variability over the population and a popula­
gives b 3 = + 2.8843
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tion is found such that the loss is the same as for the Y ateley School results intro­
duced in chapter 1.
The in tu itive loss function  developed in  chapter 1 seem ed an ap­
propriate choice to assign to the loss fu n ction  for this m odel, although it was found  
to be help fu l to change the w ay it  was quoted so that the losses w ere all relative to a 
m axim um  loss o f being ungraded o f 1.
Grade A B C D E F G U
Original l(grade) 0 4 6 12 14 16 17 24
N ew  l(grade) 0 0.167 0.25 0.5 0.583 0.667 0.708 1
N ow  the expected loss for an individual o f capability (a,v) is
l(grade)p(grade | a,v)
grade
w here p(grade | a ,v) = ^  p(grade i a ,v ,d)p(d  | a,v)
and p(grade | a ,v ,d) = p(grade | a,v ,b^) com es from  section 2.4, 
b^ being the d ifficu lty  o f the GCSE exam ination at the level assigned by the decision  
function  d,
w hile p(d | a,v) = p(d | a ,v ,b ) com es from  section 2.3,
b being the d ifficu lty  of the trial exam ination paper, d has been defined  in terms o f  
boundary scores, m x , in such a w ay that it loses its explicit dependence on b, but 
there is still an im plicit dependence via the m values. (See note on page 45). The  
expected loss defined  in  this w ay is also know n as the risk fu n ction  (Silvey 1970 
Chap. 11).
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This expected loss d iffers from  the one used in  Chapter 1 in  that it is 
conditioned on (a,v). It could be unconditioned by m ultiplying by p(a,v), an assumed  
form  for variation over the population o f interest, and then integrating over (a ,v )a T k  
results o f this procedure are shown at the end o f this section.
Before attem pting to find  p(a,v), a com puter m odel was used to fin d  the 
expected loss from  the individual’s a and v  values and the trial exam ination’s b. As 
has been previously stated, abilities and levels o f d ifficu lty  are set on scales relative  
to each other so values w ere assigned as follow s. First the GCSE levels o f d ifficu lty  
w ere taken to be b^ = 3, b2 -  4.15 and b 3 = 5.71 as suggested in  the previous section. 
It was decided that a reasonable goal w hen choosing a level o f  entry was that the 
m edian score o f candidates should be 50% and over on the paper for  w hich they w ere 
entered, (after allow ing for the increase in  scoring ab ility  betw een  the two sets of  
exam inations). For exam ple, previous work has show n that in  order to have the 
boundary m edian score o f 50% in  an exam ination w ith b = 4.15, the ability boundary  
must be a = 4.15 at the tim e of taking the exam ination and so a = 4.15 -  0.5 = 3.65 at 
the tim e of taking the trial exam ination. The level o f d ifficu lty  o f the GCSE w ould  
be judged prim arily on the experience o f the previous year’s papers so it was assumed  
that the d ifficu lty  would be approxim ately equal to 3, 4.15 and 5.71 giving ability  
boundaries for level o f entry o f a  ^ = 3.65 and a2 = 5.21 (0.5 below  the levels o f d if ­
ficu lty  o f the higher two exam inations). U sing this inform ation the Pascal program  
’exam gcse’ was written and it is included in  appendix 1.
Some results from  this m odel are shown in tables 2.12 -  2.16. Previous 
analysis demonstrated that the trial exam ination d ifficu lty  had no e ffec t on the 
various probabilities (see note on page 45), so b was kept constant at 4 for the tabula­
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tions. The first three tables are concerned w ith typical level 1, leve l 2 and level 3 
candidates respectively. T hey each have a variability o f 0.1 w h ich  is an interm ediate  
value.
For exam ple, looking at table 2.13, the ind ividual’s ab ility  is 4 and the 
probability o f being entered at level 2 is 0.971, so he is m ost lik ely  to enter at this 
level. If so, he is m ost likely  to be awarded a grade E  (probability = 0.8097) and the 
loss for being entered at this level is 0.5979. H e is unlikely to be entered for level 1 
(probability = 0.029) but i f  he were, there would be slightly less chance o f the E 
grade (probability = 0.7571) and the loss would be fractionally higher than for level 2 
at 0.6034. The loss for being entered at level 3 is nearly the m axim um  at 0.994 but, 
of course, the probability o f this happening is approaching zero. The fin a l colum n  
of overall probabilities is the probability o f a grade summed over the three levels and 
is g iven  by
p(grade | a,v) = p(grade | a ,v,d)p(d | a ,v) 
d
and it was noted above that
p(d I a,v) = p(d | a,v ,b).
Tables 2.15 and 2.16, show results for individuals o f boundary abilities 
for the decision  function  w ith  a high variability of 0.2 In table 2.15 the candidate is 
borderline level 1 /2. On level 1 he has a chance o f being awarded an E  dow n to U , 
although the probability o f the U  is very small (0.0004), In contrast, on level 2 there 
is a sm all probability of gaining a C (0 .0002) but G  is im possib le on the grading 
schem e, so there is a higher probability o f a U  than on level 1 (0.0433). D espite these 
differences the losses associated w ith  being entered at each o f these levels are surpris­
ingly sim ilar, 0.6489 at level 1 compared w ith  0.6577 at level 2. L ikew ise, the border-
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line level 2 /3  candidate considered in  table 2.16 has very sim ilar losses on the two 
levels (0.4287 at level 2 and 0.4069 at level 3).
F inally, in  order to calculate the loss for a group o f  candidates the 
probability distribution p(a,v) had to be estim ated. The com puter m odel was 
adapted to accept group data in  the form  o f sim ple discrete distributions o f the type
a
0 2 4 6 8 10
0.05| x  x x  x  x  x
0 .10| x x  x  x x x
v 0 .15| x  x x  x  x x
0 .20| x  x x x  x  x
0.25| x  x  x  x  x x
The new  program ’losscalc’ is show n in  appendix 2.
The original Y ateley results were
A B C D E F G U |  total 
Frequency 43 28 40 37 54 35 4 2 | 243
Proportion 0.177 0.115 0.165 0.152 0.222 0.144 0.017 0.008 | 1
C om bining these proportions, w hich w ere calculated from  the raw data, w ith  the loss 
function  described at the beginning o f this stage, gives
E(loss) = 0.3820.
The aim  was therefore to find  a p(a,v) distribution w hich w ould generate a sim ilar 
expected loss.
where the x ’s denote probabilities p(a,v) 
and must add up to 1.
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It was noted earlier that with the current decision function the value of 
b for the trial examination did not have any effect on the probability of entering the 
GCSE examination on a particular level, so the model did not need to be altered to al­
low for a differentiated trial examination, it was sufficient to sum over the distribu­
tion p(a,v).
In order to obtain a better idea of the overall picture, a table of ex­
pected losses was drawn up assuming the whole group had a = 0, v = 0.05, then a = 2,
soon-
v = 0.05 at\cU The results are shown in table 2.17. It is important to realise, when  
looking at this table, that each entry is a different case. For example, if  the dis­
tribution p(a,v) represented a group containing only individuals of ability 4 and 
variability 0.1 then, from the table, the loss would be 0.5980. Further, this should be 
the same loss as for an individual of ability 4 and variability 0.1 and an inspection of 
table 2.13 confirms this as the expected loss overall is 0.5980 as required.
The columns of the table show that the loss decreases as a increases, as 
would be expected. The effect of increasing the variability is not so predictable, 
though, as both higher and lower grades would show an increased probability and the 
effect on the loss would then depend on the relative values within the loss function. 
For example when a = 6 the first four values show a decrease in loss as the 
variability increases, but the last one shows an increase, and when a = 4 all the values 
increase with v.
The table also shows that the p(a,v) distribution with one single entry 
would have 4 < a < 5 to give the required final loss of 0.3820 and so, in order to ap­
proximate the Yateley School variation, distributions with more than one entry were
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considered with means in this region. The situation was sim plified further by only 
considering v = 0.10. The distributions and associated losses are shown in table 2.18. 
The first distribution was nearly symmetrical with the mode at a = 4 and gave a loss 
of 0.5819. The second distribution had a mode of a = 6 and the loss was reduced to 
0.2769. For the third distribution the loss was increased by increasing the probabil­
ity of a = 4 and decreasing that for a = 6. Minor adjustments then led to a distribu­
tion which gave a loss of 0.3820.
v = 0.10
a | 0 2 4 6 8 10
p(a,v) | 0 0.08 0.37 0.37 0.13 0.05
Thus a working model of the examination procedure has been developed  
and a simple distribution for the ability and variability of a group found which  
would give the same expected loss as for the original data. This distribution could 
then be used to test what would happen if  some of the assigned elements in the 
model, such as the decision function, were altered.
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M edian marks in first, staee 2 m odel
m x = 100*exp{(a -  b ) /k } /[ l  + exp{(a -  b)/k}]
k = 15
b
100 | 0.13 0.25 0.48 0.93 1.80 3.44 6.50 11.92 20.86 33.92 50.00
90 | 0.25 0.48 0.93 1.80 3.44 6.50 11.92 20.86 33.92 50.00 66.08
80 | 0 .48 0.93 1.80 3.44 6.50 11.92 20.86 33.92 50.00 66.08 79.14
70 I 0.93 1.80 3.44 6.50 11.92 20.86 33.92 50.00 66.03 79.14 88.08
60 j 1.80 3.44 6.50 11.92 20.86 33.92 50.00 66.08 79.14 88.08 93.50
50 | 3.44 6.50 11.92 20.86 33.92 50.00 66.08 79.14 88.08 93.50 96.56
40 | 6.50 11.92 20.86 33.92 50.00 66.08 79.14 88.08 93.50 96,56 98.20
30 | 11.92 20.86 33.92 50.00 66.08 79.14 88.08 93.50 96.56 98.20 99.07
20 | 20.86 33.92 50.00 66.08 79.14 88.08 93.50 96.56 98.20 99.07 99.52
10 | 33.92 50.00 66.08 79.14 88.08 93.50 96.56 98.20 99.07 99.52 99.75
0 | 50.00 66.08 79.14 88.08 93.50 96.56 98.20 99.07 99.52 99.75 99.87
0 10 20 30 40 50 60 70 80 90 100
Tab le 2.1
k= 10
b
100 | 0.00 0.01 0.03 0.09 0.25 0.67 1.80 4.74 11.92 26.89 50.00
90 | 0.01 0.03 0.09 0.25 0.67 1.80 4.74 11.92 26.89 50.00 73.11
80 | 0.03 0.09 0.25 0.67 1.80 4.74 11.92 26.89 50.00 73.11 88.08
70 | 0.09 0.25 0.67 1.80 4.74 11.92 26.89 50.00 73.11 88.08 95.26
60 j 0.25 0.67 1.80 4.74 11.92 26.89 50.00 73.11 88.08 95.26 98.20
50 | 0.67 1.80 4.74 11.92 26.89 50.00 73.11 88.08 95.26 98.20 99.33
40 | 1.80 4.74 11.92 26.89 50.00 73.11 88.08 95.26 98.20 99.33 99.75
30 | 4.74 11.92 26.89 50.00 73.11 88.08 95.26 98.20 99.33 99.75 99.91
20 | 11.92 26.89 50.00 73.11 88.08 95.26 98.20 99.33 99.75 99.91 99.97
10 | 26.89 50.00 73.11 88.08 95.26 98.20 99.33 99.75 99.91 99.97 99.99
0 I 
_ 1
50.00 73.11 88.08 95.26 98.20 99.33 99.75 99.91 99.97 99.99 100.00
1
0 10 20 30 40 50 60 70 80 90 100
a
Table 2.2
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First m odel, stage 2
k  = 15
D 10 20 30 10 50 00 70 80 1  ICO
’Ability’ a
LJ b = 10 + b = 20 0 b = 30 A b = 40 X b = 50 V b  = 60
Figure 2.1
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First m odel, stage 2
k = 10
D 10 00 30 10 51 50 70 8] 30 100
’Ability’ a
O b = 10 + b = 20 0 b = 30 A b = 40 X b = 50 7  b = 60
Figure 2.2
M edian marks in  second, stage 2 model
mx = 100*exp{(a -  b )/k b } /[ l + exp{(a-b)/kb}] 
k = 0.3
b
100 I 3 .44 4.74 6.50 8.84 11.92 15.89 20.86 26.89 33.92 41.74 50.00
90 | 3 .44 4.91 6.96 9.78 13.57 18.52 24.77 32.28 40.85 50.00 59.15
80 | 3.44 5.13 7.59 11.07 15.89 22.27 30.29 39.73 50.00 60.27 69.71
70 | 3.44 5.43 8.46 12.96 19.33 27.84 38.32 50.00 61.68 72.16 80.67
60 | 3.44 5.85 9.78 15.89 24.77 36.46 50.00 63.54 75.23 84.11 90.22
50 | 3 .44 6.50 11.92 20.86 33.92 50.00 66.08 79.14 88.08 93.50 96.56
40 | 3.44 7.59 15.89 30.29 50.00 69.71 84.11 92.41 9 6 .S6 98.47 99.33
30 | 3.44 9.78 24.77 50.00 75.23 90.22 96.56 98.84 99.61 99.87 99.96
20 [ 3.44 15.89 50.00 84.11 96.56 99.33 99.87 99.98 100.00 100.00 100.00
10 | 
= I
3.44 50.00 96.56
3 S  S  3
99.87 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0 10 20 30 40 50 60 70 80 90 100
a
Table 2.3
k = 0.1
b
100 0 . 0 0 0.01 0.03 0.09 0.25 0.67 1.80 4.74 11.92 26.89 50.00
90 0 . 0 0 0.01 0.04 0.13 0.39 1.16 3.44 9.78 24.77 50.00 75.23
80 0 . 0 0 0.02 0.06 0.19 0.67 2.30 7.59 22.27 50.00 77.73 92.41
70 0 . 0 0 0.02 0.08 0.33 1.36 5.43 19.33 50.00 80.67 94.57 98.64
60 0 . 0 0 0.02 0.13 0.67 3.44 15.89 50.00 84.11 96.56 99.33 99.87
50 0 . 0 0 0.03 0.25 1.80 11.92 50.00 88.08 98.20 99.75 99.97 100.00
40 0 . 0 0 0.06 0.67 7.59 50.00 92.41 99.33 99.94 100.00 100.00 100.00
30 0 . 0 0 0.13 3.44 50.00 96.56 99.87 100.00 100.00 100.00 100.00 100.00
20 0 . 0 0 0.67 50.00 99.33 100.00 100.00 100.00 100.00 100.00 100.00 100.00
10 0 . 0 0 50.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
=  =  =  =. »  =  =* =  = II II II II II 11 II II II II
0 10 20 30 40 50 60 70 80 90 100
a
Table 2.4
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Second m odel, stage 2
k = 0.3
D 10 JO 31 10 51 60 71 60 31 100
’Ability’ a
□ b = 10 ±  b = 20 O b = 30 a b = 40 X b = 50 V b = 60
Figure 2.3
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Second m odel, stage 2
k = 0.1
D 10 00 30 10 50 SO 70 00 30 100
’Ability’ a
D b = 10 4 b  = 20 Ob = 30 d b = 40 Xb = 50 V b = 60
Figure 2.4
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Distribution function of x for various values of t = a -  b
when v = 0.1
X
9 9 1 1 1.000 1.000 1 .000 1.000 1.000 1,000 1.000 1.000 1.000 0.997 0
901 1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.878 0.000 0.000
80 j 1 1.000 1.000 1.000 1.000 1.000 1.000 0.979 0.002 0.000 0.000
7 0 1 1 1.000 1.000 1.000 1.000 1.000 1.000 0.178 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
6 0 1 1 1.000 1.000 1.000 1.000 1.000 0.983 0.003 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
501 1 1.000 1.000 1.000 1.000 1.000 0.500 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
4 0 1 1 1.000 1.000 1.000 1.000 0.997 0.017 0 . 0 0 0 0.000 0 . 0 0 0 0 . 0 0 0
3 0 1 1 1.000 1.000 1.000 1.000 0.822 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.000
201 1 1.000 1.000 1.000 0.998 0.021 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
1 o I 1 1.000 1.000 1.000 0.122 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.000 0 . 0 0 0
1 | 1 0.983 0.003 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
= | = = a = = a a S 3  = = ll ll II II II a a a a _ _ _ _ _ = = = == IIIIIIIIII a  = = = = = = = = =
-6 -5 -4 -3 -2 -1 0 1 2 3 4
t
Table 2.5
Fx(x) and fx(x) when t = 0 i.e. a = b
X F ( x )x ' X F ( x )  x '  ' X f x (x ) X f ( x )
70.5 1.000 49.5 0.450 70 0 . 0 0 0 50 0.100
69.5 1.000 48.5 0.354 69 0 . 0 0 0 49 0.096
68.5 1.000 47.5 0.269 68 0 . 0 0 0 48 0.086
67.5 0.999 46.5 0.197 67 0 . 0 0 0 47 0.071
66.5 0.999 45.5 0.141 66 0.001 46 0.056
65.5 0.998 44.5 0.099 65 0.001 45 0.042
64.5 0.997 43.5 0.068 64 0.001 44 0.031
63.5 0.996 42.5 0.046 63 0.002 43 0.022
62.5 0.994 41.5 0.031 62 0.003 42 0.015
61.5 0.991 40.5 0.021 61 0.005 41 0.010
60.5 0.986 39.5 0.014 60 0.007 40 0.007
59.5 0.979 38.5 0.009 59 0.010 39 0.005
58.5 0.969 37.5 0.006 58 0.015 38 0.003
57.5 0.954 36.5 0.004 57 0.022 37 0.002
56.5 0.932 35.5 0.003 56 0.031 36 0.001
55.5 0.901 34.5 0.002 55 0.042 35 0.001
54.5 0.859 33.5 0.001 54 0.056 34 0.001
53.5 0.803 32.5 0.001 53 0.071 33 0 . 0 0 0
52.5 0.731 31.5 0.000 52 0.086 32 0 . 0 0 0
51.5 0.646 30.5 0 . 0 0 0 51 0.096 31 0 . 0 0 0
50.5 0.550 29.5 0 . 0 0 0 50 0.100 30 0 . 0 0 0
Approximate  mean and standard  d e v ia t i o n  c a lc u la te d  over  the t r u n c a te d  range above are 50 and 4.382
Table 2.6
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Stage 2 model with variability v = 0.1 
Standard deviation = 4.382
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Exam ination mark x
Figure 2.5
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D istribution function  o f x  for various values o f t = a -  b
w hen v  = 0.05
X FX(X) X F (x)  x v ' X f x (x) X f x ( x)
7 0 . 5 1 . 0 0 0 4 9 . 5 0. 401 70 0. 000 50 0 . 1 9 7
6 9 . 5 1 . 0 0 0 4 8 . 5 0 . 2 3 1 69 0. 000 49 0 . 1 7 0
6 8 . 5 1 . 0 0 0 4 7 . 5 0 . 1 1 9 68 0. 000 48 0 . 1 1 2
6 7 . 5 1 . 0 0 0 4 6 . 5 0 . 0 5 7 67 0. 000 47 0. 062
6 6 . 5 1 . 0 0 0 4 5 . 5 0. 026 66 0. 000 46 0 . 0 3 1
6 5 . 5 1 . 0 0 0 4 4 . 5 0 . 0 1 2 65 0. 000 45 0 . 0 1 4
6 4 . 5 1 . 0 0 0 4 3 . 5 0. 005 64 0. 000 44 0 . 007
6 3 . 5 1 . 0 0 0 4 2 . 5 0. 002 63 0. 000 43 0. 003
6 2 . 5 1 . 0 0 0 4 1 . 5 0. 001 62 0. 000 42 0. 001
6 1 . 5 1 . 0 0 0 4 0 . 5 0. 000 61 0. 000 41 0. 001
6 0 . 5 1 . 0 0 0 3 9 . 5 0. 000 60 0. 000 40 0. 000
5 9 . 5 1 . 0 0 0 3 8 , 5 0. 000 59 0 . 0 0 1 39 0. 000
5 8 . 5 0. 999 3 7 . 5 0. 000 58 0. 001 38 0. 000
5 7 . 5 0.998 3 6 . 5 0. 000 57 0. 003 37 0. 000
5 6 . 5 0 . 995 3 5 . 5 0. 000 56 0 . 0 0 7 36 0. 000
5 5 . 5 0.988 3 4 . 5 0. 000 55 0 . 0 1 4 35 0. 000
5 4 . 5 0. 974 3 3 . 5 0.000 54 0 . 0 3 1 34 0. 000
5 3 . 5 0. 943 3 2 . 5 0.000 53 0 . 0 62 33 0. 000
5 2 . 5 0. 881 3 1 . 5 0. 000 52 0 . 1 1 2 32 0. 000
5 1 . 5 0 . 769 3 0 . 5 0.000 51 0 . 1 7 0 31 0. 000
5 0 . 5 0. 599 2 9 . 5 0.000 50 0 . 1 9 7 30 0. 000
iroximate mean and s t a nda r d d e v i a t i o n  c a l c u l a t e d  over the t r u n c a t e d range above are 50 and 2 . 2 7 9
Tab l e  2 . 7
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Stage 2 model with variability v = 0.05 
Standard deviation = 2.279
f . . (x) for t = a -  b = 0. v = 0.05
30 50 70
Examination mark x
Figure 2.6
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Distribution function  o f x for  various values o f t = a -  b
x F (x)  
x v X
8 0 . 5 0. 999 4 9 . 5
7 9 . 5 0. 999 4 8 . 5
7 8 . 5 0. 998 4 7 . 5
7 7 . 5 0. 998 4 6 . 5
7 6 . 5 0 . 997 4 5 . 5
7 5 . 5 0.996 4 4 . 5
7 4 . 5 0. 995 4 3 . 5
7 3 . 5 0.994 4 2 . 5
7 2 . 5 0 . 992 4 1 . 5
7 1 . 5 0.990 4 0 . 5
7 0 . 5 0. 987 3 9 . 5
6 9 . 5 0.984 3 8 . 5
6 8 . 5 0.980 3 7 . 5
6 7 . 5 0 . 975 3 6 . 5
6 6 . 5 0. 969 3 5 . 5
6 5 . 5 0. 961 3 4 . 5
6 4 . 5 0 . 9 5 2 3 3 . 5
6 3 . 5 0. 941 3 2 . 5
6 2 . 5 0. 928 3 1 . 5
6 1 . 5 0 . 9 1 2 3 0 . 5
6 0 . 5 0.894 2 9 . 5
5 9 . 5 0 . 87 3 2 8 . 5
5 8 . 5 0. 848 2 7 . 5
5 7 . 5 0 . 8 1 9 2 6 . 5
5 6 . 5 0 . 7 8 7 2 5 . 5
5 5 . 5 0 . 7 5 1 2 4 . 5
5 4 . 5 0 . 7 1 1 2 3 . 5
5 3 . 5 0. 668 2 2 . 5
5 2 . 5 0 . 62 3 2 1 . 5
5 1 . 5 0 . 5 7 4 2 0 . 5
5 0 . 5 0 . 5 2 5 1 9 . 5
when v = 0.2
F (x)  x v ’ X
0 . 475 80
0 . 426 79
0 . 3 7 7 78
0 . 3 3 2 77
0 . 289 76
0 . 249 75
0 . 2 1 3 74
0 . 1 8 1 73
0 . 1 5 2 72
0 . 1 2 7 71
0 . 1 0 6 70
0. 088 69
0 . 0 7 2 68
0 . 059 67
0.048 66
0 . 0 3 9 65
0 . 0 3 1 64
0 . 0 25 63
0. 020 62
0 . 0 1 6 61
0 . 0 1 3 60
0 . 0 1 0 59
0. 008 58
0 . 006 57
0. 005 56
0.004 55
0. 003 54
0. 002 53
0 . 002 52
0 . 001 51
0 . 001 50
f x ( x) x y x )
0. 000 50 0. 050
0. 000 49 0.049
0 . 0 0 1  48 0. 048
0 . 0 0 1  47 0. 046
0 . 0 0 1  46 0. 043
0 . 0 0 1  45 0. 040
0 . 0 0 1  44 0 . 036
0 . 0 0 2  43 0 . 0 3 2
0 . 0 0 2  42 0. 028
0 . 0 0 3  41 0 . 0 2 5
0 . 0 0 3  40 0 . 0 2 1
0. 004 39 0 . 0 1 8
0 . 0 0 5  38 0 . 0 1 6
0. 006 37  0 . 0 1 3
0. 008 36 0 . 0 1 1
0. 009 35 0.009
0 . 0 1 1  34 0. 008
0 . 0 1 3  33 0.006
0 . 0 1 6  32 0. 005
0 . 0 1 8  31  0. 004
0 . 0 2 1  30 0. 003
0 . 0 2 5  29 0. 003
0 . 0 2 8  28 0. 002
0 . 0 3 2  27  0. 002
0 . 0 3 6  26 0. 001
0. 040 25 0. 001
0 . 0 43  24 0. 001
0. 046 23 0. 001
0. 048 22 0. 001
0. 049 21  0. 000
0 . 0 50  20 0. 000
Approxi mate mean and s t anda r d d e v i a t i o n  c a l c u l a t e d  over the t r u n c a t e d  range above are 50 and 8 . 3 5 4
Tabl e  2 . 8
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Standard deviation 8.354
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Figure 2 .7
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Comparison of sd(x) w ith  v
These standard deviations were calcu­
lated in a similar manner to those on
V sd
the preceding pages but using the full 0 0
range of x-values to obtain better ap­ 0.02 0.951
proximations. The relationship is ap­ 0.05 2.279
proximately linear with the gradient of 0.1 4.493
the regression line of sd on x being 0.15 6.645
42.77. 0.2 8.707
0.25 10.665
Tabl e  2 . 9
Sd(x) against v
Variability v
Figure 2.8
70
Evaluating sd(u) using Simpson’s Rule
u 2u 1+exp(u) 1+exp(-u) y
0 0 2 2 0
1 1 3.7E+00 1.4E+00 2.0E-01
3 9 2.1E+01 1 .OE+OO 4.1E-01
5 25 1.5E+02 1.0E+00 1.7E-01
7 49 1.1E+03 1.0E+00 4.5E-02
9 81 8.1E+03 1.0E+00 1.0E-O2
11 121 6.0E+04 1.0E+00 2.0E-03
13 169 4.4E+05 1.0E+00 3.8E-04
15 225 3.3E+06 1.0E+00 6.9E-05
17 289 2.4E+07 1.0E+00 1.2E-0S
19 361 1.8E+08 1 .OE+OO 2.0E-06
21 441 1.3E+09 1.0E+00 3.3E-07
23 529 9.7E+09 1.0E+00 5.4E-08
25 625 7.2E+1Q 1.0E+00 8.7E-09
27 729 5.3E+11 1.0E+00 1.4E-09
29 841 3.9E+12 1.0E+00 2.1E-10
31 961 2.9E+13 1.0E+00 3.3E-11
33 1089 2.1E+14 1 .0E+00 5.1E-12
35 1225 1.6E+15 1.0E+00 7.7E-13
37 1369 1.2E+16 1.0E+00 1.2E-13
39 1521 8.7E+16 1.0E+00 1.8E-14
41 1681 6.4E+17 1.0E+00 2.6E-15
43 1849 4.7E+18 1.0E+00 3.9E-16
45 2025 3.5E+19 1.0E+00 5.8E-17
47 2209 2.6E+20 1.0E+00 8.6E-18
49 2401 1.9E+21 1.0E+00 1.3E-18
51 2601 1.4E+22 1.0E+00 1 .8E-19
53 2809 1.0E+23 1.0E+00 2.7E-20
55 3025 7.7E+23 1.0E+00 3.9E-21
57 3249 5.7E+24 1 .0E+00 5.7E-22
59 3481 4.2E+25 1.0E+00 8.3E-23
61 3721 3.1E+26 1 .0E+00 1.2E-23
63 3969 2.3E+27 1 .0E+00 1.7E-24
65 4225 1 .7E+28 1.0E+00 2.5E-25
67 4489 1.3E+29 1.0E+00 3.6E-26
69 4761 9.3E+29 1.0E+00 5 .IE-27
71 5041 6.8E+30 1.0E+00 7.4E-28
73 5329 5.1E+31 1 .OE+00 1.1E-28
75 5625 3.7E+32 1.0E+00 1.5E-29
77 5929 2.8E+33 1 .0E+00 2 . IE-30
79 6241 2.0E+34 1 .0E+00 3.1E-31
sura = 0.826483
Variance -  In te g ra l = 
Standard Deviation -
Table 2
U u2 1+exp(u) 1+expC-u) y
2 4 8.4E+00 1.1E+00 4.2E-01
4 16 5.6E+01 1.0E+00 2.8E-01
6 36 4.0E+02 1 .0E+00 8.9E-02
8 64 3.0E+03 1.0E+00 2.1E-02
10 100 2.2E+04 1.0E+00 4.5E-03
12 144 1.6E+05 1 .OE+00 8.8E-04
14 196 1.2E+06 1.0E+00 1.6E-04
16 256 8.9E+06 1 .0E+00 2.9E-05
18 324 6.6E+07 1 .OE+OO 4.9E-06
20 400 4.9E+08 1 .0E+00 8.2E-07
22 484 3.6E+09 1 .0E+00 1.4E-07
24 576 2.6E+10 1 .0E+00 2.2E-08
26 676 2.0E+11 1 .OE+00 3.5E-09
28 784 1.4E+12 1 .OE+00 5.4E-10
30 900 1 .1E+13 1.OE+00 8.4E-11
32 1024 7.9E+13 1 .0E+00 1.3E-11
34 1156 5.8E+14 1 .OE+OO 2.0E-12
36 1296 4.3E+15 1 .OE+OO 3.0E-13
38 1444 3.2E+16 1 .OE+OO 4.5E-14
40 1600 2.4E+17 1 .OE+OO 6.8E-15
42 1764 1.7E+18 1 .OE+OO 1.0E-15
44 1936 1.3E+19 1 .OE+OO 1.5E-16
46 2116 9.5E+19 1 .OE+OO 2.2E-17
48 2304 7.0E+20 1 .OE+OO 3.3E-18
50 2500 5.2E+21 1 .OE+OO 4.8E-19
52 2704 3.8E+22 1 .OE+OO 7.1E-20
54 2916 2.8E+23 1 .OE+OO 1.0E-20
56 3136 2.1E+24 1 .OE+OO 1.5E-21
58 3364 1 .5E+25 1 .OE+OO 2.2E-22
60 3600 1.1E+26 1 .OE+OO 3.2E-23
62 3844 8.4E+26 1 .OE+OO 4.6E-24
64 4096 6.2E+27 1 .OE+OO 6.6E-25
66 4356 4 •6E+28 1 .OE+OO 9.5E-26
68 4624 3.4E+29 1 .OE+OO 1.4E-26
70 4900 2.5E+30 1 .OE+OO 1.9E-27
72 5184 1.9E+31 1 .OE+OO 2.8E-28
74 5476 1.4E+32 1 .OE+OO 4.0E-29
76 5776 1.0E+33 1 -OE+OO 5.7E-30
78 6084 7.5E+33 1 .OE+OO 8.1E-31
80 6400 5.5E+34 1.OE+OO 1.2E-31
sura = 0.818449
* 0 826483 + 2* 0 818449 ]/3
3.295222
1.815274
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The probability distribution for the decision function
a P(d "1 I a, b, v)
10 | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
9 .5 1 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
9 | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
8 .5 1 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
8 | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
7 .5 1 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
7 | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
6 .5 1 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
6 | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
5 .5 | 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
5 | 0 . 0 0 0 0 . 0 0 0 0 , 0 0 0 0 . 0 0 0 0 . 0 0 0 0.001
4.5] 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.001 0.002 0.007
4 | 0 . 0 0 0 0 . 0 0 0 0.003 0.012 0.029 0.051
3 .5 1 0.007 0.076 0.159 0.223 0.269 0.303
3 | 0.999 0.977 0.924 0.867 0.818 0.777
2.5  j 1.000 1.000 0.999 0.993 0.982 0.966
2 | 1.000 1.000 1.000 1.000 0.998 0.996
1 .5 1 1.000 1.000 1.000 1.000 1.000 0.999
1 | 1.000 1.000 1.000 1.000 1.000 1.000
0 .5 1 1.000 1.000 1.000 1.000 1.000 1.000
0 | 1.000 1.000 1.000 1.000 1.000 1.000
3  =| a  a  a  a a  a  a  a  a a n a a  a  a  a =x s  3 a
0.04 0.08 0.12 0.16 0.2 0.24
3 .3  a2 = 6 .7
a P(d=3 a , b ,  v)
10 | 1.000 1.000 1.000 1.000 1.000 1.000
9.5 j 1.000 1.000 1.000 1.000 1.000 1.000
9 | 1.000 1.000 1.000 1.000 1.000 1.000
8.5 | 1,000 1.000 1.000 1.000 1.000 0.999
8 | 1.000 1.000 1.000 1.000 0.998 0.996
7.5 | 1.000 1.000 0.999 0.993 0.982 0.966
7 | 0.999 0.977 0.924 0.867 0.818 0.777
6 .5 | 0.007 0.076 0.159 0.223 0.269 0.303
6 | 0.000 0.000 0.003 0.012 0.029 0.051
5.5 j 0.000 0.000 0.000 0.001 0.002 0.007
5 I 0.000 0.000 0.000 0.000 0.000 0.001
4 .5 | 0.000 0.000 0.000 0.000 0.000 0.000
4 | 0.000 0.000 0.000 0.000 0.000 0.000
3.5 | 0.000 0.000 0.000 0.000 0.000 0.000
3 | 0.000 0.000 0.000 0.000 0.000 0.000
2.5 I 0.000 0.000 0.000 0.000 0.000 0.000
2 | 0.000 0.000 0.000 0.000 0.000 0.000
1.5 I 0.000 0.000 0.000 0.000 0.000 0.000
1 | 0.000 0.000 0.000 0.000 0.000 0.000
0.5 I 0.000 0.000 0.000 0.000 0.000 0.000
0 I 0.000 0.000 0.000 0.000 0.000 0.000
a  a a  a  a 3  3  3 3 a  a  a  a a  a  a  a a  a  a  a 3  3 3  3
0.04 0.08 0.12 0.16 0.2 0.24 v
a P(d=2 I a, b, v)
10 | 0.000 0.000 0.000 0.000 0.000 0.000
9.5 | 0.000 0.000 0.000 0.000 0.000 0.000
9 | 0.000 0.000 0.000 0.000 0.000 0.000
8.5 | 0.000 0.000 0.000 0.000 0.000 0.001
8 I 0.000 0.000 0.000 0.000 0.002 0.004
7.5 I 0.000 0.000 0.001 0.007 0.018 0.034
7 | 0.001 0.023 0.076 0.133 0.182 0.223
6.5 I 0.993 0.924 0.841 0.777 0.731 0.697
6 | 1.000 1.000 0.997 0.988 0.971 0.949
5.5 I 1.000 1.000 1.000 0.999 0.998 0.993
5 I 1.000 1.000 1.000 1.000 1.000 0.998
4.5 | 1.000 1.000 1.000 0.999 0.998 0.993
4 | 1.000 1.000 0.997 0.988 0.971 0.949
4.5 I 0.993 0.924 0.841 0.777 0.731 0.697
3 | 0.001 0.023 0.076 0.133 0.182 0.223
2.5 [ 0.000 0.000 0.001 0.007 0.018 0.034
2 I 0.000 0.000 0.000 0.000 0.002 0.004
1.5 I 0.000 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.000 0.001
1 I 0.000 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
0.5 I 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
0 I 0.000 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0
3  3 3 3  3  3 a  a  a  a  a 3 3 3  3  3 3  3  3  3 a  a  a  a a  a  a  a
0.04 0.08 0.12 0.16 0.2 0.24
Table 2.11
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Individual results from  m odel
ability = 2.5 variability = 0.1 trial exam difficulty = 4
Level of entry Grade Probabilities and Loss
l e v e l  p r o b a b i l i t y grade l e v e l  1 l e v e l  2 l e v e l 3 overa
1 1 . 0 0 0 U 0 . 0 1 7 0 0 . 9 9 5 1 1 . 0 0 0 0 0 . 0 1 7 1
2 0. 000 G 0 . 9 7 5 5 0 . 0 0 0 0 0 . 0 0 0 0 0 . 9 7 5 5
3 0. 000 F 0.0074 0. 0049 0 . 0 0 0 0 0. 0074
E 0 . 0 0 00 0 . 0 0 0 0 0 . 0 0 0 0 0 .0 0 0 0
D 0 .0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 0
C 0 .0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 0 0 .0 0 0 0
B 0 .0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 0 0 .0 0 0 0
A 0 . 0 0 00 0 . 0 0 0 0 0 . 0 0 0 0 0 . 0 0 0 0
Loss 0 . 7 1 2 7 0.9984 1 . 0 0 0 0 0 . 7 1 2 7
Tabl e  2 . 1 2
ability =  4 variability =  0.1 trial exam difficulty = 4
Level of entry Grade Probabilities and Loss
l e v e l p r o b a b i I i  ty grade l e v e l  1 l e v e l  2 l e v e l 3 overa
1 0 . 0 29 U 0.0000 0. 0001 0. 9989 0. 0001
2 0 . 9 7 1 G 0.0000 0. 0000 0.0000 0.0000
3 0. 000 F 0. 2428 0 . 1 8 3 4 0.0000 0 . 1 8 5 1
E 0 . 7 5 7 1 0. 80 97 0.0000 0. 8082
D 0.0000 0. 0069 0 . 0 0 1 1 0. 0067
C 0.0000 0.0000 0. 0000 0.0000
B 0.0000 0. 0000 0. 0000 0.0000
A 0.0000 0.0000 0. 0000 0.0000
Loss 0.6034 0 . 5 9 7 9 0.9994 0.5980
T abl e  2 . 1 3
ability =  7 variability =  0 . 1  trial exam difficulty = 4
Level of entry Grade Probabilities and Loss
l e v e l p r o b a b i l i t y grade l e v e l  1 l e v e l  2 l eve I 3 overa
1 0.000 U 0.0000 0.0000 0.0000 0.0000
2 0.000 G 0.0000 0.0000 0.0000 0.0000
3 1 . 0 0 0 F 0.0000 0.0000 0.0000 0.0000
E 1 . 0 0 0 0 0.0000 0.0000 0.0000
D 0.0000 0.0000 0.0000 0.0000
C 0.0000 1 . 0 0 0 0 0. 0002 0. 0002
B 0.0000 0.0000 0 . 7 5 1 8 0 . 7 5 1 8
A 0.0000 0.0000 0 . 2 47 9 0 . 2 4 7 9
Loss 0. 5830 0. 2500 0 . 1 2 5 6 0 . 1 2 5 6
Table 2.14
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ability = 3.65 variability = 0.2 trial exam difficu lty = 4
Level of entry Grade Probabilities and Loss
l e v e l  p r o b a b i l i t y grade l e v e l  1 l e v e l  2 l e v e l 3 overa
1 0 . 500 U 0.0004 0 . 0 43 3 0. 9942 0. 0 2 2 3
2 0. 500 6 0 . 0 351 0. 0000 0.0000 0 . 0 1 7 5
3 0. 000 F 0 . 7 2 9 7 0. 6884 0.0000 0 . 7088
E 0. 2348 0. 2540 0. 0000 0. 2443
D 0.0000 0 . 0 1 41 0. 0054 0.0070
C 0.0000 0. 0002 0. 0004 0.0001
B 0.0000 0.0000 0. 0000 0.0000
A 0.0000 0.0000 0. 0000 0.0000
Loss 0.6489 0 . 6 5 7 7 0. 9970 0. 6534
T abl e  2.. 1 5
ability = 5.21 variability = 0.2 trial exam difficu lty = 4 
Level of entry Grade Probabilities and Loss
l e v e l  p r o b a b i l i t y grade l e v e l  1 l e v e l  2 l e v e l 3 overal
1 0. 000 U 0.0000 0. 0000 0 . 0 653 0 . 0 3 2 7
2 0. 500 G 0.0000 0. 0000 0. 0000 0.0000
3 0. 500 F 0 . 0 0 1 3 0 . 0 0 1 1 0.0000 0. 0005
E 0. 9987 0. 0264 0.0000 0 . 0 1 3 6
D 0.0000 0 . 6 7 7 8 0 . 43 47 0 . 55 60
C 0.0000 0 . 2946 0 . 4 9 1 2 0 . 3928
B 0.0000 0. 0000 0. 0 0 87 0.0044
A 0.0000 0. 0000 0. 0001 0.0000
Loss 0 . 5 83 1 0 . 4 2 8 7 0. 4069 0 . 4 1 7 9
Tabl e  2., 1 6
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Group results from model
Expected loss
v \ a 0 2 4 6 8 10
0 . 0 5 1.0000 0 . 9 6 1 7 0 . 5 8 7 0 0 . 2 4 6 4 0.0000 0.0000
0.10 1.0000 0 . 9 1 8 3 0 . 5 9 8 0 0 . 2 3 5 5 0.0000 0.0000
0 . 1 5 1.0000 0 . 8 9 8 5 0 . 6 0 4 0 0 . 2 2 9 5 0 . 0 0 0 4 0.0000
0.20 1.0000 0 . 8 8 7 6 0 . 6 0 8 0 0 . 2 2 9 1 0 . 0 0 1 9 0.0000
0 . 2 5 0 . 9 9 9 9 0 . 8 8 0 6 0 . 6 1 3 0 0 . 2 3 3 3 0 . 0 0 4 7 0.0000
Table 2.17
Expected loss for simple p(a,v) 
v = 0.10
0 2 4 6 8 10 L o s s
0 . 0 5 0 . 1 5 0.6 0 . 1 5 0 . 0 4 0.01 0 . 5 8 1 9
0 0 . 0 5 0 . 1 5 0.6 0 . 1 5 0 . 0 5 0 . 2 7 6 9
0 0 . 0 5 0 . 3 5 0 . 4 0 . 1 5 0 . 0 5 0 . 3 4 9 4
0 0 . 0 6 0 . 3 5 0 . 3 9 0 . 1 5 0 . 0 5 0 . 3 5 6 3
0 0 . 0 6 0 . 3 7 0 . 3 7 0 . 1 5 0 . 0 5 0 . 3 6 3 5
0 0 . 0 8 0 . 3 7 0 . 3 7 0 . 1 3 0 . 0 5 0 . 3 8 2 0
Table 2.18
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CH APTER 3
Investigating the structured model
In the previous chapter a structured model of the differentiated ex­
amination procedure under consideration was developed. This resulted in a numeri­
cal procedure for deriving E(loss) from specified (p(a,v), d(x), l(y), Fx(x | a,v,b) and 
Fy(y | a,v,b^)}. This chapter is concerned with investigating the effect of varying 
the decision function d(x) and refining the capability probability density function  
p(a,v) to enable the model to match more closely the data available for the 1988 
Yateley School GCSE Mathematics candidates. The chapter is divided into seven sec­
tions.
In the section 3.1 the p(a,v) distribution from chapter 2 is used to test 
the model for robustness by considering variations in the decision function. Then 
other similar distributions are constructed in order to obtain a loss close to that of the 
original data the best one being considered to be p^a. Finally the decision function  
which minimises the loss is found for this distribution. This analysis leads to the 
conclusion that a considerably better model could be obtained by increasing the num­
ber of non-zero points in the distribution and 11-point distributions are considered in 
the following sections.
Section 3.2 is concerned with finding the 11-point distribution which  
best matches the GCSE grade distribution of the original data and the variables in the 
chapter two model are altered slightly to enable a better fit to the data. This is a
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more exacting requirement than that of matching the overall loss and it was expected 
that the increase in non-zero points in  the distribution coupled with this requirement 
would lead to a much better model. The distribution p^ found in section 3.2 is used 
in section 3.3 and the model is tested for robustness by varying the decision function  
and boundaries are found which minimise the loss. In section 3.4 the robustness of 
the model with p^ is tested by changing the loss function. In section 3.5 the model 
is used to link the ability of an individual to his expected final GCSE grade by using 
a p(a,v) which is concentrated on a single point.
Section 3.6 continues the statistical analysis and a further attempt is 
made to find p(a,v) for the group, this time by maximising the likelihood function  
for the observed trial examination results and final grades. In order to do this p(a,v) 
is modelled as a parametric distribution, p(a,v | Q ), and then the previous data is used 
to estimate 0  via their likelihood function, L (0 ). As the original trial examination 
was itself differentiated, the levels of difficulty of each examination has to be 
specified before the likelihood function can be evaluated and a different parametric 
vector has to be found for each of the original trial examinations by maximising L(6). 
These vectors are then combined to give a single p(a,v) distribution, p^.
In the final section 3.7 the distribution p^ is used in the model to find  
its grade distribution and overall loss. The decision function is then altered in order 
to find the best decision for this distribution.
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3.1. Varying the decision  function  (1)
The procedure developed in the previous chapter works from the equa­
tion
V 1
E(loss) = \  l(grade)p(grade)
L 1
grade
where p(grade) comes from
P(y) = >  ' P(y I a,v,bd)p(bd | a,v)p(a,v), 
a,v
p(y | atv,bd) derives from Fy(y | a,v,bd) 
and p(bd | a,v) = p(d | a,v,b).
The decision function is defined so that it relies on boundary values for 
ability and suitable values were taken to be a  ^ = 3.65 and &2 -  5.21 (see page 53). 
Median marks mj and m2 are calculated from these ability boundaries and used to 
partition individuals into three entry levels according to x, the trial examination 
result.
An initial form for the capability probability density function p(a,v) 
was taken to be
v «  0.10
a | 0 2 4 6 8 10
p(a,v) | 0 0.08 0.37 0.37 0.13 0.05
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as this is a distribution which gives the required loss of 0.3820 which matches the loss 
for the data (see page 55). This initial form w ill now be referred to as Pj(a,v) in or­
der to distinguish it from future forms.
In order to test the robustness of the model it was necessary to alter the 
median mark boundaries m^ and m2 for the decision function so that the resultant 
expected losses could be calculated. From page 44, 
p(d=l | a,v,b) = P(x < mt | a,v,b)
= exp{ a j-a  } [l+exp{ a j-a  }]- *, 
v v
it was therefore convenient to consider changes in the ability boundaries a  ^ and a2. 
Assuming a trial examination with b = 4.15, the value assigned in the previous chap­
ter to the middle level GCSE examination (see page 53), the associated mark bound­
aries for the decision function could then be calculated from the equation 
m^ = 100 exp(a^ -  b) (1 + exp(a^ -  b)}~* page 44 
and similarly for m2. Thus the lower mark bound was calculated to be 37.8 for a  ^ = 
3.65 and the upper mark bound to be 74.3 from a2 = 5.21.
Firstly the lower ability bound was altered from 3.65 while keeping the 
upper bound fixed at the original 5.21. Increasing this lower bound raises the cor­
responding mark boundary which has the effect of enlarging the number of level 1 
candidates at the expense of level 2 and an increase in expected loss would be an­
ticipated as less D and C grades could be awarded because the highest grade on level 
1 is an E. Decreasing this lower bound has the reverse effect of increasing the num­
ber of level 2 candidates at the expense of level 1. This situation is more complex 
because a decrease in loss would be anticipated for some borderline candidates who 
would then be able to achieve the higher grades denied to them on level 1, while an
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increase in loss would occur because a number of candidates, unable to reach an F the 
lowest grade available on level 2, would consequently be ungraded. The overall pic­
ture should then be of a high loss decreasing as the lower bound is raised then in­
creasing again, and the original boundary would be expected to be near that value 
giving the minimum loss. The results displayed in table 3.1 column 1 show that the 
model is very stable between aj. = 2, mj = 10.4 and a  ^ = 5.2, m^ = 74.1, with the loss 
varying from 0.3818 to 0.3839.
. The alteration of the upper bound was expected to show a similar pat­
tern to that of the lower bound but it was anticipated that the raising of the upper 
bound would lead to a steeper increase in the expected loss. This was due to the in­
crease in loss owing to candidates becoming ungraded. The loss would be greater in 
this situation when the candidates would otherwise have been awarded E or F grades 
on level 2, than in the situation discussed in the previous paragraph when they would 
otherwise have been awarded G grades on level 1. The results of altering the upper 
boundary are displayed in table 3.2 column 1. The expected steeper increase was ob­
tained for a2 = 5.2, m2 = 74.1 to a2 = 6.2, m2 = 88.6 and was 0.0054 as opposed to the 
rise from a  ^ = 3.6 to 4.6 of 0.0021 shown in table 3.1. The loss was again found to be 
very stable varying from 0.3820 to 0.4562 in the region tabulated. These results show 
that the model is robust.
Another look at the losses discussed so far shows that there are four 
regions where the loss remains constant, at a | = 3 , a ^  = 5, a2 - 5  and a2 = 7. a  ^ = 3 
and a2 = 5 are close to the values which give minimum losses in the respective tables, 
but the constant loss around a  ^ = 5 and a2 = 7 was unexpected. As a  ^ increases in 
the region a  ^ = 5.0, the lower median score boundary would be getting closer to the 
upper median score boundary, so the loss would have been expected to continue in­
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creasing as more individuals were moved from level 2 to level 1. Further, these 
would be the higher-scoring individuals from the original level 2 who would be ex­
pected to suffer from the restriction of grades on level 1 and so an increase in loss 
would be expected. A similar argument applies to the region a2 = 7.0. This seems to 
suggest that the reason for the constant loss may be that no individuals are scoring 
marks in the appropriate region.
In order to test this assertion, two easy modifications of p^(a,v) were 
undertaken as v was increased first to 0.2 and then to 0.3. The two new distributions 
were called p^a(a,v) and p ^ (a ,v ) respectively. These changes were chosen as they 
were expected to produce an increasingly uniform spread of x -  and y-values from  
which the grades and hence the expected loss would be calculated. The results for 
P l a (a »v ) ,  where v = 0.2, are shown in the second columns of tables 3.1 and 3.2. The 
losses about the mid-range values of a were much less static than for p^, the only ex­
ception being from a = 3 to 3.4. Moving on to p |d(a,v), shown in the third columns, 
the results were still stable but no longer static. However, this value of v = 0.3 is 
well outside the set of values {0.05 -  0.25} considered to be reasonable in the previous 
chapter (see page 43).
Referring back to distribution p^(a,v), tabulated above, it was con­
centrated at five discrete ability levels, a = 2, 4, 6, 8 and 10 and so the mark distribu­
tion would consist of five clusters centred on the associated median scores, 10.4, 46.3, 
86.4 and 97.9 and 99.7. Although the variability of 0.1 would spread the probabilities 
away from these central points, it would appear that the clusters were distinct. 
However, increasing the variability to 0.2 and 0.3 should cause the clusters to spread 
out. Table 3.3 shows the distribution for a section of trial examination marks for 
the three distributions, p^, P |a, and pj^ and confirms the prediction about clusters of
probability. For example, the first column shows a region of zero probability about 
the mark 24, the median score for ability 3 half-w ay between a = 2 and a = 4.
Inevitably any attempt to model the original distribution of over 200 
pupils of varying abilities and variabilities by a p(a,v) with a limited number of 
points will be an approximation, but it can be argued that this particular distribution 
has too few  points. It effectively divides the pupils into 5 classes, each represented 
by a single ability and variability. However the final GCSE divides pupils into 8 
grades and an attempt to adjust a 6-point distribution to match the results over 8 
grades would be difficult.
Although following the argument so far p ja(a,v) would still be con­
centrated at too few  values of a, table 3.3 shows that it produces a more even proba­
bility distribution for marks than for pj(a,v) and it would be possible to achieve the 
target loss of 0.3820 from the model with this distribution by raising a  ^ from 3.65 to 
4. This second model would still satisfy the criteria about ability boundaries and 
overall loss which were considered in chapter 2 and it can be seen from the results in 
tables 3.1 and 3.2 that this model is also robust for small changes in the boundaries 
for the decision function.
It is interesting to see the effect on the loss of the two increases in 
variability shown in tables 3.1 and 3.2. The increase from 0.1 to 0.2 has decreased 
the loss in most cases. However the increase from 0.2 to 0.3 has increased the loss 
almost invariably. The areas of smallest loss are similar for all three values of v, 
though, with the minimum being in the region around aj = 3.2, a2 = 5.21.
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This set of results showed that the original distribution, p^(a,v), 
produced examination scores in clusters with gaps in between. These gaps were 
reduced by increasing the value of v to 0.2. Using this new distribution, p ja(a,v), 
the original data loss of 0.3820 could be matched by setting aj -  4, a2 = 5.21. 
pla(a,v) is given by 
v = 0.20
a | 0 2 4 6 8 10
p la(a,v) | 0 0.08 0.37 0.37 0.13 0.05
Further, the minimum loss for the tabulated values of the ability bounds was 0.3807 
which could be obtained by setting a  ^ = 3.2, and a2 = 5.21.
In the next section a new p(a,v) distribution is sought by defining the 
distribution at more points, say for every integral value of a. The results of this sec­
tion show that using a value of 0.2 for the variability v reduced the gaps between the 
clusters of scores produced by a distribution with a limited number of probability 
points, so distributions of the type
v = 0.20
a | 0 1  2 3 4 5 6 7 8 9  10
p2(a,v) | x x x x x x x x x x x  
will be investigated, where the x’s denote probabilities which must total 1.
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3.2. Im proving the p(a.v) distribution
Up to this point the only criterion f.or choosing the capability density 
function has been that the overall loss should equal that of the 1988 Yateley School 
data. A wide range of functions satisfy this condition but do not model the situation 
adequately. Even with the function defined at more points the problem will still ex­
ist and so a further criterion was sought. It was decided to use the existing data 
about the proportions of candidates at each level in each grade and try to mirror that 
data. Using the GCSE grades for the comparison would be relatively easy to imple­
ment as this information was calculated in the model in order to get the overall loss 
which has been used as the previous criterion.
Thus the new criterion for the p(a,v) distribution was that the final 
grade distribution resulting from it should be similar at each level to the GCSE grade 
distribution for the 1988 Yateley School candidates. Clearly if  the grade distribution 
from the model were identical to that of the GCSE, the original criterion that the 
overall loss should be the same would automatically be satisfied and so this new  
criterion replaced the original one.
i
Before proceeding to look at new p(a,v) distributions, the best distribu­
tion found in the previous section, Pj.a(a,v), was analysed to see how the proportions 
of GCSE grades at each level compared with those predicted by the model. The 
model results are shown in table 3.4 and the 1988 Yateley School results in table 3.5. 
Looking the the total entry at each level, it appears that the model has too many en­
tered at level 3, 0.544 as opposed to 0.358, and not enough at level 1, 0.135 rather than 
0.280. Comparing the overall grades for the group, the model has too many C grades, 
0.249 as opposed to 0.165, and too few  D grades, 0.031 rather than 0.152. An easier
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comparison can be made by looking at cumulative distributions which are set out in 
tables 3.4a and 3.5a. Using cumulative distributions, the effect of transferring a 
relatively small proportion from one grade to the next is minimised, making it easier 
to see more serious discrepancies. For instance, in table 3.4a the total of 0.135 on 
level 1 is low compared with 0.280 in the data table 3.5a, and the cumulative fre­
quency in the C grade of level 3 is 0.249 which is high compared with 0.066 in the 
data table.
The next step was to convert the 6-point ability distribution p ja(a,v) 
into an 11-point distribution p2(a,v). The first consideration was to redistribute the 
proportions at the upper end of the scale to the next lower ability point as p^a(a,v) 
was giving too high a proportion of level 3 entries. At the lower end the proportions 
needed to be redistributed upwards as the proportion of U ’s and G ’s on level 1 was 
too high. The result was p2a where 
a 0 1 2  3 4  5 6 7  8 9  10
p2a 0 0 0.02 0.03 0.15 0.27 0.29 0.14 0.06 0.03 0.01
The probability distribution of grades is shown in table 3.6, and table
3.5, the distribution obtained from the original data, is repeated on the same page to 
make it easier to see how well p2a compared with it. The proportions of level 3 
grade C’s and D’s produced by p2a were both too high, 0.209 rather than 0.058 and 
0.045 rather than 0.008. As it was a probability  distribution which was under con­
sideration which must therefore have a fixed total of 1, it follows that if  some 
proportions were too high, then others must be too low. In this case it was the level 
2 C’s, 0.031 as opposed to 0.107, and the level 1 E’s and F’s, 0.015 rather than 0.144 
and 0.023 rather than 0.111 which were too low.
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The distribution now needed to be altered so that the number of level 
3 C grades would be reduced while the level 2 C grades and level 1 E and F grades 
would be increased. However, before this could be achieved, some experimenting 
was necessary to see which grades were most affected by the different ability points. 
This proved to be easier than might have been expected because, despite the large 
variability v = 0.2, each ability point could effectively be associated with one grade, 
except for a = 3 which affected two grades. The connection was as follows 
a 0,1,2 3 4 5 6 7  8,9,10
grade U G & F E D C B  A
It was found that large changes of proportion at an ability point affected the grades 
on either side of the associated grade, but to a considerably lesser extent.
It was then possible to target changes more accurately and a new dis­
tribution, p2b, was constructed which reduced the overall proportion of C grades in 
favour of E grades and the B grades in favour of A grades, 
a 0 1 2 3 4 5 6  7 8 9  10
p2b 0 0 0.01 0.03 0.34 0.25 0.12 0.10 0.06 0.05 0.04
Comparing this with p2a above, it can be seen that the major changes 
were that a = 6 was reduced from 0.29 to 0.12 and a = 4 increased from 0.15 to 0.34. 
This was in order to reduce the proportion of C grades and increase the number of E 
grades. Also a = 7 was reduced from 0.14 to 0.10 and a = 8, 9 and 10 were all in­
creased to produce a shift from B to A grades. The probability distribution of 
grades is shown in table 3.7.
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Comparing this distribution with the data table 3.5, there were too 
many A grades and too few B grades, so the B to A shift from the previous distribu­
tion was too large. Looking at the E grades, the total proportion was nearly the 
same, but it was concentrated on level 2 instead of level 1 in the same ratio as for 
P2a, and this can be seen in the following comparison.
E grades level 1 level 2 overall
original data 0.144 0.078 0.222
P2a 0.015 0.091 0.106
P2h 0.033 0.187 0.220
Thus, by altering the p(a,v) distribution, it was possible either to ap­
proximate the level 2 result as in P2a or the overall result, as in P2^, but not both at 
the same time. So a change was needed in the assigned values of the model. In 
chapter 2, the decision to enter an individual at a particular level was defined so that 
it depended on the trial examination mark in relationship to two boundary marks ob­
tained from two ability boundaries, a^ and a2 (see page 44). The values aj and a2 
were finally set at 3.65 and 5.21 (see page 53). The boundaries had been estimated 
from the information available at that time, but this new data shows that they were 
set incorrectly compared with the other variables. It was therefore decided to aim 
for a p2 distribution which would reflect only the overall grades in the first instance 
then subsequently to consider adjusting the decision function to give the correct total 
proportion to each level.
With the knowledge of the link between ability points and grades, the 
search for the correct overall proportions of grades was simply a matter of trial and 
improvement. After many attempts the best distribution proved to be
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p2c 0 0 0.01 0.04 0.345 0.17 0.2 0.09 0.055 0.05 0.04
a 0 1 2 3 4 5 6 7  8 9 10
Its corresponding grade distribution is shown in table 3.8. The overall probabilities 
compared well with the data table 3.5 except for the F and G grades. The F’s were 
too low and the G’s too high but, as previously stated, these grades were both linked 
to a = 4 and so any attempt to increase the F’s also increased the G’s. The combined 
proportion of F’s and G’s was 0.152, somewhat lower than the 0.161 of the data, but 
this total would increase if the proportions in each level were adjusted to be nearer to 
the data at the upper levels, as some of the level 2 and 3 U’s would have to be moved 
down a level and would then be expected to fall into these grades.
Now that the overall grade proportions were approximately correct, it 
was possible to see the error in the level 1, 2, and 3 proportions.
level 1 level 2 level 3
original data 0.280 0.362 0.358
p2c 0.100 0.424 0.476
The proportion on level 1 was much lower than the data and both level 2 and level 3 
were higher and this must be a consequence of both the ability boundaries being too 
low. A further set of grade distributions was investigated by raising first the lower 
boundary, a^, until the level 1 proportion was correct and then the upper boundary, 
a2, until the level 2 proportion was correct. This meant raising a  ^ from 3.65 to 4.132 
and a2 from 5.21 to 5.91. The results are shown in table 3.9. (For convenience, the 
data table 3.5 is again repeated next to this table).
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Unfortunately, although the level totals were right, the overall grade to­
tals were no longer correct. Reducing the proportion on level 3 had pulled some of 
the B’s down to level 2 where C is the highest grade possible. Thus the overall 
proportion of B’s was reduced in favour of C grades. D’s have also decreased 
slightly because some of the level 2 proportion had been transferred to level 1, caus­
ing an increase in E grades. The proportion of U’s on levels 2 and 3 had now been 
reduced to 0.001, a more acceptable approximation to the data which had no U’s at 
these levels.
Keeping a  ^ and a2 constant, a second attempt was made to find a p(a,v) 
which produced results which would match the overall grades. The best solution, p3, 
was
a 0 1 2 3 4 5  6 7  8 9  10
p3 0 0 0.01 0.035 0.34 0.18 0.17 0.14 0.055 0.04 0.03
The proportion on a = 4 was still high, but a = 5 was now greater than a = 6 as might 
be expected. The probability grade distribution is shown in table 3,10. The propor­
tion of B grades was now close to the data proportion as were the other grades. The 
change in p(a,v) had, though, altered the total proportion on the levels, so further 
trial and improvement was needed to obtain a solution giving a distribution close to 
the data. The ability boundaries and the p(a,v) distribution were altered alternately 
until a best solution was reached.
This best solution has ability boundaries aj = 4.15 and a2 = 5.975 and 
p(a,v) p4 given by
a 0 1 2 3 4 5 6 7  8 9  10
p4 0 0 0.01 0.04 0.335 0.175 0.175 0.137 0.058 0.04 0.03
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and the corresponding probability grade distribution is shown in table 3.11. Looking 
at the proportion of each grade at each level, it was similar to the data distribution as 
required and, further, the loss for this solution was 0.3822, very close to the data loss 
of 0.3820. A further attempt was made to change p4 in order to increase the F’s and 
decrease the E’s. Unfortunately the link between a = 4 and the F and G grades 
meant that there was an inevitable increase in G grades. The overall loss therefore 
increased becoming further away from the data loss and led to the attempt being 
rejected in favour of p4.
A better comparison of p4 with the original data using cumulative dis­
tributions is shown in tables 3.5a and 3.11a following table 3.11. The largest d if­
ference was in grade G where p4 shows 0.032 as opposed to 0.025 for the original data 
but for grade F  the cumulative totals were virtually the same at 0.167 and 0.168. 
The grade D level 2 total of 0.260 was also higher than the 0.255 of the data, but the 
overall grade D totals were 0.542 and 0.543. As, in each case, any attempt to reduce 
the 0.260 would inevitably affect other proportions which agreed with the data, it 
was decided to accept that these small discrepancies were due to limitations in the 
modelling process.
Thus an improved 11-point model has been found with proportions 
within the levels and overall similar to the data grade distribution. It has ability 
boundaries are a  ^ = 4.15 and a2 = 5.975 as opposed to 3.65 and 5.21, and its p(a,v) p4 
is given by
a 0 1 2 3 4 5  6 7  8 9  10
p4 0 0 0.01 0.04 0.335 0.175 0.175 0.137 0.058 0.04 0.03
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As would be expected, its loss of 0.3822 is also similar to that of the data, 0.3820. In 
the next section this 11-point model is tested for robustness by changing the decision 
function.
3.3. Varying the decision function (2)
The purpose of this section is to test for robustness the new 11-point 
version of p(a,v) by altering the decision function. The boundary scores for a trial 
examination of difficulty 4.15 upon which the levels are decided are 50 and 86.1, the 
median marks obtained by abilities a  ^ = 4.15 and a2 = 5.975. The p(a,v) distribu­
tion, p4, is given by
a 0 1 2 3 4 5  6 7  8 9  10
p4 0 0 0.01 0.04 0.335 0.175 0.175 0.137 0.058 0.04 0.03 
where v = 0.2.
The problem with the first structured model which was tested (see sec­
tion 1 of this chapter) was that it produced a distribution of scores which were in 
clusters with gaps in between them. The new 11-point model was constructed in or­
der to try to reduce this effect. What was required was a gradual change in overall 
loss as the decision function was altered as this would show a more uniform distribu­
tion of scores.
The changes considered for the decision function followed the same 
pattern as in section 1 of this chapter, that is that one boundary was kept constant 
while the other was altered by changing the corresponding ability boundary by steps 
of 0.2. The constant values of the boundaries were, however, different from those
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data more closely. Thus aj was changed from 3.65 to 4.15 and a2 from 5.21 to 5.975
in accordance with the best solution of section 3.2 (page 89) giving new mark bound­
aries of 50 and 86.1 for a trial examination of difficulty 4.15.
The resulting overall losses when the upper boundary was kept constant 
while the lower boundary was altered are shown in table 3.12. The table shows that 
the loss declined from 0.3869 when aj -  2, mj = 10.4, to a minimum value of 0.3808 
when a^ = 3.6, m^ = 36.6, reflecting a decrease in ungraded individuals as they were 
transferred from level 2 to level 1. Beyond this point the loss increased from 0.3808 
to 0.4167 as potentially higher scoring individuals were transferred from level 2 to 
level 1 where the limitation on the grades awarded caused their expected grades to be 
lowered. The table also shows that there was a gradual change in loss as the lower 
boundary was altered and this is illustrated in figure 3.1.
The losses when the upper boundary was altered are set out in table
3.14. There was a similar profile of gradual change in loss as the upper boundary a2 
increased and this is illustrated in figure 3.2. Thus the objective of creating a more
uniformly sensitive model had been achieved. When a2 = 4.2, m2 = 51.2, the loss was
0.4208 which decreased to a minimum value of 0.3804 at a2 = 5.6, m2 = 81.0 and then
increased to 0.4054 when a2 = 7.6, m2 = 96.9 The reasons for the decrease and subse­
quent increase in loss are identical to those described for the previous table except 
that individuals were being transferred from level 3 to level 2 as the upper boundary 
increased.
From table 3.12, the minimum loss over a  ^ for a2 = 5.975 was obtained 
when a | = 3.6 and similarly from table 3.13, the minimum loss over a2 for a^ = 4.15
used previously as they w ere changed in section  3.2 in  order to m odel the original
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was obtained when a2 = 5.6 and so it was expected that by combining these results 
and investigating the loss near this point, a minimum loss over (a^, a2) would be 
found from which the minimum loss over (m^,m2) could be calculated. Thus it was 
anticipated that the minimum loss over (a^, a2) would be in the region of a  ^ = 3.6 and 
a2 = 5.6. The losses around a  ^ = 3.6 and a2 = 5.6 are shown on table 3.14 and con­
firm the expectation that the minimum loss is in this region. Values of a  ^ and a2 
were tabulated in steps of 0.05 and from the table it can be seen that the minimum 
loss of 0.3790 was obtained in the inclusive interval (3.55, 3.65) for a  ^ and (5.50, 5.60) 
for a2. The corresponding intervals of trial examination score boundaries are (35.4, 
37.8) and (79.4, 81.0). Comparing the original data loss of 0.3820 (see page 55) with 
this minimum loss it can be seen that the difference is 0.003, or 0.8% of the minimum 
loss.
Part of the probability distribution of trial examination marks is shown 
in table 3.18. It can be seen that the probabilities do have local maxima, for example 
at x = 10 but the effect is small compared with that observed in table 3.13 as an­
ticipated.
Having found score boundaries which minimise the loss for the group 
probability distribution the question arose whether they gave the best decision func­
tion for each individual in the group. In order to answer this question the losses 
were found for various ability boundary values for an individual with a = 5 and 
v = 0.2 and another with a = 3 and v = 0.2. This was done by setting p(a,v) = 1 for 
the appropriate value of a and of v and 0 elsewhere. A portion of the results for 
a = 5 are set out in table 3.15. The area of minimum loss is for a  ^ < 3.4 and a2 > 6.4, 
boundaries which would virtually ensure that this individual would be placed on 
level 2. Results for a = 3 are in table 3.16. This time the area of minimum loss is
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given by aj > 4.6 and a2 > 4.6 subject to a  ^ < a2 as a  ^ is by definition the lower 
boundary. It is clearly impossible to satisfy both of the sets of conditions for a = 5 
and a = 3 simultaneously, so there can be no decision function which is best for each 
individual, and this, of course, applies to the group best decision function found in 
this section.
In this section the structured model with the 11-point p(a,v) distribution 
p4 has been shown to be uniformly responsive to changes in the boundaries used for 
the decision function and it is robust. The minimum loss for this model was found 
to be 0.3790, but the decision function giving this minimum loss was shown not to be 
the best function for each individual. The 0.3820 loss for the original 1988 Yateley 
school data was shown to be nearly minimal for this group model as it was within 1% 
of the minimum loss of 0.3790.
3.4. Changing the loss function
Having established that the model was robust for varying decision func­
tions, the next step was to consider alternative loss functions. In chapter 1 the intui­
tive model was tested using a linear loss function and a square loss function (see sec­
tion 1.2). They were defined in that chapter as raw scores so, in order to compare 
them, the final loss had to be divided by the maximum loss, i.e. 1(U). In chapter 2, 
however, each value of the intuitive loss function was divided by 1(U) before being 
used in the model, and so a similar procedure was carried out with the linear and 
square loss functions so that the final losses would be directly comparable. Functions 
of this type are denoted in this section by loss(grade). Thus the model’s loss func­
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tion, the intuitive loss function, and the two other loss functions, the linear loss func­
tion and the square loss function (appropriately adjusted), were as follows:
Intuitive loss function
grade A B C D E F  G U  
l(grade) 0 4 6 12 14 16 17 24
loss(grade) 0 0.167 0.25 0.5 0.583 0.667 0.708 1
Linear loss function
grade A B C D E F G U
l(grade) 0 3 6 9 12 15 18 21
loss(grade) 0 0.143 0.286 0.429 0.571 0.714 0.857 1
Square loss function
grade A B C D E F G U
l(grade) 0 1 4 9 16 25 36 49
loss(grade) 0 0.020 0.082 0.184 0.327 0.510 0.735 1
It can be seen that the differences between the losses given by the in­
tuitive loss function and the linear loss function are small and so a small change in  
overail loss would be expected for a robust model. There are much larger d if—
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ferences between the intuitive loss function and the square loss function and so a 
large change in overall loss would be expected, even for a robust model.
The 11-point model with aj = 4.15 and a2 = 5.975 was tested with each 
of these loss functions in turn and the resulting losses are set out in the following 
table. The final column shows the results obtained in the first chapter when the in­
tuitive model was tested (see section 1.2).
Overall Loss
11-point model Intuitive model
Intuitive loss function 0.3822 0.387
Linear loss function 0.3820 0.388
Square loss function 0.2117 0.218
The difference between the linear loss function and the intuitive loss 
function was small (0.0002), indicating a robust model. However the difference be­
tween the square loss function and the intuitive loss function was much larger, as 
predicted (0,1703). Comparing these losses with those found using the intuitive 
model of chapter 1, the differences were seen to be very similar, -0.001 for the linear 
loss function and 0,186 for the square loss function.
Thus the 11-point model has been shown to be robust to change in the 
loss function, the difference in loss for a small change in the function being 0,0002.
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3.5. Investigating the link betw een ability  and grades
So far this chapter has been concerned with investigating a model of 
the original group data. In the course of the work progress has been made in two 
key areas. The first relates to the boundaries used in the decision function of the 
model and the second to the approximate relationship between ability and expected 
grades. Further, in investigating the effect of changing p(a,v), an approximate 
relationship was found between the ability, a, and the expected grade (see page 86) 
and it was decided to use that relationship in this present section to give an ap­
proximate indication of the grade which an individual might expect to obtain. At 
this point it should be noted that the ability of an individual can only be estimated 
indirectly as the observed values in this model are trial examination scores, x, and 
final GCSE grades, g say, thus although the insight to be obtained from this section 
is of interest, the more pertinent relationship between the loss and the observed x’s is 
considered later in the chapter.
In this section the losses obtained by entering an individual at each level are 
investigated for integral values of a with v = 0.2. The first step in investigating the 
losses to individuals was to arrange for the input to the model to revert to single a 
values. This was done by setting
p(a,0.2) = 1, p(a,v) = 0 otherwise,
for each value of a in turn. The decision function was then altered so that the prob­
ability of the decision to enter an individual at the level under consideration was 1. 
Altering the values of a and the level under consideration, table 3.17 was obtained 
where the bottom row shows the approximate grade expected for an individual of the 
given ability.
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The table shows that for an individual of ability 3 or under level 1 
would be the best choice. The bottom row shows that the approximate grades ex­
pected for individuals of this ability would be G or F and, as these grades are unob­
tainable on higher levels, this result was predictable. However for a -  4, there would 
be a small advantage in entering at level 2 rather than level 1 as the loss would be
0.6060 as opposed to 0.6137. Pupils of this ability would be expected to obtain
around an E grade which is available at either level and if  level 2 is slightly better, it 
must be because the gain from the possibility of obtaining a D grade at this level is 
greater then the loss from the possibility of falling below the E grade and being un­
graded. For a = 5, the level 2 loss of 0.4746 is the least, but the level 1 loss of 0.5833 
and the level 3 loss of 0.5182 are not as far from the minimum loss as might have 
been expected. Pupils of this ability would be expected to obtain around a D grade. 
For a = 6 and beyond pupils are better entered at level 3. For a = 6 itself, the d if­
ference in loss between level 2, 0.2611, and level 3, 0.2285, is marginal and these
pupils would be expected to obtain around a C grade which is available at both levels. 
In practice in these marginal areas around a = 4 and a = 6, the attitude of the pupil 
towards attempting the harder paper would be an important deciding factor.
Thus the losses to the individual of the various decisions has been in­
vestigated in this section. For a = 3 and below level 1 was best, for a = 4 and 5 level 
2 was best and for a = 6 and above level 3 was best. Referring back to the relation­
ship with grades established earlier in the chapter, this would mean that individuals 
expected to merit G or F grades would be better on level 1. For E grades the losses 
for level 1 and level 2 were similar and the choice between the levels would depend 
on how good an E grade the individual would be expected to merit. For D grades 
the individuals would be best entered at level 2 but C grades would be marginally
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better o ff on level 3. A  and B grades would be best entered at level 3 as would be 
expected.
3.6. Using the likelihood function to estimate p(a.v)
In the previous sections of this chapter various aspects of the practical 
problem have been investigated numerically. However the original data contained 
information about the trial examination results and the final grades of each can­
didate at Yateley School, so in this section that data is used to make some inferences 
about p(a,v) in a more formal way using the likelihood function.
The "likelihood" for an individual is defined as the probability of ob­
serving his actual results, i.e. p(x,g) if  his trial mark was x and his final grade was g. 
Now, by the usual rules,
P(x,g) = p(g i x)p(x) 
and p(g | x) = |  p(g I x,a,v) p(a,v | x) da dv
where p(a,v | x) = p(x | a,v) p(a,v) /  p(x)
and p(g | x,a,v) = p(g | d(x),a,v).
Hence p(x,g) = J p(g I d(x),a,v) p(x j a,v) p(a,v) da dv
= £^P (g  I d(x)>a.v) p(x | a,v) p(a,v)
i f  p(a,v) has constant v and is discrete in a. The overall likelihood function for n 
individuals, i.e. from data (x^,gj), ......., (xn>gn)» is then
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7 1  p(xi’gi>- 
i=l
The maximum likelihood estimates of the parameters governing the distributions are 
obtained by maximising this likelihood function. For instance, if p(a,v) is discrete 
with probabilities 0 ^ ,  ......  at given points a^, .....  , am then the parameter
id A-
vector is y  = (v,<Xj, ... ,(Xm) and 0  is varied until the combination B is found which 
maximises
n
L(8) =j ^ p(xit gt). 
i=l
(Krutchkoff, 1970 pl85 -  188)
Up to this point no attempt had been made to estimate the level of 
difficulty of the trial examination,b, as the decision function was defined in such a 
way as to avoid an explicit dependence on b, however this information was now 
needed in order to find p(x | a,v). Three examinations were set originally and the 
corresponding scores and final GCSE grades of the candidates are shown in table 
3.19. In order to estimate b for a paper, the boundary marks, mx, for the middle 
level paper were used initially with the previous values of a  ^ and a2 of 4.15 and 
5.975 (see page 89). As only one pupil was actually entered for a GCSE of a dif­
ferent level from the trial examination, it was assumed in the other cases that the 
boundaries for the decision function were close to the actual marks scored. Thus 
the upper boundary score for the middle trial paper was taken to be 77%, 1% above 
the highest score and the lower boundary score was taken to be 24%, 1% below the 
lowest score. These values were then used to estimate the level of difficulty for the 
trial examination lower level paper, b^ using the equation
n
100
b- = -  ln{mx /  (100 -  mx)}
derived from the definition of mx on page 40, a^  being the appropriate ability bound­
ary.
The two boundaries for the middle level paper led to different results for b2 which 
have a mean value of 5.04. It was therefore decided to take a value for b2 of 5 and 
use this to calculate new values for a  ^ and a2 which were then used together with the 
appropriate mx values to obtain estimates of the difficulty of the other two papers in 
the following manner.
Middle trial b2 = 5 and a = b + ln{mx/(100-mx)}
Thus aj = 4.15
a2 = 5.975
and nq = 24 gave b2 = 5.30 
and m2 = 77 gave b2 = 4.77
nq = 24 gave a  ^ = 5 + ln{24/76} = 3.85 
m2 = 77 gave a2 = 5 + ln{77/23} = 6.21
Lower trial aj = 3.85 and b = a -  ln{mx/(100-mx)}
rrq = 68 gave bj = 3.85 -  ln{68/32} = 3.10
Higher trial a2 = 6.21 and b = a -  ln{mx/(100-mx)}
m2 = 38 gave b 3 = 6.21 -  ln{38/62} = 6.70
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Thus bx = 3.10, b2 -  5 and b3 = 6.70, 
a^ = 3.85 and a2 = 6.21.
In order to find the likelihood of a set of results for a particular ^  , a 
program ’likelimax’ was written which calculated the likelihood from data in an 
ASCII file and it is listed in appendix 3. The a^  values were changed to 3.85 and 
6.21 for this program as required by the analysis above. As there were three trial 
examinations, each one had to be treated as a separate case and the three p(a,v) dis­
tributions thus obtained could then be combined to form the overall distribution.
In order to estimate a parameter vector to start from the previous best 
estimate for p(a,v), p4 was used, where 
a 0 1 2 3 4 5  6 7  8 9  10
p4 0 0 0.01 0.04 0.335 0.175 0.175 0.137 0.058 0.04 0.03
and v = 0.2. As this was a distribution for the whole group, it needed to be divided 
into three distributions, one for each trial examination. For the lowest examination 
there were 68 out of the total of 243 candidates, i.e. 28%, so 28% of the distribution 
was apportioned from the lowest abilities starting with a = 0. The result was 
a 0 1 2  3 4 5 6 7 8 9  10
proportion 0 0 0.01 0.04 0.23 0 0 0 0 0 0
This now needed to total 1, so the distribution was multiplied by 243/68 giving the 
parameter vector
(0.2, 0, 0, 0.04, 0.14, 0.82, 0, 0, 0, 0, 0, 0),
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the first parameter being the particular value of v, The likelihood for this vector 
using the data for the lowest trial examination and bj = 3.1 was 6.48 E-191. The 
program was then extended so that a pair of o< parameters could be changed together 
until a maximum was reached. For example014 = 0.14 was incremented successively 
by 0.01 while 0(3 = 0.82 was decreased by the same amount. In the first instance the 
pairs taken were always adjacent to each other, but as a check when a maximum ap­
peared to have been reached further non-adjacent pairwise exchanges in the region of 
interest were also calculated and on one occasion this did lead to a change in the vec­
tor. The vector giving the maximum likelihood for v = 0.2 was 
(0.2, 0, 0, 0.02, 0.67, 0.31, 0, 0, 0, 0, 0, 0) 
likelihood 4.82 E-178.
The result for v = 0.3 was
(0.3, 0, 0, 0.02, 0.69, 0.29, 0, 0, 0, 0, 0, 0) 
likelihood 4.57 E-165
for v = 0.4 was
(0.4, 0, 0, 0, 0.73, 0.27, 0, 0, 0, 0, 0, 0) 
likelihood 2.76 E-162.
and for v = 0.5 was
(0.5, 0, 0, 0, 0.74, 0.26, 0, 0, 0, 0, 0, 0) 
likelihood 5.51 E-163.
In each case there was a considerable shift towards a = 3 from the starting vector.
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Thus the maximum likelihood of 2.76 E-162 was obtained when v = 0.4. 
This value of v is higher than that thought acceptable for an individual but in a 
group situation it has the effect of increasing the. probability of obtaining certain 
scores which would otherwise have a low probability because only a relatively few 
a-values are represented in the parameter vector. A discussion of this problem can 
be found in section 3.1 (pages 81 -  82). The results for the lower paper are shown in 
table 3.20 and underneath the distribution for 0.4 are also shown the results obtained 
by pairwise exchanges of 0.01.
The procedure was then repeated for the 87 candidates who took the 
middle level trial paper. p4 was used as before to obtain a starting vector 
(0.2, 0, 0, 0, 0, 0.29, 0.49, 0.22, 0, 0, 0, 0).
This was used in the program together with the middle level data and b2 '= 5 to ob­
tain the likelihood 3.7 E-196. This was much smaller than the values found for the 
lower level paper as there were more observations at this level. The vector was al­
tered as before and maximum results for various v were 
v = 0.1
(0.1, 0, 0, 0, 0, 0.22, 0.76, 0.02, 0, 0, 0, 0) 
likelihood 1.26 E-222 
v = 0.2
(0.2, 0, 0, 0, 0, 0.18, 0.80, 0.02, 0, 0, 0, 0) 
likelihood 5.87 E-189 
v = 0.3
(0.3; 0, 0, 0, 0, 0.12, 0.88, 0, 0, 0, 0, 0)
likelihood 1.03 E -189.
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Hence the maximum likelihood was 5.87 E-189 when v = 0.2 and it can 
be seen that there was a considerable shift towards a = 5 from the starting vector. 
The results are shown more fully in table 3.21.
Finally the procedure was repeated for the 88 candidates who took the
higher trial paper with b2 = 6.7. p4 gave the starting vector
(0.2, 0, 0, 0, 0, 0, 0, 0.27, 0.38, 0.16, 0.11, 0.08) 
likelihood 4.46 E-201.
Using the experience from the previous examples the distribution was
altered so that it moved from the extreme values towards a = 7. The final maximum
likelihood results for various values of v were 
v = 0.1
(0.1, 0, 0, 0, 0, 0, 0, 0.18, 0.60, 0.22, 0, 0) 
likelihood 1.04 E-218 
v = 0.2
(0.2, 0, 0, 0, 0, 0, 0, 0.16, 0.62, 0.22, 0, 0) 
likelihood 5.71 E-191 
v = 0.3
(0.3, 0, 0, 0, 0, 0, 0, 0.14, 0.67, 0.19, 0, 0) 
likelihood 5.14 E-191
Thus the maximum likelihood of 5.71 E-191 was obtained when v = 0.2. The results 
are shown more fully in table 3.22.
Lastly the three vectors were combined to give one overall distribution.
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The vector for the lower paper was
0  ! = (0.4, 0, 0, 0, 0.73, 0.27, 0, 0, 0, 0, 0, 0).
This paper was taken by 68 of the 243 candidates and so the probabilities were mul­
tiplied by 68/243 for the final distribution 
(0.4, 0, 0, 0, 0.204, 0.076, 0, 0, 0, 0, 0, 0).
The vectors for the middle and upper papers were
A
$ 2 = (0.2, 0, 0, 0, 0, 0.18, 0.80, 0.02, 0, 0, 0,0) 
and
6 3 = (0.2, 0, 0, 0, 0, 0, 0, 0.16, 0.62, 0.22, 0, 0).
87 candidates took the middle paper and 88 took the higher paper and using these
numbers the probabilities were adjusted to give the following vectors 
(0.2, 0, 0, 0, 0, 0.064, 0.286, 0.007, 0, 0, 0, 0)
and
(0.2, 0, 0, 0, 0, 0, 0, 0.058, 0.225, 0.080, 0, 0).
These were then combined as v was the same for these two groups.
The final distribution obtained by considering the maximum likelihood 
for the observed data for each trial paper was p^, where
a
p5| 0 1 2 3 4 5 6 7 8 9 10
v 0.21 0 0 0 0 0.064 0.286 0.065 0.225 0.080 0 0
0.41 0 0 0 0.204 0.076 0 0 0 0 0 0
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Thus this estimate of p(a,v) allows for the least able pupils to be more 
variable in their scoring ability than the more able pupils which is a common ex­
perience in schools.
In the next section this distribution will be used in the original model 
to find the grade distribution and overall loss and then the best decision function will 
be found.
3.7. Using the maximum likelihood parameters in the model
In the previous section three parameter vectors were found, one for 
each trial paper, which maximised the likelihood function L ( 0 ). These were then 
combined to give a single probability distribution for the entire group, p^, which is 
used in the model in this section. As the distribution was formed from three 
separate sources there is more than one value of v represented but, although this is 
more complex than in previous analyses, the model has always allowed for v to be 
multi-valued.
To be rigorous the three component distributions should be put into the 
model separately with the corresponding trial examination level of d ifficu lty b. 
However, the decision function in the model has been defined in such a way as not to 
require this value explicitly in order to obtain the final GCSE grade distribution and 
loss (see page 44) and so the distribution was entered into the model with an arbitrary 
b but with a  ^ = 3.85 and a2 = 6.21 in accordance with the trial examination analysis 
of the previous section. The resulting cumulative grade distribution and loss are 
displayed in table 3.23 with the original Yateley School data table 3.5a adjacent for
107
comparison. It can be seen that accommodating the trial examination results as well 
as the final grades p^ produces results which are not as close as those of p4 (see table 
3.11a). The probability of being entered at level 2 is higher for p^ than for the 
original data and the probability of obtaining the lower grades is also higher and 
there is a corresponding increase in the overall loss from the original 0.3820 to 0.4102.
In order to find the best decision function for p^ the a^ and a2 bound­
aries were altered as before to find the minimum overall loss. First a2 was kept con­
stant and a  ^ altered and then the reverse. The results shown in table 3.24 suggest a 
minimum loss in the region a  ^ = 4.2, a2 = 5.8. This area was then tested and the 
results in table 3.25 show that the minimum loss of 0.4083 is obtained in the region 
(4.1, 4.2) for a  ^ and (5.7, 5.8) for a2, excluding a  ^ = 4.1, a2 = 5.7. The corresponding 
mx values for the three trial papers are as follows
Level 1/2 Level 2/3
% %
Lower trial b{ = 3.1 73 - 75 (68) 93 -  94
Middle trial b2 = 5 29 - 31 (24) 67 -  69 (77)
Higher trial b3 = 6.7 7  _ 8 27 -  29 (38)
the figures in brackets being the data boundaries used originally. Thus in order to 
minimise the loss the level 1/2 boundary marks have been raised which would 
decrease the probability of being ungraded at level 2, while the level 2/3 boundary 
marks have been lowered, increasing the probability of obtaining the higher grades at 
level 3 leading to an overall minimum loss of 0.4083, higher than that of the original 
data which was 0.3820. This latter condition that the upper bound should be 
lowered was anticipated by the results in section 3.3 but the raising of the lower
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bound was unexpected and may possibly be due to the large variability required to 
maximise the likelihood function for the lower trial candidates. Before deciding 
finally on the method of allocating trial examination levels of difficulty a slightly 
different way was considered which did not assume such strict agreement of the un­
derlying boundary abilities a  ^ and a2 between the papers. This method was rejected 
as it did not conform as well to the requirements of this particular model, but it gave 
a higher bj of 3.4 as opposed to 3.1 which led to a maximum likelihood which was 
2.45 E-153 for v = 0.3 which is higher than the 2.76 E-162 for v = 0.4 given in the 
results in table 3.20. So it is possible that a better model would be one without this 
restriction that the ability boundaries for differentiated trial examinations should 
agree exactly.
The original aim of this research, to model statistically the Yateley 
School results in the differentiated GCSE examination set by the SEG in the summer 
1988 has been accomplished. Initial intuitive ideas about the ability distribution of 
the group of candidates have been superseded by an increasingly rigorous statistical 
modelling of the situation. In this way a methodology has been established whereby 
other comparable data could be analysed.
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Varying dCx) using pfa.v) based on the chapter 2 distribution
T ria l exam ination d i f f i c u l ty  4.15
Lower a b i l i ty  bound = 3.65 
Lower mark bound = 37.8
Upper a b i l i ty  bound = 5.21 
Upper mark bound * 74.3
>wer 
>i l i t y  
>und
Lower
mark
bound
X v = 0.1
Loss 
v * 0.2 v » 0.3
Upper 
ab i I i t y  
bound
Upper
mark
bound
X
Loss 
v * 0.1 v ■ 0.2 v * 0.3
2.0 10.4 0.3851 0.3850 0.3932 4.0 46.3 0.4562 0.4502 0.4484
2.2 12.5 0.3826 0.3830 0.3917 4.2 51.2 0.3996 0.4180 0.4284
2.4 14.8 0.3819 0.3816 0.3905 4.4 56.2 0.3845 0.3971 0.4122
2 .6 17.5 0.3818 0.3810 0.3897 4.6 61.1 0.3822 0.3871 0.4011
2.8 20.6 0.3818 0.3808 0.3892 4 .8 65.7 0.3820 0.3830 0.3945
3.0 24.0 0.3818 0.3807 0.3890 5.0 70.0 0.3820 0.3815 0.3909
3.2 27.9 0.3818 0.3807 0.3889 5.2 74.1 0.3820 0.3810 0.3894
3.4 32.1 0.3818 0.3807 0.3890 5.4 77.7 0.3820 0.3812 0.3891
3.6 36.6 0.3818 0.3809 0.3892 5.6 81.0 0.3820 0.3819 0.3899
3.8 41.3 0.3821 0.3814 0.3896 5.8 83.9 0.3825 0.3837 0.3916
4.0 46.3 0.3828 0.3820 0.3901 6.0 86.4 0.3846 0.3865 0.3940
4.2 51.2 0.3836 0.3827 0.3907 6.2 88.6 0.3868 0.3893 0.3964
4.4 56.2 0.3838 0.3831 0.3913 6.4 90.5 0.3873 0.3911 0.3984
4.6 61.1 0.3839 0.3834 0.3920 6.6 92.1 0.3874 0.3920 0.3999
4.8 65.7 0.3839 0.3837 0.3931 6.8 93.4 0.3874 0.3924 0.4010
5.0 70.0 0.3839 0.3842 0.3951 7.0 94.5 0.3874 0.3926 0.4020
5.2 74.1 0.3839 0.3856 0.3986 7.2 95.5 0.3874 0.3930 0.4032
7.4 96.3 0.3875 0.3940 0.4050
7 .6 96.9 0.3880 0.3963 0.4079
Table 3.1 Table 3 .2
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Probability distribution o f trial marks for P j/a .v )
V = 0 . 1 V = 0 . 2 V a  0 . 3
iark p r o b a b i I i  t y m ark p r o b a b i l i t y mark probab
1 0 1 0 1 0. 0001
2 0 2 0 2 0. 0004
3 0 3 0. 0002 3 0 . 0 0 1 1
4 0 4 0.0006 4 0 . 0 0 2 1
5 0. 0001 5 0 . 0 0 1 6 5 0 . 0 0 3 5
6 0. 0004 6 0 . 0032 6 0 . 0 0 50
7 0 . 0 0 1 6 7 0. 0056 7 0 . 0063
8 0. 0055 8 0. 0083 8 0 . 0 0 7 3
9 0 . 0 1 3 3 9 0 . 0 1 0 3 9 0 . 0 0 7 7
10 0. 0205 10 0 . 0 1 09 10 0 . 0 0 7 5
1 1 0 . 0 1 8 5 1 1 0 . 01 0 0 1 1 0 . 0069
1 2 0 . 0 1 09 1 2 0. 0082 1 2 0 . 0 0 61
1 3 0. 0 0 51 1 3 0. 0062 1 3 0 . 0 0 5 3
14 0. 0022 14 0. 0045 14 0 . 0045
1 5 0 . 0 0 1 0 1 5 0. 0032 1 5 0 . 0 0 3 8
16 0.0004 1 6 0. 0022 1 6 0 . 0 0 3 3
1 7 0. 0002 1 7 0 . 0 0 1 6 1 7 0 . 0 0 29
18 0. 0001 18 0 . 0 0 1 2 18 0 . 0 0 26
1 9 0 1 9 0. 0009 1 9 0. 0024
20 0 20 0. 0008 20 0 . 0 0 2 3
21 0 21 0. 0007 21 0 . 0 0 2 3
22 0 22 0. 0 0 07 22 0. 0024
23 0 23 0. 0 0 07 23 0 . 0 0 2 5
24 0 24 0.0008 24 0 . 0 0 2 7
25 0 25 0 . 0 0 1 0 25 0. 0030
26 0 26 0 . 0 0 1 2 26 0 . 0 0 3 3
27 0 27 0 . 0 0 1 4 27 0 . 0 0 3 6
28 0. 0001 28 0 . 0 0 1 7 28 0. 0040
29 0. 0001 29 0. 0021 29 0 . 0045
30 0. 0002 30 0. 0026 30 0.0049
31 0.0003 31 0 . 0 0 3 1 31 0 . 0 0 5 5
32 0.0004 32 0. 0038 32 0.0060
33 0. 0006 33 0. 0046 33 0 . 0066
34 0 . 0 0 1 0 34 0. 0 0 5 5 34 0 . 0 0 7 2
35 0 . 0 0 1 5 35 0. 0065 35 0 . 0 0 7 8
36 0 . 0 0 22 36 0 . 0 0 7 7 36 0. 0 0 85
37 0 . 0 0 3 3 37 0.0089 37 0. 0091
38 0. 0050 38 0 . 0 1 0 3 38 0 . 0 0 97
39 0. 0 0 72 39 0 . 0 1 1 7 39 0 . 0 1 0 3
40 0 . 0 1 0 4 40 0 . 0 1 3 1 40 0 . 0 1 0 8
41 0 . 0 1 4 5 41 0 . 0 1 4 5 41 0 . 0 1 1 3
42 0 . 0 1 9 5 42 0 . 0 1 5 8 42 0 . 0 1 1 7
43 0 . 0 2 5 1 43 0 . 0 1 7 0 43 0 . 0 1 2 1
Table 3.3
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a I 0 2 4 6 8 10
The fin al grade distribution for t q a(a.v)
p1 a ( a , v )  | 0. 00 0. 0 8  0 . 3 7  0 . 3 7  0 . 1 3  0 . 0 5
P r o b a b i l i t y  d i s t r i b u t i o n  of grades
from p,  ( a , v )  i  a
rade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I
U 0.049 0. 003 0. 001 0 . 0 5 3
G 0 . 0 3 1 0. 000 0.000 0 . 0 3 1
F 0. 020 0. 099 0. 000 0 . 1 1 9
E 0 . 0 3 5 0 . 1 8 9 0. 000 0 . 2 2 4
0 0. 000 0. 024 0.006 0 . 0 3 1
C 0. 000 0 . 007 0 . 2 4 2 0. 249
B 0. 000 0.000 0 . 1 1 5 0 . 1 1 5
A 0. 000 0.000 0 . 1 8 0 0 . 1 8 0
o t a l 0 . 1 3 5 0 . 3 2 1 0. 544 1 . 0 0 0
Pr o p o r t i on  of grades  
from 1988 Y a t e l e y  School  dat a
grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l l
U 0. 008 0.000 0. 000 0. 008
G 0 . 0 1 7 0.000 0. 000 0 . 0 1 7
F 0 . 1 1 1 0 . 0 3 3 0. 000 0 . 1 4 4
E 0 . 1 44 0 . 0 7 8 0.000 0 . 2 2 2
D 0. 000 0 . 1 4 4 0. 008 0 . 1 5 2
C 0. 000 0 . 1 0 7 0 . 0 5 8 0 . 1 6 5
B 0. 000 0. 000 0 . 1 1 5 0 . 1 1 5
A 0.000 0. 000 0 . 1 7 7 0 . 1 7 7
t o t a l  0. 280 0 . 3 6 2  0 . 3 5 8  1 . 0 0 0
Tabl e  3 . 4 T a b l e  3 . 5
Cumul at i ve  p r o b a b i l i t y  d i s t r i b u t i o n  of grades  
from p  ^ ( a . v )
rade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I
U 0.049 0. 003 0. 001 0 . 0 5 3
G 0. 080 0. 003 0. 001 0. 084
F 0 . 1 0 0 0 . 1 0 1 0. 001 0 . 2 0 2
E 0 . 1 3 5 0. 290 0. 001 0. 426
D 0 . 1 3 5 0 . 3 1 4 0.008 0 . 4 5 7
C 0 . 1 3 5 0 . 3 2 1 0. 249 0 . 7 0 5
B 0 . 1 3 5 0 . 3 2 1 0. 364 0. 820
A 0 . 1 3 5 0 . 3 2 1 0. 544 1 . 0 0 0
Cumul at i ve  p r o p o r t i o n  of grades
from 1988 Y a t e l e y  School  data
rade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I
U 0. 008 0. 000 0. 000 0 . 008
G 0 . 0 25 0. 000 0. 000 0 . 0 2 5
F 0 . 1 3 6 0 . 0 3 3 0. 000 0 . 1 6 9
E 0.280 0 . 1 1 1 0. 000 0 . 3 9 1
D 0. 280 0 . 2 5 5 0. 008 0 . 5 4 3
C 0. 280 0 . 3 6 2 0 . 066 0 . 7 0 8
B 0.280 0 . 3 6 2 0 . 1 8 1 0. 823
A 0. 280 0 . 3 6 2 0 . 3 5 8 1 . 0 0 0
Tab l e  3 . 4 a T a b l e  3 . 5 a
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Probability di st ribution of grades
f or -&2a
a 0 1 2 3
P r oo o r t i on  of  orades P2a 0. 00 0. 00 0. 0 2 0 . 0 3
from 1988 Y a t e l e y  School  data a 4 5 6 7
P2a 0 . 1 5 0 . 2 7 0 . 2 9 0 . 1 4
a 8 9 1 0
P2a 0. 06 0 . 0 3 0 . 0 1
grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I
U 0. 008 0. 000 0. 000 0. 008 U 0 . 0 1 3 0. 020 0 . 0 1 2 0 . 0 2 7
G 0 . 0 1 7 0. 000 0. 000 0 . 0 1 7 G 0 . 0 2 1 0. 000 0. 000 0 . 0 2 1
F 0 . 1 1 1 0 . 0 3 3 0. 000 0 . 1 44 F 0 . 0 2 3 0. 041 0.000 0.064
E 0 . 1 4 4 0 . 0 7 8 0. 000 0 . 2 2 2 E 0 . 0 1 5 0 . 091 0.000 0 . 1 0 6
0 0. 000 0 . 1 44 0. 008 0 . 1 5 2 D 0. 000 0 . 1 6 9 0 . 045 0 . 2 1 4
C 0. 000 0 . 1 0 7 0. 058 0 . 1 6 5 C 0. 000 0 . 0 3 1 0. 209 0 . 240
B 0. 000 0.000 0 . 1 1 5 0 . 1 1 5 B 0. 000 0. 000 0 . 1 7 7 0 . 1 7 7
A 0. 000 0. 000 0 . 1 7 7 0 . 1 7 7 A 0. 000 0. 000 0 . 1 5 2 0 . 1 5 2
t o t a l 0. 280 0 . 3 62  
Tabl e  3 . 5
0 . 3 5 8 1 . 0 0 0 t o t a l 0 . 0 7 1 0 . 3 3 4  
T ab l e  3 . 6
0 . 5 95 1 . 0 0 0
P r o b a b i l i t y  d i s t r i b u t i o n  of qrades P r o b a b i l i t y  d i s t r i b u t i o n  of qrades
f o r _ £ 2b l ° r _ E 2c
a 0 1 2 3 a 0 1 2 3
p2b
0. 00 0.00 0 . 0 1 0. 03 p2c 0. 000 0. 000 0 . 0 1 0 0. 040
a 4 5 6 7 a 4 5 6 7
P2b 0 . 34 0 . 2 5 0 . 1 2 0 . 1 0 p2c 0 . 3 45 0 . 1 7 0 0. 200 0.090
a 8 9 1 0 a 8 9 1 0
p2b 0. 06 0 . 0 5 0. 04 p2c 0 . 0 5 5
0 . 050 0. 040
grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I
U 0. 006 0. 003 0 . 0 1 2 0 . 0 2 1 U 0. 007 0. 003 0. 008 0 . 0 1 8
G 0 . 0 1 8 0. 000 0. 000 0 . 0 1 8 G 0 . 0 22 0.000 0. 000 0 . 0 2 2
F 0 . 0 32 0. 092 0. 000 0 . 1 2 4 F 0. 038 0. 093 0.000 0 . 1 3 1
E 0 . 0 3 3 0 . 1 8 7 0. 000 0 . 220 E 0 . 0 3 3 0 . 1 8 5 0.000 0 . 2 1 9
D 0. 000 0 . 1 6 9 0. 039 0. 209 D 0. 000 0 . 1 2 3 0. 029 0 . 1 5 1
C 0.000 0. 026 0.096 0 . 1 2 2 C 0. 000 0. 020 0 . 1 4 3 0 . 1 6 3
B 0. 000 0. 000 0 . 1 0 0 0 . 1 0 0 B 0. 000 0. 000 0 . 1 1 8 0 . 1 1 8
A 0.000 0.000 0 . 1 8 6 0 . 1 8 6 A 0. 000 0.000 0 . 1 7 8 0 . 1 7 8
t o t a l 0.090 0 . 4 7 7 0 . 4 3 3 1 . 0 0 0 t o t a l 0 . 1 00 0. 424 0 . 476 1 . 0 0 0
T a b l e  3 . 7 T ab l e  3 . 8
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Probability d is trib ut ion of grades
Pr opor t i on  of grades  
from 1988 Y a t e l e y  School  data
grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l l
U 0.008 0. 000 0. 000 0. 008
G 0 . 0 1 7 0. 000 0. 000 0 . 0 1 7
F 0 . 1 1 1 0 . 0 3 3 0. 000 0 . 1 44
E 0 . 1 4 4 0. 078 0. 000 0 . 2 2 2
D 0. 000 0 . 1 44 0. 008 0 . 1 5 2
C 0. 000 0 . 1 0 7 0. 058 0 . 1 6 5
B 0. 000 0. 000 0 . 1 1 5 0 . 1 1 5
A 0. 000 0.000 0 . 1 7 7 0 . 1 7 7
t o t a l 0.280 0. 362 0 . 3 5 8 1 . 0 0 0
Tabl e  3 . 5
P r o b a b i I i  t v d i s t r i b u t i o n  of grades
f o r  p , ,  a = 4 . 1 3 2 . a„ = 5 . 9 1
a
• y  T_ 
0 1
Z
2 3
p3 0 .0 0 0 0 .0 0 0 0 . 0 1 0 0 . 0 3 5
a 4 5 6 7
p3 0. 340 0 . 1 8 0 0 . 1 7 0 0 . 1 40
a 8 9 10
p3 0 . 0 5 5 0. 040 0. 030
grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I
U 0. 007 0. 001 0. 000 0. 008
G 0 . 0 22 0. 000 0. 000 0 . 0 22
F 0 . 097 0 . 0 3 7 0. 000 0 . 1 3 4
E 0 . 1 4 6 0. 082 0. 000 0 . 2 2 8
D 0. 000 0 . 1 5 2 0. 003 0 . 1 5 5
C 0. 000 0.086 0 . 0 7 2 0 . 1 5 8
B 0. 000 0. 000 0 . 1 2 0 0 . 1 2 0
A 0. 000 0. 000 0 . 1 7 6 0 . 1 7 6
t o t a l 0 . 2 7 1 0 . 3 5 9 0 . 3 7 0 1 . 0 0 0
Tabl e  3 . 1 0
f o r  p» . a .  = 4 . 1 3 2 , , a ,  = 5 . 9 1
20 T_
a 0 1 2 3
P? r 0. 000 0. 000 0 . 0 1 0 0. 040
a 4 5 6 7
p2c
a
P2c
0 . 3 4 5  0 . 1 7 0  
8 9 
0 . 0 5 5  0. 050
0. 200
10
0.040
0.090
grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l l
U 0 . 0 0 7 0. 001 0. 000 0. 008
G 0. 024 0. 000 0. 000 0. 024
F 0 . 1 0 1 0 . 0 3 7 0. 000 0 . 1 3 8
E 0 . 1 4 8 0 . 0 8 3 0.000 0 . 2 3 1
D 0. 000 0 . 1 4 5 0. 003 0 . 1 4 8
C 0. 000 0. 096 0. 083 0 . 1 7 9
B 0. 000 0. 000 0.094 0.094
A 0. 000 0. 000 0 . 1 7 8 0 . 1 7 8
t o t a l 0. 280 0 . 3 6 2 0 . 3 5 9 1 . 0 0 0
T ab l e  3 . 9
P r o b a b i I i  t v d i s t r i b u t i o n  of grades
f o r  p . .  a. = 4 . 1 5 , a .  =  5,.975
a
4 T_ 
0 1
Z
2 3
p4 0.000 0. 000 0 . 0 1 0 0. 040
a 4 5 6 7
p4 0 . 3 3 5 0 . 1 7 5 0 . 1 7 5 0 . 1 3 7
a 8 9 10
P4 0. 058 0. 040 0. 030
grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I
U 0 . 0 0 7 0. 001 0. 000 0. 008
G 0. 024 0. 000 0.000 0. 024
F 0 . 1 0 1 0. 034 0. 000 0 . 1 3 5
E 0 . 1 4 8 0 . 0 7 7 0. 000 0 . 2 2 5
D 0. 000 0 . 1 4 8 0. 002 0 . 1 5 1
C 0. 000 0 . 1 0 1 0.064 0 . 1 6 5
B 0. 000 0. 000 0 . 1 1 4 0 . 1 1 4
A 0. 000 0. 000 0 . 1 7 7 0 . 1 7 7
t o t a l 0. 280 0 . 3 6 2 0 . 3 5 8 1 . 0 0 0
T a b l e  3. , 1 1
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of grades  f o r  p ^ .
a.  = 4 . 1 5 .  a„ = 5 . 9 7 5  —1----------1-- 2--------
Cumulative p roba bility distribution
a 0 1 2 3
Cumul at i ve p r o p or t i on P4 0.000
0. 000 0 . 0 1 0 0. 040
of qrades a 4 5 6 7
from 1988 Y a t e l e y  School  data p4 0 . 3 3 5 0 . 1 7 5
0 . 1 7 5 0 . 1 3 7
a 8 9 10
P4 0. 058 0. 040 0. 030
grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I grade l e v e l  1 l e v e l  2 l e v e l  3 o v e r a l I
U 0. 008 0.000 0.000 0. 008 U 0 . 007 0. 001 0.000 0. 008
G 0 . 0 25 0.000 0. 000 0 . 0 2 5 G 0 . 0 3 1 0 . 0 0 1 0.000 0 . 0 32
F 0 . 1 3 6 0 . 033 0.000 0 . 1 6 9 F 0 . 1 3 2 0 . 0 3 5 0. 000 0 . 1 6 7
E 0.280 0 . 1 1 1 0. 000 0 . 3 9 1 E 0.280 0 . 1 1 2 0. 000 0 . 3 92
D 0. 280 0 . 2 5 5 0. 008 0 . 5 4 3 D 0.280 0. 260 0 . 002 0 . 5 4 2
C 0.280 0. 362 0. 066 0 . 7 0 8 C 0. 280 0 . 3 62 0 . 066 0. 708
B 0.280 0. 362 0 . 1 8 1 0 . 8 2 3 B 0. 280 0 . 3 6 2 0 . 1 8 0 0 . 82 2
A 0. 280 0 . 3 62 0 . 3 5 8 1 . 0 0 0 A 0. 280 0 . 3 6 2 0 . 3 5 8 1 . 0 0 0
t o t a l 0. 280 0. 362 0 . 3 5 8 1 . 0 0 0 t o t a l 0. 280 0 . 3 62 0 . 3 5 8 1 . 0 0 0
Tabl e  3 . 5 a  T ab l e  3 . 1 1 a
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V arying d(x) in the 11-p o in t m odel
T r i a l  exa mi na t i o n d i f f i c u l t y  4 . 1 5
Upper a b i l i t y  bound = 5 . 9 7 5  
Upper mark bound = 8 6 . 1
Lower a b i l i t y  bound 
Lower mark bound
Lower 
a b i l i t y  
bound
Lower
mark
bound
X
Loss
Upper  
a b i l i t y  
bound
Upper
mark
bound
X
2 . 0 1 0 . 4 0. 3869 4 . 2 5 1 . 2
2 . 2 1 2 . 5 0. 3866 4 . 4 5 6 . 2
2 . 4 1 4 . 8 0. 3862 4 . 6 6 1 . 1
2 . 6 1 7 . 5 0 . 3 8 5 7 4 . 8 6 5 . 7
2 . 8 2 0 . 6 0. 3848 5 . 0 7 0 . 0
3 . 0 2 4 . 0 0 . 3 8 3 3 5 . 2 7 4 . 1
3 . 2 2 7 . 9 0 . 3 8 1 9 5 . 4 7 7 . 7
3 . 4 3 2 . 1 0 . 3 8 1 0 5 . 6 8 1 . 0
3 . 6 3 6 . 6 0 . 3808 5 . 8 83 . 9
3 . 8 4 1 . 3 0 . 3 8 1 0 6 . 0 86. 4
4 . 0 4 6 . 3 0 . 3 8 1 6 6 . 2 88. 6
4 . 2 5 1 . 2 0 . 3824 6. 4 9 0 . 5
4 . 4 5 6 . 2 0 . 3834 6 . 6 9 2 . 1
4 . 6 6 1 . 1 0. 3849 6 . 8 9 3 . 4
4 . 8 6 5 . 7 0 . 3 8 7 9 7 . 0 9 4 . 5
5 . 0 7 0 . 0 0 . 3 92 6 7 . 2 9 5 . 5
5 . 2 7 4 . 1 0 . 3 9 7 6 7 . 4 9 6 . 3
5 . 4 7 7 . 7 0 . 40 22 7 . 6 96. 9
5 . 6 8 1 . 0 0. 40 76
5 . 8 8 3 . 9 0 . 4 1 6 7
Tabl e  3 . 1 2 T abl e  3 .
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4.15
Loss
0. 4208
0 . 4 0 1 7
0 . 3 9 2 1
0 . 3 87 2
0. 3840
0 . 3 8 1 8
0 . 3 80 6
0 . 3804
0 . 3 8 1 1
0. 3 8 2 4
0 . 3 8 3 9
0 . 3 8 5 3
0 . 3 8 7 1
0 . 3 90 2
0. 3949
0 . 3 996
0. 4030
0. 4054
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Loss against low er ability bound
Upper ability bound = 5.975
Lower ability bound
Figure 3.1
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L
o
»
Loss against upper ability bound
Lower ability bound = 4.15
Upper ability bound
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The region of minimum loss for o^la.y)
5 . 6 5  | 0 . 3 7 9 2 0 . 3 7 9 1 0 . 3 7 9 1 0 . 3 7 9 1 0 . 3 7 9 2
5 . 6 0  | 0 . 3 7 9 1 0 . 3 7 9 0 0 . 3 7 9 0 0 . 3 7 9 0 0 . 3 7 9 1
5 . 5 5  | 0 . 3 7 9 1 0 . 3 7 9 0 0 . 3 7 9 0 0 . 3 7 9 0 0 . 3 7 9 1
5 . 5 0  | 0 . 3 7 9 1 0 . 3 7 9 0 0 . 3 7 9 0 0 . 3 7 9 0 0 . 3 7 9 1
5 . 4 5  |
I
0 . 3 7 9 2 0 . 3 7 9 1 0 . 3 7 9 1 0 . 3 7 9 1 0 . 3 7 9 2
1 3 . 5 0 3 . 5 5 3 . 6 0 3 . 6 5 3 . 7 0
T a b l e  3 . 1 4
The region of minimum loss for 
an individual with a= 5. v =0.2
The region of minimum loss for 
an individual with a= 3. v =0.2
a26.8 0 . 4 7 4 6 0 . 4 7 4 6 0 . 4 7 4 7 0 . 4 7 4 7 *25 . 0  | 0 . 6 8 9 2 0 . 6 8 9 2 0 . 6 8 9 1  0 . 6 8 9 1
6.6 0 . 4 7 4 6 0 . 4 7 4 6 0 . 4 7 4 7 0 . 4 7 4 7 4 . 8  | 0 . 6 8 9 3 0 . 6 8 9 2 0 . 6 8 9 1
6 . 4 0 . 4 7 4 7 0 . 4 7 4 7 0 . 4 7 4 7 0 . 4 7 4 8 4 . 6  | 0 . 6 8 9 3 0 . 6 8 9 2
6.2 0 . 4 7 4 7 0 . 4 7 4 7 0 . 4 7 4 8 0 . 4 7 4 8 4 . 4  | 0 . 6 8 9 4
3 . 0 3 . 2 3 . 4 3 . 6 I 4 . 4 4 . 6 4 . 8  5 . 0
T a b l e  3 . 1 5 T a b l e  3 . 1 6
The loss to an individual of being entered at different levels
10
L e v e l  1 
L e v e l  2 
L e v e l  3
0 . 9 9 8 8
1
1
0 . 8 8 7 6
0 . 9 9 8 1
1
0 . 6 8 9 1
0 . 8 4 5 1
0 . 9 9 9 9
0 . 6 1 3 7
0 . 6 0 6 0
0 . 9 8 3 1
0 . 5 8 3 3
0 . 4 7 4 6
0 . 5 1 8 2
0 . 5 8 3 0
0 . 2 6 1 1
0 . 2 2 8 5
0 . 5 8 3 0
0 . 2 5 0 1
0 . 1 0 7 3
0 . 5 8 3 0
0 . 2 5 0 0
0 . 0 0 1 9
0 . 5 8 3 0  0 . 5 8 3 0
0 . 2 5 0 0  0 . 2 5 0 0
0 . 0 0 1 9  0 . 0 0 1 9
G r a d e G / F
T a b l e  3 . 1 7
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Probability distribution of trial marks for p^a.v)
mark p r o b a b i l i t y  mark p r o b a b i l i t y
1 0 .0 0 0 0 41 0 .0 1 3 4
2 0 .0 0 0 0 42 0 .0 1 4 6
3 0 .0 0 0 0 43 0 .0 1 5 6
4 0 .0 0 01 44 0 .0 1 6 4
5 0 .0 0 0 2 45 0 . 0 1 6 9
6 0 .0 0 0 4 46 0 .0 1 71
7 0 .0 0 0 7 47 0 .0 1 7 0
8 0 .0011 48 0 . 0 1 6 6
9 0 .0 0 1 4 49 0 .0 1 6 0
10 0 .0 0 1 5 50 0 .0 1 51
11 0 .0 0 1 4 51 0 .0 1 41
12 0 .0 0 1 3 52 0 .0 1 3 0
13 0 .0 0 1 2 53 0 .0 1 1 9
14 0 .0 0 11 54 0 .0 1 0 8
15 0 .0 0 1 2 55 0 .0 0 9 8
16 0 .0 0 1 3 56 0 .0 0 8 9
17 0 . 0 0 1 6 57 0 .0 0 8 2
18 0 .0 0 1 9 58 0 . 0 0 7 7
19 0 .0 0 2 2 59 0 .0 0 7 3
20 0 .0 0 2 5 60 0 .0 0 71
21 0 .0 0 2 8 61 0 .0 0 7 1
22 0 .0 0 31 62 0 .0 0 7 2
23 0 .0 0 3 3 63 0 . 0 0 7 6
24 0 .0 0 3 4 64 0 .0 0 8 0
25 0 .0 0 3 4 65 0 .0 0 8 6
26 0 .0 0 3 4 66 0 .0 0 9 2
27 0 .0 0 3 4 67 0 .0 0 9 9
28 0 .0 0 3 4 68 0 .0 1 0 5
29 0 .0 0 3 5 69 0 .0 1 0 9
30 0 .0 0 3 7 70 0 .0 1 1 2
31 0 .0 0 4 0 71 0 .0 1 1 3
32 0 .0 0 4 4 72 0 .0 1 11
33 0 .0 0 5 0 73 0 . 0 1 0 6
34 0 .0 0 5 6 74 0 .0 1 0 0
35 0 .0 0 6 4 75 0 .0 0 9 3
36 0 .0 0 7 4 76 0 .0 0 8 6
37 0 .0 0 8 5 77 0 .0 0 8 0
38 0 .0 0 9 6 78 0 .0 0 7 6
39 0 .0 1 0 9 79 0 .0 0 7 5
40 0 .0 1 2 2 80 0 . 0 0 7 8
T a b le  3 .1 8
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December 87 Mock results (Percentaged) and June 88 GCSE Grade
H a r k *
L o w e r  t r i a l  
G C S E
p a p e r
H a r k X G C SE H a r k X
M i d d l e  t r i a l  
G C S E
p a p e r
H a r k X GCSE
L a v e l  1 e n t r y L e v e l  1 e n t r y L e v e l 2 e n t r y L e v e l 2 e n t
6 7 E 4 5 E 7 6 C 4 7 D
66 E 4 5 E 64 C 4 7 0
6 4 E 4 4 E 6 2 D 4 7 0
6 3 E 4 4 F 5 9 C 4 6 0
6 0 E 4 4 F 5 9 D 4 6 D
5 9 E 4 4 5 9 C 4 6 0
5 9 F 4 3 F 5 8 c 4 6 C
5 7 E 4 3 F 5 6 c 4 6 0
5 6 E 4 3 F 5 5 c 4 6 D
5 5 E 4 2 F 5 5 c 4 6 D
5 5 E 4 2 F 5 5 0 4 5 D
54 E 41 F 5 4 D 4 5 E
5 3 E 4 0 F 5 4 0 4 5 0
5 3 E 4 0 E 5 4 D 4 5 D
5 2 E 3 9 E 5 4 C 4 5 0
5 2 E 3 8 G 5 3 C 4 4 E
5 2 E 3 8 E 5 3 c 4 4 E
5 2 E 3 8 F 5 3 c 4 4 0
5 2 E 3 8 F 5 3 c 4 3 C
51 E 3 8 F 5 3 c 4 3 E
51 E 3 7 F 5 3 c 4 3 D
5 0 E 3 7 5 2 c 4 2 E
4 9 F 3 6 F 5 2 c 4 2 E
4 9 F 3 5 F 5 2 0 41 E
4 8 E 3 3 5 2 c 41 E
4 3 E 3 3 F 5 2 0 41 D
4 7 E 3 3 51 D 4 0 E
4 7 F 3 3 F 51 D 4 0 E
4 7 F 31 F 51 C 4 0 F
4 6 E 31 F 51 E 4 0 D
4 6 E 31 F 5 0 D 3 9 E
4 6 E 2 8 F 5 0 C 3 9 E
4 6 F 3 8 U 5 0 0 3 8 F
4 6 E 22 U 5 0
4 9
4 9
4 9
4 9
4 8
4 8
4 8
4 7
4 7
T a b l e  3 . 1 9
0
c
c
E
C
D
D
C
D
E
3 7  F 
3 6  F 
3 6  E 
3 5  0 
3 5  E 
3 4  F 
3 3  E 
31  E 
2 7  F 
2 7  F 
2 5  F
c o n t ' d  o v e r l e a f
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December 87 Mock results (Percentaged) and June 88 GCSE Grade
Mark% GCSE
H ig h e r  t r i a l  paper  
Mark% GCSE Mark% GCSE
tv e l 3 e n t r y L e v e l 3 e n t r y L e v e l 3 en t i
85 A 63 A 52 B
84 A 63 A 51 B
81 A 62 B 51 B
78 A 61 A 51 C
78 A 61 A 50 B
76 A 61 A 50 A
74 A 60 A 50 C
74 A 60 A 50 B
74 A 60 B 49 B
74 A 59 B 49 C
73 A 59 A 49 A
73 A 59 A 48 B
72 A 59 C 47 8
72 A 58 A 47 B
72 A 58 B 47 A
72 A 58 A 44 C
71 A 58 B 44 B
71 A 57 C 44 C
70 A 57 B 43 C
70 B 57 A 43 C
68 A 57 B 42 C
68 A 56 B 42 B
67 A 56 B 41 D
67 A 56 B 40 D
66 A 55 C 40 C
66 A 55 B 39 C
65 A 55 B 38 C
65 A 54 B
64 A 54 B L e v e l 2 e n t r
64 B 52 B 32 D
T a b le  3 . 1 9  c o n t 'd
122
Maximum likelihood for lower trial paper
b 1  = 3 . 1
0 1 2 3 4 5
V
a
6
= 0 . 4  
7 8 9 10 L i k e l i h o o d
0 0 0 0 . 7 3 0 . 2 7 0 0 0 0 0 0 2 . 7 6  E - 1 6 2
0 0 0.01 0 . 7 2 0 . 2 7 0 0 0 0 0 0 2 . 3 0  E - 1 6 2
0 0 0 0 . 7 4 0 . 2 6 0 0 0 0 0 0 2 . 7 5  E - 1 6 2
0 0 0 0 . 7 2 0 . 2 8 0 0" 0 0 0 0 2 . 7 4  E - 1 6 2
0 0 0 0 . 7 3 0 . 2 6 0.01 0 0 0 0 0 1 . 5 7  E - 1 6 2
0 0 0 0 . 7 2 0 . 2 7 0.01 0 0 0 0 0 1 . 5 7  E - 1 6 2
0 0 0.01 0 . 7 3 0 . 2 6 0 0 0 0 0 0 2 . 2 9  E - 1 6 2
v  = 0 . 3
0  0 0 . 0 2  0 . 6 9  0 . 2 9  0 0 0 0 0  0 4 . 5 7  E - 1 6 5
v  = 0 . 5
0 0 0  0 . 7 4  0 . 2 6  0 0 0 0 0  0 5 . 5 1  E - 1 6 3
T a b l e  3 . 2 0
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Maximum likelihood for middle trial paper
v  *  0.2
a
0 1 2 3 4 5 6 7 8 9 10 L i k e l i h o o d
0 0 0 0 0 . 1 8 0 . 8 0 0.02 0 0 0 0 5 . 8 7  E - 1 8 9
0 0 0 0 0 . 1 7 0 . 8 1 0.02 0 0 0 0 5 , 7 4 E - 1 8 9
0 0 0 0 0 . 1 9 0 . 7 9 0.02 0 0 0 0 5 . 7 5 E - 1 8 9
0 0 0 0 0 . 1 8 0 . 7 9 0 . 0 3 0 0 0 0 4 . 8 0 E - 1 8 9
0 0 0 0 0 . 1 8 0 . 8 1 0.01 0 0 0 0 5 . 5 1 E - 1 8 9
0 0 0 0.01 0 . 1 7 0 . 8 0 0.02 0 0 0 0 2 . 4 3 E - 1 8 9
0 0 0 0 0 . 1 8 0 . 8 0 0.01 0.01 0 0 0 2 . 4 5 E - 1 8 9
0 0 0 0.01 0 . 1 8 0 . 7 9 0.02 0 0 0 0 2 . 4 7 E - 1 8 9
0 0 0 0 0 . 1 9 0 . 3 0 0.01 0 0 0 0 5 . 4 1 E - 1 8 9
0 0 0 0 0 . 1 7 0 . 8 0 0 . 0 3 0 0 0 0 4 . 7 1 E - 1 8 9
0 0 0 0 0 . 1 8 0 . 7 9 0.02 0.01 0 0 0 2 , 5 2 E - 1 8 9
0 0 0 0.01 0 . 1 8 0 . 8 0 0.01 0 0 0 0 2 . 3 3 E - 1 8 9
0 0 0 0 0 . 1 7 0. 8 Q 0.02 0.01 0 0 0 2 . 4 9 E - 1 9 0
v  = 0 . 1
0 0 0 0 0.22 0 . 7 6 0.02 0 0 0 0 1 . 2 6  E - 2 2 2
v  = 0 . 3
0 0 0 0 0 . 1 4 0.86 0 0 0 0 0 1 . 0 3  E - 1 8 9
Table 3.21
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00
0
0
o
0
0
0
0
0
0
0
0
0
0
0
Maximum likelihood for higher trial paper
b 3  = 6 . 7
V  a  0 . 2
1 2 3 4 5 6 7 8 9 10
0 0 0 0 0 0 . 1 6 0 . 6 2 0.22 0 0
0 0 0 0 0 0 . 1 6 0 . 6 3 0.21 0 0
0 0 0 0 0 0 . 1 6 0 . 6 1 0 . 2 3 0 0
0 0 0 0 0 0 . 1 7 0 . 6 1 0.22 0 0
0 0 0 0 0 0 . 1 5 0 . 6 3 0.22 0 0
0 0 0 0 0.01 0 . 1 5 0 . 6 2 0.22 0 0
0 0 0 0 0 0 . 1 6 0 . 6 2 0.21 0.01 0
0 0 0 0 0.01 0 . 1 6 0 . 6 1 0.22 0 0
0 0 0 0 0 0 . 1 7 0 . 6 2 0.21 0 0
0 0 0 0 0 0 . 1 5 0 . 6 2 0 . 2 3 0 0
0 0 0 0 0 0 . 1 6 0 . 6 1 0.22 0.01 0
0 0 0 0 0.01 0 . 1 6 0 . 6 2 0.21 0 0
0 0 0 0 0 0 . 1 5 0 . 6 2 0.22 0.01 0
V = 0 . 1
0 . 1 8  0 . 6 0 0.22
v  = 0 . 3
0 . 1 4  0 . 6 7 0 . 1 9
Table 3.22
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Results for pg from the model
C u m u l a t i v e  p r o p o r t i o n  o f  g r a d e s  C u m u l a t i v e  d i s t r i b u t i o n  o f  q r a d e s  f o r  p 5
f r o m  1 9 8 8  Y a t e l e y  S c h o o l  d a t a
a1  =  3 . 8 5  a 2  = 6 . 2 1
G r a d e  | L e v e l  1 L e v e l  2 L e v e l  3 O v e r a l I G r a d e | L e v e l  1 L e v e l  2  L e v e l  3 O v e r a l I
l l  | 0 . 0 0 8 0.000 0.000 0 . 0 0 8 U | 0 . 0 1 7 0 . 0 1 5 0.000 0 . 0 3 3
G | 0 . 0 2 5 0.000 0.000 0 . 0 2 5 G | 0 . 0 9 2 0 . 0 1 5 0.000 0 . 1 0 7
F  | 0 . 1 3 6 0 . 0 3 3 0.000 0 . 1 6 9 F | 0 . 1 8 5 0 . 0 5 2 0.000 0 . 2 3 7
E | 0 . 2 8 0 0.111 0.000 0 . 3 9 1 E | 0 . 2 3 5 0 . 1 1 7 0.000 0 . 3 5 2
D | 0 . 2 8 0 0 . 2 5 5 0 . 0 0 8 0 . 5 4 3 D | 0 . 2 3 5 0 . 3 5 8 0.001 0 . 5 9 4
C | 0 . 2 8 0 0 . 3 6 2 0 . 0 6 6 0 . 7 0 8 C | 0 . 2 3 5 0 . 4 4 6 0 . 0 1 6 0 . 6 9 8
B | 0 . 2 8 0 0 . 3 6 2 0 . 1 8 1 0 . 8 2 3 B j 0 . 2 3 5 0 . 4 4 6 0 . 1 5 9 0 . 8 4 1
A  1 0 . 2 8 0 0 . 3 6 2 0 . 3 5 8 1.000 A | 0 . 2 3 5
I
0 . 4 4 6 0 . 3 1 9 1.000
T o t a l  j 0 . 2 8 0 0 . 3 6 2 0 . 3 5 8 1.000 T o t a l
I
] 0 . 2 3 5 0 . 4 4 6 0 . 3 1 9 1.000
O v e r a l l  l o s s  = 0 . 3 8 2 0 O v e r a l I l o s s = 0 . 4 1 0 2
T a b l e  3 . 5 a  T a b l e  3 . 2 3
Finding the best boundaries for Pg
a 2  =  6 . 2 1  a1  »  3 . 8 5
a1 L o s s a 2 L o s s
A r e a  o f m i n i  mum l o s s
3 . 0 0 . 4 1 9 6 5 . 0 0 . 4 1 6 2
3 . 2 0 . 4 1 6 6 5 . 2 0 . 4 1 2 5
3 . 4 0 . 4 1 3 9 5 . 4 0 . 4 1 0 2 5 . 9 5  | 0 . 4 0 8 7 0 . 4 0 8 6 0 . 4 0 8 6 0 . 4 0 8 6 0 . 4 0 8 6
3 . 6 0 . 4 1 1 8 5 . 6 0 . 4 0 9 2 5 . 9 0  | 0 . 4 0 8 5 0 . 4 0 8 5 0 . 4 0 8 5 0 . 4 0 8 5 0 . 4 0 8 5
3 . 8 0 . 4 1 0 4 5 . 8 0 . 4 0 9 0 5 . 8 5  | 0 . 4 0 8 5 0 . 4 0 8 4 0 . 4 0 8 4 0 . 4 0 8 4 0 . 4 0 8 4
4 . 0 0 . 4 0 9 7 6.0 0 . 4 0 9 4 a 2  5 . 8 0  | 0 . 4 0 8 4 0 . 4 0 8 3 0 . 4 0 8 3 0 . 4 0 8 3 0 . 4 0 8 4
4 . 2 0 . 4 0 9 5 6.2 0 . 4 1 0 2 5 . 7 5  | 0 . 4 0 8 4 0 . 4 0 8 3 0 . 4 0 8 3 0 . 4 0 8 3 0 . 4 0 8 4
4 . 4 0 . 4 1 0 1 6 . 4 0 . 4 1 1 4 5 . 7 0  | 0 . 4 0 8 4 0 . 4 0 8 4 0 . 4 0 8 3 0 . 4 0 8 3 0 . 4 0 8 4
4 . 6
A ft
0 . 4 1 2 1
fl A 1 A T
6.6
A  A
0 . 4 1 3 8
H A 7
5 . 6 5  |
____________ I
0 . 4 0 8 5 0 . 4 0 8 4 0 . 4 0 8 4 0 . 4 0 8 4 0 . 4 0 8 5
h ♦ o U . H  I O f O .  o U . H l O f ------  _ | -
5 . 0 0 . 4 2 3 9 7 . 0 0 . 4 2 6 2 I 4 . 0 5 4 . 1 0 4 . 1 5 4 . 2 0 4 . 2 5
a1
T a b l e  3 . 2 4 T a b l e  3 . 2 5
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CONCLUSION
The aim of this research was to model a 3-level differentiated examina­
tion, of the type used by SEG for its 1988 syllabus in Mathematics without coursework, 
from the candidate’s viewpoint. After an initial attempt to look at the examination 
from a mainly intuitive perspective, the insight gained was used to make a more struc­
tured model. This model ascribed two variables to an individual taking an examination, 
the scoring ability and variability; the variable used for the examination was the level of 
difficulty. The logistic function was used for the distribution of scores for an individual, 
both in the trial examination and in the GCSE. A simple decision function for the level 
of entry at GCSE for an individual was adopted which utilised the trial examination 
scores via boundary marks; these boundary marks took into account the level of dif­
ficulty of the trial examination. During the course of the research, new values were as­
signed to these boundaries in order to model the situation more closely. A typical set of 
grade boundaries for the GCSE was arbitrarily assigned and remained fixed thereafter.
A loss function was set which reflected the importance of certain "key" grades, i.e. A, C, 
and G, and it was only altered in order to test the robustness of the model. Having es­
tablished a model of the situation for an individual, the area of research was extended to 
encompass the entire data group, the Summer 1988 GCSE candidates at Yateley School, 
Hampshire. In order to find a probability distribution which adequately matched the 
data of the group, simple, intuitive ideas were considered first and then a statistical 
method was used, via the likelihood function. Finally a working model was found for 
the group situation which could be simply changed to give the individual’s viewpoint by 
concentrating the initial probability distribution at a single ability-variability point. All 
the models developed gave results which were consistent with the original data. The 
earlier ones had been chosen with that in mind, but the final one, found by using the 
maximum likelihood method, could have been at variance with the data.
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Originally it had been hoped that the statistical model would provide in­
formation about improving the way decisions are taken in school about the level of entry 
of individuals. However, looking at the group as a whole, the school’s results were 
slightly better than any which could be obtained using the simple type of decision func­
tion described in section 2.3. It was found that each of the models tested was very 
robust, which tends to support the SEG’s decision to include an overlap of two grades 
between adjacent levels. This means that in practice borderline pupils can be entered 
at either of the two levels with confidence and the pupil’s inclination could realistically 
be the deciding factor.
There are several ways of improving this model and extending the 
research. In fact, each candidate took four papers, two written and two aural. The 
scores for each paper could be estimated separately using Fx(x | a, v, b) where a and v 
could each be varied for an individual according to the particular paper under con- 
'sideration, thus retaining maximum flexibility. However, SEG does not release precise 
information about how the marks for the separate elements are combined. Various 
methods for aggregating scores were discussed briefly on page 47 and, without further 
information, scaling might well be chosen.
The delay between trial examination and GCSE means that a change in 
scoring ability is to be expected; this was discussed on page 51. For the purposes of this 
modelling situation the same increase was attributed to each individual, however it 
would be better to assign a probability distribution and this should also include the pos­
sibility of a decrease in scoring ability by allowing for negative increases. A further 
refinement would be to increase the number of points in the p(a,v) distribution for the 
group, particularly near a = 4 where a problem was experienced in trying to match the F 
and G grades simultaneously on page 88.
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The model could also be improved by altering the decision function. The 
boundaries between two grades on adjacent papers were linked by ensuring that they 
were the median scores for individuals of the same scoring ability when the difficulty of 
the paper was taken into consideration. Current information from SEG suggests that it 
is easier to get a grade C on level 2 than on level 3, for example. Considerations of this 
type could be allowed for in a different decision function. Further, the decision func­
tion from differentiated trial examinations could be reconsidered in a similar way.
Finally, after 1990, all Mathematics syllabuses for the GCSE will include 
coursework in the assessment and clearly the work here could be extended so that the 
final grades would incorporate this element.
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APPENDIX 1
PROGRAM examg c s e ; (June '89}
(Th is  program models the exam ination system from a t r i a l  
exam ination to GCSE marks/grades fo r  an in d iv id u a l o f 
g iven  a b i l i t y  a, v a r i a b i l i t y  v , le v e l o f d i f f i c u l t y  o f 
t r i a l  exam ination b}
USES {$U CRT}CRT,
{$U PRINTER}PRINTER;
CONST a in c rea se  = 0.5;
le ve ln o  = 3;
gradeno = 8;
( in c rease  in  a b i l i t y  between exams} 
(number o f le ve ls}
{number o f grades}
TYPE a r ra y lty p e  = ARRAY [0..10] OF REAL;
array2type = ARRAY [0 ..10 , 0 ..10] OF REAL;
VAR index 
answer 
tooh igh
too low
aboundary
xboundary
bd
a
v
b
menuchoice
x
probxarray
d
probyarray
g
GCSEboundary
GCSEprobgd
GCSEprobgarray
lo s s a rra y  : 
lo ss  :
INTEGER; {index fo r  boundaries}
CHAR; {answer to Y/N question}
BOOLEAN; { fla g  se t in  scalem ark when
mark=100}
BOOLEAN; { flag  set in  scalem ark when
mark=0}
a rra y lty p e ;  { tr ia l-exam  ta rg e t a b i l i t y -
boundaries between le ve ls}  
a rra y lty p e ;  { t r ia l  exam mark boundaries} 
a rra y lty p e ;  { d i f f i c u l t y  fo r  GCSE le v e ls
1’2’3}
REAL; { a b i l i t y  o f in d iv id u a l}
REAL; { v a r ia b i l i t y  o f in d iv id u a l}
REAL; { d i f f i c u l t y  o f t r i a l  exam}
INTEGER; {CASE v a r ia b le  fo r  main menu} 
INTEGER; { t r ia l  exam mark (index)
0<=x<=100}
ARRAY [0..100J OF REAL; { p .d .f.  o f  x} 
INTEGER; { le ve l o f en try  (index)
d = 1,2 o r 3} 
ARRAY [0 ..10 ,0 ,.100] OF REAL; { p .d .f .  o f y
at g iven  le ve l}  
INTEGER; {grade (index) U ,G ..A  = 1..8}
array2type; {boundary marks fo r  grades} 
ARRAY [1 ..10 , 1..10] OF REAL;
{prob a t le v e l o f GCSE grade}
: a rra y lty p e ;  { o v e ra ll prob o f f in a l  GCSE
grade}
a r ra y lty p e ;
REAL; {expected loss}
FUNCTION scaledmark ( s ,a ,v ,b  : REAL) : REAL;
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BEGIN
to o h ig h := FALSE; 
too low  := FALSE;
IF  s >= 9 .9999999999E+01 THEN tooh igh  := TRUE
ELSE IF  s <= 9.9999999E-37 THEN too low  := TRUE
ELSE scaledmark := ( ln (s/(100  - s)) - (a - b ))/v
END; {of fu n c t io n  scaledm ark NOTE SCALEDMARK MUST ONLY BE USED
AS A PARAMETER FOR F(u)}
FUNCTION F(u  : REAL) ; REAL; { d is t r ib u t io n  fu n c t io n  o f
marks}
BEGIN
IF  (u > 88) OR tooh igh  THEN F:= l 
ELSE IF  (u < -88) OR too low  THEN F:= 0 
ELSE F :== exp(u) /  (1 + exp(u)); 
tooh igh  := FALSE; 
too low  : — FALSE;
END; {of fu n c t io n  F}
FUNCTION probmark (mark : INTEGER; a ,v ,b  : REAL) ; REAL;
{ fun c tio n  c a lc u la te s  p r o b a b i l i t y  o f a p a r t ic u la r  mark g iven  a ,v  and b}
VAR upperprob : REAL; {prob x< mark + 0 .5  }
lowerprob : REAL; {prob x< mark - 0.5}
BEGIN
upperprob :== F(scaledmark(mark+0.5 ,a ,v ,b )); 
lowerprob F(sca ledm ark(m ark-0.5 ,a ,v ,b ));
probmark := upperprob - lowerprob 
END; {of fu n c t io n  probmark}
FUNCTION m ed ianm ark(ab ility  : REAL; b : REAL) : REAL;
{ fun c tio n  c a lc u la te s  expected mark o f in d iv id u a l o f 
p a r t ic u la r  a b i l i t y  in  exam d i f f i c u l t y  b}
BEGIN
medianmark := 100 * F ( a b i l i t y  - b)
END; {of fu n c t io n  medianmark}
FUNCTION p rob de c is io n (d  : INTEGER; a ,v ,b  : REAL) : REAL;
{ fun c tio n  determ ines p r o b a b i l i t y  o f d = 1,2,3 fo r  a ,v ,b  g iven  
xboundaries}
BEGIN
IF  d = 1 THEN
p ro b de c is io n  := F(sca ledm ark (xbounda ry [d ],a ,v ,b ));
IF  ( d o l )  AND (d O le v e ln o )  THEN
p ro b de c is io n  := F(sca ledm ark(xboundary[d],a ,v ,b ) )
- F (sca ledm ark (xboundary [d -1 ],a ,v ,b ));
IF  d = le ve ln o  THEN
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p ro b d e c is io n  := 1 - F (sca ledm ark (xbounda ry [d -1 ],a ,v ,b )); 
END; {of fu n c t io n  p robdec is ion}
FUNCTION p ro b s c o re a t le v e l( sco re , le v e l : INTEGER; a ,v ,b  : REAL)
: REAL;
{ p ro b a b il ity  o f a p a r t ic u la r  f in a l  mark o f in d iv id u a l entered 
a t a c e r ta in  leve l}
BEGIN
p ro b sco re a t le v e l := p ro b m a rk (s co re ,a ,v ,b d [ le v e l] );
END; {of fu n c t io n  p rob sco re a tle ve l}
FUNCTION G CSEprobgrade(grade,leve l : INTEGER; a ,v ,h  : REAL)
: REAL;
{h fo r  ha rdness!}
{ p .d .f.  o f GCSE grade g iven  a ,v  c a lc u la te d  from boundary MARKS 
and hardness o f le v e l exam ination)
BEGIN
IF  1eve1=3 
THEN
BEGIN
IF  grade=8 THEN
GCSEprobgrade := 1 -
F(sca ledm ark(G CSEboundary[leve l,g rade -1 ] ,a ,v ,h ) ); 
IF  (grade>4) AND (grade<8) THEN 
GCSEprobgrade :=
F(sca ledm ark(G CSEboundary[ leve l.g rade],a ,v ,h ) )
- F(sca ledm ark(GCSEboundary[leve l.grade - l ] , a , v ,h ) ) ;  
IF  grade = 1 THEN 
GCSEprobgrade ;=
F(sca ledm ark(GCSEboundary[leve l,g ra d e ] ,a ,v ,h ) ); 
IF  (grade> l) AND (grade<5) THEN 
GCSEprobgrade := 0
END;
IF  1eve1=2 
THEN
BEGIN
IF  grade=6 THEN
GCSEprobgrade := 1 -
F(sca ledm ark(G CSEboundary[leve l,g ra d e -1 ] ,a ,v ,h ) );
IF  (grade>2) AND (grade<6) THEN 
GCSEprobgrade :=
F(scaledmark(GCSEboundary[le v e l ,g ra d e ] ,a ,v ,h ) )
- F(sca ledm ark(GCSEboundary[leve l,g ra d e -1 ] ,a ,v ,h )) ;  
IF  grade = 1 THEN 
GCSEprobgrade :=
F(sca ledm ark (G C S Eboundary[ leve l.g rade ],a ,v ,h ));
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IF  (grade>6) OR (grade=2) THEN 
GCSEprobgrade :== 0
END;
IF  le v e l= l 
THEN
BEGIN
IF  grade=4 THEN
GCSEprobgrade 1 -
F(sca ledm ark(GCSEboundary[leve l,g ra d e -1 ] ,a ,v ,h ) ); 
IF  (grade> l) AND (grade<4) THEN 
GCSEprobgrade :=
F(sca ledm ark(GCSEboundary[leve l,g ra d e ] ,a ,v ,h ))  - 
F(sca ledm ark(GCSEboundary[leve l,g rade -1 ] ,a ,v ,h ) ); 
IF  grade = 1 THEN 
GCSEprobgrade : =
F (sca ledm ark (G C S Ebounda ry [ le ve l.g rade ],a ,v ,h )); 
IF  (grade>4) THEN 
GCSEprobgrade := 0
END
END; {of fu n c t io n  GCSEprobgrade}
FUNCTION e x p e c te d lo s s ( lo s s a r ra y , gradeprobarray : a rra y lty p e )
! REAL;
VAR index : INTEGER;
sum : REAL;
le v e lco u n t : INTEGER;
BEGIN
sum := 0;
FOR index ;= 1 TO gradeno DO
sum := sum + lo ssa rra y [ in d ex ] * g ra dep rob a rra y [ in d ex ]; 
expected loss := sum 
END; {of fu n c t io n  expected loss}
PROCEDURE in itm ode l(VAR  aboundary, b d , lo s sa rra y  : a rra y lty p e ;
VAR GCSEboundary : array2type;
VAR tooh igh , too low  : BOOLEAN);
BEGIN
tooh igh  := FALSE;
too low  := FALSE;
bd [0] := 3;
bd [ l]  := 3;
b d [2] := 4.15;
bd [3] := 5.71;
aboundary[0] := 2;
aboundary[l] := bd[2] - a in crease;
aboundary[2] := bd[3] - a increase;
GCSEboundary[1,1] := 40;
GCSEboundary[1,2] := 62;
GCSEboundary[1,3] := 80;
GCSEboundary[1,4] := 100;
GCSEboundary[1,5] := 100;
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GCSEboundary[1,6] 
GCSEboundary[1,7] 
GCSEboundary[2,1] 
GCSEboundary[2,2] 
GCSEboundary[2,3] 
GCSEboundary[2,4] 
GCSEboundary[2,5] 
GCSEboundary[2,6] 
GCSEboundary[2,7] 
GCSEboundary[3,1] 
GCSEboundary[3,2] 
GCSEboundary[3,3] 
GCSEboundary[3,4] 
GCSEboundary[3,5] 
GCSEboundary[3,6] 
GCSEboundary[3,7]
lo s s a r ra y [0 
lo s s a r ra y [1 
lo s s a r ra y [2 
lo s s a r ra y [3 
lo s s a r ra y [4 
lo s s a r ra y [5 
lo s s a r ra y [6 
lo s s a r ra y [7 
lo s s a r ra y [8
8 ;
i;
0 .
0 .
0 .
0 .
0 .
0 .
0 ;
= 10 0 ; 
= 10 0 ; 
= 35 
= 35 
= 55 
= 70 
= 85 
= 10 0 ; 
= 10 0 ; 
= 37 
= 37 
-  37 
= 37 
= 50 
= 72 
= 87
708;
667;
583;
5;
25;
167;
END; {of procedure in itm ode l}
PROCEDURE in it ia l iz e ( a b o u n d a r y : a rra y ltyp e ;
VAR a ,v ,b  : REAL; VAR xboundary : a r ra y lty p e ) ;
VAR i  : INTEGER; {loopcount}
BEGIN
CLRSCR;
WRITELN('You are now requ ired  to en te r the d e ta i ls  o f the
in d iv id u a l ') ;
WRITELN;
W RITE('Enter a b i l i t y  0 <= a <= 10 ') ;
READLN(a );
WRITELN;
W RITE('Enter v a r i a b i l i t y  0 < v <= 0.3 ') ;
READLN(v);
WRITELN;
W RITE('Enter exam d i f f i c u l t y  0 <«* b<= 10 ') ;
READLN(b );
W R IT E LN (LS T ,'a b ility  = ' ,a :5 : 2 , ' v a r i a b i l i t y  -  ' : 16,v :5 :2,
' t r i a l  exam d i f f i c u l t y  ' : 24 ,b :5 :2);
WRITELN(LST);
xboundary[0] :== aboundary[0] ;
FOR i  := 1 TO ROUND(aboundary[0]) DO
xboundary[i] := m ed ianm ark(aboundary[i],b);
END; {of procedure in i t i a l i z e }
PROCEDURE prin tm odel;
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BEGIN
WRITELN(LST, 'The f in a l  exam ination has ' ,  le v e ln o  : 2 , '  le v e ls ') ;  
WRITELN(LST,'The a b i l i t y  boundaries fo r  le v e l o f en try  a r e : ') ;
FOR count := 1 TO ROUND(aboundary[0]) DO 
WRITE(LST,aboundary[count] : 5 : 1);
WRITELN(LST);
WRITELN(LST, 'The mark boundaries fo r  le v e l o f en try  a r e : ') ;
FOR count : = 1 TO ROUND(xboundary[0]) DO 
WRITE(LST,xboundary[count] : 5 : 1);
WRITELN(LST);
WRITELN(LST, 'The hardness o f the f in a l  exam, papers i s : ' ) ;
FOR count := 1 TO ROUND(bd[0]) DO 
WRITE(LST,bd[count] : 5 : 1);
WRITELN(LST);
WRITELN(LST, 'The f in a l  exam ination h a s ',  gradeno : 2, ' g ra de s ');  
WRITELN(LST, 'The mark boundaries fo r  the grades a r e : ') ;
FOR le v e lcou n t := 1 TO 3 DO 
BEGIN
WRITE(LST, ' l e v e l ' , le v e lco u n t :3);
FOR count := 1 TO 7 DO
WRITE(LST, GCSEboundary[leve lcount, count] : 7 : 2); 
WRITELN(LST)
END;
WRITELN(LST, 'The lo ss  fu n c t io n  i s : ' ) ;
FOR count := 1 TO gradeno DO
WRITE(LST, lo ssa rray [coun t] : 7 : 2);
WRITELN(LST)
END; {of procedure printm odel}
PROCEDURE tr ia lm a rk p ro b (a ,v ,b : REAL);
{procedure f i l l s  p robxarray  and p r in t s  i f  required}
VAR i  : INTEGER; {index fo r  loop}
BEGIN
WRITELN(LST);WRITELN(LST);
WRITELN(LST, 'P r o b a b i l i t y  o f o b ta in in g  marks in  t r i a l  exam'); 
WRITELN(LST);
WRITELN(LST,'mark p r o b a b i l i t y ') ;
FOR i  := 0 TO 100 DO 
BEGIN
p rob xa rra y [ i]  := p ro b m a rk ( i,a ,v ,b );
IF  (p rob xa rray [ i]> 0 .00095) THEN
WRITELN(LST, i  : 3, p robxa rray [ i]  : 11 : 3);
END;
WRITELN(LST)
END; [o f procedure tr ia lm arkprob}
VAR count : INTEGER; {loopcount}
levelcount : INTEGER; {counts lev e ls  for GCSEboundary}
PROCEDURE p r in td e c is io n p ro b (a ,v ,b  : REAL);
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BEGIN
WRITELN(LST);WRITELN(LST);
W R ITELN (LS T ,'P robab ility  o f le v e l o f e n try ') ;
WRITELN(LST);
WRITELN(LST, ' le v e l p r o b a b i l i t y ') ;
FOR i  := 1 TO le ve ln o  DO
WRITELN(LST, i  : 3, p ro b d e c is io n ( i,a ,v ,b )  : 11 : 3);
WRITELN(LST)
END; {of procedure p r in td e c is io n p ro b }
VAR i  : INTEGER; {loop counter}
PROCEDURE p ro b le v e lm a rk s(a ,v ,b : REAL);
{C a lcu la te s  p r o b a b i l i t y  d is t r ib u t io n  o f marks i f  in d iv id u a l 
entered a t g iven  le ve ls}
VAR le v e l : INTEGER; {user-chosen leve l}
mark : INTEGER; {exam mark}
ans : CHAR; {Y/N answer}
BEGIN
REPEAT
REPEAT
CLRSCR;
WRITELN;WRITELN;
WRITE('Which le v e l l . . ' , l e v e ln o  : 1 , ' ? ') ;
READ LN (leve l);
WRITELN;
IF  ( le v e l< l)  OR ( le v e l> le ve ln o )  THEN WRITELN( ' ERROR!') 
UNTIL ( leve l> = l) AND ( le v e l< = le ve ln o );
WRITELN(LST);WRITELN(LST);
WRITELN(LST, 'P r o b a b i l i t y  o f o b ta in in g  marks a t le v e l
' , l e v e l ) ;
WRITELN(LST);
WRITELN(LST,' mark p r o b a b i l i t y ') ;
FOR mark := 0 TO 100 DO 
BEGIN
p ro b y a r ra y [ le v e l,m ark]:=
p ro b s c o re a t le v e l(m a rk , le v e l,a , v ,b ) ;
IF  p robyarray [leve l,m ark] >= 0.00095 THEN
WRITELN(LST, mark : 4, p ro b ya rray [l e v e l ,mark] : 12
: 3);
END;
WRITELN(LST);
W RITE('Another le v e l?  Y/N ') ;
READLN(ans);
UNTIL (ans = 'n ')  OR (ans = 'N ')
END; {of procedure problevelm arks}
PROCEDURE GCSEgradeprob(a,v ,b :REAL);
{C a lcu la te s  p r o b a b i l i t y  d is t r ib u t io n  o f grades o f in d iv id u a l 
entered a t g iven  le v e ls  o r o v e r a ll  p r o b a b i l i t y  assuming GCSE
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grade scheme}
VAR le v e l : INTEGER; {user-chosen leve l}
grade : INTEGER; {exam grade 1=U, 8=A }
temparray : a rra y lty p e ;  {temp a rray  fo r  e xp e c te d lo ss}
BEGIN
WRITELN(LST);WRITELN(LST);
WRITELN(LST, 'P r o b a b i l i t y  o f grade on GCSE scheme'); 
WRITELN(LST);
W RITE(LST,'grade ') ;
FOR le v e l ;= 1 TO le v e ln o  DO WRITE(LS T , ' l e v e l ' . l e v e l  :2); 
WRITELN(LST, '  o v e r a l l ' ) ;
WRITELN(LST);
FOR grade ;= 1 TO 8 DO 
BEGIN
IF  grade = 1 THEN WRITE(LST, '  U ')
ELSE WRITE(LST,CHR(65 + gradeno - grade) : 3 ') ;
GCSEprobgarray[grade] := 0;
FOR le v e l := 1 TO le v e ln o  DO 
BEGIN
GCSEprobgd[leve l.grade] : =
GCSEprobgrade(grade, le v e l ,a+ a in crea se ,v ,b d [ le v e l] ); 
WRITE(LST, GCSEprobgd[ le v e l ,grade] : 10 : 4); 
GCSEprobgarray[grade] : = GCSEprobgarray[grade]
+ p ro b d e c is io n ( le v e l,a ,v ,b )  * 
G CSEprobgd[leve l,grade]
END;
WRITELN(LST,GCSEprobgarray[grade] : 10 : 4)
END;
WRITELN(LST);
WRITE(LST, ' L o s s ') ;
FOR le v e l : = 1 TO le v e ln o  DO 
BEGIN
FOR grade := 1 TO gradeno DO
tem parray[grade] := GCSEprobgd[le v e l ,g ra d e ];
WRITE(LST,e xp e c ted lo ss ( lo s s a r ra y ,temparray) : 10: 4)
END;
W RITELN(LST,expected loss(lossarray.GCSEprobgarray) : 10 : 4); 
WRITELN(LST)
END; {of procedure GCSEgradeprob}
{START OF MAIN PROGRAM}
BEGIN
CLRSCR;
in itm ode l(abounda ry ,b d , lossarray.GCSEboundary,to o h ig h ,to o lo w ); 
W RITELN('This program models an exam ination s it u a t io n ') ;  
WRITELN;
in it ia l iz e ( a b o u n d a r y ,a , v , b , xboundary);
{read in  in d iv id u a ls  v a r ia b le s  and set xboundary}
REPEAT
CLRSCR;
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WRITELN; WRITELN;
WRITELN(' S e le c t o p t io n ') ;
WRITELN; WRITELN;
W RITELN('l. P r in t  va lues o f m ode l');
WRITELN;
WRITELN('2. P r o b a b i l i t y  o f t r i a l  exam m arks');
WRITELN;
WRITELN('3. P r o b a b i l i t y  o f le v e l o f e n t ry ') ;
WRITELN;
WRITELN('4. P r o b a b i l i t y  o f f in a l  marks fo r  g iven  le v e l o f 
e n t r y ');
WRITELN;
WRITELN('5. P r o b a b i l i t y  o f f in a l  GCSE grades and lo s s ') ;  
WRITELN;
WRITELN( '6 .  E x i t ' ) ;
WRITELN;WRITELN;
WRITE( ' O ption  . . . ' ) ;
READLN(menuchoice);
CASE menuchoice OF
1 : p rin tm ode l;
2 : t r ia lm a rk p ro b (a ,v ,b ) ;
3 : p r in td e c is io n p ro b (a ,v ,b ) ;
4 : p rob leve lm a rk s(a+ a in crea se ,v ,b );
5 : G CSEgradeprob(a,v,b);
6 : {EXIT};
END; { o f case}
UNTIL menuchoice = 6 
END.
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APPENDIX 2
(FUNCTIONS and PROCEDURES not l i s t e d  in  f u l l  can be found in  
amgcse, appendix 1)
ex-
PROGRAM lo s s c a lc ; {June '89}
{This program models the exam ination system from a t r i a l  
exam ination to  GCSE marks/grades fo r  a g iven  p . d . f .  p (a ,v ) 
a llo w in g  d i f f e r e n t  d e c is io n  fun ction s}
USES {$U CRT}CRT,
{$U PRINTER}PRINTER;
CONST a in crease  = 0.5;
le ve ln o  = 3;
gradeno = 8;
{ increase  in  a b i l i t y  between exams} 
{number o f leve ls}
{number o f grades}
TYPE a rra y lty p e  = ARRAY [0..10] OF REAL;
array2type = ARRAY [0 ..10 , 0 ..10] OF REAL;
answer 
tooh igh
too low
a l , a2 
aboundary
xboundary 
bd
a 
v 
b
pav
menuchoice 
x
probxarray 
d
probyarray  :
g :
GCSEboundary: 
GCSEprobgd :
CHAR; 
BOOLEAN;
BOOLEAN;
INTEGER; 
a r ra y lty p e ;
VAR : _ {answer to Y/N question}
{ fla g  se t in  scalem ark when
mark=100} 
{ fla g  set in  scalem ark when
mark=0}
(indexes fo r  aboundary values} 
{ tria l-exam  ta rg e t a b i l i t y -
boundaries between le ve ls}  
a rra y lty p e ;  { t r ia l  exam mark boundaries} 
a rra y lty p e ;  { d i f f i c u l t y  fo r  GCSE le v e ls
1,2,3}
REAL; { a b i l i t y  o f in d iv id u a l}
REAL; { v a r ia b i l i t y  o f in d iv id u a l}
REAL; { d i f f i c u l t y  o f t r i a l  exam} 
array2type; {a,v prob. d is t r 'n }
INTEGER;{CASE v a r ia b le  fo r  main menu} 
INTEGER; { t r ia l  exam mark (index)
0<=x<=100}
ARRAY [0..100] OF REAL; { p .d .f .  o f x} 
INTEGER; { le ve l o f en try  (index)
d = 1,2 o r 3} 
ARRAY [0 ,.10 ,0 ..100 ] OF REAL; { p .d .f.  o f y
a t g iven  leve l}  
INTEGER; {grade (index) U ,G ..A =  1..8} 
array2type; {boundary marks fo r  grades} 
ARRAY [1 ..10 , 1..10] OF REAL;
{prob a t le v e l o f GCSE grade} 
GCSEprobgarray : a rra y lty p e ;  { o v e ra ll prob o f f in a l  GCSE
grade}
lo ssa rra y  : a rra y lty p e ;
lo ss  : REAL; {expected loss}
FUNCTION scaledmark ( s ,a ,v ,b  : REAL) : REAL;
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FUNCTION probmark (mark : INTEGER; a ,v ,b  : REAL) : REAL;
FUNCTION m ed ianm ark(ab ility  : REAL; b : REAL) : REAL;
FUNCTION p ro b de c is io n (d  : INTEGER; a ,v ,b  : REAL) : REAL;
FUNCTION p ro b s c o re a t le v e l( sco re , le v e l : INTEGER; a ,v ,b  : REAL)
: REAL;
FUNCTION GCSEprobgrade(grade, le v e l : INTEGER; a ,v ,h  : REAL) :
REAL;
FUNCTION e x p e c te d lo s s ( lo s s a r ra y , gradeprobarray : a r ra y lty p e )
: REAL;
PROCEDURE in itm ode l(VAR  b d , lo s s a rra y  : a rra y ltyp e ;
VAR GCSEboundary : array2type;
VAR tooh igh , too low  : BOOLEAN);
PROCEDURE in itp av (V A R  pav : a rra y 2 ty p e );
VAR a index, v index  :INTEGER; {loopcount}
BEGIN
FOR a index := 1 TO 6 DO 
BEGIN
FOR v index  := 1 TO 6 DO 
pav[a index ,v index] := 0
END;
pav[2,4] : — 0.08; pav[3,4] := 0.37; pav[4,4] := 0.37; 
pav[5,4] := 0.13; pav[6,4] 0.05
END; {of procedure in itp av}
PROCEDURE in i t ia l iz e ( V A R  aboundary: a rra y ltyp e ;
VAR b : REAL; VAR xboundary : a r r a y lt y p e ) ;
VAR i  : INTEGER; {loopcount}
BEGIN
CLRSCR;
WRITELN('You are now requ ired  to  en te r the d e t a i l s ' ) ;
WRITELN; 
b := 4;
W RITE('Enter lower a b i l i t y  boundary ') ;
READLN(aboundary[1] ) ;
W RITE('Enter upper a b i l i t y  boundary ') ;
READLN(aboundary[2] ) ; 
aboundary[0] := 2; 
xboundary[0] := aboundary[0];
FOR i  := 1 TO ROUND(aboundary[0]) DO
xboundary[i] := m edianm ark(aboundary[i],b ) ;
WRITELN(LST, 'T r i a l  exam d i f f i c u l t y  ' ,b  :5 :2);
WRITELN(LST, 'Lower a b i l i t y  bound = ' , aboundary[1] :5 :2,
FUNCTION F(u : REAL) : REAL; {d istr ib u tion  function of marks}
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WRITELN(LST);
WRITELN;
END; {of procedure in i t i a l i z e }
PROCEDURE xboundcalc(aboundary: a rra y ltyp e ;
VAR b : REAL; VAR xboundary : a r r a y lt y p e ) ;
VAR i  : INTEGER; {loopcount}
BEGIN
b := 4;
FOR i  := 1 TO 2 DO
xboundary fi] := m ed ianm ark(aboundary[i],b);
WRITE(LST, aboundary[1] :10 :2, aboundary[2] :10 :2);
END; {of procedure xboundcalc}
PROCEDURE prin tm ode l;
PROCEDURE tr ia lm a rk p ro b (a ,v ,b  : REAL);
' Upper a b il ity  bound = ' .aboundary[2] :5 :2)
PROCEDURE p r in td e c is io n p ro b (a ,v ,b  : REAL);
PROCEDURE p ro b le v e lm a rk s(a ,v ,b : REAL);
PROCEDURE GCSEgradeprob(a,v,b,probav :REAL);
PROCEDURE ove ra llg radep rob (b  : REAL; pav : a r ra y 2 ty p e );
{ f i l l s  GCSEprobgarray}
VAR a index ,v index  : INTEGER;
BEGIN
FOR a index := 1 TO 6 DO 
BEGIN
FOR v index  := 4 TO 4 DO 
BEGIN
a := aindex*2 - 2; 
v := v index*0 .05;
GCSEgradeprob(a,v ,b ,p av[a index ,v in d e x ]); 
END;
END;
END;
{START OF MAIN PROGRAM}
BEGIN
CLRSCR;
in itm o d e l(b d , lo s s a r ra y ,GCSEboundary, to o h ig h , to o lo w ); 
in i tp a v (p a v ) ;
W RITELN('This program models an exam ination s it u a t io n ') ;
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WRITELN;
W RITELN('Wait fo r  re s u lts  to  be p r in t e d ') ;  
a l := 365;
FOR a2 := 1 TO 19 DO 
BEGIN
aboundary[2] : = 4 + (a2 - l)*0 .2 ; 
aboundary[l] :== a l/100; 
xboundca lc(aboundary, b, xboundary);
FOR g := 1 TO gradeno DO
GCSEprobgarray[g] := 0; { in i t ia l i s e  p r o b a b i l i t y  array} 
o v e ra llg ra d e p ro b (b ,p a v );
WRITELN(LST,' Loss = ' ,
e xp e c ted lo ss ( lossarray.GCSEprobgarray) : 6 : 4);
END
END.
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APPENDIX 3
PROGRAM 1 ike 1 imax; {Jan '90)
{This program computes the l ik e l ih o o d  fu n c t io n  fo r  the observa­
t io n s  o f one o f the th ree  t r i a l  exam inations. The f i r s t  exam data 
was h e ld  in  f i l e  C:\PASCAL\ANN\DATA1.PRN}
USES {$U CRT}CRT,
{$U PRINTER}PRINTER;
CONST a in crease  = 0.5; { increase  in  a b i l i t y  between exams}
leve ln o  = 3; {number o f leve ls}
gradeno = 8; {number o f grades}
b -  3.1; { le v e l o f d i f f i c u l t y  o f t r i a l  exam ination}
TYPE a rra y lty p e  =
array2type =
array3type =
VAR answer :
tooh igh  :
too low  :
pavsum :
aboundary :
xboundary
bd
a 
v
pav
menuchoice
probxarray 
d :
probyarray  :
g :
GCSEboundary: 
GCSEprobgd :
ARRAY [0..11] OF REAL;
ARRAY [0 ..10 , 0 ..10] OF REAL; 
ARRAY [0 ..1 ] OF INTEGER;
CHAR;
BOOLEAN
BOOLEAN
INTEGER; 
a r ra y lty p e ;
GGSEprobgarray : a rra y ltyp e ;
lo s sa rra y
lo ss
l ik e l ih o o d
count
{answer to Y/N question}
{ fla g  set in  scalem ark when
mark=100} 
{ fla g  set in  scalem ark when
mark=0} 
{ to ta l pav, shou ld = 100%} 
{ tria l-exam  ta rg e t a b i l i t y -
boundaries between le ve ls}  
a rra y ltyp e ;  { t r ia l  exam mark boundaries} 
a rra y ltyp e ;  { d i f f i c u l t y  fo r  GCSE le v e ls
1,2,3}
REAL; { a b i l i t y  o f in d iv id u a l}
REAL; { v a r ia b i l i t y  o f in d iv id u a l}  
array2type; {a,v prob. d is t r 'n }
INTEGER;{CASE v a r ia b le  fo r  main menu} 
INTEGER; { t r ia l  exam mark (index)
0<-x<=100}
ARRAY [0..100] OF REAL; { p .d .f.  o f x} 
INTEGER; { le ve l o f en try  (index)
d = 1,2 o r 3} 
ARRAY [ 0 . .1 0 ,0 . .1 0 0 ]  OF REAL; { p .d .f.  o f y
at g iven  le ve l}  
INTEGER; {grade (index) U ,G ..A =  1..8} 
array2type; {boundary marks fo r  grades} 
ARRAY [1 ..10 , 1..10] OF REAL;
{prob at le v e l o f GCSE grade} 
{ ove ra ll prob o f f in a l  GCSE
grade}
a r ra y lty p e ;
REAL; {expected loss}
REAL; {mantissa o f l ik e l ih o o d  o f observ ing
data}
INTEGER; {exponent o f l ik e lih o o d }
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BEGIN
to o h ig h := FALSE; 
too low  := FALSE;
IF  s >= 9 .9999999999E+01 THEN tooh igh  := TRUE
ELSE IF  s <= 9 .9999999E-37 THEN too low  := TRUE
ELSE scaledmark ( ln (s/(100  - s)) - (a - h ))/v  
END; {of fu n c t io n  scaledmark NOTE SCALEDMARK MUST ONLY BE USED 
AS A PARAMETER FOR F(u)}
FUNCTION scaledmark ( s ,a ,v ,h : REAL) : REAL;
FUNCTION F(u  : REAL) : REAL; { d is t r ib u t io n  fu n c t io n  o f
marks}
BEGIN
IF  (u > 88) OR tooh igh  THEN F:= l 
ELSE IF  (u < -88) OR too low  THEN F:= 0 
ELSE F :== exp(u) /  (1 + exp(u)); 
tooh igh  := FALSE; 
too low  ;= FALSE;
END; {of fu n c t io n  F}
FUNCTION probmark (mark : INTEGER; a ,v ,h  : REAL) : REAL;
{ fu n c tio n  c a lc u la te s  p r o b a b i l i t y  o f a p a r t ic u la r  mark g iven  a ,v  
and h = hardness}
VAR upperprob : REAL; {prob x< mark + 0 . 5  }
lowerprob : REAL; {prob x< mark - 0.5}
BEGIN
upperprob := F(scaledmark(mark+0.5 ,a ,v ,h ) ); 
lowerprob F(sca ledm ark(m ark-0.5 ,a ,v ,h ) ) ; 
probmark := upperprob - lowerprob 
END; {of fu n c t io n  probmark}
FUNCTION m ed ianm ark(ab ility  : REAL) : REAL;
{ fun c tio n  c a lc u la te s  expected mark o f in d iv id u a l o f 
p a r t ic u la r  a b i l i t y  in  exam d i f f i c u l t y  b}
BEGIN
medianmark := 100 * F ( a b i l i t y  - b)
END; {of fu n c t io n  medianmark}
FUNCTION p rob de c is io n (d  : INTEGER; a ,v  : REAL) : REAL;
{ fun c tio n  determ ines p r o b a b i l i t y  o f d = 1,2,3 fo r  a ,v  g iven  b and 
xboundaries}
BEGIN
IF  d = 1 THEN
p ro b d e c is io n  := F (sca ledm ark (xbounda ry [d ],a ,v ,b ));
IF  ( d o l )  AND ( d o le v e ln o )  THEN
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p ro b d e c is io n  := F(sca ledm ark (xbounda ry [d ],a ,v ,b ))
- F(scaledm ark(xboundary[d-
IF  d = le ve ln o  THEN
p ro b d e c is io n  := 1 - F(sca ledm ark(xboundary[d-1] , a ,v ,b )); 
END; {of fu n c t io n  p robdec is ion}
1 ] , a ,v ,b) ) ;
FUNCTION p ro b s c o re a t le v e l( sco re , le v e l : INTEGER; a ,v  : REAL) : REAL
{ p ro b a b il ity  o f a p a r t ic u la r  f in a l  mark o f in d iv id u a l entered 
a t a c e r ta in  le v e l o f hardness}
BEGIN
p ro b sco re a t le v e l := p ro b m a rk (s co re ,a ,v ,b d [ le v e l] ); 
END; {of fu n c t io n  p rob sco rea tle ve l}
FUNCTION G CSEprobgrade(grade,leve l : INTEGER; a ,v  : REAL) : REAL;
{ p .d .f.  o f GCSE grade g iven  a ,v  c a lc u la te d  from boundary MARKS and 
hardness o f le v e l examination}
BEGIN
IF  1eve1=3 
THEN
BEGIN
IF  grade=8 THEN
GCSEprobgrade := 1 - 
F(sea ledm ark(GCSEboundary[leve l,g rade-1 ] ,a ,v ,b d [ le v e l] )); 
IF  (grade>4) AND (grade<8) THEN 
GCSEprobgrade :=
F(sea ledm ark(GCSEboundary[leve l,g ra d e ] ,a ,v ,b d [ le v e l] ))
- F(sca ledm ark(G CSEboundary[leve l,grade - 1 ] ,a ,v ,b d [ le v e l] )); 
IF  grade = 1 THEN 
GCSEprobgrade :=
F(sca ledm ark(GCSEboundary[leve l,g ra de ],a ,v ,b d [le v e l] )); 
IF  (grade> l) AND (grade<5) THEN 
GCSEprobgrade := 0
END;
IF  1eve1=2 
THEN
BEGIN
IF  grade=6 THEN
GCSEprobgrade := 1 - 
F(sca ledm ark(G CSEboundary[leve l,g rade-1 ] ,a ,v ,b d [ le v e l] )); 
IF  (grade>2) AND (grade<6) THEN 
GCSEprobgrade :=
F(sca ledm ark(GCSEboundary[leve l,g ra d e ] ,a ,v ,bd [le v e l] ))
- F(sca ledm ark(G CSEboundary[leve l,g rade-1 ] ,a ,v ,b d [ le v e l] )); 
IF  grade = 1 THEN 
GCSEprobgrade :=
F(scaledmark(GCSEboundary[ le v e l.g r a d e ] ,a ,v ,b d [ le v e l] ));
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IF  (grade>6) OR (grade—2) THEN 
GCSEprobgrade := 0
END;
IF  le v e l= l 
THEN
BEGIN
IF  grade=4 THEN
GCSEprobgrade := 1 - 
F(sca ledm ark(GCSEboundary[leve l,g ra d e -1 ] ,a ,v ,b d [ le v e l] )); 
IF  (grade> l) AND (grade<4) THEN 
GCSEprobgrade :=
F(scaledm ark (G C S E boundary[leve l.g rade], a ,v , b d [ l e v e l ] ) )  - 
F(scaledm ark(G C SEboundary[level, g ra d e -1 ] , a , v , bd [ l e v e l ] ) ) ;  
IF  grade = 1 THEN 
GCSEprobgrade :=
F(sca ledm ark (G C S Ebounda ry [ le ve l.g rade ],a ,v ,bd [ leve l])); 
IF  (grade>4) THEN
GCSEprobgrade := 0
END
END; {of fu n c t io n  GCSEprobgrade}
FUNCTION e x p e c te d lo s s ( lo s s a rra y , gradeprobarray : a r ra y lty p e )
: REAL;
VAR index : INTEGER;
sum : REAL;
le v e lcou n t : INTEGER;
BEGIN
sum 0;
FOR index := 1 TO gradeno DO
sum :== sum + lo ssa rra y [ in d ex ] * g radep roba rray [ in dex ]; 
expected loss := sum 
END; {of fu n c t io n  expected loss}
PROCEDURE in itm odel(VAR  b d , lo s s a rra y  : a rray ltype ;
VAR GCSEboundary : array2type; 
VAR tooh igh , too low  : BOOLEAN);
{as fo r  examgcse }
PROCEDURE in itpav(VAR  pav : array2type; VAR pavsum : INTEGER; VAR v
REAL);
VAR t in d ex  :INTEGER; {loopcount}
v index  :INTEGER; {pav second parameter} 
theta  :a rra y ltyp e ; {parameter vector} 
ans : CHAR; {answer to OK question}
BEGIN
REPEAT
W RITELN('Please type in  parameter v e c to r, v l a s t ' ) ;
FOR t index  := 0 to 11 DO
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BEGIN
W RITE('theta ',  t in d e x , ' = ') ;
READLN(th e ta [ t in d e x ] );
END;
WRITE( ' OK?' );
READLN(ans)
UNTIL (ans = 'y ' )  OR (ans = 'Y ') ;  
v := th e ta [11]; v index  := ROUND(v*20); 
pavsum :— 0;
FOR t in d ex  := 0 TO 10 DO 
BEGIN
pav[tindex ,v index] := th e ta [ t in d e x ] ;
pavsum := pavsum + ROUND( 1000*pav[tindex,v in d e x ]);
END;
WRITELN(LST);
WRITE(LST, 'a ') ;
FOR t in d ex  := 0 TO 10 DO
W RITE(LST,pav(tindex,v index] : 6 : 3);
WRITELN(LST, '  v = ',v  : 6 : 3);
WRITELN;
END; {of procedure in itp av}
PROCEDURE xboundcalc(aboundary: a rra y ltyp e ; VAR xboundary
: a r r a y lt y p e ) ;
VAR i  : INTEGER; {loopcount}
BEGIN
FOR i  := 1 TO 2 DO
xboundary[i] : = m edianm ark(aboundary[i]);
END; {of procedure xboundcalc}
PROCEDURE markgradeprob(pav :array2type; x ,g  : INTEGER; bd
:a rra y ltyp e ; VAR pxg : REAL);
{C a lcu la te s  prob. o f g ra d e s / le v e ls  o f pav group}
VAR le v e l : INTEGER
grade : INTEGER
aindex, v index  : INTEGER
{index fo r  leve l}  
{index fo r  grade} 
{index fo r  a,v}
BEGIN
le v e l := 0;
IF  x <= xboundary[1] THEN le v e l 1;
IF  x > xboundary[2] THEN le v e l := 3;
IF  le v e l = 0 THEN le v e l := 2; 
v index  := ROUND(v*20); 
grade := g; 
pxg : = 0;
FOR aindex := 0 TO 10 DO 
BEGIN
a aindex;
pxg := pxg + GCSEprobgrade(grade, le v e l,a+ a in c re a se ,v )  
*probm ark(x,a ,v ,b )* p a v [a in d ex ,v in d ex ];
END;
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END; (of procedure markgradeprob}
PROCEDURE lik e l ih o o d c a lc ( p a v  : array2type; bd : a rra y lty p e ;
VAR l ik e l ih o o d  : REAL);
(C a lcu la te s  the l ik e l ih o o d  o f observ ing  data fo r  one o f the t r i a l  ex­
am inations}
VAR pxg
markgrade
index
mark,grade
REAL; {prob. o f having g and x} 
TEXT; { in te rn a l data f i le }  
INTEGER; {counts in  data}
INTEGER; {items o f data}
BEGIN
ASSIGN(markgrade,' C :\PASCAL\ANN\DATA1.PRN') ;
RESET(markgrade); 
l ik e l ih o o d  := 1; count : = 0;
WHILE NOT EOF(markgrade) DO 
BEGIN
READ(markgrade,m ark ,g rade);
IF  mark o  0 THEN 
BEGIN
m arkgradeprob(pav,m ark, g rad e , b d ,p x g ); 
l ik e lih o o d  := l ik e lih o o d *p x g ;
WHILE l ik e l ih o o d  <1 DO 
BEGIN
l ik e l ih o o d  := lik e lih o o d * 1 0 ; 
count := count + 1;
END;
W RITELN (like lihood  : 10 : 6 , ' E - '.c o u n t) ;  
END;
END;
CLOSE(markgrade);
END; {of PROCEDURE lik e l ih o o d c a lc }
{START OF MAIN PROGRAM}
BEGIN
CLRSCR;
in itm ode l(bd ,lo ssa rray .G CS Eboundary , to o h ig h ,to o lo w ); 
in itp av (pav ,pav su m ,v );
IF  pavsum = 1000 THEN 
BEGIN
WRITELN('This program models an exam ination s it u a t io n ') ;  
WRITELN;
WRITELN('Wait fo r  re s u lts  to  be p r in t e d ') ;  
aboundary[1] := 3 . 85;  
aboundary[2] := 6 .2 1 ;  
xboundcalc(aboundary, xboundary); 
l ik e lih o o d c a lc (p a v , bd , l ik e l ih o o d ) ;
W RITELN (LST ,like lihood  : 10: 6 , '  E - '.c o u n t) ;
END
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ELSE
BEGIN
WRITELN( 'ERROR 
WRITELN(LST)
END
END.
pav sum does not equal 1 ' ) ;
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