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BOUNDS FOR MAXIMAL FUNCTIONS ASSOCIATED TO ROTATIONAL
INVARIANT MEASURES IN HIGH DIMENSIONS.
ALBERTO CRIADO AND PETER SJ ¨OGREN
ABSTRACT. In recent articles ([9], [3]) it was proved that when µ is a finite, radial measure in
R
n with a bounded, radially decreasing density, the Lp(µ) norm of the associated maximal
operator Mµ grows to infinity with the dimension for a small range of values of p near 1.
We prove that when µ is Lebesgue measure restricted to the unit ball and p < 2, the Lp
operator norms of the maximal operator are unbounded in dimension, even when the action
is restricted to radially decreasing functions. In spite of this, this maximal operator admits
dimension-free Lp bounds for every p > 2, when restricted to radially decreasing functions.
On the other hand, when µ is the Gaussian measure, the Lp operator norms of the maximal
operator grow to infinity with the dimension for any finite p > 1, even in the subspace of
radially decreasing functions.
1. INTRODUCTION
We denote by B(x,R) the ball centred at x with radius R with respect to a given norm on
R
n
. For any locally integrable function g ∈ L1loc(Rn), we can define the associated maximal
function as
Mg(x) = sup
R>0
1
|B(x,R)|
ˆ
B(x,R)
|g(y)| dy,
where by |A| we denote the Lebesgue measure of the set A. It is a well-known fact that M
satisfies the inequalities
(1.1) |{y ∈ Rn : Mf(y) > λ}| ≤ c1,n
λ
‖f‖L1(Rn),
(1.2) ‖Mf‖Lp(Rn) ≤ Cp,n‖f‖Lp(Rn), for 1 < p <∞.
Here the subscript n indicates the (possible) dimension dependence of the constant.
With the aim of constructing a reasonable harmonic analysis over infinite-dimensional
spaces, it has been a matter of interest to determine whether bounds for maximal functions
in infinite dimension can be obtained as a limit of finite-dimensional bounds. This has led to
a study of the behaviour of the Lp bounds for maximal functions on Rn for large n.
It was E.M. Stein who first realised (see [16] and [17]) that the maximal function as-
sociated with Euclidean balls admits an Lp bound independent of the dimension for every
p > 1. After that J. Bourgain [5], [6], [7] and A. Carbery [8] showed that maximal functions
associated with balls resulting from arbitrary norms also have Lp bounds independent of the
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dimension for every p > 3/2. This was further improved by D. Mu¨ller [14], who proved that
for balls given by the lq norms in Rn with 1 ≤ q < ∞, the associated maximal functions
admit Lp inequalities with constants that can be taken independent of the dimension for each
p > 1 (see also [7]).
As for the constants in the weak L1 inequalities, E.M. Stein and J.O. Stro¨mberg [17]
showed that if c1,n is the smallest constant satisfying (1.1), then c1,n = O(n log n) as n →
∞ when maximal functions associated to arbitrary convex bodies are considered. For the
special case of the maximal function associated to Euclidean balls, it was also proved that
c1,n = O(n).
Using the idea of discretisation by M. de Guzma´n [10], T. Mena´rguez and F. Soria [12]
produced a method to obtain lower bounds for c1,n. With this method, J.M. Aldaz showed in
[2] that c1,n tends to infinity with the dimension in the case of maximal functions associated
to cubes. An explicit lower bound of this growth was given in [4] by G. Aubrun. In a recent
work [15], A. Naor and T. Tao extended the n log n result of [17] to the context of Ahlfors-
David n-regular metric measure spaces. They also showed that this bound for the constant is
sharp by constructing a space for which the weak L1 norm of the maximal function grows
like n log n.
When restricting the action to radial functions, maximal functions associated to Euclidean
balls have weak L1 bounds with a constant independent of the dimension as was shown by
T. Mena´rguez and F. Soria [13].
We can also define maximal functions when the underlying measure is not that of Lebesgue.
Given a Radon measure µ in Rn, the associated maximal function is defined as
Mµg(x) := sup
R>0
µ(B(x,R))>0
1
µ(B(x,R))
ˆ
B(x,R)
|g(y)| dµ(y).
These maximal functions also satisfy strong type Lp(µ) estimates for 1 < p <∞ and a weak
type inequality for p = 1, namely
µ ({y ∈ Rn : Mµf(y) > λ}) ≤ c
λ
‖f‖L1(µ),
(1.3) ‖Mµf‖Lp(µ) ≤ C‖f‖Lp(µ), for 1 < p <∞,
as well as an L∞(µ) bound with constant 1. Denoting by cµ,1 and Cµ,p, respectively, the
best constants in the previous inequalities, the problem of finding bounds independent of the
dimension can be raised also for these constants. It will be convenient to consider instead of
(1.3) the weak Lp(µ) bounds
(1.4) µ {(y : Mµg(y) > λ)}1/p ≤ c
λ
‖g‖Lp(µ), λ > 0.
The best constant in this inequality, cµ,p, satisfies
(1.5) Cµ,p ≥ cµ,p ≥ λ µ({y ∈ R
n : Mµg(y) ≥ λ})1/p
‖g‖Lp(µ) ,
for all λ > 0 and all nonzero g ∈ Lp(µ). We will bound Cµ,p from below by means of
these two inequalities. Although Cµ,p might be significantly larger than cµ,p, they cannot
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have a very different behaviour with respect to the dimension. Indeed, if cµ,p is bounded
uniformly in the dimension, then by real interpolation Cµ,q is also bounded with respect to
the dimension for all q > p.
From now on, we shall concentrate on maximal functions associated with radial measures
and Euclidean balls. Let us recall some previous results. The proof of the above bounds by
means of the Besicovitch covering lemma gives that cµ,p and Cµ,p grow at most exponentially
with the dimension. If µ has a radially increasing density, the method of proof in [13] applies
and we obtain a dimension-free weak L1(µ) bound for radial functions (see [11]). In the case
of a finite and radially decreasing measure, it was proved by J.M. Aldaz [2] that the best
constant in the weak type L1(µ) bound grows exponentially to infinity. In [9] the first author
proved that the best constants cµ,p in the weak Lp(µ) inequalities also grow exponentially to
infinity with the dimension for values of p in a small range above one (1 ≤ p < 1.0048), even
when restricting the action to radial functions. A slightly better result (for 1 ≤ p < 1.0378)
was obtained independently in [3]. In both cases, it was seen that the method used cannot
give unboundedness in dimension for significantly larger values of p.
In this paper we further study this problem and give complete answers in two relevant
cases. We show that if νn is Lebesgue measure restricted to the unit ball of Rn, the best con-
stants cνn,p in the weak Lp(νn) bounds for the associated maximal operators tend to infinity
with the dimension for 1 ≤ p < 2. However, this maximal operator admits a dimension-
free L2(νn) bound of restricted weak type on radially decreasing functions, which implies a
similar strong-type bound in Lp(νn) for p > 2. We will also study the relation between this
maximal function and the Hardy operator. On the other hand, we will prove that the maximal
function associated to the Gaussian measure does not admit weak Lp bounds independent of
the dimension for any p ∈ [1,∞), not even when the action is restricted to radially decreasing
functions.
Thus, different families of measures may have very different behaviour, and that is why
general results like the ones in [9] and [3] work only in a small range of values of p.
The statements of the results described above are given in the next section. Section 3
contains some notations and two lemmas that will be used in the proofs. Section 4 is devoted
to the proofs of the results related to Lebesgue measure restricted to the unit ball. Finally,
Section 5 deals with the proofs of the results related to the Gaussian measure.
2. STATEMENTS OF RESULTS
Let νn be the measure on Rn whose density function is the characteristic function of
the unit ball. We will prove that the best constants in the weak Lp(νn) inequalities grow
exponentially to infinity with the dimension if 1 ≤ p < 2.
Theorem 2.1. If 1 ≤ p < 2, there exist constants ap > 1 and cp > 0 such that for all n
cνn,p > cp a
n
p .
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To obtain this result, we will look at the action of the maximal operators on characteristic
functions of balls centred at the origin. We will denote by Br the ball with radius r centred
at the origin, and let χr = χBr be its characteristic function. However, for p ≥ 2 these
functions cannot be used to find a counterexample; indeed, we will show that the action of
Mνn on them has weak Lp(νn) bounds independent of the dimension:
Proposition 2.2. Let p ≥ 2 and r > 0. Then
‖Mνnχr‖∗Lp,∞(νn) ≤ 22/p‖χr‖Lp(νn).
For Lorentz spaces Lp,q and their norms and quasinorms, see Section 3.
As a consequence of this proposition we obtain a dimension-free restricted weak-type
Lp(νn) inequality for radial decreasing functions.
Theorem 2.3. Let g be a radial, decreasing function in Rn. Then for p ≥ 2
‖Mνng‖∗Lp,∞(νn) ≤
p
p− 12
2/p‖g‖∗Lp,1(νn).
One can check that the proof of the Marcinkiewicz theorem for Lorentz spaces (see [18],
page 197) is also valid when restricting the action of the operator to radially decreasing
functions. This allows us to interpolate between the case p = 2 of Theorem 2.3 and the
L∞(νn) inequality to obtain
Theorem 2.4. Let g be a radially decreasing function. One has for p > 2
‖Mνng‖∗Lp,∞(νn) ≤ 21/p
5p− 2
p− 2 ‖g‖Lp(νn),
‖Mνng‖Lp(νn) ≤ 21/p
5p− 2
p− 2 ‖g‖Lp(νn).
However, as we will show, there is a more direct way to obtain weak-type Lp bounds. For
this, we will control Mνn by a modified Hardy operator. Defining the Hardy operator for a
locally integrable function g in Rn as
Ag(x) = 1|B|x||
ˆ
B|x|
|g(y)| dy,
we have the following estimate.
Proposition 2.5. Given a radially decreasing function g, one has for p > 2
Mνng(x) ≤
p+ 2
p− 2 (Ag
p(x))1/p ,
for each x ∈ Rn.
This is useful, because we can bound the operator g 7→ (Agp)1/p as follows.
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Proposition 2.6. If g is a radially decreasing function in Rn and p ≥ 1, then
‖(Agp)1/p‖∗Lp,∞(νn) ≤ ‖g‖Lp(νn).
As an immediate consequence of Propositions 2.5 and 2.6, we have the following weak
Lp(νn) bound for Mνn , sharper than the one in Theorem 2.4.
Theorem 2.7. Let g : Rn −→ R be a radial, decreasing function. For each p ∈ (2,∞] one
has
‖Mνng‖∗Lp,∞(νn) ≤
p+ 2
p− 2‖g‖Lp(νn).
The other case that we will study here is the Gaussian measure dγn(x) = e−π|x|
2
dx. In
this case we will prove that the associated maximal function does not admit dimension-free
Lp(γn) bounds for any 1 ≤ p <∞:
Theorem 2.8. There exist absolute constants a > 1 and c > 0 such that for every p in the
range 1 ≤ p <∞,
cγn,p ≥ c an/p.
This result can be extended to the case where the density is fα(|x|) = e−|x|α , with α > 0.
Theorem 2.9. Let γα,n be the measure given for α > 0 by dγα,n(x) = e−|x|α dx. There exist
constants a = a(α) > 1 and cα > 0 such that the corresponding weak Lp(γα,n) constant
satisfies
cγαn ,p ≥ cα an/pα .
for every n and 1 ≤ p <∞.
3. NOTATIONS AND TECHNICAL LEMMAS.
The following lemma will be the starting-point in the proofs of Proposition 2.2 and The-
orems 2.8 and 2.9.
Lemma 3.1. Let µ be a rotation-invariant Radon measure in Rn. Then for each x ∈ Rn and
r, R > 0 such that µ(B(x,R)) > 0, we have that
(3.1) cµ,p ≥ Mµχr(x)
(
µ(B|x|)
µ(Br)
)1/p
≥ µ(B(x,R) ∩Br)
µ(B(x,R))
(
µ(B|x|)
µ(Br)
)1/p
.
In the proof of this lemma we will use the following result, valid for a general measure µ.
Lemma 3.2. Let µ be a Radon measure on Rn. Then the maximal function Mµχr is decreas-
ing on each ray from the origin. That is, for any x ∈ Rn and y = αx with 0 < α < 1 we
have that
(3.2) Mµχr(x) ≤Mµχr(y).
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Proof that Lemma 3.2 implies Lemma 3.1. The first inequality in (3.1) follows if we let g =
χr and λ = Mµχr(x) in (1.5), since Lemma 3.2 implies that Mµχr(y) ≥ Mµχr(x) for any
y ∈ B|x|. The second inequality is easy. 
Proof of Lemma 3.2. First we discard the trivial case when y ∈ Br, since then Mµχr(y) = 1
and we always have Mµχr(x) ≤ 1. Assume that y and (consequently) x are not in Br. It
would be enough to show that for each R > 0 we can find a T > 0 such that
µ(B(x,R) ∩Br)
µ(B(x,R))
≤ µ(B(y, T ) ∩ Br)
µ(B(y, T ))
.
Take T such that ∂B(x,R) ∩ ∂Br = ∂B(y, T ) ∩ ∂Br. We call
A = µ(B(y, T ) \B(x,R)), B = µ(B(x,R) ∩Br),
C = µ(B(y, T ) \Br), D = µ(B(x,R) \B(y, T )).
Now it is clear that
µ(B(x,R) ∩Br)
µ(B(x,R))
=
B
B + C +D
≤ B
B + C
≤ A+B
A+B + C
=
µ(B(y, T ) ∩ Br)
µ(B(y, T ))

Remark. In order to obtain lower bounds for cµ,p using (3.1), there is no point in considering
the case |x| < r, since it will never lead to a lower bound greater than 1.
We now introduce solid spherical caps. Given a ball Bρ and a vector y 6= 0 in Bρ, consider
the hyperplane y + y⊥, which divides the ball into two closed sets. We focus on the one of
these sets which does not contain the origin. Its diameter is 2L = 2
√
ρ2 − |y|2. We denote
this set by Aρ(L), and any set congruent with it will be called a solid spherical cap. The
height of this cap is given by the function
(3.3) h(ρ, L) = ρ−
√
ρ2 − L2.
Denoting by ωk−1 the area of the unit sphere in Rk, we have for the Lebesgue measure of
Aρ(L)
|Aρ(L)| =
ˆ ρ
|y|
ωn−2
n− 1(ρ
2 − s2)n−12 ds = ωn−2
n− 1
ˆ L
0
tn√
ρ2 − t2 dt,
where the last equality comes from the change of variables t =
√
ρ2 − s2. Since
√
ρ2 − L2 <√
ρ2 − t2 < ρ, we obtain that
(3.4) ωn−2
n2 − 1L
n+1 1
ρ
≤ |Aρ(L)| ≤ ωn−2
n2 − 1L
n+1 1√
ρ2 − L2 .
We finish this section by briefly stating the definitions and some properties of Lorentz
spaces that will be used. Let µ be a Radon measure in Rn. Given a measurable function f ,
we denote by f ∗ its non-increasing rearrangement with respect to µ. Let 1 ≤ p < ∞. The
quasinorm of f in the Lorentz space Lp,q(µ) with 1 ≤ q <∞ is defined by
‖f‖∗Lp,q(µ) =
(
q
p
ˆ ∞
0
[s1/pf ∗(s)]q
ds
s
)1/q
,
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and for q =∞ by
‖f‖∗Lp,∞(µ) = sup
s>0
s1/pf ∗(s) = sup
λ>0
λµ({|f | > λ})1/p,
with the usual agreement that ‖f‖∗L∞,∞(µ) = ‖f ∗‖L∞(R) = ‖f‖L∞(µ). In most of the cases
this is not a norm, since the triangle inequality may fail. However, the spaces Lp,q(µ) admit
a norm denoted ‖ · ‖Lp,q(µ) for 1 < p ≤ ∞ and 1 ≤ q ≤ ∞. As quasinorms, ‖ · ‖∗Lp,q(µ) and
‖ · ‖Lp,q(µ) are equivalent in the sense that
‖f‖Lp,q(µ) ≤ ‖f‖∗Lp,q(µ) ≤
p
p− 1‖f‖Lp,q(µ),
for any 1 < p <∞ and 1 ≤ q ≤ ∞.
For more details, see Chapter V, §3 of [18].
4. LEBESGUE MEASURE RESTRICTED TO THE UNIT BALL.
This section is mainly devoted to the proofs of Theorem 2.1 and Proposition 2.2.
The following lemma explains why in both proofs it is enough to concentrate on the
situation when |x| = 1.
Lemma 4.1. For any r < 1 and each x ∈ B1 we have that
Mνnχr(x) ≤Mνnχr/|x|
(
x
|x|
)
.
Proof. For any R > 0
|B(x,R) ∩Br|
|B(x,R) ∩ B1| ≤
|B(x,R) ∩ Br|
|B(x,R) ∩B|x|| =
|B
(
x
|x|
, R
|x|
)
∩ B r
|x|
|
|B
(
x
|x|
, R
|x|
)
∩B1|
,
and, as R > 0 is arbitrary, Lemma 4.1 is proved. 
Proof of Theorem 2.1. In view of Lemma 4.1, we take a unit vector x. Lemma 3.1 asserts
that
(4.1) cνn,p ≥
|B(x,R) ∩Br|
|B(x,R) ∩B1|
(
1
r
)n
p
,
for R, r > 0. With r < 1 and 1− r < R < r, we shall choose r close to 1 and R small.
We split the intersection of two balls into two solid spherical caps and conclude from
(3.4) that
(4.2) |B(x,R) ∩B1| = |AR(L)|+ |A1(L)| ≤ ωn−2
n2 − 1L
n+1
(
1√
R2 − L2 +
1√
1− L2
)
,
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where L =
√
R2 − R4/4. In the same fashion
(4.3) |B(x,R) ∩ Br| = |AR(ℓ)|+ |Ar(ℓ)| ≥ ωn−2
n2 − 1ℓ
n+1
(
1
R
+
1
r
)
,
with ℓ =
√
R2 − (R2 − r2 + 1)2/4 = √r2 − (r2 − R2 + 1)2/4. Putting these two esti-
mates together, we obtain
|B(x,R) ∩ Br|
|B(x,R) ∩ B1| ≥ β
(
ℓ
L
)n+1
,
where β = β(r, R) > 0 is independent of n. We set
φr(R) =
(
ℓ
L
)2
=
4R2 − (R2 − r2 + 1)2
4R2 −R4 .
Inequality (4.1) implies now
cνn,p ≥ β φr(R)(n+1)/2 r−n/p.
It is enough to show that r and R can be chosen so that φr(R)1/2 r−1/p > 1. This is equivalent
to
p <
2 log r
logφr(R)
.
By setting t = 1− r2, we obtain
φr(R) = 1− 2R
2t+ t2
4R2 − R4 ,
and with the choice R = t1/4 one has
φr(t
1/4) = 1− 2t− t
3/2
4− t1/2 = 1−
t
2
+ o(t),
as t −→ 0. Now Theorem 2.1 is proved, because
lim
r→1−
2 log r
log φr(t1/4)
= lim
t→0+
log(1− t)
log(1− t/2 + o(t)) = 2.

We will obtain Proposition 2.2 as a consequence of the following result, whose proof will
appear at the end of this section.
Proposition 4.2. Given x 6= 0 in Rn, 0 < r ≤ 1 and R > 0, one has
(4.4) |B(x,R) ∩ Br||B(x,R) ∩B1| ≤ 2
( |Br|
|B|x||
) 1
2
.
Equivalently, for each x ∈ Rn and 0 < r ≤ 1, one has
Mνnχr(x) ≤ 2
(
r
|x|
)n
2
.
Remark. It may be the case that the best constant in (4.4) is 1 rather than 2, but we have
made not effort to compute its exact value.
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Proof of Proposition 2.2. The result is trivial when r ≥ 1. We just have to show that given
0 < r < 1, for each x ∈ Rn,
Mνnχr(x) νn({y ∈ Rn : Mνnχr(y) > Mνnχr(x)})1/p ≤ 21/p|Br|1/p.
Since Mνnχr(x) ≤ 1, by Proposition 4.2
Mνnχr(x) ≤Mνnχr(x)2/p ≤ 22/p
(
r
|x|
)n/p
.
In view of Lemma 3.2
{y ∈ Rn : Mνnχr(y) > Mνnχr(x)} ⊂ B|x|.
Hence,
Mνnχr(x) νn({y ∈ Rn : Mνnχr(y) > Mνnχr(x)})1/p ≤ 22/p
(
r
|x|
)n/p
|B|x||1/p
= 22/p|Br|1/p.

Proof of Theorem 2.3. By a density argument it is enough to prove the result for a simple
function of the form g =
∑N
i=1 ciχBi , where B1 ⊃ · · · ⊃ Bi ⊃ · · · ⊃ BN are balls centred at
the origin and ci, i = 1, . . . , N are positive real numbers. Since Mνn is a sublinear operator,
we have for such a function g
‖Mνng‖∗Lp,∞(νn) ≤ ‖Mνng‖Lp,∞(νn) ≤
N∑
i=1
ci‖MνnχBi‖Lp,∞(νn)
≤ p
p− 1
N∑
i=1
ci‖MνnχBi‖∗Lp,∞(νn).
By Proposition 2.2
N∑
i=1
ci‖MνnχBi‖∗Lp,∞(νn) ≤ 22/p
N∑
i=1
ci ‖χBi‖Lp(νn) = 22/p
N∑
i=1
ci νn(Bi)
1/p
= 22/p‖g‖∗Lp,1(νn).

Proof of Proposition 2.5. By homogeneity we can assume that the radially decreasing func-
tion g satisfies Agp (x) = 1. Given t > 0, the level set {y : g(y) > t} is the ball Br(t) for a
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certain r(t) > 0. Thus
Mνng(x) = sup
R>0
1
|B(x,R) ∩ B1|
ˆ
B(x,R)∩B1
g(y) dy
=
1
|B(x,R) ∩ B1|
ˆ ∞
0
|{y ∈ B(x,R) ∩ B1 : g(y) > t}| dt
=
1
|B(x,R) ∩ B1|
ˆ ∞
0
|B(x,R) ∩ Br(t) ∩ B1| dt
=
ˆ 1
0
|B(x,R) ∩Br(t) ∩B1|
|B(x,R) ∩ B1| dt+
ˆ ∞
1
|B(x,R) ∩ Br(t) ∩ B1|
|B(x,R) ∩B1| dt.
The first term on the last line is clearly bounded by 1. For the second one, we can use
Proposition 4.2 to get
Mνng(x) ≤ 1 + 2
ˆ ∞
1
|Br(t)|1/2
|B|x||1/2 dt ≤ 1 +
2
|B|x||1/2
ˆ ∞
1
|{y : g(y) > t}|1/2 dt.
The hypothesis Agp(x) = 1 implies g(x) ≤ 1, so for g(y) > t > 1 it is necessary that
y ∈ B|x|. Then, by the Tchebychev inequality, the above expression is less than or equal to
1 +
2
|B|x||1/2
ˆ ∞
1
1
tp/2
(ˆ
B|x|
g(y)p dy
)1/2
dt = 1 +
4
p− 2
(
1
|B|x||
ˆ
B|x|
g(y)p dy
)1/2
= 1 +
4
p− 2 .

Proof of Proposition 2.6. If g is radially decreasing, so is (Agp)1/p, and its level sets are balls
centred at the origin. So given λ > 0
{y : (Agp)1/p(y) > λ} = Br(λ),
for some r(λ) > 0. Hence (
1
|Br(λ)|
ˆ
Br(λ)
g(y)p dy
)1/p
≥ λ,
which we can rearrange as∣∣{y : (Agp)1/p(y) > λ}∣∣ = ∣∣Br(λ)∣∣ ≤ 1
λp
ˆ
Br(λ)
g(y)p dy.

Proof of Proposition 4.2. It is enough to prove the result in the case when |x| = 1, because
then by Lemma 4.1
Mνnχr(x) ≤ Mνnχ r|x| (x/|x|) ≤ 2
(
r
|x|
)n/2
.
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So, assuming that |x| = 1, we want to prove that for each R > 0 and 0 < r ≤ 1
(4.5) |B(x,R) ∩Br||B(x,R) ∩B1| ≤ 2r
n/2.
The case where R ≤ 1 − r is trivial since then |B(x,R) ∩ Br| = 0, so from now on we
assume R > 1− r. Using the same notation as in the proof of Theorem 2.1, we have that
|B(x,R) ∩Br| = |AR(ℓ)|+ |Ar(ℓ)|,(4.6)
|B(x,R) ∩ B1| = |AR(L)|+ |A1(L)|.(4.7)
We first prove the inequality ℓ/L ≤ r1/2. The equivalent statement ℓ2 ≤ L2r can be rewritten
as −R4 +2R2(1− r)− (1− r)(1 + r)2 ≤ 0. This is a second-degree polynomial in t = R2,
whose maximal value, assumed at t = 1− r, is (1− r)2 − (1− r)(1 + r)2 ≤ 0 for each r in
[0, 1].
We divide the proof of (4.5) into three cases:
CASE 1: R ≤ r. Using (4.6) and (4.7) we have that
|B(x,R) ∩ Br| ≤ 2|AR(ℓ)|,
|B(x,R) ∩B1| ≥ |AR(L)|.
Dilating by the factor ℓ/L < 1, we get ℓ
L
AR(L) = A ℓ
L
R(ℓ). This implies that |AR(ℓ)| ≤
|A ℓ
L
R(ℓ)| = (ℓ/L)n|AR(L)|. So we have
|B(x,R) ∩ Br|
|B(x,R) ∩B1| ≤
2|AR(ℓ)|
|AR(L)| ≤ 2
(
ℓ
L
)n
≤ 2rn/2.
CASE 2: r < R ≤ √1 + r2. In this situation (4.6) implies
|B(x,R) ∩ Br| ≤ 2|Ar(ℓ)|.
Here we dilate Ar(ℓ) by the factor r−1/2 instead: r−1/2Ar(ℓ) = Ar1/2(ℓ/r1/2). We claim that
a set congruent with Ar1/2(ℓ/r1/2) is contained in B(x,R) ∩ B1. This would give the bound
|Ar1/2(ℓ/r1/2)| ≤ |B(x,R) ∩ B1|, and as a consequence
(4.8) |B(x,R) ∩ Br||B(x,R) ∩B1| ≤
2 |Ar(ℓ)|
|B(x,R) ∩ B1| ≤ 2
rn/2 |Ar1/2(ℓ/r1/2)|
|B(x,R) ∩B1| ≤ 2 r
n/2.
Thus we only have to justify the claim. For this we regard B(x,R) ∩ B1 as the union of
two solid spherical caps A˜1(L) and A˜R(L) congruent with A1(L) and AR(L), respectively.
Consider the unique hyperplane parallel to the planar boundary of A˜R(L) whose intersection
with A˜R(L) is a circular disc D of radius ℓ/r1/2. This disc divides A˜R(L) into two sets. One
of them, A˜R(ℓ/r1/2), is congruent with AR(ℓ/r1/2). Call A˜r1/2(ℓ/r1/2) the cap congruent
with Ar1/2(ℓ/r1/2) such that A˜R(ℓ/r1/2) ∩ A˜r1/2(ℓ/r1/2) = D. To see that A˜r1/2(ℓ/r1/2) is
contained in A˜1(L) ∪ A˜R(L), and thus in B(x,R) ∩B1, it is enough to compare the heights
of four caps and verify that
h(r1/2, ℓ/r1/2) ≤ h(1, L) + h(R,L)− h(R, ℓ/r1/2).
In view of the definition (3.3) of h, it is not difficult to see that h(1, L) + h(R,L) = R, and
the above inequality becomes
r1/2 −
√
r − ℓ2/r ≤
√
R2 − ℓ2/r.
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We can multiply by r1/2 on both sides and use that ℓ2 = r2 − ((r2 − R2 + 1)/2)2 to get the
equivalent statement
r − r
2 − R2 + 1
2
≤
√
R2r − r2 +
(
r2 −R2 + 1
2
)2
.
Here the left-hand side is positive sinceR > 1−r, and one obtains by squaring the equivalent
inequality
−r(1− r)2 ≤ 0,
which holds since 0 < r ≤ 1. The claim follows.
CASE 3: R >
√
1 + r2. In this case, the ball B(x,R) contains more than half of the ball Br.
We have
|B(x,R) ∩Br|
|B(x,R) ∩ B1| ≤
|Br|
|B(x,√1 + r2) ∩B1|
=
2|Ar(r)|
|B(x,√1 + r2) ∩B1|
,
and now we can use (4.8) in the special case where R = √1 + r2 and ℓ = r to get
2|Ar(r)|
|B(x,√1 + r2) ∩ B1|
≤ 2 rn/2.

5. THE GAUSSIAN MEASURE
In this section we will state some properties of the Gaussian measure, and we will give
the proofs of Theorems 2.8 and 2.9.
The idea of the proof of Theorem 2.8 is the following. From Lemma 3.1 we know that
for any xn ∈ Rn and rn > 0
(5.1) cγn,p ≥ Mγnχrn(xn)
(
γn(B|xn|)
γn(Brn)
) 1
p
.
Since Mγnχrn(xn) ≥ γn(B(xn, Rn) ∩ Brn)/γn(B(xn, Rn)) for each Rn > 0, we only need
to prove the following lemma.
Lemma 5.1. There exist sequences {xn}, {rn} and {Rn} with xn ∈ Rn and rn, Rn > 0 for
n ∈ N, such that
(5.2) γn(B(xn, Rn) ∩ Brn)
γn(B(xn, Rn))
≥ c√
n
,
(5.3) γn(B|xn|)
γn(Brn)
≥ c an,
for some absolute constants a > 1 and c > 0.
MAXIMAL FUNCTIONS ASSOCIATED TO RADIAL MEASURES. 13
Proving (5.3) will involve dealing with the Gaussian measure of balls centred at the origin.
The measure of BR is
γn(BR) = ωn−1
ˆ R
0
e−πs
2
sn−1 ds.
The function G(s) := e−πs2sn−1 is increasing in the interval (0, Tn) and decreasing in
(Tn,∞), where Tn :=
√
n−1
2π
. So G attains its maximum at the point s = Tn. An essen-
tial part of the mass of γn is concentrated around the sphere of radius Tn.
Lemma 5.2. If ρ < Tn the following estimates hold
e−πρ
2 |Bρ| ≤ γn(Bρ) ≤ ne−πρ2 |Bρ|.
The proofs of these facts are easy (see [9] for details).
Proof of Lemma 5.1. We start with statement (5.3). Let us take xn = Tnx′n with x′n a unit
vector in Rn. In order to make the quotient |xn|/rn independent of n, set rn = rTn, with
0 < r < 1. Lemma 5.2 implies that
γn(B|xn|)
γn(Brn)
≥ e
−πT 2n |BTn |
n e−πr2T 2n |BrTn|
=
e
1−r2
2
n
(
e
r2−1
2
1
r
)n
.
To see that the quantity in the last parenthesis is greater than 1, just apply the inequality
ex > 1 + x with x = r2 − 1. This proves (5.3).
We now turn to the proof of (5.2). Take Rn = RTn, with 1 − r < R < 1. To calculate
γn(B(xn, Rn)), we will integrate over spherical caps where the density e−π|x|
2 is constant.
We get
γn(B(xn, Rn)) =
ˆ Tn+Rn
Tn−Rn
∣∣∣∂Bρ ∩ B(xn, Rn)∣∣∣
n−1
e−πρ
2
dρ
= T nn
ˆ 1+R
1−R
∣∣∣∂Bs ∩B(x′n, R)∣∣∣
n−1
e−
n−1
2
s2 ds,
where | · |n−1 denotes (n − 1)-dimensional Hausdorff measure, and the second equality is
justified by the change of variables ρ = Tns. Call βs the angle determined by the segment that
joins the origin with x′n and the one that connects the origin with any point. Then βs < π/2
since R < 1. We compute the surface measure of the spherical caps in the following way
(5.4)
∣∣∣∂Bs ∩ B(x′n, R)∣∣∣
n−1
=
ˆ βs
0
ωn−2(s sin θ)
n−2s dθ.
For the last integral we haveˆ βs
0
sinn−2 θ dθ ≤
ˆ βs
0
cos θ
cos βs
sinn−2 θ dθ =
1
cos βs
sinn−1 βs
n− 1 .
and
(5.5)
ˆ βs
0
sinn−2 θ dθ ≥
ˆ βs
0
cos θ sinn−2 θ dθ =
sinn−1 βs
n− 1 ,
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We start with the upper bound for γn(B(xn, Rn)). Calling F (s2) = sin2 βss2e−s
2
, we have
γn(B(xn, Rn)) ≤ ωn−2
n− 1T
n
n
ˆ 1+R
1−R
1
cos βs
F (s2)
n−1
2 ds.
By the cosine law applied to the triangle whose vertices are given by the origin, x′n and
any y ∈ ∂Bs ∩ ∂B(x′n, R), one obtains
cos βs =
1 + s2 − R2
2s
,
and consequently
sin βs =
(
1−
(
1 + s2 − R2
2s
)2) 12
.
The maximal value of βs occurs when ∂Bs and ∂B(x′n, R) meet perpendicularly, and then
sin βs = R. Thus one always has cos βs ≥
√
1− R2. Taking all this into account, we get
γn(B(xn, Rn)) ≤ ωn−2 T
n
n
(n− 1)√1−R2
ˆ (1+R)2
(1−R)2
F (t)
n−1
2
dt
2
√
t
,
where F (t) =
(
t−
(
1+t−R2
2
)2)
e−t.
It is easy to check that F ((1 − R)2) = F ((1 + R)2) = 0 and that F is increasing in the
interval ((1 − R)2, t0) and decreasing in (t0, (1 + R)2), where t0 = 2 + R2 −
√
1 + 4R2 is
the maximum point. So we can estimate
γn(B(xn, Rn)) ≤ ωn−2 T
n
n
(n− 1)√1−R2
ˆ (1+R)2
(1−R)2
F (t0)
n−1
2
dt
2
√
t
=
2ωn−2 T
n
n R
(n− 1)√1− R2F (t0)
n−1
2 .
Next, we obtain a lower bound for γ(Brn ∩ B(xn, Rn)). As above we have
γ(Brn ∩B(xn, Rn)) =
ˆ rn
Tn−Rn
∣∣∣(∂Bρ ∩B(xn, Rn)∣∣∣
n−1
e−πρ
2
dρ,
and by (5.4) and (5.5)
γ(Brn ∩B(xn, Rn)) ≥
ωn−2
n− 1T
n
n
ˆ r
1−R
F (s2)
n−1
2 ds =
ωn−2T
n
n
n− 1
ˆ r2
(1−R)2
F (t)
n−1
2
dt
2
√
t
,
As R < 1 we have that t0 < 1, and it will be very convenient to choose r2 = t0. As F is a
smooth function, we can write F (t) = F (t0) + F
′′(τt)
2
(t− t0)2, with τt a point between t and
t0. We denote by M the maximum value of |F ′′| in the interval [(1 − R)2, (1 + R)2]. So if
0 < δ < t0 − (1− R)2
ˆ t0
(1−R)2
F (t)
n−1
2
dt
2
√
t
≥
ˆ t0
t0−δ
(
F (t0) +
F ′′(τt)
2
(t− t0)2
)n−1
2 dt
2
√
t
≥ F (t0)n−12
ˆ t0
t0−δ
(
1− M
2F (t0)
δ2
)n−1
2 dt
2
√
t
,
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the last inequality provided δ is small enough to make the last parenthesis positive. Choosing
δ =
√
4F (t0)
(n−1)M
, we will have (1 − M
2F (t0)
δ2)
n−1
2 > c0 > 0 for n large enough. Hence, the last
expression is greater than or equal to
c0
ˆ t0
t0−δ
dt
2
√
t
F (t0)
n−1
2 ≥ c0F (t0)n−12 δ
2
√
t0
.
Putting together all the estimations, we conclude
γn(B(xn, Rn) ∩ Brn)
γn(B(xn, Rn))
≥ c√
n− 1 .
where c > 0 may depend on R and r, but not on n. Observe finally that r is determined by
R via t0, and that R can be chosen arbitrarily in (0, 1). 
The proof of Theorem 2.9 follows the same scheme as the previous one, so we just hint
the main steps. It is enough to show the following analogue of Lemma 5.1:
Lemma 5.3. There exist sequences {xn}, {rn} and {Rn}, with xn ∈ Rn and rn, Rn > 0 for
n ∈ N such that
(5.6) γα,n(B(xn, Rn) ∩ Brn)
γα,n(B(xn, Rn))
≥ c√
n
,
and
(5.7) γα,n(B|xn|)
γα,n(Brn)
≥ c an,
for some a = a(α) > 1.
Proof. We first deal with the proof of (5.7). The measure of a centred ball is γα,n(Bρ) =
ωn−1
´ ρ
0
fα,n(t) dt, where fα,n(t) = e−t
α
tn−1. This function attains its maximum at the radius
Tα,n = ((n − 1)/α)1/α, around which an essential part of the mass is concentrated. For
ρ < Tα,n we have as well that
(5.8) e−ρα|Bρ| ≤ γα(Bρ) ≤ n e−ρα|Bρ|.
Take rn = rTα,n and xn = Tα,nx′n with r < 1 and x′n a unit vector. Inequalities (5.8) imply
that
γα,n(B|xn|)
γα,n(Brn)
≥ e
−Tαα,n |BTα,n|
n e−r
αTαα,n rn |BTα,n|
=
e(1−r
α)/α
n
(
e(r
α−1)/α 1
r
)n
.
It is easy to see that e(rα−1)/α/r > 1 by applying the inequality ex > 1 + x to erα−1.
To prove (5.6) take Rn = RTα,n with 1− r < R < r. Following the steps of the proof of
(5.2), we have
ωn−2 T
n
α,n
n− 1
ˆ (1+R)2
(1−R)2
Fα(t)
n−1
2
dt
2
√
t
≤ γα,n(B(xn, Rn))
≤ ωn−2T
n
α,n
(n− 1)√1− R2
ˆ (1+R)2
(1−R)2
Fα(t)
n−1
2
dt
2
√
t
,
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where Fα(t) =
(
t−
(
1+t−R2
2
)2)
e−2t
α/2/α
. This function attains its maximum at a point
tα < 1. This is a consequence of the following facts: Fα((1 − R)2) = Fα((1 + R)2) = 0,
Fα(t) > 0 for (1− R)2 < t < (1 +R)2, and F ′α(t) < 0 whenever 1 ≤ t < (1 +R)2. To see
the last assertion, write the derivative of Fα as
∂
∂t
Fα(t) =
{
1− 1 + t− R
2
2
− tα/2−1
(
t−
(
1 + t− R2
2
)2)}
e−2t
α/2/α
=: Gα(t)e
−2tα/2/α.
Now it is clear that for α > 0 and 1 < t < 1 +R2
Gα(t) < G0(t) = t
−1
(
1 + t− R2
2
)2
− 1 + t− R
2
2
< 0.
All this was to justify that we can take r = √tα < 1. Now we just follow the same steps as
in the proof of Lemma 5.3 to estimate
γα,n(B(xn, Rn) ∩Brn)
γα,n(B(xn, Rn))
≥ c√
n− 1 ,
where the constant c may depend on r, R and α but not on n. 
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