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DRAFT
On the role of ML estimation and Bregman
divergences in sparse representation of
covariance and precision matrices
Branko Brkljacˇ and Zˇeljen Trpovski
Abstract — Sparse representation of structured signals
requires modelling strategies that maintain specific signal
properties, in addition to preserving original information con-
tent and achieving simpler signal representation. Therefore,
the major design challenge is to introduce adequate problem
formulations and offer solutions that will efficiently lead to
desired representations. In this context, sparse representation
of covariance and precision matrices, which appear as feature
descriptors or mixture model parameters, respectively, will be
in the main focus of this paper.
Keywords — sparse representation, sparse coding, Gaussian
mixture models, covariance descriptors.
I. INTRODUCTION
WHEN present as a property, signal sparsity provesto be very useful characteristic that brings many
advantages in processing, analysis and inference. Second
order tensors in the form of covariance and precision
matrices, which can be regarded as structured signals,
are also subject of sparse representation or some other,
alternative modeling strategy. All these different approx-
imation approaches aim towards achieving more efficient
processing, estimation, or some other performance gains
that are often possible to accomplish by using adequately
constructed approximations of original signals (matrices).
However, due to the structured nature of original signals,
designed approximations usually need to preserve some
additional properties of the signal that are detrimental for
its role in some larger model or a system, in addition to
signal’s original information content. Therefore, there is a
need to include constraints in the initial formulation of the
corresponding approximation problem and offer solutions
that will be efficient, but which will also preserve impor-
tant signal properties. In addition, required approximation
quality is usually determined by the user or application
requirements, and can be a matter of specific choice, but
original signal properties that are regarded as significant
for characterizing certain family of signals always need to
be fully preserved in the approximation process. In this
paper we will limit the scope of our discussion to the field
of pattern recognition and consider techniques for sparse
approximation of covariance matrices and their inverses,
which are better known as precision matrices.
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A. Covariance and precision matrices
Covariance matrix describes interactions between ran-
dom variables (components of some random, feature vec-
tors) and represents discrete generalization of the covari-
ance function, i.e. the second order joint central moment.
Elements of the matrix can be regarded as the measures of
linear dependence between corresponding pairs of features,
while the matrix properties that are of particular interest
are symmetry and positive semi-definiteness.
However, there are different roles in which covariance
matrices appear in signal processing and pattern recog-
nition. Although they can be used to define whitening
transforms, which decorrelate signal components, perform
principal component analysis, or design optimal linear
predictors in terms of minimal mean squared error (MSE),
their roles that are of particular interest for the topic of this
paper are those in which: a) covariances are used as agre-
gate feature descriptors, or b) as parameters of individual
mixture components in Gaussian mixture models (GMMs).
In the latter case, each covariance defines the shape
of the corresponding Gaussian, which has the functional
form of the multivariate normal distribution. More exactly,
inverse of each covariance, i.e. precision matrix, defines
one of the corresponding quadratic forms that are com-
puted during evaluation of the particular, class dependent,
likelihood function of the statistical classifier.
On the other hand, when used in the role of feature
descriptor, each covariance represents a set of second order
statistics that are collected over some local, e.g. spatial or
temporal window or region, and which (as a set of specific
values) comprehend linear dependences of feature vector
components that are captured by multiple feature vector
observations over such, predefined domain.
B. Sparse approximation (representation)
Sparse approximations of covariance and precision ma-
trices are usually designed in the form of sparse linear
combinations of matrices that have the same dimension
as originals, but which are chosen from some predefined
or specially constructed set. As typical, term sparse means
that only a relatively small number of set elements, nonzero
terms in linear combination, is used for reconstruction of
original signal. Depending on the type of approximation
technique that is used, matrices in the previously men-
tioned set can be forced to have different characteristic
properties, like the matrix symmetry only, which was
imposed as a constraint in the case of sparse approximation
of precision matrices utilized in GMMs that was proposed
in [1]; or both symmetry and positive semi-definiteness,
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which were used in the case of the proposed sparse coding
of image covariance descriptors in [2].
Regardless of the type of the role that original symmet-
ric, positive semi-definite matrices have in some recogni-
tion system (appearing as covariance feature descriptors, or
as a mixture model parameters in the form of correspond-
ing precisions), techniques for their sparse approximation,
i.e. sparse representation, in both cases have a joint root
in the fundamental way in which information distances
based on Bregman matrix divergences enable formulations
of the initial matrix approximation optimization problems.
Namely, we will see that although motivations from which
both mentioned sparse approximation techniques originate
are very different, they share the same information pre-
serving principles that result from the use of asymmetric
Kullback-Leibler (KL) divergences between original and
approximated probability distributions. More exactly, it
will be shown that formulations of sparse representation
of precision matrices in [1], and sparse coding (rep-
resentation) of image covariance descriptors in [2], are
both utilizing the same special case of Bregman matrix
divergence corresponding to multivariate normal distribu-
tions, but offer solutions to different sparse representation
problems due to the asymmetric nature of the correspond-
ing divergence and different initial constraints, which are
imposed on the members of sparse linear combinations that
are used to reconstruct original precisions and covariances,
respectively.
C. Aim of the paper
The aim of the paper is to give more insight into an inter-
esting mutual relationship that exists between two different
formulations of sparse representation problem, which were
proposed in the previously mentioned studies [2] and [1]. It
will be presented through a theoretical analysis of the role
of maximum likelihood (ML) estimation of Gaussian mix-
ture model parameters in sparse representation of precision
matrices and its connection to information distances based
on Bregman matrix divergences. In addition, although
proposed algorithmic solutions in [2] and [1] are: a) based
on different frameworks, generally speaking on quadratic
programming in the first case, and an iterative shrinkage-
thresholding algorithm with an active set strategy in the
second case; and b) address different types of problems,
sparse representation of covariances and precisions; both
methods try to achieve the same goal: sparse representation
that will preserve original information content of positive
definite matrices.
The rest of the paper is organized as follows: in
Section II an asymptotic equivalence between maximum
likelihood estimation and the principle of minimum dis-
criminative information is discussed, then in Section III a
family of information distances based on Bregman matrix
divergences is introduced, which is followed in Section IV
by discussion of two different sparse representation formu-
lations that are used in sparse approximation of covariance
and precision matrices, and which respectively, appear
either as feature descriptors or mixture model parameters
in some recognition system. Finally, in Section V we give
some concluding remarks and point out future research
directions.
II. ML ESTIMATION AND THE PRINCIPLE OF MINIMUM
DISCRIMINATION INFORMATION
A. Optimality of ML estimation
Generally speaking, maximum likelihood estimation of
unknown random parameters in some model of interest
can be considered as optimal in the Bayesian sense in
the case when the chosen optimality criterion is minimum
expected MSE of obtained estimates and when no apriori
information about distribution of parameter values is avail-
able. More exactly, ML can be considered as optimal under
given circumstances (quadratic cost and uninformative,
uniform prior) if the corresponding posterior distribution
of unknown parameter values is assumed to be Gaussian.
In such case, ML optimality arises from the symmetric
nature of the corresponding likelihood function of un-
known parameters, which is under adopted assumption also
Gaussian. In addition, described optimality of ML in the
Bayesian sense also extends to other cost function choices,
such as absolute or zero-one error, since the mean, median
and mode of Gaussian distribution always coincide.
Namely, if we denote with C(τˆ , τ ) = ‖τˆ − τ‖22,
quadratic cost function of an estimate τˆ , which based on
observations x minimizes the average estimation cost:
R(τˆ ) =
∫
{τ}
∫
{x}
C(τˆ , τ ) p(x, τ ) dxdτ , (1)
then after differentiation with respect to τˆ , from the condi-
tion of optimality ∂R/∂τˆ = 0, it follows that the minimum
expected MSE in (1) is determined by the solution of:∫
{x}
{ ∫
{τ}
(τˆ − τ ) p(τ |x) dτ
}
p(x) dx = 0 , (2)
which gives optimal Bayesian estimate of unknown param-
eters in the form of conditional expectation of τ :
τˆ = E[τ |x] =
∫
{τ}
τ p(τ |x) dτ . (3)
Risk in (1) was deliberately named as expected MSE in
order to point out that unknown parameters are considered
as random quantities, and that MSE of their estimate is
averaged over different observations. In the case when
p(τ |x) is assumed to be Gaussian and p(τ ) uniform,
since mean and mode of distribution are the same, τˆ in
(3) becomes equal to the corresponding ML estimate of
unknown parameters:
τˆ = mode(p(τ |x)) = max
τ
p(x|τ ) p(τ )
p(x)
= max
τ
p(x|τ ) .
(4)
Gaussian assumption about posterior p(τ |x) also implies
that the structure of conditional expectation in (3) will be
linear if the adopted prior p(τ ) is also Gaussian, [3].
However, more important is that regardless of the shape
of p(τ |x), i.e. when Gaussian assumption is discarded,
maximum aposteriori (MAP) estimate in (4) is always
optimal in Bayesian sense, in terms of zero-one cost
function, which means that under adopted assumption of
an uninformative prior p(τ ) (or when the prior can be
regarded as uniform over the domain where posterior is
essentially nonzero), ML estimate can be also considered
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as optimal in Bayesian sense, in such case, [4]. Moreover,
in the classical setting, where unknown parameter values
are presumed to be deterministic, ML estimation is usually
considered as asymptotically unbiased and efficient in the
presence of large data samples. In addition, it is also
considered as optimal in the finite sample case of such
setting, if the relationship between noisy observations and
parameters is assumed to be linear, and the nature of
noise regarded as Gaussian. As a special case, if the noise
samples are also uncorrelated and with the same variance,
ML estimate is equivalent to the least squares solution,
which in that specific case results in an efficient estimate.
B. Minimum discrimination information
Principle of minimum discriminative information was
proposed in an effort to offer unification of statistical
hypothesis testing approaches through consistent appli-
cation of information theory concepts, [5]. Decision or
recognition process should be viewed as a problem of
discrimination based on measurement of minimal dis-
tance or divergence between statistical populations, and
it should be based on quantity that describes information
distance between two distributions. After being introduced
in [6], this information measure became widely known as
Kullback-Leibler (KL) divergence, or relative entropy, [7]:
DKL(P‖Q) ,
∫ ∞
−∞
p(x) log
p(x)
q(x)
dx , (5)
where p(x) and q(x) are probability density functions
of distributions P and Q, and (5) represents directed
divergence from Q to P . Interpretation of this nonneg-
ative quantity depends on the context of corresponding
distributions, however it is always directed, and there
are always ”first” and ”second” distribution, p and q,
respectively. Originally, [6], it was denoted as I1:2(E)
or I(1 : 2) and interpreted as generalization of logarith-
mic information measure proposed in [8], in the case of
continuous distributions, while under term divergence was
considered its symmetrized version in the form of a sum:
I1:2(X) + I2:1(X).
Principle of minimum discrimination information (MDI)
states that the right decision comes from the best match of
the shape of estimated parameterized distribution with one
of the shapes of learned or ”true” distributions, which were
associated in advance with each of the possible hypothesis
or categories. Best match corresponds to the minimum
difference in information contained in estimated and one
of the learned distributions, as measured by the directed
divergence (5). It was shown, [5], that such reasoning
strategy leads to the same decision rules that arise from the
special cases of Bayesian hypothesis testing, e.g. presented
in [9] or [10]. MDI also demonstrates the significance
of the design of discriminative features for the overall
performance of the recognition system, i.e. importance of
maximization of differences between samples of different
categories. In the context of information transfer, MDI also
enables design of the code with expected length of message
that tends to source entropy H(p), which is equivalent to
minimization of the corresponding cross-entropy between
true distribution p and estimate q:
H(p, q) = Ep[− log q] = H(p) +DKL(p‖q). (6)
Therefore it should be said that for achieving minimum
risk reasoning in some decision system, in addition to
having good estimation of corresponding category distri-
butions, it is essential to design features that will describe
such categories in the most discriminative way. In the
context of estimation, [11], which is the most important
from the perspective of this paper, KL divergence has
always had a significant role as a basis for the design of
various information criterions, [12]. More exactly, criterion
in [12] was one of the first examples in which formulation
based on (5) or (6) was extended with a regularization term
that had taken into account model’s complexity. Original
optimization objective based on MDI is extended with
the aim to avoid overfitting, but also in order to achieve
additional goals, like model selection. Similar strategy is
also employed in the sparse representation of covariance
and precision matrices in [2] and [1].
C. ML estimation as KL divergence minimization
Finally, it will be shown that parameter estimation
based on the ML criterion asymptotically converges to
minimization of corresponding KL divergence, or that it
is asymptotically equivalent to minimization of minimum
discrimination information between parameterized distri-
bution based on ML estimates (distribution approxima-
tion) and parameterized distribution based on the true
parameter values. Suppose that there are n i.i.d. obser-
vations, X = {xi}ni=1, generated by the true distribution
pθ∗(x), then their joint distribution can be factored into:
pθ(x1, x2, . . . , xn) = p(x1|θ)p(x2|θ) · · · p(xn|θ), where
pθ∗(xi) = p(xi|θ∗) are true marginal distributions, while
the corresponding ML estimate of unknown parameter
θ ∈ Θ is given by:
θˆ = argmax
θ∈Θ
n∏
i=1
pθ(xi) . (7)
Objective in (7) depends on the modeling approach used
for description of p(xi|θ). However, optimality of estimate
(7) with respect to true θ∗ is determined by conditions
expressed in Section II-A, regardless of the quality of the
solution θˆ that is obtained by the corresponding optimiza-
tion procedure that is utilized in (7), which is certainly
important by itself. Nevertheless, formulation presented
in (7) appears very often and proves to be very useful
if pθ(xi) have exponential form, since the monotonically
increasing logarithmic function enables one to replace the
product in (7) with the sum of corresponding log-likelihood
functions:
θˆ = argmax
θ∈Θ
n∑
i=1
ln pθ(xi) , (8)
which also can be rewritten as minimization of the sum of
negative log-likelihoods:
θˆ = argmin
θ∈Θ
L(θ;X ) = argmin
θ∈Θ
1
n
n∑
i=1
− ln pθ(xi) . (9)
Objective L(θ;X ) in (9) incorporates a scaling factor 1/n
in order to better resemble the sample mean, which almost
surely tends towards expected value in the large sample
case, n→∞. More exactly:
P
(
lim
n→∞
x¯n = µ
)
= 1 ⇔ x¯n
a.s.
−−−−→
n→∞
µ = E[xi] . (10)
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In the case of n→∞, when applied to L(θ;X ) from (9),
presented limit in (10) results in the following identity:
1
n
n∑
i=1
− ln pθ(xi)
a.s.
−−→ Epθ∗ [− ln pθ(x)] , (11)
where expectation is performed over distribution pθ∗ ,
which is parameterized by the unknown true parameter val-
ues θ∗. Objective L(θ;X ) in (9) could achieve minimum
for the ideally chosen parameters θ∗, which have generated
observed data. Therefore, based on (11), its asymptotic
value would be given by the value of: Epθ∗ [− ln pθ∗(X)].
Since this value would be less or equal than any other ob-
jective value, obtained for any other choice of θ ∈ {Θ\θ∗},
it follows that the objective L(θ;X ) in (9) can be replaced
by the following minimization problem, where the aim is
to minimize the difference:
∆ = Epθ∗ [− ln pθ(x)] − Epθ∗ [− ln pθ∗(x)] , (12)
which, based on the linearity of expectation operator, gives:
∆ = E [ ln pθ∗(x) − ln pθ(x) ] = E
[
ln
pθ∗(x)
pθ(x)
]
=
∫ ∞
−∞
pθ∗(x) ln
pθ∗(x)
pθ(x)
dx .
(13)
The last expression in (13) represents the KL divergence,
introduced in (5), Section II-B, which measures difference
in information content between: true or original distribution
pθ∗ , and its approximation pθ , which is based on some
current estimate of paramaters, θ, computed by the utilized
optimization procedure that will hopefully lead to some
final estimate θˆ.
This means that the presented ML estimation procedure
in the asymptotic case transforms itself into corresponding
MDI principle, which tries to reduce DKL(pθ∗‖pθ). In
order to prove that (besides their asymptotic equivalence
in the large sample case) both estimation approaches also
converge towards the true parameter values θ∗, consider
the sample estimate ∆¯ of the previously defined expected
difference ∆ in (12) and (13). Namely, just for a moment
suppose that θˆn is the best solution of (9) in the case of n
samples, i.e. one that minimizes L(θ;X ) even better than
the true θ∗, then the ∆¯ of the corresponding negative log-
likelihoods would be nonpositive and given by:
∆¯
(12)
= L(θˆn;X )− L(θ
∗;X )
(9)
=
1
n
n∑
i=1
ln pθ∗(xi)−
1
n
n∑
i=1
ln pθˆn(xi) ≤ 0 ,
(14)
however, it will be shown that such (wrong) assumption
would be possible only if θˆn in the limit becomes θ
∗. Given
that DKL(p‖q) is always ≥ 0, inequality in (14) can be
transformed into:
1
n
n∑
i=1
ln
pθ∗(xi)
pθˆn(xi)
+DKL(pθ∗‖pθˆn) ≤ DKL(pθ∗‖pθˆn)
⇔ DKL(pθ∗‖pθˆn) ≤
∣∣∣∣∣DKL(pθ∗‖pθˆn)−
1
n
n∑
i=1
ln
pθ∗(xi)
pθˆn(xi)
∣∣∣∣∣ .
(15)
Taking into account previous considerations, presented in
(11), it follows that the average sum of logaritmic ratios
in (15), in the limit when n → ∞, should almost surely
be equal to the corresponding expected value that is, by
definition (5) since pθ∗ is the data generating distribution,
given by the KL divergenceDKL(pθ∗‖pθˆn). This is exactly
the second term on the right-hand side of the last inequlity
in (15), which results in the following assertion:∣∣∣∣∣
1
n
n∑
i=1
ln
pθ∗(xi)
pθˆn(xi)
− DKL(pθ∗‖pθˆn)
∣∣∣∣∣
a.s.
−−−−→
n→∞
0 , (16)
Since DKL is always nonnegative, in the limit case when
n→∞, DKL(pθ∗‖pθˆn) in (15) must become zero due to
the previous result in (16), which forces the right hand side
of the of the last inequality in (15) towards zero. According
to MDI principle, this is equivalent to pθˆn −→ pθ∗ , which
means that ML estimate θˆn, in the limit case when n→∞,
also converges towards the same true parameter values as
MDI procedure, i.e. θˆn −→ θ∗.
III. BREGMAN MATRIX DIVERGENCES AS
INFORMATION DISTANCES
In Section II we have already seen an important class of
directed information distances. However, when considering
design of sparse representation formulation in the case
of structured signals such are covariance and precision
matrices, it is useful to have complementary perspective on
the corresponding sparse approximation problem in which
we are essentially interested in estimation of unknown
sparse representation parameters, Section IV. Therefore,
some emphasis in this paper will be put on the rich
interaction that exists between a special class of KL diver-
gences corresponding to multivariate normal distributions,
on one side, and a family of information distances based
on Bregman matrix divergences (BMD) between positive
semi-definite matrices, on the other. Although the latter
group is much broader and appears in some novel appli-
cations, most of the discussion will be oriented towards
KL divergences between normal distributions and the role
of covariance matrices and precisions, which parameterize
normal distributions and GMMs .
A. Vector induced BMD
If ϕ : Rd → R, is differentiable function over convex
domain, Bregman vector divergence Dϕ is defined as
approximation error ϕ(x) that results from the use of the
first order Taylor expansion of ϕ in the vincinity of y:
Dϕ(x, y) = ϕ(x)−
(
ϕ(y) + (x− y)T ∇ϕ(y)
)
. (17)
Introducing matrix notation, if the scalar product between
matrices A and B is defined as: 〈A,B〉 = tr
(
ATB
)
,
and ∇ϕ(A) denotes a gradient of the scalar function of
matrix A, Bregman matrix divergence (BMD) is defined
in a similar manner as in (17), by:
Dϕ(A,B) = ϕ(A)−ϕ(B)−tr
(
(A− B)T ∇ϕ(B)
)
. (18)
Different divergence types are determined by the choice
of scalar function ϕ, e.g. Frobenius matrix norm, ϕ(·) =
‖ · ‖2F , results in: DF(A,B) = ‖A − B‖
2
F , which is just
a matrix generalization of a vector Bregman divergence
induced by the square of Euclidean norm, ‖ · ‖22. Such
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analogy between vector and matrix setting is not an ex-
ception, as will be demonstrated by the next example.
Consider a function ϕ(x) =
∑
i (xi lnxi − xi), where
x = (x1, ..., xd)
T . According to (17), after replacing
gradient components: ∂ϕ(y)/∂yi = ln yi, in (17), we get
the following divergence between points x and y in Rd:
Dϕ(x, y) =
∑d
i=1
(
xi ln
xi
yi
− xi + yi
)
. (19)
Closer look at (19) reveals that if there would exist an
additional normalization of corresponding vectors, which
would force them to satisfy the condition:
∑d
i=1 x˜i = 1,
i.e. make x˜ and y˜ lying on simplex in Rd, convex function
ϕ(x˜) would represent a negative entropy of probabil-
ity mass function defined by x˜. This implies that after
described normalization, Dϕ in (19) actually represents
a KL divergence: DKL(x˜ ‖ y˜), eq. (5), between discrete
distributions x˜ and y˜, which proves that (5) in essence
is only a type of Bregman (matrix) divergences, which is
generated by the negative of entropy function from [8].
Following the same route as in the case of (19), by
defining the scalar function which corresponds to nonnor-
malized entropy function of matrix eigenvalues:
ϕ(A) =
∑d
i=1
(λi lnλi − λi) , (20)
where λi are corresponding eigenvalues of symmetric
matrix A, defined by the similarity transformation: Λ =
QTAQ, we will arrive to a family of analogous BMD.
Since tr (A) = tr
(
QΛQT
)
= tr
(
ΛQQT
)
= tr (Λ) =∑
i λi, and if matrix logarithm is defined as: lnA =
Q lnΛQT , where ln Λ denotes diagonal matrix of loga-
rithmic eigenvalues, original ϕ(A) can be rewritten as:
ϕ(A) = tr
(
A lnA−A
)
, (21)
since: tr
(
A lnA−A
)
= tr
(
Q
(
Λ lnΛ−Λ
)
QT
)
= eq. (20),
which after replacing (21) in (18), results in:
DN
(
A,B
)
= tr
(
A lnA−A lnB−A+ B
)
, (22)
the so called Neumann BMD, or quantum relative entropy.
However, in the context of sparse representation formu-
lation considered in this paper, we are far more interested
in the next example of BMD, which is induced by the sum
of logarithms of matrix eigenvalues, i.e. which is related
to matrix determinant or ”volume”.
B. LogDet divergence
Namely, since detA =
∏d
i=1 λi, if corresponding scalar
function is defined to be:
ϕ(A) =
∑d
i=1
− lnλi = − ln detA = −tr lnA , (23)
which is also known as Burg entropy of matrix eigenvalues,
resulting BMD is LogDet or Burg directed divergence:
DB
(
A,B
)
= tr
(
AB−1
)
− ln det
(
AB−1
)
− d . (24)
Terms in which matrices A and B appear in (24) are
always in the form of product AB−1. Since A and B can
be considered to be either covariances or precisions, their
inversions are also positive definite and it can be shown that
eigenvalues of product AB−1 will be also positive, which
means that (24) can be fully characterized by them. If A
and B are decomposed on corresponding sets of orthonor-
mal eigenvectors {qi} and {vi}, and eigenvalues {λi}
and {ψi}, respectively, which are given by A = QΛQT
and B = VΨVT , LogDet divergence can be equivalently
rewritten as:
DB (A,B) =
d∑
i=1
d∑
i=1
λi
ψj
(
qTi vj
)2
−
d∑
i=1
ln
λi
ψi
− d . (25)
Presented formulation of LogDet in (25) shows that di-
rected distance depends on the similarity of corresponding
pairs of normalized matrix eigenvectors, which is equiva-
lent to measuring angle between them, and also on the sim-
ilarity of corresponding pairs of eigenvalues. It means that
in the case of A = B, double sum in (25) would collapse
into sum of d ones, while the second sum would become
zero. Similarly to previously described symmetrization
approach, which was used in [6], Section II-B, directed
Burg divergence in (24) can be also symmetrized as:
J (A,B) = 1/2 DB (A,B) + 1/2 DB (B,A)
= 1/2 tr
(
AB−1
)
+ 1/2 tr
(
BA−1
)
− d ,
(26)
which is known as Jeffreys matrix divergence. However,
symmetric property does not immediately mean that it is a
metric. Alternative symmetrization of (24) which was re-
cently proven to be a metric is Stein or S-divergence, [13].
C. LogDet and KL divergence
Between directed Burg divergence (24) of two positive
definite matrices, on one side, and KL divergence (5)
of two Gaussian distributions, on the other, exists direct
equivalence under precondition that mean values of Gaus-
sian distributions that are compared using either directed
distance are the same. Therefore it can be concluded that
although LogDet is natural Bregman matrix divergence, it
actually represents a special case of KL divergence of nor-
mal distributions, i.e. a special case of directed information
distance. Therefore, it is suitable to be used as an objective
measure of the quality of constructed sparse approxima-
tions of signals such are covariance and precision matrices,
i.e. it corresponds to preserved information content of
original structured signals. However, in order to achieve
additional properties of designed approximations, such as
sparsity, it must be combined with other objective terms, as
will be briefly sketched in Section V. In the following lines
some more details of this interesting relationship between
LogDet and KL divergence will be presented.
Since covariances represent characteristics of the cor-
responding Gaussian distributions, difference in shapes of
two Gaussian distributions, their information distance, can
be described by the corresponding matrix divergence. This
can be shown if we consider KL divergence between two
multivariate normal distributions, of the functional form:
p(x) =
1
(2π)
d/2|Σ|1/2
exp
[
−
1
2
(x− µ)TΣ−1(x− µ)
]
,
(27)
where Σ is covariance, and Σ−1 corresponding precision,
while the mean vector is denoted with µ.
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Starting from (5), denoting corresponding covariance
matrices of Gaussian distributions NA and NB, as ΣA and
ΣB, and by utilizing the following matrix identity:
EpA
[
(x− µB)
T
Σ−1B (x− µB)
]
=
= (µA − µB)
T
Σ−1B (µA − µB) + tr
(
Σ−1B ΣA
)
,
(28)
corresponding KL divergence between ”approximation”
NB and ”original” distribution NA can be defined as:
DKL
(
NA‖NB
)
=
1
2
[
ln
(
detΣB
detΣA
)
− d+ tr
(
Σ−1B ΣA
)
+
+ (µB − µA)
T
Σ−1B (µB − µA)
]
,
(29)
where term d results from: d = tr
(
Σ−1A ΣA
)
.
Symmetrized version of (29), which was mentioned
in Section II-B in the form of: I1:2(X) + I2:1(X),
can be obtained as an average of DKL
(
NA ‖NB
)
and
DKL
(
NB ‖NA
)
, which, if we assume that µA is equal
to µB, gives:
JKL (A,B) =
1
2
tr
(
Σ−1A ΣB + Σ
−1
B ΣA − 2 I
)
, (30)
where I denotes identity matrix of size d.
The first thing to notice is that expression in (30)
is equivalent to (26), which represents a symmetrized
version of LogDet divergence, since trace is linear and
invariant to cyclic permutations of factors in a product,
while the trace of diagonal matrix I reduces to d. However,
instead of symmetrized versions, we are more interested
in equivalence between original asymmetric divergences
in (29) and (24).
This can be seen if we replace µA = µB in (29), which
removes the corresponding quadratic form from (29), and
results in expression (24), since product of determinants is
equal to determinant of a product, while the reciprocal of
determinant is equal to determinant of inverse (also taking
into account that logarithm of determinant in (24) appears
with the negative sign).
Presented analysis offers an insight into similarities be-
tween these different formulations of the same information
distance. However, as will be shown in the next Section,
due to asymmetric nature of the presented information
distance, if used as part of an optimization objective, it
can result in two different types of optimization problems,
depending on the ”place” of original and approximated
distribution, which can be regarded as arguments of ex-
pression (29), i.e. corresponding covariances or precisions
in the equivalent case of expression (24).
IV. SPARSE REPRESENTATION OF COVARIANCE AND
PRECISION MATRICES
Under sparse representation is usually considered ap-
proximation of original signal, which can be achieved by
linear superposition of relatively small number of basic
elements from some predefined signal pool or a set, called
dictionary, where term small usually denotes that the
number of nonzero components in such approximation is
significantly smaller than the dimension of original signal
space. If dictionary is not known in advance, it also needs
to be designed in some suitable way that will ease the main
task of finding sparse signal approximation. Therefore,
dictionary is also often made to be not a generative set of
independent elements, but an overcomplete or redundant
set, [14], of signals belonging to the same signal class
of interest. Such approach is also considered to be an
example of representation design that is based on union
of subspaces, [15], as opposed to classical subspace ap-
proximation approaches.
Optimization problems that lead to sparse representation
are usually formulated as a compromise between two
opposing requirements, which can be described (following
corresponding formulation from [16]) in the form of an
energy minimization problem with criterion defined as:
E = {¬ preserved information content}+
+ µ {¬ simplicity of representation } ,
(31)
where symbol ¬ denotes negation of the corresponding
positive statements, while µ > 0 determines the influence
of the second requirement.
Since minimization of energy functional (31) is not
always possible in closed form, (sub)optimal solutions for
dictionary learning and corresponding sparse representa-
tion of original signals are usually constructed based on an
iterative procedure, which consists of two alternating steps
in each iteration that perform: a) adaptation of the elements
of the generative set with the aim of improving current
sparse approximations that are utilizing sparse codes which
were already determined as a part of sparse representation
of each signal in the previous iteration; b) sparse coding
or representation of original signals in the generative set,
i.e. dictionary, determined in the previous step of the
same iteration. According to [17], described strategy during
the coding step removes influence of components with
small contribution to preservation of original information
content in constructed approximation, while the dictionary
synthesis step, through optimization of basis functions that
are comprising dictionary, reduces the approximation error
that results from the imposed sparsity inducing constrain.
Therefore, an essential part of any sparse representation
procedure is ability to properly measure corresponding
approximation error, which in the case of structured signals
is more complex and should be based on representation
invariant quantities, i.e. preserved information content.
In the following lines we will show how the infor-
mation distance based on Bregman matrix divergence,
which was presented in Section III, enables formulation
of two different sparse representation problems that are
used in sparse approximation of: a) covariance descriptors;
or b) precision matrices in GMMs. In addition, it will be
discussed how the latter formulation, which is concerned
with sparse representation of precision matrices, benefits
from the asymptotic equivalence between ML estimation
and MDI principle, which was presented in Section II,
and how it can be interpreted in the same framework of
information distance based on Bregman matrix divergence
as the formulation used for sparse coding of covariance
descriptors. Although these two sparse representation for-
mulations have totally different applications, and as a result
also motivations, it will be also pointed out how asym-
metric nature of Burg divergence makes their formulations
qualitatively different.
6
A. Sparse coding of covariance descriptors
Covariance descriptors were for the first time proposed
in [18], as fast image descriptors for texture classifica-
tion and object detection in images. Motivation for their
application and methods for their construction were also
discussed in [19], while the first study utilizing sparse
coding of such matrix descriptors was presented in [20].
In the context of classification, sparse coding or repre-
sentation of covariance descriptors is usually used such
that in the training phase each category in the recognition
system is first associated with one specific dictionary,
consisting of randomly chosen signal instances or learned
prototypes, while in the deployment phase all class depen-
dent dictionaries are merged together and used for sparse
approximation of some new observation that comes in the
form of covariance descriptor. Recognition can be based
on the analysis of computed sparse code, which consists of
weights used in constructed sparse approximation, count-
ing the number of contributing components from each
category dependent dictionary (followed by the subsequent
category voting); or obtained codes (representation) could
be just viewed as a nonlinear transformation of original
features, which were initially represented by a collection
of second order statistics of vector features aggregated by
the corresponding covariance matrix.
The most common formulation of sparse representation
of covariance descriptors can be expressed as, [20]:
min
x≥0
DB (x⊗A , S) + µ‖x‖1
s.t. 0  x⊗A  S ,
(32)
where A  0 denotes that A ∈ Sym+d , set of positive semi-
definite matrices, while A ≻ 0 corresponds to Sym++d , set
of positive definite matrices. Similarly, A ≻ B corresponds
to (A − B) ≻ 0, and A  B to (A− B)  0. Notation ⊗
is introduced to concisely denote a linear combination of
dictionary elements which results in sparse approximation
Sˆ = x ⊗ A, where vector x ∈ RK and represents
the corresponding sparse code or sparse representation
of original covariance S, i.e. weight coefficients of the
corresponding linear combination of dictionary elements.
Symbol A in (32) denotes a dictionary which consists
of K randomly chosen covariances from the training set,
A = [A1, . . .AK ], while S = {Sj}Nj=1 denotes a set
of covariance descriptors that are approximated through
sparse coding (representation) by sparse linear combination
of elements from A, which actually means that only a
relatively small number of elements from A contributes to
resulting approximation. How many is actually determined
by the value of ℓ1 norm of vector of weight coefficients,
‖x‖1 =
∑K
i=1 xi, which is a convex surrogate of sparsity
inducing ℓ0 norm.
It can be immediately noticed that (32) resembles the
energy functional in (31), where µ ≥ 0 is a penalty factor
that determines the influence of sparse regularizer in the
given objective function, i.e. it describes the compromise
between desired sparseness of the solution, on one side,
and an approximation error that is captured by the Burg or
LogDet matrix divergence (24), on the other.
However, since covariance descriptors can be interpreted
as structured signals, such approximation also has to pre-
serve additional signal properties, i.e. positive definiteness
of original matrices Sj . More exactly, since ∀j, Sj ∈
Sym++d , each approximation Sˆj also has to be Sym
++
d .
In addition, presented formulation in (32) is also specific
in the sense that it assumes that ∀i, dictionary elements
Ai ∈ Sym
++
d , which means that sparse approximation
in the form of linear combination: Sˆj =
∑K
i=1 xij Ai,
is required to be such that unknown weight coefficients
xij of each approximation Sˆj need to be always positive,
which can be concisely written as xj ≥ 0, where xj is
the corresponding sparse code or representation of the
covariance descriptor Sj . This is reflected in additional
constraints introduced in (32), besides standard 0  x⊗A.
More details regarding (32) and proposed quadratic
programming solution can be found in [2] or [21], how-
ever it is important to notice that the constructed sparse
approximation in (32) appears as the first argument of the
directed Bregman matrix divergence defined in (24).
B. Sparse representation of precision matrices
Motivation for sparse representation of precision ma-
trices (inverse covariances) that appear as parameters of
Gaussian mixture models (GMMs), [1], is quite different
from the one which was behind the presented sparse
coding formulation in Section IV-A, and comes from the
possibility to achieve more efficient use of resources in
GMM based statistical classifier under some favourable
conditions, like the large number of states in the cor-
responding system. It exploits the properties of sparse
representation, which results in a vector of weight coef-
ficients with relatively large number of zeros, by utilizing
sparse approximations of originally estimated parameters
of GMMs, i.e. sparse approximations of corresponding
precision matrices in the system. It can be considered
as an extension of the previous approaches with similar
motivation, like the ones described in [22] and [23], which
could be characterized as subspace based, and which came
after [24]–[27]. On the other hand, sparse representation in
[1] can be regarded as approximation based on union of
subspaces, i.e. approximation based on linear combination
of overcomplete dictionary elements. In addition, the idea
about exploiting sparse representation in approximation of
precision matrices in GMMs came earlier in the work of
[28], however this approximation method was placed in a
vector setting, where approximations were based on sparse
representation of eigenvectors of precision matrices.
In contrast to (32), sparse representation of precision
matrices in [1] has different formulation, as will be pre-
sented below. Denote original covariance matrix j with
Σ¯j , and its inverse (precision matrix) as Σ¯
−1
j = Pj , then
sparse approximation of each precision is constructed as
Pˆj =
∑D
k=1 λ
j
kSk, where λ
j
k are corresponding sparse
representation coefficients, i.e. weights associated with
each element of dictionary Ψ = {Si}
D
i=1, which consists
of learned symmetric matrices of size d. If we consider all
M precisions that exists in some system, set of their sparse
representation coefficients, i.e. sparse codes Λi ∈ RD
can be denoted as Λ = {Λi}
M
i=1. Let us start from the
corresponding regularized likelihood function:
L (Λ,Ψ) =
M∑
j=1
nj
{
tr
(
Σ¯j Pˆj
)
− ln det Pˆj
}
+µ ‖Λj‖1 , (33)
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which is minimized under positive definiteness constraints:
(Λ∗,Ψ∗) = argmin
(Λ,Ψ)
L (Λ,Ψ) s.t. Pˆj ≻ 0 . (34)
by an alternating iterative procedure for dictionary learning
and sparse coding that was proposed in [1]. It can be
shown that the sparse coding step of (34) reduces to M
independent optimization subproblems of the form:
Λ∗j = argmin
Λj
Lj (Λj) s.t. Pˆj ≻ 0 , where: (35)
Lj (Λj) = tr
(
Σ¯j Pˆj
)
− ln det Pˆj + µ ‖Λj‖1 . (36)
From (24) it follows that (36) without ℓ1 norm is up to an
additive constant equal to:
DB
(
Σ¯j , Σˆj
)
= tr
(
Σ¯j Pˆj
)
− ln det
(
Σ¯j Pˆj
)
− d , (37)
since subject of optimization (sparse representation) is Pˆj .
This confirms significance of the LogDet matrix diver-
gence in the formulation of (33). However, there are two
important aspects in which formulation (36) differs from
(32). The first one is related to the properties of dictionary
elements, which in (36) need to be only symmetric, and not
positive definite. As a consequence, sparse representation
coefficients are not restricted to be only in R+, which
required a different approach in solving (36) than in (32).
The second one is related to the asymmetric nature of
the LogDet divergence (24), which results in different
types of approximation problems in the case of (36) and
(32). In the case of covariances in (32), optimization is
performed over the first argument of Burg divergence (24),
while in the case of precisions in (36) over the second
argument. However formulations are also different in the
sense that in (36) approximations are targeting precisions,
i.e. reconstruction of B−1 from DB
(
A,B
)
in (24), while
approach in (32) targets reconstruction of A. Of course,
we could write DB(B
−1,A−1), which would correspond
to approximation of precision B−1 using (32), however
it is a different kind of approximation problem, since, as
discussed above, there are other constraints.
In the end, there is a question how formulation (35),
(36) arises from the asymptotic equivalence between ML
estimation and KL divergence minimization, as discussed
in Section II-C. This can be shown, [29], starting from the
corresponding sum of Gaussian log-likelihood functions,
and by using the following sample covariance identity:
nj∑
i=1
nj tr
(
1
nj
(xij − µ¯j)
T (xij − µ¯j) Pˆj
)
≈ nj tr
(
Σ¯j Pˆj
)
. (38)
V. CONCLUDING REMARKS
We have considered general approaches to formulation
of optimization problems of finding sparse representation
of covariance and precision matrices. Through theoretical
analysis of ML estimation and Bregman divergences, and
their connection with KL divergence of normal distribu-
tions, we have tried to comprehend their role in designing
information preserving objectives used in sparse repre-
sentation of positive definite matrices. Although we have
presented two sparse representation formulations coming
from two different application areas, it would be interesting
to perform their experimental comparison under same
application scenario in some future work.
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