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Le  texte est reparti comme sui t : 
Dans le  premier chapit.re, nous rappelons le  lemme de Schwarz-Pick, le  théorème 
d'uniformisation, le  théorème d'Ascoli et de  \:Veierstrass et de Hurwitz, le domaine d'ho­
molorphie , variété taut. 
Dans le  deuxiéme  chapitre,  nous  énoncerons  la définition  et des  propriétés  sur 
l'hyperbolicité au sens de Kobayashi sur une variété complexe, ainsi que les  théorèmes 
de prolongements du type grand  théorème de Picard dû à Kwak  et Kiernan,  et nous 
établissons que si  la courbure sectionelle d'une variété hermitienne est bornée par une 
constante négative alors  la variété est hyperbolique au sens de Kobayashi.  Enfin,  nous 
traiterons la cléscription de  la métrique et la relation avec le volume. 
Dans le  troisiéme chapitre, nous étudions le  concept d'hyperbolicité au sens de 
Brody sur une variété complexe et ses applications. 
Dans le  quatrième chapitre je discute la propriété de Landeau-Shottky et la fonc­
tion de Bloch. INTRODUCTION
 
Le  but de ce  travail est l'étude des  notions  sur la théorie  d'hyperbolicité au  sens  de 
Kobayashi, au sens de Brody et ses applications. 
Le  premier chapitre est consacré sur la théorie de  base utilisée clans  les  trois chapitres 
suivantes. Nous rappelons le lemme de Schwarz-Pick , le  théorème d'uniformisation, le 
théorème d'Ascoli et le  théorème cie  VVeierstrass,  le  théorème de Hunvitz, le  domaine 
d'homolorphie et variété taut. 
Le  deuxiéme  chapitre  est dédié  à  la définition  d'hyperbolicité  au sens  de  Kobayashi 
d'une variété complexe suivie des exemples et de ses propriètés. Après, nous énoncerons 
les théorèmes de prolongements de Kwak et de Kiernan. De plus, nous établissons que si 
la courbure sectionelle d'ulle variété hermitieune est bornée par une constante négative 
alors la variété est hyperbolique au sens de  Kobayashi en utilisant le  lemme d'Alhfors­
Schwarz. Enfin, nous traiterons la déscription de métriCJ.lle et la relation avec  le  volume, 
à savoir si la pseudo-forme dE'  volume s'annule à un point x,  alors la pseudo-métrique de 
Kobayashi dégénère à x. 
Le  troisième chapitre est  consacré sur le  théorème de R.  Brody qui  a  établi un grand 
critère d'hyperbolicité à  savoir qu'une variété \1  complexe compacte est hyperbolique 
si  et seulement si  elle ne contient aucune droite complexe.  Dans le  cas où  iVI  n'est pas 
compacte le  théorème de R.  Brody n'est pas vrai.  Parmi les  applications intéréssantes 
de théorème de  R.  Brody dont je traiterai dans ce  travail: le  théorème de  Bloch,  le 
problème de  Kobaya.c;hi sur la théorie de deformation, le  tlléorème de ;\hrc Green,  et le 
lemme de Borel. 
Au  quatrième chapitre, je discute la propriété de Landeau-Shottky; et la fonction  de 
Bloch pour caractériser l'h:,.:perbo\icit.é des espaces complexes. CHAPITRE l 
PRÉLIMINAIRE 
1.1  Lemme de Schwarz-Pick 
Définition 1.1.1 Soit il un  ouvert d1l  plan  et  w(z) =  wdz) Idzl 
2  une  métrique her'mi­
tienne  de  classe  Ck  sur st,  La  longueur d'un  chemin '"'(  : [a,,6]  st  de  classe  Cl par f-------+ 
77wrceaux se  calcule  en  posant 
13  .13 
long b) = .1 ds = .1 )wlb(t)) l'"'(l(t) 1 dt, 
a:  ex 
Ètant donné  deu:c  points a, b E DJ  la  distance géodésique dw(a, b)  de  a  à bJ  relativement 
à w)  est définie  par : 
dw(a, b)  =  inf long (--y) 
'Y 
où li inf est pris sur tous les  chemins '"'(  : [0:, ,6']  D de  classe Cl par morceaux tels que  f-------+ 
'"'((0:)  = a, '"'((,6) = b, 
Exemple 1.1.2 Pour le  clisque  unirè D et sa métrique cie  poincaré  IdzI 
2 /(1  - IzI 2)2, 
qu'on prend C!orenavant. pour D; nous avons: 3 
Lemme 1.1.3 (Schwarz-Pick)(S.  Lang,  1987)  Soit  f  : D  ----->  D  une  application  holo­
morphe  q1Lelconq·lle.  Alors la  dérivée l' satisfait l'inégalité s?tlvante  : 
11'(z)1  1 
:.........:..:.........:..:.........:..--=-?  ~  2
 
1 - If(zW  1 - Izl 
en  tout point z E D  et  IJégaldé  se  produü si et sevlernent s'i  f  est "Un  automorphisme de 
D. 
Démonstr·ation.  On fixe a E  D.  Soit 
z + a  h()  z - f(a)
9 () z  = -- et  z  =  ---===­
1+  ();Z  1 - f(a)z 
où  9 et h  sont des automorphismes de disque (transformations de Moebius)  tels  que 
g(O)  = a  et h(f(a)) = O.  On pose  F  = ho f  0  9  : D  ----->  D.  C'est une  application 
holomorphe telle que F(O)  = 0,  F' (0) = h'(j(a))j'(a)g'(O). On a 
2 
F'(O)  =  1 - lal  2 j'(a) 
1 - If(a)1 
avec g'(O)  = 1- lal
2  et.  h'((j(a)) =  \  ) 2' D'a,prés lemme de Sdl\.varz on a IF' (0)1  < 1 1-11  al  ­
car (F(O)  =  0 et F  :D  ----->  D).  Donc  1~)~l~12  ~  1-;aI2  et l'inégalité est vrai '\1  a E D. 
Si  l'égalité se produit alors IF'(O)I  =  1 et.  F(z)jz atteint le  maximum 1 de son module 
au  point  z  = O.  D'aprés le  principe  de  maximum F(z)jz = À  avec  IÀI  =  l  ce  qui 
implique que F  et f  sont des automorphismes de D. Si  f  est un automorphisme, Fest 
un automorphisme D  --->  D  qui fixe  le  point 0 et alors IF'(O)I  =  1 et on a l'égalité.  0 
Corollaire 1.1.4 (i) PO'ur  f  : D ----->  Dune appl'ication  holomorphe,  nous  avons que: 
dw(f(x), f(y)) ~ dw(x, y),  '\Ix, Y E D. 
(ii) Si  f  est  un a1domorphisrne  alor's  f  est  une  isométrie. Démonstration.  (i)  D'aprés lemme  de  Schwarz-Pick,  on  a  j*w  <  w  et il  suffit 
d'intégrer cette inégalité. 
(ii) Même raisonnement.  o 
Remarque 1.1.5 Le  lemme de Scbwarz·Pick est  un  cas particulier du lemme Alllfors­
Schwarz (On va le  voir plus  tard). 
1.2  Théorie de la classification des surfaces de Riemann 
Théorème 1.2.1 (Otto Forster, 10ï7)  T07de  swface de  Riemann  X  a un revêtement 
universel simplement connexe XÛ  ct  ~o  = X  a.vec  G un groupe  d'automorphisme de  X Û 
agissant discrétement et sans point fixe. 
Théorème  1.2.2 (d'üniformisation)  (Otto Forster,  1977)  T07de  surface  de  Riemann 
simplement connexe  est isomorphe soit à pl  (<C)  = <C  U {oo}  ~  52,  soit à  <C,  soit au 
disque  unité D  qui est aussi isomorphe au  demi-Plan de  Poincaré 1i par Z  ~+~. I---t 
On classifie topologiquement les surfaces de Riemann dans le  C(l.e;  compact par le genre 
g: 
xû = pl {::>  9 = a (avec  X  = pl) 
X
Û = <C  {::>  9 = 1 (avec X = <CIA  où  1\  est un  réseau.) 
X 
Û = D  {::>  9  2:  2. 
Proposition 1.2.3 T07tte  surface de  Riemann compact de  9  2: 2 est uniformisée par le 
disqzLe. 
1.3  Théorème d'Ascoli 
Théorème 1.3.1(d'Ascoli) (W. Kelly, 1955) Soit X  un sous espace compact d'un espace 
métrique et Y  nn espace métrique complet. Soit A  une partie de  l'espace des applications 
continues de  X  dans Y, noté C(X, Y), muni de  la  distance  de  la  convergence  unifol-me. 5 
Alors A est  relativement compact si  et  seulement si  : 
1.  A  est équicontinue. 
2.  A(x) = {I(x), f  E  A} est relativement compact. 
"Cne  partie A  est dite équicontinue si  Vé  > 0 30 > 0 telle que Vx, y E X  et Vf  E A on  a 
d(x, y)  :s 0 =}  d(f(x), f(y)) < é 
Corollaire 1.3.2 (d'Ascoli) Soit X  un espace  séperable,  Y 1tn  espace  métrique complet 
(X n'est pas nécessairement compact).  Soit Un} : X  Y une séq1tence  des  applications --4 
continues.  On  s'uppose  que  {In}  est équicontinue  et Un(x)}  relativement compact pour 
chaque  x  E  X.  Alors il existe  une sous suite Unk}  Q1t'Î  converge  ponctuellement  à une 
fonction contirwe  et  la  convergence  est uniforme  dans  chaque  compact. 
1.4  Théorème de Weierstrass 
Théorème 1.4.1 (Weierstrass)(Otto Forster, 1977)  On  suppose  que  X  est une surface 
de  Ricmann non compact et (an)nEN  est une suite des points dans X  qui n'a pas  de  pO'inl 
d'accumulation.  Alors V suite (cn) dans  <C,  il existe une fonction holomorphe f  : X  --4 C 
telle  q1te  f(an) =  en  Vn E N. 
Corollaire 1.4.2 Toute surface de  Riemann non compar:te est une variété de  Stein.  Plus 
précisement,  elle  vérifie le  théorème  de  Weierstrass. 
1.5  Théorème de Hurwitz 
Théorème 1.5.1 (Hunvit.l)('vV.  Rudin.  19/-:»  Soû n'lm OUUéTl  de  <C  et (In)  'une  suite 
de fonctions holomorphes sans zéro  dans D qui converge uniformement S1tr  tout compact 
de n vers une fonction holomorphe f,  alors,  ou bien f  =  0,  01t  bien  f  est sans zéTo  dans 
n. 6 
1.6  Domaine d'holomorphie 
Théorème 1.6.1(Hartogs) (:\1.  Field, 1982)  Sod  D un domaine de en, n> l, K cD 
un compact  et  D - K  connexe.  Alors  to'ute  Jonction  holomorphe  sur  D - K  a un 
p1'Olongementunique à 1me  fonction holomorphe snr  D. 
Définition 1.6.2 Un  domaine D c en  est dit un domaine  d'holomorphie si il n'y 'a  pas 
de  domaines U c  D,  V ç D et U C  V tels  (j'Ile  I;j  J  une fonction holomorphe sur D,  flu 
a un prologement holomorphe  à  V. 
Exemples 1.6.3 
a)  en  est un domaine d'homolorphie pour n  2':  1. 
b) Soit K  un compact dans un domaine D c en, n > 1 avec D - K  connexe, alors 0. - K 
n'est pas  un domaine d'holomorphie par Hartogs:  il  suffit  de  prendre  U = n - K, 
v=n. 
1.7  Variété taut 
On note  Hol(D, M) l'ensemble des  applications  holomorphes de  D  dans une  variété 
complexe !vI muni de la topologie compact-ouverte. Soit Un} nEf\: une suite d'applications 
holomorphes de D dans J'vi.  On dit que la suite fn  est compactement divergente si, pour 
tout compact K  C  D  et tout compact K' C  AI, il  existe no  tel  que, pour tout n 2':  no, 
fn(K) n K' =  0. 
Définition 1.7.1  Une  variété  comple:ce  lvI  est  tmit  si  pour  toute  s1lite  Un}nEN  d'ap­
plù;ation  holomorphes  de  D  dlUiS  AI,  on  pe1d  extraire  une  SOtiS  suite  convergente  dans 
H ol(D, j\1)  ml  une smlS  s1.àte  compactement divergente. CHAPITRE II 
HYPERBOLICITÉ AU SENS DE KOBAYASHI 
Kobayashi  a  construit  une  nouvelle  semi-clistance  (où  pseudo-distance)  canonique di'v! 
dans une variété complexe NI  qui  vérifie  cieux  propriétés importantes. La première est 
que chaque fonction holomorphe f : !'vf  N  entre deux variétés complexes déminue la ---4 
semi-distance de  Kobayashi et la deuxième est que si  dM  est une distance alors M  est 
hyperbolique. 
Dans ce  chapitre, on va  traiter des notions et des  propriétés de l'hyperbolicité au  sens 
de Kobayashi. Pour plus cie  détails, voir  (S.  Lang, 1987). 
2.1  Définition et Propriétés. 
On définit.  la métrique du Poincaré clans  D par w(z) =  dzdz/(l - Iz1
2 
)2  .  Remarquons 
que w(O)  est la métrique euclidienne. 
Soit M  une variété complexe, avec  x, y  E  Ai. On définit une chaine de disque de  Ko­
bayashi de  x  à  y  dans M  par un  triplet  {(fi)iEI' (Pi)iEI, (qi)iEI}  de  trois  familles  fi­
nies  (I =  {l,··· ,In}) telles  que  pour  chaque i  El, fi  :  D  -;  M  est  une applica­
tion  holomorphe,  Pi  et qi  sont  des  points cie  D  et on  a  fI (pd  = x, fm(qm)  = y  et 
!i(qi) = fi+l(Pi+l) pour tout i E J.  On definit la semi-distance cie  Kobayashi par 
C'est à dire on preIlcll'infimum sur t,ous  les  chAines  qui joignrnt x à  y. 8 
Cette semi-distance dM  satisfait lcs propriétés suivantes: 
a)  dM(X, y)  20 Vx, y E Ai 
b)  dzv!(x, y)  =  d;H(Y, x) Vx, y E AI 
c)  dlv!(X,Z):::; d,H(X,y) +dM(Y,Z) (inégalité triangulaire) Vx,y,z E lVf. 
m 
On appelle I:  dw(Pi, qi) longueur de chaîne de Kobayashi et dw(Pi, qi)=log  Il-Piq,~+lpi-qiI2 
i=O  ~~ 
représente la distance géoclesique entre deux point Pi  et  qi  dans le  disque D. 
Définition 2.1.1  Une  variété complexe  iVI  est dite  hyperboliq<le  si  la  semi-distance dM 
est une  distance.  C'est à dir'e  dl'vf(x, y)  > 0 si x # y. 
Directement à partir de la définition on  a : 
Proposition 2.1.2  Soit f  : AI  -->  N  une  application  holomorphe  entre  deux  variétés 
comple:r.es  alm's  la  semz-distance de  Kobayashi  est  drmiml(:c 
De  plus  d1'v/  est  la  plwJ  grande  pseudo-distance vérifiant  cette  propriété  de  décroissance 
pour Hol(D, M).  En particulier si  f: l'VI  --> M  est une application biholomorphe,  alors 
f  est  1me  isométrie. 
Remarque 2.1.3 Cette inégalité est une géneralisation du lemme de  Schwarz-Pick. 
On observe que si  Ai est unc sous variété de  N  alors dN(x, y):::;  dM(X, y)  V x, y dans 
M, i.e.  dN  :::;  dM· 
Application: Si  Ai est une variété hyperboiique alors  j'vj'  =  ivl - {Xl,X2,X3,X4,"'} est 
hyperbolique au sens de Kobayashi car dlv!  :::;  d,vi'  et Al est hyperbolique. 
Corollaire 2.1.4  Toute  sous variété complexe  d'une  variété comple.re  hyperbolique  est 
hvperboliq11e. 
Théorème 2.1.5 (Barth) Soit AI  nne  vaÎ'iété  complexe  hyperbolique.  Alon, dM  définit 9 
la  topologie  de  M. 
Ce résultat a été prouvé par Barth. Voir  (S.  Lang, 1987)  théorème 2.3  page 19. 
Exemples 2.1.6 
a)  Le plan <C  n'est pas hyperbolique a.u  sens de Kobayashi. 
Démonstrat?:on.  Il suffit. de  démont.rer que dc(O, 1) = O. Soit 
f:	 D  ~  C 
z  ~  rz. 
On voit que cfc(O, 1)  est la limite de dw(O,  1fr) quand r -; 00. Donc dc(O,  1) = O.  0 
b)  Le disque D est hyperbolique au sens de Kobayashi. 
Démonstration.  On a dKob,D(X, y)  =  InfIt,p"q;  t~ cLw(Pi, qd}. En utilisant le lemme de 
Schwarz-Pick, 011  déduit que dKob,D(X, y)  ~  InfIt,pi,q,  t~ dw(Ji(Pi), fi(qi))}  ~  cLw(x, y). 
L'infimimum est.  atteint pour la chaîne {l'identit.é, x, y}  et clone 
On déduit alors que le disque D  est hyperbolique au sens de Kobayashi.  o 
Proposition 2.1.7 Soient l'vI  et N  deux  vanétés complexes.  Alors 
dM(p,q) + dN(p',q')  >  dMxN((p,p'),(q,q')) 
>  /VIax(dN[(p, q), dN (p', q')) 
v p, q E l'vI  et p', q'  E N. 
Démonstration.  On a 
dAI(p, q) + dN(p', q')  >  d,vlxN((p,p'), (q, p')) + dMxN((q, p'), (q, q')) 
>  dMxN((p,P'), (q,q')). 10 
Pour la première  inégalité  il  suffit  de  voir  que  les  applications  suivantC's  f  :  j'vI  -> 
iV!  x  N  et l' : N  ---->  AI  x  N  définissent  par  f(x)  =  (x, pl)  et 1'(x)  =  (q, Xl)  dimi­
nuent la semi-clistance d'aprés la propsition 2.1.2.  La deuxième inégalité est une consé­
quence  immédiate  de  l'inégalité  triangulaire.  Pour  ['inégalité  dlvixN((P, pl), (q, ql))  ~ 
j'vlax(dlvf(P, q), dN(pl, ql)) il suffit de voir que les deux projections suivantes : p : lVlx N-> 
AI et Pl : M  x  N  ---->  N  diminuent la  semi-distance.  0 
Corollaire 2.1.8 Si  j'vI  et N  sont deux  val'iétés  complexes  hyperboliques  alors  j'v!  x N 
est hyperbolique  et  on  a : 
Démonstmtion.  Claire d'après la propositian 2.1. 7 .  o 
On en déduit que toute variété complexe est localement hyperbolique. En  effet, chaque 
carte contient un polydisque qui est hyperbolique. 
Corollaire 2.1.9 Soit f  : C  ---->  M  une  application holomorphe.  Alors'rj x, y E  f(C)  on 
a : 
divi(X, y)  =  o. 
Démonstmtion.  Soit p, q E  C  tel que f(p)  =  x, f(q)  =  y.  D'après la proposition préce­
dente on a 
dM(X,y).s dc(p,q). 
Comme dc(p, q) = 0,  on a dx(x, y) = 0 'rj  x, y  E  f(C)·  o 
Corollaire 2.1.10 Si M  est hyperboliqtte alors  toute application holomorphe f  : C  ---->  j'v! 
est constante. 0 
Il 
Démonstration,  D'après le corollaire précédent on  a dlvdf(p), f(q))  = °et donc f(p)  = 
f(q) par l'hyperbolicité de M. 
La propriété de  l'hyperbolicité est  invariante  par  biholomorphismes et  même  par  des 
revêtements. 
Proposition 2.1.11 Soient M  et N  dC'16x  variétés  complexes et  f  une  application 
holomorphe: M  N. On suppose que N  est hyperbolique et que pour tout VEN il existe f-> 
un voisinage ouvert U tel que  ivIu =  f-l(U) est hyperbolique.  Alors Ai est hyper'bolique. 
On suppose la proposition précédente pour prouver le  théorème suivant: 
Théorème 2.1.12 Soit M  une  variété complexe  et  7f  : lVIo  -->  M  un revêtement non 
ram~fié  de  M, Alors  1'1;1 
0  est hyperbolique si est seulement si  j'vI  est hyperboliq'16e. 
Démonstration.  Soit M  hyperbolique. D'aprc's la définition d'un revêtement '\IV  E Y  il 
existe un  voisinage ouvert. U de y dans j'vI  et un ensemble cliscret  Z  t.el  que 7f-l (U)  ~ 
U x Z.  On déduit que U x Z est hyperbolique car M  est hyperbolique. Donc 7f-1(U)  est 
hyperbolique et d'après la proposition 2.1.11  i\!Io  est hyperbolique. 
Inversement, si  J'vIo  est hyperbolique. Soit x, y E 1'1;1  tel que dJ'vI(X, y)  =  O.  Soit  x' E MO 
tel que 7f(  x') =  x. Comme 7f  est. un revêtement, on  peut relever n'importe quelle chaîne 
l de Kobayashi qui joint x à V vers une chaîne de Kobaya51li  de x'à y[  tel que 7f(yD  =  Y 
avec la même longueur de chaîne de  Kobayashi,  Comme dM(X, V)  =  0,  on peut trouver 
une suite de chaîne li  de  x  à  y  dont la longueur de hobayashi di  tends  vers  O.  Cela 
nous donne une suite y:  dans JVIo  tel  que d(x' ,  y~)  tend vers 0 car d(x' , yn  ~  di.  Par le 
théorème de Barth V~  ----;.  x'. Comme 7T(V~)  = y Vi et 7ï(  x') = x, ceci implique que x = y. 
o 
Exemples 2.1.13 
a)  C*  n'est pas hyperbolique au sens de Kobayashi : C~  est uniformisé par C (  C ~ C*). 12 
Comme CC  n'est pas hyperbolique au sens de Kobayashi alors d'après le  théorème 
précédent, CC*  n'est pas hyperbolique. 
b) Toute surface de Riemann compacte de 9  2':  2 est hyperbolique au sens Kobayashi. 
Démonstrah:on.  Toute surface de  Riemann compacte de 9  2':  2  est  uniformisée  par le 
disque qui  est  hyperbolique au  sens de Kobayashi.  D'après le  théorème précédent on 
déduit le resultat.  o 
c)  NI  =  CC  - {a, b}  est hyperbolique au sens de I\obayashi. 
Démonstration.  !VI  n'est pas compact. D'après le  théorème d'uniformisation et le petit 
lemme de Picard i.e  (toute application holomorphe <C  --+  CC  - {a, b}  est constante)  1vI 
est uniformisé par le  disque D  qui  est hyperbolique au sens de Kobayashi. Donc !VI  est 
hyperbolique au sens de Kobayashi.  o 
d)  M  = D* est hyperbolique au sens de Kobayashi car D* est uniformisé par H  (demi 
plan de Poincaré) 
H  --+  D* 
comme H  ~  D  alors H  est hyperbolique et par conséquent D* est hyperbolique. 
e)  On dit que m hyperplans  Hl,"  . ,Hm sont des hyperplans dans  ccpn en position gé­
nérale si m  2':  n +1 et n +1 hyperplans quelconques de ces hyperplans sont toujours 
linéairement  indépendant. Soit l'exemple suivant: Dans CCp2,  soit  LI ,L2,L3 ,L4 
quatre lignes en position général (important) telles que a E LI nL2  et b E L3nL4. 
Soit  La  une ligne complexe qui  passe par a et b.  Alors l'vI  =  CCp2  - U~~6Li  est 
hyperbolique au sens de I\obaYdshi.  i\.Iais si  Al  =  CCp2  - u~~i Li  alors M  n'est pas 
hyperbolique au sens de Kohayashi. 13 
Démonstr·ation.  Il  existe lin  élém<'nt 9  E  Aut(<cp2)  =  PCL3  agissant.  transivement sur 
<cp2  qui  envoie  Lü  vers l'infini. Alors <cp2 - Lü  =  <c2 ct LI devient parallèle à L2 et L3 
devient parallèle à L4 . Donc L 1nL2  =a E Lü. et  L3 nL4  =  b E Lü. Donc on déduit que 
NI  ~  (<C  - {D, l})x (<C  - {a, l}). Comme C-{O, l} est hyperbolique, j'vI est hyperbolique. 
Si  NI  =  <cp
2 
- U~~Î Li  alors Lü  - {a, b}  C  iYf  =  <cp2 - u~~i Li.  Évidement les  droites 
dans <cp2 sont biholomorphes à <cpl.  Donc <cpl  - {a, b}  C M  =  <cp2  - U1~ÎLi'  lvrais 
Cpl - {a, b}  = <C*.  Ainsi  C*  C  Al et on  déduit que  Al n'est pas hyperbolique car C* 
n'est pas hyperbolique.  0 
Remarque 2.1.14 PCL3  =  GL3 (C)j<C*. 
2.2	  Espace hyperboliquement plongé. 
Soit X  un espace complexe et Y  un sous espace complexe. 
Définition 2.2.1 On dit que Y  est hyperboliquement plongé dans X, si pour tout p et q 
distincts dans Y,  il existe Up  et Uq  deux voisinages ouverts respectivement de  p et q tels 
que dy(Up n Y, Uq n Y) > D. 
Remarque 2.2.2 La distance entre deux parties A.  et.  B est définie par: 
dx(A,B) =  inf{dx(a,b):  aE A et b E B} 
Théorème 2.2.3 Soit Y  un  SO'ltS  espace  relativement compact d'un espace  complexe X. 
On a les  équivalences suivantes: 
1.  Y	 hyperboliquement plongé  dans X. 
2.	 Soient p et q deux points dans Y  et (Pn)  et (qn)  deux suites dans Y  telles que Pn  -'> P 
et qn  -'> q.  Si dY(Pn, qn)  -'>°alors p =  q. 
3.  Hol(D, Y)  est relativement compact dans  Hol(D, X). 
4.  Il  existe une  métrique H  sur X  telle  que  f*(H) ::; w 'I/! E Hol(D, Y). 14 
Remarque 2.2.4 La propriété (4)  implique que toute fonction holomorphe f : D ---->  y 
déminue la distance  par rapport dw  et dH  (la distance sur X  induite par H).  Donc 
à  partir de la definition  de  la semi-distance de  I<obayashi  dy ,  on voit clairement que 
dH(X, y)  ::;  dy(x, y)  \Ix, y  E  Y.  Il  faut  remarquer que dH  est aussi  une distance definie 
sur X  et pas seulement sur Y. 
Démonstration.  (1=?2) Soient (Pn), (qn)  deux suites dans Y  convergentes respectivement 
vers deux points pet q dans y  tels que la limite de dY(Pn, qn)  tend verS 0 lorsque n  ---->  00. 
Si P i=  q,  comme Y  est hyperboliquement plongé clans X, alors il  existe Up et Uq deux 
voisinages ouverts respectivements de P et q tels que dy(Up nY, Uq nY) > O.  Donc :3  N 
tel que \In 2:  N, dY(Pn, qn)  2:  dy(Up n Y, Uq nY), ce  qui force dy(Up n Y, Uq nY) =  O. 
C'est une contradiction. 
(2==?3) Par Ascoli, il suffit de prouver que la famille H ol(D, Y) est équicontinue. Sinon 
il  existe un P E Y,  U un voisinage de P, (fn)  unc suite cl 'applications holomorphes de D 
dans Y  et (>'n)  une suite dans D  convergant vers 0 tels que: 
Mais dy(fn()'n), fn(O))  ::;  dw()ln, 0)  ---->  O.  Donc on aboutit à une contradiction. 
(3==?4)  Supposons que  4  est faux.  Soit  H  une métrique sur X.  Alors quelque soit n 
entier il  existe Zn  E D, Vn E Tz,JD) et fn  :D  ~  Y  tel  que  Jf~(zn)vnl  2:  n JvnJ.  On peut 
supposer que Zn  = 0 \In. Comme Y  est un sous espace relativement compact d'un espace 
complexe X, alors il  existe une sous-suite (fnlç(O))  de Y  tel que  fnlç(O)  ---->  y E Y.  Par 
hypothèse, on peut extra.ire de fnlç  une sous suite convergente vers une f  E Hol(D, X). 
On suppose  que la convergence  est  uniforme  sur  un  voisinage  compacte de  O.  Alors 
f~1ç (0)  ---->  1'(0). Donc on aboutit à  une contradiction. 
(4==?1)  H  est  une métrique sur X  telle quc dH  ::;  d~.  Donc Y  est hyperboliquement 
plongé dans X. 
Remarque 2.2.5 Quitte à composer avec  un automorphisme du disque, on  peut sup­
0 15 
poser que Zn =  O. 
Remarque 2.2.6 Y  est hyperbolique si  et seulement si  Y  est hyperboliquement plongé 
sur lui même. C'est trivial d'après le  théorème précédent. 
Remarque 2.2.7 D'après le  théorème 2.2.3 et la remarque précédente, on déduit claire­
ment qu'un espace complexe compact Y  est hyperbolique si  et seulement si  Hot(D, Y) 
est compact. 
Cette notion (hyperboliquement plongée) est très importante pour géneraliser le  grand 
théorème de Picarel: Tou te application holomorphe f : D' --t Cpl  - {O, 1,00} se prolonge 
en J:  D --t Cpl. Un précédent est suivant. 
Théorème  2.2.8  (Kwack)  Soit f  : D*  --t  X  une  application  holomorphe.  Soit  X 
hyperbohq1tement plongée  dans  Y. S 'il  e:r:iste  une  s1tite  {zn}  dans  D*  tet  que  Zk  --t 0 et 
{f(Zk)}  converge  vers y E X  alors f  se prolonge  en J:  D --t Y. 
On va présenter quelques résultats connus cn relation avec le  théorème elu prolongement 
suivant (voir ( P.Kiernan 1973))  : 
Théorème 2.2.9 Soit  l'II  une  variét(~  comple:re,  A  1tn so'us  ensemble  analytique  de  M 
tel  que  A  est  à  croissement  normal  i. e.  localement  M  - A  =  D*k  X  Dn-k.  Soit  Y 
hyperboliquement plongé  dans  X  et f  :  iVf - A  --> Y  'une  apphcation holomorphe.  Alors 
f  se  prolonge  en f : M  --t X. 
Corollaire 2.2.10 Si Y  est  compact  et hyperbolique  alors f  se  prolonge  en f. 
Remarque 2.2.11 Dans ce corollaire, nous n'avons pas une condition sur les singularités 
de A. j\tlais dans le théorème précédent la condition sur A d'être à croissement normal est 
essentielle. Le corollaire se decoule grâce au théorème de la resolution des singularitèes 
de Hironaka. 
On  donne llue d(finition de l'application méromorphe dOc  à Remmert. 
Définition 2.2.12 Soit f  = {(x,f(:r)) : X  E X}.  On  dit  que  f  est  unf.  appl-icalion  mé­16 
romorphe d'un espace  complexe  X  dans  un espace  comple:œ y) si : 
(i)  Pour '<:1  x  dans  X, f (x)  est  un so'us  ensemble compact non vide  de  Y. 
(ii)  Le  graphe  rf =  {(x,y) E X  x Y:  y E f(x)}  de  f  est  un  S01.1S  espace  complexe 
connexe  de  X  x Y  avec dimrf  = climX, 
(iii)  il existe un sous  ensemble X' dense  dans  X  tel  que  f (x)  est un singleton '<:Ix  E X'. 
Théorème 2.2.13 Soient A  1tn sous  espace  d'un espace  complexe  Z  et Y  c X  hyper­
boliquement plongé dans X, Alors t07tte  application holomorphe Z - A  ---t Y  se  prolonge 
en une application méromorphe f  : Z ---t X. 
2.3  Courbure et Hyperbolicité 
On définit la métrique du Poincaré dans D  par 
Proposition 2.3.1 Soient M  une variété complexe  et d'  ztne  d'istance  sur l'vi  telles que 
d'(J(p), f(q))  ::;  du,(p, q)  '<:Ip, q E D 
pour toute application holomorphe 1 : D  ---t  i\JJ,  Alors M  est hyperbolique. 
Démonstmtion.  Soit x =  XO,'"  ,Xm =  y E 1\,J, Pl,'"  ,Pm, ql,'"  ,qm  E D et h,·'· ,lm 
des  applications holomorphes de D  dans M  qui  Forment  les  données pour une  chaîne 
m  m 
dans la définition  cie  di\f(x, y).  Alors  d'(x, y)  ::;  I:  d'(Xi-L Xi)  =  I:  d'(J(pi), l(qi))  ::; 
i=l  i=l 
m  m 
I:  dw(Pi,qi)'  DOllC  d'(x,y)  ::;  infj"Piqi I:  dw(Pi,qi)  =  dAI(X,y)  pour x,y  E  l'vi.  Par 
i=l  i=l 
conséquent M  est hyperbolique.  0 
Règle de maximum 
Soit u  : U  ---t  ~  une fonction  CCXl  avec U  un ouvert de 1111.  On rappelle que si  u  a un 
maximum en Xo  E U  alors ~ulxo  ::;  o. 17 
Définition 2.3.2 Courbure de  Ricci sur une surface de Riemann jVf 
Rie(\[!)  =  ddClog(h(z))  où,  \[!  =  h(z)dx /\ dy  est  une  fm'me  de  vol'ume  (h(z).O  et 
z = x + iy est une  coo1'donnèe  locale  sur 1vf  ). 
Remarque 2.3.3 La c1efinition  (1c  la  (1,1) formE'  dl' courbure de Ricci est.  indépendant. 
du choix des coordonnées. 
Lemme 2.3.4 (AlMors-Schwarz)  (S.  Kobayashi, 1967)  Soit (Af, H) une  variété herm·t­
tienne  de  dimension  1 où  H  est  la  2-forme  volume.  Soit J  : D  M  une  application  -4 
holommphe.  Si Rie(  H)  2'.  H  alors  l'application  f  : (D, w)  (M, H)  où west la  mé­ -4 
trique  de  Poincaré dèminue la  distance,  i.e.  j* H  ~  w. 
Démonstration.  Soit Jr  : Dr  -4 M  oÙ  Jr  =  ir  0  J, ir  : Dr  '------',  D, r < 1.  Soit Ur  =  J:H  w 
FI J: H  =  h~dzclz 
sur D. Alors h est une fonction  bornée sur D, 
et Ur (z)  -4 a quand Izl  1.  Donc  Ur  a un  point maximum Zo  dans D. On a J:H = -4 
UrW =>  RicU; H) = Rie(Ur) + w =>  w + dd
c log Ur = J; RieH car clairement on sait que 
Ric(w)  =  w dans D. Alors au  point de maximum Zo  on  a ddc log U  ~ a cl 'après la règle 
de maximum. Donc w  2'.  J: Rie( H)  2'.  J:~ H  et Ur = f~H  :s:  1 en  Zo  . Cela implique que 
Ur :s:  1 partout. Donc quand r  -4 1 on déduit que U  :s:  1.  Donc w  2'.  j* H.  o 
Remarque 2.3.5 Dans cette preuve j'ai utilisé  la propriété de la fonctorialité de la 
forme de Ricci i.e RieU;  H) =  J: Rtc(H). 
Théorème 2.3.6 (S.  Kobayashi, 1(67) Soit (1\1. H)  une  variété hermitienne de  dimen­
sion  1.  Si Rie( H)  2'.  H  alors  M  est  hyperbolique. 
Démonstration.  Soit LU  la métrique de Poincaré du disque. Comme Rie(H) 2'.  H, d'aprés 
le lemme d'Ahlfors-Schwarz on a j*(H) :s:  w pour t.oute application holomorphe J :D -4 18 
M.  On  déduit que  la distance est diminuée,  i.e.  dH(J(P), f(q)  ::;  cLw(p, q)  pour toute 
p, q E D. Donc d'aprés la proposition précedente on a que M  est hyperbolique.  D 
Remarque 2.3.7 Ce  tltf~orèIlle  est vrai pour ulle  variété complexe de dimension quel­
conque si  la courbure sectionèlle est majorée par -1. 
2.4  Relation entre la métrique et le volume 
Description cie  la métrique. 
Soit  J'vI  une  variété complexe h.yperbolique de  dimension n.  La distance de  Kobayashi 
est obtenue à  partir de l'intégration d'une métrique fim;lerienne  KivI, qu'on  appelle la 
métrique de  Kobayashi-Royden.  KM  est définie  pour  toute ç E  TA 4  et x  E  J'vI  par: 
K, 'vJ(ç)  = infp > 0 : 3f : D ~  M, f(O) = x, >-1'(0)  =  O, 
Définition 2.4.1 La  pseudo-forme  de  vol-ume  Il' M  de  Kobayashi  est  une  pseudo-forme 
de  volume,  i.e une  pseudo-norme  hermitienne sur /\nTM.  définie  par  Il' M( ç)  =  :L  À = 
sup</>  {IJ..LI,  c/J*(8~1  /\  O~2"'/\  a~J  =  J..Lç},  pour  ç  E  /\nTjvl,n  =  dimM. Ici  on  prend le 
supremZlm  s'ur  tozde  les  applications holom01phes  cP  : Dn --->  iVf tel  qztC  <jJ(0)  =  x. 
Lemme 2.4.2 On suppose  que  WM  s'annule à x,  ou  d'1me lacon géneral qu'il existe 'une 
suite {xn}  de  M  et  Iimn-->ooWM(Xn)  =  O.  Alors  la  pswdo-métriq1Le  de  Kobayashi  est 
dégenerée  à x. 
Démonstration.  Par hypothése il  existe une suite des applications holomorphes 
cPk  : D
n 
--->  A! 
tels que cPk(O)  =  Xk  et limk-.oo IJ</>k(O)1  =  00 où  J</>k(O)  sont les jacobiens des applications 
holomorphes Dn 
--->  M  en point O.  Si  limk~oo  IJ<Pk (0) 1  = 00, alors l'un des modules des 
vecteurs colonnes ui de matl'Ce jacobienne tends vers l'infini par rapport de la métrique 
Hermetienne H sur M.  Mais ce vecteur colonne est A*(ft) avec 1k  =  q;(O,', tk,', 0). Alors 19 
la pseudo-métrique infinitésima1c (pscudo-mNriquC' de Kobayashi-Royc1en) est dégenérée 
à  x.  o 
Question: Est-ce que la réciproque de cette lemme est vrai "? 
Conjecture On  suppose que la pseudo-metrique est c1égenerée  partout sur M. Est-ce 
que \li M  =  0 partout sur T l'vI? CHAPITRE III 
HYPERBOLICITÉ AU SENS DE BRODY 
Brody a établi dans sa thèse de doctorat un grand critère d'hyperbolicité. Soit  1\11  une 
variété complexe compacte.  On dit  que  NI  est  hyperbolique  au  sens  de  Brody si  et 
seulement si elle ne contient aucune droite complexe (non trivial). Ce result.at a beaucoup 
des applications qu'on va les traiter dans ce chapitre. Pour plus des details voir, (S. Lang, 
1987) et (R.  Brady, 1978). 
3.1  Théorie de base et définition. 
On commence par l'énoncé d'un lemme trivial. 
Lemme  3.1.1  Soit  f  : D  ->  (M, H)  nne  appL-ication  holomorphe,  H  une  métrique 
hermitienne sur LVI,  et z1,z2 E D  alors 
Démonstration.  Soit Î  : [0,1]  -> D un géodésiClue entre Z1  et Z2  dans D.  Donc f  0  Î  est 
une courbe qui joint f(zd et f(Z2)  avec longueur 
J
1 





longUoÎ):::;  surlt(z)IH,w longb)· 
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Comme  sup 1f'(z)IH,w  :::;  sup  1f'(O)I H, on  déduit tri"'ialement le  résultat.  D 
Z  fEHol(D,;'vI) 
Théorème 3.1.2 (R. Brady, 1978) Sod (l'v!, H)une variété hermitienne compacte. 
Alors l'vI  est hyperbolique  si  et  seulement si {/(O) : f  E Hol(D,M)} est borné. 
Démonstmtion.  Si  {/(O) : f  E  Hol(D, AI)} est  borné,  c  =  sUPfEHol(D,J'v!) 1f'(O)I H  est 
fini.  On applique le lemme précédent sur chaque c!laine cle Kobayashi. Alors dI-I(J(Pi), f(  qi)) :::; 
c dw(Pi, qi) et on déduit que V x  f:.  y clans  A!  on  a 
Donc  M  est hyperbolique.  Supposons que {/(0)  :  f  E  H ol(D, Mn  n'est pas borné. 
Alors il  existe une séquence  fn  dans flol(D, M) telle que  f:JO)  -->  00. Comme M  est 
compact, on peut supposer que lim fn(O)  = x.  On considére une carte <p  : U --> en où U 
est un voisinage ouvert de x  avec  <p(U)  2 13(0, s)  et <p(x)  =  0 . Soit  r < 1.  D'aprés la 
formule d'intègrale de Cauchy on a 
1 (<po  fn)'(O)  =  -2J(<po  f~)(w)  dw 
7rZ  W 
Cr 
et clone  I(<p  0  fn)'(O)leuc  :::;  sir quelque soit n tel que <po fn(Dr )  C  B(O, s). Ceci implique 
que  l<pf(x)f~(O)leuc  :::;  sir et  donc  il  existe  A  >  0  tel  que  If~(O)IH  :::;  Asir par la 
compacité de <p-l(B(O, s)). Quand f~(O)  ---+  00, on a alors r =  r(n) --> O.  Donc "im  E N:1 
n tel que <po fn(D  1/ m ) n'est pas contenu clans B(O, s) et clone <P0fn(D1/ m )n8B(O, s)  f:.  O. 
Par conséquent, il  existe une suite {xm }, où  <p(xm )  E 8B(0, s)  et Xm  E  fn(D1/m ). On 
déduit que 
où  qm E  Dl/m' Comme dlv!  est continue et <p-1(8B(O, s))  est compact alors Xm  -->  y E 
<p-1(8B(O, s)). On conclut que dJ'vI(X, y)  =  O.  Donc }1;!  n'est pas hyperbolique.  0 
Pour introduire le  concept d'hyperbolicité au sens de l3rody,  on  va commenœr avec cc 
corollaire. 22 
Corollaire 3.1.3 Si C  est '/lne  cow'be  de  genre 9 2:  2 alors  toute application C -> C  est 
constante. 
Démonstration.  On sait qu'une courbe de  genre 9 2:  2 est uniformisée par le  disque  D. 
Donc d'aprés Liouville, on déduit que l'application de C -7 C est constante.  0 
En revanche,  les  courbes de genre 0 et 1 admettent des  applications holomorphes non 
constantes C  -> C.  l'l'lais  pour les  courbes  9  2:  2 on  a que toute application C -> C est 
constante. On peut généraliser ce résultat à des variétés complexes qui ont des dimensions 
plus élevées, ce qui nous mène au concept de l'hyperbolicité au sens de Brody. 
Définition 3.1.4 Une  variété complexe lU est dite  hyperbolique  au sens de  Brady  si  et 
seulement si  taide applicat'ion holomorphe f :C -7 NI  est constante,  on dû aussi  que  IV! 
ne posséde  aucune  dTOde  complexe. 
Exemples 3.1.5 
a)  D est hyperbolique au sens de Brody car toute application de C -> D est constante, 
d'après Liouville. 
b) Cet C*  ne sont pas hyperbolique au sens de Brody. 
c) Cpl - trois  points  ':::::'  C  - {O, l}  est  hyperbolique  au  sens  de  Brody car  toute 
application de C -7 C - {O, l} est constante, d'après le petit théorème de Picard. 
cl)  M  =  Cp2 - u~~i Li  où Li  sont des  hyperplans en position générale,  n'est pas hy­
perbolique  au sens  de  Brody car  C"  C  Cp2 - u~~t Li  comme  une droite  dans 
CP2. 
e)  En général  111  = cpn - uI~înHi  où  Hi  sont des hyperplans en position générale, 
n'est pas hyperbolique au sens de Brody. 
Démonstration.  Soitp = H l nH2n,· ·nHn et q = Hn+ln·· ·nH2n et L = pq la droite qui 
passe par p et q,  Alors L - ul~inHi  =  L - {Pl q}  = cpl - {p, q}  ~  C*  C Cpn - U1~in Hi. 23 
Comme C*  n'est. pas hyperbolique au sens de Brody,  l"\d  n'est pas hyperbolique au sens 
de Brody.  o 
3.2  Théorème de Brody 
Théorème 3.2.1 (R Broc\y) Soit Ai 'une  variétc:  compacte  compleXl::.  Al est hyperbolique 
au  sens de  Kobayashi si et se'ulement si  dle  e:Jt  hyperbolique  au  sens  de  Brody. 
Démonstration.  Supposons que iVI  n'est pas hyperbolique au sens de Brody et donc il 
existe une application holomorphe f  non constante de C  ~  iVI  avec f(zd =  Pl, f(Z2)  = 
P2  où Pl i- P2  (il contient une droite complexe non triviale). Alors dM(  f(Zl), f(Z2))  S 
dc(Zl, Z2)'  Comme  de  ==  0,  diVf(Pl,P2)  =  O.  Donc  l'hyperbolicité  au  sens  de  Brody 
. implique l'hyperbolicité au sens de Kobayashi. 
Pour démontrer la réciproque on a  besoin du lemme de la reparamétrisation de Brody, 
qui reparamétrise une application holomorphe 
f: Dr  ~  Ar 
à une autre application holomorphe avec une dérivée uniformement bornée 
9: Dr  ~!vI. 
Lemme 3.2.2 (Reparamétrisation de Brody)  Sod f  : Dr  f-->  (NI, H)  une  application 
holomorphe  avec  Idf(O) 1 > c.  Alors il  existe  une  application  holomorphe 9 : Dr  ~  M 
telle  que 
2  1_1 2 
1 )  1  \1  1r  - "")  "  (0" sup luy,ZjIHw'  ')  =  lag  JIH  =  C.  (3.1) 
zED,.  '  r-
Démonstration.  Soit 0 < t < 1.  Soit ft  : Dr  ~  !vI  tel que ft(z) = f(tz). C'est llne com­
position de deux applications (affine-linéaire). Soit u(t) =  SUPZED,.I.f{(z)/H,w  (~JZI2)  oÙ 
1.f{(z)IH,w  =  1.f'(tz)IH.w  =  t  1~IJ;116;:2'  Nous observons que t < l implique que If[(z)1  --+ 0 24 
r 2  1_1 
2 
quand Izl  ---->  r,  car -+ ---->  O.  Alors u(t) est fini  et.  par définition u(t) est continue 
Izl->r 
Yt  E [0, I[  et u(t)  ---->  u(l) même si u(l) = 00  .  L' hypothése 1j'(O)IH  > c implique que 
u(l) > c et on a u(O)  =  O.  Donc il existe to  E [0, 1[ tel que u(to) =  c et donC' le supremum 
u(to) est atteint au point Zo  à l'intérieur du disque D(O, 1). Soit h un automorphisme du 
disque tel que h(O)  =  zo  et 9 =  ho  0  h.  Comme AutD préserve la métrique de Poincaré, 
9 satisfait (3.1).  D 
On retourne à la preuve du théorème. Supposons que M  n'est pas hyperbolique. Alors il 
existe une séquence  fn: D  ---->  A!  telle que Idfn(O)I H  ---->  00. En considérant la dilatation 
de D ~  Drn telle que 'n  ---->  00 quand n  ---->  00, on voit qu'il existe 'n et 9n  : Drn  ---->  N!  tel 
que Id9n(O)leuc  =  1. =  rn sUPzED"n  Id9n(z)1  d'après le  lemme de la reparamétrisation de 
Brody. Soit K  un compact de C.  Comme <C  =  U~~f Drn ,  3nk tel que K  c Drn Yn 2 nk 
et on a 9n>nl<;  : K  ---->  M. D'après la reparamétrisation de Brody on a  Idgn>n,,(z)1  Sc et 
donc la famille {gn>nl;}  des applications holomorphes est équicontinue sur K. D'après le 
corollaire d'Ascoli et COlllme K  est arbitraire, il  existe une sous suite 9r.p(n)  qui converge 
uniformement sur chaque compact vers une application holomorphe 9 : <C  ---->  j\!! =  M et 
Idg(O)l euc  =  1.  Donc M  n'est pas hyperbolique au sens de Brody.  D 
Théorème 3.2.3 Soit X  un  sous  ensemble  relativement  compact  d'une  variété M. Si 
X  est Brady hyperbolique  dans  M J  alors  il existe  un  voisinage  ouvert de  X  dans  M  qui 
est hyperbolique. 
Remarque 3.2.4 Ce théorème est une version plus forte du théorème de R.  Brody (la 
preuve est exactement la même que nous avons fait pour le  théorème de R.  Brody). 
Contre exernple. 
Le  Théorème de Brody n'est pas vrai si la variété  j\!!  n'est pas compacte. Soit M  une 
région non compacte de <c 2  donné par: 
M  =  {(z, w)  :  Izl  < 1, Izwl  < 1 et  Iwl  <  1.  si  z =  O}. 
Alors  j\!!  est  un exemple contre.  En effet,  soit Pl  ct P2  les  projections clans  le  plan z 25 
et le  plan w, respect.ivement.  S'il  existe une application  holomorphe f  : C  ---.  L'vI  non 
constante. Alors d'après Liouville Pl  0  f  res])  P2  0  f  est constante, ce  qui implique qu'il 
existe  Zo  E  D  tel  que  f(C)  C  pïl(zo).  Si  Zo  -1- 0,  on  a  Pl1(zo)  =  {w  :  Iwl  <  Iz~1 
Zo  f- O}  ce  qui est  hyperbolique.  Si  zo  =  0 on  a  pï1(zo)  =  {w  : Iwl  <  1 } ce qui est 
hyperbolique. DOllC il n'existe pas une application holomorphe non constante f : C ---.  ;1,;1 
et par conséquent !vI est hyperbolique au sens de Brody. Mais AI  n'est pas hyperbolique 
au sens de Kobayashi car \fwo EDla semi distance de Kobayashi entre (0,0) et (0, wo) 
est égale à O.  En effet, si on considère une chaîne de Kobayashi définie par fo(z) = (z,O), 
f1(z)  = (l/n,nz), h(z) = (l/n + 1/2z,wo)  (Po  = l/n,Pl = wo/n,p2 = -2/n), alors 
quand n  ---.  00 on voit clairement d'après la formule explicite de la longueur de chaîne 
de Kobayashi que la semi  distance de Kobayashi est dégénérée i.e. dlvf((O, 0), (0, wo)  = o. 
Conjecture  (Bien connue)  Soit  M  une  variété  complexe compacte et P E  lvI.  On 
suppose que  la pseudo-métrique infinitésimale de  Kobayshi-Royden est  dégenérée sur 
TpM.  Alors  il  existe  une fonction  holomorphe  non  constante f  : C  ---.  IvI  telle  que 
f(O)  =  p. 
Grâce  au  théorème  de  Brody,  il  est  clair  qu'il  existe  une  fonction  holomorphe  non 
constante de C  ---.  M si la pseudo-métrique est dégenérée à certain point P E M.  NIais  il 
n'est pas clair que f  peut-être chosie de manière que f(O)  =  p. 
3.3  Applications 
On va présenter dans cette section des applicaions de la théorème de Brody.  Pour plus 
des details, voir  (S.  Lang, 1987). 
Tore complexe 
Théorème 3.3.1 Soit X  un sous  espace  complexe fermé d'un tore  complexe T.  Donc X 
est  hyperbolique  si  et  seulement si  X  ne  contient pas  1tn sous  tore  complexe  de  T  non 
trivial. 
Remarque 3.3.2 A.  Bloch a essayé de démontrer ce résultat en utilsMt l'hyperbolicité 26 
au sens de Kobayashi mais il n'est pas arrivé à saisfaire toutes les conditions. 
Démonstration  On commence à int.roduire des notions sur le sous tore complexe: 
Proposition 3.3.3 Soit Tm  L Tn.  une  applications  holomorphes  entre  deux  tores  com­
plexes de  dimensions m, n respectivement.  Alors il existe une application cm b, en  telle 




Tm = Cm/r  L  T"n  = Cn./D 
est commutatif et  f  est  affine  (c'est  à dire  f(z)  =  Az + b où z  =  (Zl,'"  ,zm)t, A  est 
une  matrice de  type n x m, et b E ce
n 
.) 
Démonstration.  Soit dZ1, ... ,dzm, dW1,' .. ,dWn  deux bases de 1-forme holomorphe de 
j=m 
Tm  et Tn.  respectivement.  Pour chaque  dWi  on  peut écritre !*(dWi)  =  L  aijdzj  où 
j=l 
aij  sont des fonctons holomorphes globales sur Tm.  Alors ils sont constantes d'après le 
principe du maximum. Il suffit d'intégrer cette égalité.  o 
On déd ui t  que  tou te  application  holomorphe  de  Tm  ---;  Tn  est linéaire.  Quand f  est 
injective, on dit que Tm  est UIl sous tore compact de Tn . Tm  est non trivial si m > O.  Si 
on fixe un zero pour la structure de groupe sur Tn  alors un sous tore est UIle  translation 
d'un sous groupe qui est aussi une sous variété complexe. 
On revient à  la preuve 3.3.1.  : Supposons que  X  est hyperbolique et X  contient un 
sous tore complexe non trivial. Alors il existe Ulle application holomorphe non constante 
f :C -->  X. Nous aboutissons à une contradiction car X  est hyperbolique. 
Si X  n'est pa,s  hyperbolique alors cl 'après le Théorème de Brody il existe une applicat.ion 
holomorphe non constante 9 : C ---;  X  =  X  c T  =  en. /D où D est un réseau tel que 
Idg(O)I H  =  l,  et  Idg(z)I H  :S  Wz E C 
.'  E  l'd'  TOI'  ce  (91,"',9,,)  {('On  cl OÙ  H  est.  1 a  metnql.le  ue:  L Lenne  sur  .  Il  re eve 9  au  ---;  IL- et  one on a 27 
Ig~ 1 
2 +... Ig;i ::;  1. D'aprés Liouville \fi  g~  est constante et par conséquent 9 est linéaire. 
Sans perte de géneralité, on suppose que g(<C)  =  G  est une SOI.lS  groupe contenu dans 
X. Alors, g(C)  est dans l'adhérence de  Zariski G de G et GeX est un sous-groupe (et 
donc un sous tore complexe) par le lemme suivant: 
Lemme 3.3.4 Soit G  une  groupe  avec  1tne  topologie' (qui  n'est  pas  nécessairement  de 
Hmisdorff).  On  suppose  que  la  translation  par  x  E G  est  une  application  bicontinue 
et  x  x-1  est  une  application  bicontin1ie.  Soit H  'une  SotiS  groupe  de  G.  Alors  son  1--> 
adhérence  de  Zariski H  est une  S01i8  goupe.  (Voir (S.  Lang, 1987)) page 84. 
Une autre application importante du théorème de R.  Brody est suivante. 
Proposition 3.3.5 Soit j  : M  -+ S une application holomorphe propre  entre  de1L.'c varié­
tés complexes.  On  suppose  que  la fibre  M to  est hyperboliq1le  Alors il existe un voisinage 
ouvert U de  ta  tel  que  t01iS  les fibres  Mt, t  E U sont hyperboliques. 
Démonstration.  On prend  une séquence des  fibres  Mtn  non  hyperboliques où  tn  E  S 
tend  vers  ta,  et on  fixe  une métrique hennitiellne H  sur  Ai.  D'après la version forte 
du  théorème de R.  Brody  (voir  la remarque  3.2.4)  et  la propreté de  j, \fn  il  existe 
une  application  holomorphe non constante gn  :  <C  Mtn  tel  que  Idgn(z)IH  ::;  1  et f-? 
Idgn(O) IH  =  1.  Donc gn  est équicontinue. D'après le  théorème d'Ascoli et la propreté de 
j, il  existe une sous suite qui converge uniformement vers une application gholomorphe 
non constante 9 : <C  -+ iVlto  telle que Idg(O)I H  =  1.  Alors M to  n'est pas hyperbolique, ce 
qui est une contradiction.  0 
Dans la preuve j'ai utilisé cette remarque (élementaire) : 
Remarque 3.3.6 Si  j  est une application propre alors l'image inverse d'un compact est 
compacte et j  est une application fermé. 
Corollaire 3.3.7 Soit j  : NI  -+ Sune appbcation holomorphes propre  entre  de1lx varié­
tés complexes.  Si S  est hyperbolique  et  chaql1.e  fibre  Mt  est hyperbolique \ft E S, alors M 
est hyperbolique. 28 
Démonstration.  Ceci découle de la proposition précédente ct la propostion 2.1.11.  0 
Le Théorème de R.  Brody n'est pas vrai si  la variété n'est. pas compacte. Mais dans le 
cas d'un compl8ment d'une hypersurface hvperbolique: il  est vrai. 
Pour démontrer ce  théorème j'ai besoin le  théorème de Hurwitz géncralisé. 
Théorème 3.3.8 Soit JVI  'une variété complexe et  LV c  M une hypersurface.  Prendre une 
séquence {gm}  C  Hol(D, M - N) qui converge vers 9 E H ol(D, M). Alors g(D) C  j'l/!-N 
ou  bien g(D) C  N. 
Démonstration.  On suppose que g(O)  E  LV.  Soit V  un voisinage de g(O)  dans M  tel que 
V n N  est défini par une fonction holomorphe f  =  O.  Alors on applique le  théorème de 
Hurwitz classique sur une suite des fonctions holomorphes sur {f  0  gm}  qui ne s'annule 
pas, Donc sa.  limite f  0  9 est identiquement nulle d'après le  théorème d'identité. Donc 
g(D)  C  N,  Si  on  suppose que  g(O)  ~  N  on  déduit  avec  le  même  raisonnement que 
g(D) c M - N,  o 
Théorème 3.3.9 Soient lv!  une variété complexe compacte et N  une hypersurface telles 
que N  C  M. Si  N  est hyperbolique au sens de Brody et U =  M  - N  est hyperbolique 
au sens de Brody alors U est hyperbolique au sens de Kobayashi. 
Démonstration.  Supposons que U n'est pas hyperbolique. Alors d'après le  théorème de 
Brody, il existe une séquence {gn}  E Hol(Drn ,U)  qui converge vers une 9 E H ol(C, M), 
tel que Idg(O)I H = 1 = suPz Idg(z)I H , Donc d'après le  théorème précedent on ag(C)  c  U 
ou bien g(C) c  l\J,  cc  qui est une contradiction.  0 
Nous discutons mainten<Ult le premier exc'rnple non trivial de l'hyperbolicité d'une variété 
complexe non compacte. Voir (F. Berteloot et J.  Duval, 2001). 
Définition 3.3.10 On  dit  que  f  est  une  courbe  de  Brady  dans  M  St  f  : C  -; M  est 
une  application holomorphe  non constante  telle  que  1t (z) 1H  :; 1 Vz E C}  où H  est une 29 
métriq1le  hermitienne S1lr  !vI. 
Remarque 3.3.11 Si  1\11  est compact, la notion de  l'existence la courbe de Brody est 
indépendente du choix de la métrique. 
Théorème 3.3.12 (Marc Green) L'espace projectif  cpn privé de  2n + 1 hyperplans en 
position générale  est hyperbolique. 
Démonstration.  Plongeant  cpn dans  cp2n en  envoyant les hyperplans évités d'équa­
tion {Hi = ü} dans les hyperpla.ns de coordonnées de cp2n par  cP = [Hl: ... : H2n+d. 
On note l'image par P. Si X  est une partie de cp2n, on note X* le complémentaire dans 
X  des hyperplans coordonnées. Il  faut montrer que p* est hyperbolique. Par position 
générale,  P  évite un voisinage des points de  cp2n ayant  n + 1 coordonnées nulles. 
D'une facon plus précise, P est contenu dans 
M€  =  {z : IZil  2::  E Ilzll  pour au  moins n + 1 coordonnées} 
où  Ilzll  = max{lzll,'"  , IZ2n+ll}  et E assez petit. Il suffit donc de voir l'hyperbolicité de 
!vI{*.  l'viais  la puissance n-iéme 
induit un revêtement non ramifié de J'vf€*l/n  sur !vlf1 / n et  !vlfJ / n converge vers NIt.  D'aprés 
la version forte de théorème cie Brody et comme l'hyperbolicité est stable par revêtement, 
il suffit de démontrer que Ail  est hyperbolique. Ce qu'on verra toute de suite.  0 
Lemme 3.3.13 NIt  =  {z E Cp2n  : IZil  =  Ilzll  pOUT n + 1 coordonnes}  est un polyhèdre 
hyperboliq1le. 
Démonstration.  Soit  1: C  ->  cp2n  une  courbe  entière  (l'image  holomorphe  non 
constante de q  contenue dans !vIl.  Alors elle  doit passer de ['une cie  ses faces  XI  Où  1 
est une partie de {l, " 2n + 1}  de cardinal n + 1.  On peut suposer que 1- 1(X{1 .... ,2>1.+1}) 30 
contient un  ouvert de C.  Alors,  si  1 =  [h  : ... : f2k+l],  d'aprés le  prologement analy­
tique on a  Ihl  =  .. ·I!k+ll sur tout C.  Comme  l'image est contenue clans  lvh  et que 
tou te  partie de  {1,'"  ,2k + 1}  de cardinal k + 1 rencontre {l,··· ,k + 1}, il  s'ensuit 
que 11/11  =  1111  sur tout C. Donc liil / Ihl est borné par 1 V i. Donc d'après le  théorème 
de Liouville 1 est constante.  o 
Soient Ho, ... , Hn  n + 1 hyperplans qui sont linéairement indépendant. On peut choisir 
un système de coordonnées tel que Vi  :S  n  Hi  est défini par 
Hi  = {x, xi = a}.  Alors on définit Hn+l  par Àoxo + '"  + Ànxn = 0,  quitte à  faire  une 
dilatation sur les  coordonnées,  les  Hi  SOllt  définis  respectivement  par les  équations  : 
Xo  = 0, Xl  = 0""  ,Xn  =  0, Xo + Xl' .. + X n  = a . C'est  CG  qu'on  appelle  la forme 
standarde. 
Définition 3.3.14 Soit 2 :S  q :S  n  et J  =  Uo,'"  ,jq} C  {a,,·· ,n}. La  diagonale  DJ 
est l'ensemble  d~fini  par l'éq'uation  Xjl + ... + Xj"  =  O. 
Lemme 3.3.15 (de Borel) Soit 1 :  <c  ----?  Cpn.  dont  l'ùnage  évite n + 2 hyperplans Hi 
des  éqMf-ions  {Xi = a}  Vi  =  0,' .. ,n et Hn +l  = {xo +  Xl + ... + Xn = O}.  Alors I(<C) 
est contenu  dans  un  hyperplan diagonal. 
Démonstration.  On  va  reproduire  la preuve  donnée  clans  (F.  Berteloot  et  J.  Duval 
, 2001).  On  va démontrer ce  lemme dans le  cas  où  1 est  une courbe  de  Brody i.e. 
/1  :S  1 ou  1·IFS-iCpn  est la métrique cie  Fubini-Study sur <cpn.  On al:  <C---. 
FS-iCpn 1
<cpn - u7:olHi =  (<c*)n  - Hn+l  C  (<c*)n.  Soit h : <cn ~ (C*)n  le revêtement universel. 
Comme <C  est simplement connexe alors il  existe un relèvement de <C  vers <cn (<C  .!...  <cn) 
tel que 1 = ho cP.  Alors,  on  peut écrire f  =  [e4>o  ... etP" J.  Puisque 1 est une courbe 
de Brody et d'après la définition du métrique de F1.lbini-Study sur cpn on déduit qlle 
6.(log(l + Ihl
2 + .. '1/nI2) -lzI2) :S  O.  Donc F(z) = log(l + Ihl
2 +... + I/nl 2) -lzl2 est 
sous harmonique et donc (Av,.F)(O)  :S  F(O)  = C (la moyenne sur ôD(O, r)  de F(z) ). 
Donc Av,. log(l +Ih 1
2 +.. '1/nI
2
)  :S  Av,. Izl 
2 +C  =  .,.2 +C  . Il en est de même pour celles 
cie  log(l + Ih1
2
)  Vi  =  1,'"  , n, donc de 10g(l/il + Ihl-l ) puisque log I/d est harmonique. 31 
Or le  dévelopement en série entière de  cPi  donne  (en  utilisant là formule  d'intégrale de 
Cauchy appliquée à la fonction  <b(z )zn-1)  : 
27r
7ITn<b~n\O)  =  n! 1 Re(ç,i(ieio))e-inode, 
2rr  2
d'où ]fin 1<p~n)(O)1  :::;  n! J0  Ilog Ili(ieiO)JI  de  :::;  n! J0  log(llil + Ifil-
1)d8  =  0(r2), 7[  on 
déduit que n  :::;  2 et les composantes de cP  sont bien quadratiques. 
On va terminer par établir que les  composantes de  cP  sont en fait affines.
 
Pour cela nous revenons aux coordonées homogènes où, d'après ce qui nous avons fait,
 
on peut exprimer f  ainsi :
 
f  =  [e<Po,  ... , é n ]  avec  deg(cPi)  :::;  2 Vi  =  0, ... , n. 
Il  s'agit  de  montrer  que  cPi  - cPj  est  affine  pour  tout  pair  d'indices.  Convenons  que 
i  équivaut  à  j  comme  paire  {i,j}.  La remarque crucial  est  la suivante: soit  Yij  = 
{z: Izi/ = IZjl  2:  Iztl  Vl} (c'est une face d'un polyhèdre). Si  f-1(Yij) n'est pas compact, 
alors i équivau t à j. En effet, on peu t alors trouver an  tendant vers l'infini avec f (an)  ten­
dant vers bdans Yij. On peut supposer que la suite (J(z+an )) eSL localement uniforment 
convergente par le  théoréme d'Ascoli puisque la dérivée est uniformément bornée (car f 
est une courbe de Brody). Il  en de même pour la suite des dérivées en 0 de la i - ème 
composante de (J(z + an))  dans la carte (Zj  = 1). Donc 
converge  quand  n  ~  00.  Or  (Ji/}j) (an)  tend  vers  bi/bj  t  O.  Donc  cP~(an)  - cP~(an) 
converge alors que cP~ - cP~  est affine et que an  tend vers l'infini. Ceci force  cP~ - cP~  à être 
constant et i  équivaut à j. 
Cette remarque permet de conclure: en effet, elle entraine que le maximum des modules 
des composantes de f est réalisé par des composantes d'indices équi valents (par exemple 
à 1)  hors d'un compact de <C.  On a.ura ainsi, pour tout i : 
Donc cPi  - cP1  est affine pour tout i.  o CHAPITRE IV
 




Dans l'article (KT. Hahn, 1983), l'auteur a demontré qu'un domaine dans C  vérifiant 
la propriété de Landeau ou la propriété de Schottky est hyperboliques. 
Dans ce  chapitre,  on va introduire les  propriétées  Landeau-Schottky dans un  espace 
complexe pour donner une caractérisation de l'hyperbolicité. Pour plus de détails, voir 
(KT. Hahn, 1983), (KT. Hahn, I<.T Kim, 1984)  et (Do Duc Thai, 1994). 
4.1  Hyperbolicité et propriétés de Landeau-Schottky 
Maintenant on fixe  X  un espace complexe, H une métrique sur X  et dH  la distance Sur 
X  induite par H. Pour f,  E TX, on note 1f,1  =  JH(ç,f,). 
Soit X  un espace complexe et H une métrique sur X. D'après (H.  Royden , 1971) X  est 
hyperbolique si et seulement si pour tout p E X  il  existe un voisinge W de pet c > atels 
que Kx(f,)  2:  c !f,!  sur W,  où  K x  est la pseudo-métrique de Kobayashi-Royden.  (Voir 
2.4) 
De plus Royclen a prouvé que la semi-distance cie  Kobayashi dx est la forme intégrée de 
Kx. On definit la semi-distance de Royden par 
d'x(x, y) = inf Lx  (-y) 
tel que l'infimum est pris sur tous les chemins de classe Cl par morceaux reliant.  x  à  y, 33 
y 
où Lx(--y)  = JKx(--y/(t))dt.  On a d'(x,y) satisfait l'inégalité triangulaire et d'(x,y) ~  O. 
X 
Théorème 4.1.1 (H. Royden , 1971)  Pour X  un espace  complexe  on  ad';;  =  dx. 
Définition  4.1.2 Propriété de  Landeau  :  Pour  tout  p EX, il existe  un  voisinage 
relativement compact W  de  p et R >°tels  que  : 
sup {I{(O)IH: f  E Hol(D,X)  et  f(O)  E W}  ~  R. 




Si  X  est hyperbolique, alors dx est llne  distance qui  définit la topologie de X  d'après
 
le  théorème de Barth. Alors Hol(D, X) est équicontinue d'après la proposition 2.1.2. La
 
reciproque se decoule du théorème suivant:
 
Théorème 4.1.4 (P.  Kiernan, 1970)  X  est hyperbolique  si  et  se~tlement  si Hol(D,X) 
est  équicontinue par rapport d'une  distance d qni  définit la  topologie  de  X. 
Remarque 4.1.5 L'équicontinué de Hol(D, X) par rapport d'une distance d qui définit 
la topologie de X  implique que pour tout p E X  et W  un voisinage de p, il  existe V  un 
voisinage de pet r  E]O, I[ tels que si  f  E H ol(D, X) et f(O)  E V alors f(Dr )  C W.  (Voir 
(W.  Kelly,  1955) Théorème 7.22 page 237.) 
Théorème 4.1.6 Soit X  'Un  espace  complexe.  Les  deux  notions sont équivalentes: 
1.  X  est hyperbolique. 
2.  X  verifie la  propriété de  Landeau. 
Démonstration.  Si X  est hyperbolique alors Hol( D, X) est équicontinue et donc, d'après 
la remarque précédente pour tout p E X  et W  un voisinage de  p,  il existe un  voisinage 
V  de  p et r  E ]O,1[  tels  que si  f  E  Hol(D,X)  et  f(O)  E V  alors  f(Dr )  C  W.  Par 34 
conséquent 
sup {Il  (O)IH  : J E H ol(D, X) et J(O)  E v} S sup {1J'(o)IH : J E Hol(Dr , W)} 
ce qui est fini,  cl 'après la formule d'intégrale cie Cauchy ( cf. la preuve du théorème 3.1.2). 
Reciproquement, supposons que X  verifie la propriété de Landeau. Soit (p, Ç)  E TW où 
West un voisinage de p et v E <C,  tel que J E H ol(D, X) satisfait J(O)  =  p ct /  (O)v = ç. 
D'après la définition de propriété de Landeau on a R Ivl  :::: 1/(O)vl  =  lçl  alors 
Ivl::::  R 
1 
lç/· 
Par conséquent K x (ç)  :::: * lçl  , il  suffit de poser c =  *.  Donc X  est hyperbolique. 
Remarque 4.1.7 Ce  théorème caractérise l'hyperboticité des espaces complexes non 
compacts. 
Définition 4.1.8 Propriété de Schottky: Po'ur  to'ut  p E  X, W  un voisinage  relative­
ment compact  de  pet r  E]O,lL  il  existe  S = S(W,r) E  IR;  tel  que  si JE Hol(D,X)  et 
J(O)  E W  alors 
Théorème 4.1.9 Soit  X  un  espace  complexe  compact  hermitien  qui  est hyperbolique. 
Alors X  vérifie  la  propriété de  Schottky. 
Remarque 4.1.10 La réciproque de ce théorème n'est pas vrai. 
Contre exemple: Il est clair que par la continuité cie la distance, chaque espace complexe 
compact  vérifie  la propriété de Schottky  pour  Il'importe  quelle  métrique  H  sur T X 
(prend S =  diamH X). Dans le cas où  X  est un espace complexe projective, X  n'est pas 
hyperbolique mais il satisfait la propriété de SchotLky car X  est compact. 
Remarque 4.1.11 La. compacité est une propriété esentielle du théorème précédent. 
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Contre exemple: Soit  X  un  domaine borné dans en  qui  n'est pas un domaine d'ho­
lomorphie et H  une métrique hermitienne complete sur T X.  Alors X  est hyperbolique 
car elle est un sous ensemble d'un polydisque qui est hyperbolique. Mais il  ne satisfait 
pas la propriété de Schottky par rapport a H. Supposons que X  satisfait la propriété de 
Schottky. Si  on prouve que X  est taut, alors X  est un domaine d'homolorphie d'après ( 
la remarque ci-dessous), et on aboutit à une contradiction. 
Pour cela, soit {fn}  une suite clans  Hol(D, X) qui  n'est pas compactement divergente. 
Par definition  il  existe un  compact K  clans D et un  compact }(' clans  X  tels que, Vno 
EN, :3  n  2:  no,  fn(K)n K' =1- 0. Alors il existe  une sous suite {fnk}  et des points 
Zk  E K  tel  que  fnk (Zk)  E K' Vk.  On peut supposer que la suite {zd converge vers  zo 
E K et {fnk (Zk)}  converge vers p E K  car K, K' sont compacts. Soit (3k,  k = 0, 1..., m, 
l'automorphisme holomorphe du disque D 
Alors  (3k  converge  vers  (30  quand  k  -+  00.  Posons  gk  =  fnk 0  (3k  \fk  2:  1 et  W  un 
voisinage relativement compact de  p.  Comme 9k(0)  =  fnk(Zk)  converge vers  p quand 
k  -+  00,  on  peut.  supposer  que  9k(0)  E  W  Vk  2:  1.  Pour  chaque  Z  fL"é  dans  D, 
puisque  X  satisfait la propriété de Schottky alors 9k(Z)  est  contenue dans une  boule 
compacte. {x EX:  dH(p, x)  :::;  S(W, ((Izi + IzI
2)/2))} . Quitte à composer avec un au­
tomorphisme du disque. D'après le  théorème 4.1.6,  { gd  est équicontinue par rapport 
de  H  car  X  est hyperbolique.  Par le  théorème d'Ascoli  on peux supposer que  { 9k} 
converge vers 9 E Hol(D, X). Ils s'ensuit que {fnk} converge vers go (30  E Hol(D, X). 
Alors X  est taut. 
Remarque 4.1.12 Si  un clomaine  X  ç en  est taut, alors X  est un domaine d'homo­
lorphie. Voir((H. Wu , 1967))  théorème 2 page 211-212. 
Remarque 4.1.13 La condition cle  la compacité clalls  le  théorèmE' 4.1.9 est essentielle 
dans la preuve donnée par (KT. Hahn, K.T Kim, 1984).  En effet,  la caractérisation 
infinitésimale  cie  l'hyperbolicité de Royden-Kobayashi  (i.e Kx  2:  cH) est  locale  mais 36 
cette condition n'implique pas que cette inégalité reste vrai au niveau de la distance car 
la constante c dépend du voisinage choisi.  C'est pour cela que l'hypothése que X  est. 
compact est très importante parceque c devient indépendante du voisinage choisi. 
4.2  Fonction de Bloch et l'hyperbolicité 
Soit X  un espace complexe, H une métrique sur X  et dH  la distance sur X  induite par 
H. 
Définition 4.2.1 On dit  que f  E Hol(D, X) est une  fonction  de  Bloch si 
sup {Qj(z) : Z  E D}  < 00 
où 
Remarque La fonction  de  Bloch  est invariante par rapport du  groupe des  automor­
phismes holomorphes du  disque  Aut(D), i.e.  \1  r/J  E  AutD on  a  Qjoep(z)  =  Qj(r/J(z)) 
\lz E D. 
Théorème 4.2.2 (Do Duc Thai, 1994)  Un  espace  complexe compact X  est hyperbolique 
si et  seulement si toute J E Hol( D, X) est une fonction  de  Bloch. 
Démonstration.  =>:  Supposons que X  est hyperbolique. Alors d'après le théorème 3.1.2, 
il  existe A  tel  que  19'(0)1  ::;  A \lg E  Hol(D, X).  Soit  f  E  Hol(D, X) et h un  automor­
phisme holomorphe du disque D  tels que h(w) = t:z:  pour un certain zfixée dans D. 
On pose 9 =  f  0  hE Hol(D,X). Alors 
Donc f  est une fonction de Bloch. 
Ç= Soit f :C -'> X  une application holomorphe. On suppose que p, q E C et on considère 
deux suites {xn} ,{Yn} du disque D où  Xn =1- Yn \In :::::  1 telles que lim Xn = lim Yn  =  1 et 37 
limdw(xn,Yn) =  0  (voir la remarque ci-dessous). D'après le  théoreme de Weierstrass, il 
existe une fonction holomorphe h : D  --> C  telle que h(xn) =  p,  h(Yn)  =  q Vn  ~  1.  Donc 
9 =  f 0  hE H ol(D, X) est une fonction de Bloch et donc il existe llne constante Cg  telle 
que Ig'(z)IH  ::;  ~I·  Vz  E  D.  On intègre cette inégalité sur un géodesique reliant Xn  à
l-Iz 
Yn  dans D et donc dH(g(Xn), g(Yn))  ::;  Cg  dw(xn,Yn)  Vn  ~  1.  Lorsque n  --> 00 on déduit 
trivialement que dH(f(p), f(q))  =  0  et clonc  f(p)  =  f(q)  (i.e.  f  est constant.e).  Donc 
d'après le  théorème de Brody X  est hyperbolique.  0 
Remarque 4.2.3 On prend une suite xn E  Deuc(1,~)  et on choisit  Yn  E Deuc(l, l/n)n 
DW(xn, lin) où DW est le disque par rapport à la métrique de Poincaré sur D. 
Remarque 4.2.4 D'après le Théorème précédent. L'hyperbolicité d'un espace complexe 
compact est caractérisée par Hol(D, X) d'être fonctions de Bloch. CONCLUSION 
Les notions d'hyperbolicité complexe, qu'on a présenté clans  ce mémoire avec des appli­
cations, utilisent des techniques recemment developpées. Ils restent encore des exemples 
à  traîter comme la pertubation des hypersurfaces de  Fermat en  utilisant une technique 
basée sur la théorie de la distribution des valeurs. D'autre côté on se demande s'il n'y a 
pas d'autres caracterisations fortes de  l'hyperbolicité des espaces complexes. BIBLIOGRAPHIE
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