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[3] [2,4]
$\{\begin{array}{l}\frac{dS(t)}{dt}=\mu-\int_{0}^{h}p(\tau)f(S(t), I(t-\tau))d\tau-\mu S(t),\frac{dI(t)}{dt}=\int_{0}^{h}p(\tau)f(S(t), I(t-\tau))d\tau-(\mu+\sigma)I(t),\frac{dR(t)}{dt}=\sigma I(t)-\mu R(t).\end{array}$ (1.1)
$\{\begin{array}{l}S(\theta)=\phi_{1}(\theta), I(\theta)=\phi_{2}(\theta), R(\theta)=\phi_{3}(\theta),\phi_{i}(\theta)\geq 0, \theta\in[-h, 0], \phi_{i}(0)>0, i=1,2,3,(\phi_{1}(\theta), \phi_{2}(\theta), \phi_{3}(\theta))\in C([-h, 0], \mathbb{R}_{+0}^{3}),\end{array}$ (1.2)
$\mathbb{R}_{+0}^{3}=\{(x_{1}, x_{2}, x_{3}):x_{i}\geq 0, i=1,2,3\}$
$S(t),$ $I(t),$ $R(t)$ $t$ $\square$ (susceptibles), $\square$ (infected),
$\square$ (recovered/removed) $\mu$ $S,$ $I,$ $R$
$\sigma$ $h$
$p(\tau)$ $[0, h]$
$\int_{0}^{h}p(\tau)d\tau=1$ $f$ : $\mathbb{R}_{+0}^{2}arrow \mathbb{R}_{+0}$ $\mathbb{R}_{+0}^{2}$ $C^{1}$ $S,$ $I\geq 0$
$f(0, I)= \int(S, 0)=0$
$\{\begin{array}{l}(H1) f(S, I) \text{ } I>0 \text{ }S\geq 0 \text{ }S\geq 0 \text{ }\acute I\geq 0 \text{ }(H2) \phi(S, I)=\angle\llcorner s_{I^{\lrcorner l}} \text{ } S\geq 0 \text{ }I>0 \text{ }K(S)\equiv liin:arrow+0\phi(S, I) \text{ } \mathbb{R}_{+0} \text{ }\end{array}$
(IIl) (H2) McCluskey[7, 8] $f(S, I)=\beta SI$ ,
$f(S, I)= \frac{\beta SI}{1+\alpha l}$ Huang [5] $f(S, I)=F(S)G(I)$
(1.1) $R_{0}$
$R_{0}= \frac{K(S_{0})}{\mu+\sigma},$ $S_{0}=1$ . (1.3)
(1.1) $E_{0}=(S_{0},0,0)$
$R_{0}>1$ (1.1) $E_{0}\prec$ $E_{*}=(S^{*}, I^{*}, R^{*}),$ $s*>0$ ,
$I^{*}>0,$ $R^{*}>0$
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2.1 ([3]) (1.1) Ro $\leq 1$ $E_{0}$




$U_{+}^{0}(t)$ $=$ $\int_{0}^{h}p(\tau)\int_{t-\tau}^{t}\int(S(u+\tau), I(u))\frac{K(S_{0})}{K(S(u+\tau))}dud\tau$.
$\frac{dU^{0}(t)}{dt}$ $=$ $- \mu(S(t)-S_{0})(1-\frac{K(S_{0})}{K(S(t))})$
$+ \int_{0}^{h}p(\tau)\{\frac{\phi(S(t+\tau),I(t))}{\mu+\sigma}\cdot\frac{K(S_{0})}{K(S(t+\tau))}-]\}(\mu+\sigma)I(t)d\tau$
(Hl)
$-\mu(S(t)-$ $)$ $(1- \frac{K(S_{0})}{K(S(t))})\leq 0$ ,
$S(t)=$ So (H2)
$\frac{\phi(S(t+\tau),I(t))}{\mu+\sigma}$ . $\frac{K(S_{0})}{K(S(t+\tau))}$ $\leq$ $\frac{K(S(t+\tau))}{\mu+\sigma}$ . $\frac{K(S_{0})}{K(S(t+\tau))}=\frac{K(S_{0})}{\mu+\sigma}=$
$R\triangleleft\leq 1$ $\frac{dU^{o}(t)}{dt}\leq 0$ $t\geq 0$ Lyapunov-La Salle asymptotic
stability theorem $E_{0}$
21 ([3]) (1.1) $R_{0}>1$
$\{\begin{array}{l}\lim_{tarrow+}\inf_{\infty}S(t)\geq v_{1},\lim_{tarrow+}\inf_{\infty}I(t)\geq v_{2}:=qJ^{\cdot}\exp(-(\mu+\sigma)\rho h),\lim_{tarrow+}\inf_{\infty}R(t)\geq v_{3}:=\frac{\sigma v_{2}}{\mu},\end{array}$
$v=v_{1}>0$ $\mu-K(v)-\mu v=0$ $q>0$ , $\rho\geq 1$
$S^{*}< \frac{\mu-K(S_{0})qI}{\mu}(1-e^{-\mu\rho h}),$ $0<q< \frac{\mu}{K(S_{0})I}$ . (21)
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22 ([3]) (1.1) $R_{O}>1$ $E_{*}$
22
22 ([3]) (1.1) $E_{*}$ $t\geq 0,0\leq\tau\leq h$









(1.1) $\mu=\mu S^{*}+f(S^{*}, I^{*})$ , $\mu+\sigma=\phi(S^{*}, I^{\cdot})$
$\frac{dU^{*}(l)}{dt}$ $=$ $\mu S^{*}(1-\frac{S(t)}{s*})(1-\frac{f(S^{*},l)}{f(S(t),I^{n})})$
$+f(S^{*}, I^{*}) \int_{0}^{h}p(\tau)\{g(\frac{f(S(t+\tau),I(t))}{f(S(t+\tau),I^{*})})-g(\frac{I(t)}{I^{*}})\}d\tau$




$\frac{dU(l)}{dt}\leq 0$ $t\geq 0$ 21 (1.1)





$\{\begin{array}{l}\frac{dS(t)}{dt}=\mu-\mu S(t)-\int_{0}^{h}p(\tau)f(S(t), I(t-\tau))d\tau+\delta R(t),\frac{dI(t)}{dt}=\int_{0}^{h}p(\tau)f(S(t), I(t-\tau))d\tau-(\mu+\sigma)I(t),\frac{dR(t)}{dt}=\sigma I(t)-(\mu+\delta)R(t).\end{array}$ (3.1)
$\delta$ (3.1)
(12)
31 ([4]) (S. 1) Ro $<1$ $E_{0}$
( ) 21
$V^{0}(t)=I(t)+ \int_{0}^{h}p(\tau)\int_{l-\tau}^{l}f(S(u+\tau), I(u))dud\tau$ .
$R_{0}>1$ $E_{l}^{(3.1)}\equiv(\overline{S}^{*},\overline{I}^{*},\overline{R}^{*}),\overline{S}’>0,\overline{I}^{l}>0,\overline{R}’>0$
32 ([4]) (3. 1) Ro $>$ ] $E_{l}^{(3.1)}$
$(C)$ $C_{i}(i=0,1,2)$
(I)
$\inf_{0<S\leq S_{O}}\frac{(S-\overline{S})\overline{I}^{l}}{f(S,\overline{I}^{*})-f(\overline{S}^{*},\overline{I})}\geq C_{0}>0$ ,
$0<^{\inf_{\leq S_{O}}\frac{f(S,I)-f(S,\overline{I}^{*})}{S(I-\overline{I}^{r})}}\geq C_{1}>0,0<^{\inf_{\leq S_{\text{ }}}\frac{\frac{l}{\int(S,J)}-\frac{J}{\int(S,l\cdot)}}{S(I-\overline{I}^{*})}}\geq C_{2}>0$ ,
(II) $\delta^{2}<4C_{0}C_{1}C_{2}(\mu+\delta)(\mu+\gamma)\frac{f(v_{1},\overline{I}^{*})}{\overline{I}^{s}}$ .
32
31 ([4]) (3.1) $E_{*}^{(3.1)}$ (C
$t\geq 0,0\leq\tau\leq h$
$(1- \frac{S(t)}{S^{r}})(1-\frac{f(\overline{S}^{l},\overline{I}^{n})}{f(S(t),I^{l})})\leq-C_{0}\frac{f(S(t),\overline{I}^{l})}{S^{t}I^{l}}(1-\frac{f(\overline{S},\overline{I}^{*})}{f(S(t),I^{l})})^{2}$ (3.2)
$g( \frac{I(t)}{\overline{I}^{5}})-g(\frac{f(S(t+\tau),I(t))}{f(S(t+\tau),\overline{I}^{s})})\geq C_{1}C_{2}\overline{I}^{*}(\frac{J(t)}{\overline{I}^{l}}-1)^{2}$ , (3.3)
$S(t)=\overline{S}^{*}$ $I(t)=\overline{I}$
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( 32 ) 22 $U^{*}(t)$
( (31) 21 )




$\{\begin{array}{l}\frac{dS(t)}{dt}=\mu-\mu S(t)-\int_{0}^{h}p(\tau)f(S(t), I(t-\tau))d\tau+\delta\{1-S(t)-I(t)\},\frac{dI(t)}{dt}=\int_{0}^{h}p(\tau)f(S(t), I(t-\tau))d\tau-(\mu+\sigma)I(t).\end{array}$ (3.4)
(3.4) $\frac{dU(t)}{dt}$

















(3.1) La Salle invariance principle $E^{(3.1)}$
$f(S, I)= \frac{\beta SJ}{1+\alpha I}$ SIRS (31) (
[10] $)$ $\delta$ $\tau=0.1,$ $\alpha=1,$ $B=0.2,$ $\gamma=0.015,$ $\mu=0.03$
$\beta=0.006$ $R_{O}=0.88\cdots<1$ 31
(3.1) $E_{0}=(6.66\cdots, 0,0)$ $\delta$
1 $\delta=0.02$
$\beta=0.05$ Ro $=7.41\cdots>1$ 32 (3.1)
$0<\delta<\delta\cdot\equiv 0.020_{c}^{r})\cdots$ Xu and Ma [10,
Theorem 3.1] (I) (II)
2 $\delta=0.007<\delta^{*}$
$\acute$
$E^{(3.1)}=(3.151\cdots, 2.501\cdots, 1.014\cdots)$ 3 $\delta=0.06\geq\delta^{*}$




robeinikov [6] McCluskey [7, 8] :
22 SIR (11)
31
SIRS (3.1) $f$ $I$
(H2) (I) $\delta$
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