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N. Cressie and T. R. C. Read (1984, J. Roy. Statist. Soc. B 46, 440–464) intro-
duced a class of multinomial goodness-of-fit statistics Ra based on power diver-
gence. All Ra have the same chi-square limiting distribution under null hypothesis
and have the same noncentral chi-square limiting distribution under local alterna-
tives. In this paper, we investigate asymptotic approximations for the distributions
of Ra under local alternatives. We obtain an expression of approximation for the
distribution of Ra under local alternatives. The expression consists of continuous
and discontinuous terms. Using the continuous term of the expression, we propose
a new approximation of the power of Ra. We call the approximation AE approxi-
mation. By numerical investigation of the accuracy of the AE approximation, we
present a range of sample size n that the omission of the discontinuous term exerci-
ses only slight influence on power approximation of Ra. We find that the AE
approximation is effective for a much wider range of the value of a than the other
power approximations, except for an approximation method which requires high
computer performance. © 2001 Elsevier Science (USA)
AMS 2000 subject classifications: 62E20; 62H10.
Key words and phrases: multinomial distribution; goodness-of-fit statistics; asymp-
totic approximation; local alternatives; power divergence statistics; distribution
under local alternatives.
1. INTRODUCTION
Cressie and Read [3] introduced a class of multinomial goodness-of-fit
statistics based on power divergence. Using the power divergence, Read
and Cressie [10] introduced the test of homogeneity for multinomial pop-
ulations and the test of independence in contingency tables. The power
divergence is also used for representation of the degree of departure from
symmetry for square contingency tables (see Tomizawa et al. [13]).
We consider the multinomial goodness-of-fit tests based on power
divergences. Let (X1, ..., Xk) be distributed according to a multinomial
distributionMultk(n; p1, ..., pk), where;kj=1 Xj=n,;kj=1 pj=1, 0 < pj < 1,
(j=1, ..., k) and (p1, ..., pk) is an unknown probability vector. In order to
test the simple null hypothesis
H0 : pj=pj for all j=1, ..., k,
where (p1, ..., pk) is a completely specified probability vector, Cressie and
Read [3] introduced the power divergence family of statistics
Ra=˛ 2na(a+1) Ckj=1 Xjn 31 Xjnpj 2a−14 (a ] 0, −1)2n Ck
j=1
Xj
n
log
Xj
npj
(a=0)
2n C
k
j=1
pj log
npj
Xj
(a=−1).
As special cases, the power divergence family includes the log likelihood
ratio statistic R0, Pearson’s chi-square statistic R1, the Freeman–Tukey
statistic R−1/2, and the modified log likelihood ratio statistic R−1. In addi-
tion, R2/3 is the statistic recommended by Cressie and Read [3] and Read
and Cressie [10]. Under the null hypothesis H0, all Ra are asymptotically
distributed according to the central chi-square distribution with k−1
degrees of freedom; furthermore, under local alternatives
H1, n : pj=pj+
cj
`n
for all j=1, ..., k, 1 Ck
j=1
cj=02 ,
all Ra are asymptotically distributed according to the noncentral chi-square
distribution with k−1 degrees of freedom and noncentrality parameter
d=C
k
j=1
c2j
pj
. (1.1)
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The following are the important results of studies for considering
asymptotic approximations of the statistics Ra. By using the Euler–
Mclaurin summation formula, Esséen [5] derived the asymptotic expan-
sion for the distribution function of the sum of i.i.d. lattice-valued random
variables, with the first term after the normal given by a simple discontin-
uous function. In the case of higher dimensions, Esséen [5] also pointed
out that the problem of improving the normal approximation for probabil-
ities assigned to spheres or ellipsoids is tied up with the lattice point
problem. Ranga Rao [7] proposed a multidimensional extension of the
Euler–Mclaurin summation formula. Using the extended formula, he
derived the asymptotic expansion for the probability that the normalized
sum of i.i.d. lattice-valued random vectors is contained in a Borel set B.
The details are shown in Bhattacharya and Ranga Rao [1]. Using what
Esséen has pointed out and Ranga Rao’s expansion, Yarnold [15]
obtained a somewhat simple expansion when B is a convex set which
includes a term for the number of lattice points inside the region of interest.
Yarnold [15] also applied it to the null distribution of Pearson’s chi-square
test statistic R1 and derived an asymptotic expansion for the null distribu-
tion of R1. In a similar fashion to R1, asymptotic expansions for the null
distributions of R0 and R−1/2 are obtained by Siotani and Fujikoshi [12]
and that of general Ra are obtained by Read [8].
In this paper, we investigate asymptotic approximations for the distribu-
tions of Ra under local alternatives H1, n. We obtain an expression of
approximation for the distribution of Ra under H1, n. The expression con-
sists of continuous and discontinuous terms. In the null hypothesis case,
the discontinuous term in the expression given by Yarnold [15] is not so
complicated formally. However, except for a special convex set B, use of
the discontinuous term is quite messy and not practical. Furthermore,
unlike the null distribution, a discontinuous term for the distribution of Ra
under H1, n is expressed in a very complicated form (see (3.4) in Section 3).
It is too complicated to use in practice. Therefore, we consider a power
approximation in which we omit the discontinuous term. So, we approxi-
mate the power of Ra using the multivariate Edgeworth approximation for
a continuous distribution.
In Section 2, we derive a local Edgeworth approximation for the proba-
bility of (X1,..., Xk) under H1, n. In Section 3, we derive an expression (3.2)
of approximation for the distribution of Ra under H1, n. Furthermore, using
the multivariate Edgeworth approximation for a continuous distribution,
we derive a new approximation for Ra under H1, n. Therefore, the approx-
imation does not have a discontinuous term. In Section 4, using the
approximation (3.11) derived in Section 3 we propose a new approximation
of the power of Ra. We call the approximation AE approximation. By
numerical investigation of the accuracy of the AE approximation, we
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present a range of sample size n that the omission of the discontinuous
term exercises only slight influence on power approximation of Ra.
Furthermore, by numerical comparison between the AE approximation
and the other power approximations, we find that the AE approximation is
effective for a much wider range of the values of a than the other power
approximations, except for an approximation method which requires high
computer performance.
2. A LOCAL EDGEWORTH APPROXIMATION
In this section, we consider a local Edgeworth approximation for the
probability of (X1, ..., Xk) under a local alternativeH1, n. So, let (X1, ..., Xk)
be distributed according to Multk(n; p1+c1/`n , ..., pk+ck/`n), where
;kj=1 cj=0. We put r=k−1. Let
Yj=
Xj−npj
`n
, (j=1, ..., k). (2.1)
Then Y=(Y1, ..., Yr)Œ is a lattice random vector which takes values in
the set
L=3y=(y1, ..., yr)Œ : y=x−np`n , x ¥M4 ,
where
p=(p1, ..., pr)Œ
and
M=3x=(x1, ..., xr)Œ : x1, ..., xr are non-negative integers and
C
r
j=1
xj [ n4 .
We can prove the following theorem essentially in a similar fashion to
the proof of Theorem 22.1 in Bhattacharya and Ranga Rao [1].
Theorem 1. For each x ¥M, let y=(x−np)/`n. Then
Pr{Y=y}=n−r/2f(y) 31+ 1
`n
g1(y)+
1
n
g2(y)+o(n−1)4 , (2.2)
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where
f(y)=(2p)−r/2 |W|−1/2 exp 3 −1
2
(y− c)Œ W−1(y− c)4 , (2.3)
W=diag(p1, ..., pr)−ppŒ,
c=(c1, ..., cr)Œ,
g1(y)=−
1
2
C
k
j=1
yj
pj
+
1
6
C
k
j=1
yj 1yjpj 2
2
−
1
2
C
k
j=1
yj 1 cjpj 2
2
+
1
3
C
k
j=1
cj 1 cjpj 2
2
,
g2(y)=
1
2
{g1(y)}2+
1
12
11− Ck
j=1
1
pj
2+1
4
C
k
j=1
1yj
pj
22− 1
12
C
k
j=1
yj 1yjpj 2
3
+
1
3
C
k
j=1
yj 1 cjpj 2
3
−
1
4
C
k
j=1
cj 1 cjpj 2
3
,
yk=−C
r
j=1
yj, and ck=−C
r
j=1
cj.
Proof. Let f(t) denote the characteristic function of X=(X1, ..., Xr)Œ.
Then
f(t)= C
x ¥M
exp(itŒx) Pr{X=x}
=3 Cr
j=1
1pj+ cj`n2 exp(itj)+pk+ ck`n4
n
,
where t=(t1, ..., tr)Œ. For a real vector m=(m1, ..., mr)Œ and a real number
t, we define the set D(m, t) by
D(m, t)={(t1, ..., tr)Œ : |tj−mj | [ t for all j=1, ..., r}. (2.4)
For each y=(x−np)/`n, we have
Pr{Y=y}=Pr{X=x}
=(2p)−r F
D(0, p)
f(t) exp(−itŒx) dt
=(2p`n)−r I,
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where
I=F
D(0,`n p)
l(t) exp(−i tŒy) dt
and
l(t)=f 1 t
`n
2 exp(−i`n tŒp).
We can expand l(t) as
l(t)=exp 1 −1
2
tŒWt+itŒc231+ 1
`n
h1(t)+
1
n
h2(t)+o(n−1)4
for large n and fixed t, where
h1(t)=
i2
6
33 Cr
j=1
cjt
2
j −6(tŒp)(tŒc)4+i36 3 C
r
j=1
pjt
3
j −3(tŒp)(tŒWt)−(tŒp)34
and
h2(t)=
1
2
{h1(t)}2−
i2
2
(tŒc)2
+
i3
24
34 Cr
j=1
cjt
3
j −12(tŒc)(tŒWt)+12(tŒp)2 (tŒc)−12(tŒp) C
r
j=1
cjt
2
j
4
+
i4
24
3 Cr
j=1
cjt
4
j −3(tŒWt)2+3(tŒp)4+6(tŒp)2 (tŒWt)−4(tŒp) C
r
j=1
pjt
3
j
4 .
Let
wn(t)=l(t) exp 112 tŒWt−i tŒc2−1− 1`n h1(t)−1n h2(t),
I1=F
D(0,`n p)0D(0, n1/4p)
l(t) exp(−itŒy) dt,
I2=F
D(0, n1/4p)
exp(−itŒy) exp 1 −1
2
tŒWt+itŒc2 wn(t) dt,
I3=F
Rr0D(0, n1/4p)
exp(−itŒy) exp 1 −1
2
tŒWt+itŒc2
×31+ 1
`n
h1(t)+
1
n
h2(t)4 dt.
340 TANEICHI, SEKIYA, AND SUZUKAWA
Then wn(t)=o(n−1) and
I−F
Rr
exp(−i tŒy) exp 1 −1
2
tŒWt+itŒc231+ 1
`n
h1(t)+
1
n
h2(t)4 dt
=I1+I2−I3
for large n. Hence, from (A1.1) in Appendix 1 we obtain
0 [ lim
nQ.
n :I−F
Rr
exp(−itŒy) exp 1 −1
2
tŒWt+itŒc2
×31+ 1
`n
h1(t)+
1
n
h2(t)4 dt :
[ lim
nQ.
n |I1 |+ lim
nQ.
n |I2 |+ lim
nQ.
n |I3 |
=0.
Therefore, we have
Pr{Y=y}=(2p`n)−r 5F
Rr
exp(−itŒy) exp 1 −1
2
tŒWt+itŒc2
×31+ 1
`n
h1(t)+
1
n
h2(t)4 dt+o(n−1)6 .
By carrying out this integration, we have (2.2). We have completed the
proof of Theorem 1.
3. ASYMPTOTIC APPROXIMATIONS FOR THE DISTRIBUTIONS
UNDER LOCAL ALTERNATIVES
In this section, we derive approximations for the distributions of Ra
under local alternatives H1, n. By the transformation (2.1), the power diver-
gence statistics Ra can be rewritten as
Ra(Y)=˛ 2a(a+1) 1 Ckj=1 (npj+`n Yj)a+1(npj)a −n2 (a ] 0, −1)2 Ck
j=1
(npj+`n Yj) log 11+ Yj`n pj 2 (a=0)
2 C
k
j=1
npj log 1 npj
npj+`n Yj
2 (a=−1).
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We put
B (a)={y=(y1, ..., yr)Œ : Ra(y) < b}.
For every l ¥ {1, ..., r}, the set B (a) can be represented as
B (a)={y=(y1, ..., yr)Œ : wl(ygl ) < yl < hl(ygl ),
ygl=(y1, ..., yl−1, yl+1, ..., yr)Œ ¥ Bl},
where Bl … R r−1 and hl, wl are continuous functions on R r−1 (see Read
[8]). The distribution of the power divergence statistics Ra under H1, n can
be expressed as
Pr{Ra < b | H1, n}=Pr{Y ¥ B (a) | H1, n}.
In the case of c=0, H1, n coincides with the null hypothesis H0. We
summarize here the results of studies on the distributions of Ra under H0.
In order to derive an asymptotic expansion for Pr{Y ¥ B (a) | H0}, it is
necessary to sum the local Edgeworth expansion (2.2) with c=0 over all
lattice points in B (a). Applying the generalized Euler–Mclaurin summation
formula to the local Edgeworth expansion, Ranga Rao [7] gave asympto-
tic expansion for Pr{Y ¥ B} when B is a Borel set. Applying Ranga Rao’s
expansion in the case that B is convex, Yarnold [15] derived an asymptotic
expansion for the null distribution of R1. Furthermore, Read [8] derived
an asymptotic expansion for the null distribution of general Ra in a similar
fashion to that of R1. The asymptotic expansion given by Read [8] is
expressed in the following form.
Pr{Ra < b | H0}=J1+J2+J3+O(n−3/2).
The J1 term can be regarded as the multivariate Edgeworth expansion for a
continuous distribution. The following is the evaluation of J1 given in
Theorem 3.1 of Read [8].
Theorem 2. The J1 term is evaluated as
J1=Pr{q
2
r < b}+
1
24n
C
3
j=0
v (a)j Pr{q
2
r+2j < b}+o(n
−1),
where
v (a)0 =−2(S
0
1−1),
v (a)1 =(a+2)(2a+1) S
0
1−3ak(ak+2)+(a−1)(a+2),
v (a)2 =−a{(7a+5) S
0
1−6k(ak+a+1)+5a+1},
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v (a)3 =a
2(5S01−3k
2−6k+4),
S01=C
k
j=1
1
pj
,
and q2r denotes a central chi-square random variable with r degrees of
freedom.
The J2 term is a discontinuous term to account for the discontinuity in Y
and is O(n−1/2). The J2 term can be approximated to first order by
Jˆ2=3(2pn) r Dk
j=1
pj 4−1/2 e−b/2(N (a)−n r/2V (a)),
where N (a) is the number of lattice points in B (a) and V (a) is the volume of
B (a). Another discontinuous term J3 is O(n−1) and is still very complicated.
Neglecting the J3 term, therefore, Yarnold [15], Siotani and Fujikoshi
[12], and Read [8] proposed the following approximation.
Pr{Ra < b | H0} % J1+Jˆ2. (3.1)
The numerical accuracy of the approximation (3.1) is shown in Yarnold
[15] for R1 and in Read [9] for general Ra.
We now consider an approximation based on an asymptotic expansion
for the distribution of Ra under H1, n. We consider the following appro-
ximation for the distribution of Ra under H1, n corresponding to the
approximation (3.1) for that under H0.
Pr{Ra < b | H1, n} % Jg1+Jg2 , (3.2)
where
Jg1=F
B(a)
f(y) 31+ 1
`n
g1(y)+
1
n
g2(y)4 dy,
Jg2=−
1
`n
C
r
l=1
n−(r−l)/2 C
yl+1 ¥ Ll+1
· · · C
yr ¥ Lr
F · · ·F
Bl
Q F
Bl
×[S1(`n yl+npl) f(y)]hl(y
g
l )
wl(y
g
l )
dy1 · · · dyl−1,
S1(x)=x−[x]−
1
2
,
[h(y)]hl(y
g
l )
wl(y
g
l )
=h(y1, ..., yl−1, hl(y
g
l ), yl+1, ..., yr)
−h(y1, ..., yl−1, wl(y
g
l ), yl+1, ..., yr),
(3.3)
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and
Ll=3yl : yl=nl−npl`n , nl is an integer4 .
The Jg1 term is the multivariate Edgeworth expansion for a continuous
distribution, and the Jg2 term is a discontinuous term to account for the
discontinuity in Y. In the case of c=0, Jg1 and J
g
2 coincide with J1 and J2,
respectively. The Jg2 term can be represented in the following form.
Jg2=3(2pn) r Dk
j=1
pj 4−1/2 5 C
y1 ¥ L1
· · · C
yr ¥ Lr, B
(a)
exp 3 −1
2
(y− c)Œ W−1(y− c)4
−n r/2 F
B(a)
exp 3 −1
2
(y− c)Œ W−1(y− c)4 dy
+C
r
l=1
n (l−1)/2 C
yl+1 ¥ Ll+1
· · · C
yr ¥ Lr
F · · ·F
B(a)
Q F
B(a)
S1(`n yl+npl)
×1yl−cl
pl
−
yk−ck
pk
2 exp 3 −1
2
(y− c)Œ W−1(y− c)4 dy1 · · · dyl6 . (3.4)
The result follows applying Lemma 1 in Yarnold [15] and then consider-
able algebra. The expression of Jg2 in (3.4) is not a simple form such as Jˆ2.
We now mention the reason why it is very difficult to express Jg2 in a
simple form such as Jˆ2. hl(y
g
l ) and wl(y
g
l ) are the values of yl such that
Ra(y)=b. It is evaluated that Ra(y)=yŒW−1y+o(1). So, if we put
Ra(y)=b, then yŒW−1y=b+o(1). On the other hand, under the condition
that yŒW−1y is constant, f(y) is constant in the case of c=0, while f(y) is
not constant in the case of c ] 0. For the above reason, in the case of c=0,
the quantity
[S1(`n yl+npl) f(y)]hl(y
g
l )
wl(y
g
l )
in (3.3) can be expressed as
(2p)−r/2 |W|−1/2 e−b/2[S1(`n yl+npl)]hl(y
g
l )
wl(y
g
l )
+o(1). (3.5)
By using this expression, J2 can be approximated by a simple form Jˆ2. In
the case of c ] 0, however, it is very difficult to obtain an expression such
as (3.5). So, a simple expression of Jg2 is yet to be investigated. Therefore
we consider Jg1 as an approximation for the distribution of R
a under H1, n.
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Theorem 3. The Jg1 term is evaluated as
Jg1=Pr{q
2
r (d) < b}+
1
6`n
C
3
j=0
q (a)j Pr{q
2
r+2j(d) < b}
+
1
72n
C
6
j=0
r (a)j Pr{q
2
r+2j(d) < b}+o(n
−1), (3.6)
where
q (a)0 =2S
3
2,
q (a)1 =−3(S
3
2+aS
1
1),
q (a)2 =(1−a) S
3
2+3aS
1
1,
q (a)3 =aS
3
2,
r (a)0 =4(S
3
2)
2−18S43−6(S
0
1−1),
r (a)1 =−12(S
3
2)
2−9(S21)
2−12aS11S
3
2+33S
4
3+18aS
2
2−18akS
2
1
+3{(a+2)(2a+1) S01−3ak(ak+2)+(a−1)(a+2)},
r (a)2 =(13−4a)(S
3
2)
2−18(a−1)(S21)
2+9a2(S11)
2+30aS11S
3
2+18(a−1) S
4
3
+18a(a−1) S22−18a{(a−2) k+a−1} S
2
1
−3a{(7a+5) S01−6k(ak+a+1)+5a+1},
r (a)3 =2(5a−3)(S
3
2)
2−9(a2−4a+1)(S21)
2−18a2(S11)
2
+6a(a−4) S11S
3
2+3(2a
2−9a+1) S43−54a
2S22
+18a{(2a−1) k+3a−1} S21+3a
2(5S01−3k
2−6k+4),
r (a)4 =(a
2−8a+1)(S32)
2+18a(a−1)(S21)
2+9a2(S11)
2
−6a(2a−1) S11S
3
2−3a(5a−3) S
4
3+36a
2S22−18a
2(k+2) S21,
r (a)5 =−2a(a−1)(S
3
2)
2−9a2(S21)
2+6a2S11S
3
2+9a
2S43,
r (a)6 =a
2(S32)
2,
S lm=C
k
j=1
(cj) l
(pj)m
,
d is defined by (1.1), and q2r (d) denotes a noncentral chi-square random
variable with r degrees of freedom and noncentrality parameter d.
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Proof. If we regard
f(y) 31+ 1
`n
g1(y)+
1
n
g2(y)4
as the continuous density function of Y, then we can regard Jg1 as
the distribution function of Ra(Y). Then we calculate the characteristic
function
k(u)=F
Rr
exp{iuRa(y)} f(y) 31+ 1
`n
g1(y)+
1
n
g2(y)4 dy
of Ra(Y). We can expand Ra(y) as
Ra(y)=yŒW−1y+a−1
3`n
C
k
j=1
y3j
p2j
+
(a−1)(a−2)
12n
C
k
j=1
y4j
p3j
+o(n−1) (3.7)
in the set Qn of y for which |yj/`n pj | < 1, j=1, ..., k. Therefore, from
Appendix 2 we have
k(u)=F
Rr
f(y) exp{iuyŒW−1y} A(y) dy+o(n−1), (3.8)
where
A(y)=1+
1
`n
3 iu(a−1)
3
C
k
j=1
y3j
p2j
+g1(y)4
+
1
n
3 iu(a−1)(a−2)
12
C
k
j=1
y4j
p3j
+
(iu)2 (a−1)2
18
1 Ck
j=1
y3j
p2j
22
+
iu(a−1)
3
g1(y) C
k
j=1
y3j
p2j
+g2(y)4 . (3.9)
Let s2=(1−2iu)−1 and
fg(y)=(2p)−r/2 s−r |W|−1/2 exp 3 − 1
2s2
(y−s2c)Œ W−1(y−s2c)4 .
Then fg(y) is the density function of the r-variate normal distribution
Nr(s2c, s2W), and k(u) can be expressed as follows:
k(u)=s r exp(ius2cŒW−1c) F
Rr
fg(y) A(y) dy+o(n−1).
346 TANEICHI, SEKIYA, AND SUZUKAWA
Using the moment formulae for the multivariate normal variate, we obtain
k(u)=(1−2iu)−r/2 exp 1 iu
1−2iu
d2
×51+ 1
6`n
C
3
j=0
(1−2iu)−j q (a)j +
1
72n
C
6
j=0
(1−2iu)−j r (a)j 6
+o(n−1). (3.10)
Inverting (3.10) we obtain (3.6). We have completed the proof of Theorem 3.
We have the following approximation based on Theorem 3.
Pr{Ra < b | H1, n} % Pr{q2r (d) < b}+
1
6`n
C
3
j=0
q (a)j Pr{q
2
r+2j(d) < b}
+
1
72n
C
6
j=0
r (a)j Pr{q
2
r+2j(d) < b}. (3.11)
4. APPLICATION
In this section, we consider the application of (3.11) to the power
approximation of Ra. Using the approximation given by (3.11), we can
approximate the power of Ra against H1, n as
1−Pr{q2r (d) < c
(a)
0 }−
1
6`n
C
3
j=0
q (a)j Pr{q
2
r+2j(d) < c
(a)
0 }
−
1
72n
C
6
j=0
r (a)j Pr{q
2
r+2j(d) < c
(a)
0 }, (4.1)
where c (a)0 is the critical value for R
a. We refer to the approximation given
by (4.1) as AE approximation.
In order to investigate the performance of the AE approximation, we
compare the approximation with the true power of the randomized size-a
test that is calculated by direct enumeration (e.g., West and Kempthorne
[14] and Read and Cressie [10, pp. 76–77]). The procedure for the
comparison is as follows:
First, we fix the values of k, n, d, and the significance level. Second, we
select the null hypothesis and alternative hypotheses. Setting pj=1/k for
j=1, ..., k we consider H0 : pj=pj, (j=1, ..., k) as the null hypothesis. We
randomly generate vectors c (a)=(c(a)1 , ..., c
(a)
k )Œ, (a=1, 2, ...) such that
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;kj=1 c (a)j =0 and ;kj=1 (c (a)j )2/pj=d. Excluding c (a) which does not satisfy
c (a)j >−`n pj, (j=1, ..., k), we obtain 500 new vectors c (i)=(c(i)1 , ..., c (i)k )Œ,
(i=1, ..., 500). After that, we consider the alternative H (i)1, n : pj=pj+
c (i)j /`n , (j=1, ..., k) corresponding to c (i) for each i. Third, under each
alternative H (i)1, n, we calculate the true power PE(i), (i=1, ..., 500) of the
randomized size-a test and the approximated power P(i), (i=1, ..., 500) by
the AE approximation. The corresponding critical value of the true power
is also used for the AE approximation. We investigate the performance of
the approximation based on the following two indices.
M1 : The number of alternatives which satisfy |P(i)−PE(i)| < 0.02.
M2 : The number of alternatives which satisfy |P(i)−PE(i)| < 0.04.
TABLE I
M1 andM2 for the AE Approximation (k=4)
M1 M2
a d 5k 6k 7k 8k 9k 10k 5k 6k 7k 8k 9k 10k
−1 3k/4 9 150 393 500 350 500 500 387 500 500 500 500
k 81 148 312 500 319 500 498 325 500 500 456 500
5k/4 105 150 289 476 301 500 354 297 436 500 411 500
−1/2 3k/4 445 54 500 500 500 500 500 239 500 500 500 500
k 374 69 500 435 500 492 500 166 500 500 500 500
5k/4 329 81 500 395 500 409 497 148 500 470 500 500
0 3k/4 500 262 500 500 500 500 500 500 500 500 500 500
k 500 159 500 499 500 456 500 404 500 500 500 500
5k/4 446 142 500 434 500 396 484 337 500 500 500 500
2/3 3k/4 500 500 500 500 500 500 500 500 500 500 500 500
k 420 500 500 500 500 500 486 500 500 500 500 500
5k/4 333 500 432 500 500 500 409 500 498 500 500 500
1 3k/4 0 338 121 500 500 500 397 500 500 500 500 500
k 0 269 55 500 500 464 322 500 476 500 500 500
5k/4 0 222 26 500 500 500 261 500 482 500 500 500
3/2 3k/4 500 500 500 500 500 500 500 500 500 500 500 500
k 426 455 422 492 500 500 493 500 500 500 500 500
5k/4 390 420 385 455 500 500 439 500 500 500 500 500
2 3k/4 500 500 425 500 500 500 500 500 500 500 500 500
k 427 500 393 486 492 500 500 500 500 500 500 500
5k/4 350 400 321 429 426 500 424 500 484 500 500 500
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Statistics Ra with a=−1, −1/2, 0, 2/3, 1 are well known as multino-
mial goodness-of-fit statistics. In addition, Read and Cressie [10, pp. 63]
conclude that a reasonable choice of a will lie in the range a ¥ (−1, 2] in
almost all cases. So, we are interested in statistics Ra with a=−1, −1/2,
0, 2/3, 1, 3/2, 2. For the number of cells k=4, 5, sample size n=5k,
6k, 7k, 8k, 9k, 10k, noncentrality parameter d=3k/4, k, 5k/4, and signi-
ficance level a=0.05, we consider statistics Ra with a=−1, −1/2, 0,
2/3, 1, 3/2, 2. The values of the indices M1 and M2 for k=4 and k=5
are listed in Table I and Table II, respectively.
From Tables I and II, we find the following results.
1. In the case of k=4, the AE approximation satisfiesM1 \ 300 and
M2 \ 400 for all values of a and d when n \ 8k.
TABLE II
M1 andM2 for the AE Approximation (k=5)
M1 M2
a d 5k 6k 7k 8k 9k 10k 5k 6k 7k 8k 9k 10k
−1 3k/4 364 0 496 328 500 430 489 4 500 451 500 495
k 292 14 429 312 493 397 435 162 495 417 500 465
5k/4 242 89 373 298 455 376 372 198 459 396 500 448
−1/2 3k/4 135 237 448 467 496 457 445 452 500 500 500 500
k 120 284 401 402 449 406 360 404 457 493 500 496
5k/4 100 263 362 341 408 371 293 367 428 447 471 462
0 3k/4 390 500 474 500 500 500 456 500 500 500 500 500
k 332 413 434 490 462 500 405 488 472 500 500 500
5k/4 272 327 381 432 432 456 361 433 442 486 479 500
2/3 3k/4 484 500 500 500 500 500 500 500 500 500 500 500
k 489 500 500 500 500 500 500 500 500 500 500 500
5k/4 500 496 472 483 495 500 500 500 498 500 500 500
1 3k/4 58 408 491 422 500 497 408 500 500 500 500 500
k 35 394 458 346 500 469 341 470 500 500 500 500
5k/4 11 388 459 344 500 500 317 459 500 500 500 500
3/2 3k/4 442 494 500 500 500 500 500 500 500 500 500 500
k 377 443 481 484 495 500 456 489 500 500 500 500
5k/4 337 414 458 459 481 500 429 457 495 500 500 500
2 3k/4 500 500 500 500 500 500 500 500 500 500 500 500
k 500 500 500 500 500 500 500 500 500 500 500 500
5k/4 496 454 488 483 465 495 500 492 500 500 500 500
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2. In the case of k=5, the AE approximation satisfiesM1 \ 300 and
M2 \ 400 for almost all values of a and d (except for a=−1,
d=5k/4, n=8k) when n \ 7k.
3. For each value of a, the AE approximation is effective in the
following cases: n \ 8k for a=1; n \ 7k for a=−1, −1/2, 0; n \ 5k for
a=2/3, 3/2, 2.
4. Especially in the case of n \ 8k and d [ k, the AE approximation
is quite accurate for any a ¥ [−1, 2].
We next compare the performance of the AE approximation with that of
other power approximations. Drost et al. [4] proposed two power approx-
imations Aa and Ba. The Aa approximation is constructed from a linear
combination of mutually independent noncentral chi-square random
variables. The Ba approximation is constructed from a linear expression of
a single noncentral chi-square random variable which has the same
moment as Aa. Sekiya et al. [11] proposed NT approximation, which is a
normal approximation based on the normalizing transformation of Ra.
We describe the expressions of Aa, Ba, and NT approximations to the
power of Ra against alternative
H1 : p=y (y ] p),
where p=(p1, ..., pk)Œ, y=(y1, ..., yk)Œ, and p˜=(p1, ..., pr, pk)Œ. Let
Ia(y, p˜)=˛ 1a(a+1) Ckj=1 yj 31 yjpj 2a−14 (a ] 0, −1)Ck
j=1
yj log
yj
pj
(a=0)
C
k
j=1
pj log
pj
yj
(a=−1),
y1/2=(y1/21 , ..., y
1/2
k )Œ,
rj=
yj
pj
(j=1, ..., k),
Q (a)=diag(ra/21 , ..., r
a/2
k ),
and
z (a)=a−1n1/2(y1/21 (1−r
−a
1 ), ..., y
1/2
k (1−r
−a
k ))Œ.
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Let b (a)1 , ..., b
(a)
r be the non-zero eigenvalues and S
(a) the k×k orthogonal
matrix of eigenvectors of Q (a)(E− y1/2(y1/2)Œ) Q (a):
(S (a))Œ Q (a)(E− y1/2(y1/2)Œ) Q (a)S (a)=diag(b (a)1 , ..., b (a)r , 0),
where E denotes the k-dimensional unit matrix. And let
g (a)=(g (a)1 , ..., g
(a)
k )Œ=(S(a))Œ Q (a)z (a).
Then the Aa approximation is represented as
1−Pr 3 Cr
j=1
b (a)j q
2
1
1 (g (a)j )2
b (a)j
2 < c (a)0 −2nIa(y, p˜)+Cr
j=1
(g (a)j )
24 . (4.2)
Let
L (a)=
1
r
C
k
j=1
(1−yj) r
a
j
and
w (a)=
n
(a L (a))2
5Ck
j=1
yj(r
a
j −1)
2−3 Ck
j=1
yj(r
a
j −1)426 .
Then the Ba approximation is represented as
1−Pr 3q2r (w (a)) < c (a)0 −2nIa(y, p˜)+L (a)w (a)
L (a)
4 . (4.3)
Let
A (a)j =˛raja (a ] 0)
log rj (a=0),
B (a)j =
raj
yi
,
M(2)jl =djlyj− yjyl,
M (3)jlm=djldjmyj−(djlyjym+djmyjyl+dlmyjyl)+2yjylym,
n (a)=Ia(y, p˜),
n (a)1 =
1
2
C
k
j=1
B (a)j M
(2)
jj ,
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n (a)2 =C
k
j=1
C
k
l=1
A (a)j A
(a)
l M
(2)
jl ,
n (a)3 =C
k
j=1
C
k
l=1
C
k
m=1
(A(a)j A
(a)
l A
(a)
m M
(3)
jlm+3A
(a)
j A
(a)
l B
(a)
m M
(2)
jmM
(2)
lm ),
C (a)=−
n (a)n (a)3
3(n (a)2 )
2 ,
and
ja(x)=˛ n (a)C (a)+1 11 xn (a)2C(a)+1−12 (C (a) ] −1)
n (a) log
x
n (a)
(C (a)=−1).
Then the NT approximation is represented as
1−F 1= n
n (a)2
3ja 1c (a)02n 2−1n 1n (a)1 − n
(a)
3
6n (a)2
242 , (4.4)
where F( · ) denotes the standard normal distribution function. When we put
yj=pj+
cj
`n
(j=1, ..., k),
expressions (4.2), (4.3), and (4.4) represent Aa, Ba, and NT approximations
to the power of Ra against H1, n, respectively.
Bhattacharya and Chan [2] approximated the null distribution of
Pearson’s chi-square statistic R1 by aggregating the local expansion over
the region of an ellipsoid. According to their method, the power of Ra is
approximated by aggregating the local Edgeworth expansion given by (2.2).
We refer to this approximation as AG approximation. This approximation
requires high computer performance when n and k are not small.
In order to compare the performance of the AE approximation with
the Aa approximation, the Ba approximation, the NT approximation,
the AG approximation, and the ordinary q2 approximation, i.e., 1−
Pr{q2r (d) < c
(a)
0 }, we investigate the performance of the other approxima-
tions in a similar fashion to that of the AE approximation. Table III illus-
trates the value of the index M2 for each approximation in the case of
n=7k. From Table III and a more extensive investigation of the accuracy
of these approximations, we find that the AE approximation is more effec-
tive than the other approximations for almost all values of a and d when
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TABLE III
M2 for Each Approximation (n=7k)
k=4 k=5
a d q2 Aa Ba NT AE AG q2 Aa Ba NT AE AG
−1 3k/4 18 178 333 500 500 500 30 497 470 64 500 500
k 35 354 404 500 500 500 34 500 431 500 495 474
5k/4 49 453 401 500 436 457 41 459 401 500 459 421
−1/2 3k/4 342 500 500 330 500 500 186 497 500 175 500 500
k 268 500 500 464 500 500 149 491 500 500 457 477
5k/4 198 500 496 500 500 467 135 500 500 500 428 424
0 3k/4 500 500 500 42 500 500 414 500 500 77 500 500
k 411 457 457 500 500 500 333 479 479 500 472 481
5k/4 343 368 368 500 500 470 258 418 418 500 442 428
2/3 3k/4 500 500 500 313 500 500 500 500 500 5 500 500
k 485 496 437 500 500 500 484 500 479 415 500 494
5k/4 395 445 396 500 498 479 406 499 456 485 498 438
1 3k/4 444 500 500 0 500 500 500 500 500 5 500 500
k 426 500 468 46 476 500 500 500 500 334 500 500
5k/4 397 500 457 228 482 500 500 500 500 426 500 445
3/2 3k/4 470 500 500 21 500 500 484 500 500 22 500 500
k 467 500 460 227 500 500 476 500 500 267 500 500
5k/4 500 500 444 324 500 500 490 500 500 401 495 445
2 3k/4 446 500 500 296 500 500 486 500 489 29 500 500
k 395 500 500 345 500 500 464 500 459 183 500 500
5k/4 375 500 500 365 484 500 459 500 452 332 500 448
n \ 7k except for the AG approximation. On the other hand, we find that
the AE approximation does not always perform better than the AG
approximation. However, when the sample size is not so large, the AG
approximation does not perform well as the value of d increases.
5. CONCLUDING REMARKS
From the numerical results in Section 4, we found that the AE approx-
imation is effective in the following cases:
n \ 7k for the modified log likelihood ratio statistic R−1;
n \ 7k for the Freeman–Tukey statistic R−1/2;
n \ 7k for the log likelihood ratio statistic R0;
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n \ 5k for the statistic R2/3 recommended by Cressie and Read;
n \ 8k for Pearson’s chi-square statistic R1;
n \ 5k for the statistics R3/2 and R2.
Furthermore, the AE approximation is quite accurate for all of these
seven test statistics when n \ 8k and d [ k. We also found that the AE
approximation is effective for a much wider range of the value of a than
the other power approximations at least when the null hypothesis is
symmetric, except for the AG approximation.
On the size of the test based on Pearson’s chi-square statistic R1,
Bhattacharya and Chan [2] compared the ordinary q2 approximation with
the aggregated local Edgeworth approximation numerically. As a result of
the comparison, they found that an omission of the discontinuous term
does not lead to a serious error. They pointed out that the reason for this
result lies in the geometrical property of the region for which the probabil-
ity is sought (ellipse in this case). By the geometrical property, the error of
the q2 approximation is O(n−(k−1)/k), which was proved by Esséen [5] and
was generalized by Matthes [6]. The AE approximation derived in Section
4 does not have the discontinuous term. However, we find that an omission
of the discontinuous term also does not lead to a serious error in approxi-
mating the power of the test based on Ra. We suspect that the same reason
also underlies this case.
On the other hand, Bhattacharya and Chan [2] pointed out that the
aggregated local Edgeworth approximation does not perform well when the
null hypothesis is asymmetric and the sample size is small. The large d in
our case corresponds to the extremely asymmetric hypothesis in the
null hypothesis case. So, we are convinced of the result that the AG
approximation does not perform well as the value of d increases.
APPENDIX 1
We now prove
lim
nQ.
n |Ij |=0, (j=1, 2, 3), (A1.1)
where Ij’s are defined in Theorem 1.
If |tj | [`n p for all j=1, ..., r, then there exists c > 0 such that
: f 1 t
`n
2: [ exp 1 − c Cr
j=1
t2j 2 .
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Hence, we have
0 [ lim
nQ.
n |I1 |
[ lim
nQ.
n F
D(0,`n p)0D(0, n1/4p)
: f 1 t
`n
2: |exp(−i`n tŒp) exp(−itŒy)| dt
[ lim
nQ.
n F
D(0,`n p)0D(0, n1/4p)
exp 1 − c Cr
j=1
t2j 2 dt
[ lim
nQ.
n F
Rr0D(0, n1/4p)
exp 1 − c Cr
j=1
t2j 2 dt
= lim
n1/4Q.
1p
c
2 r/2−12 F n1/4p
0
e−cu
2
du2 r
(n1/4)−4
=0.
Therefore
lim
nQ.
n |I1 |=0.
We have
0 [ lim
nQ.
n |I2 |
[ lim
nQ.
n F
D(0, n1/4p)
:exp(−itŒy) exp 1 −1
2
tŒWt+itŒc2 wn(t): dt
[ lim
nQ.
n F
Rr
exp 1 −1
2
tŒWt2 |wn(t)| dt
=0.
The last equality is due to
F
Rr
exp(− 12 tŒWt) dt=(2p) r/2 |W|−1/2 <.
and wn(t)=o(n−1). Therefore
lim
nQ.
n |I2 |=0.
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Let
I31=F
Rr0D(0, n1/4p)
exp(− 12 tŒWt) dt,
I32=F
Rr0D(0, n1/4p)
exp(− 12 tŒWt) |h1(t)| dt,
I33=F
Rr0D(0, n1/4p)
exp(− 12 tŒWt) |h2(t)| dt.
Then
|I3 | [ I31+
1
`n
I32+
1
n
I33. (A1.2)
Since W is a positive definite (symmetric) matrix, there exists an orthogonal
matrix T and positive numbers d1, ..., dr such that
TŒWT=diag(d1, ..., dr). (A1.3)
Using the transformation t=Ts we have
0 [ lim
nQ.
nI31
[ lim
nQ.
n 3F
Rr
exp(− 12 tŒWt) dt−F
tŒt [`n p2
exp(− 12 tŒWt) dt4
= lim
nQ.
n 3F
Rr
exp(− 12 tŒWt) dt−F
sŒs [`n p2
exp 1 − 12 Cr
j=1
djs
2
j
2 ds4
[ lim
nQ.
n 3F
Rr
exp(− 12 tŒWt) dt−F
D(0, n1/4p/`r)
exp 1 − 12 Cr
j=1
djs
2
j
2 ds4
=0.
Therefore
lim
nQ.
nI31=0. (A1.4)
Since h1(t) and h2(t) are polynomials of t1, ..., tr, we have
F
Rr
exp(− 12 tŒWt) |hj(t)| dt <. (j=1, 2).
Therefore
lim
nQ.
I33= lim
nQ.
F
Rr0D(0, n1/4p)
exp(− 12 tŒWt) |h2(t)| dt=0 (A1.5)
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and
lim
nQ.
`n I32=0. (A1.6)
From (A1.2), (A1.4), (A1.5), and (A1.6),
lim
nQ.
n |I3 |=0.
This completes the proof of (A1.1).
APPENDIX 2
We now prove (3.8). We define
d0=max
1 [ j [ r
dj
and
Ln=3y=(y1, ..., yr)Œ : : Cr
l=1
tlj(yl−cl): < 2`d0 log n , j=1, ..., r4 ,
where d1, ..., dr are given in (A1.3) and tlj is the (l, j)-component of the
orthogonal matrix T in (A1.3). Then, we can show that Ln … Qn for suffi-
cientry large n. For large n satisfying Ln … Qn, we divide R r into Ln and
R r0Ln and apply (3.7). Since
F
Rr
f(y) dy=1,
we have
k(u)=F
Rr0Ln
f(y) exp{iuRa(y)} 31+ 1
`n
g1(y)+
1
n
g2(y)4 dy
+F
Ln
f(y) exp{iuyŒW−1y} A(y) dy+o(n−1)
=F
Rr0Ln
f(y) exp{iuRa(y)} 31+ 1
`n
g1(y)+
1
n
g2(y)4 dy
+F
Rr
f(y) exp{iuyŒW−1y} A(y) dy
−F
Rr0Ln
f(y) exp{iuyŒW−1y} A(y) dy+o(n−1),
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where f(y) and A(y) are defined by (2.3) and (3.9), respectively. Let
w=(w1, ..., wr)Œ=TŒ(y− c).
Then y ¥ Ln is equivalent to
w ¥ D(0, 2`d0 log n),
where the set D(0, 2`d0 log n) is defined by (2.4). Hence, we have
lim
nQ.
n2 F
Rr0Ln
f(y) dy
= lim
nQ.
n2 1F
Rr
f(y) dy−F
Ln
f(y) dy2
= lim
nQ.
1−(2p)−r/2 |W|−1/2 D
r
j=1
12 F 2`d0 log n
0
e−w
2
j /2dj dwj 2
n−2
= lim
nQ.
R −(2p)−r/2 |W|−1/2 3Drj=1 12 F 2`d0 log n0 e−w2j /2dj dwj 24
× C
r
l=1
2 exp 1−2d0 log n
dl
2 `d0
n`log n
2 F 2`d0 log n
0
e−w
2
l /2dl dwl
S
−2n−3
=0.
Therefore
F
Rr0Ln
f(y) dy=o(n−2). (A2.1)
By using (A2.1) we can obtain (3.8).
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