Abstract. We investigate the behavior of the tangent flow of a stochastic differential equation with a fast drift. The state space of the stochastic differential equation is the two-dimensional cylinder. The fast drift has closed orbits, and we assume that the orbit times vary nontrivially with the axial coordinate. Under a nondegeneracy assumption, we find the rate of growth of the tangent flow. The calculations involve a transformation introduced by Pinsky and Wihstutz.
Introduction
There has recently been a renewed interest in stochastic averaging; viz., in the techniques of model-reduction of stochastic differential equations (SDE's) with several scales of speed. Although classical stochastic averaging dates back to the 1960's and the work of (among others) Khasminskii (see [8] and [9] ), recent results by Freidlin and Wentzell [6] have expanded the scope of stochastic averaging. This renewed interest, and the development of a number of tools of stochastic analysis since the 1960's suggests that we re-examine stochastic averaging.
Our interest here is in the stability of stochastic averaging. In particular, we will investigate the effect of an infinitesimally small perturbation of the initial condition upon the trajectories of a stochastic differential equation (SDE) which is amenable to stochastic averaging; more exactly, we are interested in the tangent flow of an SDE which is amenable to stochastic averaging. In almost any physical model, exact parameters, the initial condition included, are not precisely known. Thus it is of interest to understand how a slight perturbation of the initial condition manifests itself, particularly when a separation of scales occurs; this is a question of stability of the SDE. Secondly, if we know the law of the two-point motion of an SDE, then we can identify the coefficients of the SDE (see [2] ); our results are also a small step in the direction of understanding the two-point motion of an SDE which has a fast motion. Baxendale has already investigated related asymptotics of the tangent flow of an SDE with no fast component [3] . Finally, we should mention that our results are a small step towards studying the Fokker-Planck equation of diffusions with fast components. One of the most notable advances in stochastic analysis in the past several decades is the Malliavin calculus, which probabilistically gives analytic information about densities of SDE's (see [4] and [12] ). It would be interesting to see how the techniques of Malliavin calculus could be combined with some of the asymptotics in stochastic averaging. Since the Malliavin covariance matrix crucially depends on the tangent flow, our efforts would hopefully be relevant for such an undertaking.
The Problem and the Result
Let's state our problem and our results. The state space of our SDE will be the two-dimensional cylinder, which we shall interpret as (R/Z)×R. We shall try to use x ∈ R to denote the periodic or angular coordinate (thus all functions of x will be periodic of period 1) and y ∈ R to denote the axial coordinate and z = (x, y) ∈ R 2 to denote the ordered pair of these coordinates. Although we shall always write the components of an element of R 2 as a row vector, we shall implicitly convert to column vectors in all instances of matrix multiplication. We first define a speed which depends only on the y coordinate.
• α (y) > 0 for all y ∈ R.
• For each n ≥ 0, sup y∈R |α (n) (y)| < ∞ (where, as usual, α (n) is the n-th derivative of α).
We will let α be the dominant speed in the angular coordinate-see Figure 1 . We also need some perturbations.
Definition 2 (Perturbations)
. Let (Ω, F , P) be a probability triple on which are defined two independent standard Wiener processes W 1 and W 2 . For convenience, define the three semimartingales
For each i ∈ {0, 1, 2} and each j ∈ {1, 2}, let σ
for all x and y in R, • For each triplet of nonnegative integers l, m, and n,
Our main object of study will be the following stochastic differential equation: for all (x, y) ∈ R 2 . Here "•" corresponds to Stratonovich integration. This SDE is a speeded-up and randomly-perturbed form of the twist map
The orbits of the twist map are periodic (when we consider R/Z) and they are of constant speed, with this speed varying from orbit to orbit. We are interested in the stability of the SDE (1). Standard results (see [5] and [11] ) ensure that for each t ≥ 0, the map (
∂y (x, y) for all t ≥ 0 and (x, y) ∈ R 2 . Heuristically, Ξ
ε,x,y t measures how a small perturbation in the initial condition (i.e., a small perturbation in the point (x, y)) propagates. We are interested in how this notion of stability interacts with the twist map. If we start the SDE (1) at two nearby points (x, y) and (x , y ), then the two solutions of (1) should quickly separate if the perturbations kick one of the solutions to a higher y (where the angular speed α is larger); see Figure 2 . Our goal is to quantify this.
For future reference, let's identify the generator of (X ε , Y ε ). Define the three vector fields (i.e., derivations)
for all i ∈ {0, 1, 2}. Also define the fast vector field
and define the second-order operator Hörmander-form operator
The generator of (
The larger context of our problem is one of stochastic averaging. The point of (1) is that there is an asymptotic separation of scales; the angular coordinate X ε t (x, y) varies quickly (with speed ε −2 ) and Y ε t (x, y) is a slowly-varying quantity. Since the orbits of the angular component are closed (upon mapping to R/Z), we should be able to get some closed dynamics for Y ε t as ε tends to zero. Note that
for all y ∈ R and any Borel-measurable function ϕ : R 2 → R which is 1-periodic in the first argument. It is fairly classical that the law of Y ε converges to that of a Markov process given by an effective generator. Define the second-order operator See [7] for a proof. Let · be the standard Euclidean distance function on R 2 . Our main result is:
where the map λ : R → R is given in Definition 4 below.
This identifies the rate of growth of Ξ ε,x,y t for fixed t as ε tends to zero. Heuristically, we have that
Thus, if we start the SDE (1) at two nearby but different points, we should expect the two solutions to diverge at an exponential rate of ε −4/3 , with the precise rate depending upon the slowly-varying coordinate Y ε (which is in the limit governed by the averaged dynamics of Proposition 1). The novel exponent of 4/3 comes from a certain nilpotency in the fast dynamics of Ξ ε,x,y . To define the function λ of (2), we need several things. First, let's compute a certain invariant distribution.
Proposition 2.
For each υ 0 ∈ R and υ 1 > 0, the PDE
The proof is deferred until Section 5. The term sin 2 u υ0,υ1 means the derivative of the map θ → (sin 2 θ)u υ0,υ1 (θ) and the term cos 2 cos 2 u υ0,υ1 means the derivative of the product of θ → cos 2 θ and the derivative of the map θ → (cos 2 θ)u υ0,υ1 (θ). Next, we make a definition.
Definition 3. For each υ 0 ∈ R and υ 1 > 0, define
for all θ ∈ R and define¯
for all y ∈ R. The assumptions of Definition 1 ensure that υ 0 (y) is finite for all y > 0, and we now impose
for all y ∈ R.
The following explanation of the parameters υ 1 and υ 2 was suggested by Peter Baxendale. As we discussed, the reason for the growth of the tangent flow is that nearby starting points will get kicked to different orbits, where they will separate due to the difference in angular speed (which is measured by υ 0 = α ). The worst case is if the two starting points are on the same orbit; i.e., consider two starting points (x, y) and (x+δ, y). The primary reason why these two starting points would move to different orbits (remember that the same noise is driving both solutions of the SDE) is if the diffusion coefficients in the y direction are different at (x, y) and (x + δ, y); i.e., if ∂x (x, y) is nonzero. The quantity υ 1 measures the effective average of these quantities.
As the basis for all of our analysis, let's write down the SDE for the matrix
A Pinsky-Wihstutz Transformation and the Khasminskii-Furstenburg Formula
We start by using the transformation of Pinsky and Wihstutz [13] to identify the dominant terms of (3). To help clarify things, let's set up some notation. Define the 2 × 2 transformation matrix 
ε , for all t ≥ 0 and ε > 0. Define ∂y (x, y)
for all (x, y) ∈ R 2 and ε > 0. We then have that
for all t ≥ 0 and ε > 0. Of course Lemma 1. For any nonzero V ∈ R 2 \ {0} and every t ≥ 0, we have that
Proof. The transformation W ε is polynomial in ε 2/3 ; such transformations are invisible under the desired logarithmic asymptotics.
Fix now V ∈ R
2 \ {0}. The Khasminskii-Furstenburg formula allows us to study the evolution of Ξ ε,x,y t V . To write all of this out, we adopt most of the notation of [13] . Define S 1 def = {x ∈ R 2 : x = 1} and let ·, · denote the standard inner product in R 2 . For any 2 × 2 matrix C, define
t V for all t ≥ 0 and ε > 0. Then we have 
and
Let's convert things into a more usable form; namely, let's convert (4) to Itô form and let's identify the generator of the
for i ∈ {1, 2}, (x, y) ∈ R 2 , and ε > 0. Then
Let ∇ denote the standard Euclidean gradient operator. For any 2 × 2 matrix
for any ϕ ∈ C ∞ (S 1 ) and θ ∈ S 1 and anyφ ∈ C ∞ (R \ {0}) such thatφ(θ) = ϕ(θ) for all θ ∈ S 1 . For each z ∈ R 2 and ε > 0, define the second-order Hörmander-form
Heuristically, ε −4/3 A ε z is the generator of θ ε (if we fix Z ε at z). In order to write down the evolution of the pair (Z ε , θ ε ), we need to extend differential operators from C ∞ (R 2 ) (i.e. the σ i 's and L ) and C ∞ (S 1 ) (i.e. the h C 's and
where the "·" denotes the variable with respect to which derivatives are being taken. To proceed with our calculations, we now define, for each ε > 0, the second-order differential operator
, z ∈ R 2 and θ ∈ S 1 . In this formula, we interpret h S ε i (z) σ i ϕ to mean the action (as in (6)) of the vector field h S ε i (z) on the function (z, θ) → (σ i ϕ)(z, θ) and we interpret σ i h S ε i (z) ϕ to mean the action (as in (6)) of the vector field σ i on the function (z, θ) → (h S ε i (z) ϕ)(z, θ). Combining (1) and (5) and then converting to Itô form, we see that for any
for all t ≥ 0 and ε > 0.
Asymptotics
Let's start to identify the dominant parts of things. Define
Clearly there is an M > 0 such that
for all ε > 0 (where here · op is the norm on 2 × 2 matrices induced by · ). Note also that
for all y ∈ R. Define now
for all z ∈ R 2 and θ ∈ S 1 ; to enforce notational clarity, if z = (x, y), then Λ 1 (x, y, θ) = Λ 1 (z, θ). Then our first asymptotic simplification is Lemma 2. For any p ≥ 1 and any t ≥ 0,
Proof. Use (8).
We can easily compare various speeds. The speed of Z ε is ε −2 and the speed of θ ε (using (5) ). Let's now set up some notation to take care of a small difficulty. In order to replace Λ 1 by Λ 2 , we will use an auxiliary function Φ in (7) . Unfortunately, we have no control over Φ for y = ±∞. We need to localize. For each K > 0 and ε > 0, define the stopping time
Lemma 3. We have that
We now can make the stated replacement.
Lemma 4. For any p ≥ 1 and any
Proof. First of all, note that for any K > 0 and ε > 0, for all (x, y) ∈ R 2 and θ ∈ S 1 (here is the place where we need to localize; as α tends to zero, Ψ tends to infinity). Note that Ψ ∈ C ∞ (R 2 × S 1 ) and that for all ς ∈ R and use (13).
