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I. GLOSSARY OF SYMBOLS 
real n-dimensional Euclidean soace 
the i-th column vector of the n x n 
identity matrix 
T 
x = (x^, x^) a column vector with components x^ 
T X the transpose of x 
I I X I I The Euclidean norm of x 
(x,y) the inner product of x and y 
A = (a^ ) an n X n matrix with entries a^ 4 
ij 
rp 
A the transpose of A 
the i-th column vector of matrix A 
Jp(x) or J(x) the Jacobian matrix of F at x 
the i-th column vector of J(x) 
F'(x) or F"(x) the first or second Frechet deri­
vative of F at X 
D^f the partial derivative with res­
pect to the i-th variable (see 
( 3 . 2 ) )  
2 
H^(x) 
L(R", R^), LfR*) 
( ,  .. . »  a ^ )  
diagCa^, ..., a^) 
the vector partial derivative with 
respect to the i-th variable (see 
( 3 . 3 ) )  
the k-th approximation vector 
the residual vector P(x^) 
the Hessian matrix of f at x 
the linear space of linear opera­
tors from R^ to or R^ to R^ 
a matrix with columns a^, a" 
a diagonal matrix with elements 
)  . . . ,  a ^  
Kronecker delta 
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II. INTRODUCTION AND LITERATUPE REVIEW 
Many practical problems arising in physical science, 
engineering, optimization, and control theory when attacked, 
often require the solution of a set of nonlinear simul­
taneous equations. Because of the extremely rapid growth 
in speed and complexity of modern digital computers, solv­
ing large scale nonlinear systems of equations is almost 
exclusively confined to iterative methods. In the past two 
decades, numerous new methods and many modifications to the 
known methods for solving nonlinear simultaneous equations 
have been introduced. However, up to date there is still 
no one best method superior to the others in the sense that 
it can be used to solve a wide range of problems effectively 
and efficiently. Many methods may work on certain systems 
and fall on others or maybe at times they have to take more 
calculations to converge to a solution. Among all these 
methods, the one which is the oldest and best known is the 
Newton-Raphson method, or just Newton's method in brevity. 
Newton's method is commonly used because of its simplicity 
in form and there is great flexibility in using it on a 
large variety of problems. For that reason, the method is 
presented briefly by the following: 
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Let the system of n nonlinear equations in n unknowns 
be given as 
fl(x) = f^Cxi, Xg, ...» Xj^) = 0 
fgCx) = fgfxi, X2, x^) = 0 
(2.1) 
fn(x) = f^(x^, xg, ...» x^) = 0 
or in vector notation as 
(2.2) F(x) = 0 
Let x^ be the k-th approximation to a real solution x* of 
(2.2), then the iteration for Newton's method is defined by 
(2.3) xk+1 = xk - J(xk)-1 F(xk), k = 0, 1, 2, 
where JCx^) is the Jacobian matrix of F evaluated at x^. 
The following local convergence theorem will be found in 
most references; see, for example, Oretega and Rheinboldt 
(14). 
Theorem 2.1 
Assume that each component fis twice continuously 
differentiable in a region R containing a solution x* of 
5 
(2.2) in its interior and that the Jacobian matrix J(%*) is 
nonsingular. Then the iteration (2.3) converges to x* pro­
vided that the Initial approximation x° is chosen suffi­
ciently close to X* in R, 
The disadvantages are that it requires the existence of 
a solution and that it is local convergent. In practice 
often the existence of a solution is not known before­
hand; and even when the existence of a solution x* is 
known, just how close to the solution x*, the initial 
approximation x°, must be chosen varies a lot from problem 
to problem. It was considered a difficult problem of numer­
ical analysis even In 1937 ^ hen L. V. Kantorovich published 
a theorem which guarantees the convergence of Newton's 
method under very general circumstances. Henrici (8) puts 
Kancorovich's result in the following theorem. 
Theorem 2.2 
Assume that the following conditions are satisfied: 
(1) For X = x°, the initial approximation, the Jacobian 
matrix J(x°) has an Inverse J(x°)*"l, and an estimate 
for Its norm is known; 
(2. 4 )  1  I  J ( x ° ) - 1  I  I  <  B  
(11) The vector x° approximately satisfies the system of 
equations (2.2) In the sense that 
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(2.5) I ! J(x°)-1 F(x°) I I < c 
(ill) In the region defined by ineauallty (2.8) below, the 
components of the vector F(x) are twice continuously 
differentiable with respect to the components of x 
and satisfy 
n B^f, 
(2.6) Z I — I < K, i = 1, 2, n 
j,k=l 3x^ 
(iv) The constants B, c, and K introduced above satisfy the 
inequality 
(2.7) h = BcK < 1/2 
Then the system of equations (2.2) has a solution x* which 
is located in the cube 
(2.8) I I X - x® I I jc 1 - /l - 2h c 
h 
Moreover, the successive approximations x^ defined by 
(2,3) exist and converge to x*, and the speed of conver­
gence maybe estimated by the inequality 
(2.9) II xk - X* I I < 1 (2h)2*- ^ c 
2k—1 
This theorem is not trivial even in the one-dimensional 
case (n = 1). Therefore, in practice one Just goes ahead 
7 
to use the iteration (2.3) directly without actually check­
ing the validity of the conditions stated above as far as 
the application of Newton's method is concerned. 
Newton's method is a total step method, because it 
reevaluates all the components of the approximation vector 
at each iteration step. For a system of n nonlinear equa­
tions in n unknowns Newton's method requires n^ + n func­
tion evaluations, in general, and the solution of a system 
of n linear equations in n unknown components of the 
changing vector (x^^^ - x^). For a large value of n, that 
would mean a lot of calculations. There are other methods 
which are If.'ss expensive to use or easier to use for some 
special kinds of problems. The projection method is one 
of those and it can be classified as a member of the large 
class of minimization methods. MacEachern (12) general­
ized the linear projection method to solve a nonlinear 
system of equations. His method is novj known as the one-
dimensional nonlinear projection method. It is a single steo 
method since it modifies one component of the approximation 
vector at each iteration step. Seemingly, it may be the 
method which requires the least calculations per iterate. 
Sometimes its speed of convergence is extremely slow. In 
order to make up this deficiency. White (19) extended the 
one-dimensional nonlinear projection method to a more 
8 
general nonlinear projection method by which n^ components 
of the approximation vector can be modified at sten 1: where 
l^n^. ^  n. Step k is said to have been an m-dimensional 
projection if m components of the approximation are modi­
fied. Numerical experiments he chose have shown certain 
improvement. Yet, he did not give any criteria for select­
ing the dimension m and how the projection subspace is to 
be selected at step k. Georg and Keller (6) partially 
solved this problem and developed four criteria for deter­
mining quasi-optimal nonlinear projection subspaces. The 
main purpose of the projection methods is to reduce the 
square of the norm of the residual vector at each iterate. 
Linear projection methods do fulfill this goal while the 
nonlinear projection methods fail in some cases. In this 
work a modification is made so as to fit into a broader 
class of problems. Before the method is introduced, a 
review on the linear and nonlinear projection methods is 
a necessity. 
A basic theorem called the classical projection 
theorem outlines the main ideas as follows. For the 
proof of it, see Luenberger (11). 
Theorem 2.3 (Projection Theorem) 
Let H be a Hilbert space and M a closed subspace of 
H. Corresponding to any vector x in H, there is a unique 
9 
vector in M such that ||x-m^||_<||x-m|| for 
all m in M. Furthermore, a necessary and sufficient condi­
tion that m^ In M be the unique minimizing vector is that 
X - m^ be orthogonal to M. 
Now the m-dimensional linear projection method is 
given by the following. 
Let A be an nxn nonsingular matrix and b be a given 
vector in R^. It is known that there is a unique solution 
X in satisfying the equation Ax - b = 0. Assume that 
n^ components of the approximation vector are modified at 
step k. Let the indices of the modified components be 
denoted by = {i^, ig, i^ > and the change vector 
be t^. Thus, the only possible nonzero change components 
of t^ are t^, i e B^. Let r^ denote the residual vector 
at step k. By definition, 
(2.10) r^ = Axk _ b 
Then the change components, t^, i e B^, are obtained by 
solving the n^ linear equations 
(2.11) Z (A,, A.) tk = -(rk. A , ) ,  J e B, 
i e B^ ^ ^ ^ .1 k 
where A^ is the i-th column vector of A and (x, y) 
denotes the inner product of vectors x and y in the 
Euclidean space R^. Eqs. (2.11) can be derived by 
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applying the Projection Theorem as follows, 
From (2.10), 
rk+1 _ _ b 
= A(x^ + t^) - b 
(2.12) = r^ + At^ 
in other words. 
(2.13) r^+l = r^ + tï A, + ... + t^ A, 
\ "k 
'il il %%
Assume that M is the subspace generated by the linearly 
independent column vectors A^, i e Subspace M is 
closed since it is of finite dimension in the Hilbert 
space R^. In order to minimize the norm of the residual 
r^+l, the choice of the change components t^, i e B^, are 
uniquely determined by the Projection Theorem. Moreover, 
r^+l will be perpendicular to each A^, i e 
(2.14) (rk+1, A^) = 0 , 1 E B^ 
Using (2.13), it is easy to show that Eqs. (2.11) and 
Eqs. (2.14) are equivalent. The method thus attributes 
its name 'projection' to the fact that one step of an 
m-dimensional projection method results in the residual 
being projected on a subspace of dimension m. 
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Based upon the main idea of orthogonality, efforts in 
an analogous manner had been attempted for the nonlinear 
system (2.2) and nonlinear projection methods were devel­
oped, In equation (2.2), for the particular function 
P(x) = Ax - b, the Jacobian matrix J(x) would be the 
constant matrix A for any vector x. As the linear projec­
tion method developed previously shows, the residual 
satisfies 
(2.15) (pk+1, jk) = 0 , 1 E 
where the residual is defined by 
(2.16) = P(xk) , k = 0, 1, 2, ... 
For an arbitrary nonlinear system (2,2), the Eqs. 
(2.15) can hardly be obtained exactly, in general. It is 
because the residual is approximated by (F^ + t^) 
when a Taylor series about x^ is used with the second and 
higher order terms being truncated. The norm of the 
vector (pk + t^) is thus taken to be minimized instead 
of that of the residual pk+1. The results turn out to be 
(2.17) (P^ + t^, jk) = 0 , i E B^ 
When the approximation x^ is close enough to a solution 
with the norm of the change vector t^ sufficiently small 
12 
and the function F(x) is twice continuously differentlable, 
the nonlinear projection methods can roughly be considered 
to have the properties (2.15). 
13 
III. THE MODIFIED PROJECTION PffiTHOD 
A. Development 
For the sake of conciseness, certain stipulations con­
cerning notations and terminology shall be made to be used 
in this chapter. All functions will be defined on open 
and connected sets (regions) D in the space 
Let a function F with domain D in and ran^e in R" 
be denoted by + R^. The components of P are denoted 
by f^, fg, ..., f^. The problem is to find solutions of 
the systems of n equations in n unknowns 
fl(x) 
fgfx) 
(3.1) F(x) = = 0 
f (x) 
n 
More special symbols are needed and introduced by the 
following. 
Given a real-valued function f iDCR^ -v R^, Define the 
partial derivative of f with respect to the i-th coordinate 
by 
( 3 . 2 )  Dif 9f 
3Xj_ 
i — Ij 2, « « « ; n 
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and for second-order partial derivatives by 
( 3 . 3 )  (D^f) 
Higher-order partial derivatives are similarly defined. 
The Hessian matrix of f at x is given by 
( 3 . 4 )  H^(x) = 
f(x) D^^f(x) ... D, f(x) 
11 12 In 
Dg^ffx) DggfCx) ..c Dg^fCx) 
D _ _ f ( x )  D ^f(x) ... D f(x) 
nl n2 nn 
For a vector-valued function F as in (3.1), define 
( 3 . 5 )  D F = 
i 
i = 1, 2, ..., n 
( 3 . 6 )  D„P = DJ (D^F) 
Similarly, for a matrix M(x) = (m^^(x)), define 
15 
(3.7) Dj^M(x) = 
Dj^niiiCx) ... (x) 
D,m^^(x) Dm^^(x) ...Dm (x) 
k 21 k 22 k 2n 
Dkmn2(*) Vnn^''^ 
The Jacoblan matrix of F at x is denoted by J (x) or J(x) 
F 
when F is understood. The column vectors of J(x) are 
indicated by J^, J^, ...» 
In the space Rn, the inner product (x,y) of any vec­
tor X and y is defined by 
( 3 . 8 )  ( x , y )  =  x ' ^ y  =  Z x^yj, 
1=1 
n 
which, in turn, defines a norm by means of 
(3.9) ! 1 X I I  = (x,x)l/2 
Let L(Rn,RM) be the linear space of linear operators 
from R^ to R"^. In case n = m, L(R^,R^) is abbreviated by 
LfRH). Since a real mxn matrix A = (a^^) defines a linear 
mapping from R^ to R^, we write A £ L(R^,R^). In general, 
no distinction shall be made between a linear operator and 
its concrete matrix representation. 
16 
Definition 3.1 
Assume P:D<^ R" R^, P is called quadratic if each of 
its components f^ is quadratic, that is, 
(3.10) f^(x) Ï aijx, + with bi^ = 
Theorem 3.2 
The function P :D' c R^^ ->• R^ is quadratic if and only if 
F has constant Hessian matrices. 
Proof 
Assume that F is quadratic. Then 
= I "pk "k + ^  '=3p "3 % 
Dpg^Cx) = bi^ + tip . 2 bi^ 
That is, the Hessian matrix of fj_ is constant. 
To prove the converse, suppose each component f^ has 
constant Hessian matrix. Then for each q, 1 £ q j< n, vre 
have Dq(Dpf^) = Cpq where c^^ are constants. It is 
obvious to see that 
D f . = c , x + . . . + c  X  + k  
pi pi 1 pn n p 
From which, we obtain (3.10). 
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Definition 3»3 
A nonlinear mapping G:D -*• is diagonal if, for 
1 = 1, 2, n, the i-th component of G is a function 
of only the i-th variable x^. A mapping P:Dc R" is 
almost linear if P can be written in the form P = A + G 
where A is an nxn matrix and G is diagonal. 
Definition 3.4 
A mapping F:Dc ^ Is Prechet-differentlable at 
X E Int (D) if there is an A e L(R^,R^') such that 
lim I 1 P(x + h) - P(x) - Ah || =0 
h 0-^ f-prn 
The linear operator A is denoted by F'(x), and is called 
the Prechet-derivative of P at x. 
Remark 
The matrix representation of P'(x) is given by the 
Jacobian matrix J(x) of P (see Ortega and Rheinboldt (14)). 
The second Prechet derivative of P at x, denoted by P"(x), 
can be defined in an analogous way. Note that 
P"(x) E L(R^, L(R", R^)); that is, for each h £ R^, 
F"(x)h E L(R^, R^) and P"(x) hk e R^. The concrete repre­
sentation of F"(x)hk may be found, for example, in Oretega 
and Rheinboldt (14) as 
1.8 
(3.11) F"(x)hk = 
k'^ H^(x)h 
kT H2(x)h 
h, k e R n 
kT H^(x)h 
where H^(x), H^(x), H^(x) are the Hessian matrices of 
^1» ^2* •••» at X. The function P"(x) can be interpret­
ed as a bilinear mapping from x R^ to 
Assume all the necessary conditions for F(x). 
Expanding F(x) in a Taylor series about x and dropping the 
third and higher order terms, we get 
(3.12) P(x + t) = P(x) + F'(x)t + l/2P"(x)tt 
In the iterative process developed below, the k-th 
approximation is denoted by x^, the residual vector 
F^ = F(x^) and the change vector t^ = x^+l - x^. Let the 
indices of the modified components of t^ be denoted by 
Bk = "l. 1 1 "k 1 n-
The important facts (2.15) derived from the linear 
projection method motivate the development of the Modified 
Projection Method (MPM) for the nonlinear systems. The 
procedure for the method is to determine the change vector 
t^ such that 
19 
(3.13) = 0 1 E 9^. 
The sole goal is to minimize the norm of the expected resid­
ual F^+l at the k-th iteration. Note that we have 
(3.14) = J, for all i = 1, ..., n 
We shall use the nonnegative function g(x) to denote the 
inner product (F(x), F(x)). Instead of minimizing 
II II, we would like to minimize g(xk+l). The neces­
sary conditions are found to be (F^*^ , F^*^) = 0 for 
each i e Since 
(3.15) Dt F 
^i 
k+1 _ 
D^. f\(xk + t^) 
D. f_(xk + t^) 
ti 2 
f (x^ + t^) 
^4 n 
D^f^fxk + tk) 
D^f^(x^ + t^) 
D_,f (x^ + t^) 
i n 
= J k+1 
and 
Q (pk+1^ pk+l) = 2(Fk+l, F^+l) 
the results in (3.13) are acquired. For an arbitrary non­
linear function F(x), the modified projection method 
seems to be computationally unattractive because the 
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evaluation of F"(x) requires, in Pieneral, n^(n + l)/2 
functional evaluations. Consequently, in this work the 
applications and discussions of the modified projection 
method are concentrated on quadratic systems only. For 
quadratic systems, F"(x) is constant and all derivatives 
of order higher than two vanish. Thus, (3.12) becomes 
( 3 . 1 6 )  P(x + t) = P(x) + P'(x)t + l/2F"(x)tt 
For the rest of this paper, unless otherwise stated, 
the function F will be assumed to be quadratic on R^. 
Theorem 3.5 
At the k-th iteration, one step of application of the 
m-dimensional MPM gives 
(3.17) (P^ + Jktk + l/gPHt^tk, jk + D J^t^) =0 i e 
Proof 
From ( 3 . 1 3 ) ,  
(pk+l, J^"*"^) = 0 i E 
Since F*(x^) = J^, (3.16) implies 
pk+1 = pk + jktk + l/2F"tktk 
Prom (3.15)5 we have 
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( 3 . 1 8 )  [k+l = D = jk + 1/ D. (F"t^-t^-) 
•? t-.j i (: t, 
Theorem 3.2. shows that each Hessian matrix H is constant, 
r 
Then, for each r = 1, n 
((tk)T Hytk) = 2(el)T H^t^ = 2(D^f^)'t^ 
Consequently, 
D+. (F"tktk) = 2 
^i 
(D^f )'tk 
(D^fgi'tk 
= 2 
Substituting into (3.18), we get 
(3.19) + D^J^t^ 
Using (3.16) and (3.19) into (3.13) yields the theorem at 
once. 
Therefore, Theorem 3.5 states that at the iteration 
step k, if an m-dimensional modified projection method is 
used on (3.1), a system of m cubic equations in m unknown 
change components should be solved. This would mean a cer­
tain large amount of work for large m. In the light of 
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this, the modified projection methods will be restricted to 
one dimension. Before further investigation and discussion 
for 1-dimensional MPM can be put in process in section C, a 
direct method for finding a minimizer of a quartic 
polynomial is introduced in the next section. 
B. A Minimizer of a Quartic 
The following gives a direct method for finding a root 
r of a cubic equation 
(3.20) g(x) = x3 + ax^ + bx + c 
in such a way that the root r is a minimizer of a quartic 
polynomial 
(3.21) G(x) = x^ + ax3 + bx2 + cx + d 
4 3 2 
and if t is another minimizer of G(x), that is, 
G(t) = G(r) _< G(x) for all x, then | r | _< | t | .
Note that G'(x) = g(x). From calculus, we know that 
r must be a critical number of G(x) and hence G'(r) = 0. 
Methods to solve a cubic equation (3.20) have been long 
known and will be found in a number of algebra books; see, 
for example, Birkhoff and MacLane (1). It is well 
known that the equation (3.20) has at least one real root. 
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Factorization is then used to reduce the cubic equa­
tion to a quadratic equation from which the other two 
roots can be easily solved. Each of the three roots must 
fit in one of these categories which are minimizers, local 
maximum points, local minimum points and inflection points 
of G(x). Consequently, comparisons among these three 
roots must be made in order to determine the desired root. 
Since, at each iteration step in applying the 1-dimensional 
MPM, a root of a cubic equation (3.20) must be found which 
minimizes the quartic (3.21). The root must have smaller 
absolute value if another minimizer exists. It will save 
a lot of computations if the required root could be found 
directly without the knowledge of the other two roots and, 
thus, the work of comparisons among these three roots could 
be spared. Such a method does exist, and it is presented 
as follows. 
The algorithm outlined in the following will be 
called "Method B" hereafter. 
Let s = 3b - a^, v = ab - 3c - a^, and D = v2 + s3. 
9 6 27 
Two cases are to be considered separately. 
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Case I when D ^  0, 
let 
r = (v + + (y _ Ql/2)l/3 _ I 
Case II when D < 0, 
let 
9 = arccos (v /(-s^)^^^) and distinguish 
three subcases. 
1/2 (1) V > 0. Take r = 2(-s) Cos 6 - g 
(2) V < 0. Take r = 2(-s)^/^Cos (9 + ~) - | 
(3) V = 0. If 
(A) a j> 0, take r = 2(-s)^^^ Cos 9 - | 
(B) a < Oj take r = 2(—s)^^^ Cos (9 + —^^ 
Then r is the desired root in all cases. 
The argument of the proof runs as follows: 
Changing the variable from x to y by substituting 
X = y - I into (3,20) and (3.21), we have 
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(3.22) h(y) = y3 + py + q = 0 
and 
4 2 
(3.23) H(y) = ^ + ^ +qy + e 
where 
P = b - Y » q = 27 + c and e = 0(-^) 
Then, it can be shown 
P = 3s, q = -2v and D = (2^3 + (|)^ 
Note that 
g(x) = h(x + |) 
and 
G(x) = H(x + |) 
Consequently, we would rather solve the problem by working 
with (3.22) and (3.23) instead of (3.20) and (3.21), since 
the former is easier to solve. After the solution is 
sought for the former, back substitution will yield the 
desired result for the latter. 
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Now, for 
Case I when D _> 0 
Let 
w^ = - 2)1/3 and w^ =(-D^^^ - 2)1/3 
Then 
w3 + w3 = - q 
3 3 _ q2 p3 
w-j w,^ — — — D — — —^ 
" ^ 4  2 7  
w w = - p/3 
1 2 
Claim that = w^ + w^ is a root of (3.22) 
y3 + ny + q = w3 + w^ + 3w w (w + w ) + p(w + w ) + q 
o  o  1 2  1 2 1 2  1 2  
- q -p(w^+Wg ) + p(w^ + Wg ) + q 
= 0 
We distinguish two subcases: 
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(1) I) > 0. Then =j= 
Then (3.22) becomes 
( y  -  y  )  ( y ^  +  y  y  +  ( p  +  y ^ ) )  =  o  
o o o 
The discriminant of the reduced quadratic equation above 
is 
y2 _ 4(p + y2) = _ 3(w^ - w < 0 
Therefore, (3.22) has one real root and two conjugate 
complex roots. Thus, is the only choice for the mini-
mizer. 
(2) D = 0, Then y = -2(-)^'^3, and (3.22) becomes 
o 2 
(y + 2(^)1/3) (y _ (2)1/3)2 = 0 
2 2 
A few manipulations in calculus show that H attains its 
absolute minimum at y = y^ and an inflection point at 
y = (9^1/3 for q ^ 0. If q = 0, then y = 0 is a root of 
7 o 
multiplicity 3 and satisfies the requirement automati­
cally. This completes the proof of Caçe I. 
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Next, for 
Case II when D < 0 
By the definition of D, we see that p < 0, Let 
3q 3 1/2 
E = ^ (-p) 
Since D  =  ( 2 ) 3  +  ( 2 ) ^  <  o ,  we have 
3 2 
0  <  (3 )2  <  (_P)3  
- 2 3 
E' = (3)2 (J)3 < 1 
2 D 
That is 
! E 1 < 1 
Hence, we can define 
^ = arccos E 
and let 
4> 2kir 
k = 3" + ~3~ for k = 0, 1, 2 
= 2(-|)^^2 Cos k = 0, 1, 2 
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Now, we show that each Is a root of (3.22). For each 
k = 0, 1, 2 
" " "  ^ ^ k  ~  ^ C o s  8 ^  ( - i i £  C o s ^  8 ^  +  p )  
2(-£)1/2 B(3 Cos 8, - 4 Cos^ 0, ) 
3 3 
- (-3-)^'^^ Cos 3 
_ §2 (_§)l/2 E 
= - q 
That is, h(y^) =0 , k = 0, 1, 2. Next, we will 
establish the Inequality 
(3.24) < Yg < Yg 
The argument runs as follows : 
Three cases are considered separately according to the 
value of q: that is, (1) q < 0, (2) q > 0, and 
(3) q = 0. 
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(1) q < 0 Implies E > 0. Then 
0 < 4* < ^ 
By definition, we have 
° ^ ®o ^ 6 
which at once give, respectively. 
< y < 2(-2)l/2 
° 3 
(A) -(-p)l/2 < y^ < -(-2)1/2 
,(_H)1/2 < < 0 
and thus y^ < Vg < y^ 
(2) q > 0 implies E < 0. Then 
- < (j> < TT 
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This time, we have 
2  <  9  < 2  
6 0 3  
5ir < 9, < IT 
T 1 
3n < < 5ir 
2 3 
which give respectively. 
(-2)1/2 < < (-p)l/2 
(B) < y^ < -(-p)l/2 
0 < Yg < 
Again, we have < y < y^ 
(3) q = 0 implies E = 0. Then 
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and 
e  =  -
9 = — 
6 
fl^ = ll 
2 
from which, we get 
y = y = _(_p)l/2 and y = 0 
0 1 2 
(3.24) still holds for this case. 
Now the inequality has been established for the 
Case II, (D < 0). In this case, the cubic equation 
(3.22) has three distinct real roots. Using the second 
derivative test on the quartic H(y), we obtain that H 
attains two local minima at y = and at y = y^ and has 
a local maximum at y = yg. In fact, from the nature of 
the graph of this quartic H(y), we can draw the same 
conclusion geometrically. 
The final step is to make a decision on choosing the 
right point, either y^ or y^, in order to minimize H(y). 
Recall the facts established in the three subcases above. 
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'or* 
(1) q < 0. We have 
4H(y ) = + 2py^ + 4qy + he 
o o o o 
y  (y3  +  py  + q) + py^  +  3qy  +  ^e  
o o o o o 
py^ + 3qyQ + 4e 
Similarly 
4H(y^) = py2 + 3qy^ + 4e 
Thus 
^(H(y^) - H(y^)) = (y^ - y^) (pCy^ + y^) + 3q) 
Prom the inequalities in (A), we see 
y + y > 0 
o 1 
Since, in this subcase (1), y^ > y^, p < 0 and a < 0, we 
obtain 
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H(y^) < H(y^) 
That is, y^ is the minimizer and, hence is chosen, 
(2) q > 0. Again we have 
HCy^) - H(y^) = l/^fy^ - y^) (p(yQ+ + 3q) 
But this time, inequalities in (B) gives 
^0 + ?! < 0 
together with the facts y^ > y^ and p < 0 yields 
H(y^) > H(y^) 
Thus, y2^ is the minimizer and hence is chosen. 
(3) q = 0, Then 
+ yi = 0 
gives 
H(y ) = H(y ) 
o 1 
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Both and are mlnimlzers of H(y), This is the only 
case that H(y) and thus G(x) can have two distinct mlniml­
zers. Should the original purpose be just to find a 
minimlzer for G(x), the work would be done since either 
^o ^1 w^uld be the answer. It is for the reason 
explained later in next section that an additional condi­
tion is posed. The condition is that the absolute value 
of the minimlzer to be chosen must be no bigger than that 
of the other. In that case, the corresponding x values 
will be 
X — — P — * 
o 3 
and 
t— 3. 
^2 = /"P - ^  
Therefore, 
(1) a > 0 implies | x^ | < | x^ |. Hence x^ is 
picked. 
(11) a < 0 Implies I %% I < I I* Hence x^ is 
picked. 
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(111) a = 0 Implies I 1 = t I. It makes no 
difference on choosing x^ or x^. Thus, x^ is 
picked. This completes the proof of Case II 
and the method is established. 
C, l-Dimensional MPM and its Convergence 
In this section further investigation of the 1-
dimensional MPM is discussed and the proof of its conver­
gence is established. To avoid any ambiguity, the notions 
adopted previously are hereby restated . That is, the 
system (3.1) is assumed to be quadratic and the selecting 
index set = {1} at step k» In other words, the change 
vector t^ has a nonzero component only at the i-th entry. 
The next theorem gives an important result in using the 
1-dimensional MPM. 
Theorem 3.6 
At the k-th step, let = {1} and t^ = ue^. Then, 
the iteration of 1-dimensional MPM gives 
(3.25) (D^jk, D^jk)u3 + 3(J^, D^J^)u2+ 
2[(P^, D^jk) + (jk, jk)]u + 2(Fk, J^) = 0 
Note 
Here u is a scalar depending on k. 
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I'roof 
Theorem (3.2) Implies each Hessian matrix of fj Is 
constant. Let be denoted by (h"^ ). Then h-^ = D f (x) 
pq pq Pq j 
Since, for each j, 
(tk)T H J t^ = u(e^)'^ H-^ ue^ 
= u2 hJ^ 
The equation (3.11) gives 
F" t^ t^ = 
11 
'11 
h" 
11 
= u2 
= u2 D^jk 
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Alao, wo have 
= u 
and 
jk tk = u jk 
Now, by Theorem (3.5), we have 
(pk + u jk + 1/2 u2 D^jk, Jk + u D^J^) = 0 
After multiplying it and rearranging similar terms, 
(3.25) follows immediately. This completes the proof. 
Remark 
An extreme case is considered here in the following. 
Example. Let a = (a^, a^, ...» a^)? be a given point 
in R^. Assume that each f^(x) = (x^ - a^)^. Then, it is 
obvious to see that a is the only solution of F(x) = 0. 
Three methods are used to solve this problem. Let x® 
denote the initial guess. If 
I, 1-dimensional MPM is used: 
Then 
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Jj^(x) = 2(x^ - a^)e-
and 
= 2ei 
Eq. ( 3 . 2 5 )  implies 
u 3  +  3 ( x ^  -  a ^ ) u 2  +  3 ( x ^  -  a ^ j ^ u  +  ( x ^  -  a ^ ) 3  =  0  
Hence 
u = -(x^ _ a^ ) 
Prom which, we have 
( 3 . 2 6 )  x^^l = x^ + u = a 
i i j 
Consequently, applying (3.26) repeatedly, we obtain 
x^ = 
x° 
n 
x^ = 
n 
x^ = a 
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That Is, a cycle of n steps of 1-dimensional MPM gives the 
solution. 
II, Newton's Method is used: 
Assume 4 ^-i each i = 1, 2, .n, otherwise the 
Jacobian matrix would be singular. We have 
2 diag((x^ - a^) 
• • • » 
(x^ - a ))tk = -P(xk) 
n n 
Hence 
t^ = -1/2(x^ - a) 
and 
jçk+1 = + t^ 
= l/2(xk + a) 
The error 
= 1/2(x^ - a) 
1 
Thus, 
ill 
- a I I = 2/2 
k 
X - a 
The convergence is linear, 
III, The old projection method (PM) is used: 
u = -
(pk, jk) 
(jk, J^) 
i i 
= - (x^ - a )/2 
i i 
That, in turn, gives 
rk+1 = x^ + 
i 
u 
(xj + a^)/2 
Hence the following sequence is obtained. 
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= 
(x° + a^)/2 
n 
x^ = 
(x° + )/2 
(xO + a2)/2 
n 
x^ = 
a + x^ 
Similarly, 
X 2n = 
a + X' n 
x(k+l)n = (a + x^^)/2 
In other words, every cycle of n iterations for 1-
dimensional PM is equivalent to one iteration for Newton 
method. As this particular example shows, the one dimen 
sional modified projection method works exceptionally 
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faster than other methods. In fact, it can be said the 
above example is the ideal case to be solved by the modi­
fied projection method. It takes .lust one cycle of n 
steps to get the required solution; besides, at each step 
a simple cubic equation in one unknown only has to be 
solved. Note also that the order of modifications can be 
taken arbitrarily. So long as each component has been 
modified in one cycle, the desired root results. On the 
contrary, both Newton's method and the old projection 
method do converge but very slowly to the root provided 
the initial guess x° is suitably chosen. Because the 
Jacobian matrix is singular at the root, the local con­
vergence theorem (2.1) for Newton's method is not appli­
cable to this example. 
The rest of this section is devoted to the oroof of 
the convergence of the l-dimensional modified projection 
method. Particular notions will be defined as needed. 
Under the previously mentioned stipulation that the sys­
tem (3.1) is assumed to be quadratic, the equation 
(3.16) holds for any vector t. By use of l-dimensional 
modified projection method on the system (3.1), a 
sequence of approximations {x^} to the root x* is generat­
ed. And, the corresponding function values F(x^) form a 
sequence with nonincreasing Euclidean norms; that is 
(3.27a) I  I  P(xk+1) I I < || ?(xk) | | 
or in short 
(3.27b) I[pk+l t I < I I pk I I 
Using (3.16), and knowing that the second derivative F"(x) 
is constant, we have 
(3.28) P(x) = P(0) + J(0)x + l/2P"(0)xx 
Let P(0) = c = (c^, Cg, c^)'^, and J(0) = A = (a^^). 
Also, let be the Hessian matrix of fj_ at 0 and let h^^ 
denote its element at row p and column q. Then 
(3.29) fi(x) = Ci + E a^j Xj + l/2pEhlq Xp x^ 
Define the nonnegative function g(x) by 
(3.30) g(x) = (P(x) , P(x)) 
= Z (x) 
By Definition 3.4 and the remark following that definition, 
the Frechet-derivative of g is given by 
g'(x) = (D g(x) , D g(x), ..., D g(x)) 
X d n 
/J5 
For each J 
D g(x) = 2 Z f (x). D f (x) 
0 11 J 1 
= 2(P(x) , J^(x)) 
Hence 
(3.31a) g'(x) = 2((P(x), J^(x)), (•p'(x), Jgfx)), 
..., (F(x), Jj^(x) ) ) 
or in matrix notation as 
(3.31b) g'(x) = 2P(x)? J(x) 
The next theorem is almost an immediate consequence of 
(3.31b). 
Theorem 3.7 
Let X* be some point in such that J(x*) is non-
singular. Then the following statements are equivalent. 
(1) g'(x*) = 0% 
(2) F(x*) = 0; that is x* is a root. 
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(3) g has a global miniinizer at x*. 
Proof 
(1) implies (2). Since J(x*) is nonsingular, its 
columns J (x*) , J (x*), J (x*) form a linearly inde-
12 n 
pendent set. By (3.31a), F(x*) is orthogonal to each 
column of J. Prom linear algebra, we know that the vec­
tor which is perpendicular to n linearly independent vec­
tors in must be the zero vector. Therefore, F(x*) = 0. 
(2) implies (3). It is trivially true because g is 
nonnegative and g(x*) = 0. 
(3) implies (1). Since each component f^ is quadrat­
ic J by definition, g(x) is a polynomial of degree four in 
the Xj_'s. Therefore, x* is also a local minimizer of g(x). 
A basic theorem in analysis shows that x* is a critical 
point of g; that is, g'(x*) = o'^. See, for example, Ortega 
and Rheinboldt (14, p. 94). This proves the theorem. 
The next theorem is due to Rouché and can be found in 
most complex analysis books; see, for example, Conway (4). 
Theorem 3.8 
Suppose f and g are analytic in the region G and 
B(a; R) C G, If f and g have no zeros on the circle 
C={z; I z - a I = R} and | f(z) -g(z) | < | g(z) | for 
z on C then 
i<7 
Zf = Zg 
where Z^, Zg are the number of zeros of f and g inside 
I z - a I = R counted according to multiplicity. 
Next, we shall be concerned with what happens to the 
roots of a cubic equation when the coefficients of the 
cubic equation are varied slightly. We expect that slight 
perturbations in coefficients produce slight perturbations 
in roots. In fact, the assertion is true and is put for­
mally in the following theorem. 
Theorem 3.9 
Given a function g(z) = a^z^ + a^z^ + a^z + a^ with 
real coefficients a^, i = 0, 1, 2, 3. Let r be a zero of 
g(z); r could be a complex number. Let f(z) = b^z^ + bjz^ 
+ b2Z + bg be given with real coefficients b^, i = 0, 1, 
2, 3. For each bj sufficiently close to a^, there exists a 
zero r^ of f(z), and r^-> r as b^^ a^. 
Proof 
Since r must be an isolated zero, there exists a 
closed ball B(r; R) of radius R about the point r such 
that g does not vanish at all points in the ball except 
at the center r. Let d be an arbitrarily given positive 
number. For brevity, we can assume that d < R. Let C 
denote the circle that bounds the closed ball B(r;'d), 
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The circle c Is a compact subset In the complex plane 
Hence g attains its minimum on C, Define 
m = min | g( z )  |  >0. 
zeC 
Similarly, we can define 
M  =  m a x  { | z | 3 + | z | ^ + ] z | + l }  
zeC 
Choose a positive number c such that 
m 
c < — 
M 
For each i = 0, 1, 2, 3, take b^ such that 
I  I  <  c  
and form the function f(z). Then 
I f(z) - g(z) I = |(aQ - bo)z3 + (a]_ - b^jzS + (ag - b 
+ (^3 - b^) I 
49 
^ C ( I z | 3 + ! Z I ^ + | Z !  +  I )  
<_ c M 
< m 
_< I g(z) I for all z on c .  
Obviously, f  has no zeros on c ,  otherwise we would have 
I g(z) I < I S(z) I for such z on C. Now, Theorem 3.8 
implies that f has a root r^^ inside the circle C. That 
is 
I r^j - r I < d 
which proves the theorem. 
Lemma 3.10 
Let P(x) = 0 be a system of quadratic equations and 
let tk = uei as in Theorem 3.6. Let x* be a point in 
such that J(x*) is nonsingular. Then a necessary and 
sufficient condition for x* to be a solution of F(x) = 0 
is that u = 0 for all i = 1, 2, ..., n. 
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Proof 
For the necessity, since F(x*) = 0, we have 
(F , J^) =0 for every i=l, 2, ...,n. In the previous 
section Method B shows that Eq. (3.25) has u = 0 as its 
solution for each i. To prove the sufficiency, Eq. (3.25) 
implies (F , Jj_) = 0 if u = 0, Hence F(x*) is perpendicu­
lar to each column of the nonsingular matrix J(x*) and thus 
F(x*) must be a zero vector. This completes the proof. 
Note 
Recall that g(x^''"^) <_ g(x^) and from the proof in the 
section B, we see that if u ^  0 in Eq. (3.25), then 
g(xk+l) < g(x^). Therefore, we have 
Lemma 3.11 
Let x^+l = x^ + u^e^. Then g(xk+l) £ g(x^) with the 
equality holds only if u^ = 0. 
Lemma 3.12 
If = B%+^ = {i}, then u%+^ = 0, 
Proof 
We have x^^^ = x^+l + u^+^c^ 
and x^"*"^ = x^ + u^e^ 
If u%+^ t 0, then g(xk+2) < g(xk+l) by Lemma 3.11. But 
51 
we have 
g(xk+l) £ g(x^ + ue^) for any real u. 
In particular, + (u^^^ + u^)e^. 
Hence 
g(xk+l) ^  g(xk+2) 
This is a contradiction to gCx^"*"^) < g(x^*^). Therefore, 
we have u%+2 =0. 
Theorem 3.13 
Under the same hypotheses as in Lemma 3.10, the 
00 
sequence {x^}^ _ q converges to a solution x* of P(x) = 0 
if and only if u^ + 0. 
Proof 
Suppose F(x*) = 0 and x^ -v x*. Lemma 3.10 implies 
Eq. (3.25) has the solution r^ = u = 0 for any i = 1, 2, 
n. The coefficients of the cubic Eq. (3.25) are 
polynomials in x^'s and thus are continuous. As x^ -*• x*, 
continuity shows that the coefficients approach those of 
the cubic Eq. (3.25) which has r^ = 0 as solution. 
Theorem 3.9 shows that there is a solution r^ very close 
to 0. Since a complex solution is not acceptable, we have 
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to Hfiow that the 30 chosen must be real and then the 
proof will be completed. We distinguish three cases on r^. 
(1) r^ is a simple root. Then we can take a ball 
B(r^;d) about r^ small enough that it does not include any 
of the other two roots. As in the proof of Theorem 3.9, 
Rouché's theorem shows r^ is the only root inside B(rQ;d). 
The root r^^ cannot be complex, otherwise its conjugate 
would be another root inside the ball B(rQ;d) since the 
coefficients of the cubic equation are real numbers. 
(2) r^ is a root of multiplicity two. By the way 
that Method B develops, we see that if r^ is a double 
root then r^ cannot be a minimizer for the quartic and 
hence will not be chosen as the desired solution for the 
problem. 
(3) Tq is a root of multiplicity three. This case 
would be trivial. Since all three roots must lie inside 
the ball B(r^;d) and since one of these must be real, then 
that real one is chosen as r^. 
Summing up, we have proved that the real root u^ 
solved by Method B will be as close to zero as desired 
provided is chosen sufficiently close to x*. 
For the converse, the sequence {x^} generated by 
Theorem 3.6 and Method B is bounded and hence converges. 
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Theorem 3.14 
Let P(x) = 0 be a system of quadratic equations and 
let X* be a root of F. Assume that J(x*) is nonsingular. 
Then the l-dimensional MPM iteration is convergent to x* 
if the initial guess x® is chosen sufficiently close to 
X*. 
Proof 
By continuity, there is an open neighborhood N of x* 
such that the Jacobian matrices are nonsingular at all 
points in N, Since x* must be an isolated root, without 
loss of generality, we can assume N contains no other 
roots of P except x*. Recall that each component function 
fj_ can be expressed in a form as in Eq. (3.29). We now 
give more explicit forms of the coefficients in Eq. (3.25) 
as follows. 
Jij(x) = Djf^(x) 
= ^1.1 " ^  4p ==? 
= + (H^ , x) 
where is the J-th column of the Hessian matrix H^. 
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Since 
Vji = 
= h<^ 
11 
(P , D^J^) = E f hJ 
J J 11 
(J i ,  J^)  = Z [a jZ + 2a^^(H^,  x)  + (H^,  x)^ ]  
(jj. vi> = i th'^1 (h^. x)] 
and 
(Vi- Vi'  J (hii'Z 
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Define 
( 3 . 3 2 )  s i  =  
hi 
IJ 
hlj 
hlj 
Then = B^, since the matrices are symmetric. We see 
that = B^. Define the matrices B^ by 
(3.33) B^= [si, B^ B^] 1 = 1, 2, n. 
J- 2 n 
This is written in partition form, with columns B^, B^, 
B^, Then, we have 
' n ' 
J^(x) = + B^ 
Therefore 
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(3.34) = [A^ + B^x^, Ag + B^x-, A^ + B"X^] 
= A + [B^x^ B^x^, ,.., B^x^] 
Thus 
= A + [B^(x^ + u^e^), B^(x^ + u^e^), ..., B^(x^ + u^e^ 
= jk + u^[B^, B^, .... BJ] 
= jk + u^CBi. B^. ..., B^] 
which gives 
(3.35) jk+1 = jk + u^Bl 
We see that the change in the Jacobian matrix at one 
step is a scalar multiple of a constant matrix with the 
scalar being the change in the component of the approxima­
tion. Hence small change u^ produces slight change in the 
Jacobian matrix. 
Using (3.27) and (3.30), the decreasing sequence 
{g(x^)} of nonnegative numbers is bounded below and thus 
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has a limit L. We have 
0 < g(x^) - g(x^ + u, ei) 
= Z (f% + (fk+1 _ fp 
Now (3.29) implies 
^ + "k «13 ) 
+1/2 I h^ (x^ + u 6 ) (x^ + u 5 ) 
p,q Pq P k Pj q k qj 
where denotes the Kronecker delta. Then 
4 hpqUk'XqSpj + + Vp .1« 
y 
= -a 
.u - 1/2 (Eh^ x^u + Zh'^ x^u + h*^ u^) 
k  q  j q  q  k  p  p J  p  k  j j  k  
= -Uk'Sjj + : hpjXp + ï/2hjj"k) 
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Therefore we have 
g(x^) - = UjçQ(uj^) 
where Qfu^) = - Z (ajj + E h^^ + l/2h'| ^ u^)' 
(20j + 2Zajixk + Z h^qxgixS + ajj^k + Zh&jX^Uk + 
J- P>q P 
which is a cubic polynomial in uj^. By the proof in Method 
B, we obtain that 0. Then Theorem 3.13 shows that 
xk ^ X* which proves the theorem. 
D. n-Dimensional SMPM 
In using the 1-dimensional MPM one cycle of n itera­
tions can be completed very easily by solving n separate 
cubic equations by Method B. Experiments show that in 
some cases the convergence of the 1-dimensional MPM is 
quite slow. The slowness with the method is that by its 
very definition we are forced to consider only one com­
ponent at a time. Thus it pays the price for easy calcula­
tions in some particular problems. This phenomenon exists 
for every single-step iteration process either in one way 
or the other. Newton's method, which is a total-step 
process, works, in p:eneral, very well and fast when certain 
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conditions are satisfied. AP. we have pointed out in section 
A, the m-dimenslonal MPM, though more flexible, requires the 
solution of a system of m cubic equations In m unknowns at 
each step. To solve such a system, if not impossible, mic^ht 
take as much work as to solve the original problem sometimes. 
An alternative to solving these m change components is to 
linearize the system of cubic equations by dropping the 
second and higher order terms. This is similar to what we 
did in using Newton's method. The main difference is that 
Newton's method makes the truncation at the very first 
place when the original system F(x) = 0 is linearized. 
This alternative method shall be called the simplified 
MPM (SMPM). We will give a detailed presentation for the 
n-dlmensional SMPM which is, of course, a total-step iteration 
process. It goes as follows. 
Recall Theorem 3.5, the following formula 
(pk + jktk + l/2F"tktk, + D^J^t^) = 0 
holds for all 1 = 1, 2, n, when m = n. 
If the norm of the change vector t^ is small enough, the 
second and higher order terms can be dropped when the above 
equation is multiplied out. We have 
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(pk, jk) + (jktk, J^) + (pk, D^jktk) = 0 1=1, ..., n 
or 
(3.36) [(jk)T jk + (pk)T D^jk]tk = -(jk)Tpk i = i, 
. f n 
Define the matrix M(x) = (m^jCx)) by 
( 3 . 3 7 )  mij(x) = (F(x) , DijF(x)) 
Note that the matrix M is symmetric and that . 
For convenience, drop the dependence on k. Consider the 
T 
symmetric matrix J J which can be written as 
( 3 . 3 8 )  jl'j = 
in partitioned form, with rows 
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Similarly, M can be written as 
(3.39) M = 
FTDiJJ ... PTD^J^ 
pTDgJi pTOgJg ... F^DgJ^ 
PTD„Ji pTo^Ja ••• pTDnJn 
P^D^J 
F^D^J 
P'^D J 
n 
with rows P^D^J, f'^D2J, ...» p'^D^J. 
Also, note that the vector j'^P can be written as 
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( 3 . 4 0 )  jTp = 
When (3.38) - (3.40) are combined with (3.36), we 
find 
(3.41) [(J^)V + M^]t^ = -(J^)V 
This is a system of linear equations in unknowns t^'s 
where the coefficient matrix,being a sum of two symmetric 
matrices, is symmetric. If the system P(x) = 0 has a root 
at x* and if its Jacobian matrix at x* is nonsingular, 
then the symmetric matrix j'^j will be positive definite at 
x*. Assume further that the approximations x^ are suffi­
ciently close to the root x*. By definition, the symmetric 
matrix will have small enough entries. Thus, the coeffi­
cient matrix in the linear system (3.41) will be positive 
definite. For such a matrix, there is a very convenient 
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factorization called Cholesky's method which states that 
the matrix can be expressed by the decomposition L 
where L is a lower triangular matrix. Once this decomposi 
tion has been found, the system can be solved very easily. 
However, when we reexamine the system (3.41), we see that 
all entries in both matrices j'^j and M are inner products. 
In order to compute these inner products efficiently, we 
will use this method on almost linear quadratic systems 
only. In the next chapter, numerical examples are chosen 
to illustrate this method. 
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IV. EXAMPLES AND COMPARISONS 
In this chapter the Modified Projection Method is 
illustrated with examples and is compared with six other 
iterative methods for solving systems of quadratic equa­
tions. In all of the examples, iteration stops when the 
norm of the residual vector is less than 10"^. A test for 
convergence is made at the end of each iteration. Since 
total step methods reevaluate all the n components in one 
iteration, we shall consider a cycle of n steps as an 
iteration for single step methods. In fact, one iteration 
of a total step method requires much more computations 
than a cycle of n single steps does. 
We shall use the notion "ALQ" as a short form to 
denote an almost linear systems of quadratic equations. 
The seven various iterative methods are identified in 
the comparison tables by the following notation: 
1. Newton is Newton's method. 
2. PMID is the one-dimensional 
linear Projection Method. 
See, MacEachern (12). 
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3. MPMin is the one-dimensional Modified 
Projection Method. 
4. SMPM is the Simplified n-dimensional 
Modified Projection Method used 
exclusively on ALQ systems. 
5. Brown is Brown's method. Its sub­
routine program can be found in 
International Mathematical and 
Statistical Libraries. See, 
also. Brown (3). 
6. CMBN is the combination of the routine 
MPMID and Newton's method. In 
each case, the problem is solved 
first by the routine MPMID and 
then followed by Newton's method. 
More details are presented in the 
next paragraph. A program for 
this routine on ALQ systems can be 
found in the Appendix. 
6r. 
7. MIXED is the nixed methoi of the 
routines MPMIP and S^PM used on 
ALQ svstems onl:^'. This method 
solves a problem first bv using 
the routine ?-1PMlD and then bv 
using the :^outine SMP". A 
detailed program for this routine 
on ALQ systems can be found in 
the Appendix, 
The reason that vie use combined or mixed methods on 
problems is as follows. We know that there is no one method 
which can solve all kinds of problems effectively and ef­
ficiently. Very often, a method may solve some kind of 
problems very rapidly while it may fail on the others. One 
of the difficulties of using iterative methods is that there 
are infinitely many starting vectors which could be used. 
Owing to its local convergence, Newton's method at times 
fails to converge with a wild guess for a starting vector. 
On the other hand, the one-dimensional Modified Projection 
Method reduces drastically the norm of a residual vector, 
especially when the residual vector has a relatively 
large norm. Besides, it takes fewer calculations per itera­
tion. However, in some cases it slows down when the norm 
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of the residual vector reduces to a certain decree. It ceens 
that the disadvantages of one method may be overcome by the 
other. Consequently, we try to solve a problem by the 
1-dlmensional MPM first. At the end of each iteration, a 
test is made to determine whether to stay on the same routine 
or to switch to Newton's method. Let RNR denote the relative 
change of the norm of the residual vector. That is 
= I I - F(x^) I I 
II P(xk+1) II 
A switch will take place when |  || < EPS or 
RNR < Tl, where EPS and T1 are some fixed positive numbers. 
The selection of these two tolerances affects greatly the 
speed of convergence. The criterion for the optimal toler­
ance selection is still not known. In the examples on the 
following pages we take EPS = 1 and Tl = 5 for n _< 5. 
Experimental results show that the routine cr®N works 
better than the other methods in most cases. In the 
routine MIXED, the same values are chosen for the tolerances 
EPS and Tl. 
The first example is an ALQ system which was studied 
by Georg and Keller (6). 
6 8  
Example 4.1 
fj^(x) = + Xj + - 3 
fgfx) = + 2x2 _ - 3 
fjCx) = X]_ - X2 + 3x^ - 3 
The system has roots at 
II H
 (-0.4240439, 1.5345491. 1. 2856377)? 
II oj U (-1.7685814, 1.2936485, -1. 4215285)? 
II oo U (0.8024705, 1.2794722, 1. 0765689)?  
^4 = (1.8815035, -0.8430604, 0 .  3030050)? 
II m
 
(-1.9217662, 
-1.7253950, 1. 0322098)? 
rg = (1.9868991, -0.55849064, -0.3892773)? 
Two different starting guesses were used. The computer 
results are given in Tables 4.1 and 4.2. 
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Table 4.1. JiesuJ.ts Tor Kxample 4.1 with : 
x° = (4569, 1239, 53268)-
II po I! = 8.5 X 109 
Method Result Iterations 
Newton converged to r^ 19 
PMID converged to r]_ 41 
MP MID converged to r2 13 
SMPM converged to r^ 32 
Brown converged to r]_ 19 
CMBN converged to rg 8 
MIXED converged to rg 8 
Table 4.2. Results for Example 4.1 
= (0, 0, 0)T 
II II =5.2 
with : 
Method Result Iterations 
Newton converged to rg 7 
PMID converged to r^ 13 
MPMID converged to 14 
SMPM converged to r^ 7 
Brown converged to r^ 5 
CMBN converged to r^ 4 
MIXED converged to r^ 6 
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In Table 4.1 the norm of the Initial residual vector 
is large. The total step methods, such as Newton's method. 
Brown's method and SMPM, took more Iterations to converge. 
In fact, MPMID reduced the norm of the residual vector from 
8,5 X 10^ to about 0,5 in 5 iterations, while Newton's 
method and SMPM took l6 and 28 iterations, respectively, to 
obtain the same amount of reduction. But, after that, 
MPMID took another 8 iterations to solve the problem to the 
desired accuracy while both Newton's method and SMPM 
required 3 more iterations only. Observe that the methods 
MPMID, CMBN, and MIXED all converged to the same root r2 
whereas Newton's method and SMPM converged to another root. 
A similar phenomenon occurred for another initial guess in 
Table 4.2. Consequently, CMBN is not equivalent to 
Newton's method. 
Example 4.2 was studied first by Brown (3) and later 
by MacEachern (12) in testing their methods. 
Example 4.2 
f (x) = x^ - X - 1 
1 12 
fgCx) = (x^ - 2)^ + (Xg - 0.5)2 - 1 
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l 'iie system has roots at 
=  ( 1 . 5 4 6 3 4 2 9 ,  1 . 3 9 1 1 7 6 3 ) ?  
r  = (1.0673461, 0 . 1 3 9 2 2 7 7 ) ?  
The computer results of these methods with two different 
values of initial guess x° are given in Tables 4.3 and 4.4. 
Table 4.3. Results for Example 4.2 with: 
xo = (0.1, 2)T 
I I M = 5.71 
Method Result Iterations 
Newton converged to ^ 2 26 
PMID converged to 
^1 18 
MPMID converged to ^ 1 20 
Brown converged to ^ 2 6 
CMBN converged to ^ 1 5 
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Table ^4.4. Results for Examnle 4.2 with: 
xo = (_i, _i)T 
II FO I I = 10.3 
Method Result Iterations 
Newton diverged^ -
PMID converged to 
^2 6 
MPMID converged to 
^2 6 
Brown converged to ^ 2 13 
CMBN converged to 
^2 5 
^The Jacobian matrix is singular at this given x°. 
In this example both roots of the system of Quadratic equa­
tions were found by the projection methods PMID and MPMID. 
In Table 4.3 we see that Newton's method was accelerated by 
using the modified projection method. In the case where 
X® = (-1, -1)^ for Example 4.2, the Jacobian matrix was 
singular and hence Newton's method was out of consideration. 
The application of one step of MPMID removed the singularity 
and brought the approximation vector into the region of con­
vergence for Newton's method. Since the system is not 
almost linear, the methods SMPM and MIXED were not considered. 
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Example 4.3 
fjCx) = -5x2 _ + 2x2 - 1 
f^Cx) = x^ - 5X2 - 3x2 - 1 
The system has no roots, but the norm of the residual vec 
tor II P(x) II has the minimizer at 
m = ( -0 .1915128,  -0.1156464)? 
Table 4.5. Results for Example 4.3 with: 
x° = (-5, -5)? 
I  I  po  I I =  167.6  
Method Result Iterations 
Newton diverged 
PMID diverged 
MPMID converged to m 9 
SMPM diverged -
Brown diverged 
CMBN diverged 
MIXED diverged -
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Remark 
The norm of the residual vector Is apnroxinately equal 
to 1.243437009 and we have |I F(m) || < i [ F(x) |j for all 
X ^ m. 
Example 4.4 is a contrived problem in which each com­
ponent function is a complete square of the 1-th varia­
ble Xj^ . 
Example 4.4 
— x^ — 4x2 ^  ^  
fjCx) = Xg + 2.4X2 + 1.44 
fg(x) = x2 - 0.2x + 0.01 
fij(x) = x^ - 8x^ + 16 
fc(x) = x? - 0.74x + 0.1369 
^ 5 5  
The system has a root at 
r = (2, -1.2, 0.1, 4, 0.37)? 
Two different initial approximations were used. The 
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results are given in Tables 4.6 and 4,7. 
Method Result Iterations 
Newton converged to r 12 
PMID converged to r 12 
MPMID converged to r 1 
SMPM converged to r 21 
Brown converged to r 12 
CMBN converged to r 1 
MIXED converged to r 1 
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Table 4.7, Results for Example 4.4 with: 
= (452.24, -127.5, 96.3, -52.1, 8)^ 
I I po II = 2.03 X 105 
Method Result Iterations 
Newton converged to r 19 
PMID converged to r 19 
MPMID converged to r 2 
SMPM converged to r 33 
Brown converged to r 19 
CMBN converged to r 3 
MIXED converged to r 4 
In this extreme case Newton's method, 1 dimensional 
projection method, and Brown's method are mathematically 
equivalent. In Table 4.7 with x° = (452.24, -127.5, 96.3, 
-52.1, 8)'^, one iteration of MPMID reduced j j P(x) j j from 
2.03 X 10^ to 9 X 10"^. An additional iteration reduced 
II F(x) II to 6.3 x 10"^^. Theoretically MPMID requires 
only one cycle to obtain the solution in this ideal 
case. The deviation was due to the limited precision of 
the machine. 
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Example 4.5 
f^(x) = 2x^ - x^ + 2Xg + 7x^ + x^ - 4 
fgCx) = -Xg + Xg - 4x^ + 3X2J + 1 
fg(x) = + 5x2 + 3x^ + 8x^ - 3x^ + 2 
f2|(x) = 17x^ + 6x2 + 9xg + 7x^ - lOx^ + 3 
The system has roots at 
r^ = ( -1 .1346868,  -1 .0568336,  0.4932699, -1 .0489368)? 
rg  = ( -0 .0702868,  -0.9640417, 0.6660132,  1.1858236)?  
rg = (-4.9385303, -6.0734692, -6.1867904, 5.7378052)? 
r^ = (-4.1802351, -2 .092656I ,  -3 .9321130,  -3 .4188621)?  
Two different initial approximations were used. The 
results are given in Tables 4.8 and 4.9. 
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Table 4.8. Results for Example 4.5 with; 
x°= (0, 0, 0, 0)"^ 
I I  FO I I  = 5.is 
Method Result Iterations 
Newton converged to ^ 2 6 
PMID converged to 
^2 90 
MPMID converged to ^ 2 81 
SMPM diverged -
Brown converged to ^ 1 9 
CMBN converged to ^ 2 6 
MIXED diverged®' -
^The method was rerun and converged to r^ in 23 
iterations, after the values of both tolerances EPS and T1 
were changed to 0,1. 
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Table 4.9. Results for Kxamole 4,5 with: 
x° = (-214.5,^322.4, 69, -1875)? 
II po II = 2.5 X 10? 
Method Result Iterations 
Newton diverged -
PMID converged to 
^4 208 
MPMID converged to 
^3 59 
SMPM converged t 23 
Brown converged to 
^1 20 
CMBN converged to 
^3 9 
MIXED converged to 
^3 11 
Example 4.6 
f^(x) = 2x^ + 12x^ - BXg + 4xg + 3x^ + 7^20x^ + 3 
fgCx) = 1.2x^ + 2x^ - 2.3X2 + 5.4Xg + 6.5x^ - 7.8x^ + 3 
fgfx) = lOx^ + llXg + 2x^ + 21Xg - 3.4x^ + 6x^ + 3 
f^(x) = 9x^ - 8.8x^ + 7.7x^ + 2x^ + 0.066x^ + 3.^x^ + 3 
f_(x) = 5x_ + 4.2x + 6x^ - 3.12x + 3 
5 3 5 5 
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The system has roots at 
0.586573403 
0.374049252 
-0.648643077 
0.057188071 
-0 .000967906 
^2 ~ 
-161.1163703 
-15.42715742 
-35.05703650 
-28.33655446 
-6 .71261681 
Two different initial guesses were used. The results are 
given in Table 4.10 and 4.11. 
Table 4.10. Results for Example 4.6 with 
= (0, 0, 0, 0, 0)^ 
II P° II = 6.71 
Method Result Iterations 
Newton converged to 
^1 4 
PMID diverged -
MPMID diverged 
-
SMPM converged to 
^1 6 
Brown converged to ^ 1 4 
CMBN converged to ^ 1 5 
MIXED converged to ^ 1 10 
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Table 4.11. 
Method 
Results for Example 4.6 with: 
x° = (20000, 20000, 20000, 20000, 20000)? 
I I po M = 2.4 X 109 
Result Iterations 
Newton 
PMID 
MPMID 
SMPM 
Brown 
CMBN 
MIXED 
converged to r^ 
diverged 
diverged 
diverged 
converged to r^ 
converged to r2 
converged to r2 
32 
31 
10 
15 
In Example 4,6 MPMID failed to converge in 200 iterations. 
Though the norm of the residual vector kept decreasing, the 
m 
rate was extremely slow. With x° = (0, 0, 0, 0, 0) , the 
approximation vector x^ seemed to approach r^. With the 
other initial guess, x^ seemed to approach rg. 
Example 4.7 
f^(x) = 4(lo5)x2 _ 7986x^ + 1240x^x2 - x? + l^Gxg - 172 
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fgfx) * - 10~^x| + 40%^ + + 3.4 
f^Cx) = 46x^ - - Xg - 0.1X2 3Xg + 11 
The system has roots at 
r]^ = (-0.1023704, 4564.6865, - 23.447337)? 
rg = (-33.777739, 10935.341, - 39.340104)? 
Tivo Initial estimates were used. The computer results are 
given in Tables 4.12 and 4.13. 
Table 4.12. Results for Example A.7 with: 
n xO = (0, 0, 0)? 
II F° II = 172.4 
Method Result Iterations 
Newton diverged -
PMID diverged -
MPMID diverged -
Brown diverged -
CMBN diverged -
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Table 4.13. Results for Example 4.7 with: 
x° = (10000, IQQOO, 10000)? 
1 I 11 = 4.01 X 10*3 
Method Result Iterations 
Newton diverged -
PMID diverged -
MP MID diverged -
Brown diverged -
CMBN converged to rg 9 
Example 4.8 
o 2 
f^Cx) = x^ - x^ + Sxg - 2Xp 
fgCx) = x^ + x^ + Xg - 14x2 - 29 
The system has a root at 
r = (-5.3267383, 4.2293117)? 
Two starting approximations were used. The results are 
given in Tables 4.14 and 4.15. 
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Table 4.14. Results for Example 4.8 when 
xO = (4, 4)T 
II po II = 12.04 
Method Result Iterations 
Newton converged to r 4 
PMID converged to r 12 
MPMID converged to r 12 
Brown converged to r 4 
CMBN converged to r 4 
Table 4.15. Results for Example 4.8 when 
xO = (15, _2)T 
II po 11= 48.05 
Method Result Iterations 
Newton converged to r 35  
PMID diverged -
MPMID diverged -
Brown converged to r 9  
cr©N converged to r 10  
This example is a system of cubic equations which was run 
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to show how the method MPWID might work in a nonquadratic 
system. It did converge when x° = (4, 4)^. Also, note 
the improvement it made on Newton's method in Table 4.15. 
Example 4.9 was run as an attempt for the MPMID method on 
nonalgebraic equations. 
Example 4.9 
f^(x) = Sin x^ - Xg + 1.32 
fgfx) = -x^ + Cos Xg + 0.85 
The system has a root at 
r = (0.5673250, 1.8573780)? 
The computer results are given in Tables 4.16 and 4.17 
corresponding two different initial estimates. 
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Table 4.16. Results for Examole 4.9 when 
x° = (-1, -1)T 
II F° I! = 2.81 
Method Result Iterations 
Newton 
PMID 
MPMID 
Brown 
CMBN 
converged to r 
converged to r 
converged to r 
converged to r 
converged to r 
14 
5 
5 
5 
4 
Table 4.17. Results for ExairiDle 4.9 when 
o = (0, 0)^ 
î |  =  2 .27  
Method Result Iterations 
Newton 
PMID 
MPMID 
Brown 
CMBN 
converged to r 
converged to r 
converged to r 
converged to r 
converged to r 
6 
4  
4  
3 
4  
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V. CONCLUSIONS AND FUTURE RESEARCH 
A, Conclusions 
The quadratic-based Modified Projection method, upon 
application to a linear system, reduces to the regular 
Linear Projection method. It is a generalization of the 
Linear Projection method to quadratic systems in the sense 
that it preserves two important characteristics. One is 
that after each iteration the new residual vector becomes 
orthogonal to the columns of the Jacobian matrix on which 
it projects. The other is that the norm of the residual 
vector keeps on decreasing. Prom the results in Chapter 
IV we see that the Modified Projection method competes 
with other methods. Especially when the initial guess is 
chosen too far from any solutions, the method often 
reduces greatly the norm of the residual vector and brings 
the approximation into the region of convergence of a 
solution. Experimental evidence shows that it performs 
better than the old Projection method. 
The Combination method (CMBN) appears to be the best 
iterative method for solving systems of quadratic equa­
tions. The reason is that it combines the advantages of 
both the Modified Projection method and Newton's method. 
In other words, Newton's method can be accelerated by 
using the projection techniques. 
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Another point of interest is that the Modified 
Projection method may converge to a solution at which the 
Jacobian matrix is singular. As an example the following 
linear system was used by MacEachern (12). 
=1 + =2 + =3 = ° 
3x^ + x^ + 4x^ = 0 
The Jacobian matrix of this system is singular. Therefore, 
the system has infinitely many solutions. With the initial 
guess (1, 1, 1) , the Modified Projection method produced 
the solution (-1.6451613, 0.5483871, 1.0967742)?. 
B. Future Research 
The following items are worthy of future study: 
1. The order of a cycle was taken as sequential. 
In some cases, other ordering requires fewer iterations to 
approach a solution. A criterion in selecting is desirable 
in the hope that the extra calculation can potentially be 
offset by bigger reductions in the norm of the residual 
vector. 
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2, The values of the tolerances EPS and T1 affect 
the rate of convergence of the CMBN method. Further study 
Is needed to find an optimal tolerance selection. 
3. The last two examples in the previous chapter 
were chosen for the purpose of testing the validity of the 
method on general nonlinear systems. In order to make the 
method computationally competitive in solving general sys­
tems, the first and second orders partial derivatives must 
be approximated by difference quotients. In that case, 
the discretized version of the method requires fewer 
storages and fewer function evaluations, but rigorous 
analysis is yet to be obtained. 
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VIII. APPENDIX - COMPUTER PROGRAX IMPLEMENTATION 
In this chapter two programs written in FORTRAN 
language are given. The first program is the routine for 
the Combination method. The second program is the routine 
for the MIXED method. Both are programmed to solve almost 
linear systems of quadratic equations. Therefore, each 
component function fj_(x) can be written as 
(1) fj_(x) = b^x^ + Z a^^x^ + c^. 
•1=1 
The following list defines most of the symbols used 
in the two programs: 
N - the dimension of a system. 
A - an N by N constant matrix as in (1). 
B an N-dimensional vector as in (1). 
C - an N-dimensional vector as in (1). 
X - the approximation vector. 
F - the residual vector evaluated at X. 
EPS - the criterion for convergence. 
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T1 - the criterion for ending the sub­
routine MPMID. 
RNR - the relative change of the norm of 
the residual vector. 
ITN - maximum number of iterations before 
failure to reach desired accuracy. 
SOLN - subroutine for Method B in Chapter 
III. 
CBRT - subroutine for finding the cubic 
root of a real number. 
IP - subroutine for finding the inner 
product of two vectors. 
Example 4.1 in Chapter IV was used as an example in 
implementing the methods. 
c 
c 
c COMBINATION METHOD FOR SOLING ALMOST LINEAR SYSTEMS OF 
C QUADRATIC EQUATIONS 
C 
C 
IMPLICIT REAL*8 (A-H. 0-Z) 
COMMON N,K,ANRMF 
REAL*8 IP 
REAL*8 X( 3),F( 3).81 31,C( 3>.A( 3. 3),J( 3),G(3,3) 
N=3 
READ. (X( I ) >1=1 ,N) 
REAO,(Bl I ).I=1 ,N) 
READ , (C( I ) .1 = 1.N) 
DO 3 1=1,N 
READ , (A(I.L).L=l,N) 
3 CONTINUE 
PRINT 10,•B=«,(B( I),I = J,N ) 
PRINT 10,'C=',(C(I),I=1,N) 
10 FORMAT (• •,2X,A2,10(2X ,F10*4 ) ) 
PRINT .' MATRIX A= • 
DO 6 1=1,N 
PRINT 11 ,<A{ I ,L) ,.L=1, N) 
11 FORMAT ( • • ,4X,10(2X,F10.4)) 
6 CONTINUE 
K = 0 
PRINT ,• K« 
PRINT 13, K, «X- *,(X(I) . 1^1 ,N) 
CALL FX(X,N,B,A,C,F> 
ANRMF=DSQRT«IP(F,F,N)) 
PRINT 13. K,'F(X)=',(F(I),I=1,N) 
PRINT 14, 'ANRMF=»,ANRMF 
13 FORMAT (• •, I3.4X,A5,5D24.15/13X.5D24. 15) 
14 FORMAT (• ',12X,A6.019.11,A8, D17.il) 
CALL MPM10(X,F,A,B,C, J) 
C A L L  N E W T O N ( X » F » A . B , C . G )  
R E T U R N  
END 
C 
C 
C  S U B R O U T I N E  F O R  1 - O I M .  M P M  F O R  A L Q  
S U B R O U T I N E  M P M I D ( X . F . A » B t C «  J  »  
I M P L I C I T  R E A L » 8  ( A - H , 0 - Z )  
C O M V C N  N . K . A N R M F  
R E A L « 8  X ( N ) , F ( N ) » B ( N ) » C { N ) . J { N ) , A ( N , N )  
H E A L * 8  I P  
C  S T A R T  I T E R A T I O N  
C  
C  
C  S E T  U P  T O L E R A N C E S  E P S  &  T I  
C  
^ vo 
T1=5.D0 
E P S = I . 0 0  
RNR=Çg.DO 
ITN= 1 00 
W H I L E ( K . L T . I T N . A N D . A N R M F , G T . E P S . A N D . R N R . G T . T l ) D O  
C  
C  
C  S T A R T  T H E  C Y C L E  W I T H  T H E  I N D E X  I  
C  
C  
D O  7  1 = 1 , N  
C  
C  
C  S E T  U P  T H E  I - T H  C O L U M N  
C  
C  
D O  8  L = 1 , N  
J ( L ) = A ( L , I )  
8 CONTINUE 
J(I)=J(I)+2.00*B( 
C 
C 
C FIND THE COEFFICIENTS OF THE CUBIC EON. AND SOLVE IT 
C BY THE ROUTINE SOLN 
C 
C 
IF(B(I).EQ. O.DO)THEN DO 
IF(IP(J.J.N)«Eû. O.OO) THEN OO 
DEL=0.00 
ELSE DO 
DEL=-IP(F.J.NJ/IP{J.J .N) 
END IF 
ELSE DC 
P=1.5D0*A( 1. I )/B( I ) +3.0 0»X( I ) 
O=(F(I)*2.D0*B(I)+IP(J,J,N)) /2.00/B(I)**2 
R=IP(F,J.N)/2.D0/8(I)**2 
DEL=SOLN(P.Q.R) 
END IF 
C 
C 
C UPDATE F(X) 
C 
C 
DO 9 L = 1 ,N 
F(L)=F(L )+A(L.I »•DEL 
9 CONTINUE 
F(I)=F(I)+8(I)*DEL*(2.D0*X(I)+DEL) 
C 
c 
C UPDATE X 
C 
C 
X{ I )=X{I )+DEL 
7 CONTINUE 
C 
C 
c FIND THE RELATIVE CHANGE OF NORM OF F(X),RNR 
C 
C 
TEMP=ANRMF 
ANRMF=OSQRT( IP{F.F.N) ) 
RNR=DABS(TEMP-ANRMFJ/ANRMF 
K = K+ 1 
END WHILE 
PRINT 13t K,*X= • ,{ X( I) ,1 = 1 ,N> 
PRINT 13. K,'F(X)=',(F(I),I=1,N) 
13 FORMAT (• •,13,4X»A5.5D24.15/i3X ,5D24. 15) 
14 FORMAT (• ',12X,A6,D19.11,A8, D17.il) 
PRINT 14, »ANRMF=•.ANRMF 
PRINT, • END OF MPMID' 
RETURN 
END 
C 
C 
C FUNCTION FOR THE ROOT OF X**3+A*X**2+8*X+C=0 GIVING 
C THE MINIMIZER OF (X**4)/4+A/3*X**3+B/2*X**2+C*X+D 
C 
C 
DOUBLE PRECISION FUNCTION S0LN(A,8,C) 
DOUBLE PRECISION A,B,C,D,S,L.PI,CBRT 
PI=3. l 415926535 89 7930 0 
S=(3.DO*B-A*A)/9.DO 
L=(A*8-3.O0*C)/6«D0-A*A*A/27.D0 
D=L*L+S*S+S 
IF<D.GE.O.DO)THEN DO 
SOL N=CBRT (DSQRT (D)+L) +-CBRT ( L-DS GR T ( D ) )-A/3. 0 0 
ELSE DC 
IFlLeGT.O.DO .OR.(L.EO.O.DO .AND. A.GE.0.00))THEN DO 
SOLN=2 . DO*DSQRT ( - S) ••CO S ( D ARCO S ( -L/S/DSOHT ( -S ) ) / 
+ 3.D0)-A/3.D0 
ELSE 00 
SOLN=2.DO+OSQRT(-S)*DCOS((DARCOS(-L/S/OSORT(-S))+ 
+ 2.D0*PI)/3.D0)-A/3.00 
END IF 
END IF 
RETURN 
END 
C 
c 
C FUNCTION FOR CUBIC ROOT OF X 
C 
c 
DOUBLE PRECISION FUNCTION CBRT(X) 
DOUBLE PRECISION X 
IF (X.GE.OcDO) THEN DO 
IF (X.EQ. O.DOÎ THEN DO 
CBRT=0 «DO 
ELSE DO 
C8RT=X**(1.DO/3.DO) 
END IF 
ELSE DO 
CBRT=-((-X)**(l.DO/3.DO)) 
END IF 
RETURN 
END 
C 
C 
C FUNCTION FOR INNER PRODUCT OF V AND W 
C 
C 
DOUBLE PRECISION FUNCTION IP(V.W.N) 
DOUBLE PRECISION V(N).W(N) 
IP = 0 «DO 
DO I 1=1,N 
IP=IP+V(!)**(I) 
1 CONTINUE 
RETURN 
END 
C 
C 
C ROUTINE FOR NEWTON'S METHOD FOR AUQ 
C WKAREA WORK AREA OF DIMENSION GREATER THAN OR 
C EQUAL TC N**2+3N 
C 
C 
SUBROUTINE NEWTON(X,F.A.B . C.J) 
IMPLICIT REAL*8 CA-H,0-Z) 
COMMON N,K,ANRMF 
REAL*8 IP 
DOUBLE PRECISION X< N).F( N),G( N).C{ N),J< N, N}.A( N, N» 
DOUBLE PRECISION WKAREAC130) 
DO 20 1=1,N 
DO 2 0 L=1,N 
J( I » L)=A(I,L) 
20 CONTINUE 
C 
C 
C START ITERATION 
C 
C 
ITN=250 
EPS=l.D-6 
WHILE(K.LT.ITN.AND.ANRMF.GT. EPS ) DO 
DO 2 1 1=1,N 
J( I• II=A( I,I)+2*B(I)*X(I) 
21 CONTINUE 
C 
C 
c SOLVE FOR D(X) BY ROUTINE LE0T2F FROM I.M.S.L 
C 
c 
IDGT=5 
I A=N 
CALL LEQT2FCJ.l.N,IA.F«IDGT.WKAREA.IER) 
C 
C 
C UPDATE X 
C 
C 
DO 22 1=1,N 
x ( I ) = x ( i ) - F ( n  
22 CONTINUE 
C 
C 
C UPDATE F(X) 
C 
C 
CALL FX(X,N,B,A,C.F) 
ANRMF=DSQRT{IP(F,F,N)> 
K=K+ 1 
END WHILE 
PRINT 13, K,'X= •,(XCI> ,1 = 1 ,N» 
PRINT 13, K,•F{X)=*,(F(I).I=l,N) 
PRINT 14.*ANRMF= •,ANRMF 
13 FORMAT (• •,I3,4X,A5,5D24.15/13X,5D24.15) 
14 FORMAT C *  •,12X.A6,D19.11 ,A8. D17.il) 
RETURN 
END 
C 
C 
C ROUTINE FOR F(X) 
C 
C 
S U B R O U T I N E  F  X ( X . N . 8 . A . C . Y )  
D O U B L E  P R E C I S I O N  X ( N ) . Y ( N ) t B { N ) t A ( N • N ) , C ( N )  
D O  3  1  =  1 . N  
Y (  I ) = B { I ) * X (  I ) * * 2 + C ( I  )  
D O  4  J = 1 » N  
Y (  I  )  =  Y (  I  ) + A ( I , J ) * X ( J f  
4  C O N T I N U E  
3  C O N T I N U E  
R E T U R N  
E N D  
S E N T R Y  
H  O 
ro 
c  
c  
c  M I X E D  M E T H O D  F O R  S O L V I N G  A L Q  S Y S T E M S  O F  E O N S .  
C  
C  
I M P L I C I T  R E A L * 8  ( A - H .  G-Z) 
COMMON N,K,ANRMF 
REAL»a IP 
REAL *8 XO)«F(3).B(3J«C(3).A(3*3>.J(3>»D(3).G(3.3) 
N=3 
READ,(X< I ) .1 = 1,N) 
R E A D . ( B (  I),I=I,N) 
REAOoCCf I),I = 1,N) 
D O  3  1 = 1 , N  
R E A D  *  ( A ( I.L).L=l, N I  
3  C O N T I N U E  
PRINT 10, I),1 = I,N) 
PRINT 10, ' C = ' , ( C(I),I=1,N) O 
10 FORMAT <• • ,2X, A2, 1 0(2X ,F1 0.4 ) ) 
PRINT ,• MATRIX A= • 
DO 6 1=1,N 
P R I N T  1 1  , ( A < I * L )  , L = 1,N) 
1 1  F O R M A T  C  •  •  , 4 X , 1 0 ( 2 X , F 1 0 . 4 ) )  
6 CONTINUE 
K=0 
PRINT K' 
P R I N T  1 3 ,  K ,  • X =  •  , (  X (  1  )  , 1  =  1  t N )  
C A L L  F X ( X , N , B * A , C , F )  
ANRMF=OSQRT(IPCF,F,N)) 
P R I N T  1 3 ,  K , ' F ( X ) = * , ( F ( I ) , I = 1 , N )  
PRINT 14, •ANRMF=•tANRMF 
13 FORMAT (• • , 13,4X.A5,S024.15/13X,5024. 15) 
14 FORMAT (• •,12X,A6.019.il ,AS, D17.il) 
C A L L  M P M 1 D ( X , F . A . B . C . J )  
C A L L  S M P M ( X . F . A . B . C . D . J )  
R E T U R N  
E N D  
C 
C 
C  S U B R O U T I N E  F O R  1 - D I M .  M P M  F O R  A L Q  
S U B R O U T I N E  M P M I D C  X  . F  t  A  t  B  t  C  •  J  )  
I M P L I C I T  R E A L * 8  « A - H .  O - Z )  
C O M M O N  N g K t A N R M F  
R E A L * 8  X ( N ) , F ( N ) , B ( N ) , C ( N ) . J ( N r , A ( N , N )  
R E A L * 8  I P  
C  S T A R T  I T E R A T I O N  
C  
C  
C  S E T  U P  T O L E R A N C E S  E P S  &  T l  
C  
C  
T l = 5 . D O  
E P S = 1 . D O  
R N R = 9 9 . D 0  
I T N = 1 0 0  
W H I L E ( K . L T . I T N . A N O . A N R M F . G T  « E P S . A N D . R N R . G T . T 1  ) 0 0  
C  
C  
C  S T A R T  T H E  C Y C L E  W I T H  T H E  I N D E X  I  
C  
C  
do 7 1=1,n 
C  
C  
C  S E T  U P  T H E  I - T H  C O L U M N  
C  
C  
D O  8  L = l r . N  
J ( L ) = A ( L , I )  
8  C O N T I N U E  
J{ I ) =JCI )-t2.D0*BI I )*X( n 
c 
c 
c find the: coefficients of the cubic EQN. and solve it 
c by the routine soln 
c 
c 
IF(B(i).EQ. O.DO)THEN DO 
IF(IP(J,J,N).EQ. O.DO) THEN DO 
OEL=0«D0 
ELSE DO 
DEL=-IP(F,J.N)/IP(J,J,N) 
END IF 
ELSE DO 
P= 1. 5D0»A( I , I ) /B( I > +3 .DÛ+X ( I ) 
Q= (F ( I )*2.D0*8< n + IP< J. J.N) ) /2«D0/B(I)**2 
R=IP(F.J,N)/2.D0/B(I)**2 ^ 
DEL=SOLN(P,a,M) o 
END IF 
C 
C 
c update f(x) 
c 
c 
DO 9 L=1,N 
F{L)=F(L )+A(LtI)*OEL 
9 CONTINUE 
F( I )=F(I )+B( I)*DEL*(2.D0*X(I )+DEL) 
C 
C 
C UPDATE X 
C 
C 
X(I)=X(I)+OEL 
7 CONTINUE 
VJl 
c 
c 
c find the relative change of norm of f(x),rnr 
c 
c 
temp=anrmf 
anrmf=osqrt(ip(f,f,n) ) 
rnr=dabs(temp-anrmf)/anrmf 
K = K+1 
enc while 
print 13. k,'x= • .(x(i) . 1=1 .nj 
print 13. k, •f{x) = * .(f( i) .1=1 ,n) 
13 format C *  «,13,4x.a5,5d24.15/13x,5024.15) 
14 format C »  •.12x,a6.o19.i1•a». 017.11) 
print 14. •anrmf=•.anrmf 
print. • end of mpmio* 
return 
end o 
c 
c 
c function for the root of x**3+a*x**2+b*x+c=0 giving 
c the minimizer of (x**4)/4+a/3*x**3+8/2*x**2+c*x+d 
c 
c 
double precision function soln(a.b.c) 
double precision a.b.c.d.s»l.pi.cbrt 
pi=3«141592653589793d0 
s=(3.d0*b-a*a)/9.d0 
l=(a*b-3.00*c)/6.do-a*a*a/2 7.00 
0=l+l+s*s*s 
if(0«ge.o.oo)then do 
sol n=cbrt (i)sqmt ( d ) +l ) +cbrt( l-dscr t(dj )-a/3.d0 
else dc 
if{l.gt.oado .or.(l.eq.0.00 .and. a.ge.o.do))then dc 
soln=2.do*dsqrt(-sj•dcos(darcos(-l/s/dsqrt(-s))/ 
+ 3.D0)-A/3.D0 
ELSE DO 
SOLN=2.DO*DSQRT(-S)•DCOS{ (DARCOS(-L/S/DSQRT{-S> ) + 
+ 2.D0*PI)/3.D0)-A/3.00 
END IF 
END IF 
RETURN 
END 
C 
C 
C FUNCTION FOR CUBIC ROOT OF X 
C 
c 
DOUBLE PRECISION FUNCTION CBRT(X) 
DOUBLE PRECISION X 
IF (X.GE.O.DO) THEN DO 
IF (X.EQ. O.DO) THEN DO 
CBRT=O.DO O 
ELSE DO 
C8RT=X**(1.DO/3.DO) 
END IF 
ELSE DO 
C8RT=-((-X)**(I.DO/3.DO)) 
END IF 
RETURN 
END 
C 
C 
C FUNCTION FOR INNER PRODUCT OF V AND W 
C 
C 
DOUBLE PRECISION FUNCTION IP(V,W,N) 
DOUBLE PRECISION V(N),W(N) 
IP=0.DO 
DO 1 I-I ,N 
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c SOLVE FOR THE CHANGE VECTOR D(X) BY ROUTINE LEQ2S 
C FROM I.M.S.L. 
C 
c 
DO 5 1 t N 
DO 1 1=1,M 
Z=I+M*(M-1)/2 
S(Z)=O.DO 
DO 1 L=I,N 
S(Z>=S(Z)+J(L,I)«J(L,M) 
1 CONTINUE 
S(Z)=S{Z)+2-DO*B(M)*F(M) 
5 CONTINUE 
DO 7 1=1,N 
D( I ) =0.D0 
DO 7 L=l,N 
D( n=D( I )-JCL,I )»F<L> 
7 CONTINUE O 
CALL LEQ2S(S,N,D, 1 ,N, 0. ICHNG.DET , IER> 
C 
C 
C UPDATE X 
C 
C 
DO 4 1=1,N 
X(I)=X(I)+0(I) 
4 CONTINUE 
C 
C 
C UPDATE F(Xi 
C 
C 
CALL FX(X,N,B,A,C,F) 
ANRMF=DSQRT(IP(F,F,N)) 
K=K + 1 
END WHILE 
PRINT 13» K, 'X= *•( X(1) * 1 = 1 FN) 
PRINT 13. K.*F(X)=*.(F(I),I=1,N) 
PRINT 14,'ANRMF= *,ANRMF 
13 FORMAT (• •,I3.4X.A5.5024«15/13X»5D24.15) 
14 FORMAT (•0».12X.A6«019«11.A8. 017.11) 
RETURN 
END 
C 
c 
C ROUTINE FOR F(X) 
C 
C 
SUBROUTINE FX(X,N.8.A.C,Y) 
DOUBLE PRECISION X(N),Y(N),B(N),A(N,N),C(N) 
DO 3 1=1,N 
Y(I)=8(I)*X(I)**2+C(I) 
DO 4 J=1,N 
Y(I)=Y(I)+A(I.J)*X(J) 
4 CONT INUE 
3 CONTINUE 
RETURN 
END 
SENTRY 
M 
M O 
