Точные константы в неравенствах типа Джексона для наилучшей среднеквадратичной аппроксимации в L₂(R) и точные значения средних ν-поперечников классов функций by Вакарчук, С.Б.
Український математичний вiсник
Том 13 (2016), № 4, 570 – 598
Точные константы в неравенствах
типа Джексона для наилучшей
среднеквадратичной аппроксимации
в L2(R) и точные значения средних
-поперечников классов функций
Сергей Б. Вакарчук
(Представлена Р. М. Тригубом)
Аннотация. На классах функций Lr2(R), r 2 Z+, для характери-
стик гладкости k(f; t) = f(1=t)
tR
0
kkh(f)k2dhg1=2, t 2 (0;1); k 2 N,
получены точные константы в неравенствах типа Джексона в случае
наилучшей среднеквадратичной аппроксимации целыми функция-
ми экспоненциального типа в пространстве L2(R). Также вычислены
точные значения средних -поперечников классов функций, опреде-
ленных при помощи k(f) и мажорант 	, удовлетворяющих опреде-
ленным условиям.
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Ключевые слова и фразы. Целая функция, наилучшее средне-
квадратичное приближение, характеристика гладкости функции, ма-
жоранта, средний -поперечник.
1. Введение
Теория аппроксимации функций различными агрегатами — по-
линомами, сплайнами, целыми функциями, всплесками, линейными
операторами и т.д. является одним из наиболее успешно развивающи-
хся направлений современной математики, имеющим важное значе-
ние в различных ее областях. Относительно приближения функций,
заданных на всей вещественной оси, отметим, что начало исследова-
ниям в этом направлении заложено С.Н. Бернштейном в работе [1].
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При этом средством приближения служили целые функции конечно-
го экспоненциального типа. К указанному пространству С.Н. Берн-
штейн пришел с помощью определенного предельного процесса по ал-
гебраическим полиномам. В дальнейшем различные аспекты теории
аппроксимации функций на вещественной оси целыми функциями
экспоненциального типа нашли свое отражение в работах Н.И. Ахи-
езера, А.Ф. Тимана, М.Ф. Тимана, С.М. Никольского, И.И. Ибра-
гимова, Ф. Г. Насибова, В.Ю. Попова, А. Г. Бабенко, В.В. Арестова,
А.И.Степанца, С.Я.Янченко и многих других (см., например, [2]–
[17]). Перечень некоторых окончательных результатов, связанных с
вычислением точных констант в неравенствах Джексона в случае
среднеквадратичной аппроксимации целыми функциями экспоненци-
ального типа можно найти, например, в статьях [10, 14, 17]. Что же
касается решения аналогичной задачи для иных характеристик глад-
кости, отличных от классического модуля непрерывности, то здесь
следует отметить результаты, полученные в работах [12–14,16]. Отме-
тим, что в этом случае уже говорят о неравенствах типа Джексона.
Данное сообщение продолжает указанную тематику для характе-
ристик гладкости, полученных путем осреднения квадратов норм ко-
нечных разностей функций. Напомним, что в 2-периодическом слу-
чае подобные характеристики гладкости рассматривались Ласло
Лейндлером, Р.М. Тригубом, К.В. Руновским, Н.П. Пустовойтовым
и другими (см., например, [18]– [24]) в ходе решения ряда задач тео-
рии аппроксимации функций.
Пусть L2(R), где R := fx :  1 < x < 1g, есть пространство
всех измеримых на вещественной оси функций f , квадрат модуля
которых интегрируем по Лебегу на любом конечном промежутке, а
норма kfk := f
1R
 1
jf(x)j2dxg1=2 <1. Для произвольной функции f 2
L2(R) почти всюду на R существует конечная разность k-го порядка
kh(f; x) :=
kP
j=0
( 1)k j

k
j

f(x + jh), где h 2 R, k 2 N. Рассмотрим
следующую характеристику гладкости:
k(f; t) :=
n1
t
tZ
0
kkh(f)k2dh
o1=2
; (1.1)
где t > 0. Из сравнения величины (1.1) с обычным модулем непре-
рывности k-го порядка !k(f; t) := supfkkh(f)k : jhj 6 tg следует, что
k(f; t) 6 !k(f; t) для любого t > 0. Отметим, что в 2-периодическом
случае свойства k(f) были рассмотрены в работе [24].
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К характеристике гладкости (1.1) также можно прийти естествен-
ным путем, если рассмотреть в L2(R)  -модули гладкости k-го по-
рядка, введенные Каменом Ивановым в статьях [25,26] при решении
ряда задач теории аппроксимации функций в весовых пространс-
твах Lp;w[a; b]. Действительно, полагая, что весовая функция w 
1 и p = p0 = 2, согласно [25, 26] в L2(R) имеем k(f; 1;(x))2;2 =
k!k(f; ;())2k, где (x) есть произвольная положительная функция,
!k(f; x;(x))2 =
n 1
2(x)
(x)Z
 (x)
jkh(f; x)j2dh
o1=2
:
Полагая (x)  t, где t — произвольная положительная константа,
получаем
2k (f; 1; t)2;2 =
1
2t
1Z
 1
dx
tZ
 t
jkh(f; x)j2dh =
1
2t
tZ
 t
kkh(f)k2dh: (1.2)
Поскольку
kkh(f)k2 = 2k
1Z
 1
(1  cos(hu))kjF(f; u)j2du; (1.3)
где F(f) — преобразование Фурье функции f 2 L2(R) (см., например,
[17]), то kkh(f)k = kk h(f)k; h > 0. С учетом этого из (1.1)–(1.2)
имеем k(f; 1; t)2;2 = k(f; t), где t > 0.
Характеристика гладкости (1.1) для функций из L2(R) может
быть получена и исходя из иных соображений. Пусть D := (a; b), где
a и b могут принимать не только конечные, но и бесконечные зна-
чения  1 и 1 соответственно, т.е. интервал (a; b) может быть как
конечным, так и бесконечным. В монографии З. Дитциана и В. Тоти-
ка [27, стр. 26] для функций f 2 Lp(D), 1 6 p <1, была рассмотрена
следующая характеристика гладкости:
!k' (f; t)p =
n1
t
tZ
0
Z
D
jkh'(x)f(x)jpdxdh
o1=p
; (1.4)
где t > 0. Определенная на множестве D функция ' является поло-
жительной и удовлетворяет ряду требований, изложенных в пункте
1.2 из [27]; kh'(x)f(x) есть прямая или обратная конечная разность
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k-го порядка функции f , которая существует почти всюду на D, т.е.

k
h'(x)f(x) :=
 !
kh'(x)f(x) =
kX
j=0
( 1)j k
j

f(x+ (k   j)h'(x))
или

k
h'(x)f(x) :=
  
kh'(x)f(x) =
kX
j=0
( 1)j k
j

f(x  jh'(x)):
При этом полагают
 !
kh'(x)f(x) = 0 или
  
kh'(x)f(x) = 0, если отрезок
[x; x+kh'(x)] или отрезок [x kh'(x); x] соответственно не принадле-
жит множеству D. Если, например, в формуле (1.4) D = ( 1;1);e'(x)  1; p = 2; khe'(x)f(x) =  !khe'(x)f(x) = kh(f; x), то из соотноше-
ний (1.1) и (1.4) для f 2 L2(R) получаем !ke' (f; t)2 = k(f; t), t > 0.
Приведенное выше, с нашей точки зрения, подтверждает само-
достаточность характеристики гладкости (1.1), которая может быть
использована для изучения поведения точных констант в неравен-
ствах типа Джексона. Исходя из этого, в следующих разделах дан-
ной статьи будут получены точные неравенства типа Джексона в
пространстве L2(R) и вычислены точные значения ряда средних -
поперечников классов функций, определенных при помощи k(f).
2. Наилучшее среднеквадратичное приближение
целыми функциями экспоненциального типа
на всей вещественной оси
Символом B;2, где 0 <  <1, обозначим множество сужений на
R всех целых функций экспоненциального типа , принадлежащих
пространству L2(R). Для произвольной функции f 2 L2(R) величину
A(f) := inffkf   gk : g 2 B;2g называют наилучшим приближени-
ем f элементами подпространства B;2 в метрике L2(R). Для любого
класса M  L2(R) полагают A(M) := supfA(f) : f 2 Mg. Введем
следующее обозначение
k(t;u) :=
1
t
tZ
0
(1  cos(hu))kdh; (2.1)
где k 2 N; t 2 (0;1); u 2 R. Отметим, что lim
t!0+
k(t;u) = 0, а k(t; 1),
как функция от переменной t, изменяющейся на множестве (0; ],
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является возрастающей, поскольку
dk(t; 1)
dt
=
d
dt
n1
t
tZ
0
(1 cosh)kdh
o
=
1
t
n
(1 cos t)k 1
t
tZ
0
(1 cosh)kdh
o
>
1
t
n
(1  cos t)k   (1  cos t)k
o
= 0:
Поскольку (см., например, [28, пункт 1.320, формула 1])
2k(1  cos(hu))k =

2 sin
hu
2
k
=
2k
k

+ 2
k 1X
j=0
( 1)k j
2k
j

cos((k   j)hu)
=
2k
k

  2
kX
j=1
( 1)j+1
 2k
k   j

cos(jhu);
то полагая sinc (t) := fsin(t)=t, если t 6= 0; 1, если t = 0g, а также
считая, что u := 1, в силу формулы (2.1) и из последнего равенства
имеем
2kk(t; 1) =
2k
k

  2
kX
j=1
( 1)j+1
 2k
k   j

sinc (jt): (2.2)
Теорема 1. Пусть 0 < t 6 3=4 и 0 <  < 1. Тогда имеет место
равенство
sup
f2L2(R)
A(f)
1(f; t=)
=
1p
2(1  sinc (t)) ; (2.3)
где верхняя грань в левой части соотношения (2.3) вычисляется по
всем функциям f из L2(R), которые не эквивалентны нулю.
Доказательство. Хорошо известно [7], что для произвольной фун-
кции f 2 L2(R) существует единственная функция L(f) 2 B;2,
которая наименее уклоняется от f в метрике пространства L2(R) и
имеет вид
L(f; x) := 1p
2
Z
 
F(f; u)eixudu; (2.4)
где F(f) — преобразование Фурье функции f в L2(R). При этом
A2(f) = kf   L(f)k2 =
Z
juj>
jF(f; u)j2du: (2.5)
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Согласно формулам (1.1), (1.3) и (2.1) получаем
21(f; ) = 2
1Z
 1
1( ;u)jF(f; u)j2du = 2
1Z
 1
(1  sinc (u))jF(f; u)j2du:
(2.6)
Рассмотрим далее функцию (1 sinc (x))0 := f1 sinc (x), если 0 <
x 6 3=4; 1  2p2=(3), если 3=4 6 x <1g, для которой, исходя из
геометрических соображений, связанных с поведением sinc (x), имеет
место неравенство
(1  sinc (ax))0 > (1  sinc (bx))0; (2.7)
где jbj 6 jaj <1 и x 2 R. Исходя из соотношений (2.5)–(2.7), имеем
21(f; ) > 2
Z
juj>
(1  sinc (u))jF(f; u)j2du
> 2
Z
juj>
(1  sinc (u))0jF(f; u)j2du > 2
Z
juj>
(1  sinc ())0jF(f; u)j2du
= 2(1  sinc ())0A2(f): (2.8)
Пусть  = t=, где 0 < t 6 3=4. Тогда из формулы (2.8) следует
неравенство
sup
f2L2(R)
A(f)
1(f; t=)
6 1p
2(1  sinc (t)) : (2.9)
Для получения оценки снизу экстремальной характеристики, за-
писанной в левой части неравенства (2.9), рассмотрим, как и в ра-
ботах [12]– [17], целую функцию "(x) :=
p
2=(q+"(x)   q(x)) эк-
споненциального типа  + ", где qa(x) := a sinc (ax), a > 0; " > 0.
При этом преобразование Фурье функции qa имеет следующий вид:
F(qa; x) = f
p
=2, если jxj < a; p=8, если jxj = a; 0, если jxj > ag.
Тогда F("; x) = f1, если  < jxj <  + "; 1=2, если jxj =  + " или
jxj = ; 0, если jxj >  + " или jxj < g, т.е. " 2 L2(R) и в силу
формулы (2.4) получаем
A(") =
p
2": (2.10)
Пусть
k(t;u) :=
1
t
tZ
0
(1  cos(hu))kdh; (2.11)
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где (1  cosu) := f1  cosu; если 0 6 u 6 ; 2; если u > g, k 2 N.
Поскольку, как следует из соотношения (1.3), k1h(")k2 6 4"(1 
cos(( + ")h)), то согласно формулам (1.1) и (2.11) отсюда имеем
1("; t=) 6 2
q
"1(t=; + "): (2.12)
С учетом (2.10) и (2.12) получаем
sup
f2L2(R)
A(f)
1(f; t=)
> A(")
1("; t=)
=
1p
21(t=; + ")
: (2.13)
Из (2.11) следует, что величина 1(t=; + ") не возрастает при "!
0+ и постоянных значениях t и . Поскольку lim
"!0+
1(t=; + ") =
1(t=;) = 1   sinc (t), где 0 < t 6 , то для любого сколь угодно
малого числа  > 0 можно указать такое значение e" = e"() 2 (0; ),
для которого
1
1(t=; + e") > 11  sinc (t)   :
Используя определение верхней грани числового множества, отсюда
получаем
sup
"2(0;e)
1
1(t=; + e") = 11  sinc (t) ; (2.14)
где e := min(; 1=). Поскольку левая часть соотношения (2.13) не
зависит от ", то вычисляя верхнюю грань по " 2 (0; e) от его правой
части и учитывая равенство (2.14), имеем
sup
f2L2(R)
A(f)
1(f; t=)
> 1p
2(1  sinc (t)) : (2.15)
Требуемое соотношение (2.3) следует из неравенств (2.9) и (2.15) при
0 < t 6 3=4. Теорема 1 доказана.
Через Lr2(R), где r 2 N, обозначим класс функций f 2 L2(R), у
которых производные (r   1)-го порядка f (r 1) (f (0)  f) локально
абсолютно непрерывны, а производные r-го порядка f (r) принадле-
жат пространству L2(R). Отметим, что Lr2(R) является банаховым
пространством с нормой kfk+ kf (r)k.
Теорема 2. Пусть  2 (0;1); r; k 2 N; t 2 (0; ]. Тогда справедливо
равенство
sup
f2Lr2(R)
rA(f)
k(f (r); t=)
=
n2k
k

  2
kX
j=1
( 1)j+1
 2k
k   j

sinc (jt)
o 1=2
:
(2.16)
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Доказательство. Пусть f — произвольная функция из класса Lr2(R).
Поскольку почти всюду на R
F(f (r); x) = (ix)rF(f; x); (2.17)
то согласно формулам (1.3) и (2.17) запишем
kkh(f (r))k2 = 2k
1Z
 1
(1  cos(hu))ku2rjF(f; u)j2du:
Используя соотношение (1.1) и обозначение (2.1), отсюда получаем
2k(f
(r); ) =
2k

Z
0
dh
1Z
 1
(1  cos(hu))ku2rjF(f; u)j2du
> 2k
Z
juj>
u2rk( ;u)jF(f; u)j2du: (2.18)
Исходя из (2.18), рассмотрим вспомогательную функцию
Gk(; u) := u
2rk( ;u) =
u2r 1

uZ
0
(1  cosh)kdh; (2.19)
где u 2 R,  2 (0;1). Из формул (2.1) и (2.19) следует, что при любом
фиксированном значении  функция Gk, как функция переменной u,
является неотрицательной и четной на вещественной оси R и моно-
тонно возрастает на полуоси R+ := fx : 0 6 x <1g. Следовательно
inffGk(; u) : juj > g = Gk(; ); (2.20)
где  2 (0;1) — произвольная константа. Используя соотношения
(2.18)–(2.20) и (2.5), имеем
2k(f
(r); ) > 2k
Z
juj>
Gk(; u)jF(f; u)j2du > 2kGk(; )A2(f)
= 2k2rk( ;)A2(f):
Полагая  = t=, где t 2 (0; ], отсюда получаем
sup
f2Lr2(R)
rA(f)
k(f (r); t=)
6 1p
2kk(t=;)
=
1p
2kk(t; 1)
: (2.21)
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Для вычисления оценки снизу экстремальной характеристики, ра-
сположенной в левой части соотношения (2.21), снова рассмотрим
функцию " 2 Lr2(R), где " > 0, введенную в ходе доказательства
теоремы 1. Используя формулу (2.17), имеем
kkh(r")k2 = 2k+1
+"Z

u2r(1  cos(hu))kdu
6 2k+1"( + ")2r(1  cos(h( + ")))k:
Интегрируя данное соотношение по переменной h в пределах от 0 до
t= и умножая полученный результат на величину =t, в силу (1.1) и
(2.11) запишем
k(
(r)
" ; t=) 6
p
2"( + ")r
q
2kk(t=; + "):
Следовательно,
sup
f2Lr2(R)
rA(f)
k(f (r); t=)
> 
rA(")
k(
(r)
" ; t=)
> 1
(1 + "=)r
q
2kk(t=; + ")
:
(2.22)
Исходя из (2.11), знаменатель правой части неравенства (2.22) явля-
ется положительной монотонно убывающей функцией от " > 0 при
постоянных значениях ; k; t. Используя определение верхней грани
числового множества, как это было сделано при доказательстве тео-
ремы 1, а также учитывая формулу (2.1), имеем
sup
"2(0;e)
1
(1 + "=)r
q
2kk(t=; + ")
=
1p
2kk(t; 1)
; (2.23)
где e = min(; 1=). Поскольку левая часть соотношения (2.22) не
зависит от величины ", то вычисляя верхнюю грань по " 2 (0; e) от
его правой части и используя равенство (2.23), запишем
sup
f2Lr2(R)
rA(f)
k(f (r); t=)
> 1p
2kk(t; 1)
: (2.24)
Требуемое равенство (2.16) следует из неравенств (2.21), (2.24) и со-
отношения (2.2), чем и завершается доказательство теоремы 2.
Полагаем
k;r;p;x('; u) := u
2r
n xZ
0

p=2
k (t;u)'(t)dt
o2=p
: (2.25)
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Из (2.1) и (2.25) вытекает, что k;r;p;x('; u), как функция от u при
фиксированных значениях остальных параметров, является положи-
тельной и четной.
Имеет место следующая
Теорема 3. Пусть k 2 N; r 2 Z+; p 2 (0; 2];  2 (0;1); x — коне-
чное положительное число; ' — неотрицательная суммируемая на
отрезке [0; x] функция, которая не эквивалентна нулю. Тогда спра-
ведливо равенство
sup
f2Lr2(R)
A(f)
fR x0 pk(f (r); t)'(t)dtg1=p = 2 k=2f infu> k;r;p;x('; u)g 1=2: (2.26)
В случае r = 0 полагаем L02(R)  L2(R) и верхнюю грань в соотно-
шении (2.26) вычисляем по всем функциям f 2 L2(R), которые не
эквивалентны нулю.
Доказательство. Полагая
H(f ; t; u) := 2kp=2 urp p=2k (t;u) jF(f; u)jp '(t)
и используя соотношения (2.18) и (2.5), обобщенное неравенство Мин-
ковского (см., например, [5, глава 1, п. 1.3]), а также учитывая обо-
значение (2.25), запишем
n xZ
0
pk(f
(r); t)'(t)dt
o1=p
>
n xZ
0
h
2k
Z
juj>
u2rk(t;u)jF(f; u)j2du
ip=2
'(t)dt
o1=p
=
n xZ
0
h Z
juj>
H2=p(f ; t; u)du
ip=2
dt
o1=p
>
n Z
juj>
h xZ
0
H(f ; t; u)dt
i2=p
du
o p
2
 1
p
= 2k=2
n Z
juj>
jF(f; u)j2
h
urp
xZ
0

p=2
k (t; u)'(t)dt
i2=p
du
o1=2
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= 2k=2
n Z
juj>
jF(f; u)j2k;r;p;x('; u)du
o1=2
> 2k=2A(f)
n
inf
u>
k;r;p;x('; u)
o1=2
:
Следовательно,
sup
f2Lr2(R)
A(f) R x
0 
p
k(f
(r); t)'(t)dt
	1=p 6 2 k=2n infu> k;r;p;x('; u)o 1=2:
(2.27)
Получим оценку снизу экстремальной характеристики, располо-
женной в левой части неравенства (2.27). Пусть u 2 R есть произволь-
ное число, удовлетворяющее условию juj > . Рассмотрим функциюe";u(x) :=p2=  qjuj+"(x)  qjuj(x), где " 2 (0; eu), eu := min(juj; 1=juj);
qa(x) := a sinc (ax), a > 0, являющуюся целой экспоненциального
типа juj+". Поскольку для преобразования Фурье функции e";u име-
ем F(e";u;x) = f1, если juj < jxj < juj + "; 1=2, если jxj = juj или
jxj = juj + "; 0, если jxj < juj или jxj > juj + "g, то в силу формулы
(2.17) и равенства ke(r)";u()k = k()rF(e";u; )k получаем e";u 2 Lr2(R)
при любом u 2 R, juj > . Поскольку
kkh(e(r)";u)k2 = 2k+1
juj+"Z
juj
(1 cos(hv))kv2rdv
6 2k+1"(juj+")2r 1 cos(h(juj+"))k;
то после интегрирования данного соотношения по h в пределах от 0
до t, умножения полученного таким образом неравенства на величину
1=t и использования формул (1.1) и (2.11), имеем
k
 e(r)";u; t 6 2k=2 p2" (juj+ ")rqk(t; juj+ "): (2.28)
Возводя обе части неравенства (2.28) в степень p 2 (0; 2], затем умно-
жая их на функцию '(t) и интегрируя по переменной t в пределах от
0 до x, а также учитывая, что в силу (2.5) A(e";u) = p2", запишем
xZ
0
pk
 e(r)";u; t'(t)dt
6 2pk=2Ap(e";u)(juj+ ")pr xZ
0
 
k(t; juj+ ")
p=2
'(t)dt: (2.29)
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Используя (2.29), получаем
sup
f2Lr2(R)
A(f) R x
0 
p
k(f
(r); t)'(t)dt
	1=p > A(e";u) R x
0 
p
k(
e(r)";u; t)'(t)dt	1=p
> 2 k=2(juj+ ") r
n xZ
0
 
k(t; juj+ ")
p=2
'(t)dt
o 1=p
: (2.30)
Поскольку
sup
"2(0;eu)(juj+ ") r
n xZ
0
 
k(t; juj+ ")
p=2
'(t)dt
o 1=p
=

k;r;p;x('; u)
	 1=2
;
то после вычисления верхней грани по " 2 (0; eu) от правой части
соотношения (2.30) имеем
sup
f2Lr2(R)
A(f) R x
0 
p
k(f
(r); t)'(t)dt
	1=p > 2 k=2k;r;p;x('; u)	 1=2;
где u > . Используя определения и свойства точных верхней и ни-
жней граней числового множества, получаем
sup
f2Lr2(R)
A(f) R x
0 
p
k(f
(r); t)'(t)dt
	1=p
> 2 k=2 sup
u>

k;r;p;x('; u)
	 1=2 > 2 k=2 inf
u>
k;r;p;x('; u)
	 1=2
: (2.31)
Требуемое равенство (2.26) следует из соотношений (2.27) и (2.31).
Теорема 3 доказана.
Полагая, например, в условиях теоремы 3 величину k = 1, из
равенства (2.26) получаем
sup
f2Lr2(R)
A(f) R x
0 
p
1(f
(r); t)'(t)dt
	1=p
=
1
p
2
n
inf
u>
ur
h R x
0 (1  sinc (ut))p=2'(t)dt
i1=po : (2.32)
582 Точные константы в неравенствах типа Джексона...
3. Некоторые следствия из теоремы 3
В первую очередь рассмотрим, при каких условиях удается вычи-
слить нижнюю грань в правой части равенства (2.32).
Следствие 1. Пусть  2 (0;1); r 2 Z+; p 2 (0; 2]; x 2 (0; 3=(4)];
' — неотрицательная суммируемая на отрезке [0; x] функция, ко-
торая не эквивалентна нулю. Тогда справедливо равенство
sup
f2Lr2(R)
rA(f) R x
0 
p
1(f
(r); t)'(t)dt
	1=p = 1p
2
nR x
0 (1 sinc (t))p=2'(t)dt
o1=p :
(3.1)
В случае r = 0 верхняя грань в (3.1) вычисляется по всем функциям
f 2 L2(R), которые не эквивалентны нулю.
Доказательство. Учитывая поведение функции sinc (t) (см., напри-
мер, [29, с. 129, 132]), для произвольных значений v 2 [1;1) и z 2
(0; 3=4] имеем sinc (z) > sinc (vz). Следовательно, имеет место нера-
венство
v(1  sinc (vz)) > (1  sinc (z)); (3.2)
где ;  2 [0;1) — произвольные числа. Полагая v := u=, где u 2
[;1); z := t, где t 2 (0; x];  := rp;  := p=2, из (3.2) получаем
urp(1  sinc (ut))p=2 > rp(1  sinc (t))p=2:
Умножая обе части данного неравенства на функцию '(t) и затем
интегрируя их по переменной t в пределах от 0 до x, имеем
urp
xZ
0
(1  sinc (ut))p=2'(t)dt > rp
xZ
0
(1  sinc (t))p=2'(t)dt; (3.3)
где u 2 [;1) — произвольное число. Поскольку из (3.3) следует
соотношение
inf
u>
ur
n xZ
0
(1  sinc (ut))p=2'(t)dt
o1=p
= r
n xZ
0
(1  sinc (t))p=2'(t)dt
o1=p
;
то отсюда с учетом формулы (2.32) получаем требуемое равенство
(3.1). Следствие 1 доказано.
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Полагая, например, p = 2; '(t)  1; h = x, где h 2 (0; 3=4], из
равенства (3.1) имеем
sup
f2Lr2(R)
r 1=2A(f) R h=
0 
2
1(f
(r); t)dt
	1=2 = 1p2(h  Si(h)) ; (3.4)
где Si(x) :=
R x
0 sinc (t)dt — интегральный синус. В случае r = 0 из
(3.4), в частности, получаем
sup
f2L2(R)
A(f)

R h=
0 
2
1(f; t)dt
	1=2 = 1p2(h  Si(h)) :
Следствие 2. Пусть  2 (0;1); r; k 2 N; p 2 [1=r; 2]; x — конечное
положительное число; ' — неотрицательная дифференцируемая по-
чти всюду на интервале (0; x) функция, которая не эквивалентна
нулю и почти для всех t 2 (0; x) удовлетворяет условию
'(t)(pr   1)  t'0(t) > 0: (3.5)
Тогда имеет место равенство
sup
f2Lr2(R)
rA(f) R x
0 
p
k(f
(r); t)'(t)dt
	1=p
=
n xZ
0
h2k
k

  2
kX
j=1
( 1)j+1
 2k
k j

sinc (jt)
ip=2
'(t)dt
o 1=p
: (3.6)
Доказательство. Рассмотрим вспомогательную функцию
Z(u) := 
p=2
k;r;p;x('; u) = u
pr
xZ
0

p=2
k (t;u)'(t)dt; (3.7)
где u > , и вычислим ее производную первого порядка
Z 0(u) = prupr 1
xZ
0

p=2
k (t;u)'(t)dt+ u
pr
xZ
0
'(t)
@
@u
 

p=2
k (t;u)

dt: (3.8)
Поскольку, как вытекает из (2.1),
k(t;u) = k(tu; 1); (3.9)
то, полагая (x) := p=2k (x; 1), можно убедиться в том, что
1
t
@
@u
((tu)) =
1
u
@
@t
((tu));
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где t и u принимают отличные от нуля значения. С учетом (3.9) отсю-
да имеем
1
t
@
@u
(
p=2
k (t;u)) =
1
u
@
@t
(
p=2
k (t;u)): (3.10)
Используя соотношение (3.10) в ходе интегрирования по частям
второго интеграла в формуле (3.8), запишем
Z 0(u) = upr 1
n
pr
xZ
0

p=2
k (t;u)'(t)dt+
xZ
0
t'(t)
@
@t
 

p=2
k (t;u)

dt
o
= upr 1
n
x'(x)
p=2
k (x;u)+
xZ
0

p=2
k (t;u)

'(t)(pr 1) t'0(t)dto: (3.11)
С учетом формулы (3.5) из (3.11) для всех u >  имеем Z 0(u) >
0. Следовательно, функция Z является неубывающей на множестве
[;1). Учитывая (3.7), (3.9) и (2.25), отсюда получаем
inf
6u<1 k;r;p;x('; u) = k;r;p;x('; ) = 
2r
n xZ
0

p=2
k (t; 1)'(t)dt
o2=p
:
(3.12)
Требуемое равенство (3.6) следует из соотношений (2.26), (3.12) и
(2.2). Следствие 2 доказано.
Сравнивая результаты следствий 1 и 2 в случае k = 1 отметим, что
соотношение (3.6) из следствия 2 имеет место, когда r 2 N; p 2 [1=r; 2]
и функция ' удовлетворяет ограничению (3.5). При этом x — прои-
звольное положительное число. Что же касается следствия 1, то в
отличие от следствия 2 величина r может принимать и нулевое зна-
чение при p 2 (0; 2], а функция ' подчиняется более слабым услови-
ям. Однако положительное число x уже ограничено сверху числом
3=(4).
Полагая, например, p = 2; '(t)  1 и учитывая, что неравенство
(3.5) в этом случае выполняется автоматически, из формулы (3.6)
получаем
sup
f2Lr2(R)
rA(f) R x
0 
2
k(f
(r); t)dt
	1=2
=
n
x
h2k
k

  2
kX
j=1
( 1)j+1
 2k
k   j
Si(jx)
jx
io 1=2
: (3.13)
Отметим, что при k = 1 и r 2 N правые и левые части равенств (3.4)
и (3.13) совпадают, если в (3.13) полагать x = h=, где 0 < h 6 3=4.
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Пусть теперь '(t) := tm, где m 2 (0;1) — произвольное число.
Тогда соотношение (3.5) приобретает следующий вид: p > (1 +m)=r.
Поскольку, согласно условию следствия 3, имеем p 2 (0; 2], то получа-
ем двойное неравенство (1 +m)=r 6 p 6 2, которому должна удовле-
творять величина p. При этом для чисел r 2 N должно выполняться
ограничение снизу r > (1 + m)=2. В случае выполнения указанных
ограничений на p и r, из формулы (3.6) получаем
sup
f2Lr2(R)
rA(f) R x
0 
p
k(f
(r); t)tmdt
	1=p
=
n xZ
0
h2k
k

  2
kX
j=1
( 1)j+1
 2k
k   j

sinc (jt)
ip=2
tmdt
o 1=p
:
Полагая, например, в данной формуле k = 1; m = 1; p = 2, для
любого r 2 N имеем
sup
f2Lr2(R)
rA(f) R x
0 
2
1(f
(r); t)tdt
	1=2 = 1xp1  sinc 2(x=2) ;
где x 2 (0;1) — произвольное число.
Пусть в формуле (2.26) x := x = =, где  2 (0;1) и '(t) :=
'(t) =  (t). Полагая
k;r;p;( ; v) := v
2r
n Z
0

p=2
k (vt; 1) (t)dt
o2=p
(3.14)
и учитывая соотношение (3.9), запишем
k;r;p;x('; u) =
n
urp
=Z
0

p=2
k (ut; 1) (t)dt
o2=p
= 2(r 1=p)
nu

rp Z
0

p=2
k
 
ut=; 1

 (t)dt
o2=p
;
где u > . Используя обозначение (3.14), отсюда получаем
2(r 1=p) inf
16v<1
k;r;p;( ; v) 6 inf
6u<1 k;r;p;x('; u)
6 k;r;p;x('; ) = 2(r 1=p) k;r;p;( ; 1): (3.15)
Из теоремы 3 и соотношения (3.15) вытекает
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Следствие 3. Пусть k; r 2 N; p 2 (0; 2]; ;  2 (0;1);  — нео-
трицательная суммируемая на отрезке [0; ] функция, которая не
эквивалентна нулю. Тогда имеет место следующее двойное неравен-
ство:
2 k=2

k;r;p;( ; 1)
	 1=2 6 sup
f2Lr2(R)
rA(f) R 
0 
p
k(f
(r); t=) (t)dt
	1=p
6 2 k=2

inf
16v<1
k;r;p;( ; v)
	 1=2
:
Если же функция  удовлетворяет условию
inf
16v<1
k;r;p;( ; v) = k;r;p;( ; 1); (3.16)
то справедливо равенство
sup
f2Lr2(R)
rA(f) R 
0 
p
k(f
(r); t=) (t)dt
	1=p = 2 k=2k;r;p;( ; 1)	 1=2: (3.17)
Следующее утверждение посвящено изучению вопроса, при каких
условиях будет выполнено равенство (3.16).
Следствие 4. Пусть выполнены все условия следствия 3 и функция
 (t) := e (t) = trp 1 e 1(t), где e 1 — неотрицательная невозрастаю-
щая определенная и суммируемая на отрезке [0; ] функция, которая
не эквивалентна нулю. Тогда для определенной указанным образом
функции  выполнено равенство (3.16), а значит имеет место соо-
тношение (3.17).
Доказательство. Рассмотрим вспомогательную функцию e (t) :=
f e 1(t), если 0 6 t 6 ; e 1(), если  6 t < 1g. Тогда на основа-
нии (3.14) для произвольного значения v 2 [1;1) запишем
k;r;p;( e ; v) = v2rn Z
0

p=2
k (vt; 1)t
rp 1 e 1(t)dto2=p
=
n vZ
0

p=2
k (t; 1)t
rp 1 e (t=)dto2=p > n vZ
0

p=2
k (t; 1)t
rp 1 e (t)dto2=p
>
n Z
0

p=2
k (t; 1)t
rp 1 e 1(t)dto2=p = k;r;p;( e ; 1):
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Следовательно, условие (3.16) имеет место, а это означает, в силу
следствия 3, справедливость равенства (3.17) для функции e . Тогда,
с учетом формул (3.14) и (2.2), получаем
sup
f2Lr2(R)
rA(f) R 
0 
p
k(f
(r); t=)trp 1 e 1(t)dt	1=p = 2 k=2

k;r;p;( e ; 1)	 1=2
=
n Z
0
h2k
k

  2
kX
j=1
( 1)j+1
 2k
k j

sinc (jt)
ip=2
trp 1 e 1(t)dto 1=2:
Следствие 4 доказано.
4. Точные значения средних -поперечников
классов функций, определенных при помощи
характеристики гладкости k в пространстве L2(R)
В работах [30, 31] Г. Г. Магарил-Ильяевым было введено опреде-
ление средней размерности, которое является некоторой модифика-
цией соответствующего понятия, приведенного ранее В.М. Тихоми-
ровым [32]. Это позволило определить асимптотические экстремаль-
ные характеристики, подобные поперечникам, где роль размерно-
сти выполняла средняя размерность. В результате этого стало во-
зможным сравнение аппроксимативных свойств подпространств B;2,
где  2 (0;1), с аналогичными свойствами иных подпространств
из L2(R), имеющих ту же среднюю размерность, и решение в L2(R)
целого ряда экстремальные задачи теории аппроксимации функций
оптимизационного содержания.
Напомним необходимые далее понятия и определения, приведен-
ные в [30, 31]. Пусть BL2(R) есть единичный шар в L2(R);
Lin(L2(R)) является совокупностью всех линейных подпространств
в L2(R);
Linn(L2(R)) := fL 2 Lin(L2(R)) : dimL 6 ng; n 2 Z+;
d(M; A; L2(R)) := supfinffkx  yk : y 2 Ag : x 2Mg
есть наилучшее приближение множестваM  L2(R) множеством A 
L2(R). Под AT ; где T > 0; понимаем сужение множества A  L2(R)
на отрезок [ T; T ]; а через LinCL2(R) обозначим совокупность та-
ких подпространств L 2 Lin(L2(R)); для которых множество (L \
BL2(R))T предкомпактно в L2([ T; T ]) при любом T > 0.
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Если L 2 LinC(L2(R)) и T; " > 0; то существуют такие n 2 Z+ и
M2 Linn(L2(R)); для которых d((L\BL2(R))T ;M; L2([ T; T ])) < ".
Пусть
D"(T;L; L2(R)) := minfn 2 Z+ : 9M 2 Linn(L2([ T; T ]));
d((L \BL2(R))T ;M; L2([ T; T ])) < "g:
Данная величина не убывает по T и не возрастает по ". Величину
dim(L; L2(R)) := limflim inffD"(T;L; L2(R))=(2T ) : T !1g : "! 0g;
где L 2 LinC(L2(R)), называют средней размерностью подпространс-
тва L в L2(R). В [30] было показано, что
dim(B;2;L2(R)) = =: (4.1)
ПустьM есть центрально-симметричное подмножество из L2(R) и
 > 0 является произвольным конечным числом. Тогда под средним
-поперечником по Колмогорову множестваM в L2(R) понимают ве-
личину
d(M; L2(R)) := inffsupfinffkf   'k : ' 2 Lg : f 2Mg
: L 2 LinC(L2(R)); dim(L; L2(R)) 6 g:
Подпространство, на котором достигается внешняя нижняя грань,
называется экстремальным.
Средним линейным -поперечником множества M в L2(R) на-
зывают величину
(M; L2(R)) := inffsupfkf   V (f)k : f 2Mg : (X;V )g;
где нижняя грань берется по всем парам (X;V ) таким, что X есть
нормированное пространство, непосредственно вложенное в L2(R), а
V : X ! L2(R) является непрерывным линейным оператором, для ко-
торого ImV  LinC(L2(R)) и выполнено неравенство
dim(ImV;L2(R)) 6 ; M  X: Здесь ImV есть образ оператора V:
Пару, на которой достигается нижняя грань, называют экстремаль-
ной.
Величину
b(M; L2(R)) := supfsupf > 0 : L \ BL2(R) Mg
: L 2 LinC(L2(R)); dim(L; L2(R)) > ; d(L \BL2(R); L2(R)) = 1g
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называют средним -поперечником по Бернштейну множества M в
L2(R). Последнее условие, налагаемое на L при вычислении внешней
верхней грани, означает, что рассматриваются только те подпрос-
транства, для которых справедлив аналог теоремы В.М. Тихомиро-
ва о поперечнике шара. Этому требованию удовлетворяет, например,
подпространство B;2; если  > ; т.е. d(B;2 \BL2(R); L2(R)) = 1.
Для множества M  L2(R) между перечисленными выше его эк-
стремальными характеристиками имеют место следующие неравен-
ства:
b(M; L2(R)) 6 d(M; L2(R)) 6 (M; L2(R)): (4.2)
Отметим, что точные значения средних -поперечников некото-
рых классов функций впервые были получены Г. Г. Магарил–Ильяе-
вым [30,31]. В последующем данная тематика была продолжена в ра-
ботах других авторов (см., например, [12, 13, 15–17]). Краткий обзор,
касающийся вычисления точных значений указанных экстремальных
характеристик, можно найти в работе [33].
Воспользуемся характеристикой гладкости (1.1) для определения
классов функций в L2(R). Пусть 	(t), где t 2 [0;1), есть непрерыв-
ная возрастающая функция, такая, что 	(0) = 0, которую далее бу-
дем называть мажорантой. ЧерезW(1;	) обозначим класс функций
f 2 L2(R), для каждой из которых при любом t 2 (0;1) выполняется
неравенство 1(f; t) 6 	(t). Символом t обозначим значение аргу-
мента функции sinc (t), при котором она достигает наименьшего зна-
чения на множестве 0 < t <1. Отметим (см., например, [12, 13, 33]),
что t является наименьшим положительным корнем уравнения t =
tg t и 4; 49 < t < 4; 51. Далее полагаем (1   sinc (t)) := f1   sinc (t),
если 0 < t 6 t; 1  sinc (t), если t 6 t <1g.
Теорема 4. Пусть  2 (0;1) — произвольное число; 	 — мажоран-
та, которая удовлетворяет условию
	2(t)
	2(=(2))
> 
   2
 
1  sinc (t) (4.3)
для любых значений t 2 (0;1) и  2 (;1). Тогда справедливы
следующие равенства:
(W(1;	);L2(R)) = A(W(1;	))
= supfkf   L(f)k : f 2 W(1;	)g
=
r

2(   2) 	
 1
2

; (4.4)
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где () — любой из рассмотренных выше средних -поперечников,
оператор L определяется формулой (2.3) при  = . При этом
пара [4] (L2(R);L) будет экстремальной для среднего линейного -
поперечника (W(1;	);L2(R)), а подпространство B;2 является
экстремальным для среднего -поперечника по Колмогорову
d(W(1;	);L2(R)). Множество мажорант, удовлетворяющих ус-
ловию (4.3), не пусто.
Доказательство. Используя соотношение (2.3), в котором полагаем
t = =2, для произвольной функции f 2 L2(R) получаем
A(f) 6
r

2(   2) 1

f;

2

: (4.5)
Пусть  = . Тогда в силу формулы (4.1) для средней размерности
подпространства B;2 имеем dim B;2 = . Учитывая этот факт и
определение класса функций W(1;	), из соотношений (2.4)–(2.5),
(4.2) и (4.5) имеем оценки сверху
(W(1;	);L2(R))6(W(1;	);L2(R))
6 supfkf L(f)k :f 2W(1;	)g
= A(W(1;	)) 6
r

2(   2) 	
 1
2

: (4.6)
Для получения оценок снизу исследуемых средних -поперечни-
ков необходимо, согласно формуле (4.2), дать оценку снизу средне-
го бернштейновского -поперечника b(W(1;	);L2(R)). Для этого
полагаем b := (1 + "), где " 2 (0; e) — произвольное число, аe := min(; 1=). Согласно (4.1) dim Bb;2 = (1 + ") и d(Bb;2 \
BL2(R);L2(R)) = 1 поскольку b > . Поэтому далее можем рас-
сматривать подпространство Bb;2 как одну из реализаций подпро-
странства L 2 LinC(L2(R)), участвующего в определении величины
b(). В связи с этим рассмотрим множество целых функций Bb(") :=
Bb;2 \ "BL2(R) = fg 2 Bb;2 : kgk 6 "g, где
" :=
r

2(   2) 	
 1
2(1 + ")

: (4.7)
Покажем, что Bb(")  W(1;	). Напомним, что согласно фун-
даментальной теореме, установленной Винером и Палей (см., напри-
мер, [3, глава 4, пункт 4.6]), произвольный элемент g 2 Bb;2 можно
представить в следующем виде:
g(x) =
1p
2
bZ
 b
eixu(u)du; (4.8)
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где  — некоторая функция с интегрируемым по Лебегу квадратом
модуля на отрезке [ b; b]. Поскольку для преобразования Фурье фун-
кции g имеем F(g; x) = f(x), если jxj 6 b; 0, если jxj > bg и
1Z
 1
jg(x)j2dx =
bZ
 b
j(u)j2du; (4.9)
то на основании формулы (2.6) запишем
21(g; t) = 2
bZ
 b
(1  sinc (tu))j(u)j2du 6 (1  sinc (tb))kgk2: (4.10)
Используя соотношения (4.7)–(4.10) и учитывая условие (4.3) для ма-
жоранты 	, в котором полагаем  := b, для произвольной функции
g 2 Bb(") и любого t 2 (0;1) получаем
1(g; t) 6
r

   2 (1  sinc (tb)) 	 12(1 + ") 6 	(t):
Следовательно Bb(")  W(1;	). Учитывая этот факт и определе-
ние среднего бернштейновского -поперечника, запишем
b(W(1;	);L2(R)) > b(Bb(");L2(R)) > ":
Из данного соотношения и формул (4.2) и (4.7) получаем
(W(1;	);L2(R)) >
r

2(   2) 	
 1
2(1 + ")

: (4.11)
Поскольку левая часть неравенства (4.11) не зависит от величины ",
то вычисляя верхнюю грань по " 2 (0; e) от его правой части, имеем
(W(1;	);L2(R)) >
r

2(   2) 	
 1
2

: (4.12)
Требуемые равенства (4.4) следуют из соотношений (4.6) и (4.12).
Убедимся далее в том, что множество мажорант, удовлетворяющих
условию (4.3), не пусто. Для этого рассмотрим мажоранту e	(t) :=
t=2, для которой соотношение (4.3) примет следующий вид:
(t) > 
1+
2(   2)(1  sinc (t)); (4.13)
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где t 2 (0;1). Используя ход рассуждений, примененный при до-
казательстве основной теоремы из работы [34], можно убедиться в
том, что неравенство (4.13) будет выполнено при  = 2=(   2). Сле-
довательно, мажоранта e	(t) = t1=( 2) удовлетворяет условию (4.3).
Теорема 4 доказана.
Через Wr(k;	), где r; k 2 N, а функция 	 есть мажоранта, обо-
значим класс функций f 2 Lr2(R), для каждой из которых при любом
t 2 (0;1) выполняется неравенство k(f (r); t) 6 	(t).
Теорема 5. Пусть r; k 2 N;  2 (0;1) — произвольное число; 	 —
мажоранта, удовлетворяющая условию
	2(t)
	2(=)
> 2
k
Ck2kt
tZ
0
(1  cosh)kdh (4.14)
для любых значениях t 2 (0;1) и  2 (;1). Тогда имеют место
следующие равенства:
(Wr(k;	);L2(R))=A(Wr(k;	))
=supfkf L(f)k :f 2Wr(k;	)g
=
1q
Ck2k 
rr
	
1


; (4.15)
где () — любой из средних -поперечников, рассмотренных ранее.
При этом пара (Lr2(R);L) является экстремальной для среднего
линейного -поперечника (Wr(k;	);L2(R)), а подпространство
B;2 будет экстремальным для среднего колмогоровского -попереч-
ника d(Wr(k;	);L2(R)). Множество мажорант, удовлетворяю-
щих условию (4.14) не пусто.
Доказательство. Используя формулу (2.16), в которой полагаем  =
 и t = , для произвольной функции f 2 Lr2(R) запишем
A(f) 6 1q
Ck2k 
rr
k

f (r);
1


: (4.16)
Из соотношений (4.2) и (4.16), а также в силу определения класса
Wr(k;	) получаем следующие оценки сверху:
(Wr(k;	);L2(R)) 6 (Wr(k;	);L2(R)) 6 supfkf   L(f)k
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: f 2 Wr(k;	)g = A(Wr(k;	)) 6 1q
Ck2k 
rr
	
1


: (4.17)
Для получения оценок снизу рассматриваемых экстремальных ха-
рактеристик класса Wr(k;	) полагаем b := (1+ "), где " 2 (0; e),e := min(; 1=), и рассмотрим множество функций Bb(e") := Bb;2 \e"BL2(R) = fg 2 Bb;2 : kgk 6 e"g. Здесь
e" := 1q
Ck2k (b)r 	
 1
(1 + ")

: (4.18)
Используя формулы (2.18)–(2.19) и (4.8), для произвольного элемента
g 2 Bb;2 запишем
2k(g
(r); t) =
2k
t
tZ
0
dh
bZ
 b
(1  cos(hu))ku2rj(u)j2du
= 2k
bZ
 b
j(u)j2
nu2r 1
t
utZ
0
(1  cosh)kdh
o
du = 2k
bZ
 b
j(u)j2Gk(t; u)du:
(4.19)
Поскольку, как отмечалось ранее в ходе доказательства теоремы 2,
функция Gk, как функция от u, при любом фиксированном значении
t 2 (0;1) является четной и неотрицательной на R, а также монотон-
но возрастающей на множестве R+, то из (4.19) с учетом формулы
(4.9) получаем
2k(g
(r); t) 6 2kGk(t; b)kgk2: (4.20)
Учитывая формулу (2.19) для функции Gk, а также используя усло-
вие (4.14) для мажоранты 	, для произвольного элемента g 2 Bb(e")
из неравенства (4.20) имеем
2k(g
(r); t) 6 2k(b)2r kgk2bt
btZ
0
(1  cosh)kdh
6 2
k
Ck2kbt
n btZ
0
(1  cosh)kdh
o
	2
b 6 	2(t);
где t 2 (0;1). Следовательно, Bb(e")  Wr(k;	). Поскольку
b(Wr(k;	);L2(R)) > b(Bb(e"); L2(R)) > e";
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то с учетом формул (4.18) и (4.2) отсюда получаем
(Wr(k;	);L2(R)) > 1q
Ck2k((1 + "))
r
	
 1
(1 + ")

: (4.21)
Поскольку левая часть неравенства (4.21) не зависит от ", то вычи-
сляя верхнюю грань по " 2 (0; e) от его правой части, имеем
(Wr(k;	);L2(R)) > 1q
Ck2k 
rr
	
1


: (4.22)
Требуемые равенства (4.15) вытекают из соотношений (4.17) и
(4.22). В заключение убедимся в том, что множество мажорант, удов-
летворяющих условию (4.14), не пусто. Воспользовавшись для этого
практически дословно рассуждениями, проведенными в конце дока-
зательства теоремы 5 из работы [24], можно показать, что для ма-
жоранты b	(t) := t, где  = 22k=Ck2k   1, соотношение (4.14) будет
выполнено. Теорема 5 доказана.
Через cWrp(1;	), где r 2 N; p 2 (0; 2]; 	 — мажоранта, обозна-
чим класс функций f 2 Lr2(R), для производных r-го порядка f (r)
которых выполняется условие
R x
0 
p
1(f
(r); t)dt 6 	p(x) для любого
x 2 (0;1).
Теорема 6. Пусть r 2 N;  2 (0;1) — произвольное число; p 2
[1=r; 2]; 	 — мажоранта, удовлетворяющая условию
	p(x)
	p(=)
>
R x
0 (1  sinc (t))p=2dtR 
0 (1  sinc (t))p=2dt
(4.23)
для произвольных значений x 2 (0;1) и  2 (;1). Тогда имеют
место следующие равенства:
(cWrp(1;	);L2(R)) = A(cWrp(1;	))
= supfkf   L(f)k : f 2 cWrp(1;	)g
=
()1=p rp
2
n Z
0
(1  sinc (t))p=2dt
o 1=p
	
1


; (4.24)
где () — любой из рассмотренных ранее средних -поперечников.
При этом пара (Lr2(R);L) будет экстремальной для
(cWrp(1;	);L2(R)), подпространство B;2 есть экстремальным
для d(cWrp(1;	);L2(R)), а множество мажорант, удовлетворяю-
щих условию (4.23), не пусто.
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Доказательство. Полагая, как и в двух предшествующих теоремах
 =  и используя следствие 2, в котором считаем, что '  1;
x = 1=; k = 1, получаем
A(f) 6 ()
1=p r
p
2
n Z
0
(1  sinc (t))p=2dt
o 1=pn 1=Z
0
p1(f
(r); t)dt
o1=p
:
Из данного неравенства, определения класса cWrp(1;	) и из соотно-
шения (4.2) следуют оценки сверху
(cWrp(1;	);L2(R)) 6 (cWrp(1;	);L2(R))
6 supfkf   L(f)k : f 2 cWrp(1;	)g = A(cWrp(1;	))
6 ()
1=p r
p
2
n Z
0
(1  sinc (t))p=2dt
o 1=p
	
1


: (4.25)
Для получения оценок снизу исследуемых экстремальных хара-
ктеристик класса cWrp(1;	) по аналогии с рассуждениями, проведен-
ными при доказательстве теорем 4 и 5, рассмотрим множество целых
функций
Bb(") := Bb;2 \ "BL2(R) = fg 2 Bb;2 : kgk 6 "g, где b := (1 + "),
" :=
(b)1=p rp
2
n Z
0
(1  sinc (t))p=2dt
o 1=p
	
 1
(1 + ")

; (4.26)
" 2 (0; e); e := min(; 1=). Учитывая вид функции Gk, приведенный
в формуле (2.19), при k = 1, и возводя обе части неравенства (4.20)
в степень p=2, для произвольной функции g 2 Bb;2 имеем:
p1(g
(r); t) 6 2p=2(b)rp(1  sinc (bt)p=2kgkp:
Интегрируя обе части последнего неравенства по переменной t в пре-
делах от 0 до x, где x 2 (0;1) — произвольное число, в силу огра-
ничения (4.23) и соотношения (4.26) для любого элемента g 2 Bb(")
получаем
xZ
0
p1(g
(r); t)dt 6
R bx
0 (1  sinc (t))p=2dtR 
0 (1  sinc (t))p=2dt
	p
b 6 	p(x):
Следовательно, Bb(")  cWrp(1;	). Используя определение средне-
го бернштейновского -поперечника, запишем b(cWrp(1;	);L2(R)) >
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b(Bb("); L2(R)) > ". Используя формулы (4.2) и (4.26), отсюда име-
ем
(cWrp(1;	);L2(R))
> ((1+"))
1=p r
p
2
n Z
0
(1  sinc (t))p=2dt
o 1=p
	
 1
(1+")

: (4.27)
После вычисления верхней грани по " 2 (0; e) от правой части нера-
венства (4.27) получаем
(cWrp(1;	);L2(R))> ()1=p rp
2
n Z
0
(1  sinc (t))p=2dt
o 1=p
	
1


:
(4.28)
Требуемые равенства (4.24) следуют из соотношений (4.25) и (4.28).
Практически аналогично тому, как это было сделано при доказа-
тельстве теоремы 6 из работы [24], можно показать, что мажоранта
	(x) := x, где  = 

(p
R 
0 (1   sinc (t))p=2dt) будет удовлетворять
условию (4.23), чем и завершается доказательство теоремы 6.
В заключение отметим, что результаты теорем 2, 3 и 5, 6 были
анонсированы без доказательств в Трудах Международной летней
математической школы-конференции С. Б. Стечкина [35].
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