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ABSTRACT
We investigate the capabilities of the ESA Gaia mission for detecting and character-
izing short timescale variability, from tens of seconds to a dozen hours. We assess the
efficiency of the variogram analysis, for both detecting short timescale variability and
estimating the underlying characteristic timescales from Gaia photometry, through
extensive light-curve simulations for various periodic and transient short timescale
variable types. We show that, with this approach, we can detect fast periodic variabil-
ity, with amplitudes down to a few millimagnitudes, as well as some M dwarf flares
and supernovae explosions, with limited contamination from longer timescale variables
or constant sources. Timescale estimates from the variogram give valuable informa-
tion on the rapidity of the underlying variation, which could complement timescale
estimates from other methods, like Fourier-based periodograms, and be reinvested in
preparation of ground-based photometric follow-up of short timescale candidates evi-
denced by Gaia. The next step will be to find new short timescale variable candidates
from real Gaia data, and to further characterize them using all the Gaia information,
including color and spectrum.
Key words: Stars: variables: general – surveys – methods: data analysis – methods:
numerical – technics: photometric
1 INTRODUCTION
In the astronomical literature, one can find several global
descriptions of variable stars. In Richter et al. (1985), a vari-
able star is defined as “a star showing brightness change in
the optical, over timescales of decades at most”. But what
is hidden behind this quite simple concept? Since the first
reported discoveries of variable stars, such as the supernovae
of 1006, 1572 and 1604 (pointed at this time as “new very
bright stars”) or the first periodic variable Mira in 1639, our
understanding of stellar variability has progressed remark-
ably. Nowadays, hundreds of thousands of variable stars,
spread all over the Hertzsprung-Russell (HR, Russell 1914)
diagram, have been identified, and classified in different cat-
egories. Various phenomena can be at the origin of the vari-
ability, be it intrinsic or extrinsic to the star, and the ob-
served variations cover a wide timescale range, from a few
tens of seconds to thousands of days. For a review of the
known variable stars across the HR diagram, see Eyer &
Mowlavi (2008).
In this work, we focus on short timescale variability, i.e.
at timescales from tens of seconds to a dozen hours. A vari-
ety of astronomical objects are known to exhibit such rapid
variations in their optical light-curves, including both peri-
odic and transient variability, with amplitudes ranking from
a few millimagnitudes (mmag) to a few magnitudes. Im-
proving our knowledge on these specific sources would bring
invaluable clues to several fields of astrophysics, e.g. stellar
evolution, pulsation theories, distance estimates and physics
of degenerate matter. However, only a relatively small num-
ber of short timescale variables have been identified until
now. This is a direct consequence of the inherent observa-
tional constraints when dealing with such objects, first in
terms of time sampling, and then in terms of photometric
precision, particularly for low amplitude variability. Note
nevertheless that, during the last decade, technological im-
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provements in imaging, with the advent of Charged Coupled
Devices (CCDs), made the domain of short timescale vari-
ability accessible for a large number of stars, through high
cadence photometric monitoring. Hence, several space sur-
veys, such as Kepler (Borucki et al. 2010) or CoRoT (Baglin
et al. 2006; Barge et al. 2008), and ground-based surveys,
such as the Rapid Temporal Survey (Ramsay & Hakala 2005;
Barclay et al. 2011) and the OmegaWhite Survey (Macfar-
lane et al. 2015; Toma et al. 2016), the Optical Gravitational
Lensing Experiment (Udalski et al. 1992), the Palomar Tran-
sient Factory (Law et al. 2009) or the Catalina Sky Survey
(Drake et al. 2009, 2014), allowed a deeper insight into this
rather unexplored domain, increasing the number of known
short timescale variables.
In this context, the Gaia ESA cornerstone mission,
launched in December 2013, offers a unique opportunity to
drastically change the landscape. During its 5-year mission
duration, Gaia will survey more than one billion objects
over the entire sky, providing micro-arcsecond astrometry,
photometry down to G ≈ 20.7 mag (where G is the Gaia
broad-band white light magnitude) with standard errors be-
low the mmag level for bright sources, and medium reso-
lution spectroscopy down to G ≈ 17 mag (Gaia Collabo-
ration et al. 2016)1. This will make a comprehensive vari-
ability search possible, including low amplitude variables.
In September 2016, the first intermediate Gaia data re-
lease (Gaia Data Release 1, Gaia DR1) offered a first in-
sight to the potential of Gaia for variability studies, with
the publication of a catalogue containing 3194 Cepheids and
RR Lyrae stars, of which 386 are new discoveries (Clemen-
tini et al. 2016). Besides, since July 2014, rapid analysis of
daily Gaia data deliveries by the Gaia Science Alerts (GSA)
group enabled the identification, classification and follow-up
of transient sources observed by Gaia2 (Hodgkin et al. 2013;
Wyrzykowski 2016), which for example resulted in the rare
discovery of an eclipsing AM CVn system (Campbell et al.
2015). Finally, recent work of Wevers et al. (2017) investi-
gates the potential of Gaia for investigating the fast tran-
sient sky. In addition, the Gaia scanning law involves fast
observing cadences, with groups of nine consecutive CCD
observations separated by about 4.85 s from each other, fol-
lowed by gaps of 1 h 46 min or 4 h 14 min between two suc-
cessive groups (de Bruijne 2012)3. From now on, a group of
nine CCD observations is referred to as a field-of-view (FoV)
transit. This peculiar time sampling enables to probe stellar
variability on timescales as short as a few tens of seconds.
Hence, thanks to its capabilities, Gaia is going to increase
remarkably the number of identified short timescale vari-
ables, resulting in an unprecedented census of these sources
in our Galaxy and beyond.
In this paper, we present our approach for the forth-
coming short timescale variability analysis from Gaia data,
as part of the Gaia Data Processing and Analysis Consor-
1 For more information on Gaia performances, please see
the Gaia webpage http://www.cosmos.esa.int/web/gaia/
science-performance
2 Gaia Science Alerts are publicly reported on the GSA webpage
http://gaia.ac.uk/selected-gaia-science-alerts
3 For more information on the Gaia spacecraft, instruments and
observing strategy, please see the Gaia webpage http://www.
cosmos.esa.int/web/gaia/spacecraft-instruments
tium (DPAC, Mignard et al. 2008), within the Coordination
Unit 7 (CU7, Eyer et al. 2015) whose activities are dedi-
cated to the Variability Processing. Our aim is to assess the
Gaia potential in terms of short timescale variability detec-
tion and characterization using Gaia per-CCD photometry
in the G band. Our study is based on extensive light-curve
simulations, for various short timescale variable types, in-
cluding both periodic and transient fluctuations. Our ap-
proach is based on the variogram method, also known as the
structure function method, which is extensively used in the
fields of quasar and AGN studies, and in high-energy as-
trophysics (see e.g. Simonetti et al. 1985; MacLeod et al.
2012; Koz lowski 2016), but can also be applied to optical
stellar variability(see e.g. Eyer & Genton 1999; Sumi et al.
2005). This variogram technique and its application to short
timescale variability detection are detailed in Sect. 2. In
Sect. 3, we describe the two different light-curve data sets
we generated for our analysis. Section 4 summarizes the re-
sults of the short timescale variability analysis in an ideal
situation, and in Sect. 5 we present the expectations in the
Gaia context. Section 6 recapitulates our conclusions.
2 THE VARIOGRAM METHOD
The underlying idea of our variogram approach for short
timescale variability analysis is to investigate a light-curve
for variability by quantifying the difference in magnitude
between two measurements as function of the time lag
h between them. The light-curve consists in magnitudes
(mi)i=1..n observed at times (ti)i=1..n. The variogram value
for a time lag h is denoted by γ(h). It is defined as the
average of the squared difference in magnitude (mj −mi)2
computed on all pairs (i, j) such that |tj− ti| = h±h where
h is the tolerance accepted for grouping the pairs by time
lag. This binning can be necessary, particulary in the case of
uneven time sampling, to make sure to have enough pairs to
compute variance for a given lag. If we note Nh the number
of such pairs,
γ(h) =
∑
i>j
(mj −mi)2
Nh
(1)
This formulation corresponds to the classical first order
structure function as defined in Hughes et al. (1992). By ex-
ploring different lag values, one can build a variogram plot
(hereafter referred to as variogram) associated with the time
series. This variogram provides information on how variable
the considered source is, and on the variability characteris-
tics if appropriate. Figure 1 shows the typical variograms for
a periodic or pseudo-periodic variable (top), and for a tran-
sient variable (bottom). If the analyzed time series exhibits
some variability, the expected features in its variogram are:
(i) for the shortest lags, a plateau at γ ∼ σ2noise where
σnoise is the measurement noise,
(ii) towards longer lags, an increase in the variogram val-
ues, followed by a flattening phase.
When the underlying variation is periodic or pseudo-
periodic, this flattening is followed by a succession of dips.
In the case of a transient variation, the flattening can be
followed by complex structures, e.g. other plateaus or a de-
crease in the variogram values, depending on the origin of
MNRAS 000, 000–000 (0000)
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variability (stochasticity, flares...).
The lags at which all those features occur in the vari-
ogram plot give indications on the variation characteris-
tic timescales. Thus, for transient variability, the typical
timescale τtyp is approximately the lag at which the vari-
ogram starts flattening (see Fig. 1). If there are more several
plateaus in the variogram plot, then the considered variable
has several typical timescales. For a periodic variable, τtyp
corresponds to the lag of the first dip after the plateauing,
and gives a rough estimate of the period of the variability.
Note that these interpretations suppose that the photomet-
ric time sampling involves time intervals significantly shorter
than the variation timescale.
The advantage of the variogram method lies in the fact
that it can handle periodic and pseudo-periodic variability as
well as transient variability, and it can be used for both de-
tecting and characterizing variable candidates. In our case,
by quantifying the variability as a function of the timescale,
the variogram analysis enables to isolate short timescale
variable candidates from longer timescale variables (as we
will see in Sect. 5), contrary to a classical χ2 test for exam-
ple, which would combine variability at all timescales.
Suppose that a variogram similar to one of those in
Fig. 1 is derived from a Gaia light-curve. We note hk the
lags explored, and γ(hk) the associated variogram values.
The first question to answer is this one: is the considered
source a true variable or not? One possible way to distin-
guish constant sources from variable ones is to fix a detection
threshold γdet such that:
(i) if, for at least one value of hk, γ(hk) ≥ γdet, then the
source is flagged as variable,
(ii) if, for all lags explored, γ(hk) < γdet, then the source
is flagged as constant,
where γdet corresponds to the variance level above which
variability in the signal is considered as significant enough
not to be due only to noise. Depending on the chosen γdet
value, the definition of what is “real” variability is more or
less restrictive. As we will see in Sect. 5, what drives this
choice is to find an acceptable balance between optimizing
the completness of the retrieved variable candidates sample
and limiting the contamination from incorrect detections.
For the sources detected as variable with this criterion, we
define the detection timescale τdet as the smallest lag for
which γ(τdet) ≥ γdet. This detection timescale is character-
istic of the underlying variability, and quantifies the varia-
tion rate in the investigated light-curve. Hence, the shorter
τdet, the higher the averaged variation in magnitude per
unit time, or in other words the higher the derivative on
average. This means that, for example, a variable with rel-
atively small amplitude but very short period or duration
can be detected at the same detection timescale than a vari-
able with longer period/duration but high amplitude. As we
are interested in short timescale variability, we complete our
variability detection criterion with an additional condition
on τdet: a source detected as variable is flagged as a short
timescale candidate only if τdet ≤ 0.5 d. Harder limits on
the detection timescale could be used to focus on the fastest
phenomena observed.
Once short timescale variable candidates are identified,
their variograms additionally provide estimates of their typ-
ical variation timescales as explained above. We empha-
Figure 1. Typical variogram plots. Top: for a periodic/pseudo-
periodic variable (Eyer & Genton 1999). Bottom: for a transient
variable, only exploring lags up to the first structure characteristic
of variability (derived from Hughes et al. 1992). In each case, the
feature used to estimate the typical timescale is pointed by a
colored arrow.
size on the fact that we do not consider the variogram
as a substitute to period search methods, such as Fourier-
based periodograms (Deeming 1975; Scargle 1982), string
method (Lafler & Kinman 1965) or analysis of variance
(Schwarzenberg-Czerny 1989), which determine the signal
period much more precisely in the case of strictly periodic
variations. However, the variogram method can be comple-
mentary to the aforementioned techniques. For example, it
can help distinguish the true period from aliases (Eyer &
Genton 1999). Besides, the variogram performs quite well
MNRAS 000, 000–000 (0000)
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for quasi periodic signals, where these period search meth-
ods usually fail.
3 THE SIMULATED LIGHT-CURVES
To evaluate the efficiency of the variogram method for de-
tecting short timescale variables from Gaia data, we simu-
late different light-curve data sets for various types of such
astronomical objects. The main purpose of these simulations
is to reproduce fast variability as is seen through the eyes
of Gaia. Table 1 lists the periodic variable types we sim-
ulated, together with the corresponding period and ampli-
tude ranges. Not all short-period variable types are included
to this work, e.g. we do not simulate rapidly oscillating Ap
(roAp) stars, nor subdwarf B variables such as EC14026 and
Betsy stars. Additionally, we adopt a simplified approach,
simulating each periodic light-cuve with one single period
P (see Sect.3.1), hence not treating multiperiodicity. Some
of the considered short timescale variables, such as δ Scuti
or ZZ Ceti stars, are known to pulsate in various frequen-
cies. However, in practice few of them have more than one
mode with amplitude higher than a few tens of millimag-
nitudes. Hence the variogram is expected to reflect mostly
the behaviour induced by the dominant pulsation mode, en-
abling to consider these multiperiodic sources as effectively
monoperiodic in our analysis. The simulated transient vari-
able types and associated amplitudes and typical durations
can be found in Table 2. Note that the word “amplitude”
refers to the peak-to-peak amplitude in the case of periodic
variability. For the transient events, the amplitude is defined
as the difference between the quiescent magnitude (i.e. the
magnitude of the source outside the event) and the bright-
est magnitude. In this work, all simulated periodic variables
have periods shorter than 0.5 d. Among the simulated tran-
sient variables, supernovae (SNe) are not short timescale
variables per se, since their duration is much longer than
1 d. Nevertheless, SNe can experience quite fast and sig-
nificant brightening, with a variation rate of the order of
0.1 mag/d. Given the precision of the Gaia G photometry,
if the brightening phase of a supernova is sampled by Gaia,
then we should be able to detect significant variation at the
short timescale level.
3.1 Periodic variations
The simulation principle we use for generating the short pe-
riod light-curves is the following one. First, we build empir-
ical, phase-folded, normalized light-curve templates, from
light-curves found in the literature, for which relevant pe-
riod and amplitude information are available. We retrieved
17 β Cephei and 30 δ Scuti star templates from ASAS-3
light-curves in V band (Pojmanski 2002)4. We obtained 32
RR Lyrae star and 44 eclipsing binary templates have been
obtained using the LINEAR optical wide-band photometry
(Palaversa et al. 2013). For ZZ Ceti star simulations, we
used a set of 21 previously simulated light-curves, described
in Varadi et al. (2009). Finally, we obtained 2 AM CVn tem-
plates, one from Campbell et al. (2015) and the other from
4 http://www.astrouw.edu.pl/asas/?page=catalogues
Figure 2. Example of δ Scuti star template, from ASAS-3 V
band measurements. The black circles with red error bars corre-
spond to the observed ASAS light-curve. The empirical template
is overplotted in blue.
Anderson et al. (2005), whose measurements were taken in
r and g band respectively. Figure 2 shows an example of
δ Scuti template. The second ingredient of our recipe is the
magnitude of the source to simulate. We take it uniformly
between 8 and 20 mag. Finally, we choose the period P and
amplitude A of the simulated variable star. To make our
simulations realistic, when possible we draw the (P,A) pair
from empirical period-amplitude probability distributions,
retrieved from existing variable star catalogs. Figure 3 rep-
resents the 2D probability distributions we used for β Cephei
stars, δ Scuti stars, RRab stars, RRc stars, ZZ Ceti stars,
Algol-like eclipsing binaries and contact eclipsing binaries.
If there is not enough information in the literature, as it has
been the case for AM CVn stars, we uniformly draw the pe-
riod and amplitude in the appropriate ranges given in Table
1. Once we have all these elements, we scale the phase-folded
template at the simulation amplitude A, we generate the set
of observing times, according to the appropriate time sam-
pling over the required timespan, convert them into phases
depending on the period P , and finally compute the cor-
responding magnitudes from the scaled phase-folded tem-
plate. For our analysis, we generate two different types of
light-curves:
(i) The continuous light-curves, noiseless, with a dense
and regular time sampling, over a timespan ∆t ∼ 5P , with
about 1000 points per light-curve for AM CVn simulations,
and 500 points for the other simulated variable types. The
continuous data set is used to assess which periodic variable
should be flagged as short timescale in an ideal situation. It
comprises 100 distinct simulations for each of the 8 variable
types listed in Table 1.
(ii) The Gaia-like light-curves, corresponding to the same
variables as in the continuous data set (same period, ampli-
tude and magnitude), but this time with a time sampling
corresponding to the expected Gaia observation times for
a random position in the sky, over a timespan ∆t ≈ 5 yrs
MNRAS 000, 000–000 (0000)
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Figure 3. Probability distribution in the period-amplitude diagrams. From left to right, and from top to bottom: β Cephei stars (Pigulski
& Pojman´ski 2008a,b), δ Scuti stars (ASAS-3 catalogue of variable stars), RRab stars (Palaversa et al. 2013), RRc stars (Palaversa et al.
2013), Algol-like eclipsing binaries (Palaversa et al. 2013), contact eclipsing binaries (Palaversa et al. 2013), ZZ Ceti stars (Mukadam
et al. 2006).
(which is the nominal duration of the Gaia mission), and
adding noise according to a magnitude-error distribution
retrieved from real Gaia data, similar to the distribution
presented in fig. 6 of Eyer et al. (2017).
The top panels in Figs. 5 and 13 show two light-curves ob-
tained for the same δ Scuti star, one simulated in the con-
tinuous way, and the other simulated in the Gaia-like way.
3.2 Transient variations
The simulation schema applied for generating the transient
light-curves is slightly different from the periodic one. First,
we build smoothed templates from light-curves found in the
literature, but this time we do not apply any normaliza-
tion neither in amplitude nor in duration. Contrary to what
we do in the periodic case, where we use one template to
simulate several time series with different periods and am-
plitudes, here each template is used to produce only one
simulated time series for a specific event, with given am-
plitude and duration. Indeed, for some transients the shape
of the variation depends on its peak magnitude (e.g. for
type Ia supernovae, Phillips 1993), hence template scaling
would result in non-realistic light-curves. We retrieved 38 M
dwarf flare templates from Kepler optical broad-band light-
curves (Davenport et al. 2014; Balona 2015), and 12 SNe
templates from AAVSO5 light-curves in V band, SDSS mea-
surements in r band (Holtzman et al. 2008; Betoule et al.
2014) and from the Harvard-Smithsonian Center for Astro-
physics (CfA) archive6 data in V band (Bianco et al. 2014).
Figure 4 shows examples of M dwarf flare (hereafter M flare)
5 http://www.aavso.org/access-data-section
6 https://www.cfa.harvard.edu/supernova/SNarchive.html
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Figure 4. Example of transient templates. Top: M dwarf flare
template, from Kepler optical light-curve. Bottom: supernova
template, from the AAVSO, with measurements in the V band.
and supernova templates. For each of the 50 transient tem-
plates, we retrieve the associated increase duration τincr(i.e.
the time between the beginning of the event and its peak),
decrease duration τdecr (i.e. the time between the peak and
the return to quiescent magnitude) and total duration τtot
(which is the sum of the increase and decrease durations).
Then, we set the magnitude of the simulated source equal to
the quiescent magnitude of the real astronomical object as-
sociated to the template used. Finally, we generate the set of
observation times following the appropriate time sampling
and over the required timespan, and we compute the cor-
responding magnitudes from our smoothed template. Simi-
larly to what is done in the periodic case, from each transient
template we generate two different light-curves:
(i) The continuous one, noiseless, with a dense and reg-
ular time sampling, over a timespan ∆t ∼ τtot, and with
about 1000 points per light-curve.
(ii) The Gaia-like one, with a time sampling following the
Gaia scanning law for a random position in the sky, over a
5 years timespan, adding noise according to the real Gaia
magnitude-error distribution.
The top panels in Figs. 6 and 14 represent the two light-
curves obtained for the same M flare: the continuous one,
and the Gaia-like one. Top panels of Figs. 7 and 15 show
the same for a given template of supernova. Note that, for
transient Gaia-like light-curves, we ensure that at least a
part of the transient event is sampled.
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Figure 5. Example of δ Scuti continuous light-curve (top), and
corresponding theoretical variogram (bottom). The blue dotted
lines indicate the detection threshold (γdet = 10
−3 mag2) and
the associated detection timescale τdet. The green continuous line
shows the simulation period P , and the orange dashed line corre-
sponds to the typical timescale τtyp.
4 DETECTING AND CHARACTERIZING
SHORT TIMESCALE VARIABILITY IN
IDEAL CASES
For each simulated continuous light-curve, we calculate the
associated theoretical variogram, for the appropriate lag
values defined by the underlying time sampling (i.e. ex-
plored lags are multiple of the time interval δt). Figures
5, 6 and 7 represent examples of such light-curves and var-
iograms. Then, we apply the short timescale variability cri-
terion described in Sect. 2, with γdet = 10
−3 mag2 (which
corresponds to a standard deviation around 0.03 mag), and
the short timescale limit fixed at τdet ≤ 0.5 d. As shown in
the bottom panel of Fig. 5, the considered δ Scuti example
is detected, with a detection timescale τdet ' 9.1 min. Sim-
ilarly, the M flare example represented in Fig. 6 is detected
with τdet ' 1.4 min, and the SN example of Fig. 7 is detected
as well with τdet ' 9.6 h.
4.1 Periodic variables
Among the 800 periodic variable simulations in the contin-
uous data set, 603 (75.4%) are flagged as short timescale
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Table 1. List of periodic short timescale variable types that are simulated
Variable type Simulated Simulated Description
period range amplitude range [mag]
ZZ Ceti 0.5 – 25 min < 0.3 Pulsating white dwarf
AMCVn 5 – 65 min < 2 Eclipsing double (semi) degenerate system
δ Scuti 28 – 480 min < 0.9 Pulsating main sequence star
β Cephei 96 – 480 min < 0.1 Pulsating main sequence star
RRab 0.2 – 0.5 d 0.2 – 2 Pulsating horizontal branch star
RRc 0.1 – 0.5 d 0.2 – 2 Pulsating horizontal branch star
Algol-like eclipsing binary 0.15 – 0.5 d 0.2 – 1 Eclipsing binary of type EA
Contact eclipsing binary 0.1 – 0.5 d 0.15 – 0.5 Eclipsing binary of type EB or EW
Table 2. List of transient variable types that are simulated
Variable type Typical duration Amplitude range [mag]
M dwarf flares Increase ∼ 2− 30 min 0.005 – 1.5
Decrease ∼ 30−−160 min
Supernovae Increase ∼ 15− 165 d 1.5 – 14.5
Decrease ∼ 30− 1500 d
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Figure 6. Example of M flare continuous light-curve (top), and
corresponding theoretical variogram (bottom). The blue dashed
lines indicate the detection threshold (γdet = 10
−3 mag2) and the
associated detection timescale τdet.
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Figure 7. Example of SN continuous light-curve (top), and cor-
responding theoretical variogram (bottom). The blue dashed lines
indicate the detection threshold (γdet = 10
−3 mag2) and the as-
sociated detection timescale τdet.
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variable with our criterion, and 197 (24.6%) are missed. The
main discriminating pattern between the flagged and missed
sources is the simulation amplitude A. With our choice of
γdet, the limit amplitudes for detecting short timescale vari-
ables in an ideal noiseless case are (Fig. 8):
(i) A>∼ 0.14 mag for AM CVn stars
(ii) A>∼ 0.046 mag for the seven other periodic variable
types simulated.
This limit is different for AM CVn stars than for the seven
other simulated types, because their eclipses are very brief,
so there are many more points sampling the quiescent phase
than the eclipses in their time series, which results in vari-
ogram values lower than those of other variable types.
Figure 9 represents the distributions of the detection
timescale τdet obtained with γdet = 10
−3 mag2 as function
of the maximum variation rate in the light-curve, defined
as max
i>j
(|mi−mj
ti−tj |), for each periodic variable type simulated.
The detection timescale can be interpreted in terms of a
required time sampling for source detection with the var-
iogram method. Thus, if performing high cadence photo-
metric monitoring of some astronomical target, and if the
instrument accuracy is around 30 mmag, then the required
imaging cadence to enable the detection of a ZZ Ceti star
can be as fast as one image every 3 min, depending on its
variation amplitude (the smaller the amplitude, the faster
the cadence should be). For AM CVn stars, we see that the
τdet range is huge, and that this cadence for detection with
variogram can go down to a few tens of seconds.
We also implement an automated method to estimate
the typical timescale τtyp of the variation, which in this case
should approximate the period P of the variable. The idea
here is to identify the smallest lag whose corresponding var-
iogram value is greater than 80% of the absolute maximum
of the variogram, then τtyp is defined by the first local min-
imum of γ at lags greater than the lag of this percentaged
maximum. As can be seen in Fig. 11, the detection timescale
τtyp, deduced from the theroretical variograms of the 603
flagged sources, matches quite well their period P . For about
54% of them, we have τtyp ≈ P ± 10 %. The other 46% con-
sist only in eclipsing binaries and AM CVn stars, and for
most of them (35% of the flagged short timescale sources)
we have τtyp ≈ P/2± 10 %, which was quite predictable. In-
deed, during one cycle of an eclipsing source, due to the pres-
ence of two minima (the primary and the secondary eclipse),
pairs separated by P/2 have globally similar magnitudes,
and therefore the variance of their magnitude difference is
smaller. The remaining 11% correspond to sources for which
our timescale estimate method points a very local minimum
in the variogram, due to small variations in brightness dur-
ing the quiescence phase, instead of the true first dip. Note
that the linear structures visible in Fig. 11 are artifacts due
to the simulation principle: the time step δt is a fraction of
the simulation period P , and the lags h are multiples of δt,
hence each h ∝ P .
All in all, in an ideal situation, with the variogram
method we can detect short timescale periodic variability,
provided the amplitude is sufficiently large. In most cases, we
can deduce from the variograms a good estimate of the un-
derlying period, or of the semi-period for eclipsing sources.
4.2 Transient variables
Among the 50 transient simulations in the continuous data
set, 31 of the 38 simulated M dwarf flares are flagged as
short timescale variables, as well as 5 of the 12 simulated
supernovae. As one can see in Fig. 10, the missed M flares
have the smallest amplitudes, and they are not detected
at all. Typically, for this variable type and with the cho-
sen γdet, the limit amplitude for detection is A>∼ 0.12 mag.
Furthermore, the missed supernovae are associated with
smaller maximum variation rates, with a limit value of
max
i>j
(|mi−mj
ti−tj |) ∼ 0.15 mag/d. In this case, simulated sources
are detected, but because their detection timescale is longer
than 0.5 d, they are not flagged as short timescale variables.
As explained in Sect. 4.1, we can interpret the detection
timescale as a prescription for future photometric follow-up.
Thus, to detect an M dwarf flare from the ground with an
instrument whose accuracy is around 30 mmag, the required
observing cadence can be as high as every 4 min (Fig. 9).
As for periodic variables, we estimate the different typ-
ical timescales revealed by the theoretical variograms of
the flagged transients. From visual inspection of these vari-
ograms, we note the following structures:
(i) A flatening in the variogram plot, at shorter lags, with
associated timescale τtyp,plateau (for the M dwarf flare exam-
ple showed in Fig. 6, it occurs around 10−2.6 d∼ 3 min),
(ii) A peak towards longer lags, occuring at timescale
τtyp,peak
(iii) A valley after the aforementioned peak, starting at
timescale τtyp,valley
These typical timescales trace the increase, decrease and
total duration of the transient, respectively. As shown in
Fig. 12, the values obtained match quite well the event du-
rations, though τtyp,valley slightly overestimates the total du-
ration.
Similarly to Sect. 4.1, we see that in the ideal case, the
variogram method enables to detect fast transient events
such as M dwarf flares, provided their amplitude is higher
than ∼ 0.12 mag, as well as some supernovae. Moreover, the
typical timescale estimates retrieved from theoretical vari-
ograms recover quite well the characteristic durations of the
simulated transient events.
5 DETECTING AND CHARACTERIZING
SHORT TIMESCALE VARIABILITY IN
GAIA-LIKE OBSERVATIONS
In Sect. 4, we investigated the ability of the variogram
method for detecting and characterizing short timescale
variability, from noiseless, regularly and well sampled light-
curves of various variable stars. We showed that, in an ideal
situation, with the detection criterion we applied, we should
detect:
(i) β Cephei, δ Scuti, RR lyrae, ZZ Ceti stars and eclips-
ing binaries with A>∼ 0.046 mag,
(ii) AM CVn stars with A>∼ 0.14 mag,
(iii) M dwarf flares with A>∼ 0.12 mag,
(iv) some supernovae, provided they have high enough
variation rate.
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Figure 8. Maximum of the variogram as function of the sim-
ulation amplitude, for the periodic variables in the continuous
data set. The blue dashed line indicates the detection threshold
γdet = 10
−3 mag2.
But what happens if we move to the Gaia-like context?
Similarly to what we did with the continuous data set, we
compute observational variograms associated with each sim-
ulated short timescale variable Gaia-like light-curve. This
time, the explored lags are defined by the Gaia scanning law,
i.e. the time intervals between CCD measurements (4.85 s,
9.7 s, 14.6 s, 19.4 s, 24.3 s, 29.2 s, 34 s and 38.8 s), and those
between the different FoV transits (1 h 46 min, 4 h 14 min,
6 h, 7 h 46 min, etc), up to h ≈ 1.5 d. Note that no lag can be
explored from about 40 s to 1 h 46 min, which may have con-
sequences on the detectability and characteristic timescales
(τdet and τtyp) of some sources. For a given lag h, the obser-
vational variogram value is now computed on all pairs (i, j)
such that |tj − ti| = h ± h. The tolerance on time lag h
is of 0.9 s for the lags smaller than 40 s, and of 14.4 min for
the lags between 1 h 46 min and 1.5 d. Hence, the variogram
values computed at h = 1 h46 min for example, group all
the pairs between the 9 CCDs of one field-of-view and the
9 CCDs of the following field-of-view (e.g. CCD1 of FoV1 –
CCD1 of FoV2, CCD1 of FoV1 – CCD2 of FoV2, etc).
Ensuring that short timescale variables can be effi-
ciently detected by Gaia is necessary, but not sufficient. We
also have to make sure that our method limits the num-
ber of incorrect detections, for true short timescale variable
candidates not to be mixed with an overflow of spuriously
detected constant sources (hereafter false positives) nor with
too many sources exhibiting variability at timescales longer
than half a day (e.g. longer period pulsating stars such as
Cepheid or Mira stars). To assess this contamination, we
complete our Gaia-like data set with:
(i) 1000 simulations of constant star Gaia-like light-
curves, with magnitudes between 8 mag and 20 mag,
(ii) 100 monoperiodic sinusoidal Gaia-like light-curves
(hereafter long period variables), with periods between 10
and 100 d, amplitudes between 1 mmag and 1 mag, and mag-
nitude between 8 and 20 mag,
and perform variogram analysis for each of them, similarly
to what is done for short timescale variables.
Table 3. Comparision of the detection results from variogram
analysis between the continuous and the Gaia-like data sets, with
a single detection threshold γdet = 10
−3 mag2. We remind that
the flagged sources
Continuous
Flagged Not flagged
Gaia-like
Flagged 603(75.4 %)
44
(5.5 %)
647
(80.9 %)
Not 
flagged
0
(0 %)
153
(19.1 %)
153
(19.1 %)
603
(75.4 %)
197
(24.6 %)
800
(100 %)
5.1 Periodic variables
First, we apply the same detection criterion as in Sect. 4,
with γdet = 10
−3 mag2 and the short timescale limit τdet ≤
0.5 d. Figure 13 represents the Gaia-like light-curve for the
same simulated δ Scuti as for Fig. 5. As can be seen, this
source is also identified as short timescale variable in the
Gaia-like data set, this time with a detection timescale
τdet ≈ 1 h 46 min instead of 9.1 min. In this case, the con-
tinuous detection timescale falls in the lag gap mentioned
previously, thus in the Gaia context the detection is pushed
towards longer lags.
Among the 800 periodic variable simulations in the
Gaia-like data set, 647 (80.9%) are flagged as short timescale
variables, and 153 (19.1%) are missed. Table 3 compares the
detection results of the continuous and the Gaia-like data
sets for short period variables. Most of what is expected to
be identified as short timescale variable candidate from the
continuous data set is properly identified in the Gaia-like
data set. Similarly, most of what should not be flagged as
short timescale variable from the ideal case is not flagged in
the Gaia-like context. However, a few percents of the sim-
ulated periodic sources that should not be flagged as short
timescale variables from the ideal case are flagged in the
Gaia-like context. This is a consequence of the introduction
of noise in the time series, thus increasing the measured
variance level in the light-curve and pushing the variogram
values above the detection threshold.
On the other hand, our short timescale detection crite-
rion results in 350 of the 1000 simulated constant sources
(35%) that are flagged as short timescale candidates, which
represents a huge contamination from constant sources. Fig-
ure 16 shows the maximum variogram value for each simu-
lated constant and short period source as function of their
mean G magnitude. As we can see, most of these detections
correspond to constant sources fainter than ∼ 16− 17 mag.
For fainter sources, the noise measurement level for textit-
Gaia G photometry becomes close to the variance limit fixed
by the chosen value of γdet. Hence γdet = 10
−3 mag2 is not
adapted for faint sources. To minize the false positive rate
without missing too many short period variables, a detec-
tion threshold function of the mean per-CCD magnitude of
the source is required.
Nevertheless, whatever the magnitude, we see that, due to
the presence of noise in the light-curves, the limit between
short period variables and constant sources is unclear in the
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Figure 9. Detection timescale as function of the maximum variation rate, for the continuous data set, for each of the 8 simulated periodic
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Figure 11. Typical timescale τtyp as function of the simulation
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timescale candidates with γdet = 10
−3 mag2. The black line indi-
cates the first bissector, the grey line corresponds to τtyp = P/2,
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maximum variogram value - mean magnitude space. To bet-
ter distinguish these two types of sources, we decide to adapt
the variogram formulation using the weighted mean rather
than the simple average. Considering a time series of mag-
nitudes (mi)i=1..n with uncertainties (σi)i=1..n observed at
times (ti)i=1..n, we define the weighted variogram value for
a lag h as
γ(h) =
∑
i>j
wij(mj −mi)2∑
i>j
wij
withwij =
1
(σ2i + σ
2
j )
2
(2)
Figure 17 shows the maximum weighted variogram
value as function of the mean magnitude of the source, for
all the simulated short period variables and constant light-
curves. Results for the simulated transient and longer period
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Figure 12. Typical timescales as function of the event durations,
for the transient continuous simulations flagged as short timescale
candidates with γdet = 10
−3 mag2. The black line indicates the
first bissector, and the green dashed line corresponds to the short
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Figure 13. Example of δ Scuti Gaia-like light-curve (top),
and corresponding unweighted observational variogram (bottom).
The blue dotted lines indicate the detection threshold (γdet =
10−3 mag2) and the associated detection timescale τdet. The
green continuous line shows the simulation period P , and the
orange dashed line corresponds to the typical timescale τtyp.
variables are also plotted for completness, but will be dis-
cussed later in Sect. 5. As we can see, this weighting scheme
is very effective against false positives. Indeed, for constant
stars, measurements with small uncertainties have very sim-
ilar magnitudes (by definition of what a constant star is)
and giving more weight to more precise magnitude paires
means more weight to smaller magnitudes differences (thus
smaller γ values of constants), without affecting much the
larger γ of variable sources. Note also that most of the im-
provement induced by weighting the variogram is done by
the term σ2i + σ
2
j , while the final square of this sum of un-
certainties has been introduced to improve at the percent
level.
With this new weighted variogram formulation, we
can easily define a refined magnitude-dependent detection
threshold: γdet = Γ(G¯CCD) where Γ is a piecewise linear
function of the mean per-CCD magnitude of the source. The
chosen Γ(G¯CCD) is represented by the grey continuous line
in Figure 17.
When applying this new detection criterion, 768 of the
800 simulated periodic variables (96%) are flagged as short
timescale variables, and the false positive rate goes down
to 0.1%, which significantly improves the reliability of the
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Figure 14. Example of M flare Gaia-like light-curve (top), and
corresponding weighted observational variogram (bottom).
variogram method. However, because hundreds of millions
of sources observed by Gaia will be investigated for short
timescale variability, even a false positive rate of 0.1% can
result in a huge number of spurious detections. To reduce
even more the variogram false positive rate, one possible so-
lution is to use a more restictive detection criterion, with
higher values of γdet, e.g. γdet = 3 Γ(G¯CCD). With this def-
inition, 717 of the 800 simulated periodic short timescale
variables (89.6%) are flagged short timescale, and none of
the 1000 simulated constant sources is spuriously detected.
In both cases, most of the missed periodic variables are β
Cephei and ZZ Ceti stars, whose amplitudes are too low,
compared to noise level at their magnitudes, to be prop-
erly identified. It also includes some AM CVn stars whose
eclipses are not sampled enough to trigger detection from
their variograms.
As mentioned previously, constant stars are not the only
possible source of contamination of our short timescale vari-
able candidate sample. Applying the variogram analysis to
our set of longer period variables with the detection cri-
terion γdet = Γ(G¯CCD), 25 of the 100 simulated long pe-
riod sources are flagged as short timescale variable candi-
dates. With the more restrictive criterion γdet = 3 Γ(G¯CCD),
the longer period contamination rate reduces to 14%. These
sources have periods shorter than 20 d or amplitudes greater
than 0.25 mag. Though they are not short timescale vari-
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Figure 15. Example of SN Gaia-like light-curve (top), and cor-
responding weighted observational variogram (bottom).
ables per se, their global variation rate is high enough for
their variogram to show significant values at lags below the
0.5 d short timescale limit we use. The occurence of such
detections was somehow expected (see Sect. 2), similarly to
what we suspected regarding supernovae. In the context of
the Gaia variability analysis, we could take advantage of the
whole variability processing (Eyer et al. 2015, 2017), and re-
move this longer period contamination e.g. with the results
of the classification module. We also plan to combine the
variogram analysis with more accurate period search meth-
ods, such as Fourier based periodograms, which will also
help distinguishing true short period variables from spuri-
ous longer ones. From a more general point a view, one way
to limit the contamination of short timescale variable candi-
dates by longer timescale variables could be to adopt a more
restrictive definition of what short timescale variability is,
e.g. with a lower detection timescale limit τdet ≤ 0.1 d, hence
focusing on the fastest phenomena detected.
Table 4 summarizes the results of the variogram anal-
ysis, for the weighted formulation, in terms of efficiency of
short timescale variability detection, as well as false positive
and longer period source contamination, with different de-
tection criteria and short timescale limits. Detection results
for the transient Gaia-like simulations are detailed in Sect.
5.2.
For both the short period, longer period and constant
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Figure 16. Maximum variogram value (unweighted) as function
of the mean Gaia G magnitude for the source, for the short
timescale periodic variables and the constant sources of the Gaia-
like data set.
classes, we have estimated the fraction of observed objects
that would be identified as short timescale candidates by ap-
plying the variogram analysis to Gaia photometry. But the
real proportion between short period variables, longer period
variables and constant sources over the sky is not the same
as we simulated in our Gaia-like data set. So how would our
results be translated when turning to a more realistically
distributed sample? Among the over 1 billion celestial ob-
jects Gaia will observe, we expect about 100 million sources
showing variability, be it periodic, stochastic or temporally
localized (Eyer & Cuypers 2000). In the Hipparcos Variabil-
ity Annex (see e.g. Eyer 1998), about 30% of the identified
variables are periodic, and about 16% of these periodic vari-
ables have periods shorter than 0.5 d. If we apply these per-
centages to the expected content of the Gaia final catalogue,
simply to get rough estimates, we end up with ∼ 4 million
short period and∼ 26 million longer period variables. Hence,
from our variogram analysis results with γdet = Γ(G¯CCD)
and τdet ≤ 0.5 d, we would expect a total of 11.2 million
sources flagged as short timescale candidates, including 3.8
million true short period variables, 6.5 longer period vari-
ables (possibly eliminated by post-processing), and 900,000
false positives. With τdet ≤ 0.1 d, we would get 5.6 million
short timescale candidates, with 3.7 million true short pe-
riod objects, 1 million longer period sources and 900,000
false positives, so a contamination of ∼ 18% and 16% from
constant and longer period sources, respectively.
Figure 18 shows the τdet distributions obtained with
the detection criterion γdet = Γ(G¯CCD), τdet ≤ 0.5 d, for
each simulated periodic short timescale variable type. Note
that, in the Gaia-like context, the value of τdet (dots in
Fig. 18) is rather an upper value of what the real detection
timescale would be if we could explore more lags. Then, the
lag just before τdet (arrowheads in Fig. 18), i.e. the high-
est lag explored veryfing h < τdet is a lower limit for this
real detection timescale. The two values (τdet and the lag
just before) define an interval where the “true” detection
timescale would be if we could explore more lags between
them. We see that, in most cases, short timescale variability
is detected at τdet = 1 h 46 min, which is the duration be-
tween two successive Gaia FoV transits. However, τdet can
MNRAS 000, 000–000 (0000)
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Figure 17. Maximum weighted variogram value as function of the mean magnitude, for the short timescale periodic variables, the
transients, the longer period variables and the constant sources of the Gaia-like data set. The grey line shows the refined detection
threshold depending on the mean magnitude of the source (γdet = Γ(G¯CCD)).
Table 4. Short timescale variability detection: results of the variogram analysis (with the weighted variogram formulation) for different
detection criteria and different detection timescale limits. We remember that these percentages correspond to the ratio (number of sources
of the considered class flagged as short timescale)/(total number of sources simulated for the considered class).
Criterion Periodic short timescale re-
covery
Constant contamination Longer period contamination
γdet = 10
−3mag2, τdet ≤ 0.5 d 75.5% 4.6% 1%
γdet = Γ(G¯CCD), τdet ≤ 0.5 d 96% 0.1% 25%
γdet = Γ(G¯CCD), τdet ≤ 0.1 d 92.9% 0.1% 4%
γdet = 3 Γ(G¯CCD), τdet ≤ 0.5 d 89.6% 0% 14%
γdet = 3 Γ(G¯CCD), τdet ≤ 0.1 d 87.4% 0% 1%
be as short as 10 − 20 s for the fastest δ Scuti, RR Lyrae, ZZ
Ceti stars and eclipsing binaries. For AM CVn stars, which
exhibit the highest variation rates among the periodic vari-
able types simulated, τdet can be as short as a few seconds.
Note also that some of the simulated short period variables
(e.g. some β Cephei or ZZ Ceti stars) are detected, but with
a detection timescale longer than the detection timescale
limit, here 0.5 d.
Figure 19 represents the typical timescale estimated
from the observational variograms of the 768 flagged
short timescale periodic sources with the criterion γdet =
Γ(G¯CCD), τdet ≤ 0.5 d. For about 43% of them, we have
P/2 ≤ τtyp ≤ 2P . For 15% of them, our method fails to
provide a valid value of τtyp, because the maximum lag for
which pairs of measurements can be formed is shorter that
the variation period: this maximum lag is not high enough
to get dips in the observational variogram, enabling to es-
timate τtyp. As one can see in Fig. 19, a significant frac-
tion of simulated sources have periods falling in the Gaia
lag gap, between 40 s and 1 h 46 min. For variable sources
with a period within this interval, we do not expect to get
a proper period estimate from the variogram. If we focus
on the flagged simulations with a period outside the Gaia
lag gap (579 out of 768), the fraction of sources for which
the typical timescale estimate fails remains at 15%. For the
other 85% , 0.15P ≤ τtyp ≤ 15P , and τtyp recovers P by
a factor 2 in 56% of the cases. Though it appears to be a
quite low accuracy method for estimating periods, the var-
iogram analysis on Gaia-like photometry provides an order
of magnitude for P .
In conclusion, with our refined short timescale detec-
tion criterion, the variogram method applied to the Gaia
per-CCD photometry should allow us to achieve a good re-
covery of short period variable candidates, with amplitudes
down to a few mmag for the bright sources, and provide some
information of their typical timescales, though period esti-
mates are not expected to be very accurate. The fraction of
constant sources observed and incorrectly flagged with this
approach is reduced to a tenth of percent, and though the
contamination from longer period variables is important, it
should be significantly reduced by post-processing the initial
list of short timescale candidates.
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Figure 18. Same as Fig. 9, for the Gaia-like set, with the refined short timescale detection criterion γdet = Γ(G¯CCD) and the detection
timescale limit τdet ≤ 0.5 d. The dots indicate the detection timescale as it has been defined in Sect. 2. The arrowheads indicate the lag
just before τdet, i.e. the highest lag explored verifying h < τdet.
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Figure 19. Same as Fig. 11, for the Gaia-like data set, with the
refined short timescale detection criterion γdet = Γ(G¯CCD) and
τdet ≤ 0.5 d. The brown arrows indicate the Gaia lag gap. The
black dashed lines correspond to τtyp = 2P and τtyp = P/2.
5.2 Transient variables
Among the 50 simulated transient events in the Gaia-like
data set, 33 M dwarf flares out of 38 are flagged as short
timescale variables with the refined detection criterion and
detection timescale limit at 0.5 d, as well as 2 supernovae
out of 12. Figures 14 and 15 show examples of flagged M
flare and supernova, respectively.
Note that the 5 missed M flares are not detected at all
(max(γ) < γdet). After visual inspection of the correspond-
ing Gaia-like light-curves, we find that either the flare is
poorly sampled, or their amplitude is small relatively to the
noise level in the time series. In both cases, variograms show
no (or very little) evidence of variability. When turning to
the two supernovae identified as short timescale candidates,
we realize that one of them (SN2005hc) is very poorly sam-
pled: because it is a faint source, with a quiescence magni-
tude of 25.4 mag and an amplitude around 7 mag, its mea-
surements are expected to be most of the time below the
Gaia faint limit. Hence, its Gaia-like light-curve contains
only a few points sampling its brighter phase. Only few pairs
of measurements can be formed, and the variogram values
calculated are not really reliable. To limit such non-reliable
detections, we impose a minimum number of 100 valid mag-
nitude measurements for a Gaia per-CCD time series to be
investigated for short timescale variability. Note that this
additional condition does not impact the results presented
in Sect. 5.1. As illustrated in Fig.18, detection timescales for
M dwarf flares range between 10 − 20 s for the fastest simu-
lated ones, and a few hours for the slowest ones. Regarding
supernovae, if flagged as short timescale candidate then τdet
would be around a few hours (the point at τdet ∼ 10−4 d
corresponds to SN2005hc and should not be taken into ac-
count).
Figure 20 represents the typical timescale estimates ob-
tained for the 33 M dwarf flares identified as short timescale
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Figure 20. Typical timescale τtyp as function of the decrease
duration, for the Gaia-like transient simulations flagged as short
timescale variables according to the refined short timescale de-
tection criterion γdet = Γ(G¯CCD) and τdet ≤ 0.5 d. The brown
arrows indicates the Gaia lag gap.
variables. At the moment, due to the complexity of obser-
vational variograms of transients as compared to theoretical
ones, we simply define the Gaia-like typical timescale as the
lag of the maximum variogram value, which should corre-
spond to the decrease duration of the transient according to
Sect. 4.2. More refined techniques for pointing characteristic
variogram features will be investigated in the future. Since
the maximum lag explored is 1.5 d, which is much shorter
than SNe decrease durations (∼ a few tens of days), τtyp is
not expected to be relevant for this variable type. Concern-
ing M flares, for 14 of the 33 flagged ones τtyp recovers the
decrease duration within a factor of 2, and for 23 out of 33 it
recovers the decrease duration within a factor of 10. Hence,
as for periodic variables, the variogram analysis gives an idea
of the duration of transient events, though these estimates
are not very accurate.
As mentioned in Sect. 3, until now we made sure that
the simulated Gaia-like transient light-curves sampled, at
least partially, the event. However, in the real Gaia context,
the detectability of such phenomena will strongly depend
on the times when measurements are taken relatively to the
occurence of the event. Among all the fast flares, eclipses,
explosions and occultations that will occur during the Gaia
lifetime, how many of them will be observed by the satellite
and then detected as short timescale variable candidates?
To assess this fraction, we generate 100 new Gaia-like light-
curves for each of the 50 transients considered, but this time
without forcing to sample the event and randomizing its
start time. Then we analyze each of them following our var-
iogram approach for short timescale variable detection, i.e.
at least 100 valid per-CCD measurements, max(γ) ≥ γdet
where γdet = Γ(G¯CCD), and τdet ≤ 0.5 d. Among the 3800
M flares simulated in this way, 678 are flagged as short
timescale candidates, i.e. a fraction of about 18%. In the
case of supernovae, 110 simulated light-curves out of 1200
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trigger short timescale variability detection, which represent
a fraction of 21%. Thus, with our variogram approach and
the chosen detection criterion, we can expect to detect about
15 − 20% of the transient events occuring during the 5 years
of the Gaia mission. Note that, if we fix the short timescale
limit to 0.1 d instead of 0.5 d (for comparison purposes), we
flag as short timescale candidates 8% of the simulated M
flares, and 8% of the simulated supernovae.
6 CONCLUSION
In this work, by mean of extensive light-curve simulations,
we showed that, with a specifically tailored detection crite-
rion, the variogram method should enable a good recovery of
short timescale variability, periodic or transient, from Gaia
per-CCD photometry, with a reduced fraction of observed
constant sources resulting in false positives. Contamination
for longer period variables is significant, and is essentially
due to amplitude variations greater than 0.25 mag typically.
It should be efficiently eliminated by post-processing involv-
ing both periodogram investigation and comparison with the
other variability studies performed in the Gaia DPAC con-
text. We also showed that both contamination from con-
stant and longer period variable sources can be limited by
diminishing the short timescale limit fixed on τdet from 0.5 d
to 0.1 d, reducing the short timescale recovery rate only by
a few percents. Besides, this approach gives clues on the
timescale(s) of the underlying variation. We saw that the
typical timescale estimate provided by the variogram brings
valuable information on the rapidity of the variation. In the
case of periodic variability, it could be fruitfully combined
with period search methods, e.g. to distinguish aliases from
true periods. Moreover, our analysis of simulated ideal short
timescale variable light-curves allowed us to retrieve the spe-
cific timescale associated with a given variance level, for each
of the short timescale variable type considered. This spe-
cific timescale gives indications on the observation cadence
to adopt in the perspective of a ground-based photometric
follow-up of such astronomical sources. The next step of our
study will be to re-invest the knowledge and understand-
ing we acquired on the variogram analysis through simu-
lations, to analyze real Gaia per-CCD data and search for
new short timescale variable candidates. Then, we will turn
to the question of further classification and characterization
of these Gaia candidates, combining all the Gaia data avail-
able (photometry in BP and RP, color, spectrum, parallaxes
and proper motions) on the one hand, and complementing
Gaia output with observations from the ground on the other
hand. We plan to explore the performance of machine learn-
ing methods, such as random forest, to assess the variable
type of the selected candidates.
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