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Abstract
We are interested in the microlocal smoothing effect for operators of real princi-
pal type. On the initial value problem for a dispersive evolution equation, we study
the fact that the sufficient decay of the initial data gives the smoothness of the solu-
tion. We develop the theory of the FBI transform in order to transform our operator
of real principal type into a simple operator of first order. Since the smoothing effect
is of global nature, our transformation is realized globally along the bicharacteristics
defined from the principal symbol of the operator.
1. Introduction and the main results
Dispersive evolution equations are known to have the smoothing properties. We
call these properties the smoothing effects. There are many expressions for them. We
study the smoothing effects from the point of view that the smoothness of a solution
to the initial value problem for a dispersive evolution equation depends on the decay
of the initial data. This problem was refined and generalized in many aspects. In [4]
Craig-Kappeler-Strauss studied Schro¨dinger evolution equations on Rn with asymptot-
ically flat coefficients of the short range perturbation. The microlocal regularity of a
solution increases at a point 0 = (y0; 0) 2 T Rn n 0 when the bicharacteristics of the
principal symbol through 0 is not trapped backwards in a compact set and the initial
data decays along the base projection of this bicharacteristics. In [7] Doi studied the
relations between the global behavior of a Hamilton flow and the smoothing effects
in general situations (see also [8] and [9]). In [21] Robbiano-Zuily gave the results in
the analytic category similar to those given by Craig-Kappeler-Strauss [4] in C1 one.
Robbiano-Zuily’s approach is based on the theory of the FBI transform. Our aim is to
generalize these results to a wider class of dispersive evolution equations following the
idea given by Robbiano and Zuily.
Let m be an integer greater than or equal to 2. Let P (x;D
x
) be a linear differen-
tial operator of order m in Rn given by
P (x;D
x
) =
X
jjm
a

(x)D
x
;(1.1)
2000 Mathematics Subject Classification. Primary 35B65; Secondary 35J10, 35A18.
14 H. TAKUWA
where i =
p
 1, D
x
j
=  i=x
j
and the coefficients a

(x) (jj  m) are analytic in
Rn. Let eP = eP (x;D
x
) = eP (D
x
) be a differential operator with real constant coefficients
given by
(1.2) eP (D
x
) =
X
jj=m
ea

D

x
; ea

2 R:
In order to simplify the notation, we define ea

= 0 when jj  m  1.
We assume that P (x;D
x
) is a perturbation of eP (D
x
) in the following sense. We
can find constants C0  1, K0  1, R0  1 and 0 2 (0; 1) such that for all x 2 Rn
with jxj > R0 and  2 (N [ f0g)n we have
(1.3)
X
jjm


D

x
(a

(x) ea

)  C0K

0 !
jxj
1+0+jj
:
Let p
m
(x;  ) = P
jj=m
a

(x) be the principal symbol for P (x;D
x
) and
ep
m
(x;  ) = ep
m
( ) = P
jj=m
ea


 be the one for eP (D
x
). The second main assumption
is that P (x;D
x
) and eP (D
x
) are operators of real principal type in the strong sense,
that is,
p
m
(x;  ) and ep
m
( ) are real valued;(1.4)
r

p
m
(x;  ) 6= 0; when p
m
(x;  ) = 0; (x;  ) 2 T Rn n 0;(1.5)
r

ep
m
( ) 6= 0; when ep
m
( ) = 0;  2 Rn n 0:(1.6)
Let 0 = (y0; 0) 2 T Rn n 0, and let (Y (s; y0; 0);2(s; y0; 0)) be the solution to
the equation
(1.7)
8
>
>
<
>
>
:
d
ds
Y (s) = pm

(Y (s);2(s)) ; Y (0) = y0;
d
ds
2(s) =  pm
x
(Y (s);2(s)) ; 2(0) = 0:
This is the bicharacteristic of p
m
(x;  ) passing through 0. The third assumption is so-
called “non-trapping forward” in the following:
(1.8) The solution (Y (s; y0; 0);2(s; y0; 0)) exists for 8s 2 R;
and
(1.9) lim
s!1
jY (s; y0; 0)j = 1:
If a

(x) (jj = m) are constant, then (1.8) and (1.9) are satisfied. Let  eY (s; y0; 0);
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e
2(s; y0; 0)

be the solution to the equation
(1.10)
8
>
>
<
>
>
:
d
ds
e
Y (s) = epm

 
e
2(s) ; eY (0) = y0;
d
ds
e
2(s) =  epm
x
 
e
2(s) = 0; e2(0) = 0:
We can easily compute
(1.11) eY (s) = y0 + s epm

(0); e2(s) = 0:
Let us define a class of the initial data. Let  +
0
be the bicharacteristics in the pos-
itive direction:
(1.12)  +
0
= f(Y (s; y0; 0);2(s; y0; 0)) 2 T Rn ; 0  s <1g:
For "0 > 0 we set
(1.13) X+
0
=
n
v 2 L
2(Rn) ; 9"0 > 0; 9Æ0 > 0; eÆ0jxj1=(m 1)v(x) 2 L2
 
0
+
"0;0

o
;
where
(1.14) 0+
"0;0
=
[
s0
fx 2 Rn ; jx   Y (s; y0; 0)j < "0(1 + jsj)g:
Let u0 2 L2(Rn) and u(t;  ) 2 C(( 1; 0];L2(Rn)) be a solution to the initial
value problem
(1.15)
(
D
t
u + P (x;D
x
)u = 0; t < 0; x 2 Rn;
uj
t=0 = u0(x);
where D
t
=  i=t . The next theorem is our main result in this paper.
Theorem 1.1. Let 0 = (y0; 0) 2 T Rn n 0. Let P (x;Dx) and eP (Dx) be differen-
tial operators defined in (1.1) and (1.2), respectively. Assume from (1.3) to (1.6), (1.8)
and (1.9). Moreover if m  3, we assume that there exists a positive constant M such
that the coefficients of the principal part of P (x;D
x
) are constant for jxj > M and
there exists a constant s0 > 0 such that for s > s0 the matrix
(1.16)


2
ep
m

j

k
(2(s; y0; 0))

1j;kn
;
is invertible. If u(t;  ) is a solution of (1.15) and t < 0, then u0 2 X+
0
implies 0 =2
WF
A
[u(t;  )].
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Theorem 1.1 is the direct extension of the results given by Robbiano and Zuily in
[21], who considered Schro¨dinger operators with variable coefficients under the similar
assumptions as ours. They proposed the method based on the FBI transform (Fourier-
Bros-Iagolnitzer transform), which had been introduced systematically in Sjo¨strand
[26]. The microlocal regularity of a distribution can be tested by its FBI transform.
Another aspect of the FBI transform is the Fourier Integral Operator with a complex
phase function. Thanks to Egorov principle we can transform the first order operator
P (x;D
x
) = P1(x;Dx) of real principal type into Dz
n
by using a Fourier Integral Oper-
ator. Robbiano and Zuily proposed the analogy of Egorov principle via the FBI trans-
form for the Laplacian P (x;D
x
) = P2(x;D) = jDx j2. This analogy in a microlocal
sense had already been known in [26], however, Robbiano and Zuily proved it glob-
ally.
In the preceding paper [23], the author attempted to extend their method to par-
ticular operators of higher order namely when the spatial dimension was equal to one
and their principal symbol had constant coefficients. Even in this simple case of higher
order there were some difficulties that came from estimating the derivatives of the
phase function globally in the FBI transform. In fact, the author showed the key es-
timate which was valid only in a restricted region in comparison with that of [21]. In
the present paper we follow the argument [23]. We generalize “the out-going point”
for operators of real principal type which was introduced for the Laplacian in [21].
The out-going point plays an important role in estimating the bicharacteristics defined
from the principal symbol of operators of real principal type. We also study the resol-
vent G 1 =
 
Id iz
n
r
2

ep
m
( ) 1 for the Hessian matrix r2

ep
m
( ) when Re z
n
>  "1,
jIm z
n
j < "1. The careful observations for the Hessian matrix r2

ep
m
( ) and its resol-
vent G 1, which did not appear explicitly in [21] and [23], enable us to obtain the
estimates of the derivatives of the phase function (see Lemma 4.2 and 4.3). We note
that, in the second order cases, the condition of real principal type implies that the
Hessian matrix A = r2

ep2( ) is invertible.
In this paper we consider the class of the initial data which decreases outside.
In [19] Morimoto, Robbiano and Zuily considered the class of the initial data based
on some Gevrey class. In [22] another class based on the oscillating data was stud-
ied. Other approaches by integral transformations can be seen in [16] and [20], where
different classes of operators from ours are discussed. We also note the two results
concerning our assumptions from (1.4) to (1.6). Chihara [3] proved the estimate ex-
pressing the smoothing effects for the operators of real principal type. In [15] Hoshiro
showed the counter parts of Chihara’s results. These two results show sufficiency and
necessity between the estimate expressing the smoothing effects and the real principal
type conditions.
The plan of this paper is as follows: In Section 2 we define the FBI transform and
the analytic wave front sets and recall the relation between them. We construct the out-
going point. The results of this section show that our theorem follows from the special
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case that 0 is an out-going point. Our main idea is to transform the original opera-
tor P (x;D
x
) into D
z
n
. This idea is known as Egorov principle in the theory of the
Fourier Integral Operators. However the order m of our operator P (x;D
x
) is different
from D
z
n
. We realize this transformation by using the FBI transform which has a large
parameter . The parameter  is used in order to balance the difference of orders of
operators. We construct the phase function in Section 4 and the amplitude functions in
Section 5. Since the phenomena of the smoothing effects are of global nature, we have
to do this transformation globally. So we study the global behaviors of the Hamilton
flows in Section 3 and the global properties of the phase functions in Section 4. In
Section 6 we show the main theorem (Theorem 1.1) by using the results obtained in
previous sections. We note that the additional assumptions for m  3 in Theorem 1.1
are used only when we estimate the second derivatives of the phase function. Except
for Lemma 4.3 and Section 6, we can consider the general cases without assuming
that the coefficients a

(x) of the principal part of the operator P (x;D
x
) are constant
when m  3.
The author expresses his gratitude to Professors Yujiro Ohya and Shigeo Tarama
for their encouragements. The author deeply thanks Professor Yoshinori Morimoto for
his precious advice and many discussions in preparing this paper. The author also
thanks the referee for his careful readings of this paper and valuable suggestions.
2. The locally uniform analytic wave front set and the FBI transform
There are many characterizations of the analytic wave front set. In [1] Bony
showed that they coincide. In the present paper we use the characterization by the FBI
transform. Let us recall the definition of the locally uniform analytic wave front set in-
troduced in [21].
Let 0 = (y0; 0) 2 T Rn n 0, z0 2 Cn, and let ' = '(z; x) be a holomorphic
function in a neighborhood W of (z0; y0) in Cn  Cn satisfying the properties from
(2:1) to (2:3)
'
x
(z0; y0) =  0;(2.1)
Im

2
'
x
2 (z0; y0) is a positive definite matrix;(2.2)
det


2
'
zx
(z0; y0)

6= 0:(2.3)
From (2.1) we have Im('=x)(z0; y0) = 0. So we can set the function defined in a
neighborhood U
z0 of z0 in Cn by
(2.4) 8(z) = sup
x2V
y0
[  Im'(z; x)];
where V
y0 is a neighborhood of y0 in Rn.
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Let a = a(z; x; ) = P
k0 ak(z; x) k be an analytic symbol of order 0, elliptic
in a neighborhood of (z0; y0). Namely, ak(z; x) are holomorphic in a neighborhood of
(z0; y0) in Cn  Cn, and there exists a constant C > 0 such that for all k 2 (N [ f0g)
we have
(2.5) ja
k
(z; x)j  Ck+1k!;
and a0(z0; y0) 6= 0.
Let  = (x) 2 C10 (Rn) be a cutoff function with support in a neighborhood of
y0 satisfying 0    1, and  = 1 near y0.
Assume that u(t;  ) is a family of distributions depending on a real parameter
(time) t . The FBI transform of u(t;  ) (with respect to the space variables) is defined
through
T u(t; z; ) = 
u(t;  ); (  )ei'(z;)a(z;  ; )
D0(Rn)D(Rn)
=
Z
Rn
e
i'(z;x)
a(z; x; )(x)u(t; x) dx;
(2.6)
for   1.
We define the analytic wave front set which has the local uniformness with respect
to t by using the FBI transform (see Definition 1.1 in [21]).
DEFINITION 2.1. Let t0 2 R, 0 = (y0; 0) 2 T Rn n 0. We say that 0 =2
W˜F
A
[u(t0;  )] if and only if there exist a phase function ' satisfying the properties
from (2.1) to (2.3), an analytic symbol a = a(z; x; ) of order 0, elliptic in a neigh-
borhood of (z0; y0), a cutoff function  , a neighborhood Uz0 , and positive constants
C;0; 0; "0 such that
(2.7) jT u(t; z; )j  Ce8(z) 0;
for 8z 2 U
z0 , 8  0, and 8t 2 (t0   "; t0 + ").
This definition is independent of the choice of ', a,  which satisfy the conditions
above.
When we consider the initial value problems for dispersive operators, the usual
analytic wave front set does not nicely propagate, so we introduce the locally uniform
analytic wave front set W˜F
A
[u(t0;  )]. Thanks to the uniformness, we know the prop-
agation theorem for the locally uniform analytic wave front set. Let u 2 C(R;L2(Rn))
be the solution of the equation D
t
u+P (x;D
x
)u = 0. The next lemma means the prop-
agation of the locally uniform analytic wave front set.
Lemma 2.1. Let  = (y; ) 2 T Rn n 0, and let 

= f(Y (s; y; );2(s; y; )) 2
T
Rn; s 2 Rg be the bicharacteristics of p
m
(x;  ) passing through . Let t0 2 R. If
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 =2 W˜F
A
[u(t0;  )], then W˜FA[u(t0;  )] \  = .
This lemma is essentially of local nature. We can arrange the proof given by Robbiano
and Zuily in [21] (see Theorem 6.1 and its proof in [21]).
On account of Lemma 2.1, it suffices to prove Theorem 1.1 with 0 = (y0; 0) 2
T
Rn n 0 replaced by the special point of 
0 , called “out-going point” in [21]. The
next lemma shows how to construct the out-going point:
Lemma 2.2. Let 0 = (y0; 0) 2 T Rn n 0 and let

+
0
= f(Y (s; y0; 0);2(s; y0; 0)) 2 T Rn ; 0  s <1g(2.8)
be the forward bicharacteristics of p
m
(x;  ) passing through 0 = (y0; 0). Assume
lim
s!1
jY (s; y0; 0)j = 1:
Then for any R > 0 large enough, there exists an “out-going point” 1 = (y1; 1) 2  +
0
such that
(2.9)
jy1j > 2R;


y1;repm(1)

=
n
X
l=1
y1l
ep
m

l
(1)  0:
When P (x;D
x
) = eP (D
x
) = Pn
j=1 jDj j
2 (flat Laplacian), the point 1 = (y1; 1)
satisfies y1  1  0. Before giving the proof of Lemma 2.2, we remark on the next
fundamental property for operators of principal type. It follows from (1.5) that
r

p
m
(x;  ) 6= 0; for (x;  ) 2 T Rn n 0:(2.10)
Indeed, since p
m
(x;  ) is homogeneous of degree m with respect to  , we have the
Euler identity
P
n
j=1 j (pm=j )(x;  ) = mpm(x;  ), which shows that pm(x;  ) = 0 if
r

p
m
(x;  ) = 0. In the same way we have r

ep
m
( ) 6= 0 for all  6= 0 by (1.6). Hence
there exists a positive constant Æ > 0 such that
jr

ep
m
( )j2  Æj j2(m 1); for 8 2 Rn:(2.11)
Proof of Lemma 2.2. Let R > 2R0 (R0 is introduced in (1.3)). Since
lim
s!1
jY (s; y0; 0)j = 1, we can find s1 > 0 such that jY (s; y0; 0)j > 2R, if s1 <
s <1. Moreover we have
2(s; y0; 0) 6= 0 for s1 < s <1:(2.12)
We check this fact. Assume 2(s2; y0; 0) = 0 with s1 < s2 < 1. Since jY (s)j =
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jY (s; y0; 0)j > 2R > 4R0, the coefficients jrxa(Y (s))j are uniformly bounded func-
tions for s1 < s <1, the equation
d
ds
2(s) =  r
x
p
m
(Y (s);2(s)); 2(s1) = 0;
has a unique solution 2(s) = 2(s; y0; 0) = 0 for s1 < s < 1. This shows
(d=ds)Y (s; y0; 0) = 0, which contradicts lims!1 jY (s; y0; 0)j = 1.
For Y (s) = Y (s; y0; 0), 2(s) = 2(s; y0; 0), we have
d
ds
(
n
X
l=1
Y
l
(s)epm

l
(2(s))
)
=
n
X
l=1
(
dY
l
ds
(s)epm

l
(Y (s)) + Y
l
(s)
n
X
k=1

2
ep
m

k

l
(2(s)) d2k
ds
)
=
n
X
l=1
p
m

l
(Y (s);2(s)) epm

l
(2(s)) + Y
l
(s)
n
X
k=1

2
ep
m

k

l
(2(s))

 
p
m
y
k
(Y (s);2(s))

= I1 + I2:
(2.13)
Since I1; I2 are homogeneous of degree 2(m   1) with respect to 2(s), we may first
assume j2(s)j = 1. We have
I1 =
n
X
l=1




ep
m

l
(2(s))




2
+
n
X
l=1

p
m

l
(Y (s);2(s))  epm

l
(2(s))

ep
m

l
(2(s))
=


r

ep
m
(2(s))2 +
n
X
l=1
X
jj=m
f
a

(Y (s)) ea

g


l






=2(s)
X
jj=m
ea



l






=2(s)
:
By (1.3) and (2.11) we have
I1  Æ   Cm;n
C0
jY (s)j1+0 
Æ
2
;
if R is large enough. We also obtain
jI2j 
k=1
X
l=1





2
ep
m

k

l
(2(s))




j
Y
l
(s)j






X
jjm
a

x
k
(Y (s))2(s)







k=1
X
l=1





2
ep
m

k

l
(2(s))




X
jj=m
jY
l
(s)j C0K0
jY (s)j2+0 j2(s)j
jj
 C
m
C0K0
jY (s)j1+0 
Æ
4
;
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if R is large enough. Combining the estimates above, we have
I1 + I2 
Æ
4
; when j2(s)j = 1:
On the other hand,
d
ds
j
2(s)j2(m 1) = d
ds
8
<
:
n
X
j=1
2
j
(s)2
9
=
;
m 1
= (m  1)
8
<
:
n
X
j=1
2
j
(s)2
9
=
;
m 2
n
X
j=1
22
j
(s) d
ds
2
j
(s)
= 2(m  1)j2(s)j2(m 2)
n
X
j=1
2
j
(s)pm
x
j
(Y (s);2(s)):
Since
d
ds
(


Y (s);r

ep
m
(2(s))
j2(s)j2(m 1)
)
=
1
j2(s)j2(m 1)
d
ds


Y (s);r

ep
m
(2(s))
 
1
j2(s)j4(m 1)


Y (s);r

ep
m
(2(s)) d
ds
j
2(s)j2(m 1) ;
is homogeneous of degree 0 with respect to 2(s), and we have, as I2 is estimated, on
j2(s)j = 1






Y (s);r

ep
m
(2(s)) d
ds
j
2(s)j2(m 1)





j
Y (s)j r

ep
m
(2(s))Cj2(s)j2(m 2)j2(s)j C0K0
jY (s)j2+0 j2(s)j
m

C
jY (s)j1+0 ;
we obtain
d
ds
(


Y (s);r

ep
m
(2(s))
j2(s)j2(m 1)
)

Æ
8
; for s1 < s <1:(2.14)
Therefore there exists a positive constant s3 with s3 > s1 such that for s3 < s <1


Y (s);r

ep
m
(2(s))
j2(s)j2(m 1) 
Æ
8
s  


Y (s1);repm (2(s1))

j2(s1)j2(m 1)

Æ
16
s:
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We can take
1 = (Y (s3);2(s3)) = (Y (s3; y0; 0);2(s3; y0; 0)) :(2.15)
The proof of Lemma 2.2 is completed.
In the case that P (x;D
x
) is an elliptic operator, we have
C1j2(s)jm  jpm (Y (s);2(s))j = jpm (Y (0);2(0))j  C2j2(s)jm:
It follows from (1:7) that (Y (s; y0; 0);2(s; y0; 0)) exists globally in s 2 R. In Sec-
tion 3 we will prove the estimates for bicharacteristics from the outgoing point for op-
erators of real principal type precisely. Writing
p2(x;  ) =
n
X
j;k=1
a
jk
(x)
j

k
= hA; i;
where A =
 
a
jk
(x)1j;kn, we have rp2(x;  ) = 2A . If A 1 = 2
 
r
2

p2

 1 does not
exist, there exists 0 6= 0 such that A0 = 0, which contradicts the fact rp2(x;  ) 6= 0
for all  6= 0. In the second order cases, the condition of real principal type implies
that the Hessian matrix 2A = r2

p2 is invertible.
3. Global estimates for bicharacteristics
In order to construct the phase function and the amplitude function globally, we
study the global behavior of the bicharacteristics. If we consider the operators whose
principal parts are independent of x, we know well about them from (1.11). In the
variable coefficients cases we can also get the precise estimates for the bicharacteris-
tics starting from the generalized outgoing point 0 = (y0; 0) 2 T Rn n 0 with jy0j >
2R,


y0;repm(0)

 0. By the condition (1.3) the coefficients a

(x) of P (x;D
x
) can
be extended as holomorphic functions in the set,
1 =

x 2 Cn ; jRe xj > R0; K0j Im xj <
1
3
jRe xj

;(3.1)
and they satisfy
X
jjm


D

x
(a

(x) ea

)  3C0(2K0)
jj
!
jRe xj1+0+jj
; in 1:(3.2)
We take the constants C1 = 3C0, K1 = 2K0 in (3.2) and we write C0;K0 instead of
C1;K1 respectively. As in [21] we study the bicharacteristics of pm(x;  ) by compar-
ing with those of ep
m
( ).
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Lemma 3.1. We assume the hypothesis given in Theorem 1.1. Then we can find
"

> 0, R  1 such that for all 0 < "  ", R  R, (y0; 0) 2 T Rn n 0 with
jy0j > 2R, j0j = 1,


y0;repm(0)

 0 and (y; ) 2 Cn  Cn with jy   y0j < ",
j   0j < ", the system
(3.3)
8
>
>
<
>
>
:
d
ds
Y (s) = pm

(Y (s);2(s)); Y (0) = y;
d
ds
2(s) =  pm
x
(Y (s);2(s)); 2(0) = ;
has a unique solution which is a global one with respect to s 2 R and holomorphic
in (y; ). Moreover if we define (Z(s);  (s); H (s)) as
(3.4)
8
>
>
>
<
>
>
>
:
Z(s) = Y (s) eY (s);
 (s) = 2(s)  e2(s);
H (s) = Z(s) 
Z
s
0

r

ep
m
( ( ) + )  r

ep
m
()	 d ;
then we have
jZ(s)j  A1C0K0
R
1+0
sjj
m 1
;(3.5)
j (s)j  B1C0K0
R
1+0
jj;(3.6)
jH (s)j  D1C0K0
R
0
;(3.7)
where A1; B1 and D1 are the constants depending only on m; n and 0.
The assumption j0j = 1 is not essential. For simplicity we assume this property in
Lemma 3.1.
Proof of Lemma 3.1. We take R so large and " > 0 so small that jyj > 2R and
(1=2)j0j  jj  (3=2)j0j. From (1.7), (1.10) and (3.4)
d
ds
Z
l
(s) = d
ds
Y
l
(s)  d
ds
e
Y
l
(s)
=
p
m

l
(Y (s);2(s))  epm

l
 
e
2(s)
=
X
jj=m
a

(Y (s)) 

l






=2(s)
 
X
jj=m
ea



l






=
=
X
jj=m
b

(Y (s)) 

l






=2(s)
+
X
jj=m
ea

 


l






=2(s)
 


l






=
!
;
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where b

(x) = a

(x) ea

(jj = m). In the same way
d
ds

l
(s) = d
ds
2
l
(s)  d
ds
e
2
l
(s)
=  
p
m
x
l
(Y (s);2(s))
=  
X
jj=m
b

x
l
(Y (s)) 




=2(s)
:
Then (Z(s);  (s)) satisfies the differential equations,
(3.8)
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
d
ds
Z
l
(s) =
X
jj=m
b

(Y (s)) 

l






= (s)+
+
X
jj=m
ea

 


l






= (s)+
 


l






=
!
;
d
ds

l
(s) =  
X
jj=m
b

x
l
(Y (s))( (s) + );
Z
l
(0) = 0; 
l
(0) = 0; 1  l  n;
where Y (s) = Z(s) + (y + sr

ep
m
()).
(i) STEP 1. (3.8) is well defined for small s: If " > 0; s > 0; jZ(s)j are small
enough, then the coefficients b

(Y (s)), (b

=x
l
)(Y (s)) are well defined. For 0 < s  1
Re Y (s) = Re y + s Rer

ep
m
() + ReZ(s)
= y0 + (Re y   y0) + srepm(0) + s
 
Rer

ep
m
() r

ep
m
(0)

+ ReZ(s):
We have
jReY (s)j  y0 + srepm(0)


  jRe y   y0j   s

Rer

ep
m
()  r

ep
m
(0)


  jZ(s)j:
Since 0 is a outgoing point, that is, hy0;repm(0)i =
P
n
l=1 y0l(epm=l)(0)  0,
jy0j > 2R, then


y0 + srepm(0)


2
= jy0j
2 + s2


r

ep
m
(0)


2
+ 2s


y0;repm(0)

 4R2 + s2 jrep
m
(0)j2

1
2
 
2R + s


r

ep
m
(0)


2
:
(3.9)
Since we have
jRe y   y0j < ";

Rer

ep
m
()  r

ep
m
(0)


 C
m;n
j   0j j0j
m 2
;
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and
ImY (s) = Im y + s Imr

ep
m
() + ImZ(s);
jIm yj = jIm y   Im y0j < ";

Imr

ep
m
()  r

ep
m
()  r

ep
m
(0)


 C
m;n
j   0j j0j
m 2
;
we obtain
jReY (s)j   3K0 jIm Y (s)j

p
2R   (1 + 3K0)
 
" + C
m;n
j   0j j0j
m 2 + jZ(s)j :
We take " > 0 so small enough that we can get
jReY (s)j   3K0 jImY (s)j  0:(3.10)
From this fact there exists a positive constant s1 > 0 such that the initial value prob-
lem (3.8) has a unique local solution (Z(s);  (s)) on [0; s1].
(ii) STEP 2. There exists a positive constant s3 such that on [0; s3] (Z(s);  (s)) sat-
isfies the estimates from (3.5) to (3.7): and the continuity of  and  (0) = 0 mean that
we can find a constant s2 = s2(C0;K0;m; n; 0; R) with s1 > s2 > 0 such that
j
l
(s)j  C0K0
R
1+0
jj; for 0  s  s2:
From (3.2) and (3.8)

 ˙
Z
l
(0) 






X
jj=m
b

(y) 

l






=







C0
(2R)1+0 C1(m; n)jj
m 1
 C2
C0
R
1+0
jj
m 1
;
where C2 = C2(m; n; 0) is a constant which depends only on m; n and 0. It follows
from Z
l
(0) = 0 and the continuity of Z(s) that
jZ
l
(s)j 
Z
s
0

 ˙
Z
l
( ) d  2C2 C0
R
1+0
jj
m 1
s:
If we take A1; B1 as A1 > 2C2; B1 > C2 respectively, we get the local estimates for
Z(s) and  (s).
(iii) STEP 3. global behavior: Let us define an interval I . We calles 2 I when the so-
lution (Z(s);  (s)) exists on [0;es ] and the estimates (3.5), (3.6) and (3.7) are satisfied
on [0;es ]. If sup I = 1, this shows that the proof of Lemma 3.1 is completed. Step 1
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and Step 2 deduce s3 2 I . Assume sup I = s < 1. We show that this is the contra-
diction. For any s0 < s the system (3.8) has a solution (Z(s);  (s)) which satisfies the
estimates from (3.5) to (3.7) on [0; s0]. As in Step 1 we have
8
<
:
jReY (s)j  1p
2
 
2R + s


r

ep
m
(0)



  "   C
m;n
sj   0j j0j
m 2
  jZ(s)j;
jIm Y (s)j  " + C
m;n
sj   0j j0j
m 2 + jZ(s)j:
It follows from (3.5) that
jReY (s)j

 
p
2R   "

+ s

1
p
2


r

ep
m
(0)


  C
m;n
j   0j j0j
m 2
  A1
C0K0
R
1+0
jj
m 1

:
If we take " small and R large, then we get
jReY (s)j  R + 1
2
s


r

ep
m
(0)


:(3.11)
From (3.8) and (3.11) we have
j (s)j 
Z
s
0

 ˙

l
( ) d

Z
s
0






X
jj=m
b

x
l
(Y ( ))( ( ) + )






d

Z
s
0
C0K0
jReY (s)j2+0 (j ( )j + jj)
m
d

C0K0
R
2+0
Z
s
0
1
 
1 + =(2R) r

ep
m
(0)


2+0
(j ( )j + jj)m d :
Let us set
a( ) = 1
 
1 + =(2R) r

ep
m
(0)


2+0
; 8(s) =
Z
s
0
a( )(j ( )j + jj)m d :(3.12)
By the definition we have 8(s) = 0, and
d
ds
8(s) = a(s)(j (s)j + jj)m; j
l
(s)j  C0K0
R
2+0
8(s):(3.13)
We can write
j (s)j =
0

n
X
j=1
j
l
(s)j
1
A
1=2

p
n
C0K0
R
2+0
8(s) = N(R)8(s):
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We shall solve the differential inequality
d
ds
8(s)  a(s) (N(R)8(s) + jj)m
= a(s)N(R)m

8(s) + jj
N(R)

m
:
(3.14)
Integrating (3.14), we get

jj
N(R)

 (m 1)
 

8(s) + jj
N(R)

 (m 1)
 (m  1)N(R)m
Z
s
0
a( ) d :
We set L = jj=N(R) and M(s) = (m  1)N(R)m R s0 a( ) d . From (3.14)
1
(8(s) + L)m 1 
1 M(s)Lm 1
L
m 1 :
Here we can show
Z
s
0
a( ) d =
Z
s
0
1
 
1 + =(2R) r

ep
m
(0)


2+0
d

2R


r

ep
m
(0)


Z
1
0
1
(1 +  )2+0 d
=
2CR


r

ep
m
(0)


:
We obtain
M(s)Lm 1 = (m  1)N(R)m
Z
s
0
a( ) d

jj
N(R)

m 1
= (m  1)pnC0K0
R
2+0
jj
m 1
Z
s
0
a( ) d
 (m  1)pnC0K0
R
2+0
jj
m 1 2CR


r

ep
m
(0)


 2CM(m  1)pnC0K0
R
1+0
;
where M is the positive constant defined by
M = sup
jj
m 1


r

ep
m
(0)




3
2

m 1
sup
2S
n 1
1


r

ep
m
( ) :
We note that M is independent of 0 and M(s)Lm 1 is sufficiently small because R is
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large enough. Since 1 M(s)Lm 1 > 0, we have
8(s) 

L
m 1
1 M(s)Lm 1
1=(m 1)
  L

n
 
1 M(s)Lm 1 1=(m 1)   1
o
L

2
m  1
M(s)Lm 1L:
Therefore we can show the estimate
j
l
(s)j  N(R)8(s)
 N(R) 2
m  1
2CM(m  1)pnC0K0
R
1+0
jj
N(R)
 B2
C0K0
R
1+0
jj;
where B2 = 4
p
nCM . Next we give the estimate for Z(s),
jZ
l
(s)j 
Z
s
0

 ˙
Z
l
( ) d

Z
s
0






X
jj=m
b

(Y ( )) 

l






= ( )+






d
+
Z
s
0






X
jj=m
ea

(


l






= ( )+
 


l






=
)






d

Z
s
0
C0
jReY ( )j1+0 Cm;n(j ( )j + jj)
m 1
d
+
Z
s
0
sup
jj=m
j
ea

j
C
m;n
m 2
X
l=0
j ( )jm 1 ljjld

C0
R
1+0
C
m;n
Z
s
0

B2
C0K0
R
1+0
jj + jj

m 1
d
+ C
m;n
sup
jj=m
jea

j
m 2
X
l=0

B2
C0K0
R
1+0

m 1 l
jj
m 1
s
 A2
C0K0
R
1+0
jj
m 1
s;
where A2 is a constant, and C0K0=R1+0  1 if R is large enough. If our constants
A1; B1 are taken as A1 = 2A2; B1 = B2, then the system (3.8) can be solved again and
there exists Æ > 0 such that s + Æ 2 I . This fact contradicts sup I = s <1. Thus we
obtained Lemma 3.1 except the estimate (3.7). The details of these arguments can be
seen in Section 2 in [21].
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Let us show (3.7). Since we have
d
ds
H (s) = d
ds
Z(s)  r

ep
m
( (s) + )  r

ep
m
()	
= r

X
jj=m
b

(Y (s)) ( (s) + ) ;
using (3.5) and (3.6), we get




d
ds
H (s)




 C
K0j0j
m 1
 
R + s(1=2) r

ep
m
(0)


1+0
:
Since H (0) = 0, we have the desired estimates (3.7). This ends the proof of Lem-
ma 3.1.
We can extend the variable s in s 2 C with Re s >   and jIm sj < :
Lemma 3.2. We can find " > 0, R  1  > 0 such that for all 0 < "  ",
R  R

, (y0; 0) 2 T Rn n 0 with jy0j > 2R, j0j = 1,


y0;repm(0)

 0 and (y; ) 2
Cn  Cn with jy   y0j < ", j   0j < ", the system
8
>
>
<
>
>
:
d
ds
Y (s) = pm

(Y (s);2(s)); Y (0) = y;
d
ds
2(s) =  pm
x
(Y (s);2(s)); 2(0) = ;
(3.15)
has a unique solution which is holomorphic in the set
 = f(s; y; ) 2 C Cn  Cn ;
jy   y0j < "; j   0j < ";  < Re s < +1; jIm sj < g;
(3.16)
and if we define (Z(s);  (s); H (s)) as
8
>
>
>
>
<
>
>
>
>
:
Z(s) = Y (s) eY (s);
 (s) = 2(s)  e2(s);
H (s) = Z(s) 
Z
s
0

r

ep
m
( ( ) + )  r

ep
m
()	 d ;
(3.17)
then we have
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
jZ(s)j  A01(C0;K0; j0j)
1
R
1+0
max (1; jsj);
j (s)j  B 01(C0;K0; j0j)
1
R
1+0
;
jH (s)j  D01(C0;K0; j0j)
1
R
0
:
(3.18)
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Proof of Lemma 3.2. We can apply the following well known result about the
unique existence of the holomorphic solution on the initial value problem for the ordi-
nary differential equation. Let (z0; w0) = (z0; w01; : : : ; w0d ) 2 CCd and D = f(z;w) 2
CC ; jz z0j < A; jwj  w0j j < B; (1  j  d)g. Let f : D ! Cd be a holomorphic
function on D and sup
D
jf
j
j  M <1. Let  = A f1  exp( B=((1 + d)MA))g. Then
the Cauchy problem
8
>
<
>
:
dw
dz
= f (z;w(z));
w(z0) = w0;
has a unique solution which is holomorphic in 1 = fz 2 C ; jz  z0j < g and jwj (z) 
w0j j < B for z 2 1. In our case we choose A and B as
A =
B
(2n + 1)M log 2 ; B = 1;
where M is defined later. Let s0 be in f0  s < 1g, and (Y (s); (s)) be the solution
defined in Lemma 3.1. For (Y; ) 2 D = f(Y;2) 2 CnCn ; jY  Y (s0)j+ j2 2(s0)j <
Bg, we have
jY j 


e
Y (s0)


  jZ(s0)j   B 


y + s0repm()


  A1
C0K0
R
1+0
s0jj
m 1
  1;
j2j  j2(s0)j + B 


e
2(s) + j (s0)j + B  jj + C0
R
1+0
jj + 1
 C(C0)j0j + 1:
This implies that the coefficients a

(x) are holomorphic in D. Since
jr

p
m
(Y; )j 






X
jj=m
a

(Y )








r



j
=2


;
and
j
 r
x
p
m
(Y; )j 






X
jj=m
(r
x
a

) (Y )






j2

j;
it follows from (3.2) and the estimates above that there exists a positive constant M =
M(n;C0;K0; j0j), independent of s0 2 [0;1) and R, such that


r

p
m
(Y; )  M; j r
x
p
m
(Y; )j  M;
for (Y;2) 2 D. For s0 2 [0;1), (Y (s);2(s)) can be extended as holomorphic func-
tions in fs 2 C ; js   s0j < g, where  has been defined by A;B;M as above, that
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is, independent of s0 and R. Therefore (3.17) has a unique holomorphic solution in
J =

s 2 C ; Re s >  
1
10
A;
jIm sj <
1
10
A

:
Once the existence of solution to (3.15) is proved, the same argument to get the es-
timates (3.16) works well. Here we show the estimate for j (s; y; )j. As used in the
proof of Lemma 3.1, the differential inequality
d
dt
f (t)  C(t)(f (t) + )m; f (0) = 0;  > 0;
implies
f (t)  2m
Z
t
0
C( ) d ; for small t > 0:
Since  (s; y; ) is holomorphic with respect to s 2 J , the equation for  (s) in (3.8)
gives
j
l
(s; y; )  
l
(Re s; y; )j 
X
jj=m




Z

b

x
l
(Y ( ))( ( ) + ) d




;
where  = f 2 C ;  = Re s + it sgn s; 0  t  Im sg, Im s = s=jsj. Since (3.2) and
(3.11) show




b

x
l
(Y ( ))





C0K0
(R=2)2+0 ;
we obtain
j (Re s + i Im s; y; )   (Re s; y; )j
 C(n;m; 0)C0K0
R
2+0
0
Z
jIm sj
0
(j (Re s + it ; y; )j + jj)m dt:
By (3.6), we have j (Re s; y; )j  B1C0K0jj=R1+0 . Since the differential inequality
jg(t)  g(0)j  D
Z
t
0
(jg( )j + F )m d = Df (t);
implies
df
dt
= (jg(t) + F j)m  Dm

f (t) + jg(0)j + F
D

m
;
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we have
jg(t)j  jg(0)j + Df (t)
 jg(0)j + 2D

jg(0)j + F
D

m
Z
t
0
D
m
d
= jg(0)j + 2D(jg(0)j + F )mt
for small t > 0. Hence
j (Re s + i Im s; y; )j  j (Re s; y; )j + 2CC0K0
R
2+0
(j (Re s; y; )j + jj)mj Im sj
 B
0
1(n;m;C0;K0; 0; j0j)
1
R
1+0
:
For Z(s) it follows from (3.5) and (3.8) that we obtain
jZ
l
(s)j  jZ
l
(Re s)j +




Z

dZ
l
d
( ) d




 jZ
l
(Re s)j +
Z
jIm sj
0






X
jj=m
b

(Y (Re s + it)) 

l






= (Re s+it)+






dt
+
Z
jIm sj
0






X
jj=m
ea

(


l






= (Re s+it)+
 


l






=
)






dt
 jZ
l
(Re s)j +
Z
jIm sj
0
C0
jReY (Re s + it)j1+0 Cm;n (j (Re s + it)j + jj)
m 1
dt
+
Z
jIm sj
0
sup
jj=m
jea

jC
m;n
m 2
X
l=0
j (Re s + it)jm 1 ljjl dt
 jZ
l
(Re s)j + C0
R
1+0
C
m;n
Z
jIm sj
0

B
0
1
1
R
1+0
+ jj

m 1
d
+ C
m;n
sup
jj=m
jea

j
m 2
X
l=0

B
0
1
1
R
1+0

m 1 l
jj
m 1
jIm sj
 A
0
1(n;m;C0;K0; 0; j0j)
1
R
1+0
jsj:
The estimate for H (s) is also proved as Lemma 3.1. Some details can be seen in [21].
We use the estimate for H (s) only when m = 2. In this case we have


Z(s)  s  r2

ep
m
(0)

 (s)  D01
1
R
0
:(3.19)
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We use (3.19) in estimating the imaginary part of the second derivative of the phase
function in Section 4.
4. Construction of the phase function
Thanks to Lemma 2.1 and Lemma 2.2 it suffices to prove Theorem 1.1 in the
special case, 0 = (y0; 0) 2 T Rn n 0 with jy0j > 2R,


y0;repm(0)

 0 and
detr2

ep
m
(0) 6= 0. Since P (x;Dx) is the operator of real principal type, we may as-
sume 

n
p(y0; 0) 6= 0. We set z = (z0; zn) 2 Cn 1  C, z0 = (z00; 0) =
 
y
0
0   i
0
0; 0

.
As we explained in the introduction, one reason to use the FBI transform is to
transform the original operator P (x;D
x
) into D
z
n
. To realize this transformation, we
define a kind of FBI transform
Su(t; z; ) =
Z
Rn
e
i'(z;x)
f (z; x; )1(z; x)u(t; x) dx;(4.1)
where the phase function ' = '(z; x), the amplitude function f = f (z; x; ) and the
cutoff function 1 = 1(z; x) will be given later. In this section the phase function '
will be determined. The amplitude function and the cutoff function will be determined
in other sections.
Let us define
I (t; z; ) = 1

D
z
n
Su 
1

m
SP (x;D
x
)u
=
Z
R

1

D
z
n
 
1

m
t
P (x;D
x
)

(ei'f 1)u(t; x) dx;
(4.2)
where tP (x;D
x
) is the transposed operator of P (x;D
x
). The coefficients of tP (x;D
x
)
also satisfy the condition (3.2). Since 1 is a cutoff function, we first pay attention to
the term F (z; x; ):
F (z; x; ) =

1

D
z
n
 
1

m
t
P (x;D
x
)

(ei'f ):(4.3)
We have
e
 i'
F (z; x; )
=
1


D
z
n
+ 
'
z
n

f  
1

m
t
P (x;D
x
+ r
x
')f
=

'
z
n
 
t
p
m
(x;r
x
')

f
+
1
i
(

z
n
 
n
X
l=1

t
p
m

l
(x;r
x
') 
x
l
  d
 
z; x;r
x
';r
2
x
'

)
f
+
1

2 (    )f +    +
1

m
t
P (x;D
x
)f:
(4.4)
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The next theorem and its proof show the existence and the properties of the phase
function which is the solution of the eikonal equation.
Theorem 4.1. There exist positive constants "1 and "2 with 0 < "1 < "2 and a
holomorphic function ' = '(z; x) in the set
E = f(z0; z
n
; x
0
; x
n
) 2 Cn 1  C Cn 1  C ;
jz
0
  z
0
0j < "1; Re zn >  "1; jIm znj < "1; jx   Y (zn; y0; 0)j < "2(1 + jznj)g;
(4.5)
such that
'
z
n
(z; x) = p
m

x; 
'
x
(z; x)

in E;(4.6)
'
x
(z0; y0) =  0;(4.7)
Im

2
'
x
2 (z0; y0) is a positive definite symmetric matrix;(4.8)
det

2
'
zx
(z0; y0) 6= 0:(4.9)
Proof of Theorem 4.1. Let us introduce the holomorphic function '0 = '0(z0; y):
Cn 1  Cn ! C by
'0(z0; y) = i2
 
z
0
  y
0
2
  0nyn +
i
2
(y
n
  y0n)2:(4.10)
We note
'0
z
0
= i(z0   y 0); '0
y
0
=  i(z0   y 0); '0
y
n
=  0n + i(yn   y0n):
We set the symbol
q(z; x;  ;  ) = 
n
 
t
p
m
(x;  );(4.11)
where tp
m
(x;  ) = p
m
(x;  ), and set the submanifold
30 =
(Z(0); X(0);G(0); F (0)) 2 C4n	
=

(z0; 0); (y 0; y
n
);

'0
z
0
(z0; y); tp
m

y;
'0
y
(z0; y)

;

'0
y
0
(z0; y); '0
y
n
(z0; y)

2 C4n ;


z
0
  z
0
0


< "1; jy   y0j < "3

;
(4.12)
where "1 and "3 are small positive constants determined later. We introduce the sub-
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manifold of C4n,
3 =
(Z(s); X(s);G(s); F (s)) 2 C4n	
=
[
Re s> "1;jIm sj<"1
exp(isH
q
)30;
by the solution of the differential equations
8
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
:
d
ds
Z(s) = q

(Z(s); X(s);G(s); F (s));
d
ds
X(s) = q

(Z(s); X(s);G(s); F (s));
d
ds
G(s) =  q
z
(Z(s); X(s);G(s); F (s));
d
ds
F (s) =  q
x
(Z(s); X(s);G(s); F (s));
(4.13)
with the initial data (Z(0); X(0);G(0); F (0)) given in (4.12). Since the symbol is given
in (4.11), we have
(
Z
0(s) = Z0(0) = z0; Z
n
(s) = s;
G(s) = G(0);(4.14)
and
8
>
>
<
>
>
:
d
ds
X(s) =  
t
p
m

(X(s); F (s)); X(0) = y;
d
ds
F (s) = 
t
p
m
x
(X(s); F (s)); F (0) = '0
y
(z0; y):
(4.15)
Since tp
m
(x;  ) = p
m
(x;  ), we have
8
>
>
<
>
>
:
d
ds
X(s) = pm

(X(s); F (s)); X(0) = y;
d
ds
F (s) = pm
x
(X(s); F (s)); F (0) = '0
y
(z0; y):
(4.16)
If we set X(s) = Y (s; y; ), and F (s) =  2(s; y; ) with  =  ('0=y)(z0; y), then
(Y (s);2(s)) satisfies the differential equations (3.15) given in Section 3. For (z0; y) 2
Cn 1  Cn with


z
0
  z
0
0


< "1, jy   y0j < "3,
j   0j =




 
'0
y
(z0; y)  0




=




i

z
0
  z
0
0
0

  i

y
0
  y
0
0
y
n
  y0n





< "1 + "3:
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We can apply the Lemma 3.2 by taking "1 and "3 small enough. We set s = zn and
define
O = f(z; y) 2 Cn  Cn ;
jz
0
  z
0
0j < "1; jy   y0j < "3; Re zn >  "1; jIm znj < "1g;
(4.17)
and
3 =

(z; Y (z
n
; y; );G(0); 2(z
n
; y; )) 2 C4n ;  =  '0
y
(z0; y); (z; y) 2 O

:
(4.18)
We also set
E =
 
z
0
; z
n
; x
0
; x
n

2 Cn 1  C Cn 1  C ;


z
0
  z
0
0


< "1; Re zn >  "1; jIm znj < "1; jx   Y (zn; y0; 0)j < "2(1 + jznj)
	
;
(4.19)
For the two form  = d ^ dz + d ^ dx, we have
 j
30 = 0:(4.20)
The dimension of the submanifold 30 in C4n is equal to 2n 1. Since Hq is transverse
to 30, the dimension of the submanifold 3 of C4n is equal to 2n, and we obtain
 j
3
= 0:(4.21)
This shows that the submanifold 3 of C4n is a Lagrangean submanifold.
Lemma 4.1. If the constant "3 which satisfies 0 < "1 < "2 < "3 is small enough,
then there exists a holomorphic function ' = '(z; x) in E such that
3 =

z; x;
'
z
(z; x); '
x
(z; x)

2 C4n ; (z; x) 2 E

:(4.22)
Proof of Lemma 4.1. Let  : 3 ! Cn  Cn be the projection map of 3 on the
base, that is, () = (z; Y (z
n
; y; )) for  2 3, where  = (z0; y) =  ('0=y)(z0; y).
Since 3 is a Lagrangean submanifold of C4n, it suffices to prove that  is bijective
and that d() is surjective. Let us prove that for fixed z 2 Cn with z0   z00


< "1,
Re z
n
>  "1, jIm znj < "1 and x 2 Cn with jx   Y (zn; y0; 0)j < "2(1 + jznj), there
exists a unique y 2 Cn with jy   y0j < "3 such that x = Y (zn; y; ('0=y)(z0; y)). By
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following [21] and [23], we prove this fact. We have
Y

z
n
; y; 
'0
y
(z0; y)

  Y (z
n
; y0; 0)
= eY

z
n
; y; 
'0
y
(z0; y)

 
e
Y (z
n
; y0; 0) + Z

z
n
; y; 
'0
y
(z0; y)

  Z(z
n
; y0; 0)
=

y + z
n
ep
m

()

 

y0 + zn
ep
m

(0)

+ Z1   Z0;
(4.23)
where Z1 = Z(z
n
; y; ), Z0 = Z(z
n
; y0; 0). From (4.10) we have
   0 =  
'0
y
(z0; y)  0
=

i(z0   y 0)
0n   i(yn   y0n)

 


0
0
0n

= i

z
0
  z
0
0
0

  i

y
0
  y
0
0
y
n
  y0n

;
where z00 = y 00   i00. Since the l th element is written as
Y
l

z
n
; y; 
'0
y
(z0; y)

= eY
l

z
n
; y; 
'0
y
(z0; y)

+ Z
l

z
n
; y; 
'0
y
(z0; y)

= y
l
+ z
n
ep
m

l
() + Z1
l
;
we get from (4.23)
Y
l

z
n
; y; 
'0
y
(z0; y)

  Y
l
(z
n
; y0; 0)
= (y
l
  y0l) + zn

ep
m

l
()  epm

l
(0)

+ Z1
l
  Z
0
l
:
Applying the Taylor’s expansion
ep
m

l
()  epm

l
(0)
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=
n
X
k=1
(
k
  0k) 
2
ep
m

k

l
(0)
+ 2
X
j j=2
1
 !
(   0)
Z 1
0
(1  )






ep
m

l

(0 + (   0)) d
=

   0;r
ep
m

l
(0)

+ 2
X
j j=2
1
 !
(   0)
Z 1
0
(1  )






ep
m

l

(0 + (   0)) d;
it follows from (4.23) that we obtain
Y

z
n
; y; 
'0
y
(z0; y)

  Y (z
n
; y0; 0)
= (y   y0) + zn
 
r

ep
m
() r

ep
m
(0)

+ Z1   Z0
= (y   y0) + znr2

ep
m
(0)

i

z
0
  z
0
0
0

  i(y   y0)

+ 2z
n
X
j j=2
1
 !
(   0)
Z 1
0
(1  )





r

ep
m
(0 + (   0)) d
+ Z1   Z0
=
 
Id iz
n
r
2

ep
m
(0)
 (y   y0) + iznr2

ep
m
(0)

z
0
  z
0
0
0

+ 2z
n
X
j j=2
1
 !
(   0)
Z 1
0
(1  )





r

ep
m
(0 + (   0)) d
+ Z1   Z0;
where A = r2

ep
m
(0) is the Hessian matrix of epm( ) at  = 0 and Id is the n  n
identity matrix. The equation x = Y (z
n
; y; ('0=y)(z0; y)) is equivalent to the equa-
tion
x   Y (z
n
; y0; 0)
=
 
Id iz
n
r
2

ep
m
(0)
 (y   y0) + iznr2

ep
m
(0)

z
0
  z
0
0
0

+ 2z
n
X
j j=2
1
 !
(   0)
Z 1
0
(1  )





r

ep
m
(0 + (   0)) d
+ Z(z
n
; y; )  Z(z
n
; y0; 0):
(4.24)
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Let us define the map H as
H (y) =y0 +
 
Id iz
n
r
2

ep
m
(0)

 1
8
<
:
x   Y (z
n
; y0; 0)  iznr2

ep
m
(0)

z
0
  z
0
0
0

  2z
n
X
j j=2
1
 !
(   0)
Z 1
0
(1  )





r

ep
m
(0 + (   0)) d
  Z(z
n
; y; ) + Z(z
n
; y0; 0)
9
=
;
:
(4.25)
Let us prove that if "3 > 0 is small enough, then H maps the ball B(y0; "3) into itself
and is a contraction map, which means the bijectivity of the projection map  . Since
the matrix A = r2

ep
m
(0) is real symmetric, jIm znj < "1 and det A 6= 0, the matrix
G = Id iz
n
A has the inverse matrix G 1 and we have
C1
1
 
1 + jRe z
n
j
21=2
 kG 1kL(Cn;Cn)  C2
1
 
1 + jRe z
n
j
21=2
;(4.26)
where kG 1kL(Cn;Cn) is the operator norm of G 1. The last inequality comes from
det A 6= 0. From (4.25) and (4.26) we have
jH (y)  y0j  C1 + jz
n
j

"2(1 + jznj) + C"1jznj
+ C"23jznj + C(K0; 0)
1
R
1+0
(1 + jz
n
j)

 "3; (0 < "1 < "2 < "3):
(4.27)
Since Z(z
n
; y; (z0; y)) is holomorphic in y, we also obtain
jH (y1) H (y2)j  C 11 + jz
n
j

C"3jznj jy1   y2j + C(K0; 0) 1
R
1+0
(1 + jz
n
j)jy1   y2j

 kjy1   y2j; 0 < k < 1:
(4.28)
It follows from (4.27) and (4.28) that H is a contraction map on B(y0; "3).
We shall show the surjectivity of the differential map d() : T

3 ! T
()E. We
write (4:24) as
x   Y (z
n
; y0; 0)
= G(y   y0) + iznA

z
0
  z
0
0
0

+ 2z
n
W () + Z(z
n
; y; )  Z(z
n
; y0; 0);
(4.29)
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where
W () =
X
j j=2
1
 !
(   0)
Z 1
0
(1  )





r

ep
m
(0 + (   0)) d:
Using this notation, we differentiate the function Y (z
n
; y; (z0; y)) = y+z
n
r

ep((z0; y))+
Z
1 with respect to y. We get
Y
y
= G Id +2z
n

y
W () + 
y
Z
 
z
n
; y; 
 
z
0
; y

:
Since we have
W
l
y
k
=
X
j j=2
1
 !


y
k
(   0)

Z 1
0
(1  )





ep
m

l
(0 + (   0)) d
+
X
j j=2
1
 !
(   0)
Z 1
0
(1  )






2
ep
m

k

l
(0 + (   0))  
y
k

l
d:
and (3.18), we have




det

Y
y
(z
n
; y; )





 C(1 + jz
n
j)n; (z; y) 2 O:(4.30)
It follows from (4.30) that the proof of the surjectivity of the differential map
d() : T

3! T
()E is completed.
We note that we can choose the constants "
j
(j = 1; 2; 3) as "23 < C"2 < "3,
moreover, "1 and "3 are independent each other. Though we do not use this fact in
this paper, it is useful in considering the global properties of the phase function ' =
'(z; x).
End of the proof of Theorem 4.1: Lemma 4.1 directly shows the property (4.6).
The proof for this part can be seen in [23] (see the argument after Lemma 3.1 in
[23]). The properties from (4.7) to (4.9) can also be obtained by following the argu-
ments in [21]. Since we have
x = Y

z
n
; y; 
'0
y
(z0; y)

;
'
z
(z; x) = G(0) =

'0
z
0
(z0; y); tp
m

y;
'0
y
(z0; y)

;
'
x
(z; x) = F (z
n
) = 2

z
n
; y; 
'0
y
(z0; y)

;
we have the properties from (4.6) to (4.9). Especially, we can obtain the equation

2
'
z
n
x
n
(z0; y0) = pm
x
n
(y0; 0)  i pm

n
(y0; 0);
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which was shown in [21]. Since p
m
is real valued and 

n
p
m
(y0; 0) 6= 0, which are
the conditions of real principal type, we can show the property (4.9). The details about
this part is found after Corollary 3.6 in [21]. Therefore we have proved Theorem 4.1.
Next we study the global properties of the phase functions which are used for the
construction of the amplitude function globally along the bicharacteristics. The proof
of Lemma 4.1 shows that the map x = Y (z
n
; y; (z0; y)) has the inverse map  : E !

 1(E) such that y = (z; x). The function  is holomorphic and (z0; y0) = y0. From
the construction of  we have
j(z; x)  y0j < "3; (z; x) 2 E:(4.31)
The equation (4.29) implies
(z; x)  y0 = G 1

x   Y (z
n
; y0; 0)  iznA

z
0
  z
0
0
0

  2z
n
W ()j
y=(z;x)   Z(zn; y; )jy=(z;x) + Z(zn; y0; 0)

:
(4.32)
and
Id = Gr
x
(z; x) + 2z
n
r
x
 
W ()j
y=(z;x)

+ r
x
(
Z

z
n
; y; 
'0
y
(z0; y)





y=(z;x)
)
:
(4.33)
It follows from (4.32), the estimates on Z(s) and the Cauchy formula that for (z; x) 2
E we have
8
>
>
>
<
>
>
>
:





x
j
(z; x)





C
(1 + jz
n
j) ;





2

x
j
x
k
(z; x)





C
(1 + jz
n
j)2 :
(4.34)
Since the Lagrangean manifold 3 is expressed in the two ways, (4.18) and (4.22),
we have
'
x
(z; x) =  2

z
n
; y; 
'0
y
(z0; y)





y=(z;x)
=  

 
'0
y
(z0; y) + 

z
n
; y; 
'0
y
(z0; y)





y=(z;x)
=  0   i

z
0
  z
0
0
0

+ i(y   y0)




y=(z;x)
  

z
n
; y; 
'0
y
(z0; y)





y=(z;x)
:
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We also obtain

2
'
x
2 = r
2
x
'(z; x) = ir
x
(z; x) r
x
(


z
n
; y; 
'0
y
(z0; y)





y=(z;x)
)
:
By the equation (4.33) we have

2
'
x
2 (z; x)
= iG
 1
"
Id 2z
n
r
x
 
W ()j
y=(z;x)

  r
x
(
Z

z
n
; y; 
'0
y
(z0; y)





y=(z;x)
)#
  r
x
(


z
n
; y; 
'0
y
(z0; y)





y=(z;x)
)
= iG
 1
  i2z
n
G
 1
r
x
 
W ()j
y=(z;x)

  iG
 1
r
x
(
Z

z
n
; y; 
'0
y
(z0; y)





y=(z;x)
  z
n
A

z
n
; y; 
'0
y
(z0; y)





y=(z;x)
)
  G 1r
x


z
n
; y; 
'0
y
(z0; y)





y=(z;x)
:
(4.35)
First we consider the case m = 2. Since 

ep2( ) = 0 for jj = 3, we have W () =
0 for m = 2. We prove that there exists a constant C > 0 such that


Im(iG 1)v; v  C(1 + jz
n
j)2 jvj
2 for v 2 Cn:(4.36)
Since Gj
z
n
=0 = Id, it suffices to show (4.36) when jznj  Æ0. Using the Hessian matrix
A = r2

ep2(0) (det A 6= 0), the matrix G is defined by
G = Id iz
n
A = fId +(Im z
n
)Ag   i(Re z
n
)A
= (Re z
n
)A (Re z
n
) 1A 1 fId +(Im z
n
)Ag   i Id :
Writing
M1 = Id +(Im zn)A; M2 = (Re zn) 1A 1M1;
we have
G = (Re z
n
)A(M2   i Id):
We note that the matrices A;M1 and M2 are commutable each other. Using
(M2   i Id)(M2 + i Id) = M22 + Id;
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we obtain
G 1 = (Re z
n
) 1A 1(M2   i Id) 1
= (Re z
n
) 1A 1(M2 + i Id)
 
M22 + Id

 1
:
Since A;M1 and M2 are real symmetric matrices, we have
Im
 
iG 1

= Re
 
G 1

= (Re z
n
) 1A 1M2
 
M22 + Id

 1
:
(4.37)
Since A is a real symmetric matrix, there exists the matrix T with det T 6= 0 such that
T 1AT = D1, where D1 is the diagonal matrix associated with the eigenvalues of A.
We note that each eigenvalue of A is real and not zero. Using the common matrix T,
the matrices A 1;M1 and M2 are diagonalized as
T 1A 1T = D 11 ; T
 1M1T = Id +(Im zn)D1 = D2;
T 1M2T = (Re zn) 1T 1ATT 1M1T = (Re zn) 1D 11 D2 = (Re zn) 1D3:
We also have
T 1
 
M22 + Id

T = D23 + Id = D4:
This consideration shows that Im(iG 1) is also diagonalized as
T 1 Im
 
iG 1

T = (Re z
n
) 2D 11 D3D 14 :(4.38)
We denote d(1);j (1  j  n) eigenvalues of A. In other words d(1);j are diagonal
elements of the diagonal matrix D1. For D2;D3 and D4 we can define d(2);j ; d(3);j and
d(4);j , respectively. From detA 6= 0, we have d(1);j 6= 0. The calculation above shows
d(2);j = 1 + (Im zn)d(1);j ; d(3);j =
 
d(1);j

 1
d(2);j ; d(4);j = 1 +
 
d(3);j
2
:
We have d(2);j  1=2 by making jIm znj small enough. From (4.38) the eigenvalues j
of the real symmetric matrix Im(iG 1) are given as

j
= (Re z
n
) 2  d(1);j

 1
d(3);j
 
d(4);j

 1
= (Re z
n
) 2  d(1);j

 2
d(2);j
 
d(4);j

 1
:
It follows from d(1);j 6= 0 and the expressions of d(k);j (k = 2; 3; 4) that there exists a
positive constant C such that 
j
 C(Re z
n
) 2. When (z; x) 2 E with jz
n
j  Æ0, our
quadratic form can be estimated as


Im
 
iG 1

v; v



min
1jn

j

jvj
2

C
(1 + jz
n
j)2 jvj
2 for v 2 Cn:(4.39)
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On the other hand (3.19), (4.26), (4.34) and Cauchy formula show





G
 1
r
x
(
Z

z
n
; y; 
'0
y
(z0; y)





y=(z;x)
  z
n
A

z
n
; y; 
'0
y
(z0; y)





y=(z;x)
)





 CkG 1k jZ(z
n
)  z
n
A (z
n
)j





x





C(K0; j0j)
R
0
1
(1 + jz
n
j)2 :
(4.40)
In the same way we estimate the other term in (4.35). Now we proved the next Lem-
ma:
Lemma 4.2. When m = 2, there exists a positive constant C such that for all
(z; x) 2 E,
Im

2
'
x
2 (z; x) 
C
(1 + jz
n
j)2 Id :(4.41)
Next we study the case m  3. Since we consider the operators with the principal
parts associated with constant coefficients, we note that
Y (z
n
; y; ) = eY (z
n
; y; ) = y + z
n
r

ep
m
():(4.42)
We showed the existence and the uniqueness of the holomorphic map y = (z; x) with
y0 = (z0; 0), which is the inverse of (4.42). We define
X(z; x) =   z0; y 
y=(z;x) = 0 + i

z
0
  z
0
0
0

  i ((z; x)  y0) :
Writing x = Y (z
n
; y; (z0; y)) by using X(z; x), we have
x = z
n
r

ep
m
(X(z; x)) + iX(z; x) + y0   i0 +

z
0
  z
0
0
0

:(4.43)
On the other hand we have
'
x
(z; x) =  2  z
n
; y; 
 
z
0
; y



y=(z;x) =  
 
z
0
; y



y=(z;x) =  X(z; x):(4.44)
Differentiating (4.43) and (4.44), we have
Id = r
x

z
n
r

ep
m
(X(z; x)) + iX(z; x)	
=

z
n
r
2

ep
m
(X(z; x)) + i Id	r
x
X(z; x);
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and
r
2
x
'(z; x) = 
2
'
x
2 (z; x) =  rxX(z; x) =  i
 
Id iz
n
r
2

ep
m
(X(z; x)) 1 :
We introduce the notation as the case m = 2
(
G1 = Id iznA();
A() = r2

ep
m
(X(z; x)) :
The following arguments were exploited in [23] when n = 1. The set E was defined
in Theorem 4.1 as
E =
 
z
0
; z
n
; x
0
; x
n

2 Cn 1  C Cn 1  C ;


z
0
  z
0
0


< "1; Re zn >  "1; jIm znj < "1; jx   Y (zn; y0; 0)j < "2(1 + jznj)
	
:
(4.45)
We set
E1 =

 
z
0
; z
n
; x
0
; x
n

2 Cn 1  C Rn 1  R ;


z
0
  z
0
0


< "1; Re zn >  "1; jIm znj < "1; jx   Y (zn; y0; 0)j < 12"2(1 + jznj)

:
(4.46)
and
e
E =
[
(r1;r0)
 
z
0
; z
n
; x
0
; x
n

2 Cn 1  C Rn 1  R ;


z
0
  z
0
0


< "1; Re zn >  "1; jIm znj < "1; x = Y (zn; y0; 0) + znr1 + r0
	
;
(4.47)
where the union for (r1; r0) is taken in r1 2 Rn; r0 2 Cn with jr1j < "2; jr0j < "2,
respectively. We know E1  eE ( (E \ fx 2 Rng)). Let us prove the next estimate
which is used in Section 6 to show the main theorem. There exists C > 0 such that
we have
Im

2
'
x
2 (z; x)  C
1
(1 + jz
n
j)2 Id; for (z; x) 2
e
E:(4.48)
The precise statement will be found in Lemma 4.3.
For (z; x) 2 eE the equation (4.43) becomes
z
n
r

ep
m
(X(z; x)) + iX(z; x) + y0   i0
+

z
0
  z
0
0
0

  fY (z
n
; y0; 0) + znr1 + r0g = 0:
(4.49)
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We set t = z 1
n
. Let us consider the next system of equations
F
 
W; t; z
0
; r1; r0

= r

ep
m
(W ) + itW    r

ep
m
(0) + r1

+ t

z
0
  z
0
0
0

  i0   r0

= 0;
(4.50)
for (W; t; z0; r0; r1) 2 Cn CCn 1 Cn Cn. Each elements of F (W; t; z0; r0; r1) is
holomorphic function of (W; t; z0; r0; r1), and F (0; 0; z00; 0; 0) = 0. Thanks to the im-
plicit function theorem in holomorphic function category (for example see [14]), there
exists a positive constant 0, and holomorphic functions  = ( 1; : : : ;  n) such that
W =  (t; z0; r1; r0) and 0 =  (0; z00; 0; 0) and F ( (t; z0; r1; r0); t; z0; r0; r1) = 0 for
(t; z0; r1; r0) 2 C  Cn 1  Cn  Cn with jt j; jz0   z00j; jr1j; jr0j < 0. Especially
 (t; z0; r1; r0) is holomorphic in t . We can write
W =  
 
t; z
0
; r1; r0

= W0
 
z
0
; r1; r0

+ tW1
 
z
0
; r1; r0

+ R2
 
t; z
0
; r1; r0

;(4.51)
and there exists a constant C such that for jz0   z00j  (1=2)0, jr0j  (1=2)0 and
jr1j  (1=2)0 we have


W  W0
 
z
0
; r1; r0

  tW1
 
z
0
; r1; r0



 Cjt j
2
; jt j 
1
2
0:(4.52)
So we can get the expansion
X(z; x) = X0 + 1
z
n
X1 + Q2;(4.53)
for z
n
2 C with jIm z
n
j
< "1 and jznj > M , where M = 2 10 . The remainder term
Q2 is small uniformly. Let us find X0 = X0(z0; r1; r0) and X1 = X1(z0; r1; r0). Since we
have
r

ep
m
(X(z; x)) = r

ep
m
(X0) + r2

ep
m
(X0)

1
z
n
X1 + eR2

+ eR3;
where R2 and R3 are in O(jznj 2), we obtain from (4.49)
z
n
r

ep
m
(X0) + r2

ep
m
(X0)
 
X1 + zneR2

+ z
n
e
R3 + i

X0 +
1
z
n
X1 + eR2

  z
n
 
r

ep
m
(0) + r1

+

z
0
  z
0
0
0

  i0   r0 = 0:
From (4.52) the remainder terms are in O(jz
n
j
 1). From this expansion we obtain
r

ep
m
(X0) = repm(0) + r1;
r
2

ep
m
(X0)X1 + i

X0   i

z
0
  z
0
0
0

  0 + ir0

= 0:
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Now we restrict r1 to Rn. Since r1 is a real vector and epm( ) is real, there exist 1 >
0 and X0 = X0(0; r1) 2 Rn by the implicit function theorem such that X1 2 Cn with
jX1j  C1 is also obtained as
X1 =  ir
2

ep
m
(X0) 1

X0   i

z
0
  z
0
0
0

  0 + ir0

:
If (z; x) 2 eE, we have
A() = r2

ep
m
(X(z; x)) = r2

ep
m
(X0) + 1
z
n


X1;r
 
r
2

ep
m
 (X0)

+ eR02
= A0 +
1
z
n
A1 + eR
0
2;
where A0 = repm(X0) is the real symmetric matrix with detA0 6= 0 and jImA1j <
C1. Writing
G = Id iz
n
A() =  iz
n

Id +i
1
z
n
A() 1

A();
we have
G 1 = i
1
z
n
A() 1

Id +i
1
z
n
A() 1

 1
:
Since
A() = A0
(
Id +
1
z
n
A 10 A1 +O
 




1
z
n




2
!)
;
we obtain from the Neumann series
A() 1 =
(
Id +
1
z
n
A 10 A1 +O
 




1
z
n




2
!)
 1
A 10
=
(
Id 
1
z
n
A 10 A1 +O
 




1
z
n




2
!)
A 10
= A 10  
1
z
n
A 10 A1A
 1
0 +O
 




1
z
n




2
!
:
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From this expression we have
G 1 = i
1
z
n
A() 1
(
Id i
1
z
n
A() 1 +O
 




1
z
n




2
!)
= i
1
z
n
A() 1 + 1
z
2
n
 
A() 12 +O
 




1
z
n




3
!
= i
1
z
n
A 10 +
1
z
2
n
n
 
A 10
2
  iA 10 A1A
 1
0
o
+O
 




1
z
n




3
!
:
Since A 10 is also the real symmetric matrix with det A
 1
0 6= 0, we have

i
1
z
n
A 10

+

i
1
z
n
A 10


= i
1
z
n
A 10   i
1
z
n
 
A 10


=
2 Im z
n
jz
n
j
2 A
 1
0 ;
and

1
z
2
n
 
A 10
2

+

1
z
2
n
 
A 10
2


=

1
z
2
n
+
1
z
n
2

 
A 10
2
=
2
(Re z
n
)2   (Im z
n
)2	
jz
n
j
4
 
A 10
2
:
By writing B = A 10 A1A
 1
0 , it follows from B = A
 1
0 A1A
 1
0 that we have

1
z
2
n
( iB)

+

1
z
2
n
( iB)


=  i
1
z
2
n
B + i
1
z
n
2 B

=  i
z
n
2
jz
n
j
4 A
 1
0 A1A
 1
0 + i
z
2
n
jz
n
j
4 A
 1
0 A

1A
 1
0
=  i
(Re z
n
)2
jz
n
j
4 A
 1
0
 
A1   A1

A 10 +O
 




1
z
n




3
!
=
2(Re z
n
)2
jz
n
j
4 A
 1
0 (Im A1) A 10 +O
 




1
z
n




3
!
:
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The positivity of the matrix
 
A 10
2
shows

Im

2
'
x
2 (z; x)v; v

=

 
Re G 1

v; v

=

1
2
n
G 1 +
 
G 1


o
v; v

  
jIm z
n
j
jz
n
j
2


A 10 v; v

+
(Re z
n
)2
jz
n
j
4
D
 
A 10
2
v; v
E
 
(Re z
n
)2
jz
n
j
4


A 10 (Im A1) A 10

+O
 




1
z
n




3
!
hv; vi

1
2
(Re z
n
)2
jz
n
j
4 Chv; vi:
(4.54)
Therefore we prove that there exists a positive constant C > 0 such that for (z; x) 2 eE,
jz
n
j > M we have

Im

2
'
x
2 (z; x)v; v


C
1 + jz
n
j
2 hv; vi:(4.55)
The positive constant M = M(1) is independent of "1; "2 and "3. We consider the
case M  jz
n
j. For (z; x) 2 eE we have jX(z; x)  0j < "3. Since we have


z
n
r
2

ep
m
(X(z; x))  (Re z
n
)r2

ep
m
(0)


< "1 + "3;
for small "1 > 0 and "3 > 0 with "1 < 1, "3 < 1, it follows from the expression
r
2
x
'(z; x) =  i  Id iz
n
r
2

ep
m
(X(z; x)) 1 that we obtain

Im

2
'
x
2 (z; x)v; v


1
2
kvk
2
;(4.56)
for (z; x) 2 eE with jz
n
j  M . Thus we have the following lemma:
Lemma 4.3. Let m  3. We assume that the coefficients of the principal part of
P (x;D
x
) are independent of x. Then there exists a positive constant C such that for
(z; x) 2 E1 ( Cn  Rn) we have
Im

2
'
x
2 (z; x) 
C
(1 + jz
n
j)2 Id :(4.57)
Let (z; x) 2 E1  Cn  Rn. We set g(z; x) = Im('=x)(z; x). Since
g
  
z
0
0;Re zn

; Y (Re z
n
; y0; 0)

= Im2(Re z
n
; y0; 0) = 0, it follows from Lemma 4.2
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or Lemma 4.3 that there exists a function x(z) : Cn ! Rn such that
g (z; x(z)) = Im '
x
(z; x(z)) = 0;
x
 
z
0
0;Re zn

= Y (Re z
n
; y0; 0):
The existence and uniqueness of x(z) come from the repeated use of the implicit func-
tion theorem. In order to justify this argument, we show the estimate
jx(z)  Y (Re z
n
; y0; 0)j < 14"2(1 + jznj);(4.58)
which guarantees the repeated use of (4.57).
Since x(z) is real valued and ' is holomorphic, the differentiation of the equation
0 = Im
'
x
(z; x(z)) = 1
2i
 
'
x
(z; x(z))  '
x
(z; x(z))
!
;
implies
x(z)
z
=  
1
2i

Im

2
'
x
2 (z; x(z))

 1

2
'
zx
(z; x(z)) :
Since Lemma 4.2 and Lemma 4.3 show






Im

2
'
x
2 (z; x(z))

 1





 C(1 + jz
n
j)2;
and the differentiation of the equation
'
z
(z; x) = G(0) =

'0
z
0
(z0; y); p
m

y; 
'0
y
(z0; y)





y=(z;x)
;
we obtain from (4.34) that for z 2 Cn with z0   z00


< "1, Re zn >  "1 and
jIm z
n
j
< "1




x(z)
z




 C(1 + jz
n
j):
By the Taylor expansion
x(z)  x  z00;Re zn

=
x
z
(z)

z
0
  z
0
0
z
n
  Re z
n

;
we have
j
x(z)  Y (Re z
n
; y0; 0)j < "1(1 + jznj):
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By the choices of "1 and "2 with 0 < 4"1 < "2, we obtain (4.58) and the argument
about the repeated use of the implicit function theorem has been justified.
For z 2 Cn with


z
0
  z
0
0


< "1;Re zn >  "1 and jIm znj < "1 we define
8(z) =   Im'(z; x(z)):(4.59)
We can show

 Re z
8(z) = 0:(4.60)
We do not repeat the proof for (4.60) (see Lemma 3.8 in [21]).
5. Solving the transport equations
In the previous section we constructed the phase function globally along the
bicharacteristics. Now we solve the transport equations. We construct the amplitude
function
f (z; x; ) =
1
X
k=0
1

k
f
k
(z; x);(5.1)
as an analytic symbol of order zero, elliptic near the support of the cutoff function
along the bicharacteristics.
Theorem 5.1. Let F (z; x; ) be introduced in (4.3), and 8(z) be defined in
(4.59). There exist r
1
> 0 and an analytic symbol f = f (z; x; ) of order zero, el-
liptic, defined in the set
E =

 
z
0
; z
n
; x
0
; x
n

2 Cn 1  C Cn 1  C ;


z
0
  z
0
0


<
1
2
r
1
; Re z
n
>  
1
2
r
1
;
jIm z
n
j
<
1
2
r
1
;
jx   Y (z
n
; y0; 0)j < 12 r1(1 + jznj)

;
such that we have
jF (z; x; )j  Ce8(z) 0(1 + jz
n
j)N0 ;(5.2)
where 0 > 0 and N0 2 N.
In order to prove Theorem 5.1, we change the variables and the unknown function f .
We define the change of variables 9 : O! E by
(z; x) =

z; Y

z
n
; y; 
'0
y
(z0; y)

for (z; y) 2 O;(5.3)
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where the set O is given by
O =
(z; y) 2 Cn  Cn ; z0   z00


< "1; Re zn >  "1; jIm znj < "1; jy   y0j < "3
	
;
(5.4)
and the set E is given by (4.5). We define
g(z; y; ) =
1
X
k=0
1

k
g
k
(z; y) = f Æ9
= f

z; Y

z
n
; y; 
'0
y
(z0; y)

=
1
X
k=0
1

k
f
k

z; Y

z
n
; y; 
'0
y
(z0; y)

:
(5.5)
Since we have from (4.16)

z
n
g(z; y) =
(

z
n
 
n
X
l=1

t
p
m

l

x;
'
x
(z; x)


x
l
)
f (z; x)





x=Y (z
n
;y;(z0;y))
;(5.6)
we obtain
ie
 i'
F Æ9 =


z
n
+ d(z; y)

g  
m 1
X
l=1
1

l
Q
l
(z; y;D
y
)g;(5.7)
where
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
jd(z; y)j  C
1 + jz
n
j
;
Q
l
(z; y;D
y
) =
X
jjl+1
q
l

(z; y)D
y
;


q
l

(z; y)  Cl;(1 + jz
n
j)1+0 :
(5.8)
Next we change the unknown functions g
k
(z; y) into h
k
(z; y) by
8
>
<
>
:
A(z; y) =  1
z
n
d(z; y) = z
n
Z 1
0
d(z0; tz
n
; y) dt;
h
k
(z; y) = eA(z;y)g
k
(z; y):
Then the analytic symbol h =
P

 k
h
k
(z; y) should be constructed by the equations
8
>
>
>
>
<
>
>
>
>
:
h0
z
n
= 0; h0jz
n
=0 = 1;
h
k
z
n
=
M
X
l=1
W
l
(z; y;D
y
)h
k l
; h
k
j
z
n
=0 = 0; (k  1);
(5.9)
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where
M =
(
k; (k  m  1);
m  1; (k  m);
and
8
>
>
>
<
>
>
>
:
W
l
= e
A
Q
l
e
 A
=
X
jjl+1
w
l

(z; y)D
y
;


w
l

(z; y)  Cj;(1 + jz
n
j)1+0 (log(1 + jznj))
l+1 jj
:
(5.10)
The solutions of the equations (5.9) are given by
8
>
>
<
>
>
:
h0(z; y) = 1;
h
k
(z; y) = z
n
Z 1
0
M
X
l=1
W
l
h
k l
(z0; tz
n
; y) dt; (k  1):(5.11)
Let us check the estimates
jg
k
(z; y)j  C0Ck1kk;(5.12)
which shows that the existence and the boundedness of the symbol g(z; y; ). The tech-
nique, “nested open set,” introduced in [21] and [26] is useful in proving these esti-
mates (see also Section 3 in [23]). For j 2 (0[N) we define the sequences fs
j
g; fR
j
g;
fr
j
g by
8
>
>
>
<
>
>
>
:
s0 = 0; R0 = 2(1=4)0 ; r0 given in (0; "1);
s
j
= 2j ; R
j
= 2j (1+(1=2)0); j  1;
r
j
= r
j 1  
r
j 1
R
j 1
(s
j
  s
j 1); j  1:
(5.13)
As proved in [21], the monotone decreasing sequence fr
j
g
1
j=0 converges to r1 > 0. We
define the open set

j
t
=
(z; y) 2 Cn  Cn ; z0   z00

 + M
j
(z
n
) + jy   y0j < rj   t; Re zn  sj
	
;(5.14)
where t 2 (0; r
j
] and
M
j
(z
n
) = rj
R
j

Re z
n
  s
j

 + jIm z
n
j
:
We note that (z0; s
j
; y) 2 j
t
implies (z0; s
j
; y) 2 j 1
t
for j  1. Let  be a pos-
itive number. We denote by A
;j
the space of formal analytic symbols h(z; y; ) =
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P
k0 
 k
h
k
(z; y; ) such that
sup
(z;y)2j
t
jh
k
(z; y)j  f
k;j
(h)kkt k; 0 < t  r
j
;(5.15)
where f
k;j
(h) is the best constant and the series P1
k=0 fk;j (h)k is convergent. This
definition shows that
khk
;j
=
1
X
k=0
f
k;j
(h)k
=
1
X
k=0

k
k
k
sup
0<tr
j
(
t
k sup
(z;y)2j
t
jh
k
(z; y)j
)
;
(5.16)
is a norm on A
;j
. The solution of (5.9) given by (5.11) gives rise to the formal sym-
bol h(z; y; ) = P
k0 
 k
h
k
(z; y) which is a solution of the Cauchy problem
8
>
>
<
>
>
:
h
z
n
 
m 1
X
l=1

 l
W
l
h = 0; Re z
n
 s
j
;
hj
z
n
=s
j
= h(z0; s
j
; y):
(5.17)
We denote by hj the value of the solution in j0 . Then hj satisfies
8
>
>
<
>
>
:
h
j
z
n
 
m 1
X
l=1

 l
W
l
h
j
= 0;
h
j
j
z
n
=s
j
= h
j 1
j
z
n
=s
j
;
where we define h 1j
z
n
=0 = 1. We set j = hj   hj 1jz
n
=s
j
. The system can be written
8
<
:
(Id B)j = B

h
j 1


z
n
=s
j

;

j
j
z
n
=s
j
= 0;
(5.18)
where
B = 
 1
z
n
m 1
X
l=1

 l
W
l
(z; y;D
y
) =  1
z
n
m 1
X
l=1

 (l+1)
W
l
(z; y;D
y
);(5.19)
and  1
z
n
v =
R
z
n
s
j
v(z0;  ; y) d .
As proved in [23] we have the following lemma.
Lemma 5.1. There exists a positive constant C such that for j  0 we have



 1
z
n



;j

C

R
j
r
j
k k
;j
; for  =
1
X
k=1

 (k+1)

k+1 2 A;j ;(5.20)
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1


y
s





;j
 k k
;j
; for  2 A
;j
; 1  s  n;(5.21)




1






;j
 Ck k
;j
; for  2 A
;j
:(5.22)
It follows from Lemma 5.1 and (5.10) that we have
kBk
;j
=






 1
z
n
m 1
X
l=1

 (l+1)
W
l
(z; y;D
y
)





;j

C

R
j
r
j





m 1
X
l=1

 (l+1)
W
l
(z; y;D
y
)





;j

C

R
j
r
j






m 1
X
l=1
X
jjl+1
w
l

(z; y) (l+1)D
y







;j

C

R
j
r
j
sup
(z;y)2j0


w
l

(z; y)






m 1
X
l=1
X
jjl+1

 (l+1)
D

y







;j

C

R
j
r
j
0
 sup
(z;y)2j0 ;l;


w
l

(z; y)
1
A
C
2
kk
;j
;
(5.23)
when  > is small enough. For j  1 we have
sup
(z;y)2j0 ;l;


w
l

(z; y)  C(1 + js
j
j)1+0
 
log(1 + js
j
j)l+1 jj ;
and
sup
(z;y)200;l;


w
l

(z; y)  C0:
We define the sequence fK
j
g as
K
j
= C
(log(1 + s
j
))m
(1 + s
j
)1+0
R
j
r
j
; for j  1;
and K0 = CR0r 10 C0. If we choose a small enough , we have
8
>
<
>
:
K
j

C
r
1
< 1;
K
j
 C2 (1=3m)0j ;
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for j  1 and K0 < 1. From (5.18) we have
k
j
k
;j
 K
j
k
j
k
;j
+ K
j




h
j 1

x=s
j




;j
;
so
k
j
k
;j

K
j
1 K
j




h
j 1

x=s
j




;j
for j  0:(5.24)
Since (z0; s
j
; y) 2 j
t
implies (z0; s
j
; y) 2 j 1
t
, we have



h
j 1
k
(z0; s
j
; y)



 sup
(z;y)2j 1
t



h
j 1
k
(z; y)



 f
k;j 1
 
h
j 1
k
k
t
 k
;
for 0 < t  r
j
(< r
j 1), and




h
j 1

z
n
=s
j




;j
=
1
X
k=0

k
k
k
sup
0<tr
j
(
t
k sup
(z;y)2j
t



h
j 1
k
(z0; s
j
; y)



)

1
X
k=0

k
k
k
sup
0<tr
j

t
k
f
k;j 1
 
h
j 1
k
k
t
 k
	
=
1
X
k=0

k
f
k;j 1(hj 1)
=


h
j 1

;j 1 :
Since j = hj   hj 1j
z
n
=s
j
and hj 1
z
n
=0 = 0, we obtain
kh
j
k
;j

1
1 K
j


h
j 1

;j 1 ;
and
kh
j
k
;j

 
j
Y
l=1
1
1 K
l
!


h
0

;0  C


h
0

;0  C:(5.25)
Since hj
k
is the restriction of the solution h
k
to j
t
, we obtain
jh
k
(z; y)j  sup

j
(1=2)r
1
jh
k
j  C
 k
k
k

r
1
2

 k
:
This shows that the system (5.9) has a solution h(z; y; ) = P
k0 
 k
h
k
(z; y) such that
for k  0 we have
jh
k
(z; y)j  Ckkk;(5.26)
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in the set O2 = f(z; y) 2 Cn  Cn ; jz0   z00j + jy   y0j + jIm znj  (1=2)r1;Re zn  0g.
From the definitions of A(z; y); h
k
(z; y) and the estimates above, the symbol
g(z; y; ) = P
k0 
 k
g
k
(z; y) satisfies
jg
k
(z; y)j  Ckkk(1 + jz
n
j)N1 ; (z; y) 2 O2;(5.27)
where N1 is a fixed integer. Let us take g =
P
K
k=0 gk(z; y) and K 2 N is chosen later.
It follows from (5.7), (5.27) and Cauchy’s formula that we have


ie
 i'
F Æ9



1

K+1C
K
K
K (1 + jz
n
j)N1

1


CK


K
(1 + jz
n
j)N1 :
(5.28)
We define k0 and 0 with 0 < k0  1=(2C) and 0  2=k0 respectively. Choosing the
integer K = K() with k00   1 < K = [k0]  k0 for   0, there exists a positive
constant 1 such that we have
log

CK


  1 < 0:
This shows


ie
 i'
F Æ9



1

e
K log(CK=)(1 + jz
n
j)N1

1

e
 1[k0](1 + jz
n
j)N1

e
1

e
 1k0(1 + jz
n
j)N1 :
(5.29)
The proof of Theorem 5.1 is completed by setting a positive number 0 = 1k0 and
making 0 large enough.
6. Proof of the main theorem
Let 0 = (y0; 0) 2 T Rn n 0 given in Theorem 1.1. Thanks to Lemma 2.1 and
Lemma 2.2, for 1 = (y1; 1) 2 T Rn n 0 which is constructed in Lemma 2.2, the
property 1 = (y1; 1) =2 gWFA[u(t0;  )] shows our conclusion. Instead of 1, we use
the same notation 0 = (y0; 0) 2 T Rn n 0 with jy0j > 2R, hy0;repm(0)i  0 and
detr2

ep
m
(0). Let ' = '(z; x) be the phase function which is constructed in Theo-
rem 4.1 and f = f (z; x; ) be the amplitude function given in Theorem 5.1. For a
small enough constant "0 > 0, they are defined in the set
E0 =
 
z
0
; z
n
; x
0
; x
n

2 Cn 1  C Cn 1  C ;


z
0
  z
0
0


< "0; Re zn >  "0; jIm znj < "1; jx   Y (zn; y0; 0)j < "0(1 + jznj)
	
:
(6.1)
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and we have eÆ0jxj1=(m 1)u0 2 L2
 

+
"0;0

.
Let  2 C10 (Rn) be such that 0    1 and
(t) =
8
<
:
1; jt j 
1
2
"0;
0; jt j  "0:
In Section 4 we defined the operator Su(t; z; ). Now we choose 1 in (4.1) as
1(z; x) = ((x   Y (Re zn; y0; 0))=(1 + jznj)), that is,
Su(t; z; ) =
Z
Rn
e
i'(z;x)
f (z; x; )

x   Y (Re z
n
; y0; 0)
1 + jz
n
j

u(t; x) dx;(6.2)
where '(z; x) and f (z; x; ) are given in Theorem 4.1 and Theorem 5.1, respectively.
Let u(t;  ) be the solution to the initial value problem
(
D
t
u + P (x;D
x
)u = 0; t < 0; x 2 Rn;
uj
t=0 = u0(x):
Taking the integral transform S, we obtain
(
SD
t
u + SP (x;D
x
)u = 0;
Suj
t=0 = Su0:
Using the notation in Section 4, we have
8
>
<
>
:


t
+ m 1

z
n

Su(t; z; ) = imI (t; z; );
Su(t; z; )j
t=0 = Su0(z; ):
This equation is solved as
S(t; z; ) = Su0
 
z
0
; z
n
  
m 1
t; 

+ im
Z
t
0
I
 
 ;
 
z
0
; z
n
+ m 1(   t);  d :(6.3)
for t < 0. We have
Su0
 
z
0
; z
n
  
m 1
t; 

=
Z
Rn
e
i'(x;(z0;z
n
 
m 1
t))
f
 
x;
 
z
0
; z
n
  
m 1
t

; 

 

x   Y (Re z
n
  
m 1
t ; y0; 0)
1 + jz
n
  
m 1
t j

e
 (Æ0=4)jxj1=(m 1)
e
(Æ0=4)jxj1=(m 1)
u0(x) dz:
On the support of  , there exists  > 0 such that


x   Y
 
z
n
  
m 1
t ; y0; 0



 "0
 
1 +


z
n
  
m 1
t



 C"0
 
1 + m 1t0

;
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for z 2 Cn with


z
0
  z
0
0


 , jz
n
j   , and jt   t0j < . On the other hand (3.11)
shows


Y
 
Re z
n
  
m 1
t ; y0; 0



 R +

Re z
n
  
m 1
t




r

ep
m
(0)



R
2
+ Cm 1j0j
m 1
jt0j:
By making  > 0 small enough and R large enough, we have jxj  Æ0j0jm 1jt0jm 1.
We note that (4.60) shows 8(z0; z
n
 
m 1
t) = 8(z). Theorem 5.1 implies that jf (z0; z 

m 1
t; x; )j is bounded. It follows from these properties that we have


Su0
 
z
0
; z
n
  
m 1
t; 



 Ce
8(z) (1=16)j0j jt0j1=(m 1)Æ0
Z
Rn



(    )e(Æ0=4)jxj1=(m 1)u0(x)



dz
 Ce
8(z) (1=16)j0j jt0j1=(m 1)Æ0



e
Æ0jxj
1=(m 1)
u0



L
2

0
+
0 ;"0

:
(6.4)
We have shown the next lemma:
Lemma 6.1. For u0 2 L2
 
0
+
0;"0

there exist positive constants 1; 0 and C such
that for  > 0 and jt   t0j < 1


Su0
 
z
0
; z
n
  
m 1
t; 



 Ce
8(z) 1



e
Æ0jxj
1=(m 1)
u0



L
2

0
+
0 ;"0

:(6.5)
On the other hand we write
I (t; z; ) = I1(t; z; ) + I2(t; z; );
where
I
k
(t; z; ) =
Z
Rn
J
k
(z; x; )u(t; x) dx; (k = 1; 2);
and
J1(z; x; ) =

1

D
z
n
 
1

m
t
P (x;D
x
)

 
e
i'
f


;
J2(z; x; ) =

1

D
z
n
 
1

m
t
P (x;D
x
)

; 

 
e
i'
f

;
where [P;Q] = PQ QP . To estimate I1 we use Theorem 5.1,
jI1(t; z; )j
 Ce
8(z) 0(1 + jz
n
j)N0
Z


x   Y (Re z
n
; y0; 0)
1 + jz
n
j

ju(t; x)j dx
 Ce
8(z) 0(1 + jz
n
j)N0+(1=2)nku(t;  )k
L
2

0
+
0 ;"0

:
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We estimate the term I2. On the support of a derivative of 1(z; x), we have
jx   Y (z
n
; y0; 0)j  12"0(1 + jznj):
For z 2 Cn and x 2 Rn we have the Taylor’s expansion with respect to x at x(z) 2 Rn
Re(i'(z; x)) =   Im'(z; x(z)) 

Im
'
x
(z; x(z)); x   x(z)

  2
X
j j=2
1
 !
(x   x(z))
Z 1
0
(1  ) Im 

'
x

(z; x(z) + (x   x(z))) d;
where =x
j
is the real differentiation and x(z) = (x1(z); : : : ; xn(z)) is the real valued
functions given in Section 4. On the support of 1 Lemma 4.2 or Lemma 4.3 implies
Re (i'(z; x))  8(z)  C(1 + jz
n
j)2 jx   x(z)j
2
:(6.6)
Since we have
jx   x(z)j  1
4
"0(1 + jznj);
on the support of a derivative of 1, there exist Æ > 0 and 1 > 0 such that for
jt   t0j < Æ we have




Z
t
0
I2( ; z0; zn + m 1(   t); ) d




 Ce
8(z) 1 sup
jt t0j<Æ
ku(t;  )k
L
2

0
+
0 ;"0

:(6.7)
By (6.3), (6.5) and (6.7) we obtain the next theorem:
Theorem 6.1. Let t0 < 0. Assume u0 2 X+
0
. Then there exist C > 0, 0 > 0,
" > 0, Æ > 0 and  > 0 such that for jz0   z00j + jznj < ", jt   t0j < Æ and  > 0, we
have
jSu(t; z; )j  Ce8(x) 
 



e
Æ0jxj
1=(m 1)
u0



L
2

0
+
0 ;"0
 + sup
jt t0j<Æ
ku(t;  )k
L
2(Rn)
!
:(6.8)
Let us set
T u(t; z; ) =
Z
Rn
e
i'(z;x)
f (z; x; )(x   y0)u(t; x) dx:(6.9)
We also obtain the next theorem in view of Proposition 5.3 in [21]:
Theorem 6.2. Let t0 < 0. Assume u0 2 X+
0
. Then there exist C > 0, " > 0,
Æ > 0 and  > 0 such that for z0   z00

 + jz
n
j < " and jt   t0j < Æ, we have
jT u(t; z; )  Su(t; z; )j  Ce8(x) :(6.10)
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Theorem 6.1 and Theorem 6.2 show that we have
jT u(t; z; )j  Ce8(z) 1;(6.11)
which implies 0 =2 gWFA[u(t;  )]. We obtain the desired conclusion.
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