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Abstract
Quantitative Susceptibility Mapping (QSM) is a recently developed Magnetic Resonance
Imaging (MRI) technique that calculates the tissue magnetic susceptibility fromMR phase
images. While QSM is mostly used in brain images, it has great potential in other areas
such as the head and neck where it has not yet been applied. Poorly oxygenated regions
in head-and-neck tumours are expected to have a higher susceptibility due to the high
concentration of paramagnetic deoxyhaemoglobin in the microvessels. Therefore, QSM
could provide a non-invasive method for identifying hypoxic sites which are more resistant
to radiation therapy.
Therefore, the main goal of this work was to develop and optimise a QSM pipeline
for the head-and-neck region. Applying the complicated processing procedure of QSM to
this region is particularly challenging due to:
• unavoidable subject motion (e.g. swallowing),
• air-tissue interfaces inducing large background fields to be removed,
• and fatty tissue introducing an additional, chemical shift-induced phase component
to the MRI signal.
Moreover, as I have shown in the thesis, acquisition parameters such as image res-
olution and coverage of the region of interest have a substantial effect on measured sus-
ceptibilities. Therefore, tailoring the MRI acquisition is also crucial for accurate QSM in
the head-and-neck region.
I conducted a comprehensive optimisation of both the MRI acquisition and the QSM
pipeline for head-and-neck images and addressed all the aforementioned problems. I
developed and optimised a 6-minute acquisition protocol and a QSM processing pipeline.
I also created a highly efficient phase unwrapping algorithm for challenging regions. Then,
I showed that QSM, using the optimised protocol and pipeline, has high repeatability in
the head and neck.
Further, I applied this experience with a challenging region to clinical, pelvic MR
images of the sacroiliac joint. I showed that bone marrow fat metaplasia has significantly
higher susceptibility than normal bone marrow mainly due to its fat content.
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Impact Statement
Magnetic Resonance Imaging (MRI) Quantitative Susceptibility Mapping (QSM) is mov-
ing closer to clinical application. Clinical MR images are often acquired with high in-plane
resolution, but with thick slices and low through-plane coverage to decrease scan time, and
increase patient comfort and throughput. I have shown that for accurate susceptibility
maps, high through-plane resolution (i.e. more isotropic voxels) and sufficient coverage of
the structure of interest are generally required. These results will likely influence clinical
acquisition protocols to enable QSM to be utilised.
There is a pressing clinical need to identify hypoxic sites in head-and-neck cancer
non-invasively to improve radiaton therapy prognosis. QSM is a promising candidate for
measuring tissue oxygenation, but it has yet to be applied in head-and-neck studies. Here
I have optimised the MRI acquisition and QSM pipeline for head-and-neck images. I
have also shown that the optimised protocol is highly repeatable in healthy volunteers.
Future proof-of-principle studies will now be possible to correlate the susceptibility and
independently measured oxygenation of head-and-neck tumours. In the long term, this
protocol might be used to routinely detect hypoxia in head-and-neck cancer.
Optimising the susceptibility mapping pipeline for head-and-neck images provided
some general conclusions on applying QSM to challenging anatomical regions. I have
found that while most current background field removal methods are suitable for brain
images, Projection onto Dipole Fields is more robust than the Laplacian Boundary Value
method when high susceptibility gradients are present. I have also demonstrated that
using a Tikhonov regularisation term for the susceptibility calculation step outperforms
many of the state-of-the-art methods in the head and neck, even though this approach
is rarely used within the QSM community. These results could inform future studies
focusing on challenging anatomical regions.
I have developed SEGUE, a new, fast, spatial, 3D phase unwrapping technique to
deal with highly-wrapped phase images and challenging anatomical regions that were very
difficult or time-consuming to unwrap using the current state-of-the-art method. SEGUE
will be disseminated through UCL XIP as downloadable MATLAB scripts. Since phase
unwrapping is the first step of the QSM pipeline, this technique has the potential to
accelerate state-of-the-art research investigating a wide range of new QSM applications.
Spatially unwrapped phase images are also routinely used for distortion correction in
functional and diffusion MRI. SEGUE could substantially accelerate large-scale studies
requiring distortion correction in the brain.
5
In collaboration with Dr Timothy J.P. Bray, I investigated QSM as a candidate tech-
nique to non-invasively measure bone mineral density (BMD) in inflamed bone marrow
with the aim of monitoring disease progression in the future. We found that susceptibil-
ity has a linear relationship with both fat and bone content. This confirms that QSM
can be used to measure the concentration of paramagnetic or diamagnetic substances
in the tissue. However, we also demonstrated that susceptibility was more sensitive to
changes in fat content and that fat contributions to susceptibility need to be accounted
for to accurately estimate BMD. Our conclusions could inform future studies of QSM for
musculoskeletal applications.
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Thesis Overview
In chapter 1, I discuss the motivation behind my thesis, i.e. using Magnetic Resonance
Imaging (MRI) Quantitative Susceptibility Mapping (QSM) could improve head-and-
neck cancer prognosis. I introduce the theory of MRI and QSM as well as the challenges
associated with optimising the MRI acquisition and QSM processing pipeline for the head
and neck. As this is the first time QSM is applied to this anatomical region, the main
goal of my thesis was to perform the aforementioned optimisation in chapter 6 informed
by additional review and research I present in chapter 2–5.
One of the main challenges of adopting QSM, a method primarily applied in the
brain, to the head and neck is the presence of fatty tissue in this region. There is a wide
variety of fat correction strategies available to overcome this issue, but no established
gold standard method exists for robust fat correction in the head and neck. Similarly, a
range of different techniques have been developed in the past decade for each step of the
QSM pipeline: (i) field fitting and phase unwrapping, (ii) background field removal, and
(iii) susceptibility calculation, but there is no widely accepted optimal pipeline even for
brain images. Therefore, in chapter 2, I describe and review state-of-the-art methods for
reducing artifacts induced by fat content and a range of current techniques for each step
of the QSM pipeline with a view to comparing the most promising methods using in-vivo
head-and-neck images in chapter 6.
In chapter 3, I discuss the noise propagation along the QSM pipeline and the use
of signal-to-noise ratio as a potential measure of image quality when comparing different
methods, described in chapter 2, in in-vivo images in chapter 6.
In chapter 4, I introduce SEGUE, a new and fast phase unwrapping algorithm (step
(i) of the QSM pipeline) I developed for highly wrapped images and challenging anatomical
regions such as the head and neck.
In chapter 5, I demonstrate that acquiring images with high resolution and sufficient
coverage of the structures of interest is necessary for accurate susceptibility mapping.
Chapter 6 focuses on the optimisation of the MRI acquisition and QSM processing
pipeline for accurate susceptibility mapping in the head-and-neck region. In section 6.1,
I identify the most accurate and robust method (of the ones described in chapter 2) for
overcoming artifacts induced by fatty tissue using in-vivo head-and-neck images. Section
6.2 focuses on the optimisation of the MRI acquisition for head-and-neck QSM informed
by the conclusions of chapter 5. Section 6.3 contains a quantitative comparison of dif-
14
ferent background field removal methods (step (ii) of the QSM pipeline) using ground
truth evaluation and a realistic, numerical head-and-neck phantom. Finally, section 6.4
compares current techniques for each step of the QSM pipeline (described in chapter 2)
using in-vivo head-and-neck images.
Finally, in chapter 7, I investigate the repeatability of the optimised MRI acquisition
and QSM processing pipeline from chapter 6 in several brain regions, healthy lymph nodes,
and the parotid and submandibular glands.
Additionally, I applied my experience with QSM in challenging anatomical regions
to clinical, pelvic MR images of the sacroiliac joint in chapter 8. Here I introduce a
work done in collaboration with Dr Timothy J.P. Bray on the non-invasive quantification
of bone mineral density in the sacroiliac joint using QSM. This anatomical region has
similar challenges to the head and neck, so a similar QSM pipeline to the one optimised
for head-and-neck images in chapter 6 could be adopted.
I summarise my findings and discuss future work in chapter 9.
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Chapter 1
Introduction
1.1 Clinical context: Head-and-neck cancer and Quan-
titative Susceptibility Mapping
Head-and-neck (HN) cancers include cancers of the upper aerodigestive tract, the paranasal
sinuses, and the salivary glands. Squamous cell carninoma (SCC) constitutes more than
90% of the cases and is one of the most common cancers worldwide [25, 26]. SCC arises
from squamous cells, a type of skin cell found in moist tissues that line body cavities such
as the airways [27].
The signs and symptoms of HNSCC include a sore throat, earache, difficulty swal-
lowing, a hoarse voice, or enlarged lymph nodes [28]. HNSCC can occur in the mouth,
throat, and nose, but often metastasises to lymph nodes close to the primary site [29]
resulting in worse prognosis. Suspicious lesions are investigated using various imaging
modalities such as computed tomography [30], positron emission tomography [31], and
magnetic resonance imaging [32] but the diagnosis needs to be confirmed by a biopsy from
the primary site [28].
Due to the location of these tumours, treatment of HNSCC can affect important func-
tions such as speech, taste, smell, and swallowing. Therefore, post-treatment functional
impairment should also be considered during treatment planning in addition to the like-
lihood of survival [26]. Furthermore, failure of treatment may increase the probability
of distant metastasis [33]. These facts underline the importance of improving therapies
targeting HNSCC.
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It has been shown that for advanced tumours, a combined use of surgery and radiation
therapy (RT), or chemotherapy and RT offer the highest chance of achieving a cure [34,35].
For early stage tumours, however, RT and surgical excision have similar cure rates, but RT
offers better organ preservation [26]. Surgical procedure times vary up to 12 hours which
means that patients are prone to complications arising from prolonged anaesthesia. A
rate of 20%-40% of postoperative surgical site infection has been reported due to the oral
or pharyngeal lumen being opened at some point during the treatment [26]. Removal of
important neuromuscular structures to ensure tumour clearance is often inevitable during
surgery. These factors can cause long term functional problems and a deterioration in
quality of life [28]. In summary, HNSCC is often treated with RT combined with surgery
or chemotherapy.
Head and neck tumours are often hypoxic, or have low oxygenation levels [36]. A large
body of evidence associates tumour hypoxia with adverse prognosis after RT [36,37]. This
can be attributed to the fact that oxygen is a potent radiosensitiser; in other words, cells
in a highly oxygenated environment are more likely to be killed by RT. In the presence
of oxygen, cell damage can be inflicted indirectly: ionising radiation forms free radicals of
oxygen (an oxygen atom with an unpaired valence electron) which then damage the DNA
of the cell due to their high reactivity. Since RT is the standard treatment for HNSCC,
there is a pressing clinical need to measure oxygenation in head-and-neck tumours non-
invasively and identify hypoxic sites that may be resistant to RT [38].
Quantitative Susceptibility Mapping (QSM) is a non-invasive Magnetic Resonance
Imaging (MRI) technique that has been shown to be able to quantify venous oxygena-
tion [39], but it has not been applied to HNSCC. The susceptibility of blood strongly
correlates with its oxygenation due to the paramagnetic nature of deoxyhemoglobin [17]
(i.e. poorly oxygenated blood is brighter in susceptibility maps). Therefore, we hypothe-
sise that mapping of tissue magnetic susceptibility using QSM in the head and neck could
provide information about the oxygenation of HNSCC tumours and metastasised lymph
nodes through the higher susceptibility of deoxyhemoglobin-rich intratumoral vasculature
in and around hypoxic sites.
In sections 1.2 and 1.3, I describe the basic physics behind MRI and QSM used in
this thesis. In section 1.3.1, I estimate the expected magnetic susceptibility difference
between hypoxic and normoxic tissue. In section 1.3.3, I describe the aim of this thesis, the
technical challenges associated with head-and-neck QSM and refer to the chapters in which
these are addressed. Finally, in section 1.4, I mention two more potential applications for
an optimised QSM protocol.
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1.2 Magnetic Resonance Imaging (MRI)
1.2.1 The MR signal
Magnetic resonance (MR) images are generated by placing the phantom, volunteer or
patient into a static, homogeneous magnetic field (B0 = 1.5 or 3 T in most clinical
settings) which induces a net magnetisation vector within the tissue in the direction of
B0 (often referred to as the z axis) by aligning the magnetic moments (spins) of all nuclei
with non-zero spins [1].
For measurement, a radio frequency (RF) excitation pulse is applied to displace the
magnetisation vector towards the xy plane1. The excited magnetisation precesses about
the main magnetic field (B0) with angular frequency ω0 (Figure 1.1 a), the Larmor fre-
quency, given by the Larmor equation:
ω0 = γB0 (1.1)
where γ is the gyromagnetic ratio, specific to each nuclei2. The aforementioned excitation
process can be viewed as the application of a magnetic field, B1, perpendicular to the
main magnetic field. Similarly to the Larmor precession, this results is precession about
B1 and the displacement of the magnetisation vector (Figure 1.1 b):
ω1 = γB1 (1.2)
α = ω1τ (1.3)
The duration of the excitation pulse (τ) determines the extent of the tilt (α, also referred
to as the flip angle).
1Note that I am describing the classical interpretation of the magnetic resonance phenomenon. There
exists a quantum mechanical explanation [1] leading to the same expressions used in this thesis.
2Often f0 =
ω0
2pi = γ–B0 is referred to as the Larmor frequency, where γ– =
γ
2pi
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Figure 1.1: Precession of a magnetic dipole about the main magnetic field (a) and its excitation using a
perpendicular RF pulse (b).
Note that B1 << B0, and all spins start precessing about B0 the instant they are
slightly tilted. Therefore, for efficient excitation, B1 also needs to rotate about B0 with
the Larmor frequency and remain perpendicular to the spins. Since γ and, consequently,
ω0 is specific for each nuclei, this means that an RF pulse of a certain frequency can
displace only the nuclei of matching Larmor frequencies. There are a number of nuclei in
the human body with non-zero spins (e.g. 13C, 23Na, 35Cl), but 1H (proton) is the most
commonly examined due to its very high γ = 2pi · (42.6MHz
T
)
and its abundance in the
human body, both of which translates to high measured signal.
Note that the excitation pulse deposits energy in the body which could result in burns.
To avoid this, MRI scanners estimate the so-called specific absorption rate (SAR: the
amount of energy accumulated in a certain mass of tissue measured in W/kg) from the
sequence parameters and the total body mass of the subject. There are international
guidelines for SAR limits in the human body [2].
In MRI, the projection of the excited magnetisation vector to the xy plane is measured.
The xy plane can also be regarded as the complex plane where the projected magnetisation
vector has real and imaginary components (Figure 1.2). These two components of the
precessing magnetisation vector are measured through the alternating current it induces
in the receiver coil(s) of the MR device.
Local field variations (∆B) alter the frequency of the Larmor precession:
ω = γ(B0 +∆B) = ω0 +∆ω (1.4)
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In practice, only the additional ∆ω frequency affects the MR images, as the signal is
measured in a rotating frame of angular frequency ω0. In other words, frequency and field
values are expressed relative to ω0 and B0.
Figure 1.2: The magnetisation vector can be interpreted as a complex number with real and imagi-
nary components as well as magnitude and phase. The magnitude (left figure) and phase (right figure)
components of the MR image form separate maps. Figure courtesy of Karin Shmueli.
Instead of considering the real and imaginary components, one might also think of
the MRI signal as the magnitude (M) and phase (ϕ) (Figure 1.2) of the magnetisation
vector measured at the echo time TE. Both M and ϕ depend on the acquisition pulse
sequence, a combination of excitation pulses and magnetic field gradients (e.g. Figure
1.4). The magnitude of the signal is affected by different relaxation processes throughout
the acquisition. The spin-lattice and spin-spin relaxations are inherent and irreversible
processes with relaxation times T1 and T2 respectively. The T
∗
2 relaxation is a combination
of the T2 relaxation and a dephasing process, with relaxation time T
′
2, caused by the
microscopic local field variations (∆B):
1
T ∗2
=
1
T2
+
1
T ′2
(1.5)
A spin-echo sequence reverses this dephasing using a 180◦ refocusing pulse [3]. Gradient-
echo sequences (Figure 1.4) preserve the natural phase evolution, thus the images are
affected by ∆B through the T ′2 relaxation process. The main sources of ∆B are the
tissue susceptibility variations. Therefore, to calculate susceptibility maps, data need to
be acquired with a gradient-echo pulse sequence.
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Due to the Larmor precession, the temporal evolution of the phase in a gradient-echo
sequence is linear and the phase value at echo time TE can be expressed as:
ϕ = ϕ0 +∆ω · TE = ϕ0 + γ∆B · TE (1.6)
where ϕ0 is the initial phase that mostly reflects the complicated coil sensitivity pattern.
Note that a voxel might contain different components with different corresponding Lar-
mor frequencies, e.g. water and fat protons (sections 1.3.2 and 6.1.1). Since the measured
signal is the complex sum of the signals originating from each compartment, the phase
measured in a voxel can have a non-linear behaviour over time [4, 5]. In fact, frequency
difference mapping is a technique used to study tissue microstructure by analysing this
non-linear phase evolution [6]. Furthermore, some post-acquisition image processing al-
gorithms can affect the linearity of the phase over time (section 2.2.2.2). In this thesis,
I ignore the effects of the microstructure on the phase evolution as these are likely to be
negligible in the head and neck.
Although in clinical practice, it is usually the magnitude image that is considered
(Figure 1.2, left), it has been shown that in images acquired with gradient-echo, the
phase map (Figure 1.2, right) carries useful and complementary information. Duyn et
al. [7] have demonstrated that phase images at 7 T have better contrast between the
gray matter (GM) and the white matter (WM) than magnitude images. Also, fine WM
structures and variations across the cortical thickness were only visible in the phase maps.
In conclusion, MR images obtained with a gradient-echo sequence carry useful and
complementary information in their magnitude and phase. The phase of the signal is
related to the local magnetic field variations (∆B) experienced by the tissue at a specific
voxel (Equation 1.6).
1.2.2 The gradient-echo sequence
In MRI, signal is measured using a radio frequency (RF) pulse to excite protons within
the body followed by spatial encoding to obtain a 3D volume via the use of magnetic field
gradients applied in three orthogonal directions (Figure 1.3). Note that Gs, Gp and Gf
can have any orientation as long as they are orthogonal.
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Figure 1.3: Spatial encoding gradients for: slice encoding or slice selection (Gs), phase encoding (Gp)
and frequency encoding (Gf ).
Figure 1.4 shows the elements of a gradient-echo sequence for both 2D and 3D acqui-
sitions. In the next few paragraphs, I explain these components in more detail.
In standard 2D gradient-echo pulse sequences, first, protons are excited in a single slice
by applying the RF pulse (Figure 1.4 a) and a slice selection gradient (Gs, Figure 1.4 b)
simultaneously. This gradient slightly alters the Larmor frequencies of the protons along
the slice select direction according to the following equation:
ω(s) = γ (B0 +Gs · s) (1.7)
where s is the distance along the slice selection gradient. Therefore, RF pulses of different
frequencies excite different slices.
Secondly, k-space data3 in the selected slice are acquired. Phase encoding (Gp, Figure
1.4 c) is used to select a line within the slice in k-space followed by frequency encoding or a
readout gradient (Gf , Figure 1.4 d) to measure complex signal values (real and imaginary
components) along said line in k-space. After repetition time TR, the same slice is excited
and a different k-space line is acquired (Figure 1.4). Finally, the acquired k-space data is
transformed into the image domain using the 2D inverse Fourier transform:
M(x, y) =
∫ ∞
−∞
∫ ∞
−∞
S(kx, ky)e
2pii(kxx+kyy)dxdy (1.8)
where (x, y) are the image domain coordinates, (kx, ky) are the k-space coordinates, S is
the signal acquired in k-space, and M is the corresponding data in the image domain.
3The Fourier space in MRI.
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In 3D gradient-echo pulse sequences, no slice selection gradient is used during the RF
pulse, therefore the entire volume is excited4. A phase encoding (Gp), and a slice encoding
or second phase encoding (Gs, Figure 1.4 b) gradients are used to select the k-space line
to be acquired in the volume. In this case, the entire volume is acquired in k-space and
is transformed into the image domain using the 3D inverse Fourier transform:
M(x, y, z) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
S(kx, ky, kz)e
2pii(kxx+kyy+kzz)dxdydz (1.9)
M(r) =
∫ ∞
−∞
S(k)e2piikrdr (1.10)
where r = (x, y, z) are the image domain coordinates, k = (kx, ky, kz) are the k-space
coordinates, S is the signal acquired in k-space, and M is the corresponding data in the
image domain.
To obtain a ∆B map, phase maps at multiple echo times (TEs) need to be acquired
during signal relaxation enabling us to perform a linear fit (Equation 1.6). This can be
achieved by a series of Gf gradients in either a monopolar or a bipolar fashion (Figure
1.4 d) for both 2D and 3D imaging. Note that ∆B could also be calculated from a single
echo if ϕ0 (Equation 1.6) is estimated from e.g. a reference scan [8] or approximated from
the acquired data [9]. However, all images presented in this thesis are multi echo.
At the end of each TR cycle, spoiler gradients may be applied in each direction (SPoiled
Gradient echo - SPGR sequence, Figure 1.4 e) to cause rapid dephasing of the transverse
magnetisation vector. This is used to avoid unwanted signal at later cycles appearing due
to accidental coherence of these residual magnetisations.
In gradient-echo sequences, maximum signal for a given TR can be achieved by using
the Ernst angle as the flip angle [3]:
α = arccos
(
e
−TR
T1
)
(1.11)
4Alternatively, a slab-selective gradient might be used to excite only the field-of-view to be imaged
followed by 3D spatial encoding.
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Figure 1.4: Gradient-echo pulse sequences. An excitation pulse (a) is used to tip the magnetisation vector
from the z direction towards the xy plane. Slice and phase encoding gradients are applied to select a
line in k-space (b and c). Frequency encoding is used and signal is measured (thick lines) along a line in
k-space at multiple echoes (d, the echo times correspond to the monopolar acquisition). Spoiler gradients
might be used to eliminate the xy component of the magnetisation vector before the next excitation (e).
1.2.2.1 2D and 3D gradient-echo acquisitions
In 3D acquisitions, multi-echo data along one k-space line are acquired in one TR using
low flip angle and short TR for maximum signal (Equation 1.11). Therefore, TR ∼
TElast, the last echo time, to fit all echoes in one cycle. This needs to be repeated for all
phase encoding and slice encoding (or second phase encoding) steps. Therefore, the total
acquisition time Tscan = TR ·Nphase ·Nslice ∼ TElast ·Nphase ·Nslice where Nphase and Nslice
are the number of phase and slice encoding steps respectively.
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In multislice 2D acquisitions, k-space lines in multiple slices are excited and acquired
in one cycle (Figure 1.5). This is achieved by using long TR and, consequently, a large flip
angle (Equation 1.11). Data from approximately Nslice,TR = b TRTElast c slices are acquired
in one cycle. Therefore, the total scan time is about Tscan = TR · Nphase · NsliceNslice,TR ∼
TElast ·Nphase ·Nslice, where Nslice is the number of slices. In conclusion, scan time is not
substantially different for a multislice 2D, and a 3D acquisition.
Figure 1.5: Multislice 2D acquisition. Data in multiple slices are acquired within one TR. Note that the
slice ordering is 1, 3, 5 ... 2, 4, 6 to avoid spillover from neighbouring slices induced by slice profile effects.
A 2D sequence allows for the acquisition of thin, individual slices separated by gaps,
while in 3D acquisition, only contiguous slices can be acquired and decreasing the resolu-
tion leads to larger voxels. However, due to practical limitations, the slice profile is not
perfectly rectangular when using a 2D sequence, which can lead to slice profile artifacts
and also limits how thin the excited slices can be. Moreover, 2D acquisitions might be
corrupted by slice inconsistencies due to patient motion (or possibly slice profile effects)
manifesting in stripes [10] (Figure 1.6).
Figure 1.6: Stripes appearing in magnitude and phase images of a brain acquired with a 2D gradient
echo sequence.
When the size of the imaged object exceeds the field of view (FOV) in a phase encoding
(or slice encoding in 3D sequences) direction, images are often corrupted by aliasing or
folding over of anatomy at the edges of the FOV [11]. Therefore, the FOV can only
be substantially reduced in the frequency encoding (for 2D and 3D acquisitions) or the
slice selection (for 2D acqusitions) directions to avoid aliasing. However, decreasing the
coverage in the frequency encoding direction only slightly shortens the total scan time
through reducing the duration of frequency encoding in the gradient-echo sequence in
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Figure 1.4 d. Reducing the FOV in the slice selection direction decreases Nslice, meaning
that Tscan is linearly related to the coverage which is a more efficient way of reducing scan
time.
1.2.2.2 Signal-to-noise ratio (SNR) in gradient-echo images
For gradient-echo sequences, the magnitude of the MR signal at echo time TE is given
by [3]:
M ∝ ρ0 ·
sinα ·
(
1− e−TRT1
)
· e−
TE
T∗2(
1− cosα · e−TRT1
) (1.12)
where ρ0 is the proton density in the observed voxel. The signal-to-noise ratio (SNR) for
2D and 3D gradient-echo pulse sequences can be approximated by [12]:
SNR ∝M ·∆V
√
Nslice ·Nphase
bw
(1.13)
where ∆V is the volume of a single voxel, bw is the bandwidth per pixel, and Nslice = 1
for 2D sequences. Note that this expression refers to the SNR in the magnitude images.
Substituting typical sequence and tissue parameters (i.e. α2D = 90
◦, α3D = 10◦, TR2D =
4 s, TR3D = 20 ms, Nslice = 200, and T1 = 1 s), the ratio between the SNR of a 3D and
a 2D sequence can be approximated by:
SNR3D
SNR2D
≈ 1.6 (1.14)
Though this ratio greatly depends on Nslice and the specific TR values [11], 3D sequences
are generally more SNR efficient than 2D sequences.
SNR can be measured by selecting five smaller (few 100 voxels) regions within struc-
tures that are as homogeneous as possible [13] (e.g. white matter). SNR in all five regions
is estimated as the ratio of the mean (signal estimate) and standard deviation (noise es-
timate). The final SNR measured in the structure of interest is obtained by averaging
these five SNR estimates.
Alternatively, two identical scans can be acquired of the same object [13]. The signal
is then estimated as the mean across the region of interest and the two scans, whereas the
noise is approximated as the standard deviation across the same region in the difference
image multiplied by 1/
√
2. Note that this approach is more time consuming as it requires
two acquisitions.
The evolution of SNR in susceptibility mapping is further discussed in chapter 3.
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1.2.2.3 Sequence acceleration techniques
Two of the most common acceleration techniques are parallel imaging and partial Fourier
acquisitions. Partial Fourier techniques take advantage of the phase-conjugate symmetry
of k-space (Fourier-space) [11]. This means that in a noise free environment, for a full
acquisition, half of the acquired data could be calculated from the other half. However,
partial Fourier acquisition leads to reduced SNR and not all MRI scanners allow using
partial Fourier for phase imaging (e.g. Philips scanners) as their manufacturers claim
that these phase images are not usable. Also, note that the phase-conjugate symmetry of
k-space is violated in the presence of local field inhomogeneities [3].
In parallel imaging, the data are undersampled and acquired simultaneously by sepa-
rate receiver coils. Each receiver coil (c) has a sensitivity function (sc(r)) describing that
it efficiently detects precessing spins that are close, but fails to measure spins that are
very far away. The k-space measured by coil c can be expressed as:
S(k) =
∫ ∞
−∞
M(r)e−2piikrsc(r)dr (1.15)
Note that when formulating Equation 1.10, it was assumed that the receiver coil has
uniform sensitivity (s1(r) = 1) within the volume of interest.
These data are then either reconstructed separately and then combined based on the
locations and sensitivity functions of the coils (SENSitivity Encoding or SENSE [14]) or
a composite k-space matrix is built before reconstruction (GeneRalized Autocalibrating
Partially Parallel Acquisitions or GRAPPA [15]). In SENSE, the measure of acceleration
is called the SENSE factor and it refers to the extent of undersampling in one of the phase
encoding directions (e.g. a SENSE factor of 2 means that only every other k-space line is
acquired by each individual coil).
1.3 Quantitative Susceptibility Mapping (QSM)
1.3.1 Magnetic field variations and tissue susceptibility
In section 1.2.1, I discussed that there is a linear relationship between the measured phase
and local field variations (Equation 1.6). Here I describe the relationship between these
magnetic field variations and tissue magnetic susceptibility.
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A magnetic susceptibility source is a distinct area with tissue susceptibility differing
from that of its surroundings. Susceptibility (χ) is an inherent, dimensionless tissue
property5 which determines the induced magnetic field (∆B) of a material in response
to an applied magnetic field (B0). A paramagnetic susceptibility source (χ > 0) forms
an internal magnetic field in the direction of the applied field, whereas a diamagnetic
susceptibility source (χ < 0) forms an induced magnetic field in the opposite direction.
Iron is the most abundant paramagnetic ion in the human body [16]. Most of it
is stored in the blood as hemoglobin. Fe++ ions combined with four oxygen molecules
form oxyhemoglobin which is slightly diamagnetic. However, without the bound oxygen,
deoxyhemoglobin in the veins is strongly paramagnetic [17]. About a third of the iron
stored in the body can be found as ferritin or hemosiderin in the liver, spleen and iron-
rich brain regions such as the caudate nuclei or the globus pallidi [7]. The myelin sheath
surrounding nerves is made up of proteins and lipids that are diamagnetic in general [16].
Therefore, in susceptibility maps of the brain, white matter appears to be diamagnetic
[18]. Another source of diamagnetism in the human body is calcification (Ca++ salts) in
diseased tissues [19].
Spatially varying magnetic fields (∆B(r)) induced by a spatially varying susceptibility
distribution (χ(r)) can be expressed as a convolution:
∆B(r) = B0 · d(r) ∗ χ(r) (1.16)
where B0 is the main magnetic field and d(r) is the field of a unit magnetic dipole (Figure
1.7) [20]:
d(r) =
3 cos2 ϑ− 1
4pi · r3 (1.17)
where d(r) is expressed in spherical polar coordinates. r and ϑ are the radial distance
and the polar angle respectively.
Figure 1.7: Illustration of the magnetic field induced by a unit magnetic dipole.
5Often measured in parts per million (ppm).
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Equation 1.16 is also referred to as the forward calculation, because the resulting
magnetic field map is expressed as a function of the susceptibility distribution. However,
it is usually the inverse calculation, recovering the susceptibility map from the magnetic
field map, that needs to be performed. The Fourier convolution theorem states that a
convolution in the image domain simplifies to a multiplication in the Fourier domain.
Therefore, Equation 1.16 is usually transformed into the Fourier domain (or k-space):
F {∆B(k)} = B0 ·D(k) · F {χ(r)} (1.18)
where F denotes the Fourier transform operator and D(k) is the Fourier transform of the
unit dipole field described by the following equation:
D(k) =
1
3
− k
2
z
k2
(1.19)
Here, k2 = k2x + k
2
y + k
2
z and kx, ky, kz are coordinates in k-space.
The above equations describe the effects of susceptibility variations on both micro- and
macrostructural scales. In QSM, the smallest scale on which susceptibility is measured
is a voxel. However, each voxel generally contains a number of different susceptibility
sources depending on the microenvironment. Due to the linear nature of the convolution
in Equation 1.16, the bulk susceptibility measured in a voxel can be approximated as the
weighted sum of the different susceptibility sources contained within the voxel:
χvoxel =
∑
k
Vk · χk (1.20)
where Vk and χk denote the volume fraction and susceptibility of component k respectively.
In iron-rich regions and calcifications, the ions of extreme magnetic susceptibility are
embedded in a medium of magnetic susceptibility close to that of tissue/water (i.e. about
-9 ppm [16]). Therefore, the bulk susceptibility of the voxel appears only slightly more
para- or diamagnetic than the surrounding tissue. Susceptibility variations within the
human body on a voxel-scale (few mms) are between ±0.5 ppm which is a lot smaller
than the difference between air and water (the aforementioned -9 ppm). Due to the fact
that signal cannot be retained from the voxels containing air, the latter is not measured
in QSM and its effects are eliminated at the background field removal stage (section
2.3). Therefore, what we actually calculate is the susceptibility variations relative to the
susceptibility of the tissue6. Thus, structures appearing bright in susceptibility maps are
more paramagnetic than the surrounding tissue, but can still be diamagnetic in terms of
their absolute susceptibility.
6This baseline is also affected by the methods used in the susceptibility mapping pipeline.
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Using Equation 1.20, we can estimate the expected susceptibility difference between
hypoxic sites and normal tissue. The difference in susceptibility between fully oxygenated
and fully deoxygenated blood has been previously investigated [17]7:
∆χblood = Hct · 3.8 ppm ≈ 1.5 ppm (1.21)
where Hct, the hematocrit, can be approximated to be 0.4 for both healthy [40] and
cancerous [41, 42] tissue. Based on Equation 1.20, the bulk susceptibility of a voxel with
vascular density V can be expressed as:
χvoxel = V · χblood + (1− V ) · χtissue (1.22)
where χblood and χtissue denote the susceptibilities of the blood and tissue respectively.
V can be estimated to be around 0.2 for both healthy and cancerous environments [43].
Therefore, the difference in magnetic susceptibility between normoxic (either healthy or
cancerous) and hypoxic sites can be as high as:
χhypoxic − χnormoxic = V ·∆χblood ≈ 0.3 ppm (1.23)
Based on the susceptibility variations measured in recent brain studies8 (around 0.03 ppm
[44–48]), it seems feasible to detect hypoxic sites within a tumour, or identify cancerous
lymph nodes with low oxygenation by comparing their susceptibilities to healthy tissue
or lymph nodes.
7Here, the susceptibility difference was converted to SI units.
8Since this is the first study applying QSM to head-and-neck images, brain studies provide the most
appropriate reference.
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Figure 1.8: a: Non-local effect of a susceptibility source on the phase (and magnetic field) variations
observed in field maps around the red nuclei and the substantia nigra. b: Orientation dependent ap-
pearance of cortical layers in magnetic field maps. c: Localised appearance of the red nuclei and the
substantia nigra in the susceptibility map. d: Orientation independent appearance of the cortical layers
in the susceptibility map. Images courtesy of Shmueli et al. [21].
So far, we have established the mathematical relationship between the magnetic field
variations and tissue susceptibility. Now, let me illustrate the difference in appearance
between the MR phase and susceptibility maps. The convolution in Equation 1.16 suggests
that a susceptibility source affects the field map, and consequently the phase map, in a
non-local manner. In Figure 1.8 a, there are bright and dark regions (dipolar phase
variations) around the red nuclei and the substantia nigra in the magnetic field map
whereas these structures are well-localised in the magnitude image. Also, the appearance
of cortical layers in the field maps and phase images is orientation dependent. This is
demonstrated by Figure 1.8 b, where the vertical layers appear bright while the horizontal
layers are dark. As opposed to their non-local, orientation dependent effect on the phase
images, susceptibility sources in the susceptibility maps appear in a local, orientation
independent manner (Figure 1.8 c and d). Due to this difference, brain iron content
correlates well with susceptibility as opposed to phase [21,22] and, therefore, susceptibility
maps are preferred over MR phase or field images. Note that some structures, most
notably the white matter, exhibit orientation dependent susceptibility contrast due to
microstructural effects or inherent susceptibility anisotropy [23, 24]. This effect is likely
to be negligible in the head and neck, therefore, I did not account for it in any of the
subsequent chapters.
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1.3.2 Other contributing factors to the MR phase
In magnetic susceptibility mapping, susceptibility-induced field inhomogeneities are in-
verted to obtain the susceptibility map. However, there are other origins of ∆B, namely
chemical shift and flow effects, which could cause inaccuracies in the susceptibility maps
if these contributions are interpreted as susceptibility-induced field variations.
Chemical shift is caused by the different chemical environment of hydrogen protons
altering the static B0 at the location of the nucleus. The circulation of electrons in the
molecule induces a local magnetic field at the proton, Be. According to Lenz’s law, this
field opposes the main magnetic field (B0). Therefore the actual magnetic field at the
location of the nucleus (B0 − Be) is less than the external field (B0). The local field
variation due to the chemical shift effect is ∆B = −Be. In the human body, the chemical
shift effect is significant in fatty tissues. In a voxel, the measured signal is the superposition
of the signal from water and fat protons. Since these protons experience different local
magnetic fields and consequently precess at different Larmor frequencies9, depending on
the echo times, they can be measured in a parallel (in-phase), an antiparallel (out-of-
phase) or any other state. If echo times are not chosen carefully, the linearity of the phase
can be affected in voxels containing both water and fat (Type 2 chemical shift effect).
Though this effect is not substantial in the brain due to the lack of fat, it could become a
problem in head-and-neck images where elastin- and collagen-rich fascia between muscles,
and subcutaneous fat are present. There are several ways to resolve this issue, such as
choosing echo times so that the fat and water signals are always measured in-phase, using
fat saturation, or applying a correction technique post-acquisition.
Another consequence of the difference in Larmor frequency between water and fat
protons is mismapping (Type 1 chemical shift effect). The location of protons in the
frequency encoding direction is calculated from the differences in their Larmor frequencies
induced by a field gradient (Figure 1.4). Therefore, a chemical shift of ∆f = γ–·∆B results
in a spatial shift of ∆f/bw voxels between the water and fat protons that are located in
the same voxel. bw is the bandwidth per pixel that needs to be set carefully to avoid
severe mismapping (by using a higher bw) while maintaining a high SNR (by using a low
bw, see section 1.2.2.2). Note that in 2D acquisition, Type 1 chemical shift also results in
mismapping in the slice selection direction.
Moving protons accumulate extra phase due to the spatial encoding gradients. This
means that voxels in which spins flow parallel or antiparallel to a gradient appear brighter
9Larmor frequency in fat is less than that in water by approximately 3.4 ppm.
34
or darker respectively. The phase ϕG accumulated by a proton due to a spatial gradient
Gx can be expressed by [1]:
ϕG(t) =
∫ t
0
Gx · x dt (1.24)
where x is the spatial coordinate of the proton along the direction of the gradient. For
correct echo formation, gradients are designed so that their integral is zero at TE, there-
fore:
ϕG(TE) =
∫ TE
0
Gx · x dt = x
∫ TE
0
Gx dt = 0 (1.25)
for stationary spins (i.e. x(t) = x). However, ϕG(TE) 6= 0 for moving protons. In voxels
with free diffusion or randomly oriented microvessels, this effect is not substantial as the
different contributions cancel out. However, in head-and-neck imaging, flow effects could
modify the appearance of large vessels (such as the carotid arteries and jugular veins) and
their surroundings in the susceptibility maps. Fortunately, flow compensation is available
on most clinical scanners in the form of first-order gradient moment nulling. Here the
gradients are designed so that both their integrals and their first moments disappear at
TE. Therefore, for spins moving at a constant velocity v:
ϕG(TE) =
∫ TE
0
Gx · x(t) dt
=
∫ TE
0
Gx · vt dt
= v
∫ TE
0
Gx · t dt = 0 (1.26)
This is a simple method to reduce flow artifacts. However, it only eliminates additional
phase accumulated due to a constant velocity. Moreover, first-order gradient moment
nulling might only apply for the first echo.
Investigating and, if necessary, correcting the effect of chemical shift and flow on the
phase maps is crucial for accurate susceptibility mapping. Assuming these phase compo-
nents to be susceptibility-induced might introduce unwanted errors.
1.3.3 Aims of this thesis and problems to address
It is important to note that this is the first study applying susceptibility mapping to
head-and-neck images. Therefore, no gold standard acquisition protocol or QSM pipeline
was available. Furthermore, imaging this region is particularly challenging due to:
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• Subject motion (e.g. swallowing)
• Strong background fields originating from the susceptibility difference between air
in the oropharyngeal air spaces and the surrounding tissue (section 2.3)
• Chemical shift effects in fatty tissue (section 1.3.2)
• Potential flow artifacts around the large blood vessels of the neck (section 1.3.2)
Therefore, the objective of my PhD was to optimise the MRI acquisition and the QSM
pipeline to calculate clinically applicable susceptibility maps of the head and neck in
healthy volunteers. A breakdown of the problems to be addressed is as follows (the chap-
ters and sections in which these are investigated and resolved are indicated in brackets):
• Investigate the applicability of signal-to-noise ratio as a measure of image quality
in QSM (chapter 3)
• Optimise the resolution, field-of-view, number of echoes and pulse sequence timing
parameters for accurate susceptibility estimates, high SNR and a clinically applica-
ble scan time in the head and neck (chapter 5 and section 6.2)
• Evaluate and include the use of parallel imaging (SENSE, section 1.2.2.3) as a
potential acceleration technique to shorten scan time, increase patient comfort and
throughput, and reduce motion artifacts (section 6.2)
• Investigate potential fat correction strategies (described in section 2.1) to overcome
the effects of chemical shift artifacts in the head and neck (section 6.1)
• Examine the extent of the effects of flow on the resulting head-and-neck suscepti-
bility maps and test the manufacturer-provided built-in flow compensation feature
(section 6.2)
• Review, test and compare state-of-the-art susceptibility calculation techniques (de-
scribed in sections 2.2, 2.3, and 2.4) in head-and-neck images (chapters 4, and
sections 6.3 and 6.4)
The final step of this thesis is to perform a repeatability study using images acquired in 10
healthy volunteers (chapter 7). Intra-subject variability between scans is not expected to
be significant as a previous study found T ∗2 to be repeatable in patients with HNSCC [49]
and T ∗2 originates mainly from the underlying (microscopic) susceptibility distribution.
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Therefore, we performed a repeatability study to assess the robustness of our optimised
acquisition and processing technique.
One of the long-term objectives of this study is histological validation of the method
developed in this thesis in cancerous tissue surgically resected from 10 patients injected
with pimonidazole as a reference marker of hypoxia [50,51]. While performing the histo-
logical validation is beyond the scope of this thesis, all necessary steps of the optimisation
were carried out with this clinical end-goal in mind.
1.4 Other potential applications of an optimised QSM
protocol
1.4.1 Calcifications in thyroid nodules
As mentioned earlier, QSM has not yet been applied in the head and neck possibly due
to the lack of an optimised protocol. Therefore, it is important to assess other potential
applications of the pipeline developed in this thesis to fully exploit its potential.
A different potential application is in thyroid nodules which manifest in 4 to 8% of the
adult population [52]. The vast majority of these nodules (about 90%) are benign [53].
Identifying malignant nodules is key for the successful management of thyroid cancer. The
current gold standard method for detecting thyroid malignancy is fine needle aspiration
biopsy often guided by ultrasound (US) [54] which is an invasive procedure with associ-
ated risks. Thus, there is a pressing clinical need for developing non-invasive techniques
differentiating benign and malignant thyroid nodules.
It has been repeatedly shown using US images that calcifications (and especially micro-
calcifications) are significantly more common in malignant nodules [55–57]. Moreover, in
the case of malignant microcarcinomas, high calcification (as well as low vascularisation)
has been reported to be an indicator of non-progressive tumours [58]. These comprise
about 90% of all thyroid carcinomas and their treatment might not require surgery as
opposed to progressive tumours [59]. Therefore, investigating calcification in the thyroid
could potentially differentiate between benign and malignant nodules, as well as progres-
sive and non-progressive microcarcinomas. However, US-detected calcification has low
sensitivity in predicting these outcomes [57, 58] even when the calcification patterns are
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also taken into consideration [60]. Furthermore, it is interesting to note that about 50%
of thyroid nodules do not show calcifications on US images.
Previous studies using QSM have shown calcifications to be strongly diamagnetic [61–
64]. Their susceptibility was measured to be around -0.15 ppm (relative to surrounding
tissue) in brain lesions [62, 63] and as high as about -1 ppm in breast disease [61, 64].
This means that even microcalcifications (<1 mm) are likely to be detected using QSM
because of the large dipole fields they generate due to their strong diamagnetic nature.
Therefore, susceptibility mapping could be a more promising method for investigating the
importance of calcifications in thyroid nodules than ultrasound imaging.
1.4.2 Bone marrow QSM in the sacroiliac joint
New bone formation and bone loss are both key features of spondyloarthritis [65], a group
of inflammatory diseases involving the spine, lower limb joints, and entheses [66]. However,
the T1-weighted and T2-weighted short tau inversion recovery (STIR) images which are
currently used in clinical practice [67–70] provide minimal information on bone density,
making this aspect of the disease difficult to monitor. Previously, Bray et al. [71] have
demonstrated that R∗2 (= 1/T
∗
2 ) could be used as a quantitative biomarker of trabecular
bone mineral density (BMD) in patients with spondyloarthritis due to the diamagnetic
nature of bony trabeculae. We hypothesise that measuring the magnetic susceptibility of
bone marrow directly could be an even more sensitive measure of BMD. Processing their
data of the sacroiliac joint poses similar challenges to head-and-neck QSM, i.e. strong
background fields originating from tissue/air interfaces in the bowels and chemical shift-
induced phase contributions in subcutaneous fat and even within the bone marrow. In
chapter 8, I applied my expertise in QSM in challenging anatomical regions to the data
of Bray et al. [71] to investigate susceptibility as a biomarker of BMD.
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Chapter 2
A review of current fat-correction
and QSM techniques
In section 1.3.3, I described the issues associated with susceptibility mapping in the head
and neck. One of the main problems is the chemical shift-induced phase component added
to the susceptibility-induced phase in fatty tissue introducing errors into the susceptibility
maps. Though there is a wide variety of techniques developed for overcoming this issue,
there is no gold standard fat correction strategy applicable to every anatomical region.
Therefore, in section 2.1, I review the existing state-of-the-art methods for fat correction
and select the most promising strategies for head-and-neck QSM (section 2.1.3). In sec-
tion 6.1, I compare these techniques in in-vivo head-and-neck images acquired in healthy
volunteers.
QSM is the process of recovering the inherent susceptibility map from an MR phase
image based on Equations 1.6 and 1.16 in four conceptual steps:
1. Data acqusition: Multi-echo gradient-echo phase images (Figure 2.1 a) are ac-
quired in order to calculate the local field map (∆B) using Equation 1.6.
2. Field fitting and phase unwrapping: The measured phase is an angle between 0
and 2pi, as the MR scanner is unable to differentiate between ϕ and ϕ+2pi ·n, where
n is an arbitrary integer. Thus, most MR images are corrupted by alternating black
and white bands, called wraps (see arrow in Figure 2.1 a). Also, there is a linear
relationship between ∆B and the unwrapped phase (Equation 1.6). Therefore, to
calculate the total field map (∆B, Figure 2.1 b), phase unwrapping and field fitting
have to be performed.
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3. Background field removal: The aforementioned non-local effect of susceptibility
sources on the induced magnetic field variations (section 1.3.1) means that sources
outside our region of interest (ROI), especially bones and the oropharyngeal air
spaces, contribute to our phase images as well. These field contributions are called
the background field (Bext, see arrow in Figure 2.1 b). Thus the overall field pertur-
bations can be separated into contributions from internal (Bint) and external (Bext)
susceptibility variations:
∆B(r) = Bint(r) +Bext(r) (2.1)
The local field map (Figure 2.1 c) is estimated by removing the background field
contributions from the total field map.
4. Susceptibility calculation: A map of the internal susceptibility sources (χint,
Figure 2.1 d) is calculated by solving the inverse of Equation 1.16.
There are several existing, state-of-the-art techniques with varying properties for each
of these steps. However, similarly to fat correction strategies, there is no gold standard
pipeline for head-and-neck images. Furthermore, there is an ongoing debate on the best
techniques to be used even in brain images [93, 99, 113] which is the most commonly
studied region in the QSM community. Therefore, here I described and reviewed current
methods for steps 2, 3, and 4 in sections 2.2, 2.3, and 2.4 respectively and identified
some clinically applicable techniques (sections 2.2.3, 2.3.5, and 2.4.3) to be compared in a
numerical head-and-neck phantom (section 6.3) and in-vivo images of the head and neck
acquired in a healthy volunteer (section 6.4).
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Figure 2.1: Images to illustrate steps in the susceptibility mapping pipeline: 1. Multi-echo phase images
(a) are acquired with a gradient-echo sequence, 2. The total field map ∆B (b) is estimated by field fitting
and phase unwrapping, 3. The local field map Bint (c) is obtained after background field removal, 4. The
susceptibility map (d) is calculated by inversion of the dipole fields
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2.1 Strategies to suppress or correct for the fat-water
chemical shift effects
As I described in section 1.3.1, QSM calculates the underlying magnetic susceptibility
distribution in the tissue from the phase component of the MRI signal (Equations 1.6 and
1.16). However, fat-water chemical shift also contributes to the phase images. In a voxel,
the measured signal is the superposition of the signal from water and fat protons:
S ∝ W · ei2pifwater·TE + F · ei2piffat·TE
∝ (W + Fei2pi∆f ·TE) · ei2pifwater·TE (2.2)
where W and F are the water and fat magnitudes (proton densities) respectively.
fwater, ffat are the water and fat Larmor frequencies, while ∆f = ffat − fwater is the
chemical shift and TE is the echo time. Note that the T∗2 decay has been left out of the
above expression for simplicity.
As mentioned in section 1.3.2, protons in water-based and fatty environments expe-
rience different local magnetic fields and consequently precess at different Larmor fre-
quencies (fwater and ffat respectively). Depending on TE, the two components can be
measured in a parallel (in-phase, i.e. when ei2pi∆f ·TE = 1), an antiparallel (opposed-phase,
i.e. ei2pi∆f ·TE = −1) or any other state.
Figure 2.2: MRI fat spectrum (with the six peaks numbered) measured in knee subcutaneous fat at 3T.
Image courtesy of Yu et al. [72].
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In reality, we are dealing with protons located in various parts of different molecules
that can be found in fatty tissue resulting in a multi-peak fat spectrum (Figure 2.2). The
difference between the Larmor frequency of water and the main fat peak is about 3.4 ppm,
however, several smaller peaks also contribute to the overall signal. All of these can have
their own corresponding frequency (fj), proton density (Fj), and T
∗
2,j values. Therefore,
the overall signal can be described by:
S = W · e
(
i2pifwater−1/T ∗2,water
)
·TE
+
∑
j
Fj · e
(
i2pifj−1/T ∗2,j
)
·TE
(2.3)
For accurate susceptibility mapping, the fat-water chemical shift effect needs to be
overcome. Otherwise, chemical shift-induced phase variations might be interpreted as
susceptibility-induced phase contributions leading to errors. The existing strategies for
fat correction can be categorised into: (i) acquisition-based, and (ii) post-acquisition
techniques. In this section, I review current methods in both categories.
2.1.1 Acqusition-based techniques
Acquisition-based fat-correction strategies take advantage of the chemical shift-induced
Larmor frequency difference (Figure 2.2) to suppress the fat signal (second term in Equa-
tion 2.3) or the chemical shift-induced phase difference (ei2pi∆f ·TE in Equation 2.2). Here
I discuss current acquisition features that achieve either of these.
2.1.1.1 Fat suppression
There are a number of ways to suppress the MRI fat signal [73]. The most obvious option
is the use of selective water excitation, where the excitation pulse applied to displace the
magnetic moments is tuned to the Larmor frequency of water (Figure 2.3a). Therefore,
protons in fatty tissue that have substantially different Larmor frequencies are not excited
and, consequently, are absent from the measured MRI signal. However, for this method,
the excited frequency range needs to contain the entire water peak without overlapping the
fat spectrum at all. This might be challenging as Figure 2.2 shows that there are smaller
fat peaks very close to the water peak. Moreover, due to the susceptibility-induced field
perturbations, the centre of the water peak varies spatially, which is the basis of QSM. In
the head and neck, these variations can easily be on the order of a few ppm due to the
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large susceptibility difference between tissue and air (around -9.4 ppm [16]). Therefore,
whatever water frequency we set, there are likely to be regions of the image where not all
water protons are excited, or where fat protons are excited instead.
(a) Selective excitation of protons in water. (b) Selective excitation of protons in fat.
Figure 2.3: Frequency range of pulses for selective excitation (a) and fat suppression (b). The frequency
range of the excitation pulse is highlighted in gray.
A similar technique called fat saturation first applies a 90◦ excitation pulse to fat
protons only (Figure 2.3b) followed by a set of spoiler gradients to dephase the fat signal.
The desired sequence (including a radiofrequency excitation pulse) is then applied to
acquire only the water signal as the fat signal has been destroyed by the 90◦ preparation
pulse and spoiler gradients. However, this concept has similar problems to selective water
excitation. Due to the spatially varying Larmor frequencies, fat suppression might be
partial in some regions, or the water signal could be suppressed instead.
Short T1 Inversion Recovery (STIR) first applies a 180
◦ inversion pulse to all protons.
Since protons in fat and water have different T1 relaxation rates (Figure 2.4), at a specific
inversion time, TI = ln(2) ·T1,fat the fat signal completely disappears, while the water
protons still have a component parallel to B0 (Mwater in Figure 2.4). Therefore, starting
the desired sequence at TI achieves efficient fat suppression. This technique does not
suffer from the aforementioned problems with susceptibility-induced field inhomogeneities.
However, it substantially increases the specific absorption rate (SAR, section 1.2.1) due
to the extra 180◦ pulse, reduces SNR as the excited magnetisation vector (Mwater) is much
smaller than the original, fully relaxed signal, and increases scan time because of the extra
TI necessary for a fully fat suppressed image. T1 of fat is about 210 ms at 3T which leads
to a TI = 145 ms. Overall, this increases the scan time by at least a few minutes which is
not feasible in clinical practice where the length of a sequence has to be around 5 minutes
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so that multiple sequences can be acquired within a single protocol. Moreover, the extra
time increases the probability of motion artifacts occurring in the acquired images.
Figure 2.4: Fat suppression using STIR. The sequence starts when the fat signal has completely disap-
peared.
In general, suppressing all the fat signal might be preferred for a number of clinical
applications. However, QSM relies on phase perturbations induced by the structure of
interest (section 1.3.1) to calculate its susceptibility. These phase or field perturbations
extend beyond the structure of interest. By suppressing the entire fat signal, we remove
not only the chemical shift-induced, but also the susceptibility-induced phase variations
from fatty tissue which might be a problem e.g. if the structure of interest is completely
surrounded by fatty tissue. Unfortunately, cancerous lymph nodes of the head and neck,
which are among the primary structures of interest for this study, are often located within
fatty fascia which suggests that fat suppression might not be well suited for this applica-
tion.
2.1.1.2 In-phase acquisition
In-phase acquisition is a method that reduces the chemical shift-induced phase difference
between water and fat without suppressing the entire fat signal. We can achieve this by
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setting all echo times (TEs) to instances where the fat and water signals are parallel, i.e.
2pi∆f ·TE = k ·2pi, where k is an integer. Therefore:
S ∝ (W + Fei2pi∆f ·TE) · ei2pifwater·TE
∝ (W + Fei2pi·k) · ei2pifwater·TE
∝ (W + F ) · ei2pifwater·TE (2.4)
This way the fat magnitude (F ) is preserved while the chemical shift-induced phase
difference is eliminated. Another advantage of this technique is that, though the Larmor
frequencies vary across the image volume due to the large susceptibility difference between
tissue and air, the fat-water chemical shift remains unaffected. This method also does
not cause substantially increased SAR or decreased SNR, and the difference in scan time
is also minimal. However, it can only eliminate the effect of the main fat peak (Figure
2.2) which contains only about 70% of all protons [72] in a fatty environment. Whether
or not this is enough to achieve sufficient fat correction is to be investigated using in-vivo
experiments.
2.1.2 Post-acquisition techniques
There are a number of different techniques developed for separating water-based and fatty
voxels post acquisition. Most of these also provide the water field map (fwater, i.e. the
field map needed to calculate an accurate susceptibility map) as this is estimated during
the procedure for a more accurate fat-water separation. Here I review some of the existing
post-acquisition techniques for separating water and fat.
2.1.2.1 The 2012 ISMRM Fat-Water Separation Challenge
Many of the current techniques were compared in 2012 during the fat-water separation
challenge of the International Society for Magnetic Resonance in Medicine (ISMRM)
[74,75]. Methods were tested in different parts of the body including images of the knee,
head and neck, liver, and brain acquired at either 1.5 T or 3 T. Various techniques using
single- or multipeak models (Equations 2.2 and 2.3 respectively), ignoring or accounting
for the T∗2 relaxation, and incorporating 2, 3 or more echoes were entered to be the most
robust and accurate fat-water separation method.
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Figure 2.5: The fat-water separation toolbox released after the ISMRM challenge. This example showcases
how most of the techniques based on slice-by-slice separation fail (left image: water magnitude, right
image: fat magnitude). The yellow cirle highlights the brain that generally has low fat and high water
content. This is not reflected by the results shown here.
Figure 2.6: The winning teams of the 2012 ISMRM Fat-Water Separation Challenge (screenshot from
http://challenge.ismrm.org/node/18). The few techniques published and advertised outside of the chal-
lenge are also displayed next to the corresponding teams.
A MATLAB-based toolbox with a user-friendly interface (Figure 2.5) was released
containing some of these methods. Most of these techniques were dealing with 2D slices
instead of a 3D volume which increased inaccuracies as information was not retained from
neighbouring slices. One example of errors appearing in the calculated water and fat maps
is shown in Figure 2.5. Moreover, many of the methods took a few minutes to process even
a single slice making them clinically unfeasible in 3D volumes of the head and neck with
potentially 200 or more slices. Finally, only a few of the teams achieving the highest scores
disseminated their code separately from the challenge (Figure 2.6, arrows). These are the
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techniques I tested and compared using in-vivo head-and-neck images in section 6.1. In
the next few sections, I discuss the theory and implementation behind these methods.
2.1.2.2 Three-Point Dixon method (3PD)
3PD is a technique by Berglund et al. [76] based on the original Dixon method for obtaining
the water and fat signals [77]. It is also one of the winning techniques of the 2012 ISMRM
Fat-Water Separation Challenge (Figure 2.6).
In the original version, a single peak model is adopted (Equation 2.2) and the field
dependence of the water frequency (fwater) is neglected:
S = W + Fei2pi∆f ·TE (2.5)
Acquiring two echoes, one where 2pi∆f ·TE = 0 (S0) and one where 2pi∆f ·TE = pi (Spi):
S0 = W + F
Spi = W − F (2.6)
enables us to calculate the water and fat maps:
W = 0.5 · |S0 + Spi|
F = 0.5 · |S0 − Spi| (2.7)
3PD is an improvement over this method as it also incorporates the field dependence and
uses a multipeak model:
S =
(
W + F ·
∑
j
αje
i2pi∆fj ·TE
)
· ei2pifwater·TE (2.8)
Here αj = Fj/F from Equation 2.3, while
∑
j αj = 1, and ∆fj = fj − fwater. For a
multi-echo acquisition with 3 equally spaced echoes, the signal at each echo time is given
by:
S1 = (W + a1F )
S2 = (W + a2F ) · b
S3 = (W + a3F ) · b2 (2.9)
where:
ai =
∑
j
αje
i2pi∆fj ·TEi (2.10)
b = ei2pifwater·∆TE (2.11)
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The following equation always holds in such a scenario:
S1(a3 − a2) · b2 − S2(a3 − a1) · b+ S3(a2 − a1) = 0 (2.12)
In 3PD, two candidate b values are calculated in each voxel from the above quadratic
expression. Then, a region-growing scheme is used to decide which b corresponds to the
actual water field map (instead of the fat field map) assuming that fwater is spatially
smooth. Finally, W and F are estimated as the least-squares solutions of the aforemen-
tioned system (Equations 2.9):
S1
S2
S3

︸ ︷︷ ︸
S
=

1 a1
b a2b
b2 a3b
2

︸ ︷︷ ︸
Ab
·
[
W
F
]
︸ ︷︷ ︸
g
(2.13)
g =
(
ATb Ab
)−1
ATb · S (2.14)
This technique is simple, robust, fast, and implemented for 3D volumes. The fat spectrum
(αj and fj values) needs to be determined in advance, but the default settings generally
work well in all regions of the body. Though in theory, any three equally spaced echoes
are suitable for this method, it fails for some echo timings. For example, it cannot
differentiate between bfat and bwater at the region-growing stage if these two are always
in phase (or rather the water signal and the main fat peak are in phase) resulting in
water-fat swaps. Therefore, optimising TEs is necessary for accurate water, fat, and field
estimation. According to Berglund et al. [76] the condition:
Re(a+ a0 · a) < 0 (2.15)
a = exp(i2pi∆f ·∆TE) (2.16)
a0 = exp(i2pi∆f · TE1) (2.17)
where ∆f is the frequency difference between the water and the main fat peak, TE1 is
the first echo time, and ∆TE is the echo spacing, needs to be fullfilled to avoid water-fat
swaps. Furthermore, the noise level is optimal when ∠(a) ≈ 120◦ and ∠(a0) ≈ 150◦ or
330◦, where ∠ denotes the phase angle. See Figure 6.6 for optimal (i) and non-optimal
(v) timing with an assumed fat-water frequency difference of 434.52 Hz.
Another disadvantage of this technique is that it only uses the first three echoes and
does not take T∗2 relaxation into account. The latter is generally not expected to become
a problem for three, closely-packed echoes.
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2.1.2.3 Iterative Graph Cut Algortihm (IGCA)
IGCA by Hernando et al. [78] is the other fat-water separation technique submitted by
the winning team of the 2012 ISMRM Challenge.
Using the notation from the previous section, IGCA aims to solve the following min-
imisation problem:
W,F, b = argminW,F,b ||Abg− S ||2 (2.18)
This technique is not restricted to three echoes, therefore, S and Ab have rows for each
echo. For a given water field map (i.e., a fixed b), W and F can be calculated as the
least-squares solution (Equation 2.14) which simplifies the problem:
b = argminb
∣∣∣∣∣∣Ab (ATb Ab)−1ATb · S − S ∣∣∣∣∣∣2︸ ︷︷ ︸
D(r,b)
(2.19)
Note that b = b(r) and S = S(r) are spatially varying. Hernando et al. also used an extra
term to impose spatial smoothness on the water field map. This term has a similar role
to the region growing scheme in 3PD:
b = argminb
∑
r
D(r, b) + µ
∑
r
∑
r’∈N (r)
wr,r’ |f(r)− f(r’)|2
 (2.20)
Here we replaced fwater with f , therefore b = e
i2pif∆TE. N (r) denotes the neighbourhood
of the voxel at position r. µ is a regularisation parameter, wrr’ are spatially dependent
weights, and D(r, b) is defined in Equation 2.19. This problem is solved on a discretised
grid of potential field values using a graphcut algorithm that consists of a series of binary
decisions. At each step of the iteration, for each voxel, the algorithm chooses between the
field value of the previous iteration and a new, slightly different field value. Once the field
is estimated, W and F are computed using 2.14 (where Ab and S incorporate all echoes).
This technique uses all the echoes, and is therefore expected to have an improved field
estimation over 3PD. However, the graphcut scheme of a series of binary decisions is not
guaranteed to converge to a global minimum. Moreover, even with the simplification
of the optimisation using discretisation and the graphcut scheme, it is computationally
feasible only in 2D slices instead of the 3D volume. Fortunately, processing a single slice
only takes a few seconds, so applying this technique slice-by-slice is feasible.
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2.1.2.4 GlObally Optimal Surface Estimation (GOOSE)
GOOSE by Cui et al. [79] is a variation of the IGCA technique described above. Instead
of using an extra, regularisation term to ensure the smoothness of the estimated field map
(Equation 2.20), the problem is reformulated as a constrained optimisation:
b = argminb
∑
r
D(r, b)
such that
|f(r)− f(r’)| ≤  (2.21)
where r’ ∈ N (r) and  denotes the maximum field difference between adjacent voxels.
Similarly to IGCA, this is solved on a discretised grid of potential field values using a
graphcut scheme. Since there is a constraint on the difference between neighbouring field
values, this problem is equivalent to fitting a smooth surface to D(r, b), where the height
of the surface at location r is b = b(r), hence its name.
Note that GOOSE also takes into account the T∗2 decay as:
D(r, b) = min
T∗2
∣∣∣∣∣∣Aβ (ATβAβ)−1ATβ · S − S ∣∣∣∣∣∣2 (2.22)
where β = e(i2pif−1/T
∗
2)·∆TE.
This is another 2D method that requires slice-by-slice processing. However, the com-
putation time of GOOSE can reach several minutes for a single slice, therefore it is not
feasible for clinical application in 3D head-and-neck images.
2.1.2.5 B0 off-resonance mapping by Non-Iterative Correction of phase-Errors
(B0-NICE)
B0-NICE by Liu et al. [80] aims to provide more accurate water field estimations instead
of solely focusing on the separation of water and fat. It uses a multipeak model also
incorporating the T∗2 decay:
S =
(
W + F
∑
j
αj · ei2pi∆fj ·TE
)
· e
(
i2pif−1/T ∗2
)·TE (2.23)
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This is the expression for the complex MRI signal. Its magnitude and phase components
at different echoes (i) can be written as:
Smagnitude,i =
∣∣∣∣∣W + F∑
j
αj · ei2pi∆fj ·TEi
∣∣∣∣∣ · e−TEi/T ∗2 (2.24)
Sphase,i = ∠
(
W + F
∑
j
αj · ei2pi∆fj ·TEi
)
+ 2pif · TEi (2.25)
Note that the latter corresponds to the unwrapped phase image. The measured values
are expected to contain wraps. Also note that the magnitude is independent of f , while
the expression for the phase does not contain T∗2. However, both the magnitude and the
phase components depend on W and F . B0-NICE takes advantage of this by estimating
initial W , F , and f values by fitting Sphase to the unwrapped phase values across echoes
in each voxel. This estimate for the field map contains errors both from inaccurate phase
unwrapping and chemical shift effects. The W and F maps derived from a fit to the
magnitude component are used to correct these errors, i.e. water masks calculated from
the phase and magnitude images are matched. Here the fitting is performed by minimising
the residual on a discretised grid of W , F , and T ∗2 values. Once a corrected field map is
obtained, W and F are calculated from all echoes using the least squares approximation
(Equation 2.14).
This is another 2D method requiring slice-by-slice processing. It is much faster than
GOOSE (about 30 seconds per slice) and has been reported to provide more accurate
field estimations [80].
2.1.2.6 N-Point Dixon method (NPD)
3PD is an excellent candidate technique for fat-water separation and field estimation.
However, it only uses three equally spaced echoes. It is reasonable to assume that taking
advantage of all echoes would provide more accurate field estimation and improved signal-
to-noise ratio in the results. Therefore, I modified the code of Berglund et al. [76] to
include all echoes.
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For example, in a 4-echo dataset with equally spaced echoes, we could use either the
first three echoes or the last three echoes to perform 3PD as both satisfy Equation 2.12:
S1 = (W + a1F )
S2 = (W + a2F ) · b
S3 = (W + a3F ) · b2
S1(a3 − a2) · b2 − S2(a3 − a1) · b+ S3(a2 − a1) = 0 (2.26)
and
S2 = (W
′ + a2F ′)
S3 = (W
′ + a3F ′) · b
S4 = (W
′ + a4F ′) · b2
S2(a4 − a3) · b2 − S3(a4 − a2) · b+ S4(a3 − a2) = 0 (2.27)
In the second set of equationsW ′ = W ·b and F ′ = F ·b. Since both quadratic expressions
equal zero, it follows that their sum is also zero:
(S1(a3 − a2) + S2(a4 − a3)) · b2−
− (S2(a3 − a1) + S3(a4 − a2)) · b+
+ (S3(a2 − a1) + S4(a3 − a2)) = 0 (2.28)
Therefore, for four echoes, the candidate b values are calculated using Equation 2.28
instead of Equation 2.12. For N echoes, the sum of N-2 equations is used to calculate the
quadratic expression. After estimating the water field map (b), the least squares solution
of the following system is used to estimate W and F :
S1 = (W + a1F )
S2 = (W + a2F ) · b
...
SN = (W + aNF ) · bN−1 (2.29)
This approach overcomes the limitation of 3PD that it only uses three echoes. However,
this implementation still neglects the T∗2 relaxation which could easily become a problem
as the number of echoes increases.
2.1.2.7 Simultaneous Phase Unwrapping and Removal of chemical Shift (SPURS)
SPURS is a recent technique developed by Dong et al. [81] to perform water field estima-
tion designed specifically to perform susceptibility mapping. It builds on the technique of
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T∗2-IDEAL (Iterative Decomposition of water and fat with Echo Asymmetry and Least-
squares estimation) [82]. T∗2-IDEAL is an iterative scheme that requires an initial field
map estimate. Using this estimate, the method applies Equation 2.14 to estimate initial
W and F maps. Fixing these for every voxel, the new field map is estimated from:
Si = (W + aiF )e
β·TEi (2.30)
where β = i2pif − 1/T∗2. This process continues until convergence. T∗2-IDEAL requires a
good initial field estimation.
In SPURS, non-linear fitting (section 2.2.1.3) is performed to estimate wrapped field
values (f ′) with chemical shift components. The following minimisation problem is solved
using a graphcut scheme to obtain the unwrapped chemical-shift-free field map:
k∗,m∗ = argmink,m ||∇(f ′ + k∆TE−m∆f)|| (2.31)
where ∇ is the differentiation operator, k and m are integers, and ∆f is the chemical shift
between water and the main fat peak. This step is meant to perform unwrapping (the
k∆TE term) and ”unfatting” (them∆f term) at the same time to enforce the smoothness
of the field map: f ′′ = f ′ + k∗∆TE − m∗∆f , where each voxel has its own optimal k∗
and m∗ values. f ′′ is used as the initial guess for the subsequent T∗2-IDEAL step that
incorporates a multipeak model.
SPURS is a promising technique for fat correction in head-and-neck images as it per-
forms 3D field estimation with a multipeak fat model using all available echoes. It is much
slower than 3PD, but its speed is still clinically feasible as it only takes a few minutes to
process a 3D head-and-neck image.
2.1.3 Conclusions
Most acquisition-based strategies are either corrupted by the varying Larmor frequency
of water protons due to the large susceptibility gradients at the air/tissue interfaces (e.g.
selective excitation or fat saturation, section 2.1.1.1), or increase SAR and scan time, and
decrease SNR (STIR, section 2.1.1.1). These techniques also tend to suppress the entire
fat signal including the susceptibility-induced phase variations in fatty tissue. Healthy
lymph nodes are often embedded in fatty fascia and capturing these susceptibility-induced
phase variations is crucial for calculating accurate susceptibility values in these structures.
In-phase imaging (section 2.1.1.2) is not affected by any of the above problems. Therefore,
using in-phase acquisitions is the only acquisition-based strategy I tested in in-vivo head-
and-neck images in section 6.1.
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3PD, IGCA, GOOSE, and B0-NICE (sections 2.1.2.2, 2.1.2.3, 2.1.2.4, and 2.1.2.5 re-
spectively) are post-acquisition techniques that performed well at the 2012 ISMRM Fat-
Water Separation Challenge. Though GOOSE is much slower than the other techniques,
I still included it in the comparison in section 6.1 because the team submitting it achieved
second place at the Challenge. B0-NICE was ranked lower than the other techniques in
terms of water-fat separation in the Challenge, but since it was specifically designed to
produce accurate field maps (i.e. the field maps used to calculate susceptibility maps),
I included this technique in section 6.1 too. NPD (section 2.1.2.6) is a modified version
of 3PD I implemented to overcome the limitations of the original method, and SPURS
(section 2.1.2.7) was specifically designed for susceptibility mapping, therefore these two
methods were also part of the comparison in in-vivo head-and-neck images in section
6.1).
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2.2 Field fitting and Phase unwrapping: Estimation
of the total field map
The first step of the QSM pipeline is the calculation of the total field map (Figure 2.1).
To achieve this, two different problems need to be resolved: (i) wraps have to be elimi-
nated from the phase images and (ii) the field has to be estimated from multi-echo data
using Equation 1.6. In this section, I review current field fitting and phase unwrapping
techniques.
2.2.1 Field fitting
Field fitting techniques are based on the known magnitude and phase evolution within a
voxel with a local magnetic field of ∆B. These methods require multi-echo data.
2.2.1.1 Linear fit
The MR phase evolves linearly over time (Equation 1.6). The magnetic field (∆B) at a
voxel can be easily determined by fitting a straight line to the unwrapped phase, ϕ.
Linear fitting can be performed quickly using the so-called pseudoinverse. For N
echoes, the problem is defined by the following linear system (equivalent to Equation
1.6): 
ϕ1
...
ϕN

︸ ︷︷ ︸
ϕ
=

1 TE1
...
...
1 TEN

︸ ︷︷ ︸
A
·
[
ϕ0
γ∆B
]
︸ ︷︷ ︸
x
(2.32)
where TEi and ϕi for i = 1..N are the echo times and the corresponding phase values
respectively while ϕ0 and γ∆B are the intercept and the slope of the fitted line. The least
squares solution of the problem can be expressed using the pseudoinverse (C):
x =
(
ATA
)−1
AT︸ ︷︷ ︸
C
ϕ (2.33)
where ϕ, A and x are defined in Equation 2.32.
This technique is straightforward and easy to implement. However, before it can
be applied, phase images at each echo need to be unwrapped separately using a phase
56
unwrapping technique that preserves the linearity of the phase. This could become time
consuming depending on the phase unwrapping method. Also, acquiring more echoes is
likely to yield more accurate field estimates which means that there is a trade off between
scan time (∝ number of echoes) and field map accuracy.
Figure 2.7: Illustration of the linear relationship (red line) between the phase of the signal (ϕ) and the
echo time (TE). As the MRI device can not detect absolute phase values, the measured phase is rendered
into the [0, 2pi] interval (blue line).
Robinson et al. proposed Unwrapping Multi-echo Phase Images with iRregular Echo
spacings (UMPIRE), a field estimation method that requires the acquisition of exactly
three echoes [83]. This method determines ∆B based on phase values ϕ1, ϕ2 and ϕ3,
measured at echo times TE1, TE2 = TE1+∆TE and TE3 = TE2+∆TE + δTE (Figure
2.7). It can be shown that if no wraps occur during δTE, in other words δTE is sufficiently
small, the following equations hold and ∆B can be easily estimated:
θ2,1 = ∠
(
eiϕ2
eiϕ1
)
= γ∆B ·∆TE− 2pi · n (2.34)
θ3,2 = ∠
(
eiϕ3
eiϕ2
)
= γ∆B · (∆TE + δTE)− 2pi · n (2.35)
θ3,2,2,1 = θ3,2 − θ2,1 = γ∆B · δTE (2.36)
where ∠ denotes the operator that returns the angle of a complex number and n is an
integer. UMPIRE has been shown to be robust to geometrical complexity, but sensitive
to high noise [83, 93]. Unequal echo spacings are not straight-forward to set on all MRI
systems, and using UMPIRE for field fitting limits the options for choosing optimal echo
timings (e.g. in-phase imaging cannot be applied to overcome fat-water chemical shift
effects, section 2.1.1.2).
57
2.2.1.2 Magnitude-weighted linear fit
In theory, more echoes acquired over a large range of potential TE values should provide
more accurate field estimations. However, as the signal magnitude decays over time, the
measured phase becomes more noisy and unreliable [84] which could result in inaccu-
rate field estimations. A simple way of overcoming this problem is by using magnitude-
weighted fitting:
M · ϕ =M · (γ∆B · TE + ϕ0) (2.37)
This formula is basically the same as Equation 1.6, but both sides are multiplied by the
magnitude (M). The pseudoinverse from Equation 2.33 can be used to estimate ∆B with:
ϕ =

M1 · ϕ1
...
MN · ϕN
 (2.38)
A =

M1 M1 · TE1
...
...
MN MN · TEN
 (2.39)
This magnitude-weighted version of the aforementioned linear fit ensures that unreliable
phase values at later echoes have a smaller weight in the overall fit, because of their
decreased magnitude due to T∗2 decay.
2.2.1.3 Non-linear fit
Liu et al. [85] proposed another method which exploits the phase evolution of both phase
and magnitude images (Figure 2.8 a and b respectively) by fitting the following model to
the complex data:
S =M0 · e−
TE
T∗2 · ei(ϕ0+γ∆B·TE) (2.40)
where S is the complex MR signal and M0 is the magnitude at TE = 0 ms. The com-
bination of the exponentially decaying magnitude and the linearly evolving phase is a
spiral curve in the complex plane (Figure 2.8 c). This concept is very similar to using the
magnitude-weighted linear fit.
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Figure 2.8: The complex MR signal as a function of TE (c) is a combination of the linear phase evolution
(a) and exponential magnitude decay (b).
Similarly to the magnitude-weighted linear fit, non-linear fitting has a ’self-weighting’
property originating from the fact that complex data is used instead of only phase im-
ages. The phase becomes unreliable as the magnitude decays to 0 and as the echo time
increases [84]. The difference between complex vectors with different phase values be-
comes insignificant approaching the origin. Therefore, as opposed to linear fitting, this
method is not sensitive to the increasing noise level of the phase as a function of TE.
In voxels with large ∆B, wraps can occur between two consecutive echoes. Even
a noise-free multi-echo image could be fitted perfectly by an infinite number of field
estimates: ∆B = ∆Btrue+2pi · nγ∆TE where ∆Btrue is the true field value, n is an arbitrary
integer and ∆TE is the echo spacing. The implementation of Liu et al. [85] always
prefers the ∆B with the lowest absolute value, resulting in residual wraps appearing in
the estimated field maps which have to be removed by one of the phase unwrapping
algorithms. However, in this case, unwrapping is performed only on one image and the
unwrapping technique does not have to preserve the linearity of the phase as opposed to
when using linear fitting.
A MATLAB implementation of non-linear fitting is available for download as part of
the MEDI toolbox [86]. The function also provides an estimate of the noise map calculated
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from the magnitude images across echo times [87]. This expression is deduced in chapter
3 (see Equation 3.21).
2.2.2 Phase unwrapping
Spatial unwrapping methods are based on the assumption that the phase is spatially
smooth therefore only small phase variations are expected between neighbouring voxels.
As a consequence, these techniques do not deal well with large, voxel-scale phase gradients
induced by large susceptibility variations.
2.2.2.1 Region-growing techniques (FSL PRELUDE)
Region-growing techniques unwrap the image by adding integer multiples of 2pi to con-
nected regions or individual voxels while enforcing spatial smoothness, or minimal phase
difference between neighbouring voxels. Many of these methods start the unwrapping from
one or more seed points selected randomly or using some kind of quality function [88–91]
(e.g. seed points can be voxels with the lowest estimated noise level [91]). The next
voxel/region to be unwrapped can be a voxel/region neighbouring the already unwrapped
part of the image [88,89], or might be determined using another quality function [90–92]
(e.g. the largest of the regions to be unwrapped). These techniques can often be time
consuming, but they preserve the linearity of the phase.
One of the most popular region-growing methods is the Phase Region Expanding La-
beller for Unwrapping Discrete Estimates (PRELUDE, [92]) which is also considered the
gold standard method for phase unwrapping [93] and is available for download as part
of the FSL software package [94]. In PRELUDE, the phase map is partitioned into con-
nected regions by dividing the [0, 2pi] interval into 6 smaller intervals. These regions are
then merged by adding integer multiples of 2pi to one of two neighbouring regions as-
suming spatial smoothness of the phase. This process continues until all the regions are
unwrapped and merged. More details on PRELUDE and a new, accelerated technique
called SEGUE that I developed based on similar principles can be found in chapter 4.
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2.2.2.2 Laplacian phase unwrapping (LPU)
This method exploits the fact that the Laplacian of the unwrapped phase image (∇2ϕ)
can be expressed in terms of the wrapped or measured phase image (ϕmeas) [95]:
∇2ϕ = cos(ϕmeas) · ∇2 sin(ϕmeas)− sin(ϕmeas) · ∇2 cos(ϕmeas) (2.41)
Therefore, ϕ can be estimated by calculating the above expression and applying the
inverse Laplacian (∇−2) to the result in a series of convolutions and deconvolutions with
the Laplacian kernel [96]:
∇23D =

0 0 0
0 1 0
0 0 0
 ,

0 1 0
1 -6 1
0 1 0
 ,

0 0 0
0 1 0
0 0 0
 (2.42)
Note that the above kernel is only applicable for images of isotropic resolution. In any
other case, anisotropy has to be accounted for using the forward distance discrete gradients
to estimate the second derivatives [86]:
∇2f(x, y, z) = ∂
2f
∂x2
+
∂2f
∂y2
+
∂2f
∂z2
∂2f(x, y, z)
∂x2
=
f(x+dx,y,z)−f(x,y,z)
dx
− f(x,y,z)−f(x−dx,y,z)
dx
dx
=
f(x+ dx, y, z) + f(x− dx, y, z)− 2f(x, y, z)
dx2
(2.43)
where dx, dy and dz are the spacing values (voxel size + any gap between voxels) in each
dimension. The anisotropic Laplacian kernel can be expressed as:
∇23D =

0 0 0
0 1
dz2
0
0 0 0
 ,

0 1
dy2
0
1
dx2
− 2
dx2
− 2
dy2
− 2
dz2
1
dx2
0 1
dy2
0
 ,

0 0 0
0 1
dz2
0
0 0 0
 (2.44)
Note that for dx = dy = dz = 1, this is equal to the isotropic Laplacian kernel from
Equation 2.42.
Performing a convolution in the image domain is impractical as it is very time-consuming.
However, using the Fourier convolution theorem, the Laplacian and the inverse Laplacian
of an arbitrary function f can be calculated using Equations 2.45 and 2.46 respectively:
∇2f = F−1 {F [∇23D] · F [f ]} (2.45)
∇−2f = F−1
{
T
(
1
F [∇23D]
)
· F [f ]
}
(2.46)
61
where F denotes the Fourier transform. For the inverse calculation, a thresholding oper-
ator (T ) has to be applied to the kernel, 1F[∇23D] , in the Fourier-domain to avoid artifacts
induced where F [∇23D] = 0 by values in k-space that are too large:
T
(
1
f
)
=
 1f |f | > σ0 otherwise (2.47)
where σ is the threshold value. The threshold has to be adjusted according to the image
resolution as the values in∇23D (Equation 2.44), and consequently in its Fourier transform,
are higher for an image of higher resolution. In practice, a modified threshold value ( σ
dx2
)
can be applied to account for the resolution and obtain results that are comparable across
different resolutions [97].
Note that LPU tends to reduce components of the background fields as well, because
most of these are harmonic within the region of interest, in other words ∇2Bext = 0 or
∇2ϕext = 0 (section 2.3). A higher σ provides unwrapped images with less background
field contributions. Therefore, a very low σ has to be used to preserve the phase un-
wrapping feature of the technique but minimise its background field removal. It has been
shown that LPU does not preserve the linearity of the phase [98], but it is a very fast
technique and has been shown to be able to resolve open-ended fringe lines [4, 96]. A
MATLAB implementation of LPU is available for download as part of the MEDI toolbox
with σ = 10−10 [86].
2.2.3 Conclusions
There are two conceptually different strategies to calculate total field maps. One solu-
tion is to unwrap phase images acquired at multiple echo times individually followed by a
(magnitude-weighted) linear fit (sections 2.2.1.1 and 2.2.1.2). This can be time consuming
as each phase image needs to be unwrapped separately. Moreover, a region-growing tech-
nique (section 2.2.2.1) needs to be used at this stage to preserve the linearity of the phase
and these can be very slow in general. The other possible strategy for field estimation
is to apply the non-linear fitting technique (section 2.2.1.3) to the multi-echo complex
data and then use any phase unwrapping technique to eliminate residual wraps. This is
a much quicker option, especially if Laplacian Phase Unwrapping (LPU, section 2.2.2.2)
is used for phase unwrapping. However, LPU also reduces the background fields (even
using a very small σ) which could affect the performance of the subsequent background
field removal technique. Both options are compared using in-vivo head-and-neck images
acquired in a healthy volunteer in section 6.4.
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2.3 Background field removal
Since the term background fields refers to magnetic fields from many different sources
(eg. fields induced by susceptibility sources outside the region of interest (ROI), hard-
ware related magnetic field inhomogeneities), it is very hard to identify background fields
in general. Therefore, background field removal (BFR) techniques make some basic as-
sumptions about the background fields they are designed to eliminate. The two main
assumptions are: (i) the local field variations we are interested in are of high spatial fre-
quency whereas the background fields contain only low spatial frequency components, or
(ii) the background fields within the ROI are induced by susceptibility sources outside the
ROI. The vast majority of current BFR methods are based on the second assumption:
∆B = Bint +Bext (2.48)
= B0 · d ∗ χint +B0 · d ∗ χext
Bext = B0 · d ∗ χext (2.49)
where d denotes the field of a unit magnetic dipole (Equation 1.17). In other words,
d describes the field induced by a point susceptibility source. The total field map is a
superposition of many dipole fields at different locations. The external part (i.e. r > 0)
of the dipole field can be expressed as follows (section 1.3.1):
bext =
3 cos2 ϑ− 1
4pir3
for r > 0 (2.50)
It can be easily shown that the Laplacian of the external part of the dipole field is 0, or
that Bext is harmonic throughout the ROI:
∇2bext = 1
r2
∂
∂r
(
r2
∂bext
∂r
)
+
1
r2 sinϑ
∂
∂ϑ
(
sinϑ
∂bext
∂ϑ
)
+
1
r2 sin2 ϑ
∂2bext
∂ϕ2
=
1
r2
∂
∂r
(
r2
3− 9 cos2 ϑ
4pir4
)
+
1
r2 sinϑ
∂
∂ϑ
(
sinϑ
−6 cosϑ sinϑ
4pir3
)
+
1
r2 sin2 ϑ
· 0
=
1
r2
∂
∂r
(
3− 9 cos2 ϑ
4pir2
)
+
1
r2 sinϑ
∂
∂ϑ
(−6 cosϑ sin2 ϑ
4pir3
)
=
1
r2
18 cos2 ϑ− 6
4pir3
+
1
r2 sinϑ
6 sin3 ϑ− 12 cos2 sinϑϑ
4pir3
=
18 cos2 ϑ− 6
4pir5
+
6 sin2 ϑ− 12 cos2 ϑ
4pir5
=
6
(
cos2 ϑ+ sin2 ϑ
)− 6
4pir5
∇2bext = 0 for r > 0 (2.51)
Internal and external susceptibility sources can be separated by a binary tissue mask.
All BFR methods use some kind of tissue mask at some point in the algorithm. However,
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whileBext in Equation 2.48 is a smooth, continuous function, in practice, only discrete data
points are measured at each voxel. Consequently, strong outside susceptibility sources very
close to the mask boundary can have large contributions to the background fields which
can be difficult to describe in a discrete coordinate system. Therefore, Schweser et al.
classified BFR methods based on what additional assumptions they make about local and
background field contributions near the boundary [99].
In the next few sections, I review current BFR techniques using the classification of
Schweser et al. [99].
2.3.1 Homodyne filtering
Homodyne filtering [100–102] is the only technique I discuss that uses assumption (i),
i.e. the background is of low spatial frequency while the local field variations are of high
spatial frequency components. A high-pass filter (HPF) is applied to the image to retrieve
the local field map. However, in practice, it is very difficult to construct a high-pass filter
which does not introduce additional artifacts to the image while low-pass filtering (LPF)
is relatively easy. Therefore, direct application of a HPF is avoided using the following
algorithm.
1. Compute the Fourier transform of the image: M(r)ei(φlow(r)+φhigh(r))⇒M(k)ei(φlow(k)+φhigh(k)).
M(r) andM(k) are the magnitude components in the image domain and in k-space
respectively. φlow and φhigh are the phase components corresponding to the low and
high spatial frequency parts of the image.
2. Apply a low-pass filter (LPF) to the image: LPF
{
M(k)ei(φlow(k)+φhigh(k))
}
=M∗(k)eiφlow(k).
M∗(k) is the modified magnitude in k-space after the filter has been applied. The
LPF filters out the high frequency phase components.
3. Transform back to the image domain: M∗(k)eiφlow(k) ⇒ M∗(r)eiφlow(r).
4. Complex division of the original by the filtered image: M(r)e
i(φlow(r)+φhigh(r))
M∗(r)eiφlow(r) =M
∗∗(r)eiφhigh(r).
M∗∗(r) = M(r)
M∗(r) is the modified magnitude in the image domain after complex divi-
sion.
5. Take the phase of the result: ∠
(
M∗∗(r)eiφhigh(r)
)
= φhigh(r).
Complex division is preferred to subtraction in the case of phase images as direct
subtraction would render the values into the [−2pi, 2pi] interval instead of the [−pi, pi]
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interval. Note that subtraction can also be used, but an additional correction is needed
to ensure valid phase values.
This technique simultaneously eliminates the background fields and removes most of
the wraps as the large phase variations inducing the wraps are usually of low spatial
frequency.
Various window functions can be used as LPF (i.e. rectangular, Gaussian, cosine,
Hamming, von Hann). The larger the width of the LPF is, the higher portion of the
background field is eliminated. However, simultaneously the larger part of the middle
of k-space, which contains the contrast information, is removed. In conclusion, there is
always a trade-off between the amount of background field eliminated (and consequent
phase unwrapping) and image contrast.
Homodyne filtering is a technique that is fast and easy to implement. However, it is very
hard to establish an optimal LPF width that removes all background field components,
but leaves the local field variations intact. Therefore, while it is a popular method for
combined phase unwrapping and BFR in Susceptibility Weighted Imaging, where e.g.
veins are visually enhanced in gradient-echo images using the phase variations induced by
their low susceptibility, homodyne filtering is rarely used in Quantitative Susceptibility
Mapping.
2.3.2 Assumption of no sources close to the boundary
The following methods assume (ii) (i.e. that the background fields are induced by sus-
ceptibility sources outside the tissue mask) and that the binary tissue mask is defined
in such a way that no susceptibility sources can be found close to the boundary. This
assumption usually holds for brain masks as susceptibility varies very slowly (∼0.05 ppm)
around brain edges. The assumption is violated close to the tissue/air interface where the
susceptibility difference is around -9.4 ppm [16].
2.3.2.1 Inverse Laplacian Filter (iLF)
As mentioned in section 2.2.2.2, Laplacian phase unwrapping tends to also reduce the
background fields due to their harmonic property. By choosing a higher σ threshold, iLF
can perform the phase unwrapping and background field removal steps simultaneously.
Therefore, this method can be applied directly to the field map estimated by non-linear
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fitting. Note that since iLF first calculates the Laplacian of unwrapped phase images
from wrapped phase images (Equation 2.52), the estimated field map needs to be rescaled
to phase values before iLF, and scaled back to field units after. The overall process is
described by the following equation [96]:
ϕ =M · ∇−2 {M · (cos(ϕmeas) · ∇2 sin(ϕmeas)− sin(ϕmeas) · ∇2 cos(ϕmeas))} (2.52)
where M is a 3D binary tissue mask appropriately eroded to eliminate the convolution
artifacts caused by unreliable, noisy phase data outside the tissue. The values within
the width of the Laplacian kernel from the edges affect the internal region, therefore it
is important to erode the mask accordingly. For a kernel defined by Equation 2.42, an
erosion by one or two voxels should be enough [96], but in practice, more erosions tend
to improve the quality of the results. iLF is quick and very easy to implement.
2.3.2.2 Sophisticated Harmonic Artifact Reduction for Phase data (SHARP)
This algorithm utilises an extension of the harmonic mean value theorem, namely that
for a harmonic function Bext:
Bext = ρ ∗Bext (2.53)
if ρ is a non-negative, symmetric, normalised function [103]. In SHARP, ρ is a spherical
kernel of radius r. An interim field map, ∆Bˆ can be derived:
∆Bˆ = ∆B − ρ ∗∆B
= Bint +Bext − ρ ∗Bint − ρ ∗Bext︸ ︷︷ ︸
Bext
= Bint − ρ ∗Bint
= (δ − ρ) ∗Bint (2.54)
where δ is the delta function and ∆B = Bint +Bext.
The algorithm consists of the following steps:
1. Construct the spherical kernel ρ.
2. Compute the interim field distribution: ∆Bˆ = ∆B − ρ ∗ ∆B. This can be imple-
mented by taking advantage of the Fourier convolution theorem (section 1.3.1):
∆Bˆ = F−1 {F(δ − ρ) · F(∆B)}
= F−1 {(1−F(ρ)) · F(∆B)} (2.55)
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3. Compute the field variations due to internal susceptibility sources using Equation
2.54: Bint = (δ − ρ) ∗−1 ∆Bˆ. Again using the Fourier convolution theorem:
Bint = F−1
{
1
1−F(ρ) · F(∆Bˆ)
}
(2.56)
Note that the kernel, 1
1−F(ρ) , has to be thresholded (as in Equation 2.47) and a suitable
mask has to be applied to avoid convolution artifacts similarly to iLF (section 2.3.2.1).
In general, SHARP tends to provide more accurate local field maps with less boundary-
related artifacts when using larger kernels. However, for a kernel of radius r, a mask
erosion width of at least r is necessary. Therefore, there is a trade-off between loss of
information at the boundary and field accuracy. SHARP is available for download as part
of the MEDI toolbox [86].
2.3.2.3 Variable-radius SHARP (VSHARP)
The main drawback of SHARP is the trade-off between the accuracy of the local field
map and the loss of field information at the edges of the mask. To overcome this, Wu et
al. proposed a method [104] that calculates the convolution in Equation 2.55 using large
spherical kernels for voxels far away from the boundary, and kernels with gradually de-
creasing radii towards the mask edges. The deconvolution of Equation 2.56 is performed
with the largest of the kernels used in the convolution step. This method provides accu-
rate local field values within the tissue while simultaneously reducing boundary-related
artifacts. However, due to the varying kernel radii, this technique has a high numerical
complexity. A MATLAB implementation of VSHARP is available for download as part
of the STI Suite software package [105].
2.3.2.4 Joint 2D and 3D phase processing
As mentioned in section 1.2.2.1, images acquired with a 2D gradient echo sequence are
often corrupted by stripes due to patient motion. This becomes even more pronounced
once the background fields are eliminated. Wei et al. [106] proposed a technique that can
reduce the effect of striping in the susceptibility maps by combining 2D and 3D phase
unwrapping and background field removal techniques:
1. First, a 2D version of the Laplacian phase unwrapping (section 2.2.2.2) is used to
unwrap each slice separately.
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2. Then, a modified, 2D version of VSHARP is applied to each slice to remove the
in-plane harmonic background fields.
3. Finally, the through-plane harmonic components of the background are removed
using 3D VSHARP described in section 2.3.2.3.
The main drawback of this method is that it uses VSHARP for the background field
removal step making it unsuitable for applications where VSHARP is not the optimal
technique for BFR. Also, applying BFR twice (first slice-by-slice and then in 3D) might
result in overattenuation of the field values. The joint phase processing method is available
for download as part of the STI Suite software package [105].
2.3.3 Assumption of constant-zero internal fields at the bound-
ary
These techniques are based on the assumption that the contribution of internal suscepti-
bility sources to the total field map is zero throughout the boundary of the tissue mask
and (ii) (i.e. that the background fields are induced by susceptibility sources outside the
tissue mask). Similarly to the no sources close to the boundary assumption, this usually
holds when the mask edges are within the tissue, next to regions with low susceptibility
variations (e.g. at the brain edges). However, the assumption is violated close to the
tissue/air interface.
2.3.3.1 Laplacian Boundary Value (LBV) method
This technique [107] simply applies a numerical solver to the Poisson equation of the local
magnetic field variations:
∇2Bint = ∇2(Btot −Bext)
= ∇2Btot −∇2Bext︸ ︷︷ ︸
0
= ∇2Btot (2.57)
where Btot = ∆B = Bint + Bext. LBV assumes that magnetic field variations due to
internal sources become insignificant at the tissue boundary. Therefore, the boundary
condition of the above partial differential equation is set to Bint|∂M = 0, where ∂M
denotes the edges of the binary tissue mask M .
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In [107], Jacobi’s method is described as a possible way to solve the above equation.
The three-point finite difference is used to approximate the second derivatives:
∇2u = ρ
(∇2u)i,j,k = ρi,j,k
ui+1,j,k + ui−1,j,k − 2 · ui,j,k
dx2
+
ui,j+1,k + ui,j−1,k − 2 · ui,j,k
dy2
+
+
ui,j,k+1 + ui,j,k−1 − 2 · ui,j,k
dz2
= ρi,j,k (2.58)
ui,j,k can be expressed from the above equation and used as an iteration scheme:
u
(n+1)
i,j,k =
1
2
dx2
+ 2
dy2
+ 2
dz2
(
u
(n)
i+1,j,k + u
(n)
i−1,j,k
dx2
+
u
(n)
i,j+1,k + u
(n)
i,j−1,k
dy2
+
u
(n)
i,j,k+1 + u
(n)
i,j,k−1
dz2
− ρi,j,k
)
(2.59)
The LBV algorithm consists of the following steps:
1. First, the Laplacian of the total field map ρ = ∇2Btot is calculated and u(0) = B(0)int
is set to an initial estimate (e.g. an array of zeros). The local field estimates at the
boundary are set to 0: B
(0)
int|∂M = 0.
2. Then, the next estimate of u(n+1) = B
(n+1)
int is calculated using Jacobi’s solver from
Equation 2.59 for all internal voxels.
3. The previous step is repeated until convergence:
|B(n)int−B(n−1)int |
|B(n)int |
<  where  is the
iteration termination threshold.
LBV does not introduce kernel threshold or radius parameters, which limits the ambi-
guity of the results compared to e.g. SHARP or iLF. However, the Bint|∂M = 0 assumption
might be violated in some cases (e.g. near the tissue/air interfaces). This could be re-
solved by somehow estimating Bint at the mask edges, but it is very difficult to do so.
LBV is available for download as part of the MEDI toolbox [86].
2.3.3.2 Iterative Spherical Mean Value (iSMV)
This method proposed by Wen et al. [108] also assumes constant-zero internal fields at
the boundary while exploiting the harmonic mean value property of the background fields
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from Equation 2.53. If ρ is a spherical kernel, this expression means that the background
field remains intact upon averaging it across spheres.
In [108], the authors define the following operation, S:
S(∆B) =
{
ρ ∗∆B inside the mask
∆B at the boundary
(2.60)
where ∆B = Bint +Bext. Assuming that Bint is constant-zero at the boundary:
S(∆B) =
{
ρ ∗∆B inside the mask
Bext at the boundary
(2.61)
Now let us consider the result of applying S to ∆B an infinite amount of times:
Bˆ = S∞(∆B). S does not effect the values at the boundary, therefore Bˆ = Bext near the
edges. Also, Bˆ is harmonic inside the mask :
ρ ∗ Bˆ = ρ ∗ (S∞(∆B))
= ρ ∗ (ρ ∗∞ ∆B)
= ρ ∗∞ ∆B
= Bˆ (2.62)
Therefore, Bˆ = Bext. Bint can be calculated by applying S to ∆B until it converges to
Bext and then subtracting it from ∆B.
The implementation of the algorithm consists of the following steps:
1. Identify the ROI (tissue mask M) and its boundary (∂M).
2. Create a spherical kernel (ρr) of radius r for the Sr operation. Note that the weights
assigned to each voxel in the kernel are proportional to the volume of the part of
the sphere within the voxel (Figure 2.9 A). Also note that the spherical mean value
theorem assumes a spherical kernel in the real domain, therefore the kernel has to
be adjusted for voxel geometry (Figure 2.9 B).
3. Set B(0) = ∆B.
4. Calculate B(n+1) = Sr(B
(n)):
(a) Inside ROI: Convolve B(n) with the spherical kernel: B(n+1) = ρr ∗B(n).
(b) On the boundary: Set the values on the boundary to the total field on the
boundary: B(n+1)|∂M = ∆B|∂M .
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Figure 2.9: Central slices of 3D spherical kernels with radii of 1 mm and image resolutions of 1 mm × 1
mm × 1 mm (A) and 1 mm × 0.5 mm × 1 mm (B).
5. Repeat step 4 until convergence: |B
(n)−B(n−1)|
|B(n)| < 
6. Compute Bint = Btot −B(n).
Wen et al. [108] have also shown that kernels (ρ) of radii 1 and 6 voxels yielded almost
identical results. Therefore, this technique is suitable for background field removal near
the edges of the brain. However, since iSMV makes the same assumptions as LBV,
only using a different corollary of the harmonic property of the background fields for the
implementation, it also has the same advantages and drawbacks.
2.3.4 Assuming a local field map with small Euclidean norm
These methods are also based on (ii) (i.e. that the background fields are induced by sus-
ceptibility sources outside the tissue mask). However, they avoid employing an explicit
boundary condition by implicitly assuming that the local field map, Bint, has a small Eu-
clidean norm compared to that of the background fields, Bext. This is a valid assumption
if most of the background originates from the susceptibility difference between tissue and
air (∼-9.4 ppm [16]), while the internal fields are induced by the smaller susceptibility
variations within the tissue (≤1 ppm).
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2.3.4.1 Projection onto Dipole Field (PDF)
This method, proposed by Liu et al. [109], aims to explain the internal field variations
of ∆B with a susceptibility distribution outside the tissue mask by solving the following
minimisation problem:
χext = argmin
χ
‖MW (∆B −B0 · d ∗ ((I −M)χ))‖2 (2.63)
where I −M is the inverse tissue mask (0 within the ROI and 1 outside) and W is a
weighting matrix. The solution, χext is a susceptibility distribution which is 0 within the
mask (χext = (I −M)χext) and induces a field map, B0 · (d ∗ χext), within the mask that
is closest to the measured total field map ∆B. W assigns higher weights to the fit where
∆B is more reliable. This method implicitly assumes that the local field contributions
are much smaller than the background fields, therefore ∆B ∼ Bext and, consequently,
B0 · (d ∗ χext) = Bext.
The above minimisation problem is equivalent to the following linear system which can
be solved using the pseudo inverse:
MW (B −D(I −M)χ) = 0
MWD(I −M)︸ ︷︷ ︸
A
χ =MWB︸ ︷︷ ︸
b
Aχ = b
AHAχ = AHb (2.64)
where B = ∆B and D = B0 · d∗. Equation 2.64 can be solved using the conjugate
gradient method [109]. Once χext is obtained, the local field map can be calculated as
Bint = ∆B −B0 · (d ∗ χext).
Due to the fact that the total field map is measured on a discrete, Cartesian coordinate
system, fields induced by strong susceptibility sources at the boundary might be difficult
to deal with (as mentioned in the introduction of this section). However, the advantage
of PDF is that due to the lack of explicit boundary conditions, boundary-related effects
do not propagate into the ROI, but only manifest as local artifacts that can be reduced
by mask erosion. A MATLAB implementation of PDF is available for download as part
of the MEDI toolbox [86].
Note that Wharton et al. [110] proposed a similar method called dipole fitting. They
model the unwanted background field contributions using only a few dipole point sources
(instead of using a susceptibility distribution) positioned outside the ROI. The model
parameters are the strengths and locations of these sources.
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2.3.4.2 Regularisation-enabled SHARP (RESHARP)
The main drawback of the methods based on the harmonic assumption (Equation 2.49)
is that they do not eliminate background field contributions that are non-harmonic (such
as phase offsets induced by spatially inhomogeneous excitation). Sun and Wilman pro-
posed a background field removal method [111] that overcomes this issue by solving the
minimisation problem below:
argmin
Bint
(‖M(δ − ρ) ∗ (∆B −Bint)‖22 + λ ‖Bint‖22) (2.65)
where ρ is the spherical kernel from section 2.3.2.2 and λ is the regularisation parameter.
(δ − ρ) ∗ (∆B − Bint) = (δ − ρ) ∗ Bext = 0, since both δ ∗ Bext = ρ ∗ Bext = Bext. The
above minimisation problem can be solved with conjugate gradient optimisation [111].
The second term is called the Tikhonov regularisation term which forces Bint to have a
small Euclidean norm. This essentially means that we want to model background fields
as harmonic functions (first term), but not at the cost of generating unrealistically large
local field variations (second term). By choosing a large λ, non-harmonic contributions
of the background are suppressed along with the harmonic components. However, some
components of the local field variations are reduced as these are also non-harmonic [99].
It has been shown that by choosing a reasonable λ, RESHARP produces more accurate
local field maps near the boundary than SHARP [111].
2.3.5 Conclusions
Accurate background field removal is an essential and very challenging part of the QSM
pipeline. A variety of different current techniques based on different underlying assump-
tions have been proposed to eliminate background fields. Schweser et al. [99] previously
compared many of these methods using a detailed numerical phantom of the human brain.
However, a similar comparison in the head and neck is still required. In section 6.3, I first
compared some of the state-of-the-art techniques in a numerical brain phantom to verify
that my results are in accordance with those of Schweser et al. and then compared the
two most promising techniques (PDF and LBV, sections 2.3.4.1 and 2.3.3.1 respectively)
in a head-and-neck phantom. In section 6.4, I investigated the properties of these two
techniques in in-vivo images of the head and neck.
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2.4 Susceptibility calculation
The local field map (Bint) can be expressed as a convolution between the unit dipole field
(d, Equation 1.17) and the underlying tissue susceptibility distribution (χint):
Bint(r) = B0 · d(r) ∗ χint(r) (2.66)
Susceptibility calculation techniques aim to solve the inverse problem and infer χint from
(Bint) either by taking advantage of the Fourier convolution theorem:
F {Bint(r)} = B0 ·D(k) · F {χint(r)} (2.67)
where D(k) is the Fourier transform of the unit dipole field from Equation 1.19, or by
simply fitting the model described by Equation 2.66 to the local field map.
In the following section, I review current susceptibility calculation techniques.
2.4.1 Solving the inverse problem in the Fourier domain
Based on Equation 2.67, the susceptibility map should be easy to calculate by division in
the Fourier domain:
χint(r) = F−1
{
1
B0
· 1
D(k)
F {Bint(r)}
}
(2.68)
However, the denominator, D(k) equals 0 on a conical surface where k2 = 3k2z (Equation
1.19). Furthermore, values of D(k) close to this conical surface are very small, introducing
high intensity points in χint(k), the estimated Fourier transform of the susceptibility map.
These may amplify the noise in Bint and lead to streaking artifacts in the calculated
susceptibility map. The following methods are designed to deal with zeros in D(k) and
the small values of D(k) near the conical surface.
2.4.1.1 Truncated K-space Division (TKD)
The technique of Shmueli et al. [21] uses a regularised version of the k-space kernel, 1
D(k)
,
to solve Equation 2.68:
1
DTKD(k)
=

(
1
3
− k2z
k2
)−1
if
∣∣∣13 − k2zk2 ∣∣∣ > δ
sign
(
1
3
− k2z
k2
)
· 1
δ
otherwise
(2.69)
74
where δ is a pre-defined threshold (or truncation) value1.
One of the problems with this approach is that the susceptibility values are systemat-
ically underestimated due to the truncation of the kernel, 1
D(k)
. In [96], Schweser et al.
addressed this problem by proposing a corrected version of the regularised dipole kernel:
1
DTKD,corr(k)
=
1
DTKD(k)
· 1
p(0, δ)
(2.70)
p(r, δ) = F−1
{
D(k)
DTKD(k)
}
where p(r, δ) is the point spread function (PSF) due to the dipole modification. The 1
p(0,δ)
term essentially corrects the DC offset of the kernel, enforcing
∫
Bint ·dr =
∫
(d∗χint) ·dr.
Figure 2.10 shows DTKD(k), and
1
DTKD(k)
along the red lines for different truncation
values. The choice of δ determines the extent of regularisation. A small threshold main-
tains the shape of the dipole kernel, but does not attenuate the high-frequency noise in
the images or the streaking artifacts that corrupt susceptibility maps. Susceptibility maps
obtained with higher threshold values are more regularised with less noise and streaking.
In practice, the maximum δ = 2/3 tends to work well if combined with the PSF correction
mentioned above to compensate for the underestimation of susceptibility values. TKD is
a fast method that is easy to implement.
Figure 2.10: Regularised dipoles in the Fourier domain for different δ truncation values (top row). TKD
kernels corresponding to each δ along the red lines are also plotted (bottom row).
1Not the delta function that it denoted earlier.
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2.4.1.2 Calculation Of Susceptibility through Multiple Orientation Sampling
(COSMOS)
The method of Liu et al. [112] is a multiple orientation technique based on the acquisition
of multiple images with the object (e.g. head of the patient) rotated at different angles
with respect to the direction of the main magnetic field (B0). For an object rotated by
an angle of ψ about the x axis, the relationship between the susceptibility map and the
resulting field variations can be expressed by the following equation in the Fourier domain:
Bint,ψ(k) = B0
(
1
3
− k
2
zp
k2
)
· χint(k)
= B0
(
1
3
− (kz cosψ + ky sinψ)
2
k2
)
· χint(k) (2.71)
In the case of N different orientations (ψ1, ψ2 . . . ψN), χ(k) can be estimated from N
different formulas:
B0 ·

Dψ1(k)
...
DψN (k)

︸ ︷︷ ︸
D
· χint(k) =

Bint,ψ1
...
Bint,ψN

︸ ︷︷ ︸
B
(2.72)
Dψi(k) =
1
3
− (kz cosψi + ky sinψi)
2
k2
As long as for every k, there exists a ψi, so that Dψi(k) > 0, the problem is well-posed.
Intuitively, this means that there can not be a point in k-space where all the cones
(3k2z = k
2) intersect. N ≥ 3 is a necessary condition.
The least squares solution of the above problem is given by:
χint(k) =
∑N
i=1Dψi(k) ·Bint,ψ1(k)
B0 ·
∑N
i=1Dψi(k)
2
(2.73)
However, for noise considerations, Liu et al. introduced a weighting operator into the
equation and turned it into a minimisation problem:
argmin
χint
∥∥W · F−1(B−B0 ·Dχint)∥∥2 (2.74)
COSMOS produces high quality susceptibility maps, but requires the acquisition of
multiple images which reduces patient throughput. Also, subjects have to keep their heads
at unnatural angles for 5-10 minutes which is uncomfortable, increasing the possibility
of motion artifacts. Not to mention that rotating their heads in a tight-fitting RF coil
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might be difficult. Furthermore, the exact angle of their heads needs to be measured
or estimated and images acquired with the subject’s head rotated at different angles
have to be co-registered. In conclusion, COSMOS is not clinically applicable, but has
been considered a gold standard method in the research community against which other
methods are compared [113].
2.4.2 Regularisation-based fitting methods
Each of these methods is a fitting algorithm that tries to find the underlying susceptibility
distribution by solving the following minimisation problem [114]:
argmin
χint
‖M(Bint −B0 · (d ∗ χint))‖22 (2.75)
where M denotes the binary tissue mask. This expression is usually completed with a
weighting operator (W ) that accounts for the inhomogeneous noise variance of the phase
across the field of view:
argmin
χint
‖MW (Bint −B0 · (d ∗ χint))‖22 (2.76)
As Bint contains noise, the problem is subject to over-fitting, meaning that a χint corre-
sponding to a perfect fit is very far from the real susceptibility distribution. Therefore,
regularisation is needed to obtain a χint that is meaningful. The following techniques
apply different regularisation strategies to the problem described by Equations 2.75 and
2.76.
2.4.2.1 Improved Sparse Linear Equation and Least Squares (iLSQR)
It would be straightforward to solve Equation 2.75 by applying the conjugate gradient
method to:
Dχint = Bint (2.77)
DTDχint = DTBint (2.78)
where D = B0 · d∗ denotes the convolution with the dipole kernel. However, this method
does not perform well for ill-conditioned problems.
Li et al. proposed to solve Equation 2.75 [115] using the LSQR method [116]. LSQR
is a technique designed to solve linear systems such as Ax = b. It is similar to the
conjugate gradient method in style, i.e. instead of calculating A−1, A is only used to
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compute products of the form Av where v is a vector. However, LSQR applies an algebraic
rearrangement to reduce the original problem to a series of linear systems with tridiagonal
system matrices. This makes the algorithm more numerically stable [116] and better suited
for ill-conditioned problems.
Li et al. later proposed to further improve this technique [117] by subtracting the
”streaky” part of the susceptibility map (χstreaks):
χiLSQR = χLSQR − χstreaks (2.79)
where χLSQR is the LSQR solution of Equation 2.76. They proposed to estimate χstreaks,
by solving the following minimisation problem using the LSQR method again:
argmin
χstreaks
∥∥Wb · ∇(χLSQR(r)−F−1 (χstreaks(k) ·MIC))∥∥2 (2.80)
where MIC is a binary mask of the ill-conditioned k-space regions and Wb is a weighting
term that assigns higher weights to regions with low expected susceptibility gradients.
In other words, χstreaks tries to explain high susceptibility gradients in χLSQR in regions
without susceptibility boundaries (i.e. streaks) using only the ill-conditioned part of k-
space which is supposedly the origin of the streaking.
iLSQR is available as part of the STI Suite software package [105].
2.4.2.2 Tikhonov regularisation
In general, over-fitting leads to unrealistically large susceptibility values in χint. Therefore,
it is sensible to introduce a regularisation term that keeps the Euclidean norm of χint
small [114]:
argmin
χint
‖MW (Bint −B0 · (d ∗ χint))‖22 + α ‖χint‖22 (2.81)
where the second term is the so-called Tikhonov term and α is the regularisation pa-
rameter. The above minimisation problem is equivalent to solving the following linear
system [87]:
(DTW TMWD + αI) · χint = DTW TMW ·Bint (2.82)
where D = B0 ·d∗ and I is the identity operator. Considering that DT = D andW T = W ,
this can be solved using conjugate gradient optimisation. From now on, I refer to this
method as iterative Tikhonov.
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If neither a weighting matrix (W ) nor a mask (M) are used, the above expression
simplifies to:
(D2 + αI) · χint = D ·Bint (2.83)
B20 · d ∗ (d ∗ χint) + α · χint = B0 · d ∗Bint (2.84)
which is straight-forward to solve in the Fourier domain2, which makes this implementa-
tion a direct k-space inversion method [118]:
D(k)2 · F {χint(r)}+ α · F {χint(r)} = D(k) · F {Bint(r)} (2.85)
χint(r) = F−1
{
B0 ·D(k)
B20 ·D(k)2 + α
· F {Bint(r)}
}
(2.86)
Exchanging α→ B20 · α:
χint(r) = F−1
{
1
B0
· D(k)
D(k)2 + α
· F {Bint(r)}
}
(2.87)
χint(r) = F−1
{
1
B0
· 1
DTik(k)
· F {Bint(r)}
}
(2.88)
where 1
DTik(k)
is the Tikhonov kernel, similarly to 1
DTKD(k)
in the TKD inversion (section
2.4.1.1). PSF correction can be incorporated into the calculation similarly to section
2.4.1.1 as this technique also tends to underestimate susceptibility values due to the
regularised dipole kernel. In this work, this implementation of the Tikhonov regularisation
is referred to as direct Tikhonov. Note that the same PSF correction factor, estimated
from the direct Tikhonov kernel, can be applied to the iterative Tikhonov result as well
to obtain more comparable results.
2Note that D(k) is the dipole kernel in k-space, different from D = B0 · d∗ which is an operator in the
image domain.
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Figure 2.11: Regularised dipoles in the Fourier domain for different α values (top row). Tikhonov kernels
corresponding to each α along the red lines are also plotted (bottom row).
Figure 2.11 shows DTik(k), and
1
DTik(k)
along the red lines for different α regularisation
parameters. The kernels for α = 0 and 0.1 are very similar to the TKD kernels at δ = 0
and 2/3 (Figure 2.10), but the transition is much smoother. Since TKD tends to work
well with δ = 2/3 and PSF correction, it is sensible to use direct Tikhonov with α = 0.1,
also combined with PSF correction.
I implemented both the direct and iterative Tikhonov methods in MATLAB.
2.4.2.3 Total variation (TV) regularisation and Morphology Enabled Dipole
Inversion (MEDI)
Total variation regularisation uses the total variation (L1-norm) of the gradient of the
susceptibility map (∇χint) as the regularisation term [119]:
argmin
χint
‖MW (Bint −B0 · (d ∗ χint))‖22 + λ ‖∇χint‖1 (2.89)
In general, TV-regularisation prefers piece-wise constant solutions which is the reason
for its popularity as it provides susceptibility maps that are easy to interpret visually.
However, the true susceptibility distribution is likely to be heterogeneous even within
structures such as the red nucleus or the globus pallidus.
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MEDI is a modified version of the TV-regularisation method proposed by Liu et al.
[120]:
argmin
χint
‖MW (Bint −B0 · (d ∗ χint))‖22 + λ ‖MG · ∇χint‖1 (2.90)
whereMG is a binary tissue mask of regions with small gradients in the magnitude image.
This additional element ensures that the piece-wise constant property of the susceptibility
map is enforced only where the magnitude image is nearly homogeneous. In other words,
this technique assumes structural consistency between the susceptibility map and the
magnitude image. However, there is no one-to-one correspondence between magnitude
and susceptibility, therefore relying too heavily on this assumption could lead to inaccurate
results.
An implementation of the MEDI algorithm is available as part of the MEDI toolbox
[86].
2.4.2.4 Choice of the regularisation parameter
Most of the above fitting methods are based on the minimisation of RN + λ· RT where
RN and RT are the residual norm and the regularisation term respectively, while λ is
called the regularisation parameter. RN is either ‖Bint −B0 · (d ∗ χint)‖22 (for the di-
rect Tikhonov method) or ‖MW (Bint −B0 · (d ∗ χint))‖22 (for the iterative Tikhonov and
MEDI algortihms). RT is ‖χint‖22 for the Tikhonov methods and ‖MG · ∇χint‖1 for MEDI.
The regularisation parameter, λ, controls how much weight is given to the minimisation
of RT relative to the minimisation of the RN term. If λ is too small, the regularisation term
has almost no weight and the solution will be one that minimises ‖Bint −B0 · (d ∗ χint)‖22.
Due to the aforementioned noise in Bint, this often leads to over-fitting. On the other
hand, if λ is too small, most of the weight is given to the regularisation term resulting in
over-regularisation errors. The effect of this depends on the type of regularisation. For
example, for the Tikhonov methods, this would lead to a severely attenuated solution
that minimises the norm of the solution (Tikhonov regularisation term).
The L-curve method [121] is a widely used technique that optimises the regularisation
parameter. Both terms are estimated for a range of different λ values: RN(λ), RT(λ). The
parametric plot of (RN(λ), RT(λ)) is called the L-curve (Figure 2.12). For low λ values,
RN is expected to be very small, while RT is generally high due to the aforementioned
over-fitting effects. For high λ values, RT is expected to be small, and RN tends to be
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high because the residual norm is barely considered when calculating the solution. If
these assumptions are fulfilled, the (RN(λ), RT(λ)) plot has a characteristic L-shape:
Figure 2.12: Characteristic L-shape of the parametric (RN(λ), RT(λ)) plot.
The optimal regularisation parameter corresponds to a point between over-fitting and
over-regularisation where the curvature is maximal [121]. Note that many optimisation
problems do not produce an L-shape for the (RN(λ), RT(λ)) plot. However, the maximum
curvature point is still widely considered to be a very good estimate for the optimised
regularisation parameter.
2.4.3 Conclusions
Susceptibility maps can be calculated from local field maps either using direct k-space
inversion methods based on Equation 2.67 (e.g. TKD or direct Tikhonov) or iterative
fitting of Equation 2.66 to the local field map in image space (e.g. iterative Tikhonov or
MEDI). Though there is a wide variety of susceptibility calculation techniques developed
in the past few years, there is no ground truth method even for brain images [113].
Therefore, in section 6.4, I compared clinically feasible susceptibility calculation methods
using in-vivo images of the head and neck.
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Chapter 3
Noise propagation in susceptibility
mapping
Signal-to-noise ratio (SNR) is one of the most important features of MR images, as higher
SNR corresponds to better image quality and higher measurement precision in quanti-
tative MRI in general. SNR is a sensible measure of image quality and, therefore, a
potentially straight-forward way to compare different acquisition parameters and post-
acquisition processing pipelines in head-and-neck images. The signal in this context is
defined as the MRI signal (S) that is proportional to the net magnetisation vector (section
1.2.1) in a given voxel:
Sm = S +N(σ) (3.1)
The superimposed noise (N(σ) in Equation 3.1) is a random value of Gaussian distribu-
tion:
P (N(σ) = x) =
1√
2piσ2
e−
x2
2σ2 (3.2)
where P (N = x) denotes the probability that N(σ) is any given, real x value. The
measured signal is Sm in Equation 3.1. The noise can be characterised by the standard
deviation (σ) of the corresponding Gaussian distribution, and SNR can be defined as S/σ.
SNR can be measured, for example, using repeated measures of the same subject
using the same acquisition parameters. Since in theory, the signal should not vary across
acquisitions1, the distribution of the measured values at any voxel is expected to be
1I am ignoring physiological effects in this demonstration.
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Gaussian:
P (Sm = x) =
1√
2piσ2
e−
(x−S)2
2σ2 (3.3)
Therefore, S and σ can be estimated as the mean and standard deviation of the repeated
measures. However, this approach requires multiple acquisitions and, consequently, is
very time-consuming.
A similar way of approximating the SNR relies on the assumption that the signal is
homogeneous in a given region. Therefore, calculating the mean and standard deviation
of the values measured in that region should provide a reasonable estimate [13]. However,
this assumption is often violated.
In any case, the signal in a given voxel can usually be approximated by S ∼ Sm
as N(σ) << S is a reasonable assumption for most MR images. However, in QSM, the
resulting susceptibility map is the final processed image that is meant to be used to aid the
solution of the clinical problem. Therefore, SNR of the susceptibility map is the relevant
quantity. Thus, it is essential to assess the propagation of the measurement uncertainty
along the susceptibility mapping pipeline in order to properly characterise the effect of
different QSM pipeline elements on susceptibility SNR and, consequently, susceptibility
image quality. Here I use a theoretical approach to estimate and in-vivo brain data to
demonstrate the evolution of the uncertainty at different stages of the QSM pipeline.
3.1 Propagation of measurement uncertainty
In order to calculate how measurement uncertainty at one stage of the QSM pipeline
affects uncertainty in the next stage, I use the formula for the propagation of measure-
ment uncertainty for Gaussian distributions [123]. For any function f(a1, a2 . . . aN), the
measurement uncertainty of f (σ(f)) can be expressed as a function of the uncertainty of
the dependent variables:
σ(f)2 =
N∑
i=1
(
∂f
∂ai
)2
· σ(ai)2 (3.4)
Note that this formula is only valid for Gaussian noise distributions which is generally a
reasonable approximation in MR images. Also, the above function needs to be completed
with a covariance term, Cov(ai, aj), if there is a correlation between the noise of ai and
aj for any i, j pair of indices. Here I neglect this term as it is expected to be very small
for gradient-echo MRI experiments used for susceptibility mapping [87].
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3.2 Measurement uncertainty of the magnitude and
phase
Note that even though in QSM, we mostly think in terms of magnitude (M) and phase
(ϕ), in reality, the real (R) and imaginary (I) components of the complex MRI are the
measured quantities. Therefore, these have Gaussian noise distributions:
P (Rm = x) =
1√
2piσ2R
e
− (x−R)2
2σ2
R (3.5)
P (Im = x) =
1√
2piσ2I
e
− (x−I)2
2σ2
I (3.6)
The magnitude and phase can be calculated as follows:
M =
√
R2 + I2 (3.7)
ϕ = arctan
(
I
R
)
(3.8)
Therefore, the corresponding signal distributions can be calculated as:
P (Mm = z) =
∫
x2+y2=z2
P (Rm = x) · P (Im = y) (3.9)
P (ϕm = z) =
∫
y/x=tan z
P (Rm = x) · P (Im = y) (3.10)
P (Mm = z) is the so-called Rician distribution that was shown to be close to Gaussian
for high SNR [84]:
P (Mm = z) ≈ 1√
2piσ2
e−
(z−
√
M2+σ2)2
2σ2 (3.11)
Another assumption here is that σR = σI = σ which also happens to coincide with the
measurement uncertainty of the magnitude. P (ϕm = z) can also be approximated by a
Gaussian for very high SNR [84]:
P (ϕm = z) ≈ 1√
2pi(σ/M)2
e
− z2
2(σ/M)2 (3.12)
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Here, the uncertainty of the phase equals: σϕ = σ/M . σϕ can also be calculated using
the error propagation approach from Equation 3.4:
σ2ϕ =
(
∂ϕ
∂R
)2
· σ2 +
(
∂ϕ
∂I
)2
· σ2
=
( −I/R2
1 + (I/R)2
)2
· σ2 +
(
1/R
1 + (I/R)2
)2
· σ2
=
1/R2 + I2/R4
(1 + (I/R)2)2
· σ2
=
R2 + I2
(R2 + I2)2
· σ(R)2
=
σ2
R2 + I2
σ2ϕ =
σ2
M2
(3.13)
Note that I reached the same result. In conclusion, the SNR for the phase image can be
estimated as:
SNRϕ =
ϕ
σ/M
(3.14)
M and ϕ are the measured magnitude and phase images at each voxel. σ can be estimated
by calculating the standard deviation (SD) of the magnitude, or alternatively the real or
imaginary images, in regions with homogeneous signal. For a more accurate estimation,
SD can be calculated in five different regions of a few hundred voxels and σ can be
estimated as the mean of these five measures (see section 1.2.2.2). Note that this approach
assumes that σ is spatially homogeneous.
Here I demonstrate the process of estimating the noise in the phase maps using multi-
echo brain images acquired in a healthy volunteer on a 3-Tesla scanner (Achieva, Philips
Healthcare, NL) using a 3D gradient-echo sequence and a 32-channel head coil, with ma-
trix size = 240×240×144, SENSE factors = 1×2×1.5, 1 mm isotropic resolution, TE1
= 3 ms, ∆TE = 5.4 ms, 5 echoes, TR = 29 ms, and flip angle = 20◦. Five 400-voxel
(20-by-20) white matter regions were manually segmented in the central sagittal slice
(Figure 3.1). The magnitude is expected to be homogeneous within these regions, there-
fore the Gaussian shapes of the histograms (Figure 3.1) can be used to estimate the
magnitude noise. Note that this single-scan approach for calculating the SNR is only a
simple demonstration of the noise evolution across the QSM pipeline using brain images
acquired for a different study (chapter 5). It has been shown that the two-scan approach
(section 1.2.2.2) yields more accurate results in images acquired using multiple channels
and SENSE acceleration [124].
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Figure 3.1: Manually segmented, 400-voxel regions in the central sagittal slice of the first-echo magnitude
image. The corresponding histograms of these regions are also shown along with fitted Gaussian functions.
The magnitude noise was estimated in each region as the standard deviation of the
magnitude signal. The process was repeated for each echo. In Figure 3.2 a, the magnitude
noise is shown across echo times. There is a slight increase in noise level towards later
echoes which is in keeping with previous studies [125]. Figure 3.2 also shows that the spa-
tial variation in the magnitude noise increases with echo time. This is probably caused by
the fact that contrast increases with echo time in gradient-echo images and the manually
segmented white matter regions are less homogeneous at later echoes (not shown). It is
debatable at this point whether the noise can be approximated to be independent of the
echo time. Figure 3.2 also shows the spatial variations in SNR in the first-echo magnitude
image calculated as M/σ, where σ is the mean of the noise in the five regions from the
first echo.
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Figure 3.2: Variations in the magnitude noise across echo times (a) and SNR in the magnitude image
(b). The scatter plot in (a) shows the mean noise across the five, 400-voxel regions with error bars equal
to their standard deviation. The plotted line in (b) shows the variations in magnitude SNR across the
brain along the white line in the first echo. The arrows indicate the elevated SNR due to the high signal
of the cerebrospinal fluid in the lateral ventricle of the brain.
Figure 3.3 shows the phase (a) and SNR (b) profiles of the first-echo phase image.
The SNR was calculated using Equation 3.14, where M/σ is shown in Figure 3.2 b. Note
that the phase was unwrapped using SEGUE (chapter 4). Since this is a region growing
technique (section 2.2.2.1), it is not expected to affect the noise distribution (section 3.3).
However, the unwrapped phase map is more representative of the actual phase signal.
Another important feature here is that the phase has a large variation across the volume
(Figure 3.3 a) due to the background fields (section 1.3). Therefore, the phase cannot be
expected to be homogeneous in otherwise structurally homogeneous regions. This is why
it is easier to estimate the noise in the phase maps by measuring the noise level in the
magnitude. Note the unrealistically large phase values towards the edges (Figure 3.3 a,
arrows) probably generated by incorrect phase unwrapping around noisy voxels (section
4). This, however, is attenuated in the SNR (Figure 3.3 b, arrows) by the high noise level
near the brain edges.
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Figure 3.3: Unwrapped phase map (a) and spatial distribution of the phase SNR (b). The plotted lines
show the phase and phase SNR profiles along the white lines in the images. The arrows in (a) indicate
unrealistically high phase values close to the mask edges induced by unwrapping errors in noisy voxels.
The arrows in (b) indicate how these are attenuated by the high noise in the same voxels.
3.3 Measurement uncertainty of the total field map
The first step in the susceptibility mapping pipeline is the estimation of the total field
map. This can be done by either spatially unwrapping each echo separately followed by
a linear fit to the phase, or applying the non-linear fitting approach to the complex data
(section 2.2). In both cases, the relationship between the total field map (∆B) and the
phase is assumed to be linear (Equation 1.6):
ϕi = γ∆B · TEi + ϕ0 (3.15)
A magnitude-weighted fit (Wi = Mi) is expected to provide total field maps with higher
SNR as the high noise in later echoes is suppressed using the small magnitude weights
(section 2.2.1.2). Moreover, non-linear fitting can also be approximated as a magnitude-
weighted fit (section 2.2.1.3):
Wi · ϕi = Wi · (γ∆B · TEi + ϕ0) (3.16)
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The problem is defined by the following linear system:
W1 · ϕ1
...
WN · ϕN

︸ ︷︷ ︸
ϕ
=

W1 W1 · TE1
...
...
WN WN · TEN

︸ ︷︷ ︸
A
·
[
ϕ0
γ∆B
]
︸ ︷︷ ︸
x
(3.17)
The least squares solution can be calculated using the pseudoinverse (section 2.2.1.1):
x = (ATA)−1ATϕ. Thus the total field map is estimated by the following expression:
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Using Equation 3.4, the measurement uncertainty of the total field map can be calculated
as:
σ(γ∆B)2 =
∑
k
(
∂(γ∆B)
∂ϕk
)2
σ(ϕk)
2 (3.19)
Substituting Equations 3.18 and 3.13 and performing the differentiation:
σ(γ∆B)2 =
∑
k
( ∑
iW
2
i W
2
kTEk −
∑
iW
2
i TEiW
2
k∑
iW
2
i
∑
iW
2
i TE
2
i − (
∑
iW
2
i TEi)
2
)2
σ2k
M2k
(3.20)
Assuming Wk =Mk (magnitude weighting) and σk = σ (echo time independent measure-
ment uncertainty), expanding the square and simplifying the formula:
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(3.21)
Note that Equation 3.21 is in accordance with the formula of Kressler et al. [87]. Also,
in the last few steps, it was assumed that σ is independent of the echo time and that a
magnitude-weighted fit is performed. If any of these assumptions is violated, Equation
3.20 should be used to calculate the measurement uncertainty of the total field map
instead.
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Figure 3.4: Noise profiles (a) and noise maps (b) of the total field map calculated with or without
magnitude weighting (red and black lines respectively), and with or without accounting for the echo
time-dependent magnitude noise (dashed and solid lines respectively).
The measurement uncertainty distribution of the total field map was estimated us-
ing Equation 3.20 both with or without magnitude weighting (Wk = Mk or Wk = 1
respectively), and with or without taking into account the echo time dependence of the
magnitude noise (σk = σk or σk = σ1 respectively). The resulting noise maps are shown
in Figure 3.4 b along with the noise profiles across the white lines in each image (Figure
3.4 a, top). Magnitude-weighted fits provided higher noise within the brain (Figure 3.4
a, red lines). This seems counter-intuitive as the low magnitude is expected to attenuate
the errors induced by high noise in the phase at later echoes (section 2.2.1.2). However,
note that measurement uncertainty values within the brain are generally between 1 and
4 rad/s which is very low compared to the ≈±100 rad/s field values in a typical total
field map. Therefore, regardless of the weighting, the total field SNR in the brain is at
least 20-25. Zooming in on one of the voxels at the brain edges (Figure 3.4 a, bottom)
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reveals that the ordering changes towards high-noise voxels. This is further demonstrated
in Figure 3.5 where the magnitude-weighted noise maps are more consistently low in the
circled areas. This result is in accordance with the comparison in section 6.4. In conclu-
sion, magnitude weighting provides slightly higher noise levels in the brain, but also more
consistently lower noise in regions with low signal and high magnitude noise outside the
brain. Therefore, it is expected to improve the total field noise profiles of head-and-neck
images.
Figure 3.5: Total field noise maps in the head with (left column) or without (right column) magnitude
weighting, and with (top row) or without (bottom row) accounting for the echo time-dependent magnitude
noise. The red and yellow circles indicate high-noise regions where the magnitude-weighted fit provides
overall lower noise.
Another important feature here is that accounting for the echo time-dependent magni-
tude noise resulted in higher noise within the brain (Figure 3.4, dashed lines). However,
it is generally accepted within the QSM community to calculate the total field noise using
Equation 3.21 instead of Equation 3.20 [85]. The inverse of this noise map is then used
as a weighting term in many iterative susceptibility calculation methods (section 2.4.2).
However, if the magnitude noise does in fact increase with echo time (Figure 3.2 a), ne-
glecting this dependence might lead to additional errors later in the pipeline. However,
it looks like the discrepancies between the dashed and solid lines in Figure 3.4 could be
resolved using a constant factor. Figure 3.6 shows the total field noise maps, but the
ones calculated without accounting for the echo time-dependent magnitude noise (middle
column) were multiplied by 1.29 and 1.25 for the magnitude-weighted fit (top) and the
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simple linear fit (bottom) respectively. This provided visually identical images to the
ones where the echo time dependence is accounted for (left column). Moreover, the resid-
ual differences are only visible on a very small scale (right column). The mean absolute
differences in the brain were 0.06 rad/s and 0.11 rad/s for the magnitude-weighted and
simple linear fits respectively which correspond to about 1-2% of the dynamic range of the
noise map. We can conclude that though the estimated total field noise is affected by the
echo time-dependent magnitude noise, the relative uncertainties are less than 2% off using
the simpler formula. Therefore, using Equation 3.21 to calculate the weighting term in
iterative susceptibility calculation techniques is justified. Another advantage of applying
Equation 3.21 over Equation 3.20 is that in the former, σ = 1 can be substituted and the
relative errors are not affected. Therefore, there is no need to estimate the magnitude
noise (σ) to perform QSM which removes a very cumbersome step from the processing
pipeline.
Figure 3.6: Total field noise maps in the brain with (top row) or without (bottom row) magnitude
weighting, and with (left column) or without (middle column) accounting for the echo time-dependent
magnitude noise. Noise maps in the middle column were scaled up to more closely resemble the images
in the left column. The difference maps are also shown (right column). Note the reduced scale of the
difference images.
Note that in this section, I discussed only the noise distribution of the different ap-
proaches. Linear fitting, magnitude-weighted linear fitting, and non-linear fitting can all
result in different total field maps which also affects the SNR of the total field map.
In some cases (e.g. for non-linear fitting), an additional spatial unwrapping step is
necessary after the field fitting to remove residual wraps. This can be achieved by some
kind on region growing algorithm, like FSL PRELUDE (section 2.2.2.1). Since one of the
features of these techniques is that they only add integer multiples of 2pi to each measured
phase value, they are not expected to affect the noise distribution within the field map.
Another possibility for example is the Laplacian phase unwrapping (LPU) method (section
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2.2.2.2). This technique has two different effects on phase/field maps: phase unwrapping
and partial background field removal. Similarly to region-growing techniques, the phase
unwrapping feature is not expected to affect the noise distribution. The measurement
uncertainty propagation of background field removal techniques is discussed in the next
section.
3.4 Measurement uncertainty of the local field map
The next step in the QSM processing pipeline is the elimination of the background field
components. These are generally defined as all field components that were not induced
by the susceptibility variations within the tissue mask (section 2.3). Because of this, the
background (Bext) and local (Bint) field contributions are independent (except near the
mask edges [109], section 2.3). Therefore, a corollary of the measurement uncertainty
propagation for Gaussian distributions applies here:
∆B = Bint +Bext
σ(∆B)2 = σ(Bint)
2 + σ(Bext)
2 (3.22)
The first conclusion to draw here is that σ(Bint) ≤ σ(∆B) provides an upper limit for the
noise in the local field maps [125]. Secondly, the estimated background fields are generally
slowly varying, smooth functions that are subtracted from the total field map (∆B) to
obtain the local field variations (Bint). Therefore, the calculated Bext is not expected to
contain any noise (σ(Bext) = 0). This does not mean that a total field map consisting
of only background field elements (e.g. if the susceptibility is perfectly homogeneous
within the mask) is noise-free, but implies that the background field removal step does
not eliminate the noise of the local field components.
This argument is important for two reasons. First, most of the background field re-
moval methods are iterative algorithms, where calculating the propagation of measure-
ment uncertainty based on Equation 3.4 becomes extremely complicated. Secondly, many
iterative susceptibility calculation methods use a weighting matrix to improve the fit (sec-
tion 2.4.2). These weights are usually calculated using the inverse of Equation 3.21 if the
total field was estimated from a multi-echo fit, or the inverse of 3.13 if a single-echo phase
map is used for QSM. This only makes sense if the noise distribution is not altered by the
background field removal step, otherwise 1/σ(Bint) should be used as the weighting term.
Note that, though many background field removal techniques apply an iterative scheme,
some simply perform a series of multiplications in k-space (section 2.3). This is similar to
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the k-space inversion methods used for susceptibility calculation (section 2.4.1), therefore
a similar approach could be adapted as in the next section to estimate the measurement
uncertainty of the result. However, these techniques (including Laplacian phase unwrap-
ping) apply some kind of threshold to their kernels which means that the high frequency
components of the total field map are left intact. This further supports the argument
that background field removal methods do not affect the noise distribution, since noise is
generally of high frequency.
Finally, though background field removal is expected to leave the noise intact:
σ(Bint) = σ(∆B) (3.23)
it definitely reduces SNR as Bint << ∆B. Note that, as a consequence, higher SNR
in the resulting local field map does not necessarily correspond to better background
field removal as SNR is more likely to be large due to large residual background fields.
Therefore SNR in the local field map is not a reliable way of assessing image quality.
Figure 3.7: Spatial distribution of the local field noise (a) and SNR (b). The plotted lines show the noise
and SNR profiles along the white lines in the images. The arrow in (a) indicates a voxel with very high
noise close to the mask edge.
I calculated the local field map from the acquired multi-echo, complex images using: 1.
Non-linear field fitting (section 2.2.1.3), 2. Laplacian phase unwrapping (section 2.2.2.2),
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3. Projection onto Dipole Fields (section 2.3.4.1) to remove the background fields. Fig-
ure 3.7 a shows the calculated noise map in the local field assuming Equation 3.23, i.e.
background field removal does not affect the noise distribution. The noise map was esti-
mated using Equation 3.20 with Wk =Mk, as non-linear fitting is similar to a magnitude
weighted fit in principle, and σk = σk, as this provides a more accurate estimation. The
signal-to-noise ratio (SNR) in the local field map is displayed in Figure 3.7 b. Note that
the SNR has large spatial variations because of the varying local field values. Also note
that the rad/s field values were converted to ppm.
With the large, background field contributions eliminated, the local field (Figure 3.8) is
expected to be mostly homogeneous in the aforementioned, manually selected, rectangular
regions from Figure 3.1. This is further confirmed by the fact that the histograms in Figure
3.8 are mostly of Gaussian shapes. The local field map still has a non-local feature (section
1.3), but susceptibility sources inducing large field variations are not directly near these
400-voxel areas. Therefore, it is feasible to measure the noise in these five regions and
compare them with values estimated using the propagation of measurement uncertainty.
Figure 3.8: Manually segmented, 400-voxel regions in the central sagittal slice (same as in Figure 3.1) of
the local field map. The corresponding histograms within these regions are also shown along with fitted
Gaussian functions.
The measured noise was estimated as the standard deviation of the local field values
in the five regions. The calculated noise was estimated as the mean of the noise values
(Figure 3.7 a) in the same five, 400-voxel regions. Figure 3.9 shows the measured and
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calculated noise in each region. There was good agreement between these values which
shows that our calculation using the propagation of measurement uncertainty can ac-
curately characterise the actual noise in the local field map. Moreover, this result also
confirms the assumption that the background field removal does not have a substantial
effect on the noise distribution.
Figure 3.9: Measured and calculated noise in the local field map in five, manually selected, 400-voxel
regions. Note that the region numbers correspond to the ones in the upper-left corners in the histograms
of Figure 3.8.
3.5 Measurement uncertainty of the susceptibility map
The final step of the QSM pipeline is the susceptibility calculation step. Some suscepti-
bility calculation techniques apply iterative fitting algorithms with various regularisation
terms to estimate the underlying susceptibility distribution responsible for the induced
field variations (section 2.4.2). As mentioned in the previous section, estimation of the
measurement uncertainty propagation is extremely complicated for iterative methods.
However, there is a way to perform the calculations for another popular class of suscep-
tibility calculation methods, i.e. kernel-based k-space inversion techniques. Here I derive
a simple formula describing the noise distribution in susceptibility maps calculated using
kernel-based k-space inversion.
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For kernel based methods, susceptibility is calculated using the following expression,
where K is the applied k-space kernel:
χ = F−1
{
1
B0
K · F (Bint)
}
(3.24)
K is a regularised version of 1/D, where D is the dipole kernel in k-space. The specific
form of K depends on the type of regularisation (e.g. TKD or direct Tikhonov methods,
sections 2.4.1.1 or 2.4.2.2).
The above expression can be expanded as follows:
χ(r) =
1
B0
∫
k
K(k)
{∫
r′
Bint(r′)e−2piikr′dr′
}
e+2piikrdk (3.25)
Each point (j) in the susceptibility map is expressed using all points (k) in the local field
map. Therefore, according to Equation 3.4:
σ(χj)
2 =
∑
k
(
∂χj
∂Bint,k
)2
σ(B2int,k) (3.26)
The continuous version of the above can be expressed as:
σ(χ(r))2 =
∫
r′′
(
∂χ(r)
∂Bint(r′′)
)2
σ(Bint(r′′))2dr′′ (3.27)
To calculate this integral, first we need to calculate the derivatives of Equation 3.25:
∂χ(r)
∂Bint(r′′) =
∂
∂Bint(r′′)
(
1
B0
∫
k
K(k)
{∫
r′
Bint(r′)e−2piikr′dr′
}
e+2piikrdk
)
=
1
B0
∫
k
K(k)
{
∂
∂Bint(r′′)
∫
r′
Bint(r′)e−2piikr′dr′
}
e+2piikrdk
=
1
B0
∫
k
K(k) · e−2piikr′′ · e+2piikrdk
=
1
B0
∫
k
K(k)e2piik(r-r′′)dk
∂χ(r)
∂Bint(r′′) =
1
B0
Kr(r-r′′) (3.28)
where Kr is the inverse Fourier transform of K, i.e. the kernel in image space.
Substituting this result into Equation 3.27:
σ(χ(r))2 =
∫
r′′
(
∂χ(r)
∂Bint(r′′)
)2
σ(Bint(r′′))2dr′′
=
∫
r′′
1
B20
Kr(r-r′′)2σ(Bint(r′′))2dr′′
σ(χ)2 =
1
B20
·K2r ∗ σ(Bint)2 (3.29)
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This final expression is in line with the corollary of the measurement uncertainty propa-
gation, i.e. that the variances (σ2) are additive.
As mentioned in section 2.4, the susceptibility calculation step recovers the underlying
susceptibility distribution that induces the various field patterns. It is local and (mostly)
orientation independent (section 1.3.1). Similarly to the local field map, the susceptibility
map is expected to be mostly homogeneous in the five, manually drawn regions of Figure
3.1. Therefore, we can compare the measured and calculated noise in the susceptibility
map too.
Figure 3.10: Manually segmented, 400-voxel regions in the central sagittal slice (same as in Figures 3.1
and 3.8) of the susceptibility map. The corresponding histograms within these regions are also shown
along with fitted Gaussian functions.
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Figure 3.11: Measured and calculated noise in the susceptibility map in five, manually selected, 400-voxel
regions. Note that the region numbers correspond to the ones in the upper-left corners in the histograms
of Figure 3.10.
For this comparison, Truncated K-space Division (TKD, section 2.4.1.1) was applied
to the aforementioned local field map to calculate the susceptibility map (Figure 3.10).
The standard deviation in each of the five regions was used as the measured noise. The
map of the susceptibility measurement uncertainty was computed using Equation 3.29.
The calculated noise was estimated as the mean of the measurement uncertainty within
the five, rectangular regions. Figure 3.11 shows the measured and calculated noise in each
region. Again, there was good agreement between the measured and calculated values
which underlines the fact that my calculations are able to predict the noise distribution
in the susceptibility maps.
Another susceptibility map was also calculated using the direct k-space inversion
method with Tikhonov regularisation (section 2.4.2.2). TKD and the direct Tikhonov
method apply different k-space kernels (K). Here I compared how the susceptibility noise
and SNR maps are affected by each kernel (Figure 3.12). Using the TKD kernel seems to
provide susceptibility maps with slightly higher noise. However, due to the differences in
the two kernels, the resulting susceptibility maps are also expected to be slightly different.
Figure 3.12 b shows that none of the two techniques provided a consistently better SNR
across the profile indicated by the white line. Note that both the noise and SNR profiles
have similar shapes for the two techniques.
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Figure 3.12: Spatial distribution of the susceptibility noise (a) and SNR (b) using either TKD (solid red
line) or the direct Tikhonov method (dashed black line). The maps in both (a) and (b) correspond to
the TKD results which were visually similar to the Tikhonov results.
3.6 Discussion and Conclusions
Figure 3.13 shows the evolution of the (calculated) measurement uncertainty across the
QSM pipeline. All profiles are displayed in ppm. For the first-echo phase image (top),
the conversion from rad to ppm was performed using:
σ(ϕ)rad = σ(ϕ)ppm · 2pi · TE1 · γ–B0 (3.30)
All noise profiles have very similar features. The measurement uncertainty profile of
the susceptibility maps looks proportional to that of the local field map, albeit smoothed
by the convolution with K2r . Even though the phase, field, and susceptibility values are
expected to show large spatial variations, the noise in all three seems consistent across
the volume. An 13 · 10−3 ppm noise level of the phase map corresponds to a noise level
of approximately 4 · 10−3 ppm in the total and local field maps. This reduction in noise
is probably due to the fitting step that is very resistant to noise. The final noise level
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of around 17 · 10−3 ppm in the susceptibility map is very close to the original phase
noise. However, most of the phase signal comes from background sources and the range
of susceptibilities measured in the brain is between −100 · 10−3 and 300 · 10−3 ppm.
Therefore, to achieve an acceptable susceptibility SNR, the acquired phase map needs to
have a considerably larger signal-to-noise ratio than the final desired susceptibility SNR.
Figure 3.13: The evolution of the noise across the QSM pipeline. All plots show noise profiles along the
white line from previous figures. The noise profile of the first-echo phase image is displayed at the top.
The values were converted from rad to ppm for ease of comparison.
Here, I have demonstrated how the noise distribution is affected by each step of the
susceptibility mapping pipeline using a simple demonstration and brain images acquired
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in a healthy volunteer. Note that for a more accurate validation, the two-scan approach
should be adopted (section 1.2.2.2). However, the goal of this chapter was to investigate if
and where SNR can be used as a measure of image quality in the QSM pipeline. It could be
a viable measure of image quality for the field fitting step or the susceptibility calculation
step. However, it is not suitable for comparing background field removal techniques as
these do not affect the noise but substantially reduce the signal, so a higher SNR could
easily correspond to poorer background field removal and large residual background fields.
Also, it is imperative to consider other features as well when comparing field fitting and
susceptibility calculation strategies. For example, I have shown that magnitude-weighted
field fitting provides slightly higher noise in the estimated field map in high SNR regions,
but it substantially improves the noise distribution in low SNR areas. Therefore, a full
visual assessment of the result and its noise map instead of measuring SNR in one or two
carefully selected regions is crucial. Moreover, the measurement uncertainty only gives us
information about the precision of the result. Wherever possible, it would be beneficial to
also assess the accuracy of different methods. Finally, potential QSM pipeline elements
have other important characteristics that could affect clinical feasibility, such as speed or
robustness.
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Chapter 4
SEGUE: a Speedy rEgion-Growing
algorithm for Unwrapping Estimated
phase
4.1 Motivation
While optimising the QSM pipeline for susceptibility mapping in the head-and-neck re-
gion, I was frustrated by the extremely long computation time of the gold standard 3D
phase unwrapping technique, FSL PRELUDE (section 2.2.2.1). To overcome this, I de-
veloped SEGUE, a phase unwrapping technique based on similar principles to PRELUDE
but with much shorter computation time. The following chapter has been accepted as a
full paper to IEEE Transactions in Medical Imaging on 25 November 2018.
4.2 Introduction
The phase component of the complex Magnetic Resonance Imaging (MRI) signal acquired
with a T∗2-weighted gradient-echo sequence is proportional to the magnetic field inhomo-
geneities [118]. A range of techniques have recently been developed that exploit this
property of the MRI phase including Susceptibility Weighted Imaging [101,102]. Further-
more, the recent increase in the use of high-field MRI systems has reinvigorated interest in
phase imaging including the increasingly important field of Quantitative magnetic Suscep-
tibility Mapping (QSM) [21,118,126–129]. Moreover, phase images are routinely used for
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distortion correction in functional MRI [130–134], diffusion MRI [135–138], and recently
in MRI-based radiation therapy planning [139].
As the phase in MRI is defined as the angle of the magnetisation vector in the complex
(or transverse) plane, the measured MRI phase can only take values between 0 and 2pi,
introducing wraps (or 2pi phase discontinuities) into the measured phase images (Fig. 4.1
a). At longer echo times, these phase images contain more spatial wraps (Figs. 4.5, 4.6,
and 4.7 a).
Many algorithms have been developed to overcome this problem [93], but Phase Region
Expanding Labeller for Unwrapping Discrete Estimates (PRELUDE, [92]) in the FMRIB
Software Library (FSL, [140]) is considered the gold standard method [93] for robust,
spatial phase unwrapping in three dimensions (3D). PRELUDE has been repeatedly shown
to be able to unwrap standard brain images in a reasonable amount of time. However,
depending on the image resolution, and field of view, at later echoes, the computation
time (Tc) of PRELUDE can reach 15 minutes to unwrap a whole brain image on a 64-bit
Ubuntu Virtual Machine with a 3.5 GHz Processor and 16 GB RAM. Therefore, large-
scale studies requiring distortion correction in the brain (e.g. for functional or diffusion
MRI) would greatly benefit from accelerated phase unwrapping.
PRELUDE has been developed and optimised primarily for brain images, but re-
cently, QSM has been increasingly applied in parts of the body other than the brain
[64, 81, 106, 141, 142]. It can take up to 17 minutes for PRELUDE to unwrap a pelvic
image and nearly 10 hours for a head-and-neck image using a standard PC with the
aforementioned specifications. Faster phase unwrapping would accelerate state-of-the-art
research investigating a wide range of QSM applications. Moreover, these anatomical
regions contain fatty as well as water-based tissue. The fatty areas have an additional,
chemical-shift-induced phase component [81]. This could lead to errors in PRELUDE
phase unwrapping that are yet to be addressed.
Here we develop a Speedy rEgion-Growing algorithm for Unwrapping Estimated phase
(SEGUE) based on similar principles to PRELUDE, but with 1.5 to 70 times shorter Tc
depending on the echo time and anatomical region. We also propose and investigate a
simple, effective strategy for overcoming the chemical-shift-induced errors in the results of
both PRELUDE and SEGUE. A MATLAB (Mathworks, Natick, MA, USA) implemen-
tation of SEGUE is downloadable from https://xip.uclb.com/i/software/SEGUE.html.
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4.3 Theory
4.3.1 PRELUDE
The PRELUDE algorithm [92] consists of two main steps: 1) partitioning and 2) unwrap-
ping and merging. First, the phase map is partitioned into connected regions by dividing
the [0, 2pi] interval into 6 smaller equal intervals (see e.g. Fig. 4.1 a and b). It is assumed
that these regions do not contain any phase wraps. The wraps between these regions are
unwrapped by adding an integer multiple of 2pi to one of two neighbouring regions as-
suming spatial smoothness of the phase and these neighbouring regions are then merged.
This process starts with the pair of neighbouring regions in which the wrong phase shift
would introduce the most error in the unwrapped phase image (e.g. a pair of regions with
a large number of interfacing voxels on the border), and it continues until all the regions
have been unwrapped and merged. The computation time is expected to be proportional
to the number of initial regions.
In high resolution images, an initial region can erroneously contain a wrap if it consists
of areas with a phase difference more than 2pi connected by a few noisy voxels (see Fig.
4.1 a and b, red arrows). Moreover, the process of creating initial regions (see Fig. 4.9
a, dashed line) may result in an apparent wrap between two points within a region (see
Fig. 4.9 a, A and B). A large, 3D initial region containing a wrap can have global,
unpredictable effects on the resulting unwrapped phase map. To avoid this, PRELUDE
limits the initial regions to be two dimensional (2D) for high-resolution images with a
voxel size of 1 mm × 1 mm × 1 mm or smaller. However, slicing all the large, connected,
3D regions into smaller, 2D regions results in a greatly increased number of initial regions
(that scales linearly with the number of slices in the 3D volume) and, consequently, very
long computation time.
4.3.2 SEGUE
SEGUE provides an alternative way of unwrapping high-resolution phase images more
rapidly than PRELUDE [143]. The process is accelerated by: 1) always using 3D regions
to reduce the number of initial regions, 2) unwrapping and merging multiple regions at
the same time.
106
4.3.2.1 Partitioning
Similarly to PRELUDE, the [0, 2pi] interval is first divided into 6 smaller intervals (Fig.
4.1 b). At this stage, areas having a phase difference more than 2pi (Fig. 1 b, green
arrows) might be connected by a few noisy voxels (Fig. 4.1 a and b, red arrows). Instead
of restricting the regions to 2D as in PRELUDE, these small bridges between larger
regions (Fig. 4.1 b, red arrow) are excluded before the connected regions are determined
(Fig. 4.1 c, green arrows). The excluded voxels are: i) located at the edges of the mask
in Fig. 4.1 b, and ii) have zero-valued first, second, or third neighbours in at least two of
the three (x, y, and z) directions. Finally, the connected, 3D regions are identified and
the excluded voxels are assigned to the initial regions that are closest to them (Fig. 4.1
d).
Figure 4.1: Partitioning in SEGUE. First, voxels with phase values within one of the smaller phase
intervals are identified (b). Then, the small bridges connecting larger regions (a, b, red arrows) are
excluded (c). Finally, the connected regions (colours) are identified and the excluded voxels are assigned
to the closest region (d).
4.3.2.2 Unwrapping and Merging
Instead of comparing each adjacent pair of regions as in PRELUDE, the merging process
in SEGUE starts by selecting the region with the largest border (Fig. 4.2, main region)
and then gradually enlarging it by unwrapping all neighbouring regions at the same time
and merging these with the main region.
Phase values in the adjacent voxels (Fig. 4.2, highlighted in yellow) in neighbour-
ing regions, are estimated using linear extrapolation from two adjacent voxels (Fig. 4.2,
red arrow), instead of nearest neighbour approximation as in PRELUDE. In theory, ex-
trapolation should provide more accurate unwrapped phase maps near high susceptibility
gradients. The extrapolated and measured phase values in these voxels are denoted by
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ϕ and Φ respectively. Phase values in the adjacent voxels are extrapolated from every
possible direction in 3D (Fig. 4.2, blue arrows).
Figure 4.2: Unwrapping and merging in SEGUE. Phase values in the voxels adjacent to the main region
(yellow) are estimated using linear extrapolation (red arrow) from every possible direction (blue arrows).
The phase shift is calculated from the differences between the extrapolated (ϕ) and the measured (Φ)
phase values in the adjacent voxels.
The necessary phase shift for region j is calculated for each pair (p) of extrapolated
and measured phase values by:
∆ϕj,p = 2pi · round
(
ϕj,p − Φj,p
2pi
)
(4.1)
The final phase shift for a given neighbouring region j, ∆ϕj, is determined by majority
voting among all ∆ϕj,p values. This phase shift (∆ϕj) is applied to region j only if a
substantial proportion (Pagree,j from Eq. 4.2) of ∆ϕj,p values agree on the final phase
shift and the unwrapped neighbouring regions are then merged with the main region. Eq.
4.2 describes a balance between the proportion of agreeing extrapolated and measured
pairs (Pagree,j) and the amount of information we have about the neighbouring region j
(Pborder,j).
(1− Plimit) · Pagree,j ≥ 1− Pborder,j (4.2)
Pagree,j is the ratio of the number of p extrapolated and measured pairs where ∆ϕj,p = ∆ϕj
to the total number of all ∆ϕj,p values for a given neighbouring region j. Pborder,j is the
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ratio of the number of voxels on the border between region j and the main region, and the
total number of voxels on the border of region j. Plimit is a preset value between 0 and 1.
At one extreme, if all pairs agree (i.e. Pagree,j = 1), we need a substantial proportion of the
border of region j to be shared with the main region (i.e. Pborder,j ≥ Plimit) to accept the
phase shift. Therefore, if the regions are only connected by a few interfacing voxel pairs,
unwrapping and merging is not performed even if all ∆ϕj,p values are the same. At the
other extreme, if the main region completely surrounds region j (i.e. Pborder,j = 100%), we
already have all the obtainable information about the border of region j, so unwrapping
and merging is performed regardless of the value of Pagree,j. Plimit = 30% was found to
yield good results for most cases.
This process is repeated using the same enlarged main region until no more regions
can be unwrapped and merged with it. Then, this main region is excluded from the
unwrapping and the region with the second largest border is chosen as the next main
region and the unwrapping and merging process continues. When at least Preq = 70%
of the total volume in the tissue mask has been merged with one of the previous main
regions, all of these are included in the unwrapping again and the merging process is
repeated two more times with Plimit set to first 10% and then 0%.
Note that at the last stage (Plimit = 0%), all regions where Pagree,j = 100% are un-
wrapped and merged with the main region regardless of the size of the shared border.
Also, this repetition of the merging while decreasing Plimit is included only to ensure ro-
bust unwrapping in complicated anatomical regions (e.g. head-and-neck). In most brain
images, more than 99% of the volume is merged with the first main region during the first
cycle of the algorithm.
Preq can be set by the user. In general, a higher Preq provides more accurate phase
maps, while a lower Preq results in faster unwrapping.
4.4 Methods
SEGUE was developed in MATLAB R2015a, but it runs in all versions released between
2013 and 2017. To test SEGUE, we compared its performance with PRELUDE in terms
of unwrapping and computation time (Tc) by applying both techniques to simulated phase
data and in-vivo MRI phase images of healthy volunteers.
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4.4.1 Numerical phantoms
First, we tested SEGUE’s ability to resolve complicated phase patterns in a digital phan-
tom with no noise as described by Robinson et al. in [83] (complexity level = 4 and echo
time = 10 ms).
To assess SEGUE’s accuracy in noisy phase images, we used a 3D Gaussian distribution
with varying noise levels as described in [93]. A 3D Gaussian (G) was embedded in a
256×256×256 matrix with an amplitude of 1, and a full width at half maximum (FWHM)
of 128 in each direction. This phase pattern was scaled using the following expression:
φ = γB0TE ·G (4.3)
where γ is the proton gyromagnetic ratio, B0 = 7 T is the magnetic field, and TE =
16 ms is the echo time. Gaussian-distributed noise was added to the real and imaginary
components of exp(iφ) (i.e. the simulated complex MRI signal). Noise amplitudes of 0.1,
0.2, 0.3, and 0.4 were used. This gave similar phase maps to those in [93].
4.4.2 Volunteer images
To test SEGUE in a range of commonly scanned regions of the body, it was applied to
phase images acquired in the brain, head-and-neck, or pelvis of healthy volunteers. While
phase unwrapping is most commonly used in brain images, there has been increasing
interest in phase imaging (e.g. QSM) in parts of the body outside of the brain. The
acquired head-and-neck and pelvic images allowed us to test SEGUE in two different,
but equally challenging anatomical regions and also investigate the performance of both
SEGUE and PRELUDE in and around fatty tissue.
The local ethics committee approved this study and informed consent was obtained
from all participants.
Brain images of 5 healthy volunteers were acquired at 3 Tesla (Philips, Achieva, Nether-
lands), using a 32-channel head coil, a 3D, T∗2-weighted gradient-echo sequence, matrix
size = 240×240×144, Sensitivity Encoding (SENSE) acceleration factors = 1×2×1.5, 1
mm isotropic resolution, TE1 = 3.0 ms, ∆TE = 5.4 ms, 5 echoes, repetition time = 29
ms, and flip angle = 20◦.
Head-and-neck images were also acquired in another 4 healthy volunteers using the
same MRI system, a 16-channel head-and-neck coil and 3D gradient-echo sequence, matrix
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size = 220×220×240, SENSE factors = 1.5×2×1, 1 mm isotropic resolution, TE1 = 3.0
ms, ∆TE = 5.3 ms, 4 echoes, repetition time = 23 ms, and flip angle = 18◦.
Images of the sacroiliac joint (pelvic images) acquired in 5 more healthy volunteers by
Bray et al. [71] were also used to compare the two techniques. Multi-echo gradient-echo
MRI was performed on a different 3-Tesla clinical system (Philips, Ingenia, Netherlands)
using matrix size = 320×320×40, resolution = 1.56×1.56×2 mm, TE1 = 1.17 ms, ∆TE
= 1.6 ms, 6 echoes, repetition time = 25 ms, and flip angle = 3◦.
4.4.3 Comparing PRELUDE and SEGUE
Both PRELUDE and SEGUE need tissue masks to identify the part of the image within
which unwrapping needs to be performed. In the case of the complex phase topography,
the entire 3D volume was unwrapped, while for the Gaussian phantoms, a sphere with a
radius of 85 voxels was used. For the brain images, a mask was obtained using the FSL
Brain Extraction Tool [144] on the last echo magnitude image. Masks for the head-and-
neck and pelvic images were generated using a fixed threshold on the inverse noise maps
calculated from the magnitude images across all the echoes [87].
All phase images were unwrapped using both PRELUDE and SEGUE and the results
were evaluated using several metrics: 1. Computation time (Tc) on a 64-bit Ubuntu
Virtual Machine with a 3.5 GHz Processor and 16 GB RAM, 2. Visual comparison of the
unwrapped phase images, 3. Percentage of unwrapped voxels (UnVox), 4. Mean absolute
error (ME) between the results and the ground truth for the numerical phantoms, and
mean absolute difference (MD) between the PRELUDE and SEGUE results for the in-
vivo images, 5. Percentage of voxels with different unwrapped phase (DiffVox) between
the PRELUDE and SEGUE results (in the volunteer images only), 6. Maximum phase
difference (MaxDiff) between the PRELUDE and SEGUE results (in the volunteer images
only).
4.4.4 Removing the chemical shift-induced phase errors
In the head-and-neck and pelvic images, there is an additional, chemical-shift-induced
phase difference between fatty and water-based voxels that could induce errors in both the
PRELUDE and SEGUE unwrapped phase images. Here we tested a simple strategy for
removing these errors; we tried applying both techniques separately in the fat and water
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masks to prevent the chemical-shift-induced fat-water phase difference from affecting the
unwrapping process. In the head-and-neck images, fat-water separation was performed
using the 3-point Dixon method [76] from the ISMRM fat-water separation toolbox [75].
In the pelvis, fat and water magnitude images had already been created by the vendor-
supplied software (Philips mDixon Quant; Philips Healthcare, Andover, Massachusetts,
USA). Each voxel within the original tissue mask was assigned to either the water or
the fat mask depending on whether the water or the fat magnitude was larger in that
particular voxel.
4.5 Results
The phase phantom of complex topography is shown in Fig. 4.3 a and b. It was success-
fully unwrapped using SEGUE (Fig. 4.3 c) in less than 102 minutes while PRELUDE
failed to terminate within 3 days and provided no results. The mean absolute error (ME)
of the SEGUE result was very low (0.0002 rad, see Table 4.1) and differences between the
unwrapped image and the ground truth were only visible at a very small scale (Fig. 4.3
d).
Figure 4.3: Unwrapping a phase phantom with complex topography. Both PRELUDE and SEGUE were
applied to the complex topography phase map (b). While PRELUDE failed to terminate within 3 days,
SEGUE was able to provide an unwrapped phase image (c) in less than 102 minutes (Tc is shown in the
corner of the unwrapped image). The difference map (d) between the SEGUE result (c) and the ground
truth phase map (a) shows discrepancies only on a very small scale. Slice 125 is shown in each case.
Fig. 4.4 shows the comparison between PRELUDE and SEGUE in the Gaussian
phantom with different noise levels. All the unwrapped phase maps looked identical to
the ground truth phase maps. The difference images became noisier as the noise level in
the numerical phantom was increased. Table 4.1 shows that ME was the same for the two
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techniques for all noise levels. PRELUDE was slightly faster than SEGUE in the phantom
with the lowest noise. However, Tc of PRELUDE rapidly increased with increasing noise
level (almost 12 hours for the phase map with the highest noise level), whereas SEGUE
could unwrap even the phantom with the highest noise level in ≈1.5 minutes.
Table 4.1 shows that both techniques could unwrap 100% of the voxels in all numerical
phantoms (except PRELUDE did not provide any results in the phantom of complex
topography).
Figure 4.4: Unwrapping a Gaussian phantom. Phase maps of a Gaussian phantom with four different noise
levels (a, b) were unwrapped using either PRELUDE (c) or SEGUE (e). Tc corresponding to each result
is shown in the corner of the unwrapped phase maps. Difference images between the PRELUDE/SEGUE
results and the ground truth phase maps (a) are also displayed (d and f respectively). All scales are in
radians.
Figs. 4.5, 4.6, and 4.7 show the results of PRELUDE and SEGUE in the brain, head-
and-neck, and pelvis of representative volunteers respectively. Example coronal slices
are displayed for the brain and head-and-neck (Figs. 4.5 and 4.6 respectively) and the
middle, axial slice is shown for the pelvic images (Fig. 4.7). Besides the wrapped (a) and
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Table 4.1: Summary of the results in numerical phantoms. Percentages of the unwrapped voxels (UnVox)
using either PRELUDE or SEGUE and computation times (Tc) are shown as well as mean absolute errors
(ME) calculated between the resulting unwrapped phase maps and the ground truth phase maps.
Figure 4.5: Unwrapping brain images. Phase maps acquired in the brain of a representative healthy
volunteer at five different echo times (a) were unwrapped using either PRELUDE (b) or SEGUE (c). Tc
corresponding to each result is shown in the corner of the unwrapped phase maps. Histograms of the
difference images between the PRELUDE and SEGUE results are also displayed (d). The red arrows
indicate where SEGUE appears to be more accurate than PRELUDE. There were at least 1000 times
more voxels with identical unwrapped phase values in the PRELUDE and SEGUE results than voxels
with a 2pi phase difference (orange double arrow). Note the logarithmic scale in d.
unwrapped (b, c) phase maps, histograms of the unwrapped phase difference between the
PRELUDE and SEGUE results (d) and computation times (Tc) are also shown.
In all brain images, the unwrapped phase maps calculated using PRELUDE and
SEGUE (see Fig. 4.5 b and c) looked nearly identical. Fig. 4.5 d also shows that there
were 1000 times more voxels with identical unwrapped phase values than voxels with a 2pi
phase difference between the PRELUDE and SEGUE results. Moreover, the red arrows
indicate a small residual wrap (the phase difference was confirmed to be around 2pi) in
the PRELUDE result which was successfully resolved in the SEGUE result. Table 4.2
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Table 4.2: Summary of the results in all healthy volunteers. Percentages of the unwrapped voxels (UnVox)
using either PRELUDE or SEGUE and computation times (Tc) are shown as well as the percentages
of differing voxels (DiffVox), mean absolute differences (MD), and the maximum differences (MaxDiff)
between the PRELUDE and SEGUE results. In each cell, mean ± standard deviation across healthy
volunteers are shown. The red numbers indicate high DiffVox and MD values in some or all of the healthy
volunteers.
Table 4.3: Summary of the head-and-neck and pelvic results when unwrapping separately in the water
and fat masks. Percentages of the unwrapped voxels (UnVox) using either PRELUDE or SEGUE and
computation times (Tc) are shown as well as the percentages of differing voxels (DiffVox), mean absolute
differences (MD), and the maximum differences (MaxDiff) between the PRELUDE and SEGUE results.
In each cell, mean ± standard deviation across healthy volunteers are shown. Note that the head-and-
neck images of one healthy volunteer were excluded due to a failed fat-water separation. The red numbers
indicate greatly improved DiffVox and MD values compared to Table 4.2, while the blue numbers indicate
values that are still slightly high compared to the rest of the echoes.
shows that the low percentage of differing voxels (< 0.4% across all individuals), low mean
absolute difference (< 0.03 rad), and low maximum difference (< 5 · 2pi) were consistent
across the five healthy volunteers. Moreover, both techniques could unwrap more than
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Figure 4.6: Unwrapping head-and-neck images. Phase maps acquired in the head-and-neck of a rep-
resentative healthy volunteer at four different echo times (a) were unwrapped using either PRELUDE
(b) or SEGUE (c). Both techniques were also applied separately in the water and fat masks (example
shown in the third column). Tc corresponding to each result is shown in the corner of the unwrapped
phase maps. Histograms of the difference images between the PRELUDE and SEGUE results are also
displayed (d). The red arrows indicate where SEGUE seems to be more accurate than PRELUDE. The
green arrows indicate residual wraps in fatty tissue. There were at least 100 times more voxels with
identical unwrapped phase values in the PRELUDE and SEGUE results than voxels with a 2pi phase
difference (orange double arrow) except when residual wraps in fatty tissue were present (green dashed
lines). Note the logarithmic scale in d. The blue arrows and blue dashed lines indicate how performing
the unwrapping separately in the water and fat masks removed the residual wraps in the fatty fascia in
both PRELUDE and SEGUE.
99.9% of the entire brain in each case. SEGUE was only slightly faster than PRELUDE at
the first echo time, but the difference in Tc drastically increased towards later echoes. At
TEmax = 24.6 ms, SEGUE was about 30 times faster. Note that Tcs were also consistent
across volunteers.
In the more challenging head-and-neck and pelvic images (see Figs. 4.6 and 4.7) the
unwrapped phase images of PRELUDE and SEGUE were still very similar visually. In
Fig. 4.6, the red arrows indicate a residual wrap in the PRELUDE results that was
successfully resolved by SEGUE. The histograms of the phase differences (see Figs. 4.6
and 4.7 d) indicate at least 100 times more voxels with identical unwrapped phase than
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Figure 4.7: Unwrapping images of the pelvis. Phase maps acquired in the pelvis of a representative
healthy volunteer at six different echo times (a) were unwrapped using either PRELUDE (b) or SEGUE
(c). Both techniques were also applied separately in the water and fat masks (example shown in the
last column). Tc corresponding to each result is shown in the corner of the unwrapped phase maps.
Histograms of the difference images between the PRELUDE and SEGUE results are also displayed (d).
The green arrows indicate residual wraps in fatty tissue. There were at least 1000 times more voxels
with identical unwrapped phase values in the PRELUDE and SEGUE results than voxels with a 2pi
phase difference (orange double arrow) except when the results were visually different in fatty tissue
(green dashed lines). Note the logarithmic scale in d. The blue arrows and blue dashed lines indicate
how performing the unwrapping separately in the water and fat masks removed the residual wraps in
subcutaneous fat. The yellow arrows indicate that the skin was excluded from the unwrapped phase
images when PRELUDE or SEGUE were applied separately within the fat and water masks.
voxels with a 2pi phase difference for the head-and-neck and pelvic images when the
example slices appeared identical on visual comparison. There are more differing voxels
(see Figs. 4.6 and 4.7 d, green dashed lines) where residual wraps are observed towards
the tissue edges or in fatty tissue (see Figs. 4.6 and 4.7 b-c, green arrows). Residual
wraps appearing within the subcutaneous fat or fatty fascia were a recurring problem for
both PRELUDE and SEGUE. This is partly the reason for the relatively high DiffVox
(5-20%) and MD (0.5-1 rad) values at certain echo times in Table 4.2 (highlighted in red).
Since the head-and-neck and pelvic masks were generated by thresholding the inverse
noise map, these masks include some small, noisy voxels outside of the tissue that are
immediately excluded from the unwrapping by both phase unwrapping techniques as they
are not connected to the largest region in the mask. Therefore the UnVox values are a bit
lower than for brain images, but both PRELUDE and SEGUE unwrapped more than 99%
of the head-and-neck images (across all individuals). For the pelvic images, sometimes
the arms of the volunteer appeared next to the pelvis and are also similarly excluded by
both PRELUDE and SEGUE, so the UnVox values were even lower (about 90% across
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all individuals or about 96% on average), but they were similar for the two techniques
for all images. In the head-and-neck and pelvic images, SEGUE was about 30 to 70, and
2 to 30 times faster than PRELUDE, respectively. Again, Tcs are reasonably consistent
across volunteers.
All head-and-neck and pelvic images were also unwrapped separately within water
and fat masks using both PRELUDE and SEGUE (see Fig. 4.6 third column, Fig. 4.7
last column, and Table 4.3). Note that the head-and-neck images of one volunteer were
excluded from the results of Table 4.3 as the fat-water separation failed in this case. The
simple strategy of unwrapping within water and fat masks separately successfully removed
the residual wraps in fatty tissue (see Figs. 4.6 and 4.7 b-c, blue arrows) and resulted
in a reduced number of differing voxels (see Figs. 4.6 and 4.7 d, blue dashed lines). It
also reduced both DiffVox (< 4% across all volunteers) and MD (< 0.3 rad) for most
echo times (see Table 4.3, highlighted in red). DiffVox and MD in the last-echo head-
and-neck images were still high (see Table 4.3, highlighted in blue), because there was
one volunteer where a large portion of the scalp was not properly unwrapped by SEGUE
resulting in DiffVox ≈15% and MD ≈1.5. In the remaining volunteers, DiffVox was less
than 2.5% and MD was below 0.25 rad, in line with the rest of the results in the head-
and-neck. Similarly, the slightly higher DiffVox and MD in the fourth-echo pelvic images
(compared to the rest of the echoes) originated from one volunteer where the unwrapping
was inconsistent between SEGUE and PRELUDE in a small area of the subcutaneous
fat due to imperfect fat-water separation. UnVox values were slightly reduced compared
to when PRELUDE and SEGUE were applied in the entire tissue mask at once, because
both techniques perform the unwrapping only in the largest connected region of the tissue
mask. Therefore, for example the water-based skin was not unwrapped in many pelvic
images (see Fig. 4.7, yellow arrows) as it was separated from the rest of the water-based
tissue by the subcutaneous fat. However, the UnVox percentages were still similar for
PRELUDE and SEGUE in all images. PRELUDE was usually about twice as fast when
unwrapping in the fat and water masks separately, while SEGUE was slightly slower in
each case. However, SEGUE was still about 10 times faster than PRELUDE in most
cases (except in the second- and third-echo pelvic images, where it was only 1.3 and 3
times faster on average). Finally, note that MaxDiff was much higher in these challenging
anatomical regions (head-and-neck and pelvis) than in brain images both with and without
unwrapping separately within fat and water masks. In summary, applying PRELUDE
or SEGUE separately within fat and water masks improves the unwrapped phase images
with no great increase in computation time.
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4.6 Discussion
We have developed SEGUE, a new, fast phase unwrapping algorithm based on similar
principles to the state-of-the art method, PRELUDE. The unwrapping is accelerated in
SEGUE by always using 3D partitioning and by simultaneous unwrapping and merging
of several regions. We compared SEGUE with PRELUDE in numerical phantoms and
using in-vivo images of the brain, head-and-neck, and pelvis. SEGUE provided almost
identical results to PRELUDE in each case, but was up to 70 times faster depending on
the echo time and anatomical region. We have also shown that applying either technique
within water and fat masks separately successfully removed residual wraps in fatty tissue
and resulted in more similar unwrapped phase maps between PRELUDE and SEGUE.
For images acquired at short echo times, PRELUDE [92, 140] and SEGUE often had
similar computation times (Tc). However, with increasing echo time, the phase images
became more wrapped which exponentially increased the number of initial, 2D regions
and, consequently, Tc of PRELUDE. Since the increase in the number of the initial 3D re-
gions with increasing echo time was much slower, SEGUE could unwrap severely wrapped
phase images at later echoes very quickly compared to PRELUDE, while the resulting un-
wrapped phase images looked very similar. Both the histograms of the difference images
and the measured DiffVox values confirmed that most voxels had identical unwrapped
phase values in the PRELUDE and SEGUE results. In case of the brain images, this was
the overwhelming majority of the voxels (differing voxels < 0.4%) in every image.
Unwrapping the head-and-neck and pelvic images using either PRELUDE or SEGUE
proved to be more challenging. One of the issues is the presence of fatty tissue (fascia
and/or subcutaneous fat) that led to residual wraps in the unwrapped phase images. In
most anatomical regions, the majority of voxels are water-based and the fatty tissue is
usually completely surrounded by these water-filled voxels (e.g. fatty fascia between the
muscle sheets). Therefore, the regions partitioned within the fatty tissue often have a
larger border with the neighbouring water-based regions than with other fatty regions.
Consequently, at the unwrapping and merging step of the algorithms, the phase within
fatty regions is compared to the phase of the water-based regions rather than the phase in
other fatty tissue. However, the phase in fatty regions has an additional, chemical-shift-
induced component. If the chemical-shift-induced phase difference between fatty and
water-based regions is close to pi, the calculated phase shift (either 0 or 2pi) is expected to
be arbitrary and largely dependent on the local noise level. This is a recurring problem for
both PRELUDE and SEGUE in anatomical regions containing fatty tissue. Here, we have
shown that applying these techniques in the fat and water masks separately can resolve
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this issue. A limitation of this approach is that fat-water separation is needed to generate
separate fat and water masks. In addition, for most fat-water separation techniques,
multi-echo data are needed and the quality of the separation might depend on the echo
timing [76]. Furthermore, current fat-water separation strategies do not necessarily work
in every image (e.g. the three-point Dixon method failed in one of the head-and-neck
images even though it was acquired using the same sequence and parameters as the
others). Moreover, the quality of the fat-water separation affects the quality of the phase
unwrapping as seen in one of the pelvic images with imperfect fat-water separation.
Applying PRELUDE and SEGUE within fat and water masks separately substantially
increased the number of identical voxels in both the head-and-neck and the pelvis. The
percentage of differing voxels (DiffVox) is still slightly higher in general in the head-and-
neck images than in the brain or pelvic images. This is due to some smaller regions in
the head-and-neck (such as the tissue around the nasal septum, Fig. 4.8, arrows) being
connected to the bulk of the tissue by only a few voxels within the tissue mask making it
hard to estimate their corresponding phase shift. Therefore, sometimes these regions had
different phase shifts in the PRELUDE and SEGUE results (Fig. 4.8, orange arrows).
Based on the approximate shape of the phase variations expected to be induced by the
susceptibility difference between tissue and air in the sinuses (Fig. 4.8, dipole field and
dashed lines), it seems that only SEGUE could unwrap the tissue on the left side of the
nasal septum (Fig. 4.8, orange arrows), while both PRELUDE and SEGUE failed on
the right (Fig. 4.8, yellow arrows). The same problem occurred in one of the last-echo
head-and-neck images when a large part of the scalp was unwrapped incorrectly as it was
connected to the bulk of the tissue by only a few voxels in the water mask.
Identifying a more robust fat-water separation technique and creating more accurate
tissue masks tailored for specfic clinical applications are beyond the scope of this study but
these steps would definitely help mitigate these remaining issues with phase unwrapping in
challenging areas of the body. Also, note that though the three-point Dixon method failed
in one out of the four head-and-neck images, fat-water separation errors were present only
in one pelvic image out of five and even these were restricted to a small area at the outer
edges of the subcutaneous fat. Moreover, all the regions where PRELUDE and SEGUE
provided different results, due to them being connected to the rest of the tissue by only
a few voxels, were in areas that are not generally the focus of MRI studies (e.g. nasal
septum, eyeballs, or scalp).
The large MaxDiff values in a few voxels towards the edges of the tissue (see Table 4.2,
especially the head-and-neck results) are induced by noisy voxels. SEGUE estimates the
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Figure 4.8: Unwrapped phase around the nasal septum in the last-echo head-and-neck image of the
representative volunteer. The dashed lines indicate the expected shape of the dipolar phase variations
induced by the susceptibility difference between tissue and the air in the nasal sinuses. The orange arrows
indicate the tissue on the left side of the nasal septum that only SEGUE could unwrap successfully, while
the yellow arrows indicate the right side where both techniques failed.
phase shift by linear extrapolation using phase values in two neighbouring voxels. If both
of these voxels are noisy, the extrapolated, estimated phase is likely to be very inaccurate.
PRELUDE uses a single nearest-neighbour extrapolation, which is less likely to induce
extremely high unwrapped phase values. However, the linear approach is expected to
be more accurate near large phase gradients where the real phase values of neighbouring
voxels are not close to each other. The measured MaxDiff values are larger for head-
and-neck images, because this anatomical region contains larger susceptibility gradients
(e.g. at the tissue/air interfaces around the sinuses) inducing highly-variable phase. More
careful masking of these noisy voxels towards the mask edges could eliminate these effects.
Note that due to the 3D partitioning, SEGUE is expected to be less robust than
PRELUDE to open-ended fringe lines (OFs), i.e. wraps that do not reach the edge of
the tissue [145], but suddenly stop within the tissue (Fig. 4.9 a, yellow arrow). At the
partitioning step, the gray voxels in Fig. 10 a (highlighted by the dashed line) can form a
single region when there should be a 2pi difference between region A and region B due to
the wrap indicated by the arrow. This situation can occur for several different reasons.
Some MRI systems perform a coil combination technique after multi-channel acquisitions
that results in incorrect phase values [93] and large OFs in the tissue (Fig. 4.9 a). Highly-
variable phase due to large susceptibility gradients and/or motion can also induce OFs
(Fig. 4.9 b). Small open-ended fringe lines can form when a voxel along a wrap contains
spins with phases close to both +pi and -pi. Since the measured phase is the phase of the
complex sum of spins with these individual phase values, the voxel appears gray (≈0 rad)
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instead of black (+pi) or white (-pi) forming a partial volume open-ended fringe line (Fig.
4.9 c).
Figure 4.9: Open-ended fringe lines can occur e.g. due to incorrect coil combination in multi-channel
imaging (a), highly-variable phase due to large susceptibility gradients and/or motion (b), or partial
volume effects (c).
2D partitioning can mitigate the effects of all kinds of open-ended fringe lines, because
the 2D regions tend to be very small. Incorrect unwrapping of one of the 2D regions does
not necessarily propagate into other parts of the image. In contrast, 3D partitions can be
large, connecting regions that are very far from each other, leading to long-ranging effects.
However, using 2D partitioning greatly increases the number of initial regions everywhere,
not just around open-ended fringe lines. Therefore this approach is very inefficient in
dealing with this problem. Note that the approach SEGUE uses for partitioning (removing
the small bridges between larger regions before identifying the initial, connected regions)
seems to be able to deal with most types of OFs. OFs due to incorrect coil-combination
are expected to cause more problems for SEGUE than for PRELUDE, but these can be
avoided by combining the phase images from multiple coils correctly at the earlier image
reconstruction step [93].
Finally, note that while testing SEGUE in phase images acquired using other modalities
is beyond the scope of this study, the SEGUE algorithm is not specific to MR images and
could be applied more broadly in future.
4.7 Conclusions
We have developed SEGUE, a spatial phase unwrapping technique that was found to be
1.5 to 70 times faster than the gold-standard, PRELUDE, and produced similarly accu-
rate results. SEGUE could provide an alternative to PRELUDE, especially for highly
wrapped, high-resolution images. We have also shown that performing phase unwrapping
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separately within the fat and water masks in challenging anatomical regions led to more
accurate results in both PRELUDE and SEGUE. Separate fat and water unwrapping is
an option available within SEGUE. SEGUE (downloadable from https://xip.uclb.com/i/-
software/SEGUE.html) promises to accelerate and improve phase unwrapping for a broad
range of MR phase imaging applications from Quantitative Susceptibility Mapping to dis-
tortion correction in functional and diffusion MRI.
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Chapter 5
The Effect of Low Resolution and
Coverage on the Accuracy of
Susceptibility Mapping
5.1 Motivation
The original aim of my PhD was to apply susceptibility mapping to pre-existing, clini-
cal MRI data acquired in patients with head-and-neck squamous cell cancer (HNSCC).
In 2014, Tudisca et al. [146] investigated T∗2 as a potential biomarker of HNSCC. They
reported that the T∗2 of tumours significantly decreased when the patients were breathing
100% oxygen compared to breathing air. Inhaling 100% oxygen has been believed to
increase oxygenation in tumours [147] which should decrease its susceptibility resulting
in reduced field inhomogeneities and, consequently, an increase in T∗2. Given this contra-
diction, they concluded that further work was needed to ascertain the exact mechanisms.
Their data were provided to me to investigate this anomaly using QSM. Susceptibility
maps from the phase images acquired while the patients were breathing air were calcu-
lated using the optimised pipeline (section 6.4): non-linear field fitting, Laplacian phase
unwrapping, PDF, and iterative Tikhonov. Figure 5.1 shows the results in a representa-
tive case. There was barely any contrast in the calculated susceptibility maps either in
the neck (left), in the brain (right), or in and around tumours (yellow arrows) apart from
the strong residual background fields (blue arrows) and some residual wraps (red arrow).
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Figure 5.1: Magnitude (top) and susceptibility (bottom) maps in a patient with HNSCC. The arrows
indicate the tumour (yellow), residual background fields (blue), and residual wraps (red).
QSM in the head and neck is challenging due to motion and large background fields
among other factors (section 1.3.3). However, the aforementioned head-and-neck data
was acquired with a very low resolution in the through-slice dimension (slice thickness
= 5 mm, gap = 2.5 mm) and only 27 slices. We suspected that these parameters might
not be sufficient for accurate susceptibility mapping meaning that the standard clinical
acquisition of the head and neck is not suitable for QSM and, therefore, the acquisition
protocol needed to be optimised for this anatomical region (section 6.2). To prove this, I
investigated these effects in general using numerical simulations and in-vivo brain images.
I describe this experiment in the following chapter which was published in Magnetic
Resonance in Medicine on 19 October 2018.
5.2 Introduction
Quantitative Susceptibility Mapping (QSM) is an emerging MRI technique that can reveal
disease-related changes in tissue iron, myelin and calcium content, and venous oxygena-
tion. Therefore, QSM shows potential for an increasing range of clinical applications [129].
Magnetic susceptibility (χ) is an intrinsic tissue property relating the magnetic field in-
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duced within the tissue to the applied magnetic field. The relationship of χ(r), the tissue
susceptibility distribution over space (r), to the resulting phase variations (ϕ(r)) can be
expressed by the following convolution with the dipole field distribution (d(r)) where B0
denotes the main magnetic field [21,114]:
ϕ(r) ∝ B0 (χ(r) ∗ d(r)) (5.1)
QSM recovers the inherent tissue susceptibility distribution from gradient-echo phase
images in three conceptual steps: phase unwrapping, background field removal and suscep-
tibility calculation [118,126–128]. One advantage of QSM is that it does not require any
additional, special hardware or sequences. In theory, susceptibility maps can be calculated
from any MR image acquired with a T∗2-weighted gradient-echo pulse sequence. There-
fore QSM can provide additional information for clinicians when gradient-echo images are
acquired as part of the diagnostic MRI protocol. However, clinical images are often ac-
quired with large slice thickness [146,148–153] and reduced coverage in the through-slice
dimension [49, 146, 154–157] to shorten scans and increase patient throughput. As QSM
techniques are increasingly applied in clinical imaging, it is imperative to understand the
effect of low resolution and coverage on susceptibility maps.
Recent studies have begun to investigate the effect of resolution on the accuracy of
QSM. In Li et al. [158], MR images of five healthy volunteers acquired with 1 mm isotropic
resolution were downsampled in the through-slice dimension to simulate slice thicknesses
of 2 and 4 mm, followed by QSM. The study found the error in susceptibility due to
increased slice thickness to be negligible. However, Haacke et al. [128] found a 10-25%
decrease in the susceptibility of iron-rich deep-brain structures (e.g. globus pallidus and
caudate nucleus) when increasing the slice thickness from 0.5 to 3 mm in a numerical brain
phantom. Zhou et al. [159] acquired images of gadolinium-filled balloon phantoms at four
different isotropic resolutions (0.7 to 1.8 mm) and reported a decrease in the calculated
susceptibility with decreasing resolution. In [160], Sun et al. acquired brain images of
a healthy volunteer at different isotropic resolutions (2, 3 and 4 mm) using a sequence
optimised for functional QSM. They reported a decrease in mean susceptibility in five
iron-rich brain regions with increasing voxel size. These findings indicate that, at least
over a narrow resolution range (0.5 —4 mm), there is a decrease in absolute susceptibility
values with increasing voxel size.
One study has investigated the effect of spatial coverage on QSM. In Elkady et al. [161],
five healthy volunteers were scanned with a resolution of 0.5×0.75×2 mm and full coverage
of the brain. Spatial coverage was incrementally truncated post-acquisition to a minimum
through-slice FOV of 12 mm centered on the globus pallidus (GP). A susceptibility error of
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more than 5% was found in the GP for FOVs smaller than 5.6 times its size in the through-
slice dimension. This result implies that capturing the full extent of the susceptibility-
induced phase or field variations is necessary for accurate QSM.
Based on the results of these studies we hypothesise that either low resolution or low
coverage will result in reduced and erroneous absolute susceptibility values. We aimed
to overcome the limitations of previous studies. For example, Haacke et al. [128] used a
numerical brain phantom instead of acquired images, while Elkady et al. [161] simulated
a decreased FOV by excluding slices post-acquisition. Here, in addition to performing
simulations in a numerical phantom, we also acquired MR images at different resolutions
and FOVs in healthy volunteers [162, 163]. Though Zhou et al. [159] did acquire images
at different resolutions, balloon phantoms are not sufficient to model detailed human
brain anatomy. Therefore, we collected in-vivo brain images to show that this effect
is substantial in healthy volunteers. Finally, the brain acquisitions of Sun et al. [160]
used EPI and were tailored for functional QSM, whereas we used a 3D gradient-echo
sequence designed for structural QSM. We also used a broader range of slice thickness
and coverage than any of the previous studies and explored the effect of slice spacing on
QSM for the first time. Furthermore, we used 3D gradient-echo imaging instead of a 2D
multi-slice sequence to acquire images at different resolutions as 3D imaging is becoming
the sequence-of-choice for QSM. In addition, we included the white matter in the analysis
instead of only investigating deep-brain structures as in all previous studies. Moreover,
we compared images acquired in healthy volunteers with downsampled images of the same
volunteers to test the applicability of post-acquisition downsampling. We also investigated
the source of the error introduced by a reduced coverage by downsampling the acquired
images at different stages of the QSM pipeline. Here, we created a new, high-resolution,
anthropomorphic, head-and-neck numerical phantom and used it to compare simulated
and acquired images. Simulations performed on the numerical phantom also enabled us to
compare calculated susceptibility values against ground-truth values to allow quantitative
measurement of QSM accuracy.
5.3 Methods
5.3.1 Data acquisition
The local ethics committee approved this study and informed consent was obtained from
all participants.
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To investigate the effect of reduced through-plane resolution (used in clinical practice)
on QSM, multi-echo brain images were acquired in 5 healthy female volunteers (age range:
26-30 years) at 3T (Achieva, Philips Healthcare, NL) using a 3D gradient-echo pulse
sequence tailored for structural QSM and a 32-channel receiver head coil, with matrix
size = 240×240×144, SENSE factors = 1×2×1.5, 1 mm in-plane resolution, TE1 = 3 ms,
∆TE = 5.4 ms, 5 echoes, TR = 29 ms, flip angle = 20◦ and slice thicknesses 1, 2, 4 and
6 mm. Multiple echoes were acquired rather than single echoes as these have been shown
to provide more accurate field estimation [18,128,164].
To investigate the effect of reduced through-plane coverage (used in clinical practice)
on QSM, the same volunteers were also scanned using a 2D gradient-echo pulse sequence
to avoid aliasing in the through-slice (head-foot) direction. A 2D acquisition was also most
appropriate here as clinical studies often use 2D multi-slice acquisitions. A 32-channel
receiver head coil was used with matrix size = 240×240 in-plane, SENSE factors = 1×2,
1 mm isotropic resolution, TE1 = 4.9 ms, ∆TE = 5.3 ms, 5 echoes, TR = 4549 ms, flip
angle = 90◦ and a through-slice FOV of 144, 111, 78 and 44 mm centered around the
middle of the brain. Post-acquisition downsampling in the first two volunteers predicted
a sharp decrease in susceptibility contrast below a coverage of 44 mm. Therefore, the last
three volunteers were also scanned with a 20 mm through-slice FOV.
The scanner-reconstructed, post-coil combination magnitude and phase images were
used for all subsequent image processing in each case.
5.3.2 Designing a realistic numerical head-and-neck phantom
We compared the acquisitions with simulations performed on a numerical phantom to
investigate whether the phantom could accurately model in-vivo brain images and to assess
how the estimated susceptibilities compared to ground-truth values. A numerical phantom
of 1 mm isotropic resolution was necessary to model the highest-resolution acquisitions.
Also, to accurately model the background fields in the brain, the phantom needed to
include the entire head-and-neck. As no such numerical phantom was available, we created
our own realistic, high-resolution, numerical head-and-neck phantom based on the Zubal
phantom [165].
The Zubal phantom is an anthropomorphic model of the human head and torso. It
contains indexed regions designating anatomical structures in the brain and the body
obtained by manual segmentation of (spoiled gradient-echo) MRI and CT images of two
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human male volunteers. The head (Figure 5.2 a) and the torso (Figure 5.2 b) phantoms
have initial isotropic resolutions of 1.5 mm and 2.5 mm respectively.
Figure 5.2: Creation of a realistic, numerical head-and-neck phantom. The Zubal head phantom (a)
was modified to include the neck section (c) from the torso phantom (b), interpolated to achieve 1 mm
isotropic resolution (d) and the oropharyngeal air space was made smaller and more realistic (e-f). The
overlapping regions in a and b are outlined in red. Images a-e display the indices of different regions used
in the original Zubal phantoms. Pseudo-CT images (f) were generated from a proton density map of a
healthy volunteer using an online pseudo-CT synthesis tool [166–168].
A new, high-resolution, anthropomorphic head-and-neck phantom was created in 3
steps (Figure 5.2):
1. The overlapping torso and head phantoms (index maps) were rigidly co-registered
in the overlapping region (outlined in red in Figure 5.2 a, b) using the NiftyReg
toolbox [169] with default settings and nearest-neighbour interpolation. The co-
registered and interpolated 192 mm neck section (Figure 5.2 b) of the torso phantom
was then attached to the head phantom (Figure 5.2 c) to obtain a full head-and-neck
phantom of 1.5 mm isotropic resolution and a matrix size of 256×256×256.
2. The resulting head-and-neck phantom was further improved by nearest-neighbour
interpolation of the indices in MATLAB to achieve 1 mm isotropic resolution (Figure
5.2 d) and a matrix size of 384×384×384.
3. Preliminary simulations showed that the largest oropharyngeal air space in the nu-
merical phantom (Figure 5.2 d) induced strong background fields in the brain that
proved to be very difficult to remove completely using standard methods such as Pro-
jection onto Dipole Fields (PDF) [109] or the Laplacian Boundary Value method
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(LBV) [107]. However, none of the acquired images contained such large back-
ground fields. Also, compared to a pseudo-CT image of the head-and-neck (Figure
5.2 f) [166–168], the air space in the numerical phantom seemed too large with un-
realistically sharp edges perpendicular to B0. Therefore, a simple ellipsoidal shape
(centre = [195, 61, 248], axes = [25, 65, 18] in voxel units) was used to make the
oropharyngeal air space in the numerical phantom smaller and more anatomically
realistic (Figure 5.2 e).
Figure 5.3: Multi-echo brain images of the numerical phantom. Realistic susceptibility (b), proton density
(c) and T∗2 (d) values were assigned to several brain regions (f) based on previous literature [85,170–173].
The field map (e) was calculated from the susceptibility map using a Fourier-based forward model [174].
Multi-echo complex images (g) were calculated to model the 3D and 2D acquisitions.
Realistic proton density, susceptibility and T∗2 values, based on previous literature [85,
170–173], (Figure 5.3 f) were assigned to several brain regions in the numerical phantom
(Figure 5.3 b-d). The susceptibility values in Figure 5.3 f are relative values referenced
to 9.4 ppm, i.e. the susceptibility difference between tissue and air [16]. A Fourier-
based forward model [174] was applied to estimate a field map (Figure 5.3 e) from the
susceptibility distribution. Multi-echo complex images (Figure 5.3 g) were simulated in
the head at 3T with:
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• TE1 = 3 ms, ∆TE = 5.4 ms, 5 echoes and
• TE1 = 4.9 ms, ∆TE = 5.3 ms, 5 echoes
to model the 3D (varying resolution) and 2D (varying coverage) acquisitions respectively.
5.3.3 Simulations
To compare the volunteer acquisitions with simulations in healthy volunteers and the
numerical head-and-neck phantom, both high-resolution, full-coverage images of all 5
healthy volunteers and the complex simulated images of the numerical phantom were
downsampled to simulate increased slice thicknesses or decreased FOVs (Figure 5.4).
Low-resolution complex MRI images were simulated from the full-resolution 3D volun-
teer acquisitions (Figure 5.4 d) and the simulated multi-echo numerical phantom images
(Figure 5.4 c) by averaging the complex image across each slab of m = 2 to 6 mm slices
(Figure 5.4 h-i).
Low-coverage images were simulated from the full-coverage 2D volunteer acquisitions
(Figure 5.4 a) and the simulated multi-echo numerical phantom images (Figure 5.4 b) by
including only the central n = 89, 77, 66, 54, 21 and 14% of the slices (Figure 5.4 f-g).
Full brain coverage corresponds to n = 100%.
Low-resolution images with isotropic voxels but large slice spacing were also simulated
in the numerical phantom by including only every p = 2nd to 6th slice in the initial complex
image.
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Figure 5.4: Flow chart to illustrate simulations of reduced coverage and resolution. Multi-echo brain com-
plex image volumes were simulated from a numerical phantom (b, c) and acquired in healthy volunteers
(a, d). The effect of a reduced FOV (f, g) and reduced through-slice resolution (h, i) were investigated
by downsampling the images as well as acquiring low-coverage (e) and low-resolution (j) brain images.
Susceptibility maps (k, l) were calculated and compared in each case.
5.3.4 Susceptibility mapping (QSM) pipeline
Susceptibility maps were calculated from all complex images (Figure 5.4 k, l) using the
following susceptibility mapping pipeline:
1. Non-linear field fitting [85,86]
2. Laplacian phase unwrapping [86,96]
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3. Background field removal using PDF [86,109]
4. Susceptibility calculation using Truncated K-space Division (TKD with δ = 2/3 [21]
and correction for susceptibility underestimation using the point spread function
from [96])
Zero padding, to matrix sizes of 256×256×256 and 384×384×256 for the volunteer and
numerical phantom images respectively, was applied before steps 2 and 4. Brain masks
were generated by combining (Figure 5.5 c) the results of the FSL Brain Extraction
Tool [144] applied to the last-echo magnitude image (Figure 5.5 a), and thresholding of
the inverse noise map [86, 87] (Figure 5.5 b). The first mask excluded voxels outside the
brain (Figure 5.5 b, orange arrow) while the second mask ensured that only low-noise
regions were included (Figure 5.5, blue arrows) in the susceptibility calculation reducing
streaking artifacts from noisy voxels at the brain edges.
Figure 5.5: Brain mask creation. The final brain mask (c) is the intersection of an FSL BET mask (a)
excluding all the tissue outside of the brain (orange arrow), and the thresholded inverse noise map (b)
excluding all voxels with high noise (blue arrows).
It could be argued that direct k-space inversion methods, such as TKD, might re-
construct inaccurate susceptibility maps at low resolution and coverage because they
implicitly assume that the field values outside the tissue mask are zero instead of noisy
or unknown. In theory, susceptibility calculation (SC) techniques that perform fitting of
the field map within the tissue mask in image space could overcome this problem. To test
whether errors in the estimated susceptibility could be corrected using an image-space
fitting technique, we applied the same QSM pipeline as described above but with Mor-
phology Enabled Dipole Inversion (MEDI [86, 120]) as the final step instead of TKD, for
all the acquired volunteer images and the numerical phantom.
To investigate the source of the error introduced by a reduced coverage, we performed
the aforementioned post-acquisition downsampling (from n = 100% to 14%) not only
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before the QSM pipeline, but after steps 2 or 3 as well. This was repeated with the above
QSM pipeline but with LBV (31) as the background field removal (BFR) step to examine
how the results are affected by different BFR techniques. LBV was chosen because it was
shown to perform similarly well to PDF in the brain while introducing slightly different
error patterns near the tissue edges [99].
5.3.5 Regions of interest (ROIs) in the brain
The mean and standard deviation of susceptibilities in several brain regions were used to
compare the acquisitions and simulations, because the mean is the summary susceptibility
measure used in the majority of studies applying QSM. Only regions that have been
widely studied in the susceptibility mapping community due to their paramagnetic or
diamagnetic nature were included. Regions that were not part of the Zubal segmentation
(e.g. red nuclei) were excluded. Therefore, the five ROIs used in this study were: caudate
nucleus, putamen, thalamus, globus pallidus and white matter.
Brain ROIs (Figure 5.7 g) in the full-resolution, full-coverage images were obtained via
non-rigid registration of the Eve atlas magnitude image [175] and the last-echo magnitude
images as these had the most similar echo times and image contrast. The registration
was performed using NiftyReg [169] with 5 levels, a final grid spacing of 3 voxels and the
weight of the bending energy term set to 0.03. This provided suitable segmentations of
the ROIs in all five healthy volunteers as assessed by visual inspection [176]. The posterior
corona radiata was used as a white matter ROI in the volunteer images as unlike other
ROIs in the Eve atlas (e.g. superior corona radiata), it never had an overlap with the
gray matter or any of the iron-rich deep-brain regions. The posterior limb of the internal
capsule was also segmented in the volunteer images, because it has been found to be the
best reference tissue for susceptibility maps [177].
To obtain the aforementioned ROIs for the low-resolution and low-coverage images,
the full-resolution, full-coverage susceptibility maps were rigidly co-registered with all
other susceptibility maps in the same volunteer using MATLAB’s imregister function.
The resulting transformations were then applied to the ROIs in the full-resolution, full-
coverage image using MATLAB’s imwarp function to obtain the same regions in the
low-resolution or low-coverage images.
The mean and standard deviation of susceptibilities were calculated in the five brain
ROIs and referenced to the posterior limb of the internal capsule for the volunteers and the
whole internal capsule for the numerical phantom as the latter does not have subsegments
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in the phantom. The average and standard deviation of the mean susceptibility in each
ROI were calculated across subjects. To show that our results did not originate from edge
effects at very low coverage, the same analysis was repeated in the images acquired with
the lowest coverage, but the mean was calculated in the middle slice only.
Signal-to-noise ratio (SNR) was estimated in the first-echo magnitude images acquired
at the highest resolution and at full coverage. The ratio between the mean and standard
deviation of the signal magnitude in each ROI was used as a measure of SNR.
To compare our results with those of Elkady et al. [161], we estimated the coverage
corresponding to a mean susceptibility in the globus pallidus (GP) that was 5% less than
that in the full-coverage case for each healthy volunteer. We used the results of the
downsampling instead of the acquisitions as these were very similar and we had more
downsampled than acquired images. To determine the coverage corresponding to a 5%
decrease (Cov5%) in the mean susceptibility of the GP, we estimated the mean suscep-
tibility in the GP as a function of coverage using linear interpolation of susceptibilities
between the simulated coverage values. The size of the GP in the through-slice dimension
for each healthy volunteer was also measured. We repeated this process for the rest of
the ROIs.
5.4 Results
5.4.1 Comparison of acquisitions in volunteers and simulations
Figures 5.6 and 5.7 show the mean susceptibility in several brain regions over varying
slice thickness and coverage respectively for the volunteers (a, both acquisitions (x) and
simulations (triangles and square)) and the numerical phantom (b). For the numerical
phantom, the effect of increasing slice spacing is also shown (Figure 5.6 f). Simulated
susceptibility maps in both the volunteers (e) and the numerical phantom (d) showed
similar behaviour to maps from acquired images (c).
In all cases, the susceptibility contrast between the five ROIs decreased with increasing
slice thickness (Figure 5.6). The phantom simulations show that increased slice thickness
also led to inaccurate susceptibility values (Figure 5.6 b where the ground-truth values
are indicated by the horizontal lines). In some cases, anisotropic voxels provided results
which were numerically closer to the ground-truth (e.g. white matter in Figure 5.6 b).
The trends and the susceptibility maps were very similar for the slice thickness and slice
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spacing simulations (Figure 5.6 b, f and Figure 5.6 d, g). The SNR in the first-echo
magnitude images acquired at the highest resolution was 17±4 on average across all
volunteers and ROIs.
Figure 5.6: Susceptibility over varying slice thickness and slice spacing. Mean susceptibilities in five ROIs
are plotted against slice thickness. Susceptibilities were averaged across five volunteers (a, x acquisitions,
triangles and square simulations) and simulated in the numerical phantom (b, horizontal lines indicate
the corresponding ground-truth susceptibility values). For the numerical phantom, the effect of increasing
slice spacing is also shown (f). The data acquired in volunteers (a) have error bars equal to the standard
deviation of the mean ROI values across the five volunteers. The error bars in the phantom results (b,
f) correspond to the standard deviation within the ROIs. Axial slices of susceptibility maps calculated
from images at different slice thicknesses or slice spacings acquired (c) or simulated (e) in a representative
volunteer and simulated in the phantom (d, g) are also shown.
Figure 5.7 shows that the mean susceptibilities in the small deep-brain structures
were roughly constant until the through-slice coverage reached 30% of the full FOV (44
mm), below which the susceptibility contrast between the five ROIs dropped drastically.
However, in the white matter, the decrease in contrast and absolute mean susceptibility
started at around 75% of the full FOV in both the volunteer images and the numerical
phantom (Figure 5.7 a, b, orange lines). Again, the estimated susceptibility in some
regions was closer to the ground-truth at the lowest coverage (e.g. globus pallidus and
white matter in Figure 5.7 b). Mean susceptibilities calculated in the entire ROIs were
very similar to those calculated in the middle slice only (Figure 5.7 a, arrow) in the images
acquired with the lowest coverage.
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On average, a coverage of at least 4.2±0.6 times the size of the globus pallidus was
needed for its mean susceptibility to be within 5% of that at full coverage (Figure 5.7
f). The same measure for the rest of the ROIs was: 2.1±0.8 (caudate nucleus), 2.3±0.8
(putamen), 1.2±0.3 (thalamus), 5.8±0.4 (white matter). The SNR in the first-echo mag-
nitude images acquired at full coverage was 18±4 on average across all volunteers and
ROIs.
Figure 5.7: Susceptibility over varying coverage. Mean susceptibilities in five ROIs are plotted against
coverage. Susceptibilities were averaged across five volunteers (a, x acquisitions, triangles and square
simulations) and simulated in the numerical phantom (b, horizontal lines indicate the corresponding
ground-truth susceptibility values). The arrow (a) indicates mean susceptibilities in the ROIs calculated
in the middle slice only in case of the lowest coverage acquisitions. The data acquired in volunteers (a)
have error bars equal to the standard deviation of the mean ROI values across the five volunteers. The
error bars in the phantom results (b) correspond to the standard deviation within the ROIs. Axial slices
of susceptibility maps calculated from images at different coverage acquired (c) or simulated (e) in a
representative volunteer and simulated in the phantom (d) are also shown. We calculated the coverage
necessary for less than 5% decrease (Cov5%) in the susceptibility of the globus pallidus in each healthy
volunteer (f). Regions of interest are shown (g) on full-coverage susceptibility maps in a representative
healthy volunteer and the numerical phantom. The white matter region of the healthy volunteer (posterior
corona radiata) is not shown as it is not in this slice.
5.4.2 Results of different susceptibility calculation techniques
Figures 5.8 and 5.9 show the mean susceptibility in five ROIs over varying slice thickness
and coverage respectively calculated using TKD (a-b, e-f) and MEDI (c-d, g-h) in a
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representative volunteer (a-d) and the numerical phantom (e-h). The results were very
similar for all volunteers (not shown). The trends and susceptibility maps look similar
to those in Figure 5.6 for increasing slice thickness (Figure 5.8) and in Figure 5.7 for
decreasing coverage (Figure 5.9) except when MEDI was applied to the numerical phantom
(g and h). In this case, the results suggest that the MEDI algorithm was able to reproduce
the susceptibility distribution at full resolution and coverage more accurately than TKD.
Furthermore, the MEDI pipeline seems to be more robust against increased slice thickness
(Figure 5.8 h) when applied to the numerical phantom even though a slight loss of contrast
was still present at lower resolutions. However, TKD was more robust to decreased
coverage (Figure 5.9 e).
In general, the MEDI results had slightly lower contrast than the TKD results in the
high resolution case and, consequently, their decrease in susceptibility contrast at large
slice thickness was less pronounced.
Note that the error bars now correspond to the standard deviation within each ROI.
These are generally smaller in the numerical phantom than in the volunteer especially
when MEDI was applied to the numerical phantom.
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Figure 5.8: Susceptibility over varying slice thickness for different susceptibility calculation methods.
Mean susceptibilities in five ROIs are plotted against slice thickness in a representative volunteer (a, d)
and the numerical phantom (e, h) calculated using TKD (a-b, e-f) or MEDI (c-d, g-h). Note that here
(unlike in Figures 5.6 and 5.7), the error bars in all graphs are equal to the standard deviation within
the ROIs. Axial slices of susceptibility maps from images at different slice thicknesses (b-c, f-g) are also
shown.
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Figure 5.9: Susceptibility over varying coverage for different susceptibility calculation methods. Mean
susceptibilities in five ROIs are plotted against coverage in a representative volunteer (a, d) and the
numerical phantom (e, h) calculated using TKD (a-b, e-f) or MEDI (c-d, g-h). Note that here (unlike in
Figures 5.6 and 5.7), the error bars in all graphs are equal to the standard deviation in the ROIs. Axial
slices of susceptibility maps from images at different FOVs (b-c, f-g) are also shown.
5.4.3 The source of the error introduced by a very low coverage
Figure 5.10 a shows mean susceptibilities calculated in the GP in the images acquired
at full coverage, downsampled from n = 100% to 14% after BFR, before BFR, or before
applying the QSM pipeline, and acquired at 14%. Though the susceptibilities provided
by the LBV pipeline were consistently higher, both pipelines showed similar trends.
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Figure 5.10: Investigating the source of the error introduced by a reduced coverage. Mean susceptibilities
in the GP calculated in images acquired at n = 100%, downsampled from n = 100% to 14% after BFR,
before BFR, or before QSM, and acquired at n = 14% are shown (a). The error bars correspond to
the standard deviation across subjects. The same experiment was performed using two different BFR
techniques (PDF and LBV). The double arrows indicate the amount of error introduced by BFR + SC
and SC only. Coronal slices of the local field (b) and susceptibility (c) maps calculated as part of the QSM
pipeline (after step 3 and step 4 respectively) are shown in a representative healthy volunteer acquired
with FOVs 100% (left), 14% (right), and downsampled after BFR (middle). The GPs are outlined in
pink. Regions of the induced field perturbations (indicated by red arrows) are cut off at 14% coverage.
Moreover, the field variations are attenuated near the volume edges in the image acquired at n = 14%
(blue arrows). These factors are the primary sources of the reduced susceptibility contrast at low coverage.
The susceptibilities calculated from the images acquired at n = 14% or downsampled
before BFR or QSM were very similar, whereas the results obtained by downsampling
after BFR were halfway between the susceptibilities from images acquired at n = 100% or
141
14%. The double arrows indicate the error induced by BFR + SC and SC only. Example
local field and susceptibility maps are also shown (Figure 5.10 b, c respectively).
5.5 Discussion
We compared mean susceptibilities in five ROIs over varying slice thickness, slice spacing
and coverage. Susceptibility maps were calculated from images acquired in five healthy
volunteers, downsampled images of the same volunteers, and images simulated in a nu-
merical phantom designed to mimic detailed human brain anatomy. We also compared
the variation of mean susceptibilities over slice thickness and coverage using two funda-
mentally different SC techniques (TKD and MEDI), and investigated the source of the
error introduced by a reduced FOV using two state-of-the-art BFR methods (PDF and
LBV). Increased slice thickness and slice spacing as well as very low coverage all resulted
in loss of contrast in the susceptibility maps. The error at very low coverage is introduced
at the BFR and SC steps. The trends in mean susceptibilities were very similar for the
acquired and downsampled volunteer images, and for the numerical phantom. Suscepti-
bility maps obtained using the two different pipelines were also very similar in the images
acquired in volunteers.
The ranges of susceptibilities for each ROI according to previous literature [22, 111,
119, 178, 179] are: caudate nucleus (0.04—0.11 ppm), putamen (0.04—0.13 ppm), thala-
mus (–0.02—0.05 ppm), globus pallidus (0.12—0.21 ppm) and white matter (–0.06—0.03
ppm). The susceptibility values measured in this work at high resolution and full coverage
are all within these ranges. Moreover, the low standard deviation of the susceptibilities
across volunteers confirms the reproducibility of QSM in the brain [44,46,47].
The results of the slice thickness experiments are in good agreement with the findings
of Haacke et al. [128], Zhou et al. [159] and Sun et al. [160] who all reported decreas-
ing absolute susceptibility with decreasing resolution for a numerical brain phantom, a
balloon phantom and brain acquisitions tailored for functional imaging respectively. How-
ever, our results include a larger range of resolutions, volunteer acquisitions tailored for
structural imaging as well as downsampled volunteer images and simulations using a
numerical phantom. Furthermore, we also simulated increasing slice spacing in the nu-
merical phantom. This showed a decrease in susceptibility contrast with increasing slice
spacing similar to that seen with increasing slice thickness. This reduced contrast was
probably caused by insufficient sampling of the susceptibility-induced field perturbations.
As the slice thickness increased, the complex MRI signal was averaged across increasingly
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anisotropic voxels and information about the field variations was lost. This is the VSF
(voxel sensitivity function) mixing effect described by Zhou et al. [159]. Zhou et al. re-
ported that the mixing effect at lower resolutions reduces phase contrast, i.e. attenuates
the susceptibility-induced field variations, leading to a decrease in absolute susceptibility
at lower resolutions. This means that the susceptibility of paramagnetic sources inducing
positive field perturbations (such as the deep-brain nuclei) decreases, while the suscepti-
bility of diamagnetic sources inducing negative field perturbations (such as white matter)
increases with decreasing resolution. Noise-related effects are unlikely to contribute in
our case because of the high SNR (around 17 even at the highest resolution).
In [161], Elkady et al. found a 5% error in the susceptibility of the globus pallidus (GP),
compared to the susceptibility calculated at full-coverage, when the FOV decreased below
5.6 times the size of the GP which is higher than our result for a similar susceptibility error,
i.e. Cov5% = 4.2±0.6. However, they also mention that the BFR technique they used
eroded the brain by the kernel radius. Accounting for this renders their actual Cov5% to
approximately 4.7 which is comparable with our findings, even though we used a different
QSM pipeline and did not center our FOV around the GP. In a study focusing on one
deep-brain structure, the FOV is expected to be centered around the ROI. Therefore,
reducing coverage symmetrically from the top and bottom of the brain is a limitation of
this study. However, in this way we could include more regions in our analysis. In any
case, the ROIs used in this study are very close to the center of the brain in the head-foot
direction in our images (except the white matter region in the volunteers). Our results
investigating the source of the errors caused by very low coverage indicates that the BFR
and SC steps introduce about the same amount of error (Figure 5.10 a, double arrows).
BFR attenuates the local field components close to the mask edges (Figure 5.10 b, blue
arrows). More accurate BFR could potentially overcome this problem, however, here we
used two state-of-the-art techniques with similar results, and it has been shown that all
known BFR techniques lead to errors toward the mask edges [99]. The error introduced
by the SC step is probably due to regions of the local field map being cut off at reduced
coverage (Figure 5.10 b, red arrows). We have shown that neither TKD nor MEDI could
fully recover the original susceptibility contrast (Figure 5.9 a-d). Both of these effects arise
when the FOV is comparable to the extent of the susceptibility-induced field variations.
Therefore, the small deep brain regions are only affected by a very low coverage, while
the decrease in absolute mean susceptibility in the white matter region started at around
75% of the full FOV as it is a much larger ROI with more extensive field variations in
the numerical phantom, and it is off-center in the volunteer images. The induced field
variations which are attenuated or cut off are positive for paramagnetic (deep-brain nuclei)
and negative for diamagnetic (white matter) susceptibility sources, therefore, similarly to
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decreasing resolution, the absolute susceptibility decreases with decreasing through-plane
coverage.
The numerical phantom experiments suggest that the susceptibility of some ROIs (e.g.
white matter) were closer to the ground-truth at the lowest resolution or coverage (e.g.
Figure 5.6 b, f and Figure 5.7 b). However, this is due to the fact that the susceptibility
mapping pipeline (TKD) is imperfect and overestimated absolute susceptibility values
(i.e. produced higher susceptibility for paramagnetic sources and lower susceptibility
for diamagnetic sources than their ground truth susceptibility values) in some regions
in the high-resolution, full-coverage images. Therefore, the mean susceptibilities in these
regions became numerically closer to the ground-truth as the absolute susceptibility values
decreased due to decreasing resolution or coverage. This effect is the reason for using mean
susceptibilities in the ROIs instead of an error metric such as the root-mean-square error
which can be misleading when a solution with more artifacts or lower quality happens to
be numerically closer to the ground-truth. Note that this overestimation of the absolute
susceptibility had a substantial effect at full resolution and coverage on the globus pallidus
and white matter, but not on the caudate nucleus, putamen, and thalamus. This could be
associated with the large size of the white matter and the high susceptibility of the globus
pallidus in the phantom, but investigating this effect further is beyond the scope of this
study. There is no known SC method that can accurately reconstruct susceptibility maps
completely accurately in an entire brain in vivo [113]. Different susceptibility mapping
pipelines over- or underestimate the susceptibilities of certain regions to variable extent.
However, our experimental scheme aims to investigate the trends, i.e. to characterize the
errors introduced by low resolution and coverage by varying only these two parameters.
In all cases, susceptibility maps calculated from downsampled images were very sim-
ilar to maps calculated from images acquired with reduced resolution or coverage. This
shows that downsampling of high-resolution and full-coverage MRI images modelled low-
resolution and low-coverage acquisitions well. Moreover, simulations performed in our
realistic, noise-free numerical phantom also yielded similar results to those in volunteers.
This supports the hypothesis that the errors in the estimated susceptibility are primarily
introduced by low resolution or coverage rather than by noise, microstructural, hardware-
related or physiological effects which were not present in the numerical phantom. A
notable example of this is the susceptibility anisotropy of white matter which has been
shown to affect its measured susceptibility [24]. However, in this study the decreasing sus-
ceptibility contrast is similar for the volunteer (anisotropic white matter) and numerical
phantom (isotropic white matter by design) images implying that susceptibility anisotropy
does not contribute substantially to the error induced by low resolution and coverage.
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The results of comparing the two different SC techniques suggest that MEDI could re-
construct the susceptibility maps in the numerical phantom with lower error than TKD,
and did not overestimate the susceptibilities of the ROIs. The numerical susceptibility
phantom used in this study consists of distinct regions with piece-wise constant suscep-
tibilities. The regularisation term of MEDI penalises regions with high susceptibility
gradient, therefore it is better suited to calculate piece-wise constant susceptibility maps
where gradients are small within the regions. This is reflected in the fact that it provided
more accurate susceptibility maps than TKD in the numerical phantom, though this same
property of MEDI might lead to oversmoothing in in-vivo susceptibility maps. However,
the fact that the volunteer results were very similar for the two techniques in both the slice
thickness and the coverage experiments suggests that the numerical phantom simulations
underestimated the errors introduced by MEDI. Susceptibility varies on a microstructural
scale in vivo [4, 23, 24] which is also confirmed by the lower standard deviations within
each ROI in the numerical phantom compared to volunteer images. In conclusion, the
numerical phantom might not be suitable for investigating the effect of resolution and
coverage on QSM when the MEDI pipeline is used. However, the fact that the suscepti-
bility maps calculated using the two pipelines were very similar in the healthy volunteer
suggests that even iterative fitting methods, such as MEDI, cannot recover the loss of
susceptibility contrast caused by low resolution and coverage. Note that MEDI provided
susceptibility maps with a slightly narrower dynamic range than TKD at full resolution
and coverage in vivo. This is probably caused by the susceptibility overestimation of TKD
at full resolution and coverage together with the oversmoothing of MEDI.
It should be noted that our results are only applicable to brain studies. Though we gave
a general qualitative explanation for the source of the decreased contrast, it is possible
that motion and fat-water chemical shift effects are the dominant factors in other parts
of the body making the influence of resolution and coverage less pronounced.
In general, high resolution and large coverage provide more accurate susceptibility val-
ues. The fact that multiple studies using a variety of different QSM pipelines reported
similar conclusions underlines the fact that currently the best way to avoid loss of sus-
ceptibility contrast is to carefully optimise these parameters. However, resolution and
coverage are often constrained by the total scan time available. Moreover, very high reso-
lution images acquired with a longer scan time are more likely to be corrupted by motion
artifacts which could also introduce errors in the estimated susceptibility. Here we have
shown that for accurate susceptibilities, high resolution is necessary and the FOV needs
to exceed the structures of interest by a few times their size. The widespread clinical
practice of imaging with large slice thickness, low coverage and gaps between slices leads
145
to loss of contrast and is not suitable for accurate QSM. The decrease in contrast may
depend on various parameters such as the size, susceptibility and shape of the ROI as
well as its location within the FOV. Our crude estimations imply a linear relationship
between the susceptibility of an ROI and its corresponding Cov5% (Figure 5.11) which is
in accordance with the fact that sources of higher susceptibility induce more extensive
field variations. More ROIs and a finer grid of simulated resolutions and coverages would
be necessary to determine an over-arching relationship between the properties (e.g. size
and susceptibility) of a susceptibility source, and the optimal resolution and coverage.
Performing such experiments might be feasible using downsampling of in-vivo, complex
images or simulations in our numerical phantom as we have shown that these model MRI
acquisitions well. It might also be valuable to investigate the effect of low resolution and
coverage in-plane. Finally, future studies could explore the trends in susceptibility accu-
racy at even higher resolutions where the reduced signal-to-noise ratio due to small voxels,
motion issues due to long scan time, and microstructural effects are likely to influence
and dominate the results.
Figure 5.11: Linear relationship between the coverage necessary for a less than 5% decrease in suscep-
tibility (Cov5%) and the mean susceptibility in 4 ROIs. The white matter region was excluded due to
its high Cov5% (5.8±0.4). This high value was caused by its off-center location which means that even a
slightly reduced coverage affected its induced fields. The other 4 ROIs were all very close to the middle
in the head-foot direction. The least squares linear equation is displayed in the top-left corner.
146
5.6 Conclusions
Low resolution and low coverage lead to loss of contrast and errors in susceptibility maps.
The widespread clinical practice of imaging at low resolution and coverage is not suit-
able for accurate susceptibility mapping. The reduced accuracy is probably caused by
insufficient sampling (i.e. VSF mixing effect and cut-off) and overattenuation (during
background field removal near the mask edges) of the susceptibility-induced local field
variations. Based on this and similar studies so far, carefully optimised acquisitions seem
to be the best solution to this problem. Determining the optimal parameters could be
feasible using simulations which were shown to model the acquired images well.
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Chapter 6
Optimising the MRI acquisition and
QSM pipeline for application in the
head-and-neck
As explained in section 1.3.3, the ultimate aim of our research is to correlate the oxygena-
tion measured in cancerous head-and-neck lymph nodes with their susceptibility calcu-
lated from MR images using magnetic susceptibility mapping (QSM). Considering that
this is the first study using QSM in head-and-neck images, no gold standard protocol
exists. In this chapter, I describe the optimisation of the MRI data acquisition and QSM
processing pipeline for clinically applicable susceptibility maps in head-and-neck images.
All images were acquired on a 3T scanner (Achieva, Philips Healthcare, NL) using a 3D
gradient-echo sequence, a 16-channel head-and-neck coil (Figure 6.1).
Figure 6.1: Picture (left) and diagram (right) of the 16-channel head-and-neck coil. The coils are high-
lighted in red, green, and blue in the diagram.
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One of the main issues in head-and-neck imaging is the abundance of fatty tissue
in this anatomical region which introduces echo time dependent susceptibility contrast
(Type 2 chemical shift artifact, section 1.3.2). A range of fat correction strategies have
been developed in the past decades (section 2.1), but there is no gold standard method for
overcoming this issue. In section 6.1, I compared state-of-the-art fat correction methods
(section 2.1.3) in in-vivo head-and-neck data acquired in healthy volunteers to identify
the most accurate and robust technique (section 6.1.4).
In sections 6.2 and 6.4, I optimise the MRI acquisition and the QSM pipeline respec-
tively for the head-and-neck region using in-vivo images. In practice, this is an iterative
process, but here I present the final stage where I compare different MRI acquisitions
in terms the quality of the resulting susceptibility maps calculated using the optimised
pipeline from section 6.4, and I compare different QSM pipelines in head-and-neck images
acquired with the optimised protocol from section 6.2.
In section 6.2, I decide on image orientation (section 6.2.3.1), resolution and SENSE
acceleration factors (section 6.2.3.2), and whether flow compensation should be used (sec-
tion 6.2.3.3). A summary chart of the optimisation process and the main conclusions can
be found in section 6.2.4.
Background field removal (BFR) is one of the most important and challenging steps
in the susceptibility mapping pipeline (Figure 2.1). Section 6.3 focuses on comparing
current BFR methods in numerical phantoms of the brain and head and neck to inform
the subsequent optimisation of the QSM pipeline in 6.4.
In section 6.4, I select the best field fitting and phase unwrapping (section 6.4.3.2),
background field removal (section 6.4.3.3), and susceptibility calculation (section 6.4.3.4)
methods for the head-and-neck region. Techniques are compared based on signal-to-
noise ratio in the resulting field and susceptibility maps wherever applicable (section 3.6),
computation time, and visual assessment (i.e. amount of visible artifacts). A summary
chart of the optimisation process and the main conclusions can be found in section 6.4.4.
In chapter 7, I test the repeatability of the optimal MRI acquisition protocol (Figure
6.29) and subsequent QSM pipeline (Figure 6.50) developed in this chapter in healthy vol-
unteers to assess the feasibility of detecting the estimated susceptibility difference between
hypoxic and normoxic tissue (section 1.3.1).
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6.1 Fat Correction of MR Phase Images for Accurate
Susceptibility Mapping in the Head and Neck
6.1.1 Introduction
The chemical shift (CS) between fat and water appears as variations in the phase maps
that are not susceptibility-induced (section 1.3.2). The phase difference between fat and
water depends on the echo time (Equation 2.2). Therefore, CS effects can lead to different
contrast between fat and water in the susceptibility map for images acquired with different
echo-timing (Figure 6.2). For accurate QSM, it is essential to suppress CS-induced phase
variations.
Figure 6.2: Coronal susceptibility maps of the head-and-neck region calculated from images acquired
with different echo-timing (given above each image). The arrows indicate the fatty fascia.
There are a number of strategies for fat correction (FC) in phase images (section 2.1).
However, there is no established value in the literature for the susceptibility of fatty
fascia or subcutaneous fat in the head and neck. In the absence of such a reference value,
I reviewed the results of QSM studies in other parts of the body containing fatty tissue.
In 2016, Sharma et al. [141] demonstrated the potential of susceptibility as a biomarker
for liver iron overload. They acquired multi-echo images using a spoiled gradient-echo
sequence and fit a multi-peak model (Equation 2.3) to their six echoes to calculate a
fat-corrected field map. I estimated the susceptibility of fatty tissue from their published
results (Figure 6.3) to be around 0.29 ppm.
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Figure 6.3: Susceptibility of fatty tissue (circle I have superimposed indicated by the arrow) estimated
from an image published by Sharma et al. [141].
In 2015, Dong et al. [81] introduced SPURS (section 2.1.2.7), a new technique for fat
correction specifically designed for accurate susceptibility mapping. They demonstrated
the potential of SPURS in multi-echo images of the liver. Again, I estimated the suscep-
tibility of subcutaneous fat from their published results (Figure 6.4) and found it to be
around 0.57 ppm.
Figure 6.4: Susceptibility of subcutaneous fat (circle I have superimposed indicated by the arrow) esti-
mated from an image published by Dong et al. [81].
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In 2017, Wei et al. [180] investigated the magnetic susceptibility properties of the knee.
They used a similar approach to Sharma et al. to eliminate the CS effects. I estimated
the susceptibility of fatty tissue from their published results (Figure 6.5) to be around
0.19 ppm.
Figure 6.5: Susceptibility of fatty tissue (circle I have superimposed indicated by the arrow) estimated
from an image published by Wei et al. [180].
In all three examples, fat was found to appear more paramagnetic than the surrounding
water-based tissue. Large molecules, such as lipids, are expected to have diamagnetic
features [16]. However, note that in susceptibility mapping, the susceptibility difference
between water/tissue and air (≈-9 ppm) is removed by the background field removal step.
Therefore, fat can still appear bright in the images.
In conclusion, there are a number of available techniques for post-acquisition fat-
correction and previous QSM studies suggest that fat appears bright in the susceptibility
maps. Here I investigate the options for fat-correction (section 2.1) in the head and neck
for accurate susceptibility mapping. Due to the lack of a gold standard technique, I
evaluated the fat fraction maps produced by the various methods based on the known
anatomy of the head and neck, compared susceptibility values measured in fatty fascia
using different fat-correction strategies, and assessed the robustness of these methods to
echo-timing and across subjects.
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6.1.2 Methods
6.1.2.1 Data acquisition
To evaluate and compare a range of fat-correction strategies, investigate the echo-time-
dependence of fat-corrected susceptibility maps, and assess the robustness of the methods
to echo-timing, images were acquired in the head and neck of five healthy volunteers using
8 different acquisition protocols.
The local ethics committee approved this study and informed consent was obtained
from all participants. The key acquisition parameters for this study in five healthy vol-
unteers are shown in Figure 6.6. Note that I mainly used retrospective data I acquired at
earlier stages of my PhD for this comparison. Volunteer 3 was the only subject I scanned
specifically for this experiment. bw was between 290 and 440 Hz/pixel for all acquisi-
tions which translates to a 1-1.5 voxel shift between water and fat protons (section 1.3.2).
This resulted in little to no visible artifacts presumably because most structures in the
neck (subcutaneous fat, fascia, and even lymph nodes) are much larger in the frequency
encoding (head-foot direction) than in the two phase encoding directions (note that 3D
imaging was used in each case).
Figure 6.6: MRI acquisition parameters used to acquire multi-echo head-and-neck images in five healthy
volunteers to compare different fat-correction strategies, demonstrate the echo-time-independence of fat-
corrected susceptibility maps, and investigate the robustness of methods to echo-timing.
6.1.2.1.1 Standard and in-phase acquisitions in the same volunteer
To test and compare a range of post-acquisition fat-correction techniques, multi-echo
head-and-neck images were acquired in a healthy volunteer (Volunteer 1), with field of
view = 24×24×22 cm (orientation = AP-RL-FH), SENSE factor = 2×1.5×1, 1 mm
isotropic resolution, TE1 = 3 ms, ∆TE = 5.3 ms, 4 echoes, and a flip angle of 18
◦ (Figure
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6.6, (i)). In-phase images were also acquired (Figure 6.6, (ii)) in the same volunteer to
assess in-phase acquisitions as a fat correction strategy.
6.1.2.1.2 Varying echo-timing in the same volunteer
To show that the use of fat-correction resolves the echo-time-dependent contrast illus-
trated in Figure 6.2, I acquired a set of QSM-optimised multi-echo head-and-neck images
in a healthy volunteer (Volunteer 2), with field of view = 20×24×24 cm (orientation =
AP-RL-FH), SENSE factor = 1×2×1, and flip angle around 12◦. The corresponding
echo-timing, resolution and number of echoes are shown in Figure 6.6 (iii a-c).
Two more sets of images were acquired in a healthy volunteer (Volunteer 3), with field
of view = 24×20×24 cm (orientation = AP-RL-FH), SENSE factor = 2×1.5×1, and flip
angle 18◦. In this case, both images had 1 mm isotropic resolutions, therefore, the only
varying factor was the echo-timing. The corresponding parameters are shown in Figure
6.6 (iv a-b). For both images, the echo-timing was carefully selected to achieve optimal
fat-water separation by the three-point Dixon method (section 2.1.2.2).
6.1.2.1.3 Additional acquisitions to test the robustness of fat-correction tech-
niques to echo-timing
The best fat-correction techniques were tested in a few more acquisitions to investigate
their robustness to echo-timing and across subjects (Figure 6.6, Volunteers 4 and 5).
Volunteer 4 was scanned using (i) and another sequence (v) with similar parameters
apart from the ones shown in Figure 6.6. Volunteer 5 was also scanned with (v).
6.1.2.2 Comparison of fat-fraction and field maps
Fat-fraction (FF) and field maps were estimated from acquisition (i) of Volunteer 1 us-
ing state-of-the-art methods from the 2012 ISMRM Fat-Water Separation Challenge [74]:
3PD (section 2.1.2.2), GOOSE (section 2.1.2.4), B0-NICE (section 2.1.2.5), and IGCA
(section 2.1.2.3). The fat-correction algorithm developed for accurate susceptibility map-
ping (SPURS, section 2.1.2.7) was also used on these images. A field map was estimated
from the in-phase acquisition (ii) of Volunteer 1 using non-linear field fitting (section
2.2.1.3). Note that FF maps cannot be calculated from in-phase acquisitions. Since all
other techniques provided wrapped field map estimates, the SPURS and GOOSE results
were manually rewrapped for ease of comparison.
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6.1.2.3 The 3-point Dixon method at different echo-timings
To show that fat correction can resolve echo-time dependent susceptibility contrast (Fig-
ure 6.2), susceptibility maps were calculated from (iii a-b) both with and without fat
correction using an optimised QSM pipeline (section 6.4):
1. 3PD or non-linear field fitting to estimate the field map with or without fat correc-
tion respectively
2. LPU (section 2.2.2.2) to unwrap the field maps
3. PDF (section 2.3.4.1) to calculate the local field variations
4. Iterative dipole fitting with Tikhonov regularisation (section 2.4.2.2)
An ROI of 629 voxels was manually drawn within the fatty fascia on the first echo
magnitude image acquired with (iii a) in Volunteer 2. This ROI was segmented in the
other two, lower resolution images by rigidly registering the magnitude images with the
highest-resolution magnitude image in MATLAB and applying the transformation to the
ROI. The mean and standard deviation (SD) of susceptibilities were calculated in these
ROIs in all cases.
6.1.2.4 The extended 3-point Dixon method (N-point Dixon)
3PD is a promising fat-correction technique as it was one of the winning methods of the
ISMRM Fat-Water Separation Challenge, and it is relatively simple and robust. However,
it only uses the first three echoes in multi-echo image. I have expanded this technique to
include all available echoes in the calculation (section 2.1.2.6) hoping to achieve better
susceptibility SNR. I compared the resulting N-point Dixon method (NPD) I developed
with 3PD by calculating susceptibility maps in Volunteers 2 (iii a-c) and 3 (iv a-b) using
the above QSM pipeline both with either 3PD or NPD as the first step.
6.1.2.5 Comparison of 3PD, SPURS, and in-phase imaging
3PD, SPURS, and in-phase imaging proved to be the most accurate techniques for esti-
mating the total field map in Volunteer 1 (section 6.1.3.1). To investigate whether these
techniques gave similar results, I have calculated susceptibility maps using steps 2-4 of the
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QSM pipeline above for the 3PD and in-phase field maps, and steps 3-4 for the SPURS
result (as this field map did not require additional unwrapping). Two ROIs (1125 and
1740 voxels) were drawn manually in the fatty fascia on the first-echo magnitude image
acquired with (i) in Volunteer 1. The same regions were segmented in the images acquired
with (ii) by rigidly registering the first-echo magnitude images in MATLAB and applying
the resulting transformation to the ROIs. The mean and SD of the susceptibility in the
ROIs were calculated in each case.
FF maps were also calculated using SPURS and 3PD in additional head-and-neck
images acquired in Volunteers 4 and 5 to test the robustness of these techniques to echo-
timing and across subjects.
6.1.3 Results and Discussion
6.1.3.1 Comparison of different techniques
Figure 6.7 shows a comparison between six fat-correction strategies in Volunteer 1. GOOSE
failed to provide an accurate fat-fraction map and the resulting unwrapped field map also
looks erroneous. B0-NICE and IGCA estimated high fat-fraction (FF) in the water-based
sternocleidomastoid muscle (red arrows), and low fat-fraction in parts of the subcuta-
neous fat (blue arrows). Fat-fraction maps provided by 3PD and SPURS were similar
and looked reliable with high FF everywhere in subcutaneous fat and low FF in muscles.
Moreover, the 3PD, SPURS, and in-phase acquisition field maps were also very similar
(highlighted by yellow boxes). A more detailed comparison of these techniques can be
found in section 6.1.3.4.
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Figure 6.7: Comparison of six fat-correction strategies in Volunteer 1. Fat-fraction (a) and wrapped field
maps (b) estimated using five different post-acquisition techniques and in-phase imaging are shown in
the same transverse slice in the neck. The field maps output by SPURS and GOOSE were rewrapped for
ease of comparison. Note that fat-fraction maps cannot be calculated when in-phase acquisition is used.
The arrows indicate the water-based sternocleidomastoid muscle (red arrows), and the subcutaneous fat
(blue arrows) in the B0-NICE and IGCA fat-fraction maps.
6.1.3.2 The 3-point Dixon method at different echo-timings
Figure 6.8 shows susceptibility maps calculated with 3PD and without fat correction (FC)
in images acquired at three different resolutions and, consequently, echo-timing (Figure
6.6, Volunteer 2 (iii a-c)). Fat correction provided susceptibility maps with very similar
contrast for the three different echo-timings (top row, yellow arrows), while the contrast
in the susceptibility maps calculated without correction largely depended on the timing
(bottom row, yellow arrows). Susceptibility of fat was also similar for the three echo-
timings after fat correction, but was very different for the uncorrected susceptibility maps
(Figure 6.8, middle row). All these results demonstrate that fat correction (using 3PD)
can overcome the problem of echo-time-dependent susceptibility contrast. Moreover, the
echo-time independent contrast in the fat-corrected maps shows increased susceptibility
in fatty tissue compared to water-based tissue, which is in line with the results of previous
studies (section 6.1.1).
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Figure 6.8: Susceptibility maps calculated with (top row) and without (bottom row) FC in images
acquired with three different echo-timings in Volunteer 2. The manually segmented fatty region is high-
lighted in red, and the measured mean ± SD susceptibility values are displayed in the middle row. The
yellow arrows indicate the fatty fascia that has echo-time-dependent contrast in the uncorrected case
(bottom row), but echo-time-independent contrast after fat correction (top row). The blue and green
arrows indicate noisy results and swapping artifacts respectively in the highest resolution, fat-corrected
susceptibility map.
The susceptibility of fatty tissue in the highest-resolution image calculated after FC
(Figure 6.8 top-right corner) was substantially lower than in the other two fat-corrected
maps. Moreover, this susceptibility map was generally more noisy due to the small voxel
size (blue arrow), and contained additional, swapping artifacts (section 2.1.2.2) introduced
by 3PD because the echo-timings were not optimal for FC (green arrow). This implies
that 3PD is sensitive to echo-timing, and it might amplify errors in the phase maps, i.e.
low SNR is even more prominent in the susceptibility maps if 3PD is used (Figure 6.8,
right).
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6.1.3.3 The extended 3-point Dixon method (N-point Dixon)
Figure 6.9: Susceptibility maps calculated without fat correction (top row), using 3PD (middle row), or
NPD (bottom row) in images acquired in Volunteer 2 (right column) and Volunteer 3 (left column). The
yellow arrows indicate the fatty fascia that has echo-time-dependent contrast in the uncorrected case
(top row), but echo-time-independent contrast after fat correction (middle and bottom rows). The blue
arrows indicate how fat correction amplified motion artifacts in Volunteer 3. The green arrows indicate
swapping artifacts.
Figure 6.9 shows susceptibility maps calculated without fat correction (top row), using
3PD (middle row), or NPD (bottom row) in images acquired in Volunteer 2 (right column)
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and Volunteer 3 (left column). The yellow arrows indicate the fatty fascia in each suscep-
tibility map. The uncorrected maps had echo-time-dependent fat-water contrast in both
Volunteer 2 (acquired at three different resolutions and, consequently, echo-timing) and
Volunteer 3 (acquired at 1 mm isotropic resolution, but with two different echo-timings).
Both 3PD and NPD provided susceptibility maps with echo-time-independent contrast
with bright fatty tissue in both volunteers. However, while NPD works well around the
optimal echo-timing (left column and middle image from the right column), its sensitivity
to sub-optimal echo-timing resulted in more prominent swapping artifacts (green arrows).
Note that while the echo-timing of both acquisitions in Volunteer 3 (left column) was
nearly optimal for 3PD, the images on the right were generally very noisy and uninfor-
mative due to the unusually long echo times. Also note that the motion artifacts in the
susceptibility maps of Volunteer 2 were amplified by both 3PD and NPD (blue arrows).
In conclusion, NPD is substantially less robust to the echo-timing than 3PD, therefore it
is not appropriate for clinical use.
6.1.3.4 Comparison of 3PD, SPURS, and in-phase imaging
Figure 6.10 shows susceptibility maps calculated from the 3PD, SPURS, and in-phase
acquisition field maps of Volunteer 1 from Figure 6.7. All three susceptibility maps had
very similar fat/muscle contrast (yellow/white arrows). The susceptibility values of fat
measured in two ROIs containing fatty tissue (see magnitude image) are in good agreement
for the three fat-correction strategies. The slightly higher susceptibility in the SPURS
susceptibility map could be due to the lack of LPU in the pipeline (since SPURS performs
unwrapping as well) which might attenuate the local field variations.
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Figure 6.10: Susceptibility maps calculated from the 3PD, SPURS, and in-phase acquisition field maps of
Volunteer 1 (Figure 6.7, yellow boxes). The arrows indicate the fatty fascia (yellow) and the surrounding
muscle (white) in each map. Two fatty ROIs are shown in the magnitude image. The mean and standard
deviation of susceptibility in these regions are displayed below each susceptibility map.
Figure 6.11 shows fat-fraction maps in four different volunteers, acquired with three
different echo-timings (Figure 6.6), calculated using 3PD and SPURS. Both fat-correction
techniques provided realistic fat-fraction maps in Volunteers 1 and 4 when the images were
acquired with (i). However, these techniques failed for images of slightly different echo-
timings ((v) and (iv)) resulting in swapping artifacts (green arrows). 3PD consistently
failed for the (v) echo-timing, but performed well for (i) in both volunteers. According
to the guidelines in Berglund et al. [76] (section 2.1.2.2), the echo-timing in (i) is slightly
closer to the optimal timing than the timing in (v):
Re(a+ a0 · a)(i) = Re
(
ei2pi·∆f ·∆TE + ei2pi·∆f ·TE2
)
= Re
(
ei2pi·434.52 Hz·5.3 ms + ei2pi·434.52 Hz·8.3 ms
)
= −1.11 < 0
∠(a0)(i) = ∠
(
ei2pi·∆f ·TE1
)
= ∠
(
ei2pi·434.52 Hz·3 ms
)
= 110◦
∠(a)(i) = ∠
(
ei2pi·∆f ·∆TE
)
= ∠
(
ei2pi·434.52 Hz·5.3 ms
)
= 110◦ (6.1)
Re(a+ a0 · a)(v) = Re
(
ei2pi·∆f ·∆TE + ei2pi·∆f ·TE2
)
= Re
(
ei2pi·434.52 Hz·5.1 ms + ei2pi·434.52 Hz·7.9 ms
)
= −0.69 < 0
∠(a0)(v) = ∠
(
ei2pi·∆f ·TE1
)
= ∠
(
ei2pi·434.52 Hz·2.8 ms
)
= 90◦
∠(a)(v) = ∠
(
ei2pi·∆f ·∆TE
)
= ∠
(
ei2pi·434.52 Hz·5.1 ms
)
= 100◦ (6.2)
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It is interesting to note that both (i) and (v) fulfill the Re(a+ a0 · a) < 0 criterion for
avoiding water-fat swaps and 3PD still fails for images acquired with (v). This could be
because this criterion was calculated for a single-peak model [76] and the latest imple-
mentation of 3PD uses a multi-peak fat spectrum for fat-water separation. Alternatively,
my approximation for the chemical shift (∆f = 3.4 ppm · 3 T · 42.6 MHz/T = 434.52 Hz)
may not be accurate.
In any case, there is only a 0.2 ms difference in both TE1s and ∆TEs between (i) and
(v). Consequently, a slightly different magnetic field or chemical shift could easily lead
to similar errors. Note that in chapter 8, I applied 3PD to images of the sacroiliac joint
acquired in healthy volunteers and patients with spondyloarthritis. While 3PD performed
adequately in most cases, it failed in a few subjects even though all images were acquired
with the same sequence. Therefore, 3PD cannot be expected to perform robustly in a
multi-centre study. SPURS also failed for slightly suboptimal echo-timings ((iv) and (v)),
therefore it is not robust to the echo-timing either.
In-phase imaging (ii) is a built-in option in most scanners. It suppresses CS effects on a
voxel-by-voxel basis without performing any spatial, region-growing techniques which are
the main source of the water-fat swaps appearing in both 3PD and SPURS results (Figure
6.11). Reducing chemical shift effects at the acquisition stage also avoids any potential,
additional noise introduced by post-acquisition fat-correction techniques (Figure 6.8).
Though in-phase imaging only corrects for the main fat peak, since it provided a similar
susceptibility map to 3PD and SPURS (Figure 6.1.3.4), both of which use the multi-peak
model, we can assume that the single-peak approximation is sufficient for performing
QSM in the head and neck. In conclusion, in-phase imaging is a good candidate for
robust fat-correction in head-and-neck images for accurate QSM.
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Figure 6.11: Fat-fraction maps calculated in similar coronal slices in four different healthy volunteers
using 3PD and SPURS. The echo-timings are shown next to the images. The arrows indicate swapping
artifacts.
6.1.4 Conclusions
Most of the available fat-water separation techniques do not identify fatty and water-
based tissues accurately in the head and neck. The few strategies that provide reliable fat
fraction maps, i.e. 3PD, SPURS, and in-phase acquisitions, predict similar susceptibilities
in fatty ROIs, confirming their reliability. Furthermore, using fat correction results in
echo-time-independent susceptibility contrast. Moreover, the resulting susceptibility maps
indicate increased susceptibility in fatty tissue relative to water-based tissue which is in
line with previous literature.
However, both post-acquisition techniques I tested here that had promising results in
one healthy volunteer (3PD and SPURS) failed in images acquired with slightly different
echo-timing or in different volunteers. This manifests as swapping artifacts due to the
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failure of the region-growing steps in both techniques to accurately identify fatty and
water-based voxels. Therefore, these techniques are not robust to the echo-timing or
across subjects and, therefore, cannot be expected to perform well in a multi-centre study.
On the other hand, in-phase acquisitions provided susceptibility maps with reasonable
quality, similar to the post-acquisition techniques based on the multi-peak model. It is
also a built-in option on most clinical scanners and does not rely on a region-growing
algorithm that is likely to introduce water-fat swaps into the images.
In conclusion, I propose in-phase imaging to be used as a fat correction strategy for
accurate QSM in the head and neck. 3PD and SPURS may provide a feasible alternative
for pre-existing data that were not acquired with in-phase echoes (chapter 8).
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6.2 Optimising the MRI acquisition for susceptibility
mapping in the head and neck
6.2.1 Introduction
For clinical applicability, accurate susceptibility maps are necessary with good contrast
between anatomical structures to provide reliable estimation of oxygenation levels (section
1.1). In chapter 5, I have shown that high resolution and a reasonable coverage extending
beyond the structures of interest is necessary to achieve adequate susceptibility contrast.
Furthermore, short scan time is required to increase patient comfort and throughput,
and reduce motion artifacts. In clinical practice, diagnostic MRI sequences are often
part of a bigger protocol. Therefore, individual sequences have to be less than about 5
minutes long to be clinically feasible. These parameters (resolution, coverage, scan time,
SNR, and contrast) are interdependent and improving one of them may constrain another.
For example, in theory, higher resolution provides finer details and better susceptibility
contrast, but it also leads to lower SNR and/or increased scan time.
There are other features of the data acquisition that specifically affect the phase con-
trast like (i) chemical shift effects, and (ii) flow artifacts (section 1.3.2). In section 6.1,
I compared a range of state-of-the-art strategies for overcoming (i), of which in-phase
imaging was found to be the most accurate and robust technique. The effects of a vendor-
supplied flow compensation still need to be investigated.
Here, I assess and compare different acquisition features (e.g. image orientation, field-
of-view, resolution, SENSE acceleration, and flow compensation) in the context of sus-
ceptibility mapping in the head and neck to determine the optimal acquisition sequence
and parameters for QSM in the head and neck. A summary chart of the optimisation
process and the main conclusions can be found in section 6.2.4.
6.2.2 Methods
To optimise the gradient-echo sequence (section 1.2.2) for clinically applicable susceptibil-
ity maps of the head and neck, I considered and compared different acquisition features.
In some cases, I also acquired complex MR images of the head and neck in healthy vol-
unteers using a range of sequence parameters followed by QSM for a direct comparison
of the resulting susceptibility maps. These were calculated using the optimised pipeline
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from section 6.4: non-linear field fitting (section 2.2.1.3), Laplacian phase unwrapping
(section 2.2.2.2), Projection onto Dipole Fields (section 2.3.4.1), and iterative fitting in
the image domain using Tikhonov regularisation with α = 0.04 (section 2.4.2.2).
6.2.2.1 3D or 2D acquisition
In section 1.2.2.1, I compared the properties of 2D and 3D gradient-echo (GRE) acquisi-
tions in theory. My simple calculations predicted similar total scan time for a multislice
2D acquisition and a 3D sequence, but higher SNR for the 3D sequence (section 1.2.2.2).
The SNR and scan time estimates of the Philips Achieva 3 T system [181] for a 2D and
3D GRE brain scan with similar parameters (Figure 6.12) confirm these estimates.
Figure 6.12: Comparison of the 3D or 2D gradient echo acquisitions in terms of total scan time and SNR
estimated by the Philips Achieva 3T system for a brain scan.
Due to subject motion, the susceptibility maps calculated from phase images acquired
with 2D gradient-echo are corrupted by stripes in the through slice dimension (section
1.2.2.1). Though there exists a combined phase unwrapping and background field removal
technique that can reduce striping in the susceptibility maps (section 2.3.2.4), the resulting
local field maps often contain residual stripes. Moreover, using 2D acquisitions would
require us to use methods which can reduce striping, thus limiting the range of potential
QSM pipelines we could apply to the head-and-neck images. As a result, 3D imaging
is rapidly becoming the sequence of choice for QSM. It is also much more SNR efficient
(Equation 1.14 and Figure 6.12). Therefore, I decided to use 3D acquisitions for all the
subsequent comparisons.
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6.2.2.2 Image orientation and field-of-view (FOV)
Extended FOV in all phase encoding directions is necessary to avoid aliasing (section
1.2.2.1). In case of a 3D acquisition of the head and neck, both phase encoding directions
(i.e. phase and slice encoding) need to be perpendicular to the head-foot (HF) direction
where it is possible to increase the FOV beyond the size of the body and still avoid wrap-
around artifacts. Therefore, in our optimised sequence, HF was selected as the readout or
frequency encoding direction. This left us with two possible image orientations: sagittal
(phase encoding = AP, slice encoding = RL) and coronal (phase encoding = RL, slice
encoding = AP).
Motion along the phase encoding (or first phase encoding) direction can lead to severe
inaccuracies in the phase manifesting in substantial artifacts in the susceptibility maps
especially if SENSE acceleration is also used in the same direction. Here, I demonstrate
this by visually comparing susceptibility maps calculated from retrospective data: images
acquired using either sagittal or coronal orientations and a range of different SENSE accel-
eration factors. Two healthy volunteers (27 and 24 years, male and female respectively)
were scanned with coronal orientation using: FOV = 24×24×22 cm3 (FH-AP-RL),
SENSE factors ranging from 1 to 2 in both phase and slice encoding directions, isotropic
resolutions = 1 - 1.5 mm3, TE1 = 2.7 - 4.61 ms (in-phase imaging included), ∆TE = 4.61
- 6.8 ms (in-phase imaging included), 4 - 7 echoes, TR = 22 - 35 ms, flip angle = 11◦ - 13◦.
Another two healthy volunteers (both 29 years, both male) were scanned with sagittal
orientation on the same scanner using similar parameters except: TE1 = 3 - 4.92 ms
(in-phase imaging included), ∆TE = 4.61 - 5.3 ms (in-phase imaging included), 4 echoes
in all cases, TR = 21 - 23 ms, flip angle = 12◦ - 18◦. Susceptibility maps were calculated
in each case using the pipeline described above. Sagittal orientation led to strong motion
artifacts in the susceptibility maps (section 6.2.3.1). Therefore, coronal orientation was
used for all subsequent scans. The frequency encoding direction was kept strictly parallel
to the main magnetic field, B0, to avoid additional artifacts originating from the tilting
or from correction for the tilting [182].
The large head-foot FOVs (24 cm) described above reflect my decision to include the
entire head-and-neck region in my acquired images. This study focuses on head-and-neck
cancer, so it is not crucial to collect data in the brain. However, since in our optimised
sequence, frequency encoding is performed in the HF direction, excluding the brain would
only marginally reduce the total scan time (section 1.2.2.1). Moreover, including the
brain helped me appreciate the quality of the resulting images, since many studies use
susceptibility mapping in the brain. Finally, including the brain in QSM provides a lot of
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different regions that could potentially be used as reference tissues in a large-scale study.
Therefore, all images were acquired covering the entire head and neck including the brain.
6.2.2.3 Resolution, SENSE acceleration, and number of echoes
In chapter 5, I showed that using small, isotropic voxels is very important for accurate
susceptibility mapping. However, high resolution leads to increased scan time and reduced
SNR. A scan time of about 5 minutes is the upper limit for a clinically applicable sequence.
However, it can take several years to translate a new technique into clinical practice.
During this time, new acceleration techniques are expected to appear as well as better
hardware and reconstruction methods. Therefore, at an early stage, this criterion does
not need to be very strict. Here I kept the total scan time of all potential sequences below
around 6 minutes.
Scan time could be reduced for high-resolution images by acquiring fewer echoes. How-
ever, for accurate field fitting, a reasonable number of echoes are needed, especially at
high resolution where the SNR is low. A strict minimum of three echoes is required to
perform the non-linear fitting which is the first step of our QSM pipeline. For further
acceleration, sensitivity encoding (SENSE, section 1.2.2.3) can be applied in both phase
encoding directions (since I decided to use a 3D acquisition).
Here I compared a range of different resolutions (between 1.1 and 1.4 mm isotropic),
and SENSE acceleration factors (1.5 or 2 in the first, and 1 or 1.5 in the second phase
encoding direction to avoid wrap-around effects described in section 6.2.3.1). Acquiring
images even at the lowest resolution (1.4 mm isotropic) required SENSE acceleration in at
least one phase encoding direction to acquire four echoes in around 6 minutes. Increasing
the number of echoes would necessitate a much lower resolution and/or unrealistically
high SENSE factors to maintain a short scan time. Therefore, the number of echoes was
fixed at four for all potential sequences. Some clinical protocols only allow for an even
shorter total scan time than 5 minutes [183] in which case using only three echoes could
be considered.
To compare these factors in terms of QSM, complex MR images were acquired in the
head and neck of a healthy volunteer (24 years, female) using: FOV = 24×24×22 cm3 (FH-
AP-RL), coronal orientation, SENSE factors ranging from 1 to 2, isotropic resolutions =
1.1 - 1.4 mm3, TE1 = ∆TE = 4.61 ms (for in-phase imaging), 4 echoes, bw = 290 Hz/pixel,
TR = 22 ms, flip angle = 12◦. The resolutions and SENSE factors for the individual scans
are shown in Figure 6.13.
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Figure 6.13: Parameters of all four acquisitions used for optimisation of the image resolution and the
SENSE acceleration factors.
Susceptibility maps were calculated in each case using the aforementioned QSM pipeline.
Three healthy lymph nodes of sizes about 250 mm3 (Node 1, Figure 6.14 orange), 300
mm3 (Node 2, Figure 6.14 green), and 150 mm3 (Node 3, Figure 6.14 pink) were manu-
ally delineated on all last-echo magnitude images using ITK-SNAP [184,185]. These were
selected based on their visibility in the 1.1 mm isotropic image which was the most noisy
one and contained a lot more motion artifacts than the other three. The red nucleus
(RN, Figure 6.14 red) and substantia nigra (SN, Figure 6.14 blue) were also manually
delineated in ITK-SNAP. This segmentation was performed on the susceptibility maps
as these structures were not visible in the magnitude images of the highest resolution
(1.1 mm isotropic). The four different sequences were compared based on visual assess-
ment, and by calculating mean susceptibilities in all the manually segmented regions.
The difficulty of identifying and segmenting the lymph nodes was also noted in each case.
Signal-to-noise ratios were also calculated in all first-echo magnitude images by selecting
five rectangular regions in the white matter in a sagittal slice similarly to section 3.2.
Figure 6.14: Manually segmented regions of interest (ROIs) in the images acquired with resolution =
1.25 mm isotropic and SENSE factors = 1.5 in both phase and slice encoding directions.
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6.2.2.4 Flow compensation
In section 6.2.3.2, I selected the two sequences with 1.25 mm isotropic resolutions (Figure
6.13) as potential candidates for the optimised acquisition. Based on the data acquired
for the previous section, a definitive choice could not be made between these two se-
quences with different SENSE acceleration factors. Therefore, here I acquired data with
and without flow compensation using both sequences in another healthy volunteer (27
years, female). Note that all other parameters remained the same after switching on flow
compensation.
The built-in flow compensation feature of the Philips Achieva scanner is designed to
perform flow compensation on the first echo in the readout or frequency encoding direction
(in which flowing particles induce the largest phase accumulation). To investigate how this
affects the remaining three echoes, I observed the gradients to be applied (Figure 6.15) in
the Philips Pulse Programming Environment (PPE), extracted the exact gradient pulse
shapes and amplitudes, and calculated their integrals and first moments in MATLAB. I
repeated the process with the built-in flow compensation on. Note that the gradient pulse
shapes and amplitudes do not depend on the SENSE acceleration factors.
Figure 6.15: Gradients applied in the frequency, phase, and slice encoding directions according to the
Philips Pulse Programming Environment.
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Susceptibility maps were calculated in all four cases (with SENSE factors either 2×1
or 1.5×1.5, and with or without flow compensation) using the susceptibility mapping
pipeline outlined in section 6.2.2. This time, the high SNR and the reduced motion
artifacts enabled me to apply FSL FIRST [186] to all first-echo magnitude images for
automatic segmentation of the caudate nucleus, putamen, globus pallidus, and thalamus.
Additionally, the red nucleus and substantia nigra along with five different healthy lymph
nodes (sizes: about 120, 930, 220, 250, and 190 mm3) were also manually delineated on
the last-echo magnitude images using ITK-SNAP [184, 185]. The four sequences were
compared by visual examination, and by calculating mean susceptibilities in all afore-
mentioned regions of interest (ROIs). Signal-to-noise ratios were also calculated in all
first-echo magnitude images by selecting five, 20 pixels-by-20 pixels rectangular regions
in the white matter in a sagittal slice similarly to section 3.2.
6.2.3 Results and Discussion
6.2.3.1 Image orientation
I acquired a total of 19 different images in the four healthy volunteers using the sequences
described in section 6.2.2.2. Visual assessment of the magnitude and phase images, as
well as the local field and susceptibility maps led to two main observations demonstrated
here.
First of all, sagittal acquisitions were corrupted by strong artifacts extending into
the brain. In Figure 6.16, the yellow double arrows indicate the (first) phase encoding
directions in both sagittal and coronal images. Severe motion artifacts are present in
the sagittal images behind the eye (red arrows) that are not present in the susceptibility
maps calculated from the coronal orientation phase maps. These artifacts extend well
into the brain leading to artifacts on both sides of the red nucleus and substantia nigra
(red arrows). This is probably caused by motion-induced ghosting along the first phase
encoding direction induced by eye motion. Note that though in Figure 6.16 images from
only two volunteers are shown with SENSE factors = 1.5 in both directions, these artifacts
were present in all sagittal images and were absent from all coronal images regardless of
the resolution, volunteer, or SENSE factors. For example, Figure 6.17 shows two different
acquisitions and again, the arifact was only present in the sagittal one (black arrow). The
artifact was also present in sagittal images acquired without any SENSE acceleration (not
shown).
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Figure 6.16: Artifact induced by eye motion in sagittal acquisitions.
The other conclusion is that a SENSE factor of 2 in the second phase encoding (or
slice encoding) direction resulted in unusual artifacts in the phase images regardless of
the orientation. In Figure 6.17, data from two volunteers are shown. The yellow double
arrows indicate the direction of the slice encoding gradient (where SENSE = 2). Figure
6.17 c shows that the SENSE combined (section 1.2.2.3) phase map is not consistent on
the two sides of the artifact (red arrow). This was probably caused by incorrect coil
combination due to the large SENSE acceleration. The artifact was more prominent in
the susceptibility maps of the sagittal orientation acquisitions since it affected more of the
tissue in this case. This also confirms that a coronal orientation should be preferred. For
this optimisation, I restricted the SENSE factor of the second phase encoding direction
to 1.5 at most to avoid all artifacts induced by incorrect coil combination. However, for
a coronal acquisition, using higher SENSE factors could be considered in cases of very
limited scan time as the SENSE factor did not have a huge affect on the susceptibility
maps in the brain and the neck. Again, note that this artifact was present in all images
with SENSE2 = 2 (along the slice encoding direction) and was absent from those acquired
with SENSE2 < 2 in the slice encoding direction regardless of the SENSE factor in the
first phase encoding direction, orientation, resolution, or volunteer.
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Figure 6.17: Artifact induced by a SENSE factor of 2 in the second phase encoding (or slice encoding)
direction.
6.2.3.2 Resolution and SENSE acceleration factors
Figure 6.18 shows example coronal slices of the susceptibility maps for the different acqui-
sition parameters described in section 6.2.2.3. The first thing to note is that the highest
resolution images (first column) are corrupted by severe ghosting artifacts. This is proba-
bly caused by the interactions between subject motion and the large SENSE acceleration
factors in both phase encoding directions. In addition, these images are expected to have
much lower SNR due to the smaller voxel size. This is not reflected in the measured
first-echo magnitude SNR (Figure 6.18, magnitude SNR values), but was noted during
the manual segmentation on the last-echo magnitude images. The high noise level made
the identification and delineation of the lymph nodes very difficult. To sum up, the high
resolution (1.1 mm isotropic) images have lower SNR (visually) and are more sensitive to
subject motion, therefore not suitable for large-scale head-and-neck studies.
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Figure 6.18: Optimising the resolution and the SENSE factors. Example coronal slices of the calculated
susceptibility maps for the four different acquisition protocols (columns) used in the same volunteer are
shown. The contours of the manually segmented healthy lymph nodes are shown in orange, green, and
pink. The arrows indicate additional features of the susceptibility maps. The measured magnitude SNRs
are displayed below the images.
The contours of the lymph nodes are also shown in Figure 6.18. Node 1 (orange)
was visible in all susceptibility maps especially in the second column. It is interesting
to note that an even larger node next to Node 1 was clearly visible in all susceptibility
maps (orange arrows) expect the highest-resolution one (1.1 mm isotropic). It was not
included in the analysis as it was not identifiable in the last-echo magnitude image of the
highest-resolution data. Node 2 (green) is also easy to see in all susceptibility maps due to
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the surrounding bright fatty tissue. Moreover, another node is again visible next to this
one in all maps (green arrows) including the highest-resolution one. Again, this was not
included in the analysis for similar reasons (i.e. it was not visible in the highest-resolution
magnitude image).
The yellow arrow indicates a well-defined dark region in the susceptibility map in the
second column which does not correspond to any visible structures in the magnitude
images (not shown), but also does not look like an artifact. The susceptibility map
calculated from the SENSE = 2×1 acquisition (second column) contained several apparent
structures. In general, this susceptibility map looked crisper and less blurry than the
others, therefore it was easier to visually identify similar structures.
Figure 6.19: Mean susceptibilities measured in the five manually segmented ROIs in the susceptibility
maps corresponding to the four different acquisitions. The plot has error bars equal to the standard
deviation of susceptibilities in each ROI. The sizes of the ROIs are also displayed in voxel units.
Figure 6.19 shows the measured mean susceptibilities in each manually segmented
ROI. The sizes of the ROIs are also displayed in voxel units. Susceptibilities measured in
the two brain regions (RN and SN) are very consistent across the three lower-resolution
acquisitions. The higher measured susceptibilities in the highest-resolution image (1.1
mm, dark blue bars) could be partially due to the increased contrast of higher-resolution
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susceptibility maps demonstrated in chapter 5. It could also be a result of performing the
manual segmentation directly on the susceptibility maps. Only high-susceptibility voxels
were selected and their noisy surroundings were mostly excluded. This is also reflected
in the fact that, surprisingly, the RN region segmented in the highest-resolution image
contains fewer voxels than the RN regions delineated in the rest of the images. RN and
SN were delineated more consistently in the other three cases as these looked substantially
less noisy.
The mean susceptibilities measured in the highest-resolution image (1.1 mm, dark
blue bars) were also significantly different from the rest in the three healthy lymph nodes
because the segmentation was difficult to perform on the very noisy last-echo magnitude
image. Again, the values were somewhat consistent across the other three acquisitions.
Node 3 is a particularly small node close to one of the main vessels in the neck (Figure
6.14, pink) and, therefore, suffered from flow artifacts. As a result, it is not surprising
that even the two acquisitions of the same resolution (1.25 mm) provided slightly different
measured susceptibilities (Node 3, light blue and green bars). It is important to note,
however, that the measured values are very close for these two sequences in all other ROIs
(light blue and green bars).
The lowest-resolution (1.4 mm isotropic) magnitude images were expected to have the
highest SNR. However, due to the increased voxel size, these images were more sensitive
to partial volume effects which made the segmentation process more complicated. Also,
the selected lymph nodes were generally not spherical. They were larger in one or two
dimensions and very thin in at least one direction. In some cases, a node could be
identified in only three slices of the magnitude image at the lowest resolution which was
shown to reduce susceptibility contrast and accuracy (chapter 5). Moreover, upon further
inspection, Node 1 was not properly identified in the lowest-resolution image because it
was less visible due to the partial volume effect. Instead, another node close to Node 1 was
segmented that apparently had a lower mean susceptibility. This is also visible in Figure
6.18 where the node surrounded by the orange contours is much darker in the last column.
To sum up, partial volume effects can have a significant influence on the susceptibility
values measured in small structures such as healthy lymph nodes. In the acquisitions of
1.25 mm isotropic resolution, the advantage of the reduced partial voluming in comparison
to the lowest-resolution (1.4 mm) case outweighs the drawback of a slightly lower SNR.
At this point, it would be hard to determine if asymmetric (2×1) or symmetric
(1.5×1.5) SENSE acceleration provides more accurate susceptibility maps. Here I make
a few observations based on detailed visual inspection. In general, the susceptibility map
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obtained using symmetric SENSE acceleration looks a bit more blurry in the anterior-
posterior direction than the one obtained with asymmetric SENSE factors. For example,
the two lymph nodes in the yellow circles in Figure 6.20 are separated nicely in the sus-
ceptibility map on the left as opposed to the one on the right which looks more blurry.
Note that the corresponding magnitude images are very similar. This could be explained
by the fact that the asymmetric image was acquired with a lower SENSE factor in the
AP direction.
Figure 6.20: Sagittal slices of the last-echo magnitude images and corresponding susceptibility maps of
the two acquisitions with 1.25 mm isotropic resolution and different SENSE acceleration factors.
There is no such difference between the two susceptibility maps in the right-left direc-
tion. On the contrary, in Figure 6.21, the structure indicated by the arrow seems a bit
more separated from the node on its right in the susceptibility map obtained using asym-
metric SENSE acceleration, even though this map was acquired with a higher SENSE
factor in the RL direction. However, it must be noted that, in this case, the magnitude
images are also slightly different. Given the arrangement of the individual coils within
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the 16-channel head-and-neck coil (i.e. there are more coil elements in the RL direction,
Figure 6.1), it is likely that the SENSE reconstruction is more robust to high SENSE
factors in the RL than in the AP direction.
Figure 6.21: Coronal slices of the last-echo magnitude images and corresponding susceptibility maps of
the two acquisitions with 1.25 mm isotropic resolution and different SENSE acceleration factors.
Figure 6.22 shows an additional, interesting structure that can only be seen in the
susceptibility map obtained using asymmetric SENSE acceleration. Small, tightly-packed
circular structures can be seen in the yellow circle in the top left image. This does
not appear in any of the other susceptibility maps or any of the magnitude images.
Based on the known anatomy of the head and neck, these regions could be part of the
internal structure of the parotid gland, possibly lymph nodes within the gland. Figure 6.22
shows the potential of susceptibility mapping to reveal structures not visible in standard
gradient-echo magnitude images.
178
Figure 6.22: Sagittal slices of the last-echo magnitude images and corresponding susceptibility maps of
the two acquisitions with 1.25 mm isotropic resolution and different SENSE acceleration factors.
In conclusion, images acquired with 1.1 mm isotropic resolution are too noisy for accu-
rate identification and segmentation of lymph nodes. These also require very high SENSE
acceleration factors in both phase encoding directions (to restrict the total scan time to a
clinically feasible 6 minutes) which leads to severe ghosting when there is subject motion.
Images obtained at a 1.4 mm isotropic resolution have high SNR, but in this case, the
small structures of interest (such as lymph nodes) are affected by partial volume effects
which makes it difficult to identify and segment them. Susceptibility maps calculated
from the 1.25 mm isotropic acquisitions seem promising and very similar. Though using
asymmetric SENSE acceleration appears to provide superior susceptibility map quality,
the effect of flow compensation was investigated in the following section using both se-
quences.
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6.2.3.3 Flow compensation
Figure 6.23: Comparison of the gradients (top row), their integrals (middle row) and the first moments
(bottom row) with (right column) and without (left column) flow compensation on the first echo. The red
crosses indicate the echo times. The red dashed ellipses indicate improved first-order gradient moment
nulling at the first three echoes when using the manufacturer-provided flow compensation feature.
Figure 6.23 shows the difference between the gradients in the frequency encoding (or
readout) direction with (right column) and without (left column) flow compensation on
the first echo. The blue arrow in the top right plot indicates how the initial dephasing
gradient is modified to achieve flow compensation at the first echo. The echo times are
180
indicated by the red crosses in the middle and bottom rows. The integrals (middle row)
are very close to zero both with and without flow compensation (as expected for correct
echo formation, section 1.3.2), though the gradient integral is a bit further from zero at
the last echo when flow compensation is on (black arrows). Using flow compensation
moved the first moments (bottom row) noticeably closer to zero as expected, especially
at the first three echoes (red dashed ellipses). Since using the built-in, vendor-supplied
flow compensation feature does not increase scan time, based on the gradient shapes and
first moments, it would be beneficial to switch it on for our optimised protocol.
Figure 6.24 shows example susceptibility maps with and without flow compensation
corresponding to the four different sequences (from section 6.2.2.4) used in the same
volunteer. All four susceptibility maps look very similar and the corresponding magnitude
SNRs are also in good agreement. The contours of the brain ROIs are also shown. The
quality of the automatic segmentation (bottom row) is acceptable, though in some cases,
the delineated regions look smaller than the actual anatomical region (e.g. globus pallidus,
red arrows). It is worth noting that FSL FIRST was designed for T1-weighted images with
good contrast between white matter, gray matter, and the cerebrospinal fluid. Since our
gradient-echo magnitude images have much lower contrast, it is possible that the regions
were determined based on a fitted template and the general shape of the brain rather than
the actual contrast within the brain. In any case, this method seems consistent across
the four sequences. Whether FSL FIRST can be used in a large-scale repeatability study
across volunteers remains to be investigated.
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Figure 6.24: The effect of flow compensation and different SENSE acceleration factors on QSM in the
head and neck. Example coronal (top row) and axial (bottom row) slices of the calculated susceptibility
maps for the four different sequences (columns) used in the same volunteer are shown. The contours of the
manually delineated red nucleus and substantia nigra, as well as the automatically segmented caudate
nucleus, putamen, globus pallidus, and thalamus are also shown. The measured first-echo magnitude
SNRs are displayed below the images.
Figure 6.25 shows example susceptibility maps corresponding to the four different se-
quences used in the same volunteer along with the contours of the five, manually seg-
mented, healthy lymph nodes. Again, all four susceptibility maps are similar visually.
Note that flow compensation did not have a substantial affect on the contrast of the
large vessels in the neck such as the internal carotid artery and internal jugular vein
(yellow arrows, dark and bright spots respectively). Since these vessels have different
deoxyhemoglobin concentrations, the jugular vein is expected to be much brighter than
the arteries, which is exactly the case. It is also possible that blood accelerates in these
vessels in the neck instead of flowing steadily which could also contribute to the phase
difference. This is not negated by the flow compensation as it only nulls the first moment
which compensates for spins flowing at a constant velocity only (section 1.3.2).
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Figure 6.25: The effect of flow compensation and different SENSE acceleration factors on QSM in the
head and neck. Example coronal (top and bottom rows) and axial (middle row) slices of the calculated
susceptibility maps for the four different sequences (columns) used in the same volunteer are shown. The
contours of the manually delineated healthy lymph nodes are also shown. The yellow arrows indicate the
large internal carotid arteries (dark) and internal jugular veins (bright).
Figure 6.26 shows the measured mean susceptibilities in each ROI. The sizes of the
ROIs are also displayed in voxel units. The mean susceptibilities as well as the standard
deviations were very consistent across the four sequences. This shows that there is no
substantial difference between the four potential protocols in terms of the measured values.
Furthermore, this indicates that susceptibility mapping is repeatable (see also the boxplot
in Figure 6.27) in the head and neck even when using different SENSE acceleration and
flow compensation. The sizes of the segmented ROIs were also very consistent across the
four images.
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Figure 6.26: Mean susceptibilities measured in all segmented ROIs in the susceptibility maps corre-
sponding to the four different acquisitions with and without flow compensation and with symmetric and
asymmetric SENSE factors. The plot has error bars equal to the standard deviation of susceptibilities
within each ROI. The sizes of the ROIs are also displayed in voxel units.
Figure 6.27 shows a boxplot of the measured mean susceptibility values in each re-
gion pooled across all four acquisitions. Note that these values are not just highly re-
peatable in the brain, but the measured values are all within the ranges found in the
literature [22, 111, 119, 178, 179]: red nucleus (0.09-0.15 ppm), substantia nigra (0.08-
0.19 ppm), caudate nucleus (0.040.11 ppm), putamen (0.040.13 ppm), thalamus (0.020.05
ppm), globus pallidus (0.120.21 ppm). Another interesting thing to note here is that
though the measured susceptibilities seem to be repeatable in the healthy lymph nodes,
there is a large variation in susceptibility across the lymph nodes. Most of them look
diamagnetic. Node 5 is the only one that was measured to be slightly more paramagnetic
than water, but this could be because it is a small node surrounded by paramagnetic fat.
Though it looks darker than the fatty fascia (Figure 6.25, bottom row, blue contours),
slight errors in the segmentation or partial volume effect could have a large influence on
the measured result. Node 1 has the highest variation in its measured susceptibility across
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the four different sequences presumably due to its very small size. In general, the fact that
these lymph nodes have susceptibilities similar to that of muscle could indicate that they
are well oxygenated. This provides a basis for the future detection of low oxygenation in
cancerous lymph nodes. However, the extent of the changes in nodal susceptibility due
to lower oxygen levels is to be investigated in future studies.
Figure 6.27: Boxplot of the mean susceptibilities measured in each ROI in the susceptibility maps using
four different acquisitions.
The differences between images acquired using symmetric and asymmetric SENSE
factors were not as apparent here as in the previous section probably due to the lack of
subject motion. The two susceptibility maps in Figure 6.28 looked almost identical on a
slice-by-slice, visual inspection. I could only find one instance where there was substantial
visible difference between the two images. In Figure 6.28, the area indicated by the yellow
arrow looks crisper and more detailed in the susceptibility map (top row) corresponding
to a 2×1 SENSE acceleration even though the same regions looks identical in the last-echo
magnitude images (bottom row).
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Figure 6.28: Comparison of asymmetric and symmetric SENSE factors in the head and neck in flow-
compensated sequences. Sagittal slices of the last-echo magnitude images (bottom row) and correspond-
ing susceptibility maps (top row) of the two acquisitions with 1.25 mm isotropic resolution and flow
compensation are shown.
In conclusion, flow compensation does not seem to affect the appearance of the images
or the measured mean susceptibilities. However, using the gradient shapes predicted by
the PPE, I have shown that it does provide an improved first order gradient-moment
nulling in the first three echoes. Since using the vendor-supplied flow compensation does
not cost extra scan time, it will be used in our optimised protocol. The two sequences
with 1.25 mm isotropic resolutions and different SENSE acceleration factors seem to pro-
vide very similar results in terms of visible susceptibility contrast and measured mean
susceptibilities in brain regions and healthy lymph nodes. An asymmetric SENSE factor
(2×1) provided infinitesimally better susceptibility maps and, based on the design of the
head-and-neck coil, image quality is expected to be more robust to high SENSE acceler-
ation factors in the RL direction. Therefore, asymmetric SENSE factors will be used in
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the optimised protocol. However, symmetric SENSE factors could also be considered in
case of any unforeseen problems with the asymmetric SENSE acceleration.
6.2.4 Conclusions
Here I have optimised the MRI acquisition for robust, artifact-free susceptibility mapping
of the head and neck within clinically applicable scan times. Figure 6.29 summarises
the methods and conclusions of this process. A 3D gradient echo sequence should be
used as it is more SNR efficient than a 2D sequence and does not result in striping
artifacts. The HF direction was chosen to be the readout or frequency encoding direction
to minimise aliasing within the tissue. I decided to include the entire head and neck in
the optimised protocol, but excluding the brain could be considered to slightly shorten
the total acquisition time. Sagittal acquisitions were corrupted by severe, eye motion-
induced artifacts, therefore, coronal orientation is preferred. 1.25 mm isotropic resolution
provided sufficient signal-to-noise ratio and a low level of SENSE noise (as opposed to
1.1 mm isotropic resolution) while at the same time providing susceptibility maps that
were not substantially influenced by partial volume effects (as opposed to susceptibility
maps of 1.4 mm isotropic resolution). Four echoes can be acquired within the limited
scan time (6 minutes), but a three-echo sequence could be considered for studies in which
even less time is available. Flow compensation will be utilised in the optimised protocol
as it was found to have little visible effect on the susceptibility maps, but was shown
to improve the first order gradient-moment nulling at no additional scan time cost. A
SENSE acceleration of 2×1 (RL and AP) is preferred, but SENSE factors of 1.5×1.5 (RL
and AP) could be considered as an alternative in case of any unexpected problems since
these parameters provided very similar results.
This optimised sequence is used in section 6.4 that focuses on optimising the QSM
pipeline and in chapter 7 where I assess the repeatability of the combined optimal acqui-
sition protocol and QSM pipeline.
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Figure 6.29: Summary chart of the MRI acquisition optimisation.
188
6.3 A comparison of background field removal tech-
niques using ground truth evaluation
6.3.1 Introduction
Magnetic field contributions that do not originate from susceptibility sources inside the
region of interest are called background fields (section 2.3). The main source of most
of the background fields is the high susceptibility difference between tissue and air (-9.4
ppm [16]). In the past few years, a large variety of background field removal (BFR)
techniques have been developed to reduce or eliminate these field contributions and avoid
residual background fields propagating into the calculated susceptibility maps (section
2.3).
In 2016, Schweser et al. [99] compared 13 current BFR methods using a realistic nu-
merical brain phantom. A field map was generated from the ground truth susceptibility
map to which all 13 BFR techniques were applied with optimal parameters chosen by
the respective authors of each original publication. The resulting local field maps were
compared to the ground truth local field map obtained using the reference scan method
(section 6.3.2.3). Normalised root mean square error (NRMSE) was calculated in each
local field map as a function of the distance from the surface of the brain. As all tech-
niques were applied on different computers, the computation times were not included in
the comparison. The study concluded that only minor differences were present in the
local field maps, mainly in the cortex of the brain. It is not clear to what degree these
differences propagate into the susceptibility maps but the authors claimed that, in their
experience, none of the residual background fields led to apparent susceptibility artifacts.
They advised against the use of methods like SHARP (section 2.3.2.2) or VSHARP (sec-
tion 2.3.2.3) for cortical studies as they either did not provide local field values in the
cortex (SHARP) or these values were inaccurate (VSHARP).
In this work, I compared five cutting edge BFR techniques. I made sure to include
at least one technique for all the different assumptions that BFR methods are based on
(section 2.3). I used a realistic numerical head-and-neck phantom (from section 5.3.2) for
the ground truth comparison. In our phantom, background fields coming from the body
were simulated by the neck piece, whereas Schweser et al. used a whole body susceptibil-
ity phantom. They also assigned different susceptibility values to bone, vessels, and CSF,
but not to the thalamus, globus pallidus and caudate nucleus as in this study. I simulated
multi-echo complex images from the phantom and compared both phase unwrapping and
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BFR in combination as opposed to Schweser et al. who only compared the background
field removal techniques using a perfect, unwrapped total field map. In addition, I have
also calculated susceptibility maps to assess how the errors in the field maps propagate
into the susceptibility distribution. I have optimised each technique on the same com-
puter, therefore I could include computation times in the comparison. Finally and most
importantly, I have performed the comparison in the brain first to check if my results
agree with those of Schweser et al., then I compared the most promising techniques in the
head and neck as this region is the main focus of this thesis (section 1.1).
6.3.2 Methods
6.3.2.1 A realistic numerical head-and-neck phantom
The anthropomorphic head-and-neck phantom from section 5.3.2 was used to investigate
the differences between several state-of-the-art BFR techniques. Using the susceptibility,
magnitude and T∗2 maps from Figure 5.3, multi-echo complex images were simulated from
the entire head and neck with TE1 = 3 ms, ∆TE = 5.4 ms, 5 echoes.
6.3.2.2 Calculating local field and susceptibility maps in the brain using dif-
ferent BFR techniques
As the following comparison was performed in the brain, the initial matrix size of the
multi-echo complex images was reduced from 384×384×384 (containing the entire head-
and-neck) to 384×384×192 (containing only the brain) as in this case, the neck piece only
served to simulate the background fields in the brain.
Most BFR techniques require unwrapped field images as inputs. Therefore, non-linear
field fitting (section 2.2.1.3) and Laplacian phase unwrapping (LPU, section 2.2.2.2) were
applied to the simulated images as this is the simplest way of calculating unwrapped
total field maps from complex multi-echo data acquired with a 3D gradient echo sequence
(section 6.4). The following optimised BFR methods were applied to the unwrapped field
map in the brain.
• Inverse Laplacian Filtering (iLF) (section 2.3.2.1) with σ = 0.03, zero filling to
a matrix size of 384×384×256, and the brain mask eroded 5 times. This method
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was applied to the wrapped field map (after non-linear fitting) as iLF is a technique
capable of both phase unwrapping and background field removal.
• Sophisticated Harmonic Artifact Reduction for Phase Data (SHARP)
(section 2.3.2.2) with σ = 0.03, a kernel radius of 5 mm, and zero filling to a matrix
size of 384×384×256.
• Variable-kernel SHARP (VSHARP) (section 2.3.2.3) with a kernel radius of
25 mm, and zero filling to a matrix size of 384×384×256.
• Laplacian Boundary Value (LBV) (section 2.3.3.1) without mask erosion as
erosion did not improve the results.
• Projection onto Dipole Fields (PDF) (section 2.3.4.1) without mask erosion as
erosion did not improve the results.
Susceptibility maps were calculated from all local field maps using Truncated K-space
Division (TKD with δ = 2/3 and PSF correction, section 2.4.1.1).
6.3.2.3 Ground truth evaluation
In this numerical model, the background fields originate from the tissue/air interfaces
around the head and neck as well as in the oropharyngeal air space. Therefore background
field contributions were calculated using the forward model [174] (Equation 1.16) on the
background susceptibility phantom (Figure 6.30 c, where the susceptibility of all internal
regions were set to -9.4 ppm, the susceptibility of the tissue). The true (ground truth) local
field map (Figure 6.30 e) was derived by subtracting the background fields (Figure 6.30
d) from the total field map (Figure 6.30 b). This is called the reference scan method [109]
as it resembles the process of measuring the background fields in a physical phantom by
removing the object of interest from the medium in which it is embedded [112,187].
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Figure 6.30: Reference scan method. Field maps (b, d) were calculated from the total susceptibility
distribution (a) as well as a background susceptibility map (c) which does not contain any brain regions
with different susceptibility values. The difference between the total (b) and the background (d) field
maps is the true local field map (e). A reference susceptibility map (f) was calculated from the ground
truth local field map using TKD.
A reference susceptibility map (Figure 6.30 f) was obtained by applying TKD to the
ground truth local field map. There is no susceptibility calculation method in existence
that can invert the local field map perfectly [113]. Preliminary results (not shown) sug-
gested that the error introduced by susceptibility calculation can sometimes ’compensate’
for the errors in the local field map resulting in the mean susceptibility of some regions
to be numerically closer to the ground truth even when the susceptibility map contains
more artifacts. Therefore, I used the reference susceptibility map instead of the ground
truth susceptibility map to make a fair comparison between the BFR methods tested in
this work.
All estimated local field maps and susceptibility maps were compared to the ground
truth local field map and the reference susceptibility map respectively by visual inspection
and NRMSE calculated in the brain. The mean and standard deviation of susceptibility
values in five brain regions (caudate nucleus, putamen, thalamus, globus pallidus, white
matter) were calculated and compared with those of the reference susceptibility map.
Repeated measures ANOVA was used to evaluate whether the BFR method had a signif-
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icant effect on the measured mean susceptibilities. BFR techniques were also compared
in terms of computation time on a standard PC with an Intel Xeon processor and 32 GB
RAM.
6.3.2.4 Comparison of LBV and PDF in the head and neck
As the ultimate goal is susceptibility mapping in the head and neck, I selected the methods
that performed best in the brain (LBV and PDF, section 6.3.3.1) for further comparison
in the whole head-and-neck phantom. Local field maps and susceptibility maps calculated
from the multi-echo complex data (section 6.3.2.1) using non-linear fitting, LPU, LBV or
PDF, and TKD were compared by visual inspection and NRMSE calculated in the head
and neck.
While optimising these BFR methods for the head and neck, I observed that mask
erosion is crucial for successful LBV in this region. Therefore, local field maps were
estimated using a binary tissue mask eroded either 0 or 3 times for both LBV and PDF
to compare their robustness to the number of mask erosions.
I also noted that these techniques, especially PDF, were not able to remove residual
background fields around the elliptical air space of the numerical phantom. This may have
been because of the interactions between the phase unwrapping (LPU) and background
field removal (PDF) steps of the susceptibility mapping pipeline. To investigate this, LBV
and PDF were also compared using FSL PRELUDE (section 2.2.2.1) instead of LPU as
the phase unwrapping step.
6.3.3 Results and Discussion
6.3.3.1 Comparison of BFR techniques in the brain
Figure 6.31 shows coronal and axial slices of the ground truth local field map and local field
maps estimated using five different BFR methods. All calculated local field maps were
very similar to the ground truth except the result of iLF which had visibly lower contrast.
Furthermore, the difference map between the local field map estimated by iLF and the
true local field map contained large variations within the tissue and field values were not
retrieved at the edges of the brain due to the large number of mask erosions. SHARP and
VSHARP both seemed to perform well further away from the edges. However, due to the
kernel size, SHARP did not produce results at the brain edges while VSHARP provided
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inaccurate local field values at the boundaries of the brain and around the thalamus (dark
arrows). PDF and LBV provided local field maps that appeared closest to the ground
truth by visual inspection, though some residual background fields were still present at the
brain edges which could not be removed by mask erosion (white arrows). LBV provided
the field map with the lowest NRMSE.
Figure 6.31: Comparison of background field removal techniques in the brain. Coronal and axial slices of
the ground truth local field map and local field maps calculated using five different BFR methods (top
row). Difference images between the estimated local field maps and the ground truth are also shown
(bottom row) as well as NRMSE in the brain.
All the aforementioned local field maps were further processed using TKD to assess
the effect of BFR on the susceptibility maps. Figure 6.32 shows coronal and axial slices
of susceptibility maps calculated from the the ground truth local field map and local field
maps estimated using five different BFR methods. All susceptibility maps were visually
similar to the reference susceptibility map except the result of the iLF pipeline which
had visibly lower contrast. The susceptibility maps calculated using iLF, SHARP and
VSHARP had relatively large errors around the deep-brain structures (dark arrows). In
addition, iLF and SHARP did not provide susceptibility values at the edges of the brain
due to the mask erosions and VSHARP’s estimates were erroneous at the brain edges.
Susceptibility maps calculated from the LBV and PDF local field estimates seemed to
be the closest to the reference susceptibility map with smaller errors around the iron-rich
deep-brain structures. However, even these results contained errors at the edges of the
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brain (white arrows). Susceptibility maps calculated from local field maps provided by
LBV and PDF had the lowest NRMSE in the brain.
Figure 6.32: Comparison of susceptibility maps in the brain. Coronal and axial slices of susceptibility
maps calculated from the ground truth local field map (reference) and local field maps estimated using
five different BFR methods (top row). Difference images are also shown (bottom row) as well as NRMSE
in the brain.
Figure 6.33 shows the mean and standard deviation of susceptibilities in the five brain
regions in susceptibility maps calculated from the different local field estimates. It is ap-
parent that the BFR method did not affect the results of TKD substantially except in the
white matter where the iLF, SHARP and VSHARP pipelines estimated higher suscepti-
bilities than the reference. In any case, the BFR method used had no significant effect on
the measured susceptibility maps (p-value = 0.17 for repeated measures ANOVA).
Figure 6.34 shows computation times corresponding to each BFR method. While
VSHARP and PDF were much slower than the other three techniques, their computation
times were still below one minute for the whole brain.
195
Figure 6.33: Mean susceptibilities in five brain regions in susceptibility maps calculated from local field
maps estimated with five different BFR methods. Reference refers to the susceptibility map calculated
from the ground truth local field map. The values have error bars equal to the standard deviation of the
susceptibility in each region.
Figure 6.34: Computation times of the five BFR techniques in the brain.
The results of our comparison of different BFR methods in the brain are in accordance
with the conclusions of Schweser et al. [99]. iLF, SHARP and VSHARP either did not pro-
vide local field and susceptibility values at the brain edges or these values were inaccurate.
Though the local field and susceptibility map estimates of the LBV and PDF pipelines
seemed to be the most similar to the ground truth local field and reference susceptibility
maps, mean susceptibilities calculated in five brain regions were not significantly affected
by the BFR method used.
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6.3.3.2 Comparison of LBV and PDF in the head and neck
Figure 6.35: Comparison of LBV and PDF after LPU in the head and neck. Sagittal and axial slices of
the ground truth local field map and local field maps calculated using LBV and PDF with 0 or 3 mask
erosions in the head (top row). Difference images between the estimated local field maps and the ground
truth are also shown (bottom row) as well as NRMSE in the head and neck.
In the last section, I concluded that LBV and PDF could reduce background fields in the
brain similarly well. Here, I discuss how these techniques perform in the head and neck.
Figure 6.35 shows sagittal and axial slices of the ground truth local field map and local
field maps calculated using non-linear fitting, LPU, and LBV or PDF. The results LBV
provided were strongly dependent on the number of mask erosions (Figure 6.35, LBV with
0 and 3 erosions). LBV assumes that the internal field contributions are constant zero at
the tissue boundary (section 2.3.3.1). This might be a good approximation when the edges
of the tissue mask are near regions with low susceptibility variations (Figure 6.36 a). In
this case, field variations on the boundary induced by internal voxels near the boundary are
negligible. Therefore, LBV performs well in the brain where the susceptibility variations
at the edges are usually below 0.1 ppm. However, for whole head-and-neck images, this
susceptibility difference is equal to that of the tissue/air interface which is around 9.4
ppm [16]. In this case, internal voxels near the boundary have a significant contribution
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to the fields at the boundary (Figure 6.36 b) and LBV’s assumption is violated. Since
this assumption provides the boundary conditions for the differential equation that LBV
solves, its violation has long-ranging effects (Figure 6.35, LBV with 0 erosions).
Figure 6.36: The validity of LBV’s assumption. The black and white lobes (a and b) indicate the dipolar
fields induced by the susceptibility difference between the orange internal voxel and its surroundings.
LBV’s assumption that the internal fields (Bint) are zero on the boundary only holds when the edges of the
tissue mask are near regions with low susceptibility variations (a) and is violated when the susceptibility
differences are large (b).
PDF was more robust to the number of mask erosions than LBV (Figure 6.35). PDF
is a fitting method which estimates a susceptibility variation outside the tissue mask that
can explain the field distribution within the tissue mask (section 2.3.4.1). Eroding the
mask means that a few more voxels (at the boundary) are included in the candidate
susceptibility distribution outside the mask instead of the field map to be fitted inside the
tissue mask. Figure 6.35 confirms that mask erosion only affects the PDF results very
close to the mask edges.
The arrows in figure 6.35 show that the two methods, especially PDF, failed to remove
some background fields around the elliptical air space which propagated into the suscep-
tibility maps in the form of very strong streaking artifacts (not shown). Both methods
were applied to the images after non-linear fitting and LPU. Even with a very low kernel
threshold, Laplacian based techniques (such as LPU) tend to also reduce the background
fields (section 2.2.2.2). It is possible that some of the remaining background fields could
not be modelled as contributions from outside susceptibility sources because some com-
ponents have been removed, therefore PDF failed. Since both Laplacian techniques and
LBV are based on the fact that field contributions of outside sources are harmonic inside
the tissue mask (∇2Bext = 0, section 2.3), even if LPU removes some of the background
fields, the remaining background fields are expected to still be harmonic within the ROI.
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Therefore, LBV was able reduce these fields more successfully than PDF (Figure 6.35,
arrows).
Figure 6.37: Comparison of LBV and PDF after FSL PRELUDE in the head and neck. Sagittal and
axial slices of the ground truth local field map and local field maps calculated using LBV and PDF with
0 or 3 mask erosions in the head (top row). Difference images between the estimated local field maps
and the ground truth are also shown (bottom row) as well as NRMSE in the head and neck.
To confirm the idea that residual background fields in the local field map calculated
using PDF were caused by the interaction between the LPU step and PDF, the former
was replaced by FSL PRELUDE in the pipeline and LBV and PDF were compared again.
Figures 6.37 and 6.38 show sagittal and axial slices of the local field maps and susceptibility
maps calculated using non-linear fitting, FSL PRELUDE, LBV or PDF, and TKD. Using
FSL PRELUDE instead of LPU enabled PDF (and also LBV) to eliminate the background
fields around the elliptical air space (arrows in Figure 6.37) confirming my explanation
from the previous paragraph. Susceptibility maps in Figure 6.38 further demonstrate that
PDF is more robust to the number of mask erosions than LBV.
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Figure 6.38: Susceptibility maps calculated in the head and neck using non-linear fitting, FSL PRELUDE,
LBV or PDF, and TKD (top row). Difference images between the calculated susceptibility maps and the
reference susceptibility map are also shown (bottom row) as well as NRMSE in the head and neck.
The results of the comparison of LBV and PDF in the head and neck have shown
that LBV is able to remove most of the background fields when the boundaries of the
tissue mask are near regions with low susceptibility variations. Such a tissue mask might
be difficult to construct in volunteer or patient data where the exact position of the
tissue/air interfaces is not known. PDF was also shown to be able to eliminate most of
the background fields when used after FSL PRELUDE as the phase unwrapping method.
However, it could take 4-5 hours for PRELUDE to unwrap a phase map of the head and
neck (chapter 4) whereas LPU only takes a few seconds. It is interesting to note that
PDF combined with LPU only failed around the elliptical air space even though the total
field map contained larger field variations around the chin (Figure 6.30 b). Possibly, it
is the nature of the dipolar fields induced by spherical or elliptical susceptibility sources
that is causing this problem. It would be beneficial to compare these two background field
removal techniques in volunteer head-and-neck images where such shapes are uncommon
(section 6.4).
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6.3.4 Conclusions
I compared five popular BFR techniques using a realistic numerical phantom. Results
shown in the brain agreed with the conclusions of Schweser et al. [99] even though they
studied the methods only up to the BFR stage and without field fitting or phase un-
wrapping, whereas I compared them in the context of an acquisition and susceptibility
mapping pipeline tailored for clinical applications. All methods could eliminate most
of the background fields around the deep-brain structures. iLF, SHARP and VSHARP
either did not provide local field values at the boundary or these values were inaccurate.
I took the comparison one step further then Schweser et al. by calculating susceptibility
maps from all estimated local field maps and the ground truth local field map. Mean
susceptibilities in several brain regions were not significantly affected by the background
field removal method used.
LBV and PDF provided the most accurate local field and susceptibility maps in the
brain. Though the computation times of VSHARP and PDF were longer than those of
the other three techniques, all methods could be calculated within one minute.
Since the focus of this thesis is head-and-neck cancer, I investigated the differences
between LBV and PDF in the whole head-and-neck phantom as well. LBV combined
with LPU was able to remove most of the background fields, but its performance was
heavily affected by the number of mask erosions. I hypothesised that this is due to the
assumption of LBV being violated when the boundaries of the tissue mask coincide with
tissue/air interfaces. PDF was more robust to the number of mask erosions, but it could
not remove residual background fields around the elliptical air space when combined
with LPU. This could be attributed to the properties of the dipolar fields generated
by an elliptical susceptibility source. PDF combined with FSL PRELUDE performed
consistently well, but unwrapping a head-and-neck image using PRELUDE could take
up to 4-5 hours which is not clinically applicable. Note that though SEGUE (chapter 4)
was not used in this comparison, it could be a feasible alternative as I have shown that it
provides almost identical unwrapped phase maps to PRELUDE in a much shorter time
(section 4.5).
In conclusion, LBV or PDF combined with non-linear fitting and LPU are suitable
pipelines for calculating local field maps in the brain. The same two pipelines could be
feasible in head-and-neck imaging provided that no elliptical susceptibility sources are
present. It would be beneficial to examine whether PDF after LPU can remove residual
background fields around the air spaces in acquired, in-vivo images (section 6.4).
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6.4 Optimising the QSM pipeline for head-and-neck
images
6.4.1 Introduction
As there is no previous literature on the application of susceptibility mapping to head-
and-neck images, it was improtant to carefully optimise the entire QSM pipeline for
this region. It is very challenging to calculate susceptibility maps in the head and neck
due to (section 1.3.3): i) strong background fields induced by the tissue/air interfaces
of the oropharyngeal air spaces, ii) signal dropout in bones, iii) chemical shift artifacts
originating from fatty tissue, and iv) motion (e.g. due to swallowing). In section 6.1,
I compared several different strategies for overcoming (iii). In-phase imaging was found
to be the most accurate and robust technique to correct for chemical shift artifacts.
Therefore chemical shift artifacts (iii) are removed at the acquisition stage. As I have
discussed, some of the other challenges (e.g. motion) can be somewhat mitigated by
choosing acquisition parameters (e.g. SENSE acceleration factors and image orientation)
(section 6.2). In section 6.3, I evaluated background field removal techniques using ground
truth evaluation in a numerical phantom to deal with (i) and found that Projection onto
Dipole Fields (PDF, section 2.3.4.1) and the Laplacian Boundary Value method (LBV,
section 2.3.3.1) performed well in the head and neck. It is important to test whether
these methods are robust in vivo and also to optimise the remaining steps in the QSM
pipeline in the head and neck. There are many existing techniques with different core
assumptions and properties for field fitting, phase unwrapping, background field removal
and susceptibility calculation (chapter 2). Here I assess and compare the state-of-the-
art methods in terms of image quality (based on visual assessment and signal-to-noise
ratio where applicable, see chapter 3) and computation time using in-vivo head-and-neck
images. A summary chart of the optimisation process and the main conclusions can be
found in section 6.4.4.
6.4.2 Methods
I acquired images in a healthy volunteer using the optimised parameters and evaluated
current field fitting, phase unwrapping, background field removal and susceptibility cal-
culation techniques.
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6.4.2.1 Head-and-Neck Data
Multi-echo magnitude and phase images were acquired in the head and neck of a healthy
volunteer using the optimal acquisition protocol developed in section 6.2: with FOV =
24×24×22 cm3 (FH-AP-RL), coronal orientation, a SENSE factor of 2 in the RL direction,
1.25 mm isotropic resolution, TE1 = ∆TE = 4.61 ms (in-phase timing), 4 echoes, bw =
290 Hz/pixel, TR = 22 ms, flip angle = 12◦. Flow compensation on the first echo was
also set to ”YES”. These images were used here to optimise the QSM pipeline.
6.4.2.2 Magnitude and phase noise
In chapter 3, I discussed the evolution of measurement uncertainty along the susceptibility
mapping pipeline and concluded that calculating the noise maps for each stage could aid
in the selection of the most appropriate methods. Therefore, as a first step, seven regions
of interest (ROIs) were manually segmented in the first-echo magnitude image to estimate
the initial magnitude noise. Five rectangular, 400-voxel regions were selected within the
white matter in a sagittal slice similarly to Figure 3.1. Two additional ROIs (around
300 voxels) were manually drawn around healthy lymph nodes. The uncertainty in each
ROI was estimated as the standard deviation of the magnitude. The phase noise was
calculated using Equation 3.13.
6.4.2.3 Field fitting and phase unwrapping
Calculating the total field map is the first step in susceptibility mapping (Figure 2.1).
It involves the unwrapping and fitting of phase images to estimate a field value at each
voxel.
Unwrapping phase images at each echo individually followed by linear fitting to the
phase across echoes is a straightforward way of calculating the total field map. This
requires a phase unwrapping algorithm that preserves the linearity of the phase across
echoes. Unfortunately, one of the fastest and most widely used techniques, Laplacian
phase unwrapping (LPU, section 2.2.2.2) does not preserve this linearity as it also tends
to remove some of the background fields in a non-linear fashion [98]. FSL PRELUDE
(section 2.2.2.1) is considered the ground truth phase unwrapping method [93]. It does
not affect the linearity of the phase as it performs the unwrapping by adding integer
multiples of 2pi to each voxel. However, PRELUDE can take up to a day to unwrap all
4 echoes for head-and-neck phase images (chapter 4). Fortunately, the new, faster phase
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unwrapping method, SEGUE (chapter 4), that I have developed can be used here instead
to reduce computation times as I have shown that it provides almost identical results to
PRELUDE (section 4.5). Another way of estimating the field map is using non-linear
fitting (section 2.2.1.3) of the multi-echo complex data over time and then eliminating
residual wraps using any spatial phase unwrapping algorithm.
Here I compared total field maps calculated using: linear fitting of the SEGUE un-
wrapped phase across echoes both with and without magnitude weighting (section 3.3),
and non-linear fitting followed by either SEGUE or LPU to eliminate residual wraps. The
overall computation times were also measured.
6.4.2.4 Background field removal
In section 6.3, I concluded that non-linear fitting and LPU combined with Laplacian
Boundary Value (LBV, section 2.3.3.1) or Projection onto Dipole Fields (PDF, section
2.3.4.1) could be used for calculating the local field map in the head and neck. However,
the performance of LBV largely depended on the binary tissue mask (Figure 6.35, left
column). Also PDF seemed to be unable to completely remove residual background fields
around the elliptical air space of the numerical phantom (Figure 6.35, right column).
In this section, I compared these two techniques in a healthy volunteer to assess their
performance and robustness in vivo.
Most background field removal techniques rely on a binary tissue mask to separate
internal and external susceptibility sources (section 2.3). The edges of the tissue mask
determine the boundary conditions for LBV where the internal field variations are assumed
to be zero (section 6.3.3.2). The mask also determines the part of the image to be fitted
by PDF so it should only contain regions of low noise to avoid overfitting and inaccurate
results. For head-and-neck images, the easiest way to create a binary tissue mask is by
thresholding one of the magnitude images, for example, as voxels with noisy phase usually
appear dark in the magnitude images [84]. However, magnitude images at individual
echoes do not necessarily fully characterise the noise in a certain voxel across all the
echoes. Fortunately, the non-linear fitting function from the MEDI toolbox [86] also has
a noise map output based on Equation 3.21. Thresholding the inverse noise map should
provide a better tissue mask for background field removal as it takes into account the noise
variation over all echoes. Here I tested masks obtained by thresholding the inverse noise
map at 1/3, 1, and 3 times its mean value (Mask 1, Mask 2, and Mask 3 respectively).
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6.4.2.5 Susceptibility calculation
I compared five different susceptibility calculation methods by applying them to local field
maps calculated by non-linear fitting, LPU and PDF using Mask 2 in the volunteer head-
and-neck images. I selected popular, state-of-the-art methods as potential susceptibility
calculation techniques: Truncated K-space Division (TKD, section 2.4.1.1), the direct
and iterative Tikhonov methods (section 2.4.2.2), Morphology Enabled Dipole Inversion
(MEDI, section 2.4.2.3), and iLSQR (section 2.4.2.1).
TKD was used with δ = 2/3 and correction for underestimation using the point spread
function (PSF) to minimise streaking artifacts. PSF correction was also implemented for
the Tikhonov techniques (section 2.4.2.2). For iterative Tikhonov and MEDI, the inverse
noise map was used as the weighting term (normalised by the mean of the inverse noise
map so that the optimal regularisation parameters of the direct and iterative Tikhonov
methods would be comparable). iLSQR was run with default settings. For all three iter-
ative fitting methods (iterative Tikhonov, MEDI, and iLSQR), Mask 2 from the previous
section was used to identify the regions to be fitted as this proved to provide the best
local field maps (section 6.4.3.3).
The regularisation parameters of the Tikhonov methods and MEDI were selected using
L-curve optimisation (section 2.4.2.4). A range of different α (for the Tikhonov methods)
and λ (for MEDI) values were used to calculate the susceptibility map. The residual norm
(RN) and the regularisation term (RT) were calculated in each case to give a measure of
the quality of the fit and the degree of regularisation respectively and allow an L-curve
to be plotted to help select the optimal regularisation parameter.
6.4.3 Results and Discussion
6.4.3.1 Magnitude and phase noise
Figure 6.39 b shows the seven regions of interest: five, rectangular white matter areas
(white boxes) and two healthy lymph nodes (red overlay).
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Figure 6.39: Variations in the magnitude noise across echo times (a) and regions of interest in the
magnitude image (b). The scatter plot in (a) shows the mean noise across the seven ROIs with error bars
equal to their standard deviation.
Figure 6.39 a shows the evolution of the magnitude noise across echoes. Note that
the magnitude uncertainty of this data shows even less echo time-dependence than the
magnitude uncertainty of the brain images used in chapter 3 (Figure 3.2 a).
Figure 6.40 b shows the profile of the uncertainty in the first-echo phase image along
the white line in Figure 6.40 a. This line was selected due to the fact that it goes through
both of the manually segmented healthy lymph nodes indicated by the yellow arrows.
The phase noise was scaled to ppm using Equation 3.30.
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Figure 6.40: The first-echo magnitude image (a) and the phase noise profile (b). The plotted line in (b)
shows the variations in phase uncertainty across the neck along the white line in (a). The yellow arrows
indicate the healthy lymph nodes that were manually segmented for the estimation of the magnitude
noise.
6.4.3.2 Field fitting and phase unwrapping
Figure 6.41 a shows the estimated total field maps as well as their profiles across the neck
and the overall computation times. The corresponding noise maps and their profiles are
displayed in Figure 6.41 b. These were calculated using Equation 3.20 for the linear fits
with and without weighting, while the noise map output of the non-linear fitting function
of the MEDI toolbox is displayed in the bottom row.
All three total field maps look very similar and have almost identical profiles. In some
instances, the total field values estimated with the simple linear fit (Figure 6.41 a, blue,
solid line) tend to be a bit lower than the results of the other two techniques (Figure
6.41 a, arrows). The noise profile of the simple linear fit (Figure 6.41 b, blue, solid line)
also tends to be generally higher than that of the other two methods (Figure 6.41 b,
arrow). This is another demonstration of the fact that magnitude weighting substantially
attenuates the noise in regions with low magnitude SNR, i.e. towards the tissue edges or
bony structures (Figure 6.41 b, yellow circles). This result is in accordance with Figure
3.5.
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Figure 6.41: Comparison of three different techniques for the estimation of the total field map. The
resulting total field maps and their profiles along the white lines is shown in (a). The overall computation
times are also displayed in the bottom right corner of each field map. The corresponding noise maps and
their profiles along the white lines is shown in (b). The arrows in (a) indicate some voxels where the total
field estimated by the linear fit is lower than that calculated by the other two techniques. The arrow and
yellow ellipses in (b) indicate regions where the noise of the linear fit total field map was higher than that
of the other two techniques.
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The magnitude-weighted linear fit and non-linear fitting provided similar maps of the
total field and the total field uncertainty. However, using the weighted linear fit requires
prior unwrapping of the phase at each echo individually. Since the computation time
of SEGUE is longer for later echoes, the overall process takes about 8 minutes. Using
SEGUE after non-linear fitting means that spatial unwrapping only has to be performed
once. Moreover, residual wraps after non-linear fitting are usually similar to the wraps in
the first echo phase image (i.e. there are fewer wraps). Therefore, it only takes about 50
seconds to calculate the total field map using this strategy.
LPU could also be used to remove residual wraps after non-linear fitting as the preser-
vation of phase linearity is not a concern after field fitting has already been performed.
Figure 6.42 shows total field maps calculated using non-linear fitting followed by SEGUE
(a) or LPU (b). Note that LPU also removed some of the background fields, therefore
Figure 6.42 b had lower contrast than Figure 6.42 a. The noise is expected to be similar
in the two maps (section 3.4). As a consequence, SNR is obviously lower in the map
provided by LPU, but only due to the partial background field removal. Therefore, noise
or SNR maps cannot be used in this comparison.
Figure 6.42: Comparison of two different techniques for removing residual phase wraps after non-linear
field fitting. The arrows show a residual wrap in the SEGUE unwrapped field map towards the mask
edges that is not present in the LPU result.
LPU has several advantages over SEGUE. Even with the accelerated algorithm of
SEGUE, LPU is still a lot faster, reducing the overall computation time for estimating
the total field map to around 30 seconds. Moreover, it is much more robust against
noisy voxels towards the mask edges (Figure 6.42, yellow arrows) and open-ended fringe
lines [96]. However, it was shown in section 6.3.3.2, that it cannot be used in conjunction
with either PDF or LBV to accurately predict local field variations around ellipsoidal
susceptibility sources. Fortunately, in-vivo images are not expected to have such suscep-
209
tibility sources. Note that since LPU eliminates some of the background fields, it is not
suitable for applications requiring an accurate total field map (e.g. distortion correction).
Luckily, this is not an issue in QSM as long as the subsequent background field removal
method can eliminate all residual background fields.
To summarise, non-linear fitting combined with LPU is a fast and efficient way of
estimating the total field map. It remains to be investigated whether residual background
fields can be removed from the resulting total field map in vivo.
6.4.3.3 Background field removal
Figure 6.43 shows local field maps in a healthy volunteer estimated by LBV (a) or PDF
(b) using the three different masks. All six results were calculated from the total field map
obtained using non-linear fitting combined with LPU from the previous section. The first
thing to note is that using Mask 3 (bottom row) eliminated most of the voxels around the
lymph nodes. This is also reflected in the fact that the corresponding line profiles (black
dashed lines in the top row) are mostly zero across the volume for both methods. Secondly,
using Mask 1 led to local field maps with large residual background fields (red arrows).
Note that the LBV map contained substantially more areas of residual background fields
than the PDF map. Moreover, the residual fields in the neck profile in both local field
maps using Mask 1 were smaller with PDF compared to LBV (top row, blue solid lines
and blue arrows). This further confirms that PDF is more robust to the choice of tissue
mask than LBV (section 6.3.3.2).
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Figure 6.43: Comparison of LBV (a) and PDF (b) for the estimation of the local field map using three
different tissue masks. The resulting local field maps and their profiles along the white lines are shown in
both columns. Computation times are also displayed in the bottom right corner of each local field map.
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Using Mask 2 resulted in acceptable local field maps (by visual assessment). Some
residual background fields were present in the PDF map around the spine (Figure 6.43
b, yellow arrow) that led to a sharp spike in the line profile (green arrow). However, the
LBV result contained more prominent residual background fields towards the bottom of
the neck (Figure 6.43 a, yellow arrow). Furthermore, the PDF results looked smoother in
the brain than the LBV results (yellow ellipses). LBV was about ten times faster than
PDF, but even PDF’s runtime was consistently around half a minute.
Figure 6.44 shows a similar comparison focusing on the previously segmented healthy
lymph nodes (slightly hypointense regions indicated by the red arrows). The line profiles
in the top row show that both techniques were robust to masking in and around the right
node. However, PDF also provided similar field values using Mask 1 and Mask 2 in and
around the left node. The contrast of the LBV results in the left node was different for
the two tissue masks due to the large residual background fields. The local field maps
obtained using Mask 3 had little to no contrast for both techniques (not shown).
Figure 6.44: Comparison of LBV (a) and PDF (b) for the estimation of the local field map in the
segmented lymph nodes. The resulting local field maps and their profiles (in and around the nodes)
along the white lines are shown in both columns. The arrows indicate the healthy lymph nodes.
PDF successfully removed the vast majority of the background fields with all three
masks. The local field maps did not contain any large residual background fields such as
those in Figure 6.35. This supports our hypothesis that the residual fields were caused
212
by the ellipsoidal air space in the numerical head-and-neck phantom (section 6.3.3.2).
Therefore, PDF is a suitable background field removal technique for in-vivo studies.
Areas with large susceptibility gradients need to be avoided when defining a tissue
mask for LBV. However, the head-and-neck region contains such areas in abundance, e.g.
tissue/air interfaces around the skin, the oropharyngeal airspaces, and the esophagus, and
bone/air interfaces around the spine and the skull. Therefore, without carefully designed,
individual tissue masks, LBV might not be able to perform adequate background field
removal in the head and neck. This lack of robustness means that LBV is not suitable
for large-scale clinical studies of the head and neck.
Note that this comparison is mostly qualitative and observational, i.e. the noise maps
and SNR maps were not included due to reasons discussed in section 3.4.
In conclusion, though LBV is faster, PDF’s greater robustness to the choice of binary
tissue mask makes it more suitable for clinical studies. However, it is not yet clear how the
mean susceptibility in cancerous lymph nodes is affected by potential residual background
fields originating from applying LBV with an imperfect tissue mask. If the final measure
is not sensitive to the tissue mask, LBV should be used for background field removal
as it is much faster than PDF. Therefore, I decided to use both LBV and PDF in the
repeatability study focusing on susceptibility mapping in head-and-neck images (chapter
7). Using Mask 2 (generated by thresholding the inverse noise map at its mean value)
seems to provide a good compromise between residual background fields and excluded
voxels.
6.4.3.4 Susceptibility calculation
Figure 6.45 shows the log-log plots of the (RN, RT) curves. Note that none of these
have the classical L-shape. Regardless of this, αdir = 0.11, αiter = 0.04, and λ = 160
were selected as the regularisation parameters corresponding to the point of maximum
curvature.
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Figure 6.45: L-curve optimisation to select suitable regularisation parameters for the Tikhonov methods
and MEDI.
Figure 6.46 shows susceptibility maps calculated using the five candidate methods
with optimised parameters. As expected, the direct k-space inversion techniques (b-c)
were much faster than the iterative fitting methods (d-f). The TKD result contained
characteristic streaks originating from the high absolute susceptibility values near the
edges of the tissue mask (a, yellow arrows). These streaks were substantially attenuated by
the direct Tikhonov method at no extra computation time cost. There were unrealistically
large susceptibility values towards the edges of the tissue mask in the direct Tikhonov
result (c, red arrow and ellipse) due to residual background fields in the same regions.
These could be improved by the weighting term used in the iterative Tikhonov method
(d, red arrow and ellipse). The iterative Tikhonov technique is much slower than the
direct k-space inversion methods, but it is still the fastest among the iterative fitting
methods and a one minute run time is still feasible for large-scale clinical studies (note
that about one minute was needed in total to calculate the local field map). Both MEDI
and iLSQR provided susceptibility maps with reduced contrast compared to the other
three techniques. This is most apparent in the brain, especially in the globus pallidus
(e-f, black arrows). Morever, the line profile of MEDI also shows reduced contrast around
one of the segmented healthy lymph nodes (a, green solid line, black arrows). MEDI was
also extremely slow compared to all other techniques. The iterative Tikhonov method
provided susceptibility maps with visibly less noise than iLSQR (d,f orange circles) as it
uses the inverse noise map as a weighting term for the fitting unlike iLSQR.
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Figure 6.46: Comparison of TKD (b), direct Tikhonov (c), iterative Tikhonov (d), MEDI (e), and iLSQR
(f) as susceptibility calculation methods in the head and neck. The resulting susceptibility maps (b-f)
and their profiles (in and around the nodes) along the white lines (a) are also shown. The corresponding
computation times are displayed in the bottom right corner of each image. The location of the lymph
nodes is indicated by the gray background in (a).
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Figure 6.47 shows mean susceptibilities calculated in the left and right lymph nodes
of susceptibility maps obtained by the five different techniques. There is good agreement
between the TKD, direct Tikhonov, and iterative Tikhonov results on both sides. iLSQR
and MEDI provided slightly different values than the rest of the methods on the left and
right sides respectively.
Figure 6.47: Mean susceptibility values measured in the two segmented lymph nodes.
For the k-space inversion methods (TKD and direct Tikhonov), the noise and SNR
maps were calculated in the head and neck similarly to section 3.5. The results are shown
in Figure 6.48. The direct Tikhonov results contained less noise (a) and had slightly
higher SNR (b) than the TKD results across the entire volume including the two lymph
nodes.
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Figure 6.48: Susceptibility noise (a) and SNR (b) maps and profiles (in and around the lymph nodes)
for the TKD and direct Tikhonov susceptibility calculation methods. The location of the lymph nodes
is indicated by the dotted black lines in the plots in the top row.
Unfortunately, the above estimation of the susceptibility noise and SNR is not straight-
forward to perform for iterative fitting methods. One might think that using the direct
Tikhonov kernel in Equation 3.29 from chapter 3 would give a good approximation for the
noise distribution of the iterative Tikhonov technique. However, this approach would not
account for the weighting term which is used specifically to reduce artifacts originating
from noisy voxels. Therefore such a comparison would not be fair.
Another way of performing a numerical comparison of the methods is to measure
SNR in the ROIs initially used for estimating the magnitude noise. The susceptibility is
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expected to be fairly homogeneous within the 400-voxels white matter regions. However,
there is more heterogeneity onserved in the lymph nodes, therefore these were excluded
from the comparison. Susceptibility signal was measured as the mean susceptibility in
each region, while the noise was approximated by the standard deviation within each
region. Figure 6.49 shows the susceptibility SNR measured in the white matter for all
five susceptibility calculation techniques. TKD seems to have slightly lower SNR than
the rest, but there does not seem to be a substantial difference between the other four
techniques. MEDI has the highest overall SNR because of its regularisation term leading
to overly smooth results and very low noise. Therefore, it provides high SNR even with
the substantially reduced contrast. However, the same smoothing is likely to attenuate
essential features of the susceptibility map [113].
Figure 6.49: Comparison of susceptibility SNR of all five susceptibility calculation methods. The mean
of the five SNR values measured in the five 400-voxel white matter regions is shown. The data have error
bars equal to the standard deviations of the same five measured SNR values.
In conclusion, none of the techniques provided vastly superior SNR than the rest.
Both Tikhonov techniques were able to sufficiently attenuate the streaking present in
the TKD susceptibility map in a reasonable runtime. MEDI’s computation time is too
long for large-scale clinical studies and iLSQR is slower and provides noisier results than
the iterative Tikhonov method. Therefore, I propose the direct and iterative Tikhonov
techniques as candidate methods for susceptibility calculation in the head and neck.
In general, iterative fitting algorithms are better suited for susceptibility calculation
within a mask of such a convoluted shape as these methods do not assume local field maps
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outside the tissue mask to be zero but rather unknown. Therefore these methods deal
better with edge effects which was demonstrated here. Due to the weighting term, these
techniques also tend to perform better noise suppression [188]. Therefore, it is reason-
able to use the iterative Tikhonov method instead of its direct version for head-and-neck
images. However, it is not obvious if these properties have a substantial effect on the
susceptibility measured in cancerous lymph nodes. In our example, mean susceptibilities
in the segmented healthy lymph nodes were very similar for the two Tikhonov techniques.
If it turns out that the improved susceptibility of the iterative Tikhonov method towards
the mask edges does not affect the susceptibility measured in cancerous lymph nodes, di-
rect Tikhonov should be used for susceptibility calculation as it is much faster. Therefore,
I decided to include both direct and iterative Tikhonov techniques in the repeatability
study focusing on susceptibility mapping in the head and neck (chapter 7).
6.4.4 Conclusions
Here I have optimised the QSM pipeline to produce high-quality susceptibility maps in
the head and neck. Figure 6.50 summarises the methods and conclusions of this process.
Non-linear fitting and Laplacian phase unwrapping were used to estimate the field map
in consideration of their speed and the fact that, combined with LBV or PDF, they could
provide accurate local field maps in the head and neck (section 6.3). PDF was found
to be a more robust method for eliminating the vast majority of the background fields
while LBV was much faster. A binary tissue mask of the head and neck generated by
thresholding of the inverse noise map at its mean was used to identify regions with low
noise that allowed accurate background field estimation. Iterative Tikhonov regularisation
provided the least streaky and noisy susceptibility map with the best contrast out of the
three susceptibility calculation techniques based on iterative fitting in the image domain.
The susceptibility map obtained using the direct Tikhonov method was very similar to the
iterative Tikhonov solution with a few more artifacts towards the mask edges. However,
this did not affect mean susceptibilities measured in healthy lymph nodes and the direct
approach was much faster.
In summary, the optimal pipeline consists of: 1. Non-linear fitting of the complex
signal over echo time, 2. Laplacian phase unwrapping, 3. background field removal
using PDF or LBV, 4. susceptibility calculation using iterative or direct Tikhonov. The
repeatability study (chapter 7) and initial clinical trials need to establish if the potential
residual background fields due to using LBV, or the poorer quality of the susceptibility
maps towards the mask edges when using the direct Tikhonov method affect the final
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susceptibility measure substantially. In the next chapter, I assess the repeatability of
the susceptibility maps using all four potential QSM pipelines in a cohort of healthy
volunteers.
Figure 6.50: Summary chart of the QSM pipeline optimisation.
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Chapter 7
QSM Repeatability in the Head and
Neck
7.1 Introduction
In this chapter, I investigated the intrasession and intersession repeatability of the opti-
mised acquisition protocol and the candidate susceptibility mapping pipelines from sec-
tions 6.2 and 6.4 respectively in healthy volunteers. The main goals of this chapter are to
compare all four QSM pipelines from section 6.4 (i.e. non-linear field fitting, Laplacian
phase unwrapping followed by either PDF or LBV for background field removal and direct
or iterative Tikhonov for susceptibility calculation) in terms of repeatability and to deter-
mine if the measured repeatability is sufficiently high to detect hypoxia in head-and-neck
cancer (section 1.1).
For the latter, I estimated the expected changes in susceptibility in hypoxic tumours
using the back of the envelope calculation from section 1.3.1:
χhypoxic − χnormoxic = V ·Hct · 3.8 ppm ≈ 0.3 ppm (7.1)
where V = 0.2 is the vascular density, and Hct = 0.4 is the hematocrit level.
Note that previously, Panek et al. [49] have investigated the repeatability of T∗2 mea-
surements in head-and-neck squamous cell carcinoma (HNSCC) and found it to be suffi-
ciently high to detect a 10% change in tissue oxygenation. Since the T∗2 contrast partly
originates from microscopic susceptibility variations, this result suggests that QSM should
also be repeatable in the head and neck. The advantage of susceptibility over T∗2 mapping
is that susceptibility is expected to scale linearly with tissue oxygenation, similarly to how
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it has a linear relationship with fat fraction and bone mineral density shown in chapter
8. On the contrary, T∗2 is a complicated function of the oxygen concentration that was
modelled to be quadratic in [49].
7.2 Methods
7.2.1 Data acquisition
The local ethics committee approved this study and informed consent was obtained from
all participants.
Multi-echo head-and-neck images were acquired in 10 healthy volunteers (age range:
23-30 years, 7 females and 3 males) at 3 T (Achieva, Philips Healthcare, NL) using a
3D gradient-echo pulse sequence previously tailored for structural, head-and-neck QSM
(section 6.2): a 16-channel receiver head-and-neck coil, coronal orientation (head-foot =
readout direction), field-of-view = 24 cm×24 cm×22 cm, SENSE factor = 2 in the right-
left (first phase encoding) direction, 1.25 mm isotropic resolution, 4 echoes, TR = 22
ms, and flip angle = 12◦. In-phase echo timing (TE1 = ∆TE = 4.61 ms) was used to
remove the chemical shift-induced phase differences between fatty and water-based tissues
(section 6.1). Vendor-supplied first order gradient-moment nulling on the first echo (flow
compensation) was turned on which resulted in first order gradient moments at all four
echo times being very close to zero (section 6.2.3.3).
All 10 volunteers were scanned using the above sequence at two sessions a week apart, 3
times per session, to investigate both intrasession and intersession repeatability in healthy
volunteers.
7.2.2 Susceptibility mapping pipeline
Susceptibility maps were calculated from all complex, multi-echo images using the fol-
lowing susceptibility mapping pipelines previously optimised for head-and-neck images
(section 6.4):
1. Non-linear field fitting (section 2.2.1.3)
2. Laplacian phase unwrapping (section 2.2.2.2)
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3. Background field removal using Projection onto Dipole Fields (PDF, section 2.3.4.1)
or the Laplacian Boundary Value method (LBV, section 2.3.3.1)
4. Susceptibility calculation by solving the inverse problem with Tikhonov regularisa-
tion (section 2.4.2.2) either directly in k-space (λ = 0.11) or iteratively in image
space (λ = 0.04, W = masked inverse noise map) using conjugate gradient minimi-
sation
Zero padding to a matrix size of 256×256×256 was applied before using the direct
Tikhonov susceptibility calculation technique in each case to avoid errors introduced by
the Fourier and inverse Fourier transform. Head-and-neck tissue masks were generated by
thresholding the inverse noise map at the mean of the inverse noise across the image. This
simple method provided consistently suitable tissue masks for background field removal
(section 6.4.3.3).
7.2.3 Regions of interest (ROIs)
Figure 7.1: Pipeline for segmenting regions of interest in the brain and head and neck. *Delineation of
the brain ROIs was done manually for two volunteers where FSL FIRST did not work. Note that the
example ROIs are overlaid on last-echo magnitude images for better visibility in each case.
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Figure 7.1 shows the pipeline for ROI segmentation. As a first step, ROIs were delineated
in the first acquired image (the first image of the first scanning session). Brain regions
(thalamus, caudate nucleus, putamen, globus pallidus) were automatically segmented
using FSL FIRST [186] on the first-echo magnitude image. This worked reasonably well
for most volunteers, but failed in two cases as FSL FIRST was designed to be used on
T1-weighted images, which have more contrast. In these two cases, the aforementioned
brain ROIs were manually segmented in single, axial slices on the last-echo magnitude
images using ITK-SNAP [184,185].
Three types of healthy lymph nodes were segmented manually (using ITK-SNAP) on
the last-echo magnitude image: small nodes, medium nodes, and the insides of larger
nodular structures with a 1-2 voxel margin around them. Two of each of these were
identified and delineated per volunteer wherever possible. The parotid and submandibular
glands were also manually segmented in single, axial slices. All ROIs delineated in the
first acquired images were checked by an experienced radiologist.
ROIs in the remaining five images were segmented by propagating the initial segmen-
tation using a MATLAB-based, b-spline image registration tool [189–191]. The last-echo
magnitude image of the first image was non-rigidly registered to the last-echo magnitude
images of the rest and the resulting transformations were used to warp the aforementioned
segmented ROIs. As a final step, all ROIs were checked visually and manually adjusted
in ITK-SNAP if necessary.
Figure 7.2: Susceptibility histogram in a typical large nodal structure (a) and diagram of the comparisons
performed (b) for the intrasession (orange arrows) and intersession (green arrows) repeatability analysis.
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Means and medians of susceptibilities were calculated in all regions of interest to com-
pare the repeatability of these different measures in healthy volunteers. To justify the use
of mean values, the symmetric histogram of susceptibilities in one of the bigger nodes is
displayed in Figure 7.2 a.
7.2.4 Repeatability analysis
Before performing the repeatability analysis, the small and medium nodes were reassigned
based on their actual volumes (VOL): small nodes < 300 mm3; medium nodes > 300
mm3. This threshold was set based on the distribution of the sizes to make sure that
there were a similar number of lymph nodes in both categories. Another reassignment
was also performed based on the short axis diameters (SAD) of the nodes: small nodes <
5 mm; medium nodes > 5 mm, as this is the size measure most frequently used in clinical
practice.
To evaluate the intrasession repeatability, differences of the measured mean or median
susceptibilities were calculated between all pairs of scans acquired in the same session
(Figure 7.2 b, orange arrows) and the distributions of these differences were considered
for each ROI type. In case of high repeatability, these are expected to be narrow with
a mean close to zero. Similarly, to evaluate intersession repeatability, differences of the
measured mean and median susceptibilities were computed between all pairs of scans
acquired in different sessions (7.2 b, green arrows).
The minimum detectable effect size in a single subject was calculated [192] for the
different ROI types in the neck based on the standard deviations of the aforementioned
distributions of susceptibility differences, assuming a Gaussian shape, with a type I error
rate of α = 0.05 and a type II error rate of β = 0.2.
7.2.5 The effect of fatty fascia on the measured susceptibility of
lymph nodes
Many of the healthy lymph nodes were located within the fatty fascia between muscle
sheets. However, fat has been repeatedly shown to have a much higher susceptibility than
other tissues such as muscle (section 6.1). Therefore, the surrounding fat could confound
the susceptibility measurements of lymph nodes e.g. if voxels of the fascia are included
in the ROI by mistake, due to partial volume effects, or in case of susceptibility artifacts
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originating from the large susceptibility gradient between the lymph node and the fatty
fascia. These effects are expected to be more substantial for smaller nodes which have a
higher surface-to-volume ratio. To investigate this issue, susceptibility histograms of all
voxels in either small nodes, medium nodes, or larger nodular structures (segmented with
a margin) were compared.
7.3 Results
7.3.1 Comparison of different QSM processing pipelines
Figure 7.3: Box plots of intrasession mean susceptibility differences in different ROI types: sN —small
nodes (VOL < 300 mm3), mN —medium nodes (VOL > 300 mm3), lNs —large nodular structures, Pg
—parotid glands, SMg —submandibular glands, Th —thalamus, CN —caudate nucleus, Put —putamen,
GP —globus pallidus.
For each ROI type, distributions on the left and right sides correspond to susceptibility maps obtained
using PDF or LBV respectively (see arrows). All measured susceptibilities were calculated using direct
k-space inversion.
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Figure 7.3 shows the comparison of the PDF and LBV background field removal methods
in terms of intrasession susceptibility repeatability in the head and neck. Here suscepti-
bility maps were calculated using direct k-space inversion. The means of all distributions
were very close to zero (within ±0.005 ppm) except for the small nodes and the globus pal-
lidus. Susceptibility repeatability using PDF was higher than with LBV in all ROI types
except in the globus pallidus (Figure 7.3, blue circle). We observed similar trends when
using iterative fitting to calculate susceptibility maps and for intersession comparisons as
well (not shown).
Figure 7.4: Box plots of intrasession mean susceptibility differences in different ROI types: sN —small
nodes (VOL < 300 mm3), mN —medium nodes (VOL > 300 mm3), lNs —large nodular structures, Pg
—parotid glands, SMg —submandibular glands, Th —thalamus, CN —caudate nucleus, Put —putamen,
GP —globus pallidus.
For each ROI type, distributions on the left and right sides correspond to susceptibility maps calculated
using direct k-space inversion or iterative fitting respectively (see arrows). PDF was used for background
field removal in each case.
A similar comparison between direct k-space inversion and iterative fitting is displayed
in Figure 7.4. Iterative fitting performed slightly better in terms of repeatability in small
and medium nodes, and the parotid and submandibular glands. However, k-space inver-
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sion provided marginally improved results in the larger nodular structures and all brain
ROIs. Intersession repeatability using these two susceptibility calculation methods was
also very similar (not shown).
In all previous comparisons, mean susceptibilities in ROIs was used as the summary
measure. Here I compared the repeatabilities of the mean and median of susceptibilities
measured in each ROI. Figure 7.5 shows that there was no substantial difference between
the two measures in terms of intrasession susceptibility repeatability. I observed similar
results for intersession susceptibility repeatability (not shown).
Figure 7.5: Box plots of intrasession mean and median susceptibility differences in different ROI types:
sN —small nodes (VOL < 300 mm3), mN —medium nodes (VOL > 300 mm3), lNs —large nodular
structures, Pg —parotid glands, SMg —submandibular glands, Th —thalamus, CN —caudate nucleus,
Put —putamen, GP —globus pallidus.
PDF and direct k-space inversion were used for background field removal and susceptibility calculation
respectively in each case.
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7.3.2 Histograms of healthy lymph nodes of various sizes
Figure 7.6: Box plots of intrasession mean susceptibility differences (a) and mean susceptibilities (b) in
different ROI types: sN —small nodes (VOL < 300 mm3), mN —medium nodes (VOL > 300 mm3),
lNs —large nodular structures, Pg —parotid glands, SMg —submandibular glands, Th —thalami, CN
—caudate nuclei, Put —putamens, GP —globus pallidi.
Normalised susceptibility histograms of all voxels in sN, mN, or lNs are also shown (c). PDF and direct
k-space inversion were used for background field removal and susceptibility calculation respectively in
each case.
Figure 7.6 a shows the distributions of intrasession mean susceptibility differences calcu-
lated using PDF and direct k-space inversion. The arrow indicates that higher repeata-
bility was measured in the medium-sized nodes than in small nodes, and even higher
repeatability in large nodular structures. In addition to this, Figure 7.6 b shows that the
measured range of mean susceptibilities decreased from small nodes to medium nodes,
and again from medium nodes to larger nodular tissue. Moreover, the susceptibility his-
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tograms in these three ROI types (Figure 7.6 c) were very similar on the diamagnetic (left)
side, but showed different distributions on the paramagnetic (right) side. The histogram
of the voxels in larger nodular tissue (Figure 7.6 c, black line) was relatively narrow and
symmetric with a mean of around -0.2 ppm. While the susceptibilities corresponding to
the maximum number of voxels were close to each other (within 0.1 ppm) for all three
ROI types, there were more and more paramagnetic voxels in the medium (Figure 7.6
c, blue line) and small (Figure 7.6 c, red line) nodes as the distributions became more
positively skewed.
7.3.3 Detectable effect sizes for different structures
Figure 7.7 shows distributions of both the intrasession (top) and intersession (bottom)
mean susceptibility differences calculated using PDF and direct k-space inversion. Stan-
dard deviations (SD) are also displayed at the bottom of each plot. Here the small and
medium nodes were reassigned based on both volume (VOL) and short-axis diameter
(SAD). Repeatability was only marginally higher for the volume-based classification in
most cases. The distributions of the intersession differences were generally broader than
those of the intrasession differences and their means very slightly further from zero in
most cases. Both of these indicate higher intrasession than intersession repeatability in
the head and neck.
Small nodes (either VOL < 300 mm3 or SAD < 5 mm) had the lowest repeatabil-
ity (both intrasession and intersession) among all tissue types followed by medium-sized
nodes. Larger nodular structures (lNs), the submandibular glands (SMg), and the globus
pallidus (GP) had similar intrasession SDs (although the distribution of the GP was off-
center). The intersession repeatability of both the lNs and the SMg were closer to that of
the medium-sized nodes. The GP had similar intrasession and intersession susceptibility
difference distributions. The susceptibilities measured in the parotid glands, thalamus,
caudate nucleus, and putamen were the most repeatable (both intrasession and interses-
sion) out of all ROI types discussed here.
Minimum detectable effect sizes (MDEs) were calculated for five ROI types (Figure
7.8) based on their intrasession susceptibility difference distributions. Small nodes had
the highest detectable effect size (0.27 ppm) followed by medium-sized nodes (0.16 ppm).
The effect sizes of the other three ROI types were all around or lower than 0.1 ppm. The
minimum detectable effect size was especially low for the parotid glands (0.06 ppm).
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Figure 7.7: Box plots of intrasession (top) and intersession (bottom) mean susceptibility differences
in different ROI types: sN —small nodes (both VOL < 300 mm3 and SAD < 5 mm are shown), mN
—medium nodes (both VOL > 300 mm3 and SAD > 5 mm are shown), lNs —large nodular structures, Pg
—parotid glands, SMg —submandibular glands, Th —thalamus, CN —caudate nucleus, Put —putamen,
GP —globus pallidus.
PDF and direct k-space inversion were used for background field removal and susceptibility calculation
respectively in each case. Standard deviations (SD) of each distribution are displayed at the bottom of
both plots.
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Figure 7.8: Minimum detectable effect sizes calculated for five ROI types in the neck based on the
intrasession distributions.
7.4 Discussion
Here I investigated the repeatability of the optimised MRI acquisition protocol and QSM
pipelines from sections 6.2 and 6.4 respectively. I compared both intrasession and in-
tersession images in 10 healthy volunteers using various brain regions, the parotid and
submandibular glands, as well as healthy lymph nodes. I also compared the candidate
QSM pipelines from section 6.4 based on the measured repeatabilities, and the mean
and median susceptibilities within each region of interest (ROI) as summary metrics. I
calculated the minimum detectable effect sizes for ROIs in the neck. I found that PDF
provided more repeatable susceptibility maps than LBV, but there was no substantial
difference between the two susceptibility calculation methods. In healthy volunteers, the
mean and median of susceptibilities within the ROIs seemed equally good metrics.
Susceptibility maps obtained using PDF, as opposed to LBV, as the background field
removal (BFR) method had higher intrasession and intersession repeatability combined
with either direct or iterative Tikhonov as the susceptibility calculation step. In section
6.3, I have shown and discussed that the result of LBV is sensitive to the exact shape of the
tissue mask, because its assumption that the internal field is zero on the mask boundary
might be violated. However, my comparison of these two techniques in-vivo in section
6.4 was mostly qualitative, based on visual inspection. Moreover, PDF was shown to
have problems removing background fields around ellipsoidal susceptibility sources when
combined with Laplacian phase unwrapping in a numerical phantom (section 6.3.3.2),
even though the same was not observed in-vivo (section 6.4.3.3). Therefore, I decided not
to exclude LBV as a candidate BFR method for our optimised protocol at that stage.
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However, this repeatability study unambiguously showed that LBV is less reliable than
PDF in large-scale studies. Therefore, I propose PDF as the BFR method of choice for
QSM in the head and neck.
Iterative fitting in image space using Tikhonov regularisation (iterative Tikhonov)
seemed to provide susceptibility maps of slightly higher repeatability in most ROIs in the
neck (most lymph nodes, and the parotid and submandibular glands) compared to using
direct k-space inversion (direct Tikhonov). This is expected, as the iterative Tikhonov
method accounts for the noise distribution within the tissue as opposed to the direct
version. Moreover, the direct Tikhonov method implicitly assumes that the measured field
is zero outside of the tissue mask, while the iterative Tikhonov technique does not. This
could lead to errors in the measured susceptibility values e.g. if the field perturbations
induced by an ROI extend beyond the tissue mask. However, both the repeatability
(Figure 7.4) and the measured mean susceptibility values (not shown) were very similar
for the two techniques which suggests that either the size or the susceptibility of the
aforementioned ROIs is too small for them to induce very large field perturbations. Note
that this might not be the case in patients with cancerous lymph nodes which are expected
to be larger than healthy nodes [193] and could be strongly paramagnetic due to hypoxia.
In brain regions and the large nodular structures, the direct Tikhonov method had slightly
better repeatability. Also, this technique is much faster than iterative Tikhonov (section
6.4.3.4). In summary, both susceptibility calculation techniques have similar repeatability
in the head and neck of healthy volunteers and both techniques have potential advantages
on a theoretical or computational level. I propose both techniques to be tested and
compared in head-and-neck images acquired in patients to determine which method is
more suitable for a specific application.
Our repeatability analysis does not show any substantial difference between using the
mean or the median of susceptibilities within an ROI as a summary metric. This might be
because the distribution of susceptibilities in most ROIs is roughly symmetric (e.g. Figure
7.2 a), therefore the mean and median are very similar. This might be the case for healthy
lymph nodes, however, distributions are likely to be much more skewed in diseased lymph
nodes [194]. Moreover, the median is a more robust metric in general [182]. Therefore, I
propose the median to be used in patient studies.
In section 7.3.2, I have shown that the susceptibility distribution of smaller nodes was
positively skewed. The histogram of large nodular structures was symmetric, whereas
that of the medium nodes and especially the small nodes indicated more and more para-
magnetic voxels. This is most likely caused by the inclusion of the surrounding fatty
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voxels in these ROIs. In the head and neck, most healthy lymph nodes are located within
the fatty fascia between muscle sheets. Fat is known to appear paramagnetic (i.e. bright)
in susceptibility maps (section 6.1). If the ROIs are not drawn perfectly, some of these
high-susceptibility voxels might be included by accident. Small lymph nodes were affected
the most by this as these have relatively large surface areas compared to their volumes.
Since only the insides of large nodular structures were segmented with a 1-2 voxel margin
around them, there were less fatty voxels accidentally included in these ROIs. Therefore,
these structures are expected to have symmetric distributions characteristic of healthy
lymph nodes. This explains why large nodular structures have lower mean susceptibilities
than medium or small lymph nodes. It also explains why small nodes seem to have poor
repeatability as their mean (or median) susceptibility is largely affected by the number of
accidentally-included fatty voxels and this can vary from scan to scan. It could be argued
that these trends are primarily introduced by the different number of voxels in the three
ROI types, i.e. averaging across more voxels gives a more reliable estimate and, therefore,
corresponds to higher repeatability. However, the segmented portions of the large nodular
structures had similar volumes to the small lymph nodes while the medium-sized nodes
were generally much larger. Since the susceptibility measured in large nodular structures
was substantially more repeatable than that of the medium nodes, we can assume that
the 1-2 voxel margin plays an important role in this result. These observations also pro-
vide a guideline for future studies when lymph nodes are to be segmented in the head
and neck. To sum up, susceptibility measured in bigger lymph nodes is more reliable in
general, but making sure that all surrounding fatty voxels are excluded from the ROI is
even more important as these can confound the measured mean or median susceptibilities.
Also note that though using the pipeline in Figure 7.1 for segmentation was sufficient to
perform this study, a robust, automated segmentation algorithm is needed in the future
for multi-centre head-and-neck studies.
Note that the susceptibilities of brain regions in Figure 7.6 b are in accordance with
their literature values [22,111,119,178,179]. Also, all distributions of susceptibility differ-
ences were centred around zero apart from those of the small lymph nodes and the globus
pallidus. In the previous paragraph, I explained how accidentally including voxels from
the surrounding fatty fascia can confound the measurements in small nodes. A similar
effect is expected in the globus pallidus as these structures are much more paramagnetic
than their surroundings, so imperfect segmentation induces more error. Delineating the
small lymph nodes across scans consistently was also challenging, because in some cases
it was hard to identify the same small node in different scans. Incorrectly identified nodes
might be another factor contributing to the relatively low repeatability of the small nodes.
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Nodes reassigned based on their volume (VOL) or short-axis diameter (SAD) had similar
repeatabilities, but the latter measure is more widely used in clinical practice.
Intersession repeatability in all ROI types was at least slightly worse than intrasession
repeatability. This could be due to real biological changes and/or more errors in the
ROI segmentations introduced by the intersession non-rigid image registration than the
intrasession registration. The minimum detectable effect size needs to be calculated based
on either the intrasession or the intersession standard deviations (SD) with the specific
application in mind. For example, if QSM is to be used to identify hypoxic sites in a tu-
mour or assess different oxygen-enhancement techniques [147] in a cancerous lymph node
in one session, the intrasession values should be utilised as in Figure 7.8. Note that the
calculated effect size of both medium-sized nodes (0.16 ppm) and large nodal structures
(0.11 ppm), as well as the parotid (0.06 pm) and submandibular (0.1 ppm) glands seems
to be small enough to detect the aforementioned 0.3 ppm difference due to changes in
deoxyheamoglobin levels in hypoxic tumours (Equation 7.1). In other words, this level
of repeatability is sufficient to detect a 20–50% change in oxygenation. Repeatability of
small nodes is not sufficient for identifying hypoxic sites, but note that cancerous lymph
nodes tend to be bigger in any case [193]. Panek et al. [49] showed that the repeatabil-
ity of T∗2 in HNSCC tumours was high enough to detect a 10% change in oxygenation.
However, they used a much higher vascular density (V = 0.85) in their model. Using the
same factor, we should be able to detect a 5–13% change in tissue oxygenation which is
similar to their result.
7.5 Conclusions
In this chapter, I have investigated the intrasession and intersession repeatability of the
optimised MRI acquisition protocol and susceptibility mapping pipelines from sections
6.2 and 6.4 respectively. I concluded that the measured repeatability in healthy lymph
nodes, as well as the parotid and submandibular glands is high enough to detect hypoxia
in head-and-neck tumours.
I proposed PDF to be used in head-and-neck QSM as it provided more repeatable
results than LBV, but the direct and iterative Tikhonov susceptibility calculation methods
should be further compared in patient studies. While there was no substantial difference
in using the mean or median within ROIs as a summary metric in this study, the median
should be preferred in patient studies as it is more robust in skewed distributions expected
in cancerous tissue.
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The repeatability of small lymph nodes (either less than 300 mm3 in volume or 5
mm in short-axis diameter) was not suitable to detect the estimated changes in tissue
oxygenation, but cancerous nodes are generally larger than that. I have also demonstrated
the importance of accurate ROI segmentation. It is essential to avoid the inclusion of high-
susceptibility fatty voxels from the surrounding fascia when delineating lymph nodes.
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Chapter 8
Association of Bone Mineral Density
and Fat Fraction with Magnetic
Susceptibility in Inflamed Trabecular
Bone
8.1 Motivation
In collaboration with Dr Timothy J.P. Bray, we have investigated tissue magnetic sus-
ceptibility as a surrogate to measure bone mineral density. In a previous study, Bray et
al. [71] have shown that R∗2 (= 1/T
∗
2) could differentiate between normal bone marrow
and fat metaplasia (an area with increased fat content) possibly because the difference in
magnetic susceptibility resulted in reduced relaxation rates in fat metaplasia. Therefore,
QSM could potentially provide a quantitative measure of the diamagnetic bone content.
We decided to apply my expertise in susceptibility mapping in challenging anatomical
regions to investigate this possibility.
The following chapter has been accepted as a full paper to Magnetic Resonance in
Medicine on 20 November 2018. Dr Timothy J.P. Bray has acquired all the data, has
drawn regions of interest on the in-vivo images, and drafted the Introduction and Results
sections of the paper. I have performed all subsequent processing, delineated regions of
interest in the phantoms, prepared all the figures, and drafted the Methods section of the
paper. We have contributed equally to the Discussion and Conclusions sections. We have
submitted the paper as joint first authors.
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8.2 Introduction
The spondyloarthritides are a group of inflammatory diseases involving the spine, lower
limb joints, and entheses [66]. New bone formation is a key feature of spondyloarthritis
and causes spinal fusion, which contributes to pain, morbidity and disability. Conversely,
spondyloarthritis patients may also suffer from bone loss in the form of osteoporosis [65],
which contributes to increased fracture risk. Both disease processes cause alterations in
bone mineral density (BMD), but this tissue property is difficult to measure using the
conventional T1-weighted and T2-weighted short tau inversion recovery (STIR) spin echo
images which are widely used in clinical practice [67–69]. BMD is routinely measured in
the clinic using dual-energy X-ray absorptiometry [195]. However, this method does not
provide 3-dimensional spatial information, and cannot account for changes in body and
skeletal size leading to errors in the quantification of BMD, e.g. in children. Therefore,
there is a clinical need for a quantitative, MRI-based method which can be used to measure
the spatial distribution of BMD, and enable the monitoring of new bone formation and
bone loss in spondyloarthritis. An MRI-based measure of BMD could also be useful for
drug development, as there are a number of emerging therapies designed to inhibit bone
formation in spondyloarthritis which currently lack a corresponding biomarker [196].
Previously, Bray et al. have proposed R∗2 as a quantitative biomarker of trabecular
BMD as the diamagnetic nature of bony trabeculae is expected to increase the rate of
signal decay [71]. They found a positive correlation between BMD and R∗2 in a fat-water-
bone phantom (a mixture of peanut oil, agar solution, and granules of bovine bone matrix),
and also significantly reduced R∗2 in areas of fat metaplasia (an area with increased bone
marrow fat content post inflammation [197]) in patients with spondyloarthritis. However,
R∗2 measurements are also influenced by variations in fat content, and the relationship
between fat fraction (FF) measurements and R∗2 is complicated. This complexity arises
because fat contributes to dephasing both within the voxel, because of the multi-peak
fat spectrum [198, 199], and in adjacent voxels, due to field inhomogeneities induced by
magnetic susceptibility differences between water-based and relatively more paramagnetic
fatty tissue [64,81,141]. Furthermore, R∗2 measurements cannot differentiate between para-
and diamagnetic structures [21].
Recently, quantitative susceptibility mapping (QSM) [21,127,129] has been investigated
as an alternative method for quantifying BMD, with promising initial results [200, 201].
Dimov et al. showed that susceptibility values were closely correlated with CT measure-
ments of BMD in a porcine hoof, and were able to generate susceptibility maps in which
cortical bone was homogenous and diamagnetic, as expected from theory [200]. However,
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susceptibility mapping is challenging in the presence of varying fat content, which is a
characteristic feature of bone marrow inflammation in spondyloarthritis [71]. Similarly
to R∗2 measurements, susceptibility estimates can be confounded by variations in fat con-
tent, which contribute to dephasing both within the voxel (due to chemical shift) and in
adjacent voxels (due to field inhomogeneities arising from the higher susceptibility of fat
relative to water-based tissue [64,81,141]).
In this study, we investigated the feasibility of QSM in inflamed bone marrow. The de-
scribed method was designed to correct for the effect of chemical shift. We also attempted
to separate the fat contribution to total susceptibility so that ’fat-corrected’ susceptibility
measurements could be calculated. We evaluated the relationship between susceptibility,
FF, and BMD in dedicated phantoms containing fat, water, and trabecular bone. Fur-
thermore, we evaluated the differences in susceptibility between areas of normal marrow,
oedema and fat metaplasia in patients with spondyloarthritis.
8.3 Methods
This study received ethical approval from the Queen Square Research Ethics Commit-
tee, London, United Kingdom (Research Ethics Committee reference 15/LO/1475). All
patients gave written informed consent prior to study entry.
8.3.1 Fat-Water-Bone Phantom
We investigated the effect of fat fraction (FF) and bone mineral density (BMD) on the
calculated susceptibility using a fat-water-bone phantom (Figure 8.1) consisting of varying
concentrations of peanut oil, water and decellularized bovine trabecular bone matrix, as
previously described [71]. This phantom consists of twenty 5-ml scintillation vials with FF
measurements varying by row and BMD measurements varying by column (Figure 8.1 b),
with the range of FF and BMD values (0 - 60% and 0 - 150 mg/cm3 respectively) designed
to cover the range of values expected in both normal marrow and disease states [71,202].
As described previously, FF values in the phantom are calculated by volume and can be
regarded as ’reference’ FF values rather than true proton density fat fraction (PDFF)
measurements, although the two parameters are expected to be very similar [71]. The
phantom was immersed in distilled water (without doping) for scanning.
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Figure 8.1: Fat-water-bone phantom. Fat fraction (FF) measurements vary by row, whereas bone mineral
density (BMD) measurements vary by column. The phantoms were immersed in distilled water for
scanning. The larger tubes shown in (b), interspersed between the columns of the phantom, contain
fat-water mixtures which were used as a visual check on the quality of fat-water decomposition (i.e. to
exclude fat-water swaps) whilst optimising the acquisition.
8.3.2 Fat-Water Phantom
A new fat-water phantom was also created to examine the relationship between suscepti-
bility and fat fraction over the full FF range (0 - 100%). Eleven 50-mL centrifuge tubes
were filled with mixtures of water and lard (rather than peanut oil as lard enabled us to
create stable, solid phantoms which did not separate at high FF), using sodium dodecyl
sulphate (SDS) as a surfactant, with FF values varying from 0% to 100%, in 10% incre-
ments. The final SDS concentration in each phantom was 28 mM. Although this phantom
allowed us to investigate the susceptibility at higher FF values, the dispersion of lard in
water was poorer than that of peanut oil (in the fat-water-bone phantom) leading to vis-
ible clumping in the tubes with FF 50 - 80%. Therefore R∗2 values were not measured in
this phantom. Again, this phantom was immersed in distilled water for scanning.
8.3.3 Patients and volunteers
This study was performed using data previously acquired by Bray et al. [71] in 18 patients
(aged 12 to 30 years) diagnosed with or suspected of having spondyloarthritis. Patients
with suspected spondyloarthritis were treated as controls if the subsequent clinical MRI
scan and clinical assessment were found to be normal (n = 10).
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8.3.4 Data acquisition
MRI magnitude and phase images of the fat-water-bone phantom and the subjects were
acquired by Bray et al. [71] at 3T (Ingenia, Philips Healthcare, NL) using a 3D spoiled
gradient-echo pulse sequence with monopolar readout gradients, with integrated posterior
and anterior surface coils (each with 16 channels). Images of the phantom were acquired
coronally, with the following parameters: field of view = 30×30×80 cm3, resolution =
0.94×0.94×1.5 mm3, TE1 = 1.233 ms, ∆TE = 1.951 ms, 6 echoes, TR = 23 ms, flip
angle = 3◦, bandwidth 1159 Hz/pixel. Images of the patients and volunteers consistent of
tilted coronal slices through the sacroiliac joints (parallel to the long axis of the sacrum),
field of view = 50×50×80 cm3, resolution = 1.56×1.56×2 mm3, TE1 = 1.17 ms, ∆TE
= 1.6 ms, 6 echoes, TR = 25 ms, flip angle = 3◦, bandwidth 1894 Hz/pixel. Phantoms
and subjects were also imaged using a similar vendor-supplied gradient-echo sequence
with bipolar readout gradients (Philips, mDixon Quant, Philips Healthcare, Andover,
Massachusetts, USA) [198], which provided proton density fat fraction (PDFF) and R∗2
maps with the same matrix size and field of view as the raw complex data. The mDixon
Quant algorithm assumes a 10-peak model of human adipose tissue and a single R∗2 decay
term, as previously described [198,199]. Multi-echo images of the new fat-water phantom
were acquired with the same sequence used for scanning the fat-water-bone phantom
described above.
Subjects also underwent a standard clinical MRI scan on a 1.5T system (Avanto,
Siemens, DE) with angled coronal (tilted at the same angle as the gradient-echo images)
T1- and T2-weighted STIR sequences [203].These images were used only as landmarks
for the manual segmentation of normal bone marrow, bone marrow oedema, and fat
metaplasia by an experienced radiology registrar (T.J.P.B.). Susceptibility mapping was
only applied to the images acquired at 3T.
8.3.5 Susceptibility mapping (QSM) pipeline
Susceptibility maps were obtained from all multi-echo images [204] using the following,
optimised QSM pipeline: 1. Three-point Dixon method [76] to estimate a field map
without fat-water chemical shift effects, 2. Laplacian phase unwrapping [96] to remove
temporal and spatial phase aliasing, 3. Projection onto dipole fields [109] to remove
background fields, and 4. direct k-space inversion using Tikhonov regularisation [87,113]
to calculate the susceptibility maps.
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The three-point Dixon method (step 1) requires only three equally spaced echoes.
We used the first, third, and fifth echoes of both the phantom and subject images, as
these consistently provided images with the fewest fat-water swapping artifacts by visual
inspection. All images were zero-padded to a matrix size of 512×512×128 before steps 2
and 4 to avoid errors introduced by the application of direct and inverse Fourier transforms
in these methods. The tilt of the coronal slices was accounted for by defining the dipole
kernel to be parallel to the real direction of the main magnetic field in steps 3 and 4. The
Tikhonov regularisation parameter was set to α = 0.05 in step 4 based on the optimised
value in [113].
The background field removal (step 3) requires a binary tissue mask. Initial masks
were obtained in each case by thresholding the inverse noise map calculated from the
multi-echo magnitude images [86, 87] to exclude high-noise voxels that could introduce
streaking into the susceptibility maps. In the phantoms, artifact-inducing structures (i.e.
the plastic struts of the vial holders) were manually segmented in the first-echo magnitude
images using ITK-SNAP [184,185] and also excluded from the masks. In the patient and
volunteer images, bony voxels were often excluded due to their high noise levels. However,
this study aimed to calculate susceptibility maps in bone marrow so some of these noisy
bony voxels were of interest. We could have adjusted the threshold for the masking step to
include these bony areas in the tissue mask but then other noisy, artifact-inducing voxels
(e.g. around the tissue/air interfaces in bowel) would be included as well. Therefore, we
used the original threshold and added the excluded bone to the tissue mask later. These
bony voxels were identified in all subjects using the following scheme: 1. Bones were
manually segmented (by A.K.) in the first-echo magnitude image of one of the healthy
volunteers (subject 1) in ITK-SNAP [184, 185]. 2. All scanner-provided water images
were thresholded so that values in regions with low water signal were set to zero. 3. The
thresholded water image of subject 1 was non-rigidly registered to all other thresholded
water images using the NiftyReg software [169] with the weight of the bending energy
term increased to 0.01 and a final grid size of 7 voxels. 4. Bones were segmented in the
rest of the images by applying the resulting transformations to the manually segmented
bone region of subject 1. This process provided suitable segmentations in all subjects.
We used the thresholded water images here, because the shape and size of subcutaneous
fat largely varied across subjects whereas the water images generally looked similar and,
therefore, provided more accurate registrations around bony structures. Additionally, the
edges of the patient and volunteer tissue masks were eroded by 5 voxels in each slice to
further improve the quality of the susceptibility maps.
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Since QSM calculates the average susceptibility of the substances (in other words the
volume susceptibility [118, 126]) within each voxel, it is expected to have a linear rela-
tionship with both fat and bone content (i.e. PDFF and BMD). Therefore, we propose
a procedure to estimate BMD-induced susceptibility maps: 1. PDFF and susceptibility
maps were measured and calculated. 2. Linear regression was performed between sus-
ceptibility and PDFF in voxels without bony trabeculae. 3. The regression parameters
and the PDFF map were then used to estimate the contribution of fat to susceptibility
in every voxel. 4. The contribution of fat was subtracted from the total susceptibility
map resulting in a susceptibility map that is expected to be proportional to BMD as-
suming that no other para- or diamagnetic components are present. We performed this
procedure in all volunteer and patient susceptibility maps. Step 2 was carried out in a
rectangular region, including both water-based tissue (gluteal muscle) and subcutaneous
fat, manually selected in the middle slice in each subject.
To compare the contributions of BMD to susceptibility and R∗2, a similar procedure
was performed for the scanner-provided R∗2 maps. To model the effects of PDFF on the
measured R∗2 [71], we adopted an empirical quadratic fit (instead of the aforementioned
linear relationship) in step 2 that provided better fits (e.g. Figure 8.7).
8.3.6 Statistical analysis
For both phantoms, circular regions of interest (ROIs) were manually drawn (by A.K.) on
the first-echo magnitude images in eight consecutive slices near the middle of the acquired
volumes using ITK-SNAP [184,185]. Mean susceptibilities and R∗2 values were calculated
in all ROIs. 2D linear functions were fitted to the measured susceptibility and R∗2 values as
functions of known FF and BMD values in the fat-water-bone phantom. Linear regression
was performed between measured susceptibilities and known FF values in the fat-water
phantom.
For the patients and healthy controls, areas of normal bone marrow, bone marrow
edema, and fat metaplasia were manually segmented on the first-echo magnitude images
using landmarks from the T2-weighted STIR and T1-weighted images by an experienced
radiology resident (T.J.P.B.) as described in [71]. ROIs which were very close to fat-water
chemical shift artifacts in the susceptibility maps were excluded from the analysis. This
included all ROIs from two subjects (8 ROIs of fat metaplasia and 4 ROIs of normal bone
marrow), and two additional ROIs from a third subject (out of 7 ROIs of fat metaplasia).
Mean susceptibilities and R∗2 values were calculated in the rest of the segmented ROIs both
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before and after removing the contributions of fat as described above (i.e. the same ROIs
were used in all four cases). Susceptibility values were referenced to the mean susceptibil-
ity within the tissue mask for each subject (this mean susceptibility varied between -0.01
ppm and 0.01 ppm). Multi-level mixed-effects linear regression was used (in MATLAB
R2015a) to determine whether there were significant differences in susceptibilities and R∗2
values measured in normal bone marrow, oedema, and fat metaplasia. This test accounts
for repeated observations in individual patients.
Figure 8.2: Results from the fat-water-bone phantom. First-echo magnitude image and susceptibility
map are shown in (a) and (b) respectively. The manually drawn circular ROIs are highlighted in red
(a). Results of the 2D linear fit between bone mineral density (BMD) and fat fraction (FF) values and
susceptibility are shown in (c-g). In (c), the transparent surface corresponds to measured values, while
the opaque plane is the fitting 2D linear function.
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8.4 Results
8.4.1 Phantoms
Images from the fat-water-bone phantom are shown in Figure 8.2 a, b. Susceptibility
measurements were positively related to FF values and negatively related to BMD (Figure
8.2 c, g), with the 2D linear model providing an accurate description of the acquired data
(adjusted R2 = 0.77, Figure 8.2 c-g). All coefficients were significant (i.e. p < 0.01, Figure
8.2 g). Similarly, in the lard-water phantom covering the full range of FF values (Figure
8.3), there was an approximately linear relationship (adjusted R2 = 0.82) between FF and
susceptibility (Figure 8.3 c, d) even towards high FF values. In case of the R∗2 fit, despite
the high adjusted R2 value (0.81), only the BMD slope was significant (not shown).
Figure 8.3: Results from the fat-water phantom. First-echo magnitude image and susceptibility map are
shown in (a) and (b) respectively. The linear fit between fat fraction (FF) and susceptibility values is
shown in (c-d).
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8.4.2 Patients and volunteers
Susceptibility values were significantly increased in areas of fat metaplasia compared to
normal marrow (Figure 8.4 a). R∗2 measurements were also significantly reduced in areas
of fat metaplasia compared to normal marrow (Figure 8.5 a), in line with previous results
[71]. There were no significant differences in susceptibility or R∗2 between normal bone
marrow and areas of oedema. However, susceptibility values were significantly lower, and
R∗2 values significantly higher in areas of oedema compared to areas of fat metaplasia.
Figure 8.4: Susceptibility maps in patients. Measured mean susceptibilities in areas of normal marrow,
oedema, and fat metaplasia are shown in (a). p-values were calculated for each pair and the asterisks
indicate statistical significance. The four highest susceptibility values in normal bone marrow (red circle)
were measured in the same subject. Susceptibility maps and magnitude images in example subjects are
shown in (b).
Proton density fat fraction (PDFF) and susceptibility values within a single, rectangu-
lar ROI (overlaid on the susceptibility map) incorporating both muscle and subcutaneous
fat, in addition to the results of the linear regression analysis, are shown for a single sub-
ject in Figure 8.6. Similarly, Figure 8.7 shows R∗2 and PDFF values within the manually
selected ROI (overlaid on the R∗2 map), and the results of the nonlinear regression analy-
sis assuming a quadratic relationship. In both Figure 8.6 and Figure 8.7, the majority of
voxels are either almost entirely water based (green arrow and dotted circle) or fat based
(blue arrow and dotted circle). Note that the straight line observed at the upper end of the
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PDFF range in Figure 8.7 arises due to a lower bound for R∗2 estimates (0.01 ms
−1) used
by the mDixon Quant algorithm. Model parameters from the linear and quadratic fits
between PDFF and susceptibility, and PDFF and R∗2 respectively are shown in Figure 8.8.
The coefficients of the quadratic fit (Figure 8.8 b) were highly variable across subjects.
While the intercept of the linear fit to susceptibility values also showed large variations
across subjects, the susceptibility-PDFF slope was somewhat consistent for regressions
with high adjusted R2 measures (Figure 8.8 a, blue circle).
Figure 8.5: R∗2 maps in patients. Mean R
∗
2 measurements in areas of normal marrow, oedema, and fat
metaplasia are shown in (a). p-values were calculated for each pair and the asterisks indicate statistical
significance. R∗2 maps and magnitude images in example subjects are shown in (b).
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Figure 8.6: Linear regression between PDFF and susceptibility values in a single, representative subject.
A rectangular ROI including fat and muscle was manually placed on the middle slice of the susceptibility
map. Each point in the scatter plot corresponds to one voxel within this rectangular region (exclud-
ing voxels outside the subject). The blue arrow and dotted circle indicate subcutaneous fat and the
corresponding points in the scatter plot. The green arrow and dotted circle indicate muscle and the
corresponding points in the scatter plot. Results from the regression analysis for each subject are shown
in Figure 8.8.
Figure 8.7: Nonlinear regression between PDFF and R∗2 values using a quadratic model. The R
∗
2 map and
the regression of a representative subject are shown. Each point in the scatter plot corresponds to one
voxel within this rectangular region (excluding voxels outside the subject). The blue arrow and dotted
circle indicate subcutaneous fat and the corresponding points in the scatter plot. The green arrow and
dotted circle indicate muscle and the corresponding points in the scatter plot. Results from the regression
analysis for each subject are shown in Figure 8.8. Note that the straight line of points at the right lower
corner of the plot arises due to the lower bound applied to R∗2 estimates by the mDixon Quant fitting
algorithm.
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Susceptibility values and R∗2 measurements after removing the fat contribution are
shown in Figure 8.9 and Figure 8.10 respectively. There were no significant differences
between normal bone marrow and fat metaplasia in either susceptibility or R∗2 maps after
performing the adjustment for fat content.
Figure 8.8: Coefficients of the linear and quadratic fits between PDFF and susceptibility (a) or R∗2 (b)
respectively. The fitting function is displayed in the top right corner of both subplots. In all five scatter
plots, each point corresponds to one subject. Coefficients are shown as a function of the adjusted R2 of
each fit. The error bars indicate the 95% confidence interval of each coefficient. The slope of the linear
regression (a1) seems to be consistent in instances where the adjusted R
2 was high (> 0.5, see blue circle).
All other parameters had large variations across subjects.
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Figure 8.9: Susceptibility maps in patients after removing the fat contribution. Fat-corrected suscepti-
bility measurements in areas of normal marrow, oedema and fat metaplasia are shown in (a). p-values
are calculated for each pair. Susceptibility maps and magnitude images in example subjects are shown
in (b).
Figure 8.10: R∗2 maps in patients after removing the fat contribution. Fat-corrected R
∗
2 measurements in
areas of normal marrow, oedema, and fat metaplasia are shown in (a). p-values were calculated for each
pair. R∗2 maps and magnitude images in example subjects are shown in (b).
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8.5 Discussion
In spondyloarthritis, new bone formation and bone destruction contribute to spinal anky-
losis and osteoporosis respectively, and are key contributors to morbidity. However, these
processes cannot be quantified using conventional spin echo sequences. In this study, we
sought to characterize the relationship between bone mineral density (BMD), fat fraction
(FF), and susceptibility measurements in inflamed bone marrow, using both phantom
and in vivo studies with the aim of investigating susceptibility as a potential biomarker
of these processes.
In the fat-water-bone phantom, we observed linear relationships between FF and sus-
ceptibility and between BMD and susceptibility. The linear relationship between FF and
susceptibility was also observed in a separate, lard-based fat-water phantom covering the
full range of FF measurements, although there was a slight non-linear variation which
may be related to difficulties in manufacturing a homogeneous lard phantom. In accor-
dance with previous studies [64, 81, 141, 200], our data indicated positive (paramagnetic)
susceptibility values for fat, and negative (diamagnetic) susceptibility values for bone.
Our results confirm the feasibility of measuring BMD in the bone marrow, and suggest
that the contribution of fat to the total susceptibility measurement can be modelled using
a simple linear relationship.
Importantly, the results of our phantom study were used to inform the analysis of the in-
vivo results, to enable us to estimate the contribution of the fat to the total susceptibility
measurement. Using per-patient linear regression analysis in voxels of subcutaneous fat
and muscle, we were able to remove the fat contribution to susceptibility measurements in
areas of fat metaplasia, oedema and normal marrow, and thereby interrogate the source
of susceptibility differences between these regions. Strikingly, we found that susceptibility
measurements were significantly increased in areas of fat metaplasia compared to normal
marrow, but that this difference was abolished after removal of the fat contribution.
This suggests that the contribution of fat content to overall susceptibility is likely to be
substantial, and highlights the importance of accounting for the contribution of fat when
performing QSM in bone marrow.
Similarly, although there was a significant reduction in R∗2 in areas of fat metaplasia
compared to normal marrow, no significant difference was observed in fat-corrected R∗2
measurements. This result implies that the previously-reported reduction in R∗2 [71] in
areas of fat metaplasia may actually be a secondary effect of varying fat content: as fat
fraction increases from around 50% (normal bone) to about 70 - 90% (fat metaplasia) [71],
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the susceptibility distribution inside the voxel becomes more homogenous, and the relax-
ation rate R∗2 reduces accordingly. This suggestion is in keeping with previous results in
muscle, which suggest that R∗2 measurements are highest at intermediate PDFF values,
and are at their lowest at the extremes of the PDFF range (i.e. close to 0% and close
to 100%) [205]. In contrast, the linear relationship of susceptibility with FF implies that
susceptibility measurements are less affected by the microscopic spatial susceptibility dis-
tribution, since the susceptibility calculation largely relies on larger-scale phase differences
outside the voxel. This is potentially a significant advantage of QSM over R∗2 mapping.
Overall, the results of our study highlight that lipids contribute substantially to both
susceptibility and R∗2 estimates in trabecular bone, and can at least partly account for
the differences in susceptibility between regions. Accounting for the fat contribution to
susceptibility is likely to be essential when imaging trabecular bone in general. If the fat
contribution is not separated, changes in susceptibility/R∗2 might be incorrectly attributed
to changes in BMD, or other factors.
In this study, we used the individual regression parameters in Figure 8.8 for each subject
to remove the contributions of fat from susceptibility and R∗2 maps. For the R
∗
2 maps,
the quadratic model is a heuristic approximation of the observed shape of the PDFF-R∗2
relationship. Therefore, the coefficients vary greatly across subjects (Figure 8.8 b), and
the correction is expected to be more accurate if individual fitting parameters are used.
In QSM, the susceptibility of a tissue can only be measured relative to the suscepti-
bility of surrounding tissues, and there is expected to be variation in this susceptibility
offset across subjects. This could explain the variability of a0 in Figure 8.8 a. Though
referencing is used to enable comparison of susceptibility across scans, here we used the
mean susceptibility within the tissue mask as a reference which might not be ideal. Future
studies could explore other potential reference tissues in the pelvic area similarly to what
has been done in the brain [177]. This could result in more consistent a0 values across
subjects. The estimated slope (a1 in Figure 8.8 a) seems to be consistent across subjects
for regressions with high adjusted R2. This is encouraging as the composition of subcuta-
neous fat and, therefore, the relationship between FF and susceptibility is expected to be
similar across subjects. In a few cases (where the adjusted R2 was lower), the fitted slopes
as well as the correlation between susceptibility and FF (not shown) were substantially
lower. This might be due to susceptibility errors on the boundary between fat- and water-
based tissues introduced by the large susceptibility gradient. Selecting two separate areas
(one in subcutaneous fat and one in muscle) could be a way of overcoming this problem
in the future, however, here we needed to include the voxels on the boundary (where
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FF values are between 0.3 and 0.7) to be able to appreciate the relationships between
FF, and susceptibility or R∗2 (Figures 8.6 and 8.7). It could be interesting to explore if
a single slope value can be used to robustly remove fat contributions from susceptibility
maps. In any case, using individual regression parameters was more appropriate here as
the same approach was implemented for the R∗2 maps. Interestingly, the estimated slope
values were different in subjects than in the fat-water phantoms (and also varied slightly
between the two phantoms), which might be due to differences in susceptibility between
different lipids or, in patients, to susceptibility contributions from non-lipid molecules in
muscle and/or adipose tissue. Further work is required to investigate this issue.
It is not yet known how bone content or structure changes in areas of oedema and fat
metaplasia. In the patients with spondyloarthritis investigated here, the fact that we did
not find a significant difference in fat-corrected susceptibility in areas of fat metaplasia
argues against a significant change in BMD in these areas. However, it is also possible
that we have simply failed to detect this change due to technical limitations arising from
the acquisition protocol and/or susceptibility mapping pipeline such as the removal of
chemical-shift-induced errors, as discussed in the next paragraph. Also, note that the
four highest susceptibility values in normal bone marrow (Figure 8.4 a, red circle) were
measured in the same subject, so these unrealistically high values could be due to a
processing issue in this subject. We did not find a significant difference in susceptibility
between areas of oedema and normal bone marrow. On theoretical grounds we would
have expected a reduction in susceptibility (before fat correction) in areas of oedema
due to increased water fraction, which would have been expected to disappear after fat
correction. However, the changes in fat fraction in areas of oedema are smaller than those
observed in fat metaplasia (compared to normal marrow) [71], which may have prevented
detection of this effect.
A limitation of this study is that the fat-water decomposition step in the QSM pipeline,
aiming to eliminate chemical shift effects, suffered from fat-water swaps in some subjects,
which may have contributed to inaccuracies in the calculated susceptibilities. Swaps may
be introduced during the region-growing stage of the fat-water decomposition (Dixon)
method [75], possibly due to errors or noise in the measured phase data. Empirically,
we found that the three-point Dixon method used here was the most robust of the avail-
able options in the ISMRM fat-water toolbox [75], although even this did not perform
perfectly in all cases. Better results might be achieved by using alternative algorithms
for fat-water decomposition. One option is to use manufacturers’ own algorithms for fat-
water decomposition (and to generate field maps), but this comes at the cost of reduced
flexibility and makes it more difficult to translate the approach to other platforms. An-
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other possibility is using in-phase echo timing to remove most of the chemical shift phase
contributions [142, 206], while also acquiring opposed-phase (or partially opposed-phase)
images to calculate PDFF maps.
One of the most crucial features of susceptibility mapping is the generation of the
tissue mask. Noisy voxels are prone to introduce far-reaching streaking artifacts and
errors into the susceptibility maps. In images of the sacroiliac joint, it is very important
to properly exclude areas of bowel as the phase measured in these voxels is often corrupted
by motion artifacts and suffers from low signal due to air in the bowel lumen. Therefore,
thresholding the inverse noise map seems appropriate here for generating a suitable tissue
mask. However, bony voxels are also expected to have low signal. The process described
here aiming to keep bony voxels while excluding bowel was simple and provided reasonable
tissue masks in most cases, but susceptibility accuracy could potentially be improved using
more accurate, automated bone segmentation tools, for example based on multi-atlas
information [207].
There is a complex relationship between PDFF and R∗2 measurements, which means
that changes in R∗2 in tissue are ambiguous. It might be possible to model this relationship
using prior knowledge of fat and water susceptibility and the arrangement of fat and water
in the tissue, but this is not trivial and introduces further sources of complexity. Using
susceptibility as a marker of BMD has several advantages over R∗2. Most importantly, the
linear relationships observed in the fat-water-bone phantom enable fat-correction to be
performed very simply, and the fat-corrected susceptibility measurements to be interpreted
unambiguously. Future studies could correlate the measured bone marrow susceptibilities
with gold-standard, QCT-based clinical BMD measures [195], however this is subject to
ethical constraints relating to the use of ionising radiation, particularly in young patients.
8.6 Conclusions
Quantitative susceptibility measurements are linearly related to both bone mineral density
(BMD) and fat fraction (FF), and failure to remove the fat contribution to susceptibility
measurements can potentially lead to errors in QSM-based BMD quantification. We
propose a method for removing this contribution using a linear fit to susceptibility as
a function of FF in a region not containing bone. Comparison of data both with and
without this correction suggest that increased fat content is the major contributor to the
increase in susceptibility in areas of fat metaplasia relative to normal bone marrow.
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Chapter 9
Conclusions and Future Work
In this work, I have optimised MRI data acquisition and the QSM pipeline to produce
clinically applicable susceptibility maps of the head and neck. This will facilitate clinical
research to assess whether MRI susceptibility values could provide a measure of oxygena-
tion in cancerous lymph nodes and improve prognosis after radiation therapy.
I have shown that low resolution and very low coverage both lead to loss of contrast
in susceptibility maps (chapter 5). This can be attributed to the fact that insufficient
sampling of the dipolar fields, induced by susceptibility sources within the region of inter-
est, prevents accurate inversion of the field map. Even iterative, fitting methods cannot
recover the loss of information induced by low resolution and low coverage (section 5.4.2).
At very low coverage, after background field removal, the local field maps also suffer from
overattenuation towards the edges of the imaged volume which accounts for about 50% of
the overall susceptibility error (section 5.4.3). Two fundamentally different, state-of-the-
art background field removal techniques produced similar, attenuated field maps at low
resolution and coverage. Therefore, while it is possible that future approaches for QSM
could compensate for these susceptibility errors post-acquisition, currently the best way
to avoid loss of contrast is to acquire images with sufficient resolution (with a slice thick-
ness of no more than 1.5 mm) and coverage (at least 4-5 times the size of the structure
of interest).
Using images acquired in healthy volunteers, I have optimised the MRI acquisition for
susceptibility mapping in the head and neck (sections 6.1 and 6.2). I compared several
state-of-the-art strategies for overcoming chemical shift-induced errors (section 6.1). The
three-point Dixon method (3PD), Simultaneous Phase Unwrapping and Removal of chem-
ical Shift (SPURS), and in-phase imaging provided similar susceptibility maps, but only
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in-phase imaging was robust across different subjects and echo times (section 6.1.3.4). I
found that a 3D gradient echo sequence with 1.25 mm isotropic resolution (section 6.2.3.2),
coronal orientation (head-foot = readout, section 6.2.3.1), four in-phase echoes, full cover-
age of the head and neck, and a SENSE acceleration factor of 2 in the first phase encoding
direction (right-left) provided head-and-neck susceptibility maps with a good balance be-
tween signal-to-noise ratio and visible anatomical details in a reasonable scan time (about
6 minutes). Vendor-supplied flow compensation was also used because, although it did
not seem to affect the resulting susceptibility maps, it was shown to theoretically improve
flow compensation at all four echoes (section 6.2.3.3).
I have also optimised the QSM pipeline for head-and-neck images (sections 6.3 and
6.4). I compared five widely used background field removal techniques in the brain using
a realistic numerical phantom (section 6.3). Using ground truth evaluation of the local
field and susceptibility maps, I found that these five methods could all eliminate most
of the background fields around deep-brain structures, but their performance varied near
the brain edges (section 6.3.3.1). My conclusions are in accordance with those of Schweser
et al. [99]. I also compared the two most promising background field removal techniques,
the Laplacian Boundary Value method (LBV) and Projection onto Dipole Fields (PDF),
in a numerical phantom of the head and neck which I developed. I concluded that both
methods are applicable in the head and neck provided that no unrealistic, ellipsoidal sus-
ceptibility sources are present (section 6.3.3.2). I found non-linear fitting combined with
Laplacian phase unwrapping (LPU) to be a quick and robust way of calculating the total
field variations (section 6.4.3.2). LBV and PDF were both found to successfully eliminate
the residual background fields in vivo (section 6.4.3.3). A simple masking strategy of ap-
plying a fixed threshold to the inverse noise map was found to be useful for head-and-neck
images. Out of the five susceptibility calculation techniques I compared in this thesis, the
direct and iterative Tikhonov methods that I implemented seemed to provide the best
balance between streaking artifacts and susceptibility contrast in a reasonable amount of
time (section 6.4.3.4). While the direct version is much faster, iterative fitting in image
space performed better near the tissue edges as it did not assume field values to be zero
outside of the tissue mask.
To quantify the clinical applicability of the optimised MRI acquisition and QSM
pipeline, I tested their repeatability using head-and-neck data acquired in 10 healthy
volunteers (chapter 7). Each volunteer was scanned three times per session at two ses-
sions a week apart. Regions of interest were delineated in the brain (thalamus, caudate
nucleus, putamen, globus pallidus) and the neck (healthy lymph nodes, the parotid and
submandibular glands) and the final segmentations were checked by an experienced ra-
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diologist. Susceptibility maps calculated using PDF for background field removal were
more repeatable than those calculated using LBV (section 7.3.1). Both direct and itera-
tive Tikhonov provided susceptibility maps with equally high repeatability. Though I did
not find a substantial difference between using the mean or median susceptibility within
regions as a summary metric for healthy volunteers, the median should be used in pa-
tient studies as the distribution in diseased tissue is expected to be skewed, for example,
by low oxygenation in cancerous lymph nodes. The intersession repeatability was found
to be only slightly lower than the intrasession repeatability which shows the stability
and robustness of the acquisition and processing techniques I optimised (section 7.3.3).
Very small lymph nodes (volume < 300 mm3 or short-axis diameter < 5 mm) had poor
repeatability possibly due to partial volume effects. Minimum detectable effect sizes cal-
culated based on the intrasession results in all other regions indicated that the optimised
acquisition and processing pipeline had sufficient repeatability to detect hypoxic sites in
head-and-neck cancer.
In collaboration with Dr Timothy J.P. Bray, we investigated QSM as a candidate
technique to non-invasively measure bone mineral density in healthy and diseased bone
marrow (chapter 8). Using two different phantoms with varying concentrations of fat and
bony trabeculae, we showed that susceptibility has a linear relationship with both fat
and bone content (section 8.4.1), as opposed to the previously reported non-linear effect
these substances have on R∗2 (= 1/T
∗
2). We measured both R
∗
2 and susceptibility values
in the bone marrow of healthy volunteers (near the sacroiliac joints) and patients with
spondyloarthritis (in regions of both oedema and fat metaplasia). Areas of fat metaplasia
had significantly increased susceptibilities compared to normal bone marrow in accordance
with decreased R∗2 values observed previously by Bray et al. [71] (section 8.4.2). However,
fat metaplasia contains both paramagnetic fat and diamagnetic bone. We estimated the
contribution of fat to measured susceptibility values for each image using the fat fraction
map and a linear fit between fat fraction and susceptibility in a bone-free area (section
8.3.5). Using these updated susceptibility values, there was no significant difference in
susceptibility between fat metaplasia and normal bone marrow which indicates that fat is
the main source of the susceptibility changes (section 8.4.2). A similar correction applied
to the R∗2 maps (approximating the complicated relationship between R
∗
2 and fat fraction
with a quadratic function) also suggested that fat was driving the R∗2 differences in regions
of fat metaplasia. In summary, due to the linear relationship between susceptibility and
bone content, QSM is a promising technique to non-invasively monitor bone loss and new
bone formation in spondyloarthritis provided that the contribution of fat is accounted for.
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While optimising the QSM pipeline for head-and-neck images, I was frustrated by the
long computation time and occasional failure of the current gold-standard phase unwrap-
ping technique (FSL PRELUDE). To overcome this challenge, I created and developed
SEGUE, a phase unwrapping technique based on similar principles to FSL PRELUDE
but with much shorter overall computation time (chapter 4). My comparison of the two
approaches in the brain, head and neck, and pelvis of a few healthy volunteers, across
several echo times, and in numerical phantoms showed that these techniques provided
extremely similar unwrapped phase maps. However, SEGUE was 1.5 to 70 times faster
than PRELUDE depending on the echo time and anatomical region (section 4.5). I also
demonstrated that the chemical-shift-induced residual phase wraps (e.g. in fatty fascia
or subcutaneous fat) can be greatly reduced by applying either PRELUDE or SEGUE
separately in the fat and water masks. SEGUE will be disseminated through UCL XIP
as a collection of MATLAB scripts to help accelerate research on applications of phase
imaging (including QSM) in fatty and challenging regions of the body.
Future work will involve histological validation of the optimised head-and-neck QSM
technique developed in this thesis as a potential biomarker of hypoxia in head-and-neck
cancer. Ten patients with head-and-neck squamous cell carcinoma scheduled for surgical
resection of lymph nodes will be recruited. These patients will be scanned with our opti-
mised sequence and receive pimonidazole injection before surgery. Susceptibility values in
the resected lymph nodes will be calculated using the optimised QSM pipeline, both with
direct and iterative Tikhonov as the susceptibility calculation method, and will be corre-
lated with pimonidazole staining levels (the gold-standard invasive histological method of
measuring hypoxia). The direct and iterative Tikhonov techniques will be compared in
patients in terms of susceptibility contrast, SNR, and correlation between susceptibility
and pimonidazole levels in lymph nodes. It would also be useful to investigate if using
only the first three echoes for QSM could provide comparable results to using all four
echoes as acquiring only three echoes would further reduce scan time. All patients will be
scanned with an additional sequence optimised for measuring fat fraction maps to assess
the variability of fat content in cancerous lymph nodes and determine if the contributions
of paramagnetic fat to the total susceptibility need to be removed, similarly to what we
have done in the bone marrow, for a more accurate measure of tissue oxygenation. My
PhD supervisors have been awarded a Cancer Research UK Multidisciplinary Award on
the basis of my preliminary work to take this research forward.
The MRI acquisition used to acquire images of the sacroiliac joint in volunteers and
patients with spondyloarthritis will be optimised for QSM to potentially increase the
sensitivity of this technique to changes in bone content. In-phase imaging will be adopted
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to overcome errors introduced by the chemical-shift effect instead of relying on post-
acquisition methods that are not robust across subjects. MRI data will be acquired
using the optimised protocol in patients and volunteers to investigate the differences
in susceptibility between normal bone marrow, oedema, and fat metaplasia using the
improved technique.
SEGUE will be tested in a range of clinical and preclinical scenarios to explore the
potential applications of this new phase unwrapping method. For example, I will apply
it in ex-vivo images of mice without, and at different stages of, prion disease as part of a
project to investigate whether QSM reflects histopathological changes.
Finally, the optimised MRI acquisition protocol and QSM pipeline could be tested in
thyroid nodules to investigate whether this technique can detect microcalcifications more
accurately than other imaging modalities such as ultrasound. In conclusion, this research
has provided robust, optimised methods that will be widely applicable to springboard
QSM into challenging regions of the human body and beyond.
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