Introduction
Increasing demands for extremely high data rate in wireless communication fields brings us to an extension of wireless resources in the spatial domain as well as frequency domain [1] , [2] . In the trends of 5G, many researchers recognize the importance of following three technologies; massivedimensional signal processing in multiple-input multipleoutput (MIMO) channels [3] , millimeter-wave (mmW) and centimeter-wave (cmW) transmissions as new radio access technologies (RATs) [4] , [5] , and heterogeneous network with the assistance of control/user (C/U) plane splitting [6] .
In order to enhance channel capacity using limited spectrum, MIMO and higher order modulation techniques play a key role in the physical layer. However, the techniques are still insufficient to cope with drastic increase of user demand in the future. Therefore, usage of wideband spectrum in higher frequency like mmW or cmW would be essential. mmW transmission has under development for a long while. In 2005, mmW circuits started to be implemented as CMOS devices which triggered the current boom of higher-frequency utilization [7] , [8] . Unlike scarce lower- frequency bands, the mobile terminals are capable of occupying very wide bandwidth in mmW bands. For example, four channels with 2.16 GHz bandwidth at 60 GHz are available for IEEE 802.11ad standard [9] . Because available bandwidth of the mmW spectrum is much wider than currently usable total bandwidth in lower-frequency systems, we can expect a significant system capacity enhancement even if we do not employ sophisticated signal processing techniques like massive MIMO and higher order modulation techniques.
There are many challenges we have to overcome. One of the most important items is how to suppress the impact of phase noise in the independent mmW oscillators used by both the transmitter and receiver [10] , [11] . In order to compensate for the phase noise, several schemes that use iterative signal processing in the receiver have been proposed [12] , [13] . Although the sophisticated iterative receiver is superior with respect to the bit error rate (BER) performances, the computational burden is too high for high-speed signal processing of mmW transmission. Thus, the simplification of the structure of transceiver is desired.
For the sake of addressing this request, we focus on the usage of a simple linear filter and forward error correction (FEC) technique. In order to maximize signal to interference plus noise power ratio (SINR) of equalizer output, we utilized minimum mean square error (MMSE) filter in which we also suppress the impact of phase noise. On the other hand, FEC [14] is a powerful tool to detect information bits even in low SINR with phase noise. In IEEE 802.11ad standard, low density parity check (LDPC) code is designed for mmW transmissions. The decoding process is accomplished on the basis of log likelihood ratio (LLR), that is computed from the probabilistic model of observation symbols. If the probabilistic model is different from the exact behavior of the random process, performance of the decoder is severely deteriorated, especially in high order modulation, such as 64 QAM, or high coding rate [15] .
In a traditional approach to this problem, the mixture of normal Gaussian distributed noise and non-Gaussian distributed noise, such as phase noise, is assumed to obey a Gaussian distribution [16] . Under this assumption, LLR can be readily calculated based on the sum of their variances. The modification of variance for LLR calculation corresponds to regularization in estimation theory [17] . A similar technique is often applied to LLR computations in the case where it is subject to the channel estimation errors [18] . In this paper, after revealing the non-Gaussian prob-
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⃝ 2017 The Institute of Electronics, Information and Communication Engineers abilistic model for phase noise, more rigorous and reliable LLR is derived, compared to the traditional Gaussian approximation. A primary focus of this paper is to compensate impairments of phase noise without sacrificing computational simplicity. Novel contributions of this paper are as follows:
• A probabilistic model of MMSE equalizer output including phase noise component is carefully designed.
• In order to reduce computational burden, we analytically derive approximated LLR.
The rest of this paper is organized as follows. In Sect. 2, the phase noise problem at local oscillators for mmW is clarified in the context of a signal model, and we derive MMSE weight in the presence of phase noise. Then, probabilistic model of equalizer output and approximated LLR computation method for reducing computational burden are discussed in Sect. 3. A validity of the proposed scheme is characterized with the aid of computer simulations in Sect. 4. Finally, this paper is concluded by a brief summary in Sect. 5.
Signal Model and Problem Statement

Signal Model
A schematic of a typical single carrier transceiver is illustrated in Fig. 1 . Let us consider here a block transmission. At the transmitter in Fig. 1(a) , information bits embedded in a block of information bits T ∈ {0, 1} N×1 , where M and N denote length of information and code blocks, respectively, and · T indicates a transpose of vector or matrix. In the modulator, the coded bits c are mapped to a data symbol block, that is denoted by
where Q is the number of selectable symbols in each symbol generation process, and L = N/ log 2 Q is the number of symbols included in each block. X is a set of Q L candidate vectors of x. Average energy of transmitted symbols E{|x(l)| 2 } is E s and E{·} denotes an expectation value.
Obeying the IEEE 802.11ad signal format [9] , 64 samples of a guard interval (GI) g consisting of Golay code is appended to the tail of each data symbol block having L = 448. Thus, a transmitted block is expressed as
T , where we have
. .] T , the GI has a functionality of a cyclic prefix (CP) in this format, where · (i) indicates the i-th transmission block. Note that the transmission starts from GI. The CP allows us to apply a simple one-tap frequency domain equalizer (FDE) that mitigates inter-symbol interference (ISI) caused by frequency selective fading phenomena. The transmitted block s is converted to radio frequency (RF) signals by multiplying carrier signals provided by the local oscillator. While generating the RF signal, phase of transmitted symbols s(k) is randomly rotated, as a result of phase noise behavior induced by the local oscillator at the transmitter [10] . In the equivalent baseband signal model, a transmitted block suffering from the phase noise is expressed as Ψ TX s.
at the k-th diagonal element, and j in the exponential denotes the imaginary unit √ −1. ϕ TX (k) is a term of phase noise at the transmitter. The transmitted block suffering from the phase noise Ψ TX s reaches the receiver via frequency selective fading channels.
At the receiver in Fig. 1(b) , the received signal is converted to a sampled baseband symbol block r = [r (1)
T , that is given by
where
at the k-th diagonal element. ϕ RX (k) is the phase noise induced by the local oscillator at the receiver. H is a circulant channel matrix based on a length K vector of the channel impulse response (CIR). The first column of the circulant matrix H is denoted by
is a complexvalued fading coefficient of the t-th channel tap, and T is a channel memory of frequency selective fading channels. The channel coefficients h(t) are captured by channel estimator with the aid of pilot sequences embedded in single carrier (SC) preamble. In this paper, the channel is assumed to be static between SC preamble and the end of consecutive block transmissions.
T is a complex-valued additive white Gaussian noise (AWGN) vector, whose elements obey zero mean and variance of onesided noise power spectrum density N 0 . In the presence of phase noise, random phase rotations Ψ TX and Ψ RX of (1) incur severe performance degradation.
After observing the received block r, log likelihood ra-
T is computed on the basis of the probabilistic model of received symbols, that is expressed by joint probability density function (PDF)
. In terms of probabilistic theory, LLR based on observations of the received symbol block r is defined by marginalization of the joint PDF, which is expressed as
where {X|c(n) = {0, 1}} implies a subset of X belonging to c(n) = {0, 1}. According to the LLR, FEC is accomplished in the channel decoder. The primary consideration in (2) should be inconvenient facts as follows:
• The PDF p(r|Θs) does not obey simple Gaussian distribution because the received block r of (1) contains three independent random matrices and vector: Ψ TX , Ψ RX , and u.
• Computational burden involved in the LLR calculation of (2) is significantly high in accordance with an increase of length L.
Taking into account of the facts, this paper carefully addresses appropriate approximations of the exact LLR given by (2).
MMSE Equalization
For the sake of reducing computational burden involved in finding the exact LLR given by (2), a utilization of linear filtering based on the MMSE criterion is a traditional approach. The MMSE filter output is given by
where we have y = [y(1), . . . , y(k), . . . , y(K)] T . Note that · H indicates a conjugate transpose of vector or matrix. A cost function of the optimal MMSE weight is derived by a minimization problem, that is formulated by
In the case where the variances of random variables ϕ TX (k) and ϕ RX (k) are sufficiently small compared to the desired signal level, we may apply the following approximation.
Approximation ⟨A1⟩
Let Φ TX and Φ RX be diagonal matrices having ϕ TX (k) and ϕ RX (k) at the k-th diagonal elements, the matrix notation of the approximation ⟨A1⟩ is expressed as
Note that I K is a K × K unit matrix. Substituting (7) and (8) into (1), the received block r is approximated as
where we have
Note that we ignore the term of Φ RX HΦ TX because it is sufficiently smaller than Φ RX H and HΦ TX owing to assumptions of ⟨A1⟩.
The Wiener solution [19] of the weight matrix W is given by
Recall a fact that Φ RX and Φ TX are diagonal matrices, and denote an operator ⊙ as element-wise multiplications of two matrices, E{Φ RX GΦ RX } and E{HΦ
2
TX H H } are obtained by
where 1 K is a K × K square matrix whose elements are one.
TX (k)} are a constant matrix and a scalar value which rely on the statistical model of phase noise, respectively. In this paper, these constants are assumed to be perfectly known at the receiver. Eventually, the Wiener solution of the weight W is derived by
Frequency Domain Signal Processing
Let us focus on the circularity of channel matrix H. It is well known that circulant matrix can be diagonalized by K × K discrete Fourier transform (DFT) matrix F as
where Ξ is a diagonal transfer matrix, that represents channel frequency response. Unfortunately, in the presence of Ω RX , the matrix inversion in (16) requests high computational burden even though we apply frequency transfer representations. For the sake of simple frequency domain signal processing, let us consider the following approximation.
After some simple manipulations, we have
where D = F H ∆F and Λ = ΞΞ H . Note that ∆ is a matrix obtained by replacing all non-diagonal elements of G to zeros. (19) implies that matrix inversion is computed without requiring high computational efforts, because of the diagonal matrix D and Λ.
Note here that approximations ⟨A1⟩ and ⟨A2⟩ are inherently necessary for the simple frequency domain equalization in the presence of phase noise.
LLR Computations
Gaussian Approximated PDF
The k-th entry of filter output y is represented as (20) where w k and h k are the k-th column vectors of W and H, respectively. w
is an equivalent channel gain. The second, third, and fourth terms in (20) are ISI, phase noise components, and AWGN, respectively. We consider here a typical strong approximation that these terms follow complex-valued independent zero mean Gaussian distributions, and define this approximation as ⟨B1⟩. The variances of three terms are respectively derived by
(22) implies that it can be calculated from knowledge on instantaneous channel matrix G = HH H , statistics of phase noise Ω RX , and ω 2 TX . Therefore, the value of σ 2 PN (k) is adaptively computed according to the state of H. Under this approximation, PDF of MMSE equalizer output y(k) is expressed as
Based on the unified Gaussian PDF of (24), LLR of MMSE equalizer output is readily given by
where k = floor{(n − 1)/ log 2 Q} + 1 and floor{·} denotes a function of round-off.
Approximated PDF Specialized for Probabilistic Model of Phase Noise
In fact, we usually approximate LLR of (26) 
The first term is a deterministic component of the target symbol s(k). On the other hand, the second term is an ISI component induced by the other symbols, that is regarded as random components independent from s(k). According to (27), y(k) is rewritten as
The variances of φ(k) and υ(k) are, respectively, given by
For the sake of obtaining more reliable LLR than (26), we have to carefully formulate the probabilistic model of y(k), namely p(y(k)|µ(k), s(k)), on the basis of (28) in the presence of phase noise.
Approximated PDF I with Tight Approximation
For the ease of analysis, we assume here flat fading. Furthermore, we omit descriptions of (k) for ease of mathematical notations. Received symbol y affected by the phase noise ϕ = ϕ TX + ϕ RX is represented by
Let us consider here the polar representation of (33) as
where we have y = y I + jy Q = βe jδ and s = s I + js Q = αe jθ . Note that α, β, δ, and θ are scalar values. Supposing the random variable in (34) is only υ, joint PDF of β and δ, namely y is expressed as
where γ 2 = µ 2 α 2 + β 2 . Unfortunately, ϕ is a random variable with respect to the phase noise. We apply here the following approximation that the probabilistic model of ϕ obeys one-dimensional zero mean Gaussian distribution.
Approximation ⟨B2⟩
where σ 2 ϕ represents the variance of ϕ and depends on the phase noise level. By using the random variable ϕ, (35) can be rewritten by a marginalized PDF as
In Fig. 2 , an example of the derived PDF given µα = 1 and θ = π/4 at E s /N 0 = 24 [dB] is illustrated. The phase noise model obeys the model of IEEE 802.11ad ostandard [9] , and the phase noise level is −85 [dBc/Hz]. From this figure, the dispersion of phase rotation direction can be confirmed. We have confirmed a fact that the histogram of p(β, δ|µα, θ), which is measured by simulations, wellmatches the derived PDF (37). In other words, the PDF (24) given by Gaussian approximation ⟨B1⟩ is not capable of capturing the phase noise behavior, due to the strong approximation. Based on the derived PDF (37), LLR in the presence of phase noise is computed by
where α ± = |χ ± |, θ ± = ∠χ ± , and ∠· indicates argument of complex value.
Although (38) is more reliable LLR than (26), the other problem arises. Unfortunately, the marginal integration of (37) cannot be solved by a closed form. Therefore, numerical integrations are required to calculate LLR. As a result, computational burden is significantly high.
Approximated PDF II for Low Computational Burden
In order to reduce the computational burden of (37), we recall the approximation ⟨A1⟩. 
where we have φ = µϕ. When µϕ of (39) is regarded as φ of (28), (39) and (28) result in the same formulation. Therefore, we do not need to limit the discussion under flat fading scenario from now. The PDF of y when µ, s and φ are given is expressed as p(y |µ, s, φ ) 
where ζ 2 = |y − µs| 2 . Similarly to (37), let us consider a marginalized PDF, that is given by
where we apply the following approximation that the probabilistic model of φ obeys one-dimensional zero mean Gaussian distribution with the variance σ
Since (41) include no numerical integration, computational burden is significantly reduced compared to (37). The derived PDF given µ = 1 and Fig. 3 . The phase noise model is the same as Fig. 2 . Notice that the phase rotation distribution in Fig. 2 is transformed to the tangential linear distribution in Fig. 3 .
Based on the derived PDF (41), LLR in the presence of phase noise is readily computed by
As a summary of this section, Table 1 shows utilized approximation involved in FDE and PDF for each method.
Performance Evaluations
In order to characterize validity of the proposed LLR computation methods, computer simulations have been conducted. Simulation parameters appear in Table 2 . In the simulation, we utilized the phase noise model considered in the development of IEEE 802.11ad standard [9] , and used the auto-regressive (AR) model to generate the phase noise at both transmitter and receiver sides [21] . The phase noise level was −85 and −90 [dBc/Hz] for 16 QAM and 64 QAM, respectively. We assumed that the statistical properties of phase noise, i.e., ω 2 TX , Ω RX , and σ 2 ϕ are perfectly known at the receiver.
Firstly, to confirm a reasonability of the LLR obtained by using approximated PDF II, BER performances of approximated PDF I and II for 16 QAM signaling in AWGN channels are characterized in Fig. 4 . As a reference curve, ideal BER performance without phase noise is depicted in the same figure. Note that a curve of exact PDF does not appear in the figure because it is infeasible to find the LLR. The E s /N 0 gap between approximated PDF I and II for LLR computations is only about 0.3 [dB] at BER = 10 −5 . The slight penalty tells us a fact that the approximation ⟨A1⟩ holds good accuracy even though the phase noise level is high. On the other hand, the computational burden of LLR computations can be significantly reduced. Thus, we will utilize the approximated PDF II for LLR computations in the following simulations.
To confirm validity of the approximated PDF II in frequency selective fading channels under the presence of phase noise, BER performances of 16 QAM and 64 QAM signaling are characterized in Fig. 5(a) and (b) , respectively. Two types of Gaussian approximated LLR computations are considered. The first one is LLR given by (26) when σ PN is fixed to 0, derived LLR does not capture the variance of equalizer output. As a result, the capability of error corrections is deteriorated at high E s /N 0 . Thus, the adaptive adjustment of σ 2 PN is very important when we apply the Gaussian approximation ⟨B1⟩ for LLR computation. However, even if σ 2 PN is controlled, the effectiveness at low E s /N 0 is not so significant.
On the other hand, the most attractive point is that the approximated PDF II can significantly improve BER performance. The E s /N 0 gaps between Gaussian PDF (controlled σ 2 PN ) and the approximated PDF II at BER = 10 −5 are about 3.1 and 2.7 [dB], respectively in the cases of 16 QAM and 64 QAM. Furthermore, the BER floor levels of each scenario become lower than 10 −6 . Let us move our focus to the other phase noise levels in Fig. 6 for the Gaussian PDF (controlled σ 
Conclusions
This paper carefully designed a probabilistic model of MMSE equalizer output in the presence of phase noise. Based on the probabilistic model, we derived approximated LLRs for single carrier mmW transmission with simple MMSE filter and LDPC techniques. The primary contribution of this paper is compensating phase noise impairment without sacrificing computation simplicity. We demonstrated that LDPC decoding with the proposed LLR computation method is a powerful tool to mitigate the impacts of phase noise.
