Non-invasive detection, location and characterization of an arterial stenosis (a blockage or partial blockage in the artery) continues to be an important problem in medicine. Partial blockage stenoses are known to generate disturbances in blood flow which generate shear waves in the chest cavity. We examine a one-dimensional viscoelastic model that incorporates Kelvin-Voigt damping and internal variables, and develop a proof-of-concept methodology using simulated data. We first develop an estimation procedure for the material parameters. We use that procedure to determine confidence intervals for the parameters found, which indicates the efficacy of finding parameter estimates in practice. Confidence intervals are computed using asymptotic error theory as well as bootstrapping. We then develop a model comparison test to be used in determining if a particular data set came from a low input amplitude or a high input amplitude, which we anticipate will aid in determining when stenosis is present. These two thrusts together will serve as the methodological basis for our future analysis using experimental data currently being collected.
Introduction
Current methods to detect and locate arterial stenoses (blocked arteries) include somewhat invasive angiography and expensive CT scans. Neither procedure is particularly easy to administer, while the CT scan can localize hard plaques but not soft plaques [Luke] . Accordingly, there is interest in examining other methods to determine the existence and location of stenosed vessels. Previous work [Luke, Sam, BaSam, BaPint, BaMedPint, BaLu, BBETW] focused on developing a sensor device to be used with a physical model of a chest cavity, and then developing a mathematical model to describe the medium in which a stenosis-generated acoustic signal is propagated to the chest surface. After an interregnum of roughly five years between that earlier work and our current efforts, we have returned to the early ideas and have reformulated the problem to some extent. This is motivated by companion experiments being conducted with novel acoustic phantoms built at Queen Mary, University of London (QMUL) and Barts & London NHS Trust (BLT) in England. Our viscoelastic model will be quite general, incorporating Kelvin-Voigt damping and internal variables in a hysteresis formulation, so as to provide maximum flexibility in these early stages of model development and analysis.
In this work, we continue to use mathematical modeling techniques in order to non-invasively determine the existence and location of any arterial stenoses, ideally through sensors placed only on the surface of the chest. To this end, we have developed novel experiments to produce onedimensional pressure wave data that can be fit using the viscoelastic model developed here. While this work will be informed partly by test experimental devices which have been built, it is important to note that all the data employed in this initial mathematical formulation will be simulated data. Broadly, then, the work here is intended to serve as a proof-of-concept of our mathematical and statistical inverse problem methodology, using simulated data very similar to the experimental data we will subsequently use with these methods along with incorporation of standard viscoelastic models (see, e.g., [BaHuKe] ).
Our goals for these initial efforts are twofold. We first focus on developing methodologies for determining material parameters and analyzing data using a viscoelastic model, as well as also quantifying the uncertainty in the estimation procedure through both bootstrapping and asymptotic error theories. We then conduct model comparison testing to examine the viability of determining if data originated from a low-amplitude traction (e.g., resulting from normal blood flow) or high-amplitude traction (e.g., resulting from abnormal blood flow caused by a stenosis). This notion builds off of previous work (see, e.g., [BBETW, Niss, NiYo, OwHu, OHAK, SWKM, Ver, VeVa] ) which discussed the compression and shear waves which result from a stenosed vessel and some methods for measuring these waves, in particular the shear waves which experience slower transmission than the pressure waves. An ultimate goal of our wider research project will be a methodology to decide if a vessel is stenosed or not, and if so, possibly the extent of the stenosis. However, at this point we have not carried out experiments to determine these differences in either test devices or live subjects. Thus, in these early efforts we make the (very) tentative assumption of representing the difference between normal vessels and stenosed vessels as a comparison between low and high shear input amplitudes, leaving the specifics of the actual system inputs to future work. Although this might need to be revisited in the future, it is a reasonable first approximation. Overall, then, these two thrusts of material parameter estimation and model comparison tests represent a proof-of-concept for our future data-driven inverse problem work.
Problem formulation
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In this work, we will examine a simplified one-dimensional model for an agar phantom, as pictured in Figure 1 . This configuration is an approximation (under certain assumptions) to the novel experimental devices we are using at QMUL to gather experimental data. Development of general viscoelastic equations can be found throughout the literature; in particular, one may refer to [BaHuKe] as a source of the model components discussed in this current work. As in the example in [BaHuKe] , we make simplifying assumptions that will result in a one-dimensional wave equation. If we assume a uniform force applied along the top of the phantom and radial symmetry within the phantom (in part to closely match the symmetrically constructed phantoms used at QMUL), then we can simplify the cylindrical physical domain to a one-dimensional domain and to finding the function u(x, t) which represents the material response to, in this case, an applied stenosis-generated like force.
We will use a general acoustic pressure viscoelastic wave equation on a one-dimensional domain Ω = [0, L] . For the purposes of our initial investigation here, all parameters will be considered constant (i.e., a homogeneous medium). This is not necessary but significantly simplifies our initial computations in methodology development. Choosing a material initially at rest with a reflecting boundary at x = 0, an applied force g(t) at the x = L boundary, and no additional forcing terms we obtain the system for the displacement u ρu tt − σ x = 0 u(0, t) = 0, σ(L, t) = −g(t), u(x, 0) = 0, u t (x, 0) = 0.
(1)
A constitutive relationship for stress σ(x, t) in terms of strain must be developed. To this end, we assume that the stress is described by a combined model with Kelvin-Voigt damping and Maxwell-Zener internal variables (also known as the generalized standard linear solid model). We begin with the equation
The Kelvin-Voigt damping is represented by the term involving E 1 . The form of the stress relaxation function P (t) is assumed to be a Prony series
where we assume all the p j are nonnegative numbers and the τ j values are positive, and with N p being a positive integer. This series makes the assumption that relaxation in a material can be represented by a discrete number of relaxation times τ j . Without loss of generality, we will also enforce P (0) = 1. A result of this constraint is that Np j=0 p j = 1. If we replace P s (t − s) in (2) with the s-derivative of the Prony series at t − s, we obtain
We can reformulate the integrals related to each internal variable as differential equations which we can solve simultaneously with the main system PDE. To this end, we define
Then the time derivative of ǫ j is given by
Relating ǫ j and ǫ j t allows us to model the internal variables dynamically as
for j = 1, 2, . . . , N p . Then we can write the overall stress-strain relationship as
Note that even though p 0 is an element in the Prony series for P (t), once the series is substituted in the model the constant p 0 no longer appears. However, p 0 is still present in the sum-to-one constraint on all p i values, but we can easily work with the alternate constraint that the remaining p j terms follow Np j=1 p j ≤ 1. Then, E 0 and E 1 along with the relaxation times represent the parameters which affect the response of a particular material to stresses. We incorporate Kelvin-Voigt damping via the E 1 u xt term in (4). Development of these models is described in [BaHuKe] , as well as in standard viscoelastic theory [FiLaOn, Lak, GoGr, Fer, CoNo, FaMo] . The damping and internal variables provide us the future flexibility to match the model to data from the experimental device, and also present an interesting question of identifiability of the damping and internal variable parameters which we will later discuss in depth. Note also that the authors in [BBETW, Luke, Sam] give computational results (using essentially an equivalent model from a slightly different conceptual formulation involving a distribution of relaxation mechanisms-see [BaPint] ) showing that discrete relaxation times can model well the viscoelastic material responses of the type we consider in this work (namely, attempting to mimic the response of biological soft tissue). In fact, in previous work no more than two discrete relaxation times were used, which has informed our decision to allow a maximum of two relaxation times.
Since the ultimate goal of the wider research project will be examining the traction into the chest cavity that results from a healthy artery experiencing a heartbeat as compared with an artery containing a stenosis, our nonzero boundary input g(t) will here be represented by an approximation to a pulse traction. In order to ensure a smooth, compactly supported input, we implement the input function as a Van Bladel function. This smoothness is useful in order to get the maximum benefit from using high order numerics.
The function used is
Altogether, this description (1), (3) and (4) along with (5) encompasses the one-dimensional model for the displacement u(x, t) that will be studied in both major sections of this work. Throughout this work, we solve (1), (3) and (4) for u(x, t) with given input function g(t) and parameter values using a spectral continuous finite element method in space (Gauss-Lobatto nodes) and a discontinuous Galerkin method in time. The numerical scheme is especially tailored to allow for high order space-time discretization in order to control dispersion errors and will be documented fully in [BICOM-2012] .
Parameter values
We pick values for the system parameters which simulate low-amplitude (on the order of 0.1mm) oscillatory motion, motivated by the experimental data to which we intend to apply this methodology. For data generation, we will use two internal variables (N p = 2). The weights p i for our two relaxation time model will be as shown below. The baseline material parameter values chosen for this work are as follows:
5 Pa, E 1 = 40 Pa · s, ρ = 1010 kg/m 3 , L = 0.053 m τ 1 = 0.05 s, τ 2 = 10 s, p 1 = 0.3, p 2 = 0.55.
Note that the density ρ = 1010 kg/m 3 is the true density of the agar gel that is used in the medium for our experiments at QMUL, and L = 0.053 m is the true height of the phantom. These are parameter values which are directly taken to approximate the experimental device. The values for E 0 and E 1 and for the relaxation times are physically reasonable parameters based on a perusal of the viscoelastic materials research literature and are also informed by our early experiments with the agar gels.
In the Van Bladel function, the values of a and b have an effect on pulse width as well as the amplitude. We take a = 6 × 10 −3 and b = 20 × 10 −3 for an effective pulse application time of 14 ms. We then use A to scale the amplitude, in this case taking A = 6 × 10 3 . The Van Bladel function with these parameter values, which we will use as our "true" input function, is depicted in Figure  2 . In reality, one will obtain a set of experimental data and then one needs to determine how many (if any) relaxation times are required to represent well the data. Thus, we will want to compare the performance of three models. In each model, we will always estimate E 0 and E 1 (assuming given values for ρ and L in (6)), but we will vary the number of relaxation times incorporated into the model. The three models are as follows:
1. For a model with no relaxation times, we do not include any τ i or corresponding p i in the model. Thus, we estimate only E 0 and E 1 .
2. In the case with one relaxation time, we incorporate a single internal variable (i.e., N p = 1), corresponding with relaxation time τ 1 , and use the material weights
3. For the case of two relaxation times, we will use the material weights in (6), given by
Considering this set of models will allow us to follow what one would consider in practice, examining the results of adding/subtracting model features. It is worth noting here that for this particular set of models, the one-relaxation-time model (the second case) is not a special case of the two-relaxationtime model (the third case) as the material weighting p 2 in the two-relaxation-time model is fixed, and that the no-time-relaxation-time model (the first case) is not a special case of the one-timerelaxation model as the material weighting p 1 in the one-relaxation-time model is fixed. However, if we allow the corresponding material weights to be free (i.e., to be estimated along with relaxation times), then the no-relaxation-time model is indeed a special case of the one-relaxation-time model, and the one-relaxation-time model is a special case of the two-relaxation-time model. We will use the sensitivity equations and parameter estimation results as well as model selection criteria to suggest the number of relaxation times to use in practice.
"True" model
Using the baseline parameters, we present a graph of the noiseless model response, what we will henceforth call the "true" system motion in Figure 3 . This is the simulated device motion from which we will generate our data, and also demonstrates motion under the true parameter values which we will use with our inverse problem methodology to attempt to recover from noisy data. Note that the motion is on the 1/10 millimeter scale, which was again motivated by the likely scale of results from the experimental device.
Estimation of material parameters
In this section, we examine an inverse problem methodology for estimating material parameters (and thus gain a sense for our ability to characterize an individual's material properties) under various measurement noise conditions. In addition to determining an estimate for material parameters, we also need to determine our confidence in the estimation procedure. To this end, we will compare two techniques for determining confidence intervals, specifically the asymptotic theory discussed in [BaTr, BaHoRo] versus using bootstrapping as discussed in [BaHoRo] . (1), (3) and (4) using the "true" parameters (6) and forcing function with parameters a = 6 × 10 −3 , b = 20 × 10 −3 , and A = 6 × 10 3 .
Study of effects of changing material parameters
Before discussing simulated data and actually solving the inverse problem, we wish to complete some analysis on the model around the "true" material parameter values (6). It is clear that changing the amplitude factor A for the Van Bladel input will change the resulting amplitude of the system. Hence, we consider here changes in the material parameters E 0 , E 1 , and τ j values.
We first consider changes in the stiffness E 0 and damping factor E 1 . As an example of typical effects of changing parameters, we show the effects of reducing stiffness to E 0 = 200, 000 in the left pane of Figure 4 and in the right pane the effects of increasing the damping to E 1 = 60. Changes (1), (3) and (4) using the "true" parameters (6) and forcing function with parameters a = 6 × 10 −3 , b = 20 × 10 −3 , and A = 6 × 10 3 (depicted by the solid line), alongside solutions using E 0 = 2×10 5 (left pane) and E 1 = 60 (right pane) which are represented with dashed lines in their respective graphs.
in E 0 are shown to have a significant effect on the oscillation frequency, as well as a minor effect on peak heights. This is known -a more stiff material will propagate waves more quickly and will dissipate energy less slowly. Increases in damping, E 1 , lead to the expected effects that the energy dissipates faster in the material, so the oscillation peak heights become smaller and the material experiences fewer small oscillations at later simulation times. As one might expect, these two parameters seem to govern the major properties of how the material responds to an impulse response traction.
Relaxation times can allow the model flexibility in matching the periodic local "peaks" and "troughs" in the oscillating solution. For example, if we change from the baseline τ 1 = 0.05 to τ 1 = 0.5, the system experiences the changes shown in Figure 5 . This response to changing relaxation (1), (3) and (4) using the "true" parameters (6) and forcing function with parameters a = 6 × 10 −3 , b = 20 × 10 −3 , and A = 6 × 10 3 (depicted by the solid line), alongside the dashed line using τ 1 = 0.5 with the remaining parameters the same. The right pane demonstrates the solution zoomed in for t ∈ [0.025, 0.04].
times represents a typical example of changing either τ 1 or τ 2 . However, note the scale of the changes: the maximum difference between the solutions shown in Figure 5 is 1.0996 × 10 −5 . As we will see later when adding noise, the noise itself is on the scale of 10 −5 . This foreshadows the difficulties in properly estimating relaxation times that we will see going forward. This will be evident also both in a discussion on using different optimization routines and in a discussion of model sensitivity with respect to parameters.
Sensitivity of model output with respect to material parameters
In order to further quantify the model response to changes in parameters around the baseline values of (6), we will examine the sensitivity of the model output with respect to material parameters. Note that since the values of parameters are on such a varying scale, we will actually work with the log-scaled versions of the material parameters we are attempting to estimate. In other words,
T is the vector of parameters to be estimated, we define θ = log 10 (θ). Sensitivity analysis has been widely used in inverse problem investigations (e.g., see [BaTr] and the references therein for details) to identify the model parameters and/or initial conditions to which the model outputs (observations) are most sensitive and for which one can readily construct confidence intervals when they are estimated (i.e., which are the most reliably estimated values).
To compute the sensitivity of the model output to each parameter, one needs to find sensitivity equations which describe the time evolution of the partial derivatives of the model state with respect to each parameter. Sensitivity equations in terms of the non-log-scaled parametersθ are derived in Appendix A. Since we are only using observations at the x = L position, we will actually consider only the sensitivities with respect to each parameter at this position.
We can use the sensitivity of model output to the non-log-scaled parameters to find the sensitivity of model output with respect to the log-scaled parameters, which will be of interest here. Using the chain rule, we find that ∂u(L, t; 10
where θ i andθ i are the ith element of θ andθ, respectively. The sensitivities of model output with respect to parameters (log 10 (E 0 ), log 10 (E 1 ), log 10 (τ 1 ), log 10 (τ 2 )) are shown in Figure 6 . From this figure we see that model output is most sensitive to Figure 6: (upper left pane) Sensitivity of model output with respect to log 10 (E 0 ); (upper right pane) Sensitivity of model output with respect to log 10 (E 1 ); (bottom left pane) Sensitivity of model output with respect to log 10 (τ 1 ); and (bottom right pane) Sensitivity of model output with respect to log 10 (τ 2 ). All sensitivities are around the baseline parameters (6) and forcing function with parameters a = 6 × 10 −3 , b = 20 × 10 −3 , and A = 6 × 10 3 .
log 10 (E 0 ), sensitive to log 10 (E 1 ), less sensitive to log 10 (τ 1 ), and least sensitive to log 10 (τ 2 ). The most interesting feature related to our study is the fact that the scale of sensitivity of model output to the first relaxation time is on the order of 10 −5 whereas the sensitivity of model output to the second relaxation time is roughly two orders of magnitude smaller on the order of 10 −7 . We will later see that, while we have difficulty estimating both relaxation times due to the small changes they induce in the model solution (as previously discussed), we especially have difficulty obtaining a reasonable estimate for τ 2 because the model is so much less sensitive to the second relaxation time than to the first. In addition, we observe from Figure 6 that at later times the model output is not particularly sensitive to all the material parameters except the second relaxation time. This further indicates that we may have trouble in estimating the second relaxation time with high additive noisy data (which will be discussed later). Figure 7 demonstrates the sensitivities of model output with respect to material weights log 10 (p 1 ) and log 10 (p 2 ). From this figure we see that the model is less sensitive to the second weighting than to Figure 7: (left pane) Sensitivity of model output with respect to log 10 (p 1 ); and (right pane) Sensitivity of model output with respect to log 10 (p 2 ). Again, both sensitivities around the baseline parameters (6) and forcing function with parameters a = 6 × 10 −3 , b = 20 × 10 −3 , and A = 6 × 10 3 .
the first one. In future work when we turn to consider estimating the weights (instead of specifying them as we do in this work), we can predict that accurately estimating the second material weighting will be much more difficult than estimating the first one. Armed with our knowledge of sensitivities of model output with respect to the material parameters around the true parameter values (6), and our knowledge of effects on the model solution of changing the parameters, we can describe the generation of our simulated data and discuss solution of the inverse problem itself.
Statistical model and inverse problem
We will work with simulated data for various noise levels generated at position x = L, namely data u j corresponding with model solution u(L, t j ) at measurement time points t j = 0.001j, j = 0, 1, . . . , 250. Thus, there are a total of n = 251 data points. For the current proof of concept discussion, we will assume the measurement errors E j are independent, identically, normally distributed with mean zero (E(E j ) = 0) and constant variance var(E j ) = σ assumptions correspond with the error process
where u(L, t j ; 10 θ ) is the solution to (1), (3) and (4) along with (5) at x = L with a given set of material parameters θ. For realizations ǫ j of E j , corresponding realizations of U j are given by
Under the error assumption framework (9), we now define the estimatorΘ to bê
where Q ⊂ R κ is some viable admissible parameter set, assumed compact in R κ with κ being the number of parameters requiring estimation. Note that under different error assumptions, one would need to modify the cost function in (11) (a topic discussed in [BaTr] ) for an appropriate asymptotic parameter distribution theory to be valid. SinceΘ is a random variable (inherited from the fact that the errors E j are random variables), we can define its corresponding realizations by (using data realizations (10), either simulated or from an experiment)
Estimating material parametersθ from given sets of data with different noise levels, as well as quantifying uncertainty in our estimate, will be the key focus of our work in this section. For these purposes, we will assume that the material density and the weights p i for each relaxation time are known and given in either (7) or (8) (depending on the number of relaxation times to be estimated). Though in reality one would certainly need to estimate the weights p i , we take the liberty here of assuming them to be known so we can focus on the general methodology and in particular the identifiability of the relaxation times. We also use the values for E 0 , E 1 , τ 1 , and τ 2 in (6) in their log scaled form as the baseline values θ 0 used in simulating data. That is, θ 0 = (5.3424, 1.6021, −1.3010, 1) T = (log 10 (2.2 × 10 5 ), log 10 40, log 10 .05, log 10 10)
T and these are the values we are seeking to estimate at different noise levels. As previously discussed, we will find parameter estimates for models with zero, one, and two relaxation times in the model itself (and thus the number of parameters estimated changes). In all cases, the parameters belong to a viable compact set Q with the upper and lower bounds on parameters being taken (in educated guesses) as θ lb = (−15, −15, −15, −15) T , θ ub = (7.3010, 2.3010, 2, 2) T for two relaxation times estimation, θ lb = (−15, −15, −15)
T , θ ub = (7.3010, 2.3010, 2) T for the one relaxation time estimation, and θ lb = (−15, −15)
T , θ ub = (7.3010, 2.3010) T for the no relaxation time estimation.
Data generation
As noted previously, we will simulate data using two relaxation times (and a question of interest later will be how many of those relaxation times we can recover). With the values of parameters given in (6), noiseless data has maximum amplitude on the order of 10 −4 (shown in Figure 3 ). This level informs the magnitude we choose for the additive noise. We represent a "low" noise level with σ data against the system dynamics corresponding to the true parameters. Noise is assumed absolute for our initial investigations (though we may ultimately need to explore relative noise once an error model is developed for our experimental data), and is added according to the error model (10). Low noise results in data mostly along the trajectory of the true model. Medium noise begins to obfuscate the later-time oscillations which have lost much of their earlier energy. High noise significantly affects the level of peaks and troughs from t = 0.05 forward. We thus obtain a series of increasingly difficult problems in obtaining material parameter estimates, though entirely expected since higher noise tends to significantly affect data features and presents a more difficult parameter estimation problem.
Inverse problem, different optimization routines
In this section, we discuss different options for the optimization routine used to solve (12), and begin to gain a sense of the robustness of parameter estimation with respect to the optimization routine. Note that we expect to have some difficulty in relaxation time estimation, based on our earlier discussion on the model response to changes in relaxation times as well as model sensitivities.
We do expect to obtain more accurate estimates for E 1 , and very good estimates for E 0 . To begin this discussion, we will examine parameter estimates for a model which incorporates two relaxation times.
The optimization routines we compare are all built-in Matlab routines. We use fmincon with active-set optimization, which treats the optimization as constrained nonlinear programming with our cost function (12). We also examine the use of lsqnonlin, which is designed for nonlinear least squares data-fitting problems; our cost function is exactly the form of a nonlinear least squares function. We test both the Levenburg-Marquardt (LM) option and the trust-region-reflective (TRR) option. Note that the Levenburg-Marquardt algorithm does not allow bound constraints; we tried the routine out of curiosity, to see if it would produce unrealistic estimates of any parameters (it does at high noise levels).
Results from optimizing for θ are shown in Tables 1-3. All optimization runs used the initial guess θ init = (log 10 (1.8 × 10 5 ), log 10 (60), log 10 (0.5), log 10 (20)) T = (5.2553, 1.7782, −0.3010, 1.3010) T .
All these tables include the parameter estimates forθ, computation time for that particular optimization run, and the residual sum of squares (RSS) defined as
Overall, the routines do a good job (Tables 1-3) of estimating E 0 , as we expected. The lsqnonlin T routines tend to better estimate E 1 . As for relaxation times, we begin to see a major flaw in the fmincon routine. It does not seem particularly sensitive to the relaxation times, and the resulting estimates of the relaxation times stay near the initial guess. The fmincon routine produced similar non-responsive results for different initial guesses. The lsqnonlin routines estimate the relaxation times well in the presence of low noise (Table 1) . At medium noise (Table 2) , the routines estimate τ 1 well but not τ 2 . At high noise (Table 3) , relaxation time estimation is poor. This will be quantified further in the following sections on error analysis. Even though there might be some spurious computation times on desktop machines (due to other background programs), we still include them here to demonstrate typical optimization routine performance. Consistently, fmincon was the fastest routine. This is in part due to the fact that this routine alone of the three supports parallel computation, so on our multi-core desktop machines we were able to see a speed-up. However, the computation times for the trust-regionreflective lsqnonlin algorithm are reasonable. Using Levenburg-Marquardt consistently is the slowest method, and the results are not better than those using trust-region-reflective lsqnonlin algorithm.
As a result, we recommend using the trust-region-reflective lsqnonlin algorithm when trying to estimate relaxation times. If the model does not contain relaxation times (i.e., only estimating E 0 and E 1 ), the speedup afforded by using fmincon may make that algorithm the one of choice. Figure  9 illustrates model fits to the data at different noise levels, where the model solution is calculated with the values of model parameters obtained through lsqnonlin TRR routine. We see in all cases that the model solution provides reasonable fits to the data.
Asymptotic error analysis
Most asymptotic error theory [BaTr, BaHoRo] is described in the context of an ODE model examplė z(t) = g(z(t; θ); θ). However, we can use the PDE sensitivities of the model state with respect to each parameter in θ, namely ∂u(x, t; 10 θ ) ∂θ i , in a similar manner to the ODE sensitivities in the asymptotic theory. The steps of the asymptotic theory error analysis are as follows (the theory for the following steps is described in [BaTr, BaHoRo] ).
Determineθ by computing (12).
2. Compute the sensitivity equations to obtain ∂u(x, t; 10θ) ∂θ i (as discussed in Section 2.2) for i = 1, . . . , κ where κ is the number of parameters being estimated. Since data is only taken at position x = L, only the values at x = L will be used to form the sensitivity matrix χ(θ). This matrix then has entries
. . , n − 1, and i = 1, . . . , κ.
Note that χ(θ) is then an n × κ matrix. We can also obtain an estimate for the constant variance σ 3. Asymptotic theory yields that the estimatorΘ is asymptotically (as sample size n → ∞) normal with mean approximated byθ and the covariance matrix approximated by
4. The standard errors for each element in the parameter estimatorΘ can be approximated by
whereΘ i is the ith element ofΘ, andΣ ii is the (i, i)th entry of the matrixΣ. Hence, the endpoints of the confidence intervals forΘ i are given bŷ
for i = 1, 2, . . . , κ. Here t 1−α/2 is a distribution value that is determined from a statistical table for Student's t-distribution based on the level of significance α (i.e., α = .05 for a 95% confidence interval).
We will present results below in Tables 4-9 on the low, medium, and high noise data sets using zero, one, and two relaxation times, and using the routines fmincon and lsqnonlin (trustregion-reflective only, as we cannot enforce the bound constraints with the Levenburg-Marquardt algorithm). We see throughout the tables that the problem of estimating the second relaxation time is fraught with difficulty (the standard error is significantly higher than its estimated value), even though we know the simulated data came from a model incorporating two relaxation times. This was foreshadowed in our earlier examination of the sensitivities with respect to the second relaxation time, as well as the results for relaxation times seen when using different optimization routines. In addition, when estimating two relaxation times using lsqnonlin on high noise data (shown in Table 9 (c)) we see that the estimates for τ 1 and τ 2 are not close to the true parameter values; also, the standard error for τ 1 is much larger than in any other case. Thus, instead of merely having difficulty estimating a second relaxation time, in this estimation we now additionally have a less confidence on the estimate of τ 1 .
From Tables 4-6 we see that standard errors for E 0 and E 1 for the model with no relaxation times are comparable with those for the model with one relaxation time when using fmincon, but the standard error for τ 1 is fairly large (around 7, as compared with the estimated parameter value log 10 (τ 1 ) ≈ −0.3). When using lsqnonlin (see Tables 7-9), the standard errors for E 0 and E 1 increase significantly at all noise levels when moving from the no relaxation time model to the one relaxation time model, but the standard error for τ 1 is closer to 2 rather than the 7 for fmincon. This may not seem significant, but if we recall that these are log-scaled parameter values, then the difference between standard errors of 2 and 7 is significant and an indication that lsqnonlin may be the better procedure.
We also found that at all noise levels the difference for the residual sum of squares is small among the no-relaxation-time, one-relaxation-time, and two-relaxation-time models using either fmincon or lsqnonlin (see the third columns of Tables 10 and 11 ). In addition, for each level noise data set, when we plot the model solutions corresponding to the no, one, and two relaxation time models, we found that they approximately lie on top of each other, and give good fits to the data. To gain further insight into which model should be chosen, we turned to some model selection criterion analysis. Model selection criteria There are numerous model selection criteria in the literature that can be used to select a best approximating model from a prior set of candidate models. These criteria are based either on hypothesis testing or mean squared error or Bayes factors or information theory, and they all are based to some extent on the principle of parsimony (see [BuAn] ). It should be noted that some of these criteria can only be used for nested models (e.g., two models are said to be nested if one model is a special case of the other), but others can be used for both nested models and non-nested models. Here we employ one of the most widely used model selection criteria -the Akaike information criterion (AIC). The AIC was developed by Akaike (in 1973) who formulated a relationship between the Kullback-Leibler information (used to measure the information lost when a model is used to approximate the full reality) and the maximum value of the log likelihood function of the approximating model. As might be expected we find that the AIC value depends on the data set used. Thus, when we try to select a best model from a set of candidate models, we must use the same data set to calculate AIC values for each of the models. One of the advantages of the AIC is that it can be used to compare non-nested models (which is our case here). For the least squares case, it can be found (e.g., see [BuAn, Section 2.2] ) that if the observation errors are i.i.d normally distributed, then the AIC is given by AIC = n log RSS n + 2(κ + 1).
Here κ + 1 is the total number of estimated parameters including θ and the observation error variance. Given a prior set of candidate models, we can calculate the AIC value for each model, and the best approximating model is the one with minimum AIC value. It should be noted that the AIC may perform poorly if the sample size n is small relative to the total number of estimated parameters (it is suggested in [BuAn] that the sample size n should be at least 40 times the total number of estimated parameters (κ + 1); note this is true for our investigations). In practice, the absolute size of the AIC value may have limited use in supporting the chosen best approximating model, and one may often employ other related values such as Akaike differences and Akaike weights to further compare models. The Akaike difference is defined by
where AIC i is the AIC value of the ith model in the set, AIC min denotes the AIC value for the best model in the set, and R is the total number of models in the set. The larger ∆ i , the less plausible it is that the ith model is a good approximating model for given the data set. The Akaike weights are defined by
These Akaike weights w i can then be interpreted as the probability that ith model is the best approximating model (see [BuAn] ). Tables 10 and 11 present residual sum squares (RSS), AIC values, AIC differences, and AIC weights obtained for the two-relaxation-time model, the one-relaxation-time model and the norelaxation-time model at low, medium and high noise levels using fmincon and lsqnonlin, respectively.
From these two tables, we see that on low and medium level noise data sets the -6.0927×10 one-relaxation-time model is the best with the probability to be chosen as the best model being more than 0.6 (see the Akaike weights in the last column of these two tables), and the no-relaxation time model has almost no chance of being selected as the best. For the high noise data set, the no-relaxation-time model is the best, with the probability of being chosen as the best being more than 0.6, while the two-relaxation-time model has little chance of being selected as the best model.
Summary remark Based on our analysis to this point, we can conclude that estimating two relaxation times is likely to be difficult. Adopting a model with zero or one relaxation times may be the most feasible approach. However, until we can confirm this approach by examining these methods on experimental data we believe that attempting all three options for including relaxation times in the viscoelastic model (zero, one, or two times) is advisable.
the model multiple times). Due to long computational times (e.g., one week for bootstrapping versus minutes for the asymptotic theory), we report here results only for a case using fmincon to estimate E 0 and E 1 in a zero-relaxation-time model and a case using lsqnonlin, the trust-region-reflective method, to estimate E 0 , E 1 , and τ 1 in a one-relaxation-time model. It is worth noting that even though the bootstrapping algorithm can be implemented in parallel, this requires a considerable amount of computing resources (unavailable to most investigators) to achieve computational times comparable to that attained in using the asymptotic theory. For our purposes, the bootstrap results we provide are sufficient to indicate that the less conservative asymptotic error analysis yields a reasonable uncertainty measure in the inverse problem we investigate. For the model with no relaxation times, we see from Table 12 that the confidence intervals for E 0 and E 1 at all noise levels are more conservative (as expected-see [BaHoRo] ) than those obtained using the asymptotic theory (shown in Tables 4(a), 5(a) and 6(a)), especially for the cases of medium and high noise level. However, this table still indicates that reasonable parameter estimates are obtained. In Figure 10 , we depict the bootstrap estimates obtained for E 0 and E 1 for this no relaxation time model. Note that each empirical distribution (a representation for the estimator distribution) tends to have the shape of a normal distribution, which we would expect if bootstrapping is working properly.
We also present bootstrapping results for a model incorporating one relaxation time. The inverse problem solved during the bootstrap procedure was computing using lsqnonlin, the trust-regionreflective algorithm. The results are summarized in Table 13 . We see that confidence intervals for all parameters are wider than those obtained using the asymptotic error theory, especially for the cases of medium and high noise level. However, this is expected. At the low noise level, we obtained fairly good results for E 0 and E 1 but the standard error for the relaxation time is larger in magnitude than the relaxation time value itself. This is even more prominent at higher noise levels -the results in the table indicate that on medium and high noise data sets, the estimation of τ 1 is not very robust. Note also that the estimation of E 1 begins to suffer as well, resulting in a higher standard error than its own value on the high noise data set. This is a further indication that we may have problems in the future estimating even the single relaxation time.
We depict histograms of the estimates in Figure 11 . We see on a low noise data set that each parameter estimator appears to be mostly normally distributed. This begins to break down for the case of middle noise level data set (shown in the middle row of Figure 11 ), where we begin to see some outliers at the log 10 (τ 1 ) = 2 level (which means the estimates were converging to our upper bound on that parameter) and also some more pronounced skewness in the count levels. Finally, on the high noise level (shown in bottom row of Figure 11 ) we have the distribution for the E 1 estimates skewed, and we also observe a clear proliferation of estimates of the first relaxation time approaching the value 2. This further supports the expectation of difficulty in estimating relaxation times, particularly when the noise level is high. 
Model comparison and hypothesis testing on amplitude
In this section, we develop a methodology for determining whether or not data came from a lowamplitude input traction. This corresponds with determining if the data came from a vessel experiencing a normal heartbeat or not. We will ultimately run the inverse problem without amplitude restrictions and use a scoring function to compare results with the score of the model solved at a low amplitude. A model comparison test will be implemented to determine if there is a statistical significance in the differences between the model solved with the unrestricted estimate and the model solved using the restricted amplitude value.
Setup
We first examine the sensitivity of the model with respect to the Van Bladel input amplitude parameter A, to be sure that an estimation procedure is reasonable (if the model were insensitive to A then the results from the optimization routine would be suspect). The form of the sensitivity equation is nearly identical to that of the actual model, just with a lower amplitude. This is seen in Figure 12 , which has a form similar to that of the model solution (Figure 3) . In both the low and high amplitude cases, the sensitivity with respect to amplitude is most marked during early times and less so at later times; this makes perfect sense, as the amplitude is greater early on before being damped out. In the problem below, we will take data throughout the full time frame t ∈ [0, 0.25] so with our sensitivity results we can be assured that the early data will drive estimation of the amplitude parameter. 
Data generation
For the high amplitude data, we use the same low, medium, and high noise data sets as described in Section 2.3.1 and shown above in Figure 8 . We form the low amplitude data by taking A low = A/10 as our Van Bladel input amplitude parameter. Thus, the dynamics are roughly 10% the magnitude of the high amplitude data. This means the corresponding noise for the low noise, low amplitude data set will be generated with variance σ 2 = 5 × 10 −7 , medium noise with σ 2 = 10 × 10 −7 , and high noise with σ 2 = 20 × 10 −7 . The low amplitude input data set then is supposed to represent a normal heartbeat and the high amplitude data set then is meant to represent the input shear for a heartbeat in the presence of a stenosis in the vessel. Note that we are not yet exactly certain regarding the difference between these effects in an actual patient, so the data sets here are truly for a proof-of-concept investigation. The low amplitude data sets are depicted in Figure 13 . 
Hypothesis testing methodology
We can now begin to discuss the approach to model comparison and hypothesis testing that we will use by defining a model comparison test statistic. The work here follows the development in [BaTr] . Our performance criterion for hypothesis testing will be
For the purposes of this paper, we postulate that a normal (non-stenosed) vessel corresponds with a low amplitude input parameter A ≤ 6 ×10 2 . Then, a stenosed vessel would have a high input amplitude parameter with A > 6 × 10 2 . The hypothesis test we use requires a set benchmark value for A, so we choose that benchmark to be A 0 = 6 × 10 2 . Then, we define the restricted parameter set
where A = [A 0 , ∞) is the larger set of unrestricted admissible amplitudes. Our null hypothesis H 0 is that the amplitude is a low amplitude, represented by A ∈ A H = {A 0 }. The unrestricted amplitude model would then represent the amplitude parameter as A = A 0 +Ã whereÃ ∈ [0, ∞). This framework will allow us to develop a test statistic to determine the confidence level of accepting or rejecting H 0 for a given data set. In other words, we will develop a test to determine if the data is statistically better represented by the benchmark A 0 than the unrestricted amplitude.
The first step is to determine the performance criterion at the benchmark amplitudeθ H = 6×10 2 , which we will denote J( u,θ H ) (Since the valueθ H is fixed in our case, no optimization problem is needed to compute these values). We then run an optimization routine to determine an unrestricted input amplitude parameter estimateθ, which we then use to compute J( u,θ). The value forθ comes from solving the unrestricted optimization problem (12). As discussed in [BaTr, BaFi] , the model comparison statistic is defined asV
If our null hypothesis H 0 were true, the model comparison statisticV converges in distribution to V as n → ∞ where V ∼ χ 2 (r) is a chi-square distribution with r degrees of freedom (r is the number of constraints in A H ). For our problem, r = 1. Given the significance level α, we can obtain a threshold value ν such that the probability that V will take on a value greater than ν is α. In other words, Prob(V > ν) = α. In our context, if the test statisticv > ν we reject H 0 as false with confidence level (1 − α)100%. Otherwise we do not reject H 0 as false, at the specified confidence level. In Table 14 we include sample values from the χ 2 (1) distribution for reference (table repeated from [BaTr] ). We summarize in Table 15 the results of computing the OLS performance criterion for the low amplitude and high amplitude data each with the restricted/unrestricted parameters. Based on Table 15 : Model comparison test results using (17) on low, medium, and high noise data sets generated with both high and low input amplitude parameter A values. this table and Table 14 , we see for both the low and medium noise cases for data generated with a low A value that we do not reject H 0 with high degrees of confidence. However, the case with high noise is somewhat less certain, though we would still likely not reject H 0 with a fairly high degree of confidence. The results are more stark in the cases where the data was generated from a high amplitude. Given that the magnitude ofv is greater than 900 at all noise levels, we would reject H 0 as false on these data sets with confidence level more than 99.9%. Altogether, these results suggest robustness in our methodology for determining whether the data came from a normal vessel experiencing a heartbeat (low input amplitude) or not.
Conclusion
In this work we have carried out proof-of-concept investigations for estimating material parameters and created a model comparison test as a basis for distinguishing between data that comes from a normal or from a stenosed blood vessel. We found that the model was less sensitive to a second viscoelastic relaxation time than to the other parameters, and this was manifested as a difficulty in recovering two relaxation times. On the other hand, models with zero or one relaxation time allowed for more confidence in the estimation procedure (i.e., smaller standard errors). We compared asymptotic error theory with bootstrapping error theory, and found (as expected) that bootstrapping gives more conservative confidence intervals but not so much so that the asymptotic theory cannot be profitably used for uncertainty quantification in models with large computational costs rendering bootstrapping less desirable. In terms of the model comparison on the input amplitude parameter A, we were able to develop a successful methodology for statistically determining whether or not data came from a low amplitude input force. This will form the basis of a model comparison test we can use on experimental data sets. In future efforts, as already mentioned we will need to develop a procedure for estimating the material weights p i . This may involve iterating optimization routines to take advantage of features of fmincon for estimating the weights, while using the routine lsqnonlin for the remaining material parameters. We also plan to examine the possibility of relative error instead of absolute error, which will necessitate a generalized least squares (GLS) cost function in our inverse problems due to changes in the error process. This will be coupled with a study of a statistical model for the measurement processes being used in the experiments at QMUL. The changes needed are discussed in [BaTr] . If we require a GLS framework, we will need to derive a proper model comparison framework for GLS problems. The most important immediate efforts will be to apply the methods presented in this paper to the data from the QMUL experiments.
A Sensitivity equations
In this section, we present the computed sensitivity equations used in the standard error calculations in this effort. Letθ = (ρ, E 0 , E 1 , τ 1 , . . . , τ Np , p 1 , . . . , p Np , A)
T be the vector for the parameters requiring estimation, and sθ i (x, t;θ) = ∂u(x, t;θ) ∂θ i , i = 1, 2, . . . withθ i being the ith component ofθ.
We first find the equation for s ρ (x, t;θ). To do that, we take the partial derivatives of the system (1) with respect to ρ and obtain ρu ρtt + u tt − σ ρx = 0 u ρ (0, t) = 0, σ ρ (L, t) = 0, u ρ (x, 0) = 0, u ρt (x, 0) = 0. (18) (Note that the chain rule on the first term resulted in ∂ ∂ρ (ρu tt ) = ρu ρtt + u tt , which means the sensitivity partial differential equation (PDE) will, not surprisingly, be driven by the original system values.) By changing the order of differentiation and then substituting s ρ for ∂u ∂ρ , equation (18) 
In the above equation, the sensitivity of stress with respect to ρ (i.e., σ ρ ) can be obtained by differentiating both sides of (4) with respect to ρ
Here the sensitivity of internal variable ǫ j with respect to ρ (i.e., ǫ j ρ ) satisfies the following equation
where j = 1, . . . , N p . The above equation is obtained by differentiating both sides of (3) with respect to ρ. Thus, we see the sensitivity PDE (19)- (21) for ρ has the same form as the original system PDE (1), (3), and (4), except with zero initial/boundary conditions and being driven by the solution to the original system PDE (i.e., along the original system solution). Thus, as usual the sensitivity PDE is coupled to the original system PDE. We now state the remaining sensitivity PDEs.
1. Sensitivity PDE for s E 0 = ∂u ∂E 0 :
5. Sensitivity PDE for s A = ∂u ∂A :
To some extent, this is an "outlier" as compared with the preceding sensitivity PDEs. The coefficient A only appears in the (right) boundary condition and not explicitly in the PDE itself; thus, the sensitivity PDE for A will be nearly the same as the original system PDE except with a different (right) boundary condition. The sensitivity equation for s A is given by ρ(s A ) tt − (σ A ) x = 0, s A (0, t) = 0, σ A (L, t) = g A (t), s A (x, 0) = 0, (s A ) t (x, 0) = 0.
In the above equation, g A is given by
The sensitivity of stress with respect to A (i.e., σ A ) is given by
Here the sensitivity of internal variables ǫ j with respect to A (i.e., ǫ 
where j = 1, . . . , N p .
Based on the above discussions, we see that all the sensitivity equations are coupled to the original system except the one for A. However, it is important to note that the sensitivity PDEs are not coupled to each other. e-mail: {htbanks, shu3, zrkenz}@ncsu.edu {carola.kruse, simon.shaw, john.whiteman}@brunel.ac.uk {s.e.greenwald, m.p.brewin,m.j.birch}@qmul.ac.uk
