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We show the equivalence between a probabilistic Turing machine and the time evolution of a one-
dimensional Ising model, the Glauber model in one dimension, equilibrium positions representing
the results of computations of the Turing machine. This equivalence permits to map a physical
system on a computational system providing in this way an evaluation of the entropy at the end of
computation. The result agrees with Landauer limit.
INTRODUCTION
The idea that a classical computational system should
always be strictly linked to a physical system was trans-
lated by Rolf Landauer onto a conjecture about its en-
tropy. In 1961 he formulated a fundamental postulate
[1] that there exists a minimum entropy associated to a
single bit of information. This quantity is K ln 2 being K
the Boltzmann constant. This conjecture is fundamen-
tal as, otherwise, one should expect that, using informa-
tion, the second principle of thermodynamics could be
escaped. But, as pointed out by Bennett, Maxwell dae-
mon fails just for this reason: The cost of information.
Quite recently, it has been shown, using a smart experi-
mental setup, that the Landuer conjecture is correct [3].
Due to this fundamental role Landauer conjecture has,
our aim is to give a theoretical derivation of the limit he
obtained on entropy. A possible way to give a theoretical
foundation to this conjecture is to find a connection with
a theoretical computational device: A Turing machine
[4, 5]. A Turing machine is a deployable conceptual com-
putational system that is able to perform the same com-
putations as a real device can. Due to this completeness
we need to map a physical system onto it and to show
that the lower limit for entropy is the Landauer limit. So,
our result will be founded on the Church-Turing thesis
[6, 7].
We will show that a probabilistic Turing machine can
be defined that maps onto a one-dimensional Ising model:
The Glauber model. In this way we can map dynamics
and attach the meaning of physical quantities to a Turing
machine.
TURING VOTER
As stated into the introduction, we base our conclu-
sions on the Church-Turing thesis modified into the fea-
sibility thesis that a probabilistic Turing machine can
efficiently simulate any realistic model of computation.
A probabilistic Turing machine (PTM) will be charac-
terized by a random sequence of bit to be consulted to
decide the next transition. We can write down it by a
tuple 〈Q,Σ, ι,⊔, A, δ〉 for the Turing machine, where
• Q is a finite set of states
• Σ is a finite set of symbols (the tape alphabet)
• ι ∈ Q is the initial state
• ⊔ ∈ Σ is the blank symbol
• A ⊆ Q is the set of accepting states
• δ ⊆ (Q\A× Σ)× (Q× Σ× {L,R}) is a relation on
states and symbols called the “transition relation”.
To this machine we had a set of random symbols to be
consulted for the next transition.
For our aims we will be interested in a machine with
a single tape, two symbols Σ = {−1, 1} and a random
transition mechanism that we will explain in a moment.
Indeed, we assume the following randomness rule:
1. Select a random cell.
2. The selected cell assumes the symbol of the next-
neighbor cell.
3. Repeat preceding steps without halting or when an
acceptance or rejection is obtained.
This particular Turing machine can be called a “voter” as
it simulates the behavior of a voting population [8]. So,
the action of the machine can be to change the symbol
as 1 ↔ −1 or to keep the symbol. This machine will be
characterized by a rate of transition that can be written
down as
w(x) =
1
2
[1− xi(xi+1 + xi−1)] (1)
and so the rate of flipping a symbol is 12 . This can also
be generalized to
w(x) =
1
2
[
1−
γ
2
xi(xi+1 + xi−1)
]
(2)
being γ a factor expressing the tendency to change to
the same symbol rather than the opposite depending on
its sign. In this way we can introduce a master equation
2that determines the time evolution of the probability dis-
tribution for a given set of symbols of the machine when
we start from an initial set {x(0)}. We can write
dP ({x})
dt
= −
∑
i
w(xi)P ({x}) +
∑
i
w(−xi)P ({x}i)
(3)
being {x}i the configuration {x} but with i-th symbol
changed. This is the dynamical equation for this proba-
bilistic Turing machine. This machine describes the evo-
lution in time of a population of voters that can reach
a consensus determined by some halting condition. This
kind of machine will be essential when we will discuss the
physics of information.
NON-EQUILIBRIUM ISING MODEL
Ising model is a physical model representing the behav-
ior of a ferromagnet. It is given by the following Hamil-
tonian
H = −J
∑
〈ij〉
sisj − h
∑
i
si (4)
being si spin variables taking the values ±1 depending
on their orientation. The first sum is intended to run on
the next-neighbors. The one dimensional case takes the
simple form
H = −J
∑
i
sisi+1 − h
∑
i
si (5)
and is exactly solvable. This model has also a relaxation
dynamics given by the Glauber model [9]. The master
equation has an identical form of the voter master equa-
tion provided
γ = tanh(2βJ) (6)
being β = 1
KT
with T the temperature and K the Boltz-
mann constant. On this basis we can state the following:
Theorem .1. [Ising-Turing equivalence] A Turing
voter is equivalent to a Glauber model.
Proof. A Turing voter, having an alphabet with two sym-
bols, can always be mapped on a Glauber model as they
evolve with the same master equation, provided eq.(6)
holds, and symbols of the Turing voter have the same
values the spin variables have.
This theorem states that a computational machine like
a Turing voter can always be mapped on a physical sys-
tem, in this case a Glauber model representing the time
evolution of a one-dimensional spin system. The equiv-
alence of the end of computation is represented by any
equilibrium state can be reached by the Glauber model
in the course of its evolution. A one-dimensional Ising
model has no critical point so, any possible configura-
tion is a possible equilibrium and then also the end of a
computation of the Turing machine.
LANDAUER LIMIT
The relevance of the mapping provided in the theo-
rem of the preceding section relies on the fact that we
can map a physical system with a Turing machine. The
probabilistic Turing machine can realize any computation
a deterministic Turing machine can, the difference being
just on complexity, and this is indeed the case of the
Voter as, from any given starting configuration, a final
configuration can always be obtained by the dynamic we
have chosen. This imply in turn that we are in the con-
dition to get a lower limit to the computational entropy
needed for any computation, depending on the number
of cells we consider. We can state the following:
Theorem .2. [Landauer limit] The lower limit for the
entropy of a Turing voter is the Landauer limit.
Proof. At the end of the computation, provided it worked
at a temperature T , the Turing voter will have reached a
configuration that is that of an Ising model with N spins
at equilibrium at the same temperature. This model has
a free energy at its equilibrium configuration
F = −NkT
[
ln 2 +
N − 1
N
ln cosh
(
J
kT
)]
(7)
and for the voter N is just the number of cells. We get
for entropy
S = −
∂F
∂T
= Nk ln 2 + (N − 1)k ln cosh
(
J
kT
)
+ (N − 1)
J
T
tanh
(
J
kT
)
≥ Nk ln 2 (8)
and we recognize the minimum on entropy conjectured
by Landauer to N bits of information. We note that the
equality is attained for N = 1.
We note that the Landauer limit is independent on the
Ising coupling J and so, on the way we choose the param-
eter γ into the mapping (6). We can always parametrize
γ through tanh(βJ) and introduce in this way the depen-
dence on the temperature for the Turing voter. Physi-
cally, this corresponds to the energy needed to the Turing
machine to operate on the tape and a part of this energy
will end up as heat.
It is interesting to note that, the minimal energy one
needs to erase N bits at the temperature T is just
3NKT ln 2. At room temperature this is really a small
number for known storage devices. So, for a petabit de-
vice one has about 10−6 J of minimum energy needed for
erasing.
CONCLUSIONS
We have shown how Landauer limit can be obtained
from a Turing machine, providing a mechanism to map
a physical system, the Glauber model, onto the machine
itself. In this way, the orignal conjecture by Landauer,
experimentally proved quite recently [3], assume the na-
ture of a mathematical theorem. Indeed, this is based on
the idea that information is not an abstract entity but,
when one is referring to real world, it must be just the
dynamics of a physical system.
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