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ABSTRACT. The notion of p-modulus of a family of objects on a graph is a measure of the richness
of such families. We develop the notion of minimal subfamilies using the method of Lagrangian
duality for p-modulus. We show that minimal subfamilies have at most |E| elements and that these
elements carry a weight related to their “importance” in relation to the corresponding p-modulus
problem. When p = 2, this measure of importance is in fact a probability measure and modulus can
be thought as trying to minimize the expected overlap in the family.
1. INTRODUCTION
This study is part of a larger project to enhance both the theoretical understanding of the ways
in which diseases spread in an interconnected network of individuals or sub-populations, and the
computational tools available to researchers interested in modeling, simulating, and predicting the
behavior of epidemics. Interconnectedness plays a key role in the spread of disease in a population,
wherein an infection is transmitted from one individual to another and so on through a complex tan-
gle of individual interactions. Individuals in frequent contact with many others are more likely to
both contract and to transmit a disease than individuals with few connections, and well-connected
populations are more susceptible to epidemic than sparsely connected populations. Thus, under-
standing and quantifying the degree to which an individual is connected to others is crucial to the
study of diseases, their escalation to epidemic status, and possible mitigation strategies.
Classical methods for quantifying interconnectedness are based on graph-theoretic concepts
such as effective conductance, minimum cut, and shortest paths. These seemingly disparate con-
cepts turn out to be special cases of a very general object, known in the context of classical analysis
as p-modulus. When applied to the context of graphs, p-modulus generalizes each of these classical
methods for quantifying interconnectedness.
The strength of p-modulus lies in the fact that it is much more flexible than the properties it
generalizes. Whereas the classical quantities are all related to the single basic question “How easily
will a disease be able to travel from individual A to individual B?”, the p-modulus can quantify the
answers to a wide variety of more detailed questions such as “How easily will a disease be able
to travel from individual A to individual B and then on to individual C?” and “What are the most
important disease transmission pathways connecting two particular sub-populations?”
The study of epidemic phenomena affects the world at large, as can be witnessed from recent
disease outbreaks on a global scale. Effective tools to model, predict and mitigate these pandemics
can be of practical use to health authorities and scientists, see [7]. Moreover, in view of the general
nature of p-modulus as a method, its applications go beyond those related to epidemics. Networks
are ubiquitous in science and engineering, and the results of this project are applicable in many
other settings, [14].
Research partially supported by NSF grants DMS-1201427 and DMS-1515810.
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2 ALBIN AND POGGI-CORRADINI
In this paper we continue our investigation of the mathematical concept of p-modulus on net-
works, that began in [3] and [2]. Here we focus on the analysis of theoretical properties and the
development of numerical algorithms from the point of view of Lagrangian duality. In particular
we introduce and study the notion of minimal subfamilies. Software based on our techniques has
been developed by the first named author, and has already been used in applications, e.g., in [14].
1.1. Modulus on graphs. The investigation of p-modulus on graphs comprises three main direc-
tions: the theoretical analysis of the mathematical concept, the development of efficient computa-
tional algorithms for its evaluation, and the application of both theory and algorithms to epidemic
modeling and prediction.
The classical theory of p-modulus is a continuum theory and was developed originally in the
field of complex analysis, see the comment on p. 81 of [1]. In short, p-modulus provides a method
for quantifying the richness of families of curves. Heuristically, families with many short curves
have a larger modulus than families with fewer longer curves. Although the concept of a discrete
modulus is not new (see, e.g., [6, 13]), it is less well understood than in the continuum setting and
has not been considered in the context presented in this paper.
One of the strengths of modulus on graphs is its great versatility and generality. We will work
with weighted and possibly directed finite graphs. SoG = (V,E, σ) is a graph where the vertex-set
V and the edge-set E are finite. To every edge e ∈ E corresponds a weight 0 < σ(e) <∞.
We will consider families Γ of objects γ on G, such as families of walks, families of trees, etc.
Definition 1.1. We will consider families of objects Γ such that for each γ ∈ Γ we can associate a
function N (γ, ·) : E → R≥0, i.e. a vector N (γ, ·) ∈ RE≥0, that measures the usage of edge e by γ.
We assume that each γ ∈ Γ has positive usage on at least one edge.
For example:
• A walk γ = x0 e1 x1 · · · en xn is associated to the function N (γ, e) = number times γ
traverses e. In this case N (γ, ·) ∈ ZE≥0.
• A set T ⊂ E is associated to the function N (T, e) = 1T (e) = 1 if e ∈ T and 0 otherwise.
Here, N (γ, ·) ∈ {0, 1}E .
• A flow f can be associated with the function N (f, e) = |f(e)|. Therefore, N (γ, ·) ∈ RE≥0.
In other words, to each family of objects Γ we associate a |Γ| × |E| usage matrixN such that each
row of N corresponds to an object γ ∈ Γ and records the usage of edge e by γ. Note, however,
that the families Γ under consideration may very well be infinite.
Given a density ρ ∈ RE≥0, the weight ρ(e) represents the cost of using edge e. In particular, given
an object γ ∈ Γ, we let
`ρ(γ) :=
∑
e∈E
N (γ, e)ρ(e) = (Nρ)(γ),
represent the total usage cost for γ.
A density ρ ∈ RE≥0 is admissible for the family Γ, if
`ρ(γ) ≥ 1 ∀γ ∈ Γ;
or equivalently, if
`ρ(Γ) := inf
γ∈Γ
`ρ(γ) ≥ 1;
in matrix notations, we want
Nρ ≥ 1.
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Let
(1.1) Adm(Γ) =
{
ρ ∈ RE≥0 : Nρ ≥ 1
}
be the set of admissible densities.
For 1 ≤ p <∞, the p-energy of ρ is defined as
Ep,σ(ρ) :=
∑
e∈E
σ(e)|ρ(e)|p.
For p =∞, we also define the∞-energy as
E∞(ρ) := lim
p→∞
(Ep,σ(ρ))
1
p = max
e∈E
|ρ(e)|
Definition 1.2. Given a graph G = (V,E, σ) and a family Γ ⊂ RE≥0, if 1 ≤ p ≤ ∞, the p-modulus
of Γ is:
Modp,σ(Γ) := inf
ρ∈Adm(Γ)
Ep,σ(ρ)
Equivalently, p-modulus is the following optimization problem
minimize Ep,σ(ρ)
subject to Nρ ≥ 1
where each object γ adds one constraint to be satisfied.
Remark 1.3. (a) When ρ0 ≡ 1 is the constant density equal to 1, we drop the subscript and
write `(γ) := `ρ0(γ). If γ is a walk, then `(γ) simply counts the number of hops that the
walk γ makes.
(b) If Γ ⊂ Γ′, then Adm(Γ′) ⊂ Adm(Γ), so Modp,σ(Γ) ≤ Modp,σ(Γ′), for all 1 ≤ p ≤ ∞.
This is known as monotonicity of modulus.
(c) For 1 < p < ∞ a unique extremal density ρ∗ always exists and satisfies 0 ≤ ρ∗ ≤ N−1min,
where Nmin is the smallest nonzero entry of N . Existence and uniqueness follows by
compactness and strict convexity of Ep,σ, see also Lemma 2.2 of [2]. The upper bound on
ρ∗ follows from the fact that each row ofN contains at least one nonzero entry, which must
be at least as large as Nmin. In the special case when N is integer valued, the upper bound
can be taken to be 1.
1.2. Connection to classical quantities. The concept of p-modulus generalizes known classical
ways of measuring the richness of a family of walks. Given two vertices s and t in V , we define
the connecting family Γ(s, t) to be the family of all walks in G that start at s and end at t. Also a
subset C ⊂ E is called a cut for a family of walks Γ if for every γ ∈ Γ, there is e ∈ C such that
N (γ, e) 6= 0. Moreover, the size of a cut is measured by |C| := ∑e∈C σ(e). When the graph G
is undirected, it can be thought of as an electrical network with edge-conductances given by the
weights σ, see the monograph [5]. In this case, given two vertices s and t in V , we write Ceff(s, t)
for the effective conductance between s and t. The following result is a slight modification of the
results in[2, Section 5], taking into account the definition of Nmin in Remark 1.3 (c).
Theorem 1.4 ([2]). Let G be a weighted graph and Γ a family of objects on G. Then the map
p 7→ Modp,σ(Γ) is continuous for 1 ≤ p ≤ ∞, p 7→ N pmin Modp,σ(Γ) is decreasing, and the map
p 7→ (Modp,σ(Γ)/σ(E))1/p is increasing, where σ(E) :=
∑
e∈E σ(e). Moreover,
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• For p =∞:
Mod∞(Γ) =
1
`(Γ)
.
• For p = 1, when G is unweighted and Γ = Γ(s, t) is a connecting family,
Mod1(Γ) = min{|C| : C a cut of Γ}
• For p = 2, if G is undirected and Γ = Γ(s, t) is a connecting family,
Mod2(Γ) = Ceff(s, t),
Remark 1.5. An early version of the case p = 2 is due to Duffin [6]. Our proof in [2] takes
inspiration from a very general result in metric spaces, see [10].
Example 1.6 (Basic Example). LetG be a graph consisting of k simple paths in parallel, each path
taking ` hops to connect a given vertex s to a given vertex t. Assume also that G is unweighted,
that is σ ≡ 1. Let Γ be the family consisting of the k simple paths. Then `(Γ) = ` and the size of
the minimum cut is k. A simple computation shows that
Modp(Γ) =
k
`p−1
for 1 ≤ p <∞, Mod∞(Γ) = 1
`
.
In particular, Modp(Γ) is continuous in p, and limp→∞Modp(Γ)1/p = Mod∞(Γ). Intuitively, when
p ≈ 1, Modp(Γ) is more sensitive to the number of parallel paths, while for p >> 1, Modp(Γ) is
more sensitive to short walks.
1.3. Advantages of Modulus. As we saw above in Theorem 1.4, the concept of modulus encom-
passes classical quantities such as shortest path, minimal cut, and effective conductance. For this
reason, modulus has many advantages. For instance, in order to give effective conductance a proper
interpretation in terms of electrical networks one needs to consider the Laplacian operator which
on undirected graphs is a symmetric matrix. On directed graphs however the Laplacian ceases to
be symmetric, so the electrical network model breaks down. The definition of modulus, however,
does not rely on the symmetry of the Laplacian and, therefore, can still be defined and computed
in this case.
Moreover, modulus can measure the richness of many types of families of objects, not just
connecting walk families. Here are some examples of families of objects that can be measured
using modulus:
• Spanning Tree Modulus: All spanning trees of G.
• Loop Modulus: All simple cycles in G.
• Long Path Modulus: All simple paths with at least L hops
• Via Modulus: All walks that start at s, end at t, and visit u along the way.
For instance, in [14], we studied the following centrality measure for a node v.
C (v) :=
Diam(G)∑
i=1
Mod2 (v, Si(v))
where Si(v) = {u : d(u, v) = i} is the layer of nodes that are exactly i hops away from v. In order
to compare C(v) to other centrality measures, we simulated many epidemics and then measured
the effects of vaccinating a percentage of the nodes using different centrality measures to pick the
vaccinated nodes.
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In the same paper [14], we also proposed different measures of “inbetweenness”. Let Γ (A,B; c)
represent the family of all walks that start from a set of nodes A, visit a node c, and end in B. We
will assume that these walks are not loops, namely they will not be able to end at the starting node.
We write Modp (A,B; c) for Modp (Γ (A,B; c)). For instance, one can compute the “inbetween-
ness” of a node v by computing the average:
Es,t
[
Modp(s, t; v)
Modp(s, t)
]
:=
(|V |
2
)−1∑
s 6=t
[
Modp(s, t; v)
Modp(s, t)
]
Instead, we decided to capture inbetweenness with a single modulus computation by defining
BC (v) := Mod2 (A,A; v)
where A consists of a small portion of the most central nodes based on the centrality C(v) men-
tioned above.
Experimentally, these modulus-based measures of centrality perform very well with respect to
other measures. A partial explanation of why modulus seems to be an appropriate tool for studying
epidemics is provided in [7], where the concept of Epidemic Hitting Time is introduced and is then
compared to modulus as well as other measures.
1.4. Main results. In this paper we develop the method of Lagrangian duality for p-modulus.
More precisely,
• we develop Lagrangian duality for p-modulus (Section 2.1 and 2.3) and
• discuss the notion of minimal subfamilies (Section 3), which leads to the identification of
a set of important elements of a family Γ (Theorem 3.5).
• We then work out the case p = 2 more explicitly (Section 4) and provide a probabilistic
interpretation of modulus, the extremal density and the dual problem (Section 5).
• Next we discuss the basic algorithm for computing modulus numerically (Section 6), and
we give some examples of minimal subfamilies for connecting modulus as well as spanning
tree modulus (Section 7).
We acknowledge the anonymous referee for many helpful suggestions that have improved the
exposition.
2. LAGRANGIAN DUALITY FOR p-MODULUS
2.1. p-Modulus as an ordinary convex program. To every object γ ∈ Γ we associate a point in
RE≥0 via the correspondence
γ 7→ N (γ) := [N (γ, ej)]j=1,...,|E| ,
where we think of N (γ) as a row vector. We can define a partial order by setting
γ1  γ2 ⇐⇒ N (γ1)  N (γ2)
where the order on vectors is the usual coordinate-wise order.
A density ρ is admissible for Γ if and only if ρ belongs to the half-space
{ρ′ ∈ RE : N (γ)ρ′ ≥ 1},
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for every γ ∈ Γ. In particular, Adm(Γ) is a convex subset of RE . Also the energy Eσ,p(ρ) is a
convex function of ρ. So computing Modp(Γ) consists in solving the following standard convex
program.
minimize Eσ,p(ρ)
subject to Nρ ≥ 1(2.1)
Existence of a minimizer follows from compactness of the p-norm ball in RE and continuity of
Eσ,p(·). Uniqueness holds when 1 < p <∞ by strict convexity of the objective function.
Given an admissible density ρ ∈ Adm(Γ) there is a very useful criterion due to Beurling, who
developed it in function theory, see [1] and also [4], to determine whether ρ is extremal. We will
see in Theorem 3.5 (ii) that this criterion provides a characterization of extremal densities.
If Γ is a family of objects, and Γ˜ ⊂ Γ is a subfamily, we write N (Γ˜) for the submatrix of N
corresponding to the rows that are in Γ˜.
Theorem 2.1 (Beurling’s Criterion for Extremality). Let G be a weighted graph, Γ a family of
objects on G, and 1 < p <∞.
Then, a density ρ ∈ Adm(Γ) is extremal for Modp(Γ), if there is Γ˜ ⊂ Γ with `ρ(γ) = 1 for all
γ ∈ Γ˜, i.e., N (Γ˜)ρ = 1, such that:
(2.2) whenever h ∈ RE and N (Γ˜)h ≥ 0, then∑e∈E h(e)ρp−1(e)σ(e) ≥ 0.
Furthermore, for such a subfamily Γ˜ we have
(2.3) Modp,σ(Γ˜) = Modp,σ(Γ).
Note that h ∈ RE and not RE≥0. The proof is very simple and well-known, so we reproduce it
here for completeness.
Proof of Theorem 2.1. Let ρ˜ be an arbitrary admissible density for Γ. Set h := ρ˜ − ρ. If γ ∈ Γ˜,
then
`h(γ) = `ρ˜(γ)− `ρ(γ) = `ρ˜(γ)− 1 ≥ 0.
By assumption (2.2), this implies
∑
e∈E h(e)ρ
p−1(e)σ(e) ≥ 0. Hence,∑
ρ˜(e)ρp−1(e)σ(e)−
∑
ρp(e)σ(e) ≥ 0
So by Hölder’s inequality:
Ep,σ(ρ) =
∑
e∈E
σ(e)ρ(e)p ≤
∑
e∈E
ρ˜(e)ρp−1(e)σ(e) ≤
(∑
e∈E
ρ˜p(e)σ(e)
)1/p(∑
e∈E
ρp(e)σ(e)
)1−1/p
Dividing both sides Ep,σ(ρ)1−1/p and raising to the p-th power, we get that Ep,σ(ρ) ≤ Ep,σ(ρ˜).
To prove (2.3), note that (2.2) only requires N (Γ˜)(ρ˜ − ρ) ≥ 0, so the same argument above
holds verbatim for ρ˜ an arbitrary admissible density for Γ˜. Therefore, we have Ep,σ(ρ) ≤ Ep,σ(ρ˜),
and Modp,σ(Γ) ≤ Modp,σ(Γ˜). The other direction holds by monotonicity, see Remark 1.3 (b). 
2.2. Families of walks. In general families of walks on graphs are infinite. For instance, there are
infinitely many walks connecting two distinct vertices s and t in a connected graph. Therefore, in
this case, the optimization problem in (2.1) is subject to infinitely many constraints (one per walk).
However, in [3] we have shown that one can always pick finitely many constraints so as to have
the same convex program. This follows from the following result about integer lattices.
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Theorem 2.2 ([3]). Let X ⊂ Zn≥0. Then there exists X∗ ⊆ X such that X∗ is finite and such that
for every x ∈ X there exists x∗ ∈ X∗ such that x∗  x. In particular, every family of walks Γ
admits a finite subfamily Γ∗ ⊆ Γ such that Adm(Γ∗) = Adm(Γ).
Since the subfamily Γ∗ has the same admissible densities as Γ, the minimal energy and the
extremal density that solve problem (2.1) are unchanged if we replace Γ with Γ∗.
Definition 2.3. If Γ∗ ⊂ Γ is finite and Adm(Γ∗) = Adm(Γ) we say that Γ∗ is an essential subfam-
ily.
Note that, since the admissible set (1.1) does not depend on p or σ, neither does the notion
of essential subfamily. The following example shows that essential subfamilies can be arbitrarily
large even on a graph with only two edges.
Example 2.4. Consider the unweighted path graph with two edges e1 and e2 in series, and let
n = 1, 3, 5, ... be an odd integer. Consider the family of walks Γn = {γn,k}(n−1)/2k=0 where
N (γn,k, e1) = n− 2k and N (γn,k, e2) = fn(n− 2k)
where fn(n) = n and for k = 1, . . . , (n− 1)/2, where fn(n− 2k) := n+ 2
∑k
j=1(j + 1). Notice
that
(2.4) fn(n− 2(k + 1)) = fn(n− 2k) + 2(k + 2).
and 2(k + 2) is even. So, since fn(n) = n is odd, we have that fn(n − 2k) is also odd for all k’s.
By a parity argument this shows that there indeed exist walks γn,k with multiplicity vectorN (γn,k)
as defined above.
We now study the half-planes {ρ : N (γn,k)ρ ≥ 1}. To find how they meet we solve the system
(1)
(2)
{
x(n− 2k) + yfn(n− 2k) = 1
x(n− 2k − 2) + y [fn(n− 2k) + 2(k + 2)] = 1
where x = ρ(e1) and y = ρ(e2). Replacing (2) by (2) − (1) and making a simple substitution
yields the solution xk = (k + 2)yk and yk = [(k + 2)(n − 2k) + fn(n − 2k)]−1. In particular,
yk > 0 and thus xk > 0. The line defined by equation (1) becomes more and more horizontal as k
varies, since fn(n− 2k) grows faster than n− 2k decreases. If we can show that yk decreases we
will have shown that the admissible set Adm(Γn) is an unbounded polygon with at least (n+ 1)/2
faces. A calculation using (2.4) yields
1
yk
− 1
yk−1
= n− 2k > 0
for k = 1, . . . , (n − 1)/2. So the only essential subfamily of Γn is itself and the cardinality of Γn
can be made arbitrarily large.
However, Modp(Γn) = Modp(Γ˜n) where Γ˜n = {γn,0} consists of the single walk γn,0 such
that N (γn,0, e1) = N (γn,0, e2) = n. To verify this is a simple application of Beurling’s criterion
Theorem 2.1. Consider the constant density ρ(ej) = 1/(2n), for j = 1, 2. Then, `ρ(γn,0) = 1.
Also, for k = 1, . . . , (n− 1)/2,
`ρ(γn,k) =
1
2n
[n− 2k + n+ 2k + k(k + 1)] ≥ 1
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So ρ is admissible for Γn. Moreover, if h : E → R satisfies `h(γn,0) ≥ 0, then nh(e1)+nh(e2) ≥ 0,
so h(e1) + h(e2) ≥ 0. Therefore,∑
e∈E
h(e)ρp−1(e) = (2n)1−ph(e1) + (2n)1−ph(e2) = (2n)1−p (h(e1) + h(e2)) ≥ 0.
The subfamily Γ˜n is an example of a minimal subfamily, as will be defined later in Definition
3.4.
Theorem 2.2 implies that without loss of generality, after passing to an essential subfamily,
modulus becomes an ordinary convex program. In particular, we can formulate the dual problem.
2.3. The Lagrangian for modulus. For the remainder of the paper we assume that Γ is a finite
family of objects. One may introduce the dual variables λ : Γ → R≥0, that is to say a vector
λ ∈ RΓ≥0, and consider the Lagrangian for the minimization problem (2.1):
L(ρ, λ) :=
∑
e∈E
σ(e) |ρ(e)|p +
∑
γ∈Γ
λ(γ)
(
1−
∑
e∈E
N (γ, e)ρ(e)
)
Fixing ρ ∈ RE and maximizing in λ ∈ [0,+∞)Γ gives
f(ρ) := sup
λ≥0
L(ρ, λ) =

∑
e∈E
σ(e) |ρ(e)|p for ρ ∈ Adm(Γ)
∞ for ρ 6∈ Adm(Γ)
Therefore, with the primal problem we recover the modulus problem:
Modp(Γ) = p
∗ := inf
ρ∈RE
f(ρ).
Note that the latter minimization is unconstrained.
We now apply the general fact that: if F : X × Y → R, then
inf
x∈X
sup
y∈Y
F (x, y) ≥ sup
y∈Y
inf
x∈X
F (x, y)
Fixing λ ∈ [0,+∞)Γ and minimizing in ρ ∈ RE gives
g(λ) := inf
ρ
L(ρ, λ)
Then, the primal problem is bounded below by the dual problem (this is called weak duality):
p∗ ≥ d∗ := sup
λ≥0
inf
ρ
L(ρ, λ) = sup
λ≥0
g(λ)
Definition 2.5. Strong duality occurs if there exists ρ∗ and λ∗ ≥ 0 such that the following saddle-
point property holds.
(2.5) L(ρ∗, λ) ≤ L(ρ∗, λ∗) ≤ L(ρ, λ∗)
for every ρ and every λ ≥ 0.
If strong duality holds, then, for ρ∗ and λ∗ satisfying (2.5),
p∗ ≤ f(ρ∗) = sup
λ≥0
L(ρ∗, λ) = L(ρ∗, λ∗) = inf
ρ
L(ρ, λ∗) = g(λ∗) ≤ d∗
Therefore in this case p∗ = d∗, that is the primal and dual problem coincide.
There are well-known sufficient conditions for strong duality to hold. One condition that applies
in our convex case is Slater’s condition (see also [12, Theorem 28.2]).
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Fact 2.6 (Slater). Strong duality holds if the primal feasible region has an interior point.
For Modp it is enough to find ρ such that `ρ(γ) > 1 for all γ ∈ Γ. Thus, for families of objects
such as walks or subsets of E, it is enough to let ρ ≡ 2. More generally, if Γ is a finite family of
objects that are allowed to make fractional use of an edge, it’s enough to set ρ ≡ N−1min, with Nmin
as defined in Remark 1.3 (c).
As a consequence we obtain a new formula for modulus:
(2.6) Modp(Γ) = sup
λ≥0
inf
ρ
{∑
e∈E
σ(e) |ρ(e)|p +
∑
γ∈Γ
λ(γ)
[
1−
∑
e∈E
N (γ, e)ρ(e)
]}
We now rewrite the dual problem using standard convex optimization techniques.
For a fixed λ, the Lagrangian L is minimized by a density ρλ which satisfies the following
stationarity condition:
(2.7) pσ(e)ρλ(e) |ρλ(e)|p−2 −
∑
γ
λ(γ)N (γ, e) = 0,
for every e ∈ E.
Dual feasibility implies that λ ≥ 0, so (2.7) implies that ρλ ≥ 0 as well, and therefore
(2.8) ρλ(e) =
(
1
pσ(e)
∑
γ
λ(γ)N (γ, e)
) 1
p−1
=
(
1
pσ(e)
(N Tλ)(e)
) 1
p−1
Substituting (2.8) into (2.6) we get the following dual problem:
maximize g(λ) =
∑
γ
λ(γ)− (p− 1)
∑
e
σ(e)
(
1
pσ(e)
∑
γ
λ(γ)N (γ, e)
) p
p−1
subject to λ(γ) ≥ 0 ∀γ ∈ Γ.
(2.9)
Remark 2.7. Note that λ appears in (2.9) composed with a linear operation, which may have a
kernel. So in general the solutions to the dual problem are not unique. However, if λ∗ is a solution
to (2.9), then (2.8) gives a solution ρ∗ to the primal problem (2.1) written in terms of λ∗ (and we
already know that ρ∗ is unique).
3. MINIMAL SUBFAMILIES
First, we define Beurling and Lagrangian subfamilies.
Definition 3.1. Let Γ be a family of objects on a weighted graph G and p ∈ (1,∞). We say that
a subfamily Γ˜ ⊂ Γ is a Beurling subfamily of Γ for Modp,σ(Γ), if the unique extremal density ρ∗
yields `ρ∗(γ) = 1 for all γ ∈ Γ˜ and property (2.2) holds for ρ∗. In particular, by (2.3), we always
have Modp,σ(Γ˜) = Modp,σ(Γ).
Definition 3.2. Let p ∈ (1,∞) and let λ∗ be optimal for the dual problem (2.9). We say that
(3.1) Γλ∗ := {γ ∈ Γ : λ∗(γ) > 0}
is the Lagrangian subfamily of Γ associated to λ∗.
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Since problem (2.1) is convex, sufficiently smooth, and exhibits strong duality, the Karush-
Kuhn-Tucker (KKT) conditions provide necessary and sufficient conditions for optimality. In order
to formulate the KKT conditions for the present problem, enumerate the edges in E as {ej}mj=1 and
the objects in Γ as {γi}ki=1 and let λi = λ(γi). Stated for problem (2.1), the KKT conditions ensure
the existence of an optimal ρ∗ ∈ Rm≥0 and dual optimal λ∗ ∈ Rk≥0 [12, Theorem 28.3] satisfying
λ∗i ≥ 0, 1− `ρ∗(γi) ≤ 0 for i = 1, 2, . . . , k (Dual and Primal Feasibility)(3.2)
λ∗i (1− `ρ∗(γi)) = 0 for i = 1, 2, . . . , k (Complementary Slackness)(3.3)
∇ρL(ρ∗, λ∗) = 0 (Stationarity)(3.4)
Here the density ρ∗ is the unique minimizer of (2.1), while λ∗ is a (possibly non-unique) maxi-
mizer for (2.9).
Proposition 3.3. Let p ∈ (1,∞) and let (ρ∗, λ∗) be a saddle point for the Lagrangian. Then the
corresponding Lagrangian subfamily Γλ∗ is a Beurling subfamily, i.e., satisfies Beurling’s criterion
for ρ∗. Namely:
(a) `ρ∗(γ) = 1 for all γ ∈ Γλ∗ and
(b) for every h : E → R with `h(Γλ∗) ≥ 0 we have
∑
e∈E h(e)ρ
∗(e)p−1 ≥ 0.
Proof of Proposition 3.3. We are going to use the fact that ρ∗ and λ∗ satisfy the KKT conditions
mentioned above.
Part (a) follows from complementary slackness, see (3.3). Namely, at a saddle point, for every
γ ∈ Γ, either λ∗(γ) = 0 or `ρ∗(γ) = 1.
Part (b) follows from stationarity, see (3.4). The saddle-point property (2.5) requires that for
every µ ∈ R
0 ≤ L(ρ∗ + µh, λ∗)− L(ρ∗, λ∗)
≤ Ep,σ(ρ∗ + µh) +
∑
γ∈Γλ∗
λ∗(γ)(`ρ∗(γ)− `ρ∗+µh(γ))− Ep,σ(ρ∗)
= pµ
∑
e∈E
σ(e)ρ∗(e)p−1h(e)− µ
∑
γ∈Γλ∗
λ∗(γ)`h(γ) +O(µ2).
Therefore, since µ is arbitrary,
p
∑
e∈E
σ(e)ρ∗(e)p−1h(e) ≥
∑
γ∈Γλ∗
λ∗(γ)`h(γ) ≥ 0.

Definition 3.4. Let Γ be a family of objects on a weighted graph G and p ∈ (1,∞). We say that
a subfamily Γ˜ ⊂ Γ is a minimal subfamily of Γ for Modp,σ(Γ) if Modp,σ(Γ˜) = Modp,σ(Γ), and
removing any γ from Γ˜ results in Modp,σ(Γ˜) < Modp,σ(Γ).
Theorem 3.5 below will show that minimal subfamilies are Lagrangian and hence Beurling, by
Proposition 3.3. Moreover, minimal subfamilies are “small”, in the sense that their cardinality is
bounded above by |E|. In fact, in specific situations, minimal subfamilies might even be much
smaller than |E|, as Example 2.4 shows.
Assume that Γ is a finite family of objects. By definition, the matrix N = [N (γ, e)]γ∈Γ,e∈E has
rank at most min{|Γ|, |E|}. It will be important in designing algorithms for computing modulus
to understand when N has full rank.
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Theorem 3.5. Let p ∈ (1,∞). Let Γ be a finite family of objects on a graph G. Then
(i) A minimal subfamily Γ˜ ⊂ Γ always exists.
(ii) If Γ˜ is a minimal subfamily for Modp,σ(Γ), then there exists a unique optimal λ∗ so that
Γ˜ = Γλ∗ . In particular, Γ˜ is a Beurling subfamily.
(iii) The objects in a minimal subfamily Γ˜ are “linearly independent”, in the sense that
rankN (Γ˜) = |Γ˜|.
(iv) In particular, this implies that the cardinality of minimal subfamilies is bounded above by
|E|, where |E| is the number of edges.
(v) Moreover, if Γ is itself minimal, then the optimizer for the dual problem is unique.
Proof of Theorem 3.5. To see (i) note that, by monotonicity (Remark 1.3 (b)), removing objects
from Γ, one at a time, leads to a minimal subfamily.
For (ii), first compute Modp,σ(Γ˜). This leads to an extremal density ρ∗(Γ˜) and at least one set of
optimal dual variables λ∗(Γ˜). Then, since Modp,σ(Γ˜) = Modp,σ(Γ), λ∗ = λ∗(Γ˜) gives a solution
to the dual problem 2.9 for Γ. In particular, through (2.8), we see that ρ∗(Γ˜) is equal to ρ∗. Hence,
we found a set of optimal dual variables λ∗ that is supported on Γ˜. Moreover, if λ∗(γ) = 0 for
some γ ∈ Γ˜, then γ can be removed from Γ˜ without affecting the modulus. This contradicts the
minimality of Γ˜. So λ∗(γ) > 0 for every γ ∈ Γ˜. Now assume that there are two distinct set of
optimal dual variables λ∗1 and λ
∗
2, both supported and strictly positive on Γ˜. By (2.8) and uniqueness
of ρ∗, we must have N Tλ∗1 = N Tλ∗2. Define
λ∗t := tλ
∗
1 + (1− t)λ∗2
Then by linearity, N Tλ∗t = N Tλ∗1 = N Tλ∗2 for all t ∈ R. So λ∗t is a solution to the dual problem
as long as it is feasible. However, since λ∗1 6= λ∗2 we are guaranteed that λ∗t becomes zero in some
coordinate for an appropriate choice of t. In particular, we can find a feasible λ∗t that is supported
on Γ˜ but is zero on some γ ∈ Γ˜. But by minimality, λ∗ is supported on Γ˜ it must be strictly positive.
This is a contradiction, so we have uniqueness.
To prove (iii), notice that, by (ii), Γ˜ is a Lagrangian subfamily for some choice of optimal λ∗. Let
Γ˜ = {γ1, γ2, . . . , γr} be an enumeration of Γ˜ and suppose r > |E|. Then rankN (Γ˜) ≤ |E| < r,
so (after possibly reordering Γ˜) there exist real numbers {ck}r−1k=1 such that
(3.5) N (γr, e) =
r−1∑
k=1
ckN (γk, e) ∀e ∈ E.
We wish to show that the first r − 1 constraints, `ρ(γk) = 1 for k = 1, 2, . . . , r − 1, imply the last
constraint, `ρ(γr), and, thus, that Γ˜ is not minimal for Modp,σ(Γ).
For any ρ, Equation (3.5) implies that
`ρ(γr) =
∑
e∈E
N (γr, e)ρ(e) =
∑
e∈E
r−1∑
k=1
ckN (γk, e)ρ(e)
=
r−1∑
k=1
ck
∑
e∈E
N (γk, e)ρ(e) =
r−1∑
k=1
ck`ρ(γk).
(3.6)
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By Beurling’s Criterion (Proposition 3.3), for the extremal density ρ∗, we have `ρ∗(γk) = 1 for all
k = 1, 2, . . . , r, which, in light of Equation (3.6), implies that
∑r−1
k=1 ck = 1. But this shows that
the rth constraint is redundant, and γr is not needed in Γ˜.
Statement (iv) follows from (iii), simply because rankN (Γ˜) ≤ min{|E|, |Γ˜|}.
The uniqueness assertion (v) also follows from (iii), because by (2.8) any two optimal λ∗ can
only differ by an element of the kernel of N (Γ˜)T . But (iii) states that the kernel of N (Γ˜)T is
trivial. 
4. MINIMAL FAMILIES IN THE p = 2 CASE
For simplicity, assume that G is unweighted. In the p = 2 case, problem (2.1) becomes the
following quadratic programming:
minimize ρTρ
subject to Nρ ≥ 1(4.1)
And the dual can be written as:
maximize λT1− 1
4
λTNN Tλ
subject to λ ≥ 0
(4.2)
Assume that Γ is itself a minimal family, so that, by Theorem 3.5, we have rankN = |Γ| and
the dual optimizer is unique.
Definition 4.1. Let the overlap matrix for Γ be the matrixC := NN T . The entries ofC correspond
to pairs of walks (γi, γj) and
C(γi, γj) =
∑
e∈E
N (γi, e)N (γj, e).
Take for instance the family of walks in our Basic Example 1.6. There Γ is a family of k disjoint
simple paths of length `. In this case the overlap matrix is diagonal with C(γi, γi) ≡ `
Note that rankN = |Γ| implies that C = NN T is invertible. So we get the following result.
Proposition 4.2. Suppose Γ is a minimal family. Then the dual problem has a unique solution
given by
λ∗ = 2C−11.
Moreover, the 2-Modulus of Γ is
Mod2(Γ) = 1
TC−11.
Proof. Denote it by λ∗ the unique dual optimizer. Then, by Theorem 3.5 (ii), λ∗(γ) > 0 for all
γ ∈ Γ. Therefore, in order to maximize g(λ) in (2.9) it’s enough to compute the gradient and set it
equal to zero (as the constraint λ ≥ 0 will be satisfied in the end). Recall that
g(λ) = 1Tλ− 1
4
λTCλ.
So we can compute the gradient of g to be:
∇g = 1− 1
2
Cλ.
Since Γ is minimal, C is invertible and∇g = 0 yields λ∗ = 2C−11.
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Moreover,
Mod2(Γ) = g(λ
∗) = 1TC−11.

Example 4.3 (A simple example for p = 2). Let G be the unweighted graph depicted in Figure 1.
The family Γ consists of two walks γ1 = a c b and γ2 = a c d b.
a bc
d
3/5
2/5
1/5 1/5
FIGURE 1. A simple example
The extremal density ρ∗ is given on the edges as in Figure 1. One can check extremality using
Beurling’s Criterion (Theorem 2.1), since `ρ(γi) = 1 for i = 1, 2. And, whenever `h(γi) ≥ 0 for
i = 1, 2, then
3
5
h(ac) +
2
5
h(cb) +
1
5
h(cd) +
1
5
h(db) =
2
5
[h(ac) + h(cb)] +
1
5
[h(ac) + h(cd) + h(db)] ≥ 0
Observe that if we assign importance 2/5 to γ1 and 1/5 to γ2, then we would recover ρ(e) by
adding the importance of every walk that traverses edge e. That is exactly the value of the Lagrange
variables in this case. To see this note that in this case
C =
[
2 1
1 3
]
and C−1 =
1
5
[
3 −1
−1 2
]
.
So
λ∗
2
= C−11 =
[
2/5
1/5
]
and by (2.8), ρ∗ = N Tλ∗/2.
5. A PROBABILISTIC INTERPRETATION
The dual in (4.2) can be reinterpreted in a probabilistic setting by splitting the nonnegative
Lagrange dual variable λ into the product of a probability mass function (pmf) on Γ,
µ ∈ P(Γ) :=
{
µ ∈ RΓ≥0 :
∑
γ∈Γ
µ(γ) = 1
}
,
and a nonnegative scalar ν.
Theorem 5.1. Let Γ be a finite family of objects on a graph G. Then
(5.1) Mod2(Γ) =
(
min
µ∈P(Γ)
µTNN Tµ
)−1
.
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Moreover, any optimal pmf µ∗ is related to the extremal density ρ∗ for Mod2(Γ) as follows:
(5.2)
ρ∗(e)
Mod2(Γ)
=
(N Tµ∗) (e) ∀e ∈ E.
Proof. The optimization problem in (4.2) can be written as
max
µ∈P(Γ),ν≥0
{
ν − ν
2
4
µTNN Tµ
}
= max
ν≥0
{
ν − ν
2
4
min
µ∈P(Γ)
µTNN Tµ
}
.
By convexity, there exists an optimal choice µ = µ∗ (not necessarily unique) for the minimization
problem. Let α := (µ∗)TNN Tµ∗ be its energy. The maximum on the right is attained when
ν = ν∗ := 2/α. Strong duality then implies that
Mod2(Γ) = max
µ∈P(Γ),ν≥0
{
ν − ν
2
4
µTNN Tµ
}
= ν∗ − (ν
∗)2
4
(µ∗)TNN Tµ∗ = 2/α− 1/α = 1/α,
thus showing (5.1).
Moreover, (2.8) establishes (5.2), since
ρ∗(e) =
1
2
(N Tλ∗) (e) = 1
2
ν∗
(N Tµ∗) (e) = 1
α
(N Tµ∗) (e) = Mod2(Γ) (N Tµ∗) (e).

In order to obtain a probabilistic interpretation, consider µ ∈ P(Γ), a pmf on Γ, which defines
a random variable γ such that µ(γ) = Pµ(γ = γ) defines the probability that γ takes the value
γ ∈ Γ. The values of N Tµ give the expected usage of each edge by γ. That is,
(5.3)
(N Tµ) (e) = ∑
γ∈Γ
N (γ, e)µ(γ) = Eµ
[N (γ, e)] .
Thus, ρ∗(e) is proportional to the expected usage of edge e with respect to a pmf µ∗ which min-
imizes the energy µTNN Tµ. This energy can be understood by considering two i.i.d. random
variables γ and γ′ with a common pmf µ. Recalling the overlap matrix C from Definition 4.1, we
have
µTNN Tµ =
∑
γ,γ′∈Γ
C(γ, γ′)µ(γ)µ(γ′)
=
∑
γ,γ′∈Γ
C(γ, γ′)Pµ(γ = γ, γ′ = γ′) = Eµ
[
C(γ, γ′)
]
.
In other words, the optimal mass functions µ∗ minimize the expected overlap of two independent
randomly chosen objects in Γ, while the extremal density ρ∗ is proportional to the expected usage
of the edges with respect to an optimal probability mass function.
Example 5.2 (Connecting family). Considering again Example 4.3, we see that
λ∗
2
=
[
2/5
1/5
]
=
3
5
[
2/3
1/3
]
=
3
5
µ∗,
and the modulus can be computed as∑
e∈E
ρ∗(e)2 =
9 + 1 + 1 + 4
25
=
15
25
=
3
5
.
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As Figure 1 indicates, on the edge ac, ρ∗/Mod2(Γ) = 1, yielding an expected usage of 1, and,
indeed, N (γ1, ac) = N (γ2, ac) = 1. Similarly, edges cd and db have ρ∗/Mod2(Γ) with a value
of 1/3 while the value for cb is 2/3. This is consistent with µ∗, which gives Pµ∗(γ = γ1) = 2/3
and Pµ∗(γ = γ2) = 1/3. Finally, since each object in Γ has a usage of 0 or 1 for each edge, the
expected overlap can be computed as
Eµ∗
[
C(γ, γ′)
]
= 2Pµ∗(γ = γ1, γ′ = γ1) + 3Pµ∗(γ = γ2, γ′ = γ2)
+ Pµ∗(γ = γ1, γ′ = γ2) + Pµ∗(γ = γ2, γ′ = γ1)
= 2 · 4
9
+ 3
1
9
+
2
9
+
2
9
=
5
3
= Mod2(Γ)
−1.
An immediate corollary of Theorem 5.1 is the following, which can be useful for establishing
the modulus.
Corollary 5.3. Let Γ be a finite family of objects on a graph G, let ρ ∈ Adm(Γ) and let µ ∈ P(Γ),
then
ρTρ ≥ Mod2(Γ) ≥
(
µTNN Tµ)−1 .
Example 5.4 (Spanning Trees). Let G be the graph of Figure 1 and let Γ be the set of spanning
trees, with usage function N (γ, e) equaling 1 if e is included in the tree γ and 0 otherwise. There
are three spanning trees for this graph, and the overlap matrix (regardless the enumeration of Γ) is
NN T = C =
3 2 22 3 2
2 2 3
 .
Let ρ be the function taking the value 3/7 on edge ac and 2/7 elsewhere. This ρ is admissible,
since every spanning tree must include ac and two additional edges. Let µ be the uniform pmf on
Γ, then the expected overlap is(
1
3
1
)T
C
(
1
3
1
)
=
1
9
1TC1 =
21
9
=
7
3
.
By Corollary 5.3,
3
7
= ρTρ ≥ Mod2(Γ) ≥
(
µTCµ
)−1
=
3
7
,
so Mod2(Γ) = 37 and, in fact, ρ and µ are optimal for their respective minimization problems.
Remark 5.5. The general dual problem (2.9) can also be given a probabilistic interpretation for
1 < p < ∞ and σ a set of arbitrary positive edge weights. For any µ ∈ P(Γ), let Eµ
[N (γ, e)]
be the expected usage of the edge e with γ a random variable with pmf µ. Then (2.9) can be
reformulated as
Modp(Γ)
− 1
p =
(
min
µ∈P(Γ)
∑
e∈E
σ(e)−
q
pEµ
[N (γ, e)]q) 1q ,
with q = p/(p − 1) the conjugate Hölder exponent of p. Thus, the modulus problem can be rein-
terpreted as a problem of minimizing a weighted q-norm of the expected usage. The unweighted
case with p = 2 is special in the sense that the sum of the squares of the expected usages can be
reinterpreted as the expected overlap.
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In the case of spanning tree modulus, i.e., when Γspt = T the family of all spanning trees, a
lower bound can always be obtained from Corollary 5.3 by choosing the uniform distribution µ0
on P(T ). The theory of uniform spanning tree is well-developed. For instance the following is a
known fact due to Kirchhoff, see [11, Section 4.2].
Theorem 5.6 (Kirchhoff). Let µ0 be the uniform distribution on T . Then, given e = {x, y} ∈ E,
Pµ0 [e ∈ T ] = Reff(e) = Mod2(x, y)−1
Moreover, we can use (5.3) to rewrite (5.1) as follows
(5.4) Mod2(Γspt)−1 = min
µ∈P(T )
µTNN Tµ = min
µ∈P(T )
‖N Tµ‖22 = min
µ∈P(T )
∑
e∈E
Pµ [e ∈ T ]2
Therefore, combining this with Corollary 5.3 with obtain a special lower bound for spanning tree
modulus.
Corollary 5.7. Let Γspt = T the family of all spanning trees of a given graph G. Then,
Mod2(Γspt)
−1 ≤
∑
e∈E
Reff(e)2
6. THE BASIC ALGORITHM
Our approach in designing algorithms for computing modulus, rather than focusing on solving
(2.1) for Γ or an essential subfamily Γ∗, will consist in trying to locate a minimal subfamily Γ˜, by
building an approximating family one walk at the time. This approach allows the algorithm to deal
with fairly small families of walks at each step.
The paper [3] presents a basic algorithm, suggested by the monotonicity of p-modulus. In
simplest form, the algorithm is as follows.
• Start: Set Γ′ = ∅ and ρ ≡ 0.
• Repeat:
– If `ρ(Γ) ≥ 1, stop.
– Else find γ ∈ Γ \ Γ′ such that `ρ(γ) < 1.
– Add γ to Γ′.
– Optimize ρ so that Ep(ρ) = Modp(Γ′).
This is an example of an exterior point method that repeatedly solves the minimization with a
subset of the constraints and adds a violated constraint at each step. The algorithm will terminate
when Γ′ contains a minimal subfamily Γ˜, since in this case all active constraints will have been
added. However, since Γ˜ is generally not known a priori, Γ′ may contain many more walks than Γ˜
upon termination.
The basic algorithm can be improved in a number of ways. For example, as described in [3],
if `ρ(Γ∗) > 0 in any iteration, then ρ/`ρ(Γ∗) ∈ A(Γ∗) and, thus, provides an upper bound on
Modp(Γ
∗). This idea allows us to add a stopping condition to the basic algorithm depending on a
preset tolerance tol: if `ρ(Γ∗) ≥ 1− tol, then the algorithm terminates.
Theorem 6.1 ([3]). Let Γ be a family of walks on a finite graph and suppose that ρ∗ is the extremal
density for Modp(Γ) with 1 < p < ∞. Fix an error tolerance 0 < tol < 1. Then, the algorithm
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with stopping condition `ρ(Γ∗) ≥ 1− tol will terminate in finite time, and will output a subfamily
Γ′ ⊂ Γ and a density ρ such that
Modp(Γ)−Modp(Γ′)
Modp(Γ)
≤ tol, ‖ρ
∗ − ρ‖p
‖ρ∗‖p ≤
2
1−1/p1/ptol if p ≥ 2(
2
p−1tol
)1−1/p
if 1 < p < 2
For the case p = 2, an efficient primal-dual active set method, based on the algorithm of Goldfarb
and Idnani [8], can compute the spanning tree modulus (with tolerance tol = 10−3) on a graph with
approximately 2 million nodes and 2.8 million edges in under 15 minutes. Details of this algorithm
will be presented in a forthcoming paper.
7. EXAMPLES OF MINIMAL SUBFAMILIES
In [2] we showed that the extremal density ρ∗ can be interpreted as sensitivity of modulus to
changes in edge-weights.
Theorem 7.1 ([2]). Fix a family Γ and let 1 < p < ∞. Define the function F (σ) := Modp(Γ;σ)
on weights σ : E → (0,∞). The function F is Lipschitz continuous and concave. Moreover, if we
let ρ∗σ denote the unique extremal density for Modp(Γ;σ), then
(7.1)
∂F (σ)
∂σ(e)
= ρ∗σ(e)
p, ∀e ∈ E.
Equation (7.1) shows that the values of the extremal density, ρ∗, can be interpreted as a measure
of each edge’s importance in the p-modulus problem. If ρ∗(e) is very small, then the modulus will
not change much if σ(e) is altered. On the other hand, if ρ∗(e) is very large, then the modulus
will be quite sensitive to changes in σ(e). The dual formulation of the p-modulus given in (2.8)
provides a similarly interesting interpretation. Each walk γ ∈ Γ has an associated dual variable
λ(γ), which provides a measure of importance of that walk in the computation of p-modulus. The
important walks depend on p, σ, and Γ. However, Theorem 3.5 establishes a uniform bound on
their cardinality.
Example 7.2 (A routing example). Figure 2 shows an example of connecting modulus with the
family Γ as the set of paths connecting the left-most to the right-most node. The modulus approx-
imation, with tolerance tol = 10−15, is Mod(Γ) ≈ 0.741024. The values
ρ∗(e)/Mod(Γ) = Eµ∗
[N (γ, e)]
are shown on each edge. The expected overlap, Eµ
[
C(γ, γ′)
]
, for this example is approximately
1/0.741024 = 1.34948395733. The dual problem (5.1) yields an optimal pmf µ∗ supported on 10
paths, shown in Figure 3 by thick black lines. The values of µ∗ on these paths are shown above
each picture.
Example 7.3 (A spanning tree example). Figure 4 shows an example of spanning tree modulus on
the same graph as in Example 7.2. The modulus approximation, with tolerance tol = 10−15, is
Mod(Γ) ≈ 0.11734. The values
ρ∗(e)/Mod(Γ) = Eµ∗
[N (γ, e)]
are shown on each edge. Notice that the expected usage is nearly identical on all edges, taking
only two distinct values, 0.6 and 0.611.
The expected overlap, Eµ
[
C(γ, γ′)
]
, for this example is approximately 1/0.11734 = 8.5222.
The dual problem (5.1) yields an optimal pmf µ∗ supported on 22 trees. In Figure 6, the thick
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FIGURE 2. Expected edge usage, Eµ∗
[N (γ, e)], with respect to the optimal pmf
µ∗ for Example 7.2.
black lines indicate the 10 most likely spanning trees, sampled according to µ∗. The values of µ∗
on these trees are shown above each picture.
For comparison, Figure 5 shows the expected usage and expected overlap when the uniform
pmf, µ0, is used. Since there are 72,650 spanning trees for this graph (as computed by Kirchhoff’s
Matrix Tree Theorem, see [9, Theorem 1.19]), it is not easy to compute the usage matrix N .
However, by Theorem 5.6, the expected usage Eµ0
[N (γ, e)] with respect to the uniform pmf is
equal to the effective resistance of the edge e. Thus, the expected usages can be computed from
the pseudoinverse of the graph Laplacian, and the expected overlap is then found by summing the
squares of the effective resistances, see (5.4).
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Pr = 17.605% Pr = 15.361%
Pr = 15.21% Pr = 14.412%
Pr = 12.801% Pr = 8.603%
Pr = 7.873% Pr = 4.597%
Pr = 2.092% Pr = 1.445%
FIGURE 3. Optimal pmf µ∗ for Example 7.2.
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FIGURE 4. Expected edge usage, Eµ∗
[N (γ, e)], with respect to the optimal pmf
µ∗ for Example 7.3.
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FIGURE 5. Expected edge usage, Eµ0
[N (γ, e)], with respect to the uniform pmf
µ0 for Example 7.3.
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Pr = 16.484% Pr = 13.558%
Pr = 12.469% Pr = 10.249%
Pr = 9.38% Pr = 8.421%
Pr = 7.105% Pr = 6.326%
Pr = 3.758% Pr = 3.509%
FIGURE 6. Ten spanning trees with largest value of optimal pmf µ∗ for Example 7.3.
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