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Abstract
The resolution limit of optical microscopy can be extended by using Imaging Interferometric
Microscopy (IIM), which uses a low numerical aperture (NA) objective lens to achieve resolution
equivalent to that of a high-NA objective lens with multiple sub-images. Along with the resolution
enhancement challenge, IIM often suffers from poor image quality. In this dissertation, several
image quality improvement methods are proposed and verified with simulation and experimental
results. Next, techniques to extend the resolution limit of IIM to ≤ 100nm using a low-NA objective
lens are demonstrated. An experimental technique of using a grating coupler on a planar waveguide
is also demonstrated to extend the resolution limit of IIM. Lastly, the capability of IIM is
demonstrated by imaging arbitrary structures in a biological sample where a resolution of ≤ 300nm
is achieved. This extended resolution of IIM with high image quality will be helpful in optical
metrology and biological research.
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Chapter 1
Introduction

“By the help of microscopes, there is nothing so small, as to escape our inquiry;
hence there is a new visible world discovered to the understanding.”
Robert Hooke, "Micrographia: Or, Some Physiological Descriptions of Minute
Bodies Made by Magnifying Glasses. With Observations and Inquiries
Thereupon" (1667).

1.1 Background
Sight is probably the most acute out of the five senses we humans use to perceive natural
phenomena. But our vision is limited to a very small, negligible range of the entire electromagnetic
spectrum. The range, also known as the “visible spectrum,” only covers the wavelengths from 400
nm to 700 nm. Despite this limited range, the visible spectrum plays a significant role in industrial,
artistic, scientific, and medical settings to gather various information about our environment,
health, and the universe [1-4]. To fulfill our curiosity to know more beyond this spectrum range,
we have developed various technologies to collect information from out of the ‘visible spectrum’
zone and convert it to a data set that we can grasp [5]. However, even in the ‘visible spectrum’
range, we suffer from the resolving capability of our eyes. Our eyes cannot capture the diminutive
features of an object adequately. Optical microscopes, instruments that use a lens or a combination
of lenses, can help us clearly observe small features of an object that cannot be detected with our
naked eyes [6]. It is one of the greatest and the oldest applications of optical science [7– 8]. This
magnificent instrument gives us a chance to visualize the fascinating particulars of the world's
beauty in more detail. It plays a crucial role in pathology imaging for medical diagnoses,
1

fundamental biology research, materials inspection in industrial manufacturing, and many other
applications [9].
The history of optical microscopes dates back to the late 16th century [10]. The word
‘Microscope’ is originated from the Greek word ‘μικρόν (micron)’ meaning ‘small’ and ‘σκοπεν
(skopein)’ meaning ‘to look at’ [11]. The basic design of a compound microscope used widely in
research and industry consists of a light source, a condenser lens, a sample for imaging, an
objective lens, and an eyepiece lens [4]. The objective lens is the most significant component in
the microscope organization as it will define the microscope's resolving power, and it will be
discussed later in detail. The microscope formation history started almost 8000 years ago when
the first mirror was created out of obsidian or large pools of still water [12-13]. Next, the lens used
in the microscope was designed using polished copper mirrors in 750-500 BC. The name very
intriguingly was derived from the Latin word lentil. The double convex lens has a shape similar to
that of a lentil [12, 14]. It is believed that Zacharias Jenssen (1885-1632) of the Netherlands was
the first to introduce the compound microscope around 1595 [4-5, 15]. Zacharias Jenssen and his
son Hans Jenssen, who were eyeglass makers, experimented with lenses by putting them in a tube.
They observed that the viewing object enlarged by 3X to 9X when seen from the front side of the
tube. Due to the small magnification and poor image quality, this invention remains a novelty
gadget rather than a scientific tool [5]. The operating range of magnification of a microscope
mostly depends on the numerical aperture of the objective lens, and there is a required minimum
magnification for objective/eyepiece combination to resolve the details of an image; usually,
magnification is set at 500X of the numerical aperture [7, 16-17].
It was the early 17th century when the perception of astronomy shifted to ‘pure
mathematics’ and less ‘divine-oriented’ and enabled the scholars of that time to develop optics as
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science [12,18]. In 1603, Kepler described the inverse-square law for the intensity of light,
focusing light in the eye, describing total internal reflection, and detailed the use of a pinhole
camera [12]. All these developments in optical science made a meaningful impact on microscope
development too. In 1674, Antonio Van Leeuwenhoek was the first to use the microscope to
visualize bacteria, fungi, and protozoa, which were named ‘animalcules’ by Leeuwenhoek.
Leeuwenhoek was able to increase the magnification of the lens to 270X [4, 19]. Similarly, Robert
Hooke, a famous physicist from England, discovered plant cells by observing a cork sheet under
the microscope [4].
The optical microscope developed from the 17th century to the early 19th century, but no
significant development was made for these 200 years in this field [4,10]. One of the major
bottlenecks of the microscope of that time was the image quality due to the spherical and chromatic
aberrations of the lenses. The microscope produced blurry images due to these aberrations and lost
resolution [5, 20]. Joseph Jackson Lister, in 1830, finally came out with a solution of reducing the
spherical aberration effect using several weak lenses together at certain distances [7]. Then, in the
19th century, several European countries and Charles A. Spencer’s company founded in the USA
started to make fascinating microscopes [7,11].
Carl Zeiss from Germany at that time started to lead the improvements of the optical
microscope. Otto Schott, hired by Zeiss in the 1880s for glass specialization, significantly
improved the microscope's optical quality by investigating the lens glass [4]. Later, Ernst Abbe
was employed in Zeiss as a physicist and mathematician to carry out theoretical studies of optical
principles for microscopy. His famous discovery of the resolution limit of a microscope was
quickly accepted in the entire microscopy world, which started a new epoch for microscopy. He
described the maximum resolving power by far-field optics is limited, and it depends on the
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objective lens's numerical aperture (NA) and the wavelength of the light source (λ). Abbe described
the formula in 1873 based on the diffraction theory of light. Abbe described the resolvable smallest
feature, dmin, as [19,21]:
𝑑𝑚𝑖𝑛 =

0.5∗𝜆
𝑁𝐴

(1.1)

The numerical aperture (NA =n sin(α)) of the lens is defined as the product of the refractive
index (n) of the medium between the sample and the objective lens and the sine of the opening
angle of the objective (Sin(α)).
Since the discovery of Abbe’s remarkable formula on the resolution limit of microscopy,
many efforts have been devoted to circumventing system's diffraction limit either by increasing
the numerical aperture or by decreasing the source wavelength. Many hardware advancements,
such as Charge Couple Devices (CCD, Nobel Prize in 2009 [22]), the invention of complementarymetal-oxide-semiconductor cameras, development in lasers for illumination, are also playing a
vital role in microscopy advancement since these are incorporated in modern microscopes [23].
1.2 Light microscopy
Although there are various microscopy techniques, including the bright field, darkfield,
phase contrast, etc., microscopy's significant advancement these days is driven by fluorescence
microscopy techniques. This technique is used in many applications. It is a light microscopy
technique that uses several additional features to improve the capabilities of the microscopy
system. In a fluorescence microscopy system, the sample is first illuminated with a specific
wavelength source. The fluorophores in the sample then absorb this light and emit new light of a
longer wavelength. The study of molecular dynamics has been dramatically advanced by the Total
Internal Reflection Fluorescence Microscopy (TIRFM). This system utilizes optical sectioning
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techniques and can improve the axial resolution of the system. The lateral resolution of TIRFM is
limited by the numeral aperture (NA) of the collection lens [5,24-26].
A new era of super-resolution fluorescent microscopy, also known as nanoscopy, started
with discovering the Stimulated Emission Depletion (STED) microscopy system. This fluorescent
microscopy system can increase the resolution to ~10 nm with nonlinear techniques [27-28]). In
2014, Stefan Hell, William Moerner, and Eric Betzig were awarded the Nobel Prize in Chemistry
in recognition of their inventions of stimulated emission depletion microscopy (STED) [29-31]
and single-molecule localization microscopy (SMLM) [32-33]. They recognized that the classical
resolution barrier established by the works of Abbe could be defeated by some unique mechanisms
that control the switching of fluorophores between “on” and “off” states [4].
One other technique of fluorescent microscopy that is getting more attention these days is
the Confocal microscopy system. This technique shows advantages over other fluorescent
microscopy systems as this system is capable of capturing three-dimensional (3D) information and
visualizing samples in deep positions [34]. This microscopy technique illuminates a single point
on the object using a point source, typically focusing on a collimated laser source. This microscopy
technique reduces the out-of-focus light by introducing a conjugate aperture in the collection side
to collect the fluorescence emitted from the illuminated point [23]. Confocal microscopy is popular
in imaging semitransparent biological specimens. This technique can be used in semiconductor
diagnostics, too [23,35]. Since this is a point-based approach, it takes longer than the bright-field
microscopy technique to image the entire sample. The use of high-speed point-based detectors can
make it acceptable where fast measurements are necessary.
Fluorescence microscopy is impressive but has some limiting factors associated with it.
The biggest issue of fluorescent microscopy is that it needs luminance from the object for imaging,
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but not all objects exhibit autofluorescence. Objects that absorb the excitation wavelength light
and cannot emit photons of different wavelengths cannot be imaged with fluorescence microscopy.
This issue can be solved by adding fluorescent labels (also known as fluorophores) on the imaging
objects, but this technique's bottleneck is the photobleaching of fluorescent labels [36]. The bright
light used in the illumination process causes photon-induced chemical damage to the fluorophores
and causes them to fade within minutes of continuous scanning. The fluorophores sometimes get
involved in chemical reactions with other sample molecules and make irreversible covalent
modifications. This modification also causes the fluorophores to fade rapidly. Apart from these
issues, another primary concern is the phototoxicity involved in fluorescence microscopy. Toxic
free radicals can be generated from the excited fluorophores. This happens when using a highpower laser for illumination or using the laser source for a long time in imaging a specimen. The
specimen used for imaging can be damaged quickly [37]. To increase the specimen's lifetime, the
biologists must come up with a solution either by reducing the scanning time or decreasing the
light intensity for the excitement of the samples [7]. Various other microscopy techniques are
developed to overcome the limitations of fluorescence microscopy.
One of the most versatile microscopy methods developed to overcome the limitations of
fluorescence microscopy is Structured illumination microscopy (SIM). It is amenable for highspeed wide-field observation of a sample. This microscopy method can achieve optical superresolution and the advantages of optical sectioning [38-42]. SIM can be implemented quickly with
the conventional microscope with a simple add-on [38]. Structured illumination is implemented
by superposing a well-defined pattern on the sample. The original object image is multiplied by
an extra grating structure in the spatial space. This in turns creates a convolution between the
structures in the Fourier space. As a result, the copy of the Fourier transform of the original
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structure is shifted to the grating structure’s center frequency point. This results in a down
modulation of the high-frequency components of the sample. Several images are recorded by
changing the phases of the projected structure for optical sectioning. Computational methods are
required to apply to the resultant image to restore the desired image by eliminating the effect of
the structure. Linear SIM can increase the lateral resolution by 2x. The illumination function is not
uniform and rather periodic for SIM [41].
A new computed imaging technique, interferometric synthetic aperture microscopy
(ISAM) [43-44], can extend the resolution in the transverse direction without losing the depth of
focus. This technique uses a higher NA lens for extending resolution and is gaining popularity over
Optical coherence tomography (OCT) for 3D imaging of the tissue cells. This technique requires
a reference structure above the object to collect a phase-stable data set [44]. ISAM is a point
scanned technique and solves inverse scattering problem to gain resolution in all focal planes. By
accessing the phase and amplitude information it is possible to reconstruct an image quantitively
that has a resolution not dependent on the distance from the focal plane [44]. ISAM has the ability
to impact the 3D microscopy for imaging the biological samples in real-time.
Holography, invented in 1948 by Denis Gabor [45-46], is another popular technique for
overcoming the resolution barrier of optical microscopy. It can be achieved without using
fluorophores in the sample. This microscopy technique utilizes the amplitude and phase of the
wavefront for the recording and reconstruction process. The available recording materials and
devices are usually square law sensitive only to the local intensity. As a result, the phase
information is always lost in the recording process. But the interferences between two coherent
waves reflect their phase differences. This concept is at the core of holographic imaging. The
intensity of the interferences in the Fourier plane between the object beam wavefront and the
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known reference beam wavefront is recorded in a holographic material. The hologram is later
illuminated by the wave identical to the known reference beam to reconstruct the object image
[47-48]. In digital holography, the hologram is recorded digitally with a CCD camera [7]. The
numerical reconstruction process of the object wavefront requires the Kirchhoff-Fresnel
propagation equations [7,49-50]. Off-axis illumination images are taken to increase the resolution
limit with holographic synthetic aperture generation methods. The resolution is limited to ~λ/4 as
the diffracted orders have to propagate to the detection plane [7,23].
1.3 Particle based microscopy
Another microscopy technique widely used in today’s world to achieve the resolution of a
few nanometers is Scanning Electron Microscopy (SEM). A particle-based microscope uses
electrons for observing a sample instead of visible light. The associated de-Broglie wavelength (λ
=h/p, λ is the wavelength of the electrons, h is the Planck’s constant, and p is the momentum of
the electron) is much shorter (for electrons with the kinetic energy of 5keV, the wavelength is
approximately 0.2 nm) and can achieve higher resolution. The preparation of the samples is
complicated since it often needs a coating of the metals, e.g., gold, to get a better-quality image
for lower features size objects. The measurements have to be performed under vacuum conditions.
The need for using high vacuum and sample coating imposes limitations for scanning electron
microscopy to be effective in imaging living cells and biological processes [19].
Transmission electron microscopy (TEM) is another popular technique that uses electrons
rather than photons to image a sample. This microscopy technique can achieve a resolution of < 1
nm. The high-power electron beam is used to illuminate the sample. Interactions between the
atoms of the sample and the electrons are used to observe small features. The high spatial
resolution of TEM allows us to perform structural and chemical characterizations of a sample.
8

TEM enables the study of crystallography on an atomic scale. The sample preparation remains a
challenge in TEM. The sample must be thin enough (~100 nm to ~200 nm) to transmit enough
electrons to form an image [51-53]. Vacuum condition is required for imaging; this makes the
TEM a costly tool for many applications [54].
1.4 Tip based microscopy
Atomic force microscopy (AFM) is a scanning probe technique widely used to measure
and inspect nano and atomic-scale structures. AFM gathers the data by using a mechanical probe
in the system. The probe touches the sample. A laser source is used to illuminate the cantilever of
the AFM tool. The reflected light from the cantilever is collected by a photodetector. Any
deflection of the cantilever due to the interaction between tip and sample surface can be monitored
and detected by this photodiode. Collected information is converted to an image by feedback
electronics connected to the AFM tool [54]. Since the AFM probe touches the sample for imaging,
there is a chance of damaging the sample during the imaging process [55]. The low speed of AFM
in scanning a sample restricts its use in many applications.
Another tip-based approach that has gained popularity due to enhancing the spatial
resolution limit to the atomic scale is the scanning tunneling microscope (STM). This microscopy
technique uses a tunneling current for imaging. The tunneling current flows when a very sharp tip
approaches a conducting surface at a very close distance, approximately one nanometer. The tip is
mounted on a piezoelectric tube which moves the tip by applying a voltage at its electrodes.
Thereby, the electronics of the STM system control the tip position so that the tunneling current
or the distance between the tip and the surface is kept constant. This movement is recorded by the
computer, generating an image of the surface topography [54,56]. One of the major bottlenecks
for the STM is the cost due to the use of fragile and expensive equipment in the system. The other
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concerns for STM are cleanliness of the surfaces, vibration control, and the tip's durability. STM
needs a conducting material as a surface for imaging, and as a result, not all samples can be imaged
with this microscopy technique. There are many other variations of tip-based metrology systems.
Near field scanning optical microscopy (NSOM) uses the properties of evanescent waves to
increase the resolution limit. NSOM has a short working distance and a low depth of focus [57].
1.5 Motivation of this dissertation
Microscopy is widely used for detecting small features that cannot be seen with the unaided eye.
Transmission/reflection optical microscopy, one of the oldest and scientifically most essential
optics applications, is used widely to detect μm- to nm-scale feature size objects [8]. Despite
several groundbreaking improvements in fluorescent microscopy techniques, optical microscopy
still holds the predominant position in terms of expense and complexity [58]. The advantage of
optical microscopy is that it does not require any sample preparation or any high vacuum process.
Thus, transmission/reflection optical microscopy remains an essential field for scientific research
[58]. However, resolution limits in optical microscopy impose a fundamental barrier for areas with
extremely small feature sizes, especially for applications requiring nanoscale level precision.
Extending the resolution limits of optical microscopy is therefore of long-standing interest. The
capability of the image forming system to transfer information about small features in the object
to the image is considered the resolution limit of an optical system [23]. To achieve the highest
resolutions, sophisticated high-numerical-aperture (NA) objective lenses have been developed
[59]. The theoretical resolution limits of coherent illumination microscopy were established in the
late 19th century by Abbe (R~ 0.5λ/NA), Rayleigh (R~ 0.6λ/NA), and others based on
electromagnetic principles [60]. Extending the resolution limit of optical microscopy will be
helpful in the wafer-scale and the roll-to-roll micro and nanoscale device fabrication metrology.
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Roll-to-roll fabrication can produce a vast number of nanoscale devices on a transparent substrate
to lower the cost of flexible electronic devices. Optical microscopy is fast, non-contact, nondestructive, and can take real-time images over a large area. This unique feature makes the IIM
techniques attractive for nanomanufacturing process control as an at-line metrology tool to scale
appropriately for nanoscale devices with high precision and reliability. This high-resolution fast
metrology system will help increase the yield and lower the cost of nanomanufacturing processes
[61].The resolution limit can be extended to 0.25λ/NA with off-axis and incoherent illumination
approaches. For incoherent illumination, the optical transfer function for a circular aperture is the
autocorrelation of the circular amplitude pupil function, called the modulation transfer function
(MTF). MTF falls from 1 to 0 at twice the coherent cutoff. Thus, for incoherent illumination, the
spatial bandwidth extends to 2NA but with reduced fidelity at high spatial frequencies [23,62]. On
the contrary, the electric field transfer function (ETF) is rectangular (rect) cross-sections with a
cutoff at NA for a normal-incidence coherent illumination system. So, the ETF for an idealized
lens and coherent illumination is uniform in the passband [23]. The transfer functions for the
normal-incidence coherent illumination and conventional incoherent illumination for a NA =0.4
objective lens is shown in fig.1.1 below.

Fig. 1.1: Transfer functions for normal-incidence coherent illumination (ETF) and conventional incoherent
illumination (MTF) imaging with NA =0.4 objective lens [23]. ETF is for field strength and MTF is for intensity.
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Resolution is a complex topic that depends on the object's details and the optical system.
We use the Abbe criterion as a straightforward stand-in for resolution since it is a simpler metric
and define the effective resolution limit as ½ the period of the highest spatial frequency collected
through the optical system. For normal-incidence coherent illumination, this corresponds to λ/2NA
(R ~ 665 nm for NA = 0.4 and λ = 532 nm). This corresponds to the largest tilt of scattered light
that is transmitted through the optical system. For off-axis illumination, R = λ/4NA ~ 333 nm. An
optical system's ability to resolve small features increases (higher resolution) linearly with the NA
of the objective lens [23]. A straightforward approach, therefore, to improve resolution is to use a
higher NA objective lens. However, using a higher NA objective lens generally reduces the optical
system's depth-of-focus, working distance, and the field-of-view. Also, a high-NA objective lens
is expensive and has more optical aberration than a low-NA objective lens.
Imaging Interferometric Microscopy (IIM) is a resolution enhancement technique that
resolves these limitations using a synthetic aperture approach. Imaging Interferometric
Microscopy achieves high effective NA while retaining the low-NA objective's desirable attributes.
Importantly, IIM achieves an effective numerical aperture equivalent to an oil immersion lens (NA
= ~1.4) simply with air illumination. The principle of the Optical Imaging Interferometric
Microscopy system is described in the following sections in detail.
1.6 Imaging Interferometric Microscopy
Imaging Interferometric Microscopy (IIM) combines both an on-axis (conventional normalincidence coherent) illumination image and multiple off-axis coherent illumination images [63].
The resulting series of sub-images are combined computationally to form a single final image
corresponding to a higher-NA synthetic aperture. Off-axis illumination increases the resolution by
increasing the NA using an inclined incident beam [58]:
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𝑁𝐴𝑒𝑓𝑓 = 𝑁𝐴 + sin(𝛼𝑖𝑙𝑙 )

(1.2)

Here, 𝛼ill is the incident beam angle of incidence; for the current experiments, NA = 0.4. The
maximum effective numerical aperture (NAeff = 1+ NA = 1.4) for this off-axis illumination process
in the air is achieved by illuminating the sample at ~ 90° (grazing incidence).
When 𝛼ill > sin-1(NA), the zero-order transmitted beam is not captured by the objective lens. An
interferometric reintroduction of the zero-order (reference) beam on the image side of the lens is
necessary to restore the image frequencies. The incident angle of the zero-order reference beam,
𝛼ref, is adjusted to shift the spectral content to the appropriate image high frequencies [58]. Fig.
1.2(a), drawn for unity magnification for clarity, illustrates the concept of on-axis coherent
illumination (conventional coherent-illumination microscopy) using a grating as the object, so the
scattering from the object is simply described as a series of diffraction orders indicated by the
index K. Fig. 1.2(b) illustrates the concept of off-axis illumination for IIM. Here, higher values of
K represent higher diffraction orders (or equivalently scattering from smaller features). For
reconstructing an image, a more extensive spatial frequency coverage corresponds to a higher
resolution image. Since the 2nd and 3rd orders extend beyond the lens NA, they are not captured in
the on-axis illumination image, as shown in fig. 1.2(a), but are captured, along with the 4th order,
by the off-axis illumination scheme shown in fig.1.2(b). For the discussion of IIM and the
experimental work of this thesis, we have considered a transmission microscopy system. The
concepts of transmission IIM are valid for reflection-based IIM systems as well.
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(a)

(b)
Fig. 1.2: (a) Imaging principle for conventional on-axis coherent microscopy, drawn as 1:1 imaging; (b) Imaging
principle for IIM with off-axis illumination; the illumination is at an angle larger than that captured by the lens,
requiring a reintroduction of the zero-order reference after the objective. The optical system (or the object) is rotated
in the object plane for complete coverage of the light scattered by the object within the effective NA of the optical
system. The lens after the adjustment stage is used to mode match the reinjected zero-order beam with the other
diffracted orders that are transmitted through the objective lens [64].

The electric field at the image plane associated with the conventional coherent illumination
microscopy shown in fig. 1.2(a) can be described as follows:
𝐸𝑜𝑛−𝑎𝑥𝑖𝑠 =  𝐸0 + 𝐸+1 𝑒 𝑖𝑘𝑑 x +  𝐸−1 𝑒 −𝑖𝑘𝑑 x

(1.3)

Assuming the object is a thin amplitude grating, hence, |E1 |= |E+1 |= |E-1 |. Here, k0 = 2π/λ is the
photon wave vector, kd =2π /d is the grating wave vector with d the period of the Fourier
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component. The respective intensity at the image plane for conventional coherent illumination
microscopy is as follows:
𝐼𝑜𝑛−𝑎𝑥𝑖𝑠 = (𝐸𝑜𝑛−𝑎𝑥𝑖𝑠 ). (𝐸𝑜𝑛−𝑎𝑥𝑖𝑠 ∗ )
= |𝐸0 |2 + 2|𝐸1 |2 + 4|𝐸0 𝐸1 | cos( 𝑘𝑑 x) + 2|𝐸1 |2 cos( 2𝑘𝑑 x)

(1.4)

Here, 𝐸𝑜𝑛−𝑎𝑥𝑖𝑠 ∗ is the complex conjugate of 𝐸𝑜𝑛−𝑎𝑥𝑖𝑠 .The summation of the first two terms
(|𝐸0 |2 + 2|𝐸1 |2 ) of the above equation (eq. 1.4) defines the image's baseline or constant term. The
baseline term does not carry any spatial frequency information of the image. The third term
(4|𝐸0 𝐸1 | cos( 𝑘𝑑 x)) of the equation is known as the imaging term. This term corresponds to the
interference between the zero-order beam (K = 0) and the higher diffracted order beams (K = ±1,
in this scenario). This term mainly carries information about the imaging structure’s feature size.
The fourth term (2|𝐸1 |2 cos( 2𝑘𝑑 x)) in the above equation (eq. 1.4) is known as the darkfield
term [23]. The darkfield term appear due to the interference between the non-zero diffracted orders
(𝐸+1 and 𝐸−1). Although these terms carry spatial frequency information of the imaging object but
are not used for imaging in interferometric microscopy and need to be subtracted from the original
image to improve the image quality of IIM [23]. Dark field terms contain higher frequencies (e.g.,
edges) that are not necessarily present in the object and arise from the square-law detection at the
image plane [23]. The frequency space coverage is always limited to 2NA/λ for dark field terms.
The intensity is simply a sum of cosine functions. The Fourier transform is a twodimensional (2D) (x, y) transform in a series of δ-functions along the kx transform coordinate; for
example, the Fourier transform of cos(kd x) is just a pair of δ-functions at offset spatial frequencies
of ± kd along the kx axis. For convenience, we will use normalized frequencies (kd/k0) and denoted
by fx for plotting the information in dimensionless coordinates [23]. The frequency space coverage
with the conventional coherent illumination microscopy is shown in fig. 1.3(a) below, where the
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maximum spatial frequency space coverage is limited to NA/λ. The darkfield term for this scenario
of IIM will appear at fx = ± 2kd frequencies. A circular filter with a radius of kd (corresponding to
NA/λ) can be used in the frequency space to remove the darkfield term from the image.
The electric field at the image plane associated with the off-axis illumination microscopy
shown in fig. 1.2(b) can be described as follows:
𝐸𝑜𝑓𝑓−𝑎𝑥𝑖𝑠,0° =  𝐸0 𝑒 𝑖𝑘0 (sin 𝛼𝑟𝑒𝑓 )x + 𝐸2 𝑒 𝑖𝑘0 (sin 𝛼𝑖𝑙𝑙)x 𝑒 𝑖2𝑘𝑑 x +
𝐸3 𝑒 𝑖𝑘0 sin(𝛼𝑖𝑙𝑙)x 𝑒 𝑖3𝑘𝑑 x + 𝐸4 𝑒 𝑖𝑘0 sin(𝛼𝑖𝑙𝑙)x 𝑒 𝑖4𝑘𝑑 x

(1.5)

As mentioned earlier that the 𝛼𝑟𝑒𝑓 needs to be precisely equal to 𝛼𝑖𝑙𝑙 to shift the spectral
components to correct high frequencies. The respective intensity at the image plane for the offaxis illumination microscopy is as follows:
𝐼𝑜𝑓𝑓−𝑎𝑥𝑖𝑠,0° =  (|𝐸0 |2 + |𝐸2 |2 + |𝐸3 |2 + |𝐸4 |2 ) + (2|𝐸0 𝐸2 | cos(2𝑘𝑑 𝑥) +
2|𝐸0 𝐸3 | cos( 3𝑘𝑑 𝑥) + 2|𝐸0 𝐸4 | cos( 4𝑘𝑑 𝑥)) + (2(|𝐸2 𝐸3 | +
|𝐸3 𝐸4 |)cos(𝑘𝑑 𝑥) + 2|𝐸2 𝐸4 | cos(2𝑘𝑑 𝑥))

(1.6)

In the above equation of intensity for the off-axis illumination case of fig. 1.1(b), the
baseline term ( zero spatial frequency) is (|𝐸0 |2 + |𝐸2 |2 + |𝐸3 |2 + |𝐸4 |2 ), the imaging terms (
interference terms between the zero-order beams and the higher diffracted order beams) is
(2|𝐸0 𝐸2 | cos(2𝑘𝑑 𝑥)  + 2|𝐸0 𝐸3 | cos( 3𝑘𝑑 𝑥) + 2|𝐸0 𝐸4 | cos( 4𝑘𝑑 𝑥)), and the dark field term is
(2(|𝐸2 𝐸3 | + |𝐸3 𝐸4 |)cos(𝑘𝑑 𝑥) + 2|𝐸2 𝐸4 | cos(2𝑘𝑑 𝑥)). As in the previous case of the conventional
coherent microscopy, after taking the Fourier to transform and normalizing with k0 pairs of δfunctions at offset spatial frequencies of ± kd, ± 2kd, ± 3kd, and ± 4kd along the kx axis can be
achieved. Some of the imaging terms and the darkfield term will appear simultaneously at fx = ±
kd , ± 2kd frequencies, in this scenario of IIM. The darkfield terms will degrade the image quality
of IIM. To eliminate the darkfield terms, we first need to take another image of the object for the
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same off-axis illumination without reintroducing the K= 0th order reference beam. The darkfield
image is then subtracted from the original IIM image in the Fourier space.
By rotating the sample at 0°,45°,90° and 135° directions and repeating the process of
illuminating the object at an off-axis illumination angle, the frequency space coverage can be
extended across the entire 2D frequency space. These sub-images captured with different sample
orientations and with the off-axis illumination are combined with the on-axis conventional
coherent microscopy image in the Fourier space to reconstruct a final composite image. Hence,
𝐹𝑇𝑜𝑡𝑎𝑙 = 𝐹𝑜𝑛−𝑎𝑥𝑖𝑠 + 𝐹𝑜𝑓𝑓−𝑎𝑥𝑖𝑠,0° + 𝐹𝑜𝑓𝑓−𝑎𝑥𝑖𝑠,45° + 𝐹𝑜𝑓𝑓−𝑎𝑥𝑖𝑠,90° +  𝐹𝑜𝑓𝑓−𝑎𝑥𝑖𝑠,135°

(1.7)

Here, F denotes the frequency space representation of the corresponding sub-images taken in the
spatial domain (intensity profile). The resulting frequency space coverage with IIM is shown
below, in fig. 1.3(b). The square law (intensity) response of the image detector (camera) restores
the second circle corresponding to negative frequencies for each sub-image. An inverse Fourier
transform is applied on eqn. (1.7) to reconstruct back the final composite image in the spatial
domain. In this example, the off-axis illumination angle is considered as 52°, so the effective
numerical aperture of the system increases to (sin (52°) +NA)/λ from NA/λ. Therefore, the
resolution limit of the IIM system increases to ~220 nm from conventional microscopy’s resolution
limit of ~665 nm for 0.4 NA at λ =532 nm. The resolution limit of IIM can be extended more by
adding more off-axis illumination sub-images at higher illumination angles (~ ≤ 90°). However, it
is challenging to achieve the off-axis illumination at very high angles due to the reflections and
scattering from the substrate. Therefore, the intensity level varies between sub-images. A signal
processing technique needs to be developed to match intensity levels between independent subimages.
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(a)

(b)

Fig. 1.3. (a) Frequency space coverage for conventional on-axis coherent microscopy (NA = 0.4), (b) Frequency space
coverage for IIM (NA = 0.4) with one set of off-axis sub-images: yellow, gold, blue and red circles represent frequency
space covered after rotating sample by 0°, 45°, 90° and 135° with αill = 52°, and the central green circle represents
frequency space covered by conventional coherent microscopy [as in (a)], the coverage extends out to 3NA/λ

Imaging Interferometric Microscopy (IIM) is similar to the Interferometric Lithography
(IL) image formation system. In IL, two beams from a coherent source interfere in sinusoidal
patterns to make grating patterns on the photoresist. IL is used to fabricate objects with very small
critical dimensions (CD) [65-70]. IIM combines multiple sub-images in the Fourier space to form
the final composite image; combining multiple sub-images is akin to the Synthetic Aperture Radar
(SAR) imaging system. SAR imaging sends a series of pulses from a small antenna mounted in a
moving aircraft. The reflected signals from these pulses are combined as if they had all been made
simultaneously from a giant antenna. This process creates a synthetic aperture much larger than
the physical antenna and even more extensive than the aircraft [7, 71]. The wavelength used for
imaging in SAR is different than the wavelength of IIM. SAR typically uses radio frequency that
has wavelength between 3 cm to few meters, whereas IIM works in the visible spectrum range
(400 nm – 700 nm wavelength). Also, SAR is a computational imaging modality where the images
are formed on information that are not visible in our eyes. On the other hand, since IIM works in
the visible spectrum range, it can create real images and doesn’t require any additional
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computational algorithms to form an image. Biggest difference of IIM with SAR is that SAR is
pixel-by-pixel imaging whereas IIM is sub-image stitching technique in the Fourier space.
1.7 Previous works of IIM
Y. Kuznetsova et al. in [58,63] extended the resolution limit to ~260 nm with off-axis illuminations
in air. In their experiment, the illumination angles were 0°, 52°, and 80°. The off-axis illumination
process hence extended the frequency space coverage to 1.38/λ for a 0.4 NA. This optical
configuration's maximum achievable resolution limit was up to ~230 nm for a 633 nm wavelength
source (He-Ne laser). In contrast, the typical optical microscopy resolution limit was ~800 nm for
0.4 NA at λ = 633 nm.
In [23,58], it is shown that the frequency space coverage for IIM can be extended by tilting
the objective. This method of tilting the sample can extend the spatial frequency space coverage
up to 2/λ in air. However, this method reduces the field-of-view drastically due to the nonparaxial
frequency transformation process [23,58]. The images obtained by the tilting objective technique
need additional signal processing schemes to shift the spectral components to their respective
correct high frequencies.
Several other techniques have been demonstrated to extend the resolution limit of the
optical system [72-75]. Another well-known technique of increasing the resolution limit is the use
of immersion. The traditional oil immersion microscopy, which uses a 1.3-1.4 NA lens, extends
the resolution limit even further by adapting the off-axis illumination technique [76-77]. For
applications to circuits on the silicon substrate (n~ 3.5), the solid-immersion technique can achieve
a very high resolution [78]. However, due to some practical issues such as the immersion fluids'
compatibility with the sample and other issues, this technique is challenging to apply appropriately
to various applications [79]. A. Neumann et al. in [23] have successfully demonstrated the concept
19

of imaging by immersion technique. They were able to extend the frequency space coverage of
IIM to (nsub +NA)/λ. Here, nsub is the refractive index of the substrate. The object in this particular
situation is illuminated by an evanescent wave and the diffracted orders are collected in air [23].
Combining the titling objective technique with the half-immersion approach can extend the
frequency space coverage to (nsub +1)/λ. A. Neumann et al. in [80] extended the resolution to ~150
nm for a 633nm coherent source using evanescent illumination on glass substrate with a tilted
optical system. Other illumination angles of the object were considered at 0°,52°, and 80° in air.
The maximum achievable resolution limit for such optical configuration was ~130 nm.
In the half immersion technique, illumination is done from a high refractive index substrate,
and the scattered light is collected in the air. The details of the half solid immersion technique will
be described and extended in Chapter 4. In [23], it is explained that the frequency space coverage
for the IIM can be extended up to 2nsub /λ using the full immersion technique. In the case of full
immersion, both the object's illumination and the diffracted orders' collection will be done through
the substrate to take advantage of a higher refractive index of the illumination and collection
medium.
A Manhattan structure has been used for imaging in all previous works of IIM. Manhattan
refers to edges oriented along orthogonal x, y axes. The structure consists of five nested ‘ell’ lines
and is used for imaging as a known 2D structure. A box is often used with the five nested ‘ell’
lines in the Manhattan structure. Most IC patterns are designed as Manhattan structures in the IC
manufacturing process. They have dominant frequency components primarily among the fx and fy
directions due to its x-y geometry. As a result, it is possible to capture significant frequency
components required to reconstruct the image properly by rotating the sample only along one of
the principal axes (arbitrarily designated as the x-axis) and 90° (arbitrarily defined as the y-axis)
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directions. For Manhattan geometry objects, such as many IC patterns, there is less information in
the diagonal directions, and this coverage is adequate, for more random features such as biological
samples, additional sub-images need to be taken in the diagonal and perhaps other directions to fill
in the frequency space information. A Manhattan pattern of a critical dimension (CD) of 260 nm
is shown in Fig. 1.4 as an example. In this pattern, all the nested ‘ell’ lines and the gap between
the lines of the Manhattan structure are 260 nm, and the box is ~ 2.5 μm X 2.5 μm in size. An
additional 2-μm calibration pitch grating is used on all sides. The purpose of the calibration
gratings will be discussed in Chapter 2 and Chapter 3 in detail.

Fig.1.4: A Manhattan structure with CD=260 nm

1.8 Goals of the thesis
Previous works of synthetic aperture optical imaging interferometric microscopy demonstrated its
ability to extend the resolution limit to ~150 nm for known imaging structure against conventional
optical microscopy’s limit of ~ 800 nm for a 0.4 NA objective lens. However, most of the
reconstructed IIM images suffer from poor image quality. The image quality drops drastically as
the feature size of the imaged objects becomes smaller, especially when the CD ≤ 260 nm.
In this work on IIM, we have two primary goals to achieve. Our first objective is to
demonstrate an experimental technique to extend the resolution limit of IIM ≤ 100 nm with a low
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numerical aperture (NA =0.4) objective. Our second objective is to improve the image quality of
IIM. To improve the image quality of IIM, we have used both digital image processing techniques
and demonstrated a new optical experimental method of grating coupler illumination in a
waveguide.
1.9 Thesis Outline
This thesis is organized in the following structure:
In chapter 2, we discuss the challenges associated with IIM in detail. These challenges
degrade the image quality of IIM significantly. The challenges include maintaining uniform
frequency response across the entire frequency space, frequency deviation and mutual phase
determination between sub-images, optical system aberration, and random noises in the subimages. The effects of these challenges of IIM will be analyzed in detail in this chapter. To quantify
the image quality, the Structural Similarity Index Metric (SSIM) is used in this thesis. The working
principle and the advantages of SSIM over other metrics such as Mean square error (MSE) will be
described in Chapter 2. Several correction models to minimize the effects of these challenges and
improve the image quality of IIM are also proposed in Chapter 2. The effectiveness of these
correction models is analyzed in this chapter using simulation.
In chapter 3, the effectiveness of the correction methods proposed in chapter 2 are analyzed
by applying them to the experimental image of IIM. Manhattan structure of a CD=260 nm critical
dimension is used for optical imaging with IIM.
In chapter 4, we discuss the experimental optical methods to extend the resolution limit of
IIM ≤ 100 nm. Apart from the challenges described above, IIM also has some experimental
challenges. One of the significant challenges is associated with the edge illumination method
involved in the half immersion technique to extend the resolution. Due to back reflection,
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scattering and absorption, it becomes difficult to get enough light coupled in the substrate to
illuminate the object. Therefore, the image quality is severely hampered. Chapter 4 demonstrates
a novel technique of illuminating the object through a substrate using a grating coupler in a
waveguide. The waveguide consists of a thin film superstrate on a thin substrate to achieve higher
resolution (≤ 120 nm) in imaging. The fabrication process of the waveguide and the grating
structure production with the imaging interferometric lithography (IIL) technique will be presented
in this chapter.
In chapter 5, we will discuss the application of IIM in imaging arbitrary structures and
specifically focus on a biological sample. Pup-fish heart cells are used to demonstrate the IIM
capability in imaging arbitrary biological samples. A resolution of ≤ 300 nm is achieved. The
experimental process and the comparison with the incoherent illumination conventional
microscopy result will be presented in this chapter.
Finally, in Chapter 6, we will summarize our research findings in this thesis with a
conclusion section, and we will discuss the main avenues for future work of IIM.
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Chapter 2
Challenges for Synthetic Aperture Optical Imaging Interferometric
Microscopy

“Measure what can be measured and make measurable what cannot be
measured.”
-Galileo Galilei (Astronomer)

2.1 Introduction
As discussed in the previous chapter, synthetic aperture optical imaging interferometric
microscopy is an optical microscopy resolution enhancement technique involving combining
multiple off-axis illumination sub-images to include additional region of frequency space and to
increase resolution. This resolution enhancement technique has several challenges that hinder its
use in various critical applications. The primary concerns of IIM can be divided mainly into two
categories. The first primary concern is to demonstrate an experimental method to enhance the
resolution limit of optical microscopy to transmission medium linear system limit, which is λ/4n,
where n is the refractive index of the medium. The details of overcoming this challenge with a
novel approach will be discussed in chapter 4. The other concern of IIM is its final image quality.
To illustrate the problem, an image of a Manhattan structure with 150 nm critical dimension (CD)
is shown in fig.2.1(a) below. This structure was resolved experimentally by A. Neumann et al.
using illumination at 0°, 52° 80°, and a half-immersion technique in glass substrate at 633 nm [1].
The tilted objective approach discussed in chapter 1 was also used in this experiment to extend the
frequency space coverage [1]. To date, this resolved structure is considered state of the art for IIM.
As we can see, the resolved structure shown in fig.2.1 suffers due to poor image quality. The lines
32

are visible in x-direction but not in the y-direction. The corners and the big box are not perfect in
the reconstructed image. The simulation result of IIM for CD=150nm Manhattan structure is
shown in fig. 2.1(b).

Fig. 2.1: Manhattan structure with CD=150nm- (a) Experimentally resolved IIM image, and (b) Simulated IIM image
[1]

The image quality of IIM’s composite final image degrades during the image
reconstruction process. Multiple sub-images are combined in this reconstruction process. Several
challenges are associated with this image reconstruction process, including maintaining uniform
frequency response through entire frequency space coverage, frequency deviation between subimages, lack of precision in determining the mutual phase between sub-images, optical system
aberration, and random noise in the sub-images. All these image reconstruction challenges can
degrade the image quality. In this chapter, we will discuss all these image reconstruction
challenges in detail. We will analyze these reconstruction challenges separately through simulation
to see their effects on the reconstructed image. To quantify the results of these image reconstruction
challenges, we will use Structural Similarity Index Metric (SSIM) for image comparison. We will
also propose solution models to overcome these image reconstruction challenges. SSIM value will
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be used again to compare the images to validate the models to ensure the image quality
improvement of IIM.
The SSIM allows us to quantify local image quality (neighborhood block size is ~10 pixels
×10 pixels). The general philosophy behind the SSIM index is to distinguish structural distortions
from non-structural distortions. Structural distortions are the ones that eﬀect the most the
perception of degradation of an image, whereas non-structural distortions only slightly eﬀect the
perception of degradation [2]. The pixels have strong correlations between them for structural
information, generally when they are spatially very close.

Fig. 2.2: Diagram of the SSIM measurement system [3]

SSIM is an alternate to the mean square error (MSE) method for image comparison. MSE
compares intensity mismatch between two images, whereas the SSIM process considers the
luminance, the contrast, and the similarity between two images for comparison. The three
components are combined to yield an overall similarity measure [3]:
SSIM (x, y) = [l(x,y)]α .[c(x,y)]β. [s(x,y)]γ

(2.1)

Here, α, β, γ ≥ 0 are the parameters used to adjust the relative importance of the three
components. The built-in SSIM function of Matlab [4] with default parameters (α = β = γ = 1) is
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used in this work to calculate similarities between images. The parameters α, β, and γ represent the
weighting value of the luminance, contrast, and similarity comparison between the images. l(x,y),
c(x,y), and s(x,y) represent the comparison value for luminance, contrast, and similarity between
two images. Luminance function takes the intensity values of the pixels in account for comparison.
It is equivalent to a mean square error (MSE) metric. Mean pixel values of the images are then
subtracted from their respective images. Contrast function compares the variance of the pixel
values. Before structural comparison, the images are divided by their respective variance values to
have unit standard deviation for each image. This allows a more robust comparison of images for
structural similarity. The structure comparison function of SSIM compares the similarity (crosscorrelation) between the images. In equation (2.1) above, x and y are the pixel values of the
reference image and the distorted image, respectively. In practice, we usually require a single
overall quality measure of the entire image. We use the mean SSIM (MSSIM) index to evaluate
the overall image quality [3]:
1

𝑀

MSSIM = 𝑀2 ∗ ∑𝑘=1 𝑆𝑆𝐼𝑀(𝑥𝑘 , 𝑦𝑘 )

(2.2)

Here, M is the total number of pixels in the image in any direction (e.g., M*M size image).
For our subsequent discussions in this thesis, we will use the term SSIM to represent the average
value of the SSIM.
In the following sections of this chapter, we will analyze the challenges of the image
reconstruction process. We will estimate the effect of these challenges on the image quality of IIM
using SSIM. For the discussion of the following sections, the IIM off-axis illumination technique
schematic is shown in fig. 1.2(b) is shown again below in fig. 2.3.
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Fig. 2.3: Schematic of off-axis illumination technique in IIM

2.2 Image reconstruction challenges for IIM
For the present simulations and experiment, the Manhattan pattern consists of nested 'ell' lines, and
the dominant frequency components were localized primarily along with the fx and fy directions.
Only x- (0°) and y-direction (90°) rotations of the sample are sufficient to reconstruct this imageconstrained structure. We considered a Manhattan structure (fig. 2.4(a)) with 260 nm CD (nested
'ell' lines and gaps). The structure also has a square box of 2.3×2.3 μm2 and 2-μm period gratings
on each side for calibration. The magnitude spectrum of the structure is shown in fig. 2.4(b). To
reconstruct the image with a low-NA (NA = 0.4) lens and the IIM method, illumination angles are
set at 𝛼ill = 0° (conventional normal-incidence coherent microscopy), 40° and 80°, providing
overlaps along each principal axis. Sub-images are taken with the sample rotated to 0° (the x-axis
along one direction of the pattern lines) and 90° (y-axis) to collect major frequency components
only. This optical arrangement extends the effective numerical aperture of the system to NAeff
=1.38 from NA=0.4. As a result, the resolution is extended from ~665 nm to ~200 nm. The
frequency space coverage for conventional microscopy with NA* = 1.38 (green circle) and NA
=0.4 (red circles) are shown in fig. 2.4b). In addition, the frequency space coverage for
conventional microscopy with NA** = 2 (black circle) is shown in fig. 2.4(b); the maximum
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frequency space coverage in the air can be as high as 2/λ using tilting the objective [5]. The image
using conventional coherent-illumination microscopy with a (simulated) 1.38 NA lens is
demonstrated in fig. 2.4(c). The coherent-illumination image for NA = 0.4 is shown in Fig. 2.4(d).
The frequency space coverage of using IIM with NA=0.4 is shown in fig. 2.4(e), and the
corresponding reconstructed image is shown in fig. 2.4(f). Note that this is a single-sideband
system. The square law (intensity) response of the image detector (camera) restores the second
circle corresponding to negative frequencies for each sub-image. However, the off-axis
illumination technique in IIM is not a telecentric system, so phase shifts due to path length
variations need to be monitored and controlled. The simulation result obtained using a high-NA
lens and conventional microscopy is compared with the result obtained from the low-NA lens using
the IIM technique. The Structural Similarity Index Metric (SSIM) is used to quantify the
comparison. Comparing the 0.4 NA IIM image with the 1.38 NA conventional microscopy image
gives an SSIM of 0.86. Rotating the sample at 45° and 135° directions and combining more subimages will capture the full 2D frequency space coverage for the 0.4 NA IIM system. However,
these additional sub-images capture only minor frequency components but add complexity to the
final reconstruction process. The SSIM value only changes to 0.87 from 0.86 after adding
additional sub-images taken by rotating the sample at 45° and 135° and setting the off-axis
illumination angles to 40°.
One of the issues for reconstructing the image with IIM is maintaining a uniform frequency
response for the entire frequency space. Some of the frequency components are repeated in
multiple sub-images due to the overlaps of the sub-images in frequency space. The simple
approach is to use sharp cutoff optical passband filters in the overlapping regions during the digital
reconstruction process to overcome this issue. The result is shown in fig. 2.4(f). However, using
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the sharp cutoff filters in the overlapping regions to maintain uniform frequency response creates
ringing or Gibb’s artifacts in the spatial space of the final reconstructed IIM image. The details of
the Gibb’s artifacts' effect on the images and the proposed solutions to improve them are discussed
in the following section.

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 2.4: (a) Manhattan structure with critical dimension, CD=260 nm, (b) Frequency space coverages for NA = 0.4
objective lens with conventional on-axis coherent illumination microscopy system, for NA* =1.38 objective lens
(fictitious), and for NA** =2 objective lens (fictitious), (c) Image for conventional on-axis coherent illumination
microscopy with NA* =1.38 objective lens (fictitious), (d) Image for conventional on-axis coherent illumination
microscopy with NA =0.4 objective lens, (e) Frequency space coverage for NA=0.4 and IIM system, and (f)
Reconstructed image for IIM with NA=0.4 objective lens using sharp cut-off filters in the frequency space.
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2.3. Challenges in maintaining uniform frequency response
It is important to maintain a uniform frequency response across the entire frequency space to
reconstruct the IIM image correctly. From fig. 2.4(e), we can see that some of the frequency
components are repeated (overlapped circles) due to the selection of off-axis illumination angles.
This results in increasing the number of nested-ell lines and degrades the reconstructed IIM
image’s quality. To reduce these Gibb’s artifacts, we propose two different types of filters,
Gaussian rise and fall cutoff filters and Linear rise fall cutoff filters, instead of the Sharp rise and
fall cutoff filters. The filter response of these digital filters is shown in fig. 2.5(a-c). The parameters
for the (standard deviation (σ) for Gaussian cutoff filters and slope (m) for the linear cutoff filters)
filters are designed in such a way that the entire overlapping regions will continuously have the
uniform frequency response. The transfer functions of these digital filters in the overlapping
regions along the principal axes are shown below:
Sharp cutoff filter: G(𝜔, 𝑥, 𝑦) = {

1 ∗ 𝐺0 , 𝜔 ≤ 𝜔𝑐
0, 𝜔 > 𝜔𝑐

(2.3)

1 ∗ 𝐺0 , 𝜔 ≤ 𝜔𝑐
Gaussian cutoff filter: G(𝜔, 𝑥, 𝑦) = {𝐺 (𝑒
0

−(𝜔−𝜔𝑐 )2
2𝜎2

), 𝜔𝑐 < 𝜔 ≤ 𝜔𝑐 ′
0, 𝜔 > 𝜔𝑐 ′

1 ∗ 𝐺0 , 𝜔 ≤ 𝜔𝑐
Linear cutoff filter: G(𝜔, 𝑥, 𝑦) = {𝐺0 (1 + 𝑚(𝜔 − 𝜔𝑐 )), 𝜔𝑐 < 𝜔 ≤ 𝜔𝑐 ′
0, 𝜔 > 𝜔𝑐 ′

(2.4)

(2.5)

Here, 𝜔 is the normalized frequency, 𝐺0 is the initial gain at that specific normalized frequency,
𝜎 is the standard deviation for the Gaussian rise and fall filters in the overlapping regions, and 𝑚
is the slope for the linear rise and fall filters in the overlapping regions. 𝜔𝑐 is the normalized cutoff
frequency for the cutoff filters. For Gaussian rise and fall filters and the linear rise and fall filters,
𝜔𝑐 and 𝜔𝑐 ′ represent the boundary regions of the overlapping sub-images in the frequency space.
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The overlapping regions cover 2D frequency space, and 𝜔𝑐 and 𝜔𝑐 ′ are selected form the principal
axis (x=0 or y=0) overlaps. The linear and the Gaussian rise and fall filters are designed to apply
only to frequency space points within the overlapping regions between two circles. For a frequency
space point that lies inside only one off-axis illumination circle, no filter is applied. In the equations
and fig. 2.5(a-c), the 1D filter responses are shown only along the principal axis (x=0 or y=0) for
simplicity. In fig. 2.5(d), the 2D frequency space coverages of two consecutive x (0° sample
rotation)-direction sub-images (green and blue circles) using the linear cutoff filters in an
overlapping region is shown as an example. In this example, 𝜔𝑐 =10 and 𝜔𝑐 ′ =14. Normalized
frequency that lies in pixel (x=12, y=0) will be multiplied by a factor of 0.5 both times when
covered by the green and blue circle sub-images. For the normalized frequency that corresponds
to pixel (x=11, y=2), will be first multiplied by a factor of 0.75 when it is covered by the blue circle
sub-image, and by a factor of 0.25 when it is covered by the green circle sub-image. This
multiplication factors will be opposite for the normalized frequency component at pixel (x=13,
y=2). The normalized frequency component at pixel (x=10, y=3), will be multiplied only by the
blue circle sub-image with a weighting factor of 1, and (x=14, y=3) pixel’s value will be multiplied
only by the green circle sub-image with a weighting factor of 1.

(a)

(b)
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(c)

(d)

Fig. 2.5: Example of different digital filters responses-(a) Sharp rise and fall cutoff optical bandpass filters in the
overlapping regions, (b) Gaussian rise and fall cutoff filters in the overlapping regions, (c) Linear rise and fall cutoff
filters in the overlapping regions, and (d) 2D frequency space coverage for IIM technique using the linear cutoff filters
in the overlapping regions

The reconstructed IIM images using the different digital filters in the overlapping regions
are shown in fig.2.6 below. Fig.2.6(a), same as fig. 2.4(f), shows the result of using the sharp cutoff
filters in the overlapping regions. The results achieved using the Gaussian filters, and the linear
filters in the overlapping regions are shown in fig.2.6(b) and fig.2.6(c), respectively. These results
are compared individually with the reconstructed image achieved using the (simulated) 1.38 NA
objective lens and conventional coherent illumination on-axis microscopy (fig. 2.4(c)). The
comparison results in terms of the SSIM values are shown in fig. 2.7 (a). The result shows that the
Gaussian rise and fall and the linear rise and fall filters in the overlapping regions improve the
final IIM reconstructed image by ~6% compared to the sharp rise and fall filters in the overlapping
areas. The SSIM value using the sharp cutoff filter is 0.86, whereas for using linear and Gaussian
cutoff filters, the SSIM value is improved to 0.91. In summary, the filters for smooth rise and fall
of the frequency response in the overlapping regions reduce Gibb’s artifacts and enhance the image
quality. Both Gaussian and linear cutoff filters provide similar results.
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(a)

(b)

(c)

Fig. 2.6: Reconstructed image for IIM with NA=0.4 objective lens with different cutoff filters in the overlapping
regions-(a) using sharp cutoff filters, (b) using Gaussian cutoff filters, and (c) using linear cutoff filters.

For understanding the advantages of SSIM, we also use mean square error (MSE) metric
to compare the images of fig.2.6. MSE compares two images only based on the absolute error
between the pixels. We used Matlab’s built-in ‘mse’ function to compare the images of fig.2.6(ac) individually with the reconstructed image achieved using the (simulated) 1.38 NA objective lens
and conventional coherent illumination on-axis microscopy (fig. 2.4(c)). The result of MSE
comparison for different cutoff filters in the overlapping regions is shown in fig.2.7(b). From
fig.2.7(b), we can see that the MSE value drops from 35 to 14 after replacing the sharp cutoff
filters with the Gaussian rise and fall filters in the overlapping regions of the sub-images. The MSE
value is 20 when the linear rise and fall cutoff filters are used in the overlapping regions. Although
the images of fig.2.6- (b) and (c) look similar in visual inspection, but the MSE value is not close.
SSIM values on the other hand are same and confirms that this metric is closer to the human visual
system (HVS) inspection process. To analyze the effects of frequency and phase mismatch
between sub-images in the following sections, we implement only the easier linear cutoff filters
and we use SSIM metric for image comparison.
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(a)

(b)
Fig.2.7: Comparison values for reconstructed images of fig.2.6 using different cutoff filters in the overlapping
regions and comparing with fig.2.4(c) – (a) SSIM and (b) MSE

2.4.1. Frequency deviation and phase mismatch in sub-images
A sub-images frequency deviation or shift occurs due to experimental errors in maintaining
precisely matched angles for the illumination and reinjected zero-order reference beams. In other
words, if 𝛼ill ≠ 𝛼ref (fig. 2.3), then the frequency components are shifted in the reconstructed image
and degrade the image quality. Similarly, there are overall phase shifts associated with path length
differences for the reference beam. Let's consider the off-axis illumination sub-image where the
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lens collects K= 2nd, 3rd, and 4th orders, and the K=0th order is reinjected in the image plane for
interference. Mathematically, the field and the intensity at the image plane can be described as:
𝐸 = 𝐸0 𝑒 𝑖𝑘0 sin 𝛼𝑟𝑒𝑓 𝑥 𝑒 𝑖𝜑 + 𝐸2 𝑒 𝑖𝑘0 sin 𝛼𝑖𝑙𝑙𝑥 . 𝑒 𝑖2𝑘𝑑 𝑥 +
𝐸3 𝑒 𝑖𝑘0 sin 𝛼𝑖𝑙𝑙 𝑥 . 𝑒 𝑖3𝑘𝑑 𝑥 +𝐸4 𝑒 𝑖𝑘0 sin 𝛼𝑖𝑙𝑙 𝑥 . 𝑒 𝑖4𝑘𝑑 𝑥

(2.6)

𝐼 = |𝐸0 |2 + |𝐸2 |2 + |𝐸3 |2 + |𝐸4 |2 + 2|𝐸0 𝐸2 | cos((2𝑘𝑑 +△𝑓 ) 𝑥 + 𝜑)  +
2|𝐸0 𝐸3 | cos((3𝑘𝑑 +△𝑓 ) 𝑥 + 𝜑) + 2|𝐸0 𝐸4 | cos((4𝑘𝑑 +△𝑓 ) 𝑥 + 𝜑) +
2(|𝐸2 𝐸3 | + |𝐸3 𝐸4 |)cos(𝑘𝑑 𝑥) + 2|𝐸2 𝐸4 | cos(2𝑘𝑑 𝑥)

(2.7)

Here, k0 = 2π /λ is the photon wave vector, kd = 2π/d is the grating wave vector with d the grating
period. △f = k0 [sin(αill) - sin(αref)], denotes the sub-image frequency deviation due to angle
mismatch between illumination and reference angles, and 𝜑 is the overall phase shift resulting
from the reference beam path length. In an ideal situation, △f = 𝜑 =0. The sub-images for IIM are
combined in Fourier space and later returned to the spatial domain using an inverse Fourier
transform. The shift in the frequencies results in moiré effects between harmonics of the grating
in different sub-images; the phase shift impacts the line: space ratio of the grating components and
shifts the moiré pattern. IIM is not telecentric and this makes phase a significant issue. For a
telecentric system there will not be any phase issue.
2.4.2. Results of frequency deviation and phase mismatch in sub-images
A Manhattan structure pattern of critical dimension (CD) 260 nm, as shown in fig.2.4(a), is used
to illustrate the effects of frequency deviation and phase mismatch between sub-images in the IIM
reconstructed image. Sub-images (X0: conventional on-axis coherent illumination microscopy
image; X1: αill=40° and θsample rotation=0°; X2: αill=80° and θsample rotation=0°, Y1: αill=40° and θsample
rotation=90°;

and Y2: αill=80° and θsample rotation=90°) are created individually using NA =0.4 and λ
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=532 nm. Each sub-image (X1, X2, Y1, and Y2) frequency and phase are modified with random values
in Fourier space. The frequency components are shifted randomly between -5 pixels (αill,error ~ 10°) to +5 pixels (αill,error ~ 10°) for frequency deviation consideration. This ±10° error on the
illumination side corresponds to ~ ±0.5° error on the collection side during experiment. This is
because the objective lens used for imaging in the IIM experiment has a magnification factor of
20x. As a result, the IIM system is extremely sensitive. As mentioned earlier in chapter 1, the K
=0th order reference beam needs to be reintroduced in the focal plane during the off-axis
illumination of the object at the same angle as the illumination (adjusted for magnification). A ≤ 1
mm error in the lateral position while reinjecting the reference beam in the focal plane can create
~ 0.5° error between the reference beam angle and the illumination angle in the image plane side.
The phase added to the sub-images is chosen randomly between -π to π radians. The on-axis
conventional microscopy image (X0) is perfect (free of frequency and phase deviations). The subimages are then combined using the IIM synthetic aperture approach. The reconstructed image is
transformed back to the spatial domain. Some of the frequency components are present in multiple
sub-images due to the frequency space overlap (fig. 2.4(e)), so to have a uniform frequency
response throughout the entire frequency space, linear rising and falling filters are used in the
overlapping regions. The linear filters are chosen so that the total filter response in the overlapping
areas sums up to 1. This entire sub-image creation process is repeated several times with random
frequency shifts and adding random extra phases in sub-images. The results of the variations after
reconstruction are shown below in fig.2.8. The reconstructed images have poor image quality
compared to the ideal reconstruction image shown in fig. 2.4(f). In some images, the number of
nested 'ell' lines changes due to the frequency and phase mismatches. These images are then
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compared with the reconstructed image of NA*=1.38 (fig. 2.4(c)). The SSIM values found after
comparison are shown in fig. 2.10 (solid line).

(a)

(b)

(c)

(d)

(e)

(f)

Fig.2.8: Degraded images as a result of frequency and phase shifts as noted. (FX1,FX2,FY1,FY2),(PX1,PX2,PY1,PY2)
represent frequency deviations and arbitrarily added phases for X1,X2,Y1 and Y2 sub-images, respectively.
(a):(0,4,2,1),(-π,-π/4, π/4, 3π/4); (b): (0,1,0,2),( π, π/4, π/4,0); (c):(2,0,0,0),(0,0,0, π/4); (d): (3,2,1,-4),(π/4,0,0,-π/4);
(e): (1,1,2,-2),(- π/4,0, 3π/4,- π/4); (f): (0,4,0,-4),(-3π/4,π,-3π/4,0)

2.4.3. Proposed methods for correcting frequency and phase mismatch between sub-images
We propose a method to correct frequency shifts in sub-images based on finding the maximum
cross-correlation between two consecutive sub-images in the overlapping regions. This
correlation-based phase correction method has been used in holographic image formation [6]. In
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this work, we applied this correction procedure to improve the image quality of the synthetic
aperture imaging interferometric microscopy system. First, the magnitude spectrum of consecutive
sub-images is compared in the overlapping regions only in the principal axis direction to correct
the frequency deviation. The side grating’s frequency components will lie along the principal axis
(either in the x-direction or in the y-direction). The period of the side gratings in fig.2.4(a) is chosen
so that all overlapping areas will have some common harmonics, which will help correct both
frequency and phase shifts. The frequencies of the sub-images are shifted from -5 pixels to +5
pixels with an increment of 1 pixel each time to estimate the location where the maximum
correlation of the magnitude spectra of the sub-images in the overlapping regions occurs. The
second sub-image is then corrected accordingly based on the corresponding frequency shifts (m):
I2(f)= I2(f+m). Next, the phase difference median value (φ) for two consecutive sub-images is
calculated in the overlapping regions. The second sub-image frequency components are multiplied
with the additional phase to correct phase mismatch between sub-images: I2(f)= I2(f)* e-jφ. This
process is followed to correct all other sub-images. The reconstructed images obtained after
applying correction methods are shown below in fig. 2.9. The quality of the images in fig. 2.9 are
better in comparison to the images in fig.2.8. These images are compared with the 1.38 NA
conventional microscopy image (fig. 2.4(f)). SSIM values for reconstructed images after applying
correction methods are shown in fig. 2.10 (dotted line), where we can see as much as ~20% SSIM
value improvements for the corrected images [7]. It is important to note that from the simulation,
we have observed that this correction method has a limitation when the phase mismatch between
the sub-images is ~π/2 radians. The correction method cannot correct the sub-image properly for
that range. In applying the phase mismatch correction method to experimental IIM images, we
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suggest manually adjusting the phase mismatch corrections using a trial-and-error process when
the phase mismatch between two sub-images is ~π/2 radians.

(a)

(b)

(c)

(d)

(e)

(f)

Fig.2.9: After applying correction methods- (FX1,FX2,FY1,FY2),(PX1,PX2,PY1,PY2) represents frequency deviations
and arbitrarily added phases for X1,X2,Y1 and Y2 sub-images, same offsets as in Fig. 6. (a):(0,4,2,1),(-π,-π/4, π/4, 3π/4);
(b): (0,1,0,2),( π, π/4, π/4,0); (c):(2,0,0,0),(0,0,0, π/4); (d): (3,2,1,-4),(π/4,0,0,-π/4); (e): (1,1,2,-2),(- π/4,0, 3π/4,- π/4);
(f): (0,4,0,-4),(-3π/4,π,-3π/4,0)
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Fig.2.10: SSIM values for reconstructed images of fig.2.8 (before applying correction methods – solid black line) and
fig.2.9 (after applying correction methods – dotted red line) compared with the 1.38 NA image of fig. 2.4(c)

2.5.1. Noise in sub-images
Reconstructing a high-quality image using the IIM technique has multiple challenges. One of the
major problems is the random noise associated with each sub-image. There are various types of
noise: speckle noise, shot noise, read-out noise, thermal noise, etc. Speckle noise occurs due to
reflection/scattering from optical surfaces and small particles away from the object plane and often
dominates in coherent illumination microscopy. Random variation in the intensity of the
illumination source itself creates shot noise. All these noise sources degrade the image quality.
Some of them are present in the original image as multiplicative noise and others as additive noise.
2.5.2. Effect of noise in IIM image
To illustrate the effect of random noises in the sub-images through simulation, we
considered the Manhattan structure of CD=260 nm shown above in fig. 2.4 (a) with additional
random noise. The noisy image of the structure is shown in fig.2.12(a). Random additive and
multiplicative (speckle) noises are also added in each sub-images using Matlab simulation. Off49

axis illumination angles for sub-images are considered at 0°,40°, and 80° with both the sample's
x- and y- directional rotations. The final image achieved after reconstruction using the IIM
technique described in section 2.2 is shown in fig. 2.12 (b). The linear rise and fall cutoff filters
are used in the overlapping regions of the frequency space to maintain uniform frequency response.
The linear filter is chosen over the Gaussian rise and fall filter in this simulation due to its
simplicity in design.
2.5.3. Proposed method for reducing noise effect in IIM image
Noise reduction is attempted with a nonlinear filter whose primary function is to compute
the median gray-level value in a neighborhood [8]. The median filter reduces additive noises
(mainly shot or impulse noise) from the sub-images without affecting the edges of the image [9].
A median filter is a low-pass nonlinear computational filter that can reduce random noise from an
image without affecting the sharpness of the edge. In this method, a moving square window of size
N2 is used to adjust each pixel. The original values of the pixels in the N2 window are sorted at the
beginning, and after that, the center pixel is changed to the median value of the sorted sequence
[10]. An example of a 3×3 median filter is shown in fig.2.11 (a). The central pixel value is changed
from 129 to 135 after arranging all 9-pixel values, including the central pixel in ascending order.
The window is then shifted to the next pixel, and the process is repeated using the original values
for each pixel. Unlike an average filter, a new arbitrary pixel value will not be generated in a
median filter. Rather the median value will be one of the pixel values of the 3×3 neighborhood
block. This is why the median filter performs better than the average filter in preserving the sharp
edges of an image. The median filter is also more robust than the average filter because just one
very unrealistic pixel value in the local region will not change the median value significantly. The
median filter is used in each sub-image at the beginning of the image reconstruction process to
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reduce the additive noise effect. It is important to note that the median filter size needs to be
optimized based on the Manhattan sturcture size of the image to reduce noise effectively. A larger
size median filter is usually preferred to reduce the noise from an image with larger Manhattan
size structures.

(a)

(b)
Fig. 2.11: (a) An example of a 3×3 median filter and (b) Denoising of a random noisy signal with wavelet-based
denoising approach
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After reducing the additive noises from a sub-image, we focused on the multiplicative noise
reduction. Multiplicative noises affect all pixels of the image due to the convolution process
involved during optical imaging. Multiplication in the Fourier space is equivalent to convolution
in the spatial domain. To reduce the multiplicative noise from sub-images wavelet-based denoising
method is used in Matlab. The wavelet-based denoising approach can reduce the noise effect
equally from all the pixels. The wavelet-based process eliminates the insignificant coefficients
using a thresholding parameter to eliminate noise from the images [11]. A wavelet is a basis
function that oscillates like a wave. The task of the wavelet is to convolve the entire spatial domain
signal in multiple locations to find local frequency variations in the signal. There are several types
of wavelets functions to estimate the dominant coefficients of the signal. In our work, we used the
‘bior3.5’ wavelet to decompose the signal and find significant coefficients. The ‘bior3.5’ means
this is a biorthogonal wavelet function where 3.5 denotes its version number. The coefficients
achieved after one level of decomposition can be passed through the wavelet filter bank again for
another round of decomposition to separate more dominant coefficients of the signal from other
coefficients. In this work, we used five levels of decomposition of the original signal. After
reaching the 5th level decomposition, a threshold value is used to eliminate minor differences,
which will appear mainly due to noise. The significant variations occur due to the changes in the
original signal. After thresholding, the signal is reconstructed using the remaining coefficient
values [12]. In this way, wavelet-based denoising can reduce the multiplicative noise from subimages. Our analysis chooses the 5th level decomposition after using this noise reduction method
a few times in the experimental IIM images to find a better-quality image. The median filter and
the wavelet-based denoising approach are also applied to the final reconstructed image as a postimage processing step to improve the image quality of IIM. An example of wavelet-based
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denoising is shown in fig. 2.11(b). Here, an original 1D signal is shown in the first subplot. Random
noises are added with the signal, and the noisy signal is shown in the second subplot of the image.
Next, different levels (level=1,3, and 5) of the wavelet-based denoising approach are applied to
reconstruct the signal. From the last subplot of fig. 211(b), we can see that the image is
reconstructed with less noise after using the 5th level of decomposition, and the original signal
pattern is visible here.
2.5.4. Simulation results of applying noise reduction method
To validate the noise reduction approach, we applied this median filtering approach
followed by the wavelet-based denoising method on the noisy image of fig. 2.12 (b). To generate
this noisy image in Matlab, built in ‘imnoise’ function of Matlab is used at first with ‘speckle’ type
and selecting noise variance as 1. Next, a set of random numbers between 0 to 100 is generated
and added randomly with the pixels of the image. The result achieved after applying the noise
correction method is shown in fig. 2.12(c). Both images (fig.2.12(b-c)) are compared with the ideal
reconstructed image achieved using conventional coherent illumination microscopy and NA*=1.38
objective lens (fig.2.4(e)). The comparison result is shown in fig. 2.13. After applying the noise
correction method, the SSIM value increases by ~2.5% (from 0.84 to 0.86). A 7×7 size median
filter is chosen in this section for reducing additive noises from CD=260 nm Manhattan structure
image.
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(a)

(b)

(c)

Fig. 2.12: (a) Manhattan structure (CD=260 nm) with noise, (b) Reconstructed image using IIM and without applying
noise correction method, and (c) Reconstructed image using IIM and after applying noise correction method.

Fig.2.13: SSIM values for reconstructed images of fig.2.12 (b-c) compared with the 1.38 NA image of fig. 2.4(c)

Noise effects more adversely smaller feature size objects. To analyze, we chose a
Manhattan structure with a critical dimension (CD) of 120 nm. The structure is shown below in
fig.2.14(a). This structure has 1.6 μm pitch gratings on the horizontal side, and 2.4 μm pitch
gratings on the vertical side for calibration. The frequency space coverage for conventional
microscopy with a NA*=2.4 objective lens and for IIM with NA =0.4 objective lens is shown in
fig.2.14(b). The ideal reconstructed image with conventional coherent illumination microscopy
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and NA*=2.4 objective lens (fictitious) is shown in fig 2.14(c). The image of the structure of fig.
2.14(a) after adding random noise is shown in fig.2.14(d). Fig.2.14 (e) shows the image achieved
after reconstructing the image by IIM with NA =0.4 objective lens and without applying the noise
correction method. In this case, the illumination angle of the object is considered at 0°,40°,80° in
air, and half immersion through glass substrate and Titanium dioxide thin-film superstrate. Half
immersion is a technique of illuminating the object through a substrate to capture higher diffracted
orders of the object. The details of the half immersion technique through the glass substrate and
the Titanium dioxide thin-film superstrate are described in detail in chapter 4. In this section, we
focused only on estimating the effects of noise in the reconstructed structure of CD=120 nm. This
simulation considered green laser (λ=532 nm) as the illumination source. The resolution limit of
IIM for this optical arrangement is R~ 110 nm. The reconstructed image achieved after applying
the noise correction method is shown in fig. 2.14(f). Both fig. 2.14(e-f) images are compared with
the ideal reconstructed image in the absence of noise (fig.214(c)). The result is shown in fig.2.15.
The SSIM value in fig.2.15 increases by ~5.5% (from 0.73 to 0.77) after applying the noise
correction method. For reconstructing images with IIM, the linear rise and fall cutoff filters are
used in the overlapping regions. A 3×3 size median filter is chosen in this section for reducing
additive noises from CD=100 nm Manhattan structure image.

(a)

(b)
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(c)

(d)

(e)

(f)

Fig. 2.14: (a) Manhattan structure with critical dimension, CD=120 nm, (b) Frequency space coverages for NA* =2.4
objective lens (fictitious), and Frequency space coverage for NA=0.4 and IIM system, (c) Image for conventional onaxis coherent illumination microscopy with NA =2.4 objective lens, (d) Manhattan structure (CD=120 nm) with noise,
(e) Reconstructed image using IIM and without applying noise correction method, and (f) Reconstructed image using
IIM and after applying noise correction method.

Fig.2.15: SSIM values for reconstructed images of fig.2.14 (e-f) compared with the 2.4 NA image of fig. 2.14(c)

2.6. Optical system aberration in IIM image
Optical components, including objective lenses, are never perfect. As a result, the IIM
system used for imaging has aberrations. This aberration will also degrade the image quality. This
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section will discuss the causes of the aberrations and analyze their effects on the IIM image
reconstruction. One of the significant challenges for IIM is positioning the image plane at the exact
focus plane (z=0). The depth of focus (D.o.F.~ λ/NA2) for a 0.4 NA objective lens is ~3.3 μm at
532 nm and ~2.5 μm at 405 nm. Fig. 2.16 shown below illustrates the problem in more detail. The
slightest change within the depth of focus is hard to identify by looking at the sharpness of the
image but can add extra phases to the diffracted orders. This added phase will not cause any issue
for the conventional on-axis illumination (αill =0°) microscopy image. This image formation
technique is a double sideband system. The added phase on each diffracted order will be
compensated by its respective complementary diffracted order captured by the objective lens. In
IIM, we also do some off-axis illumination (αill ≠0°) along with the conventional microscopy
image. This off-axis illumination technique is a single sideband system, and the phases added for
the diffracted orders that are collected by the lens will not be compensated. As the IIM is not
telecentric anymore it creates a lateral physical shift of the object in the image. Phase correction
method proposed above in section 2.4.3 can reduce this aberration effect. However, from Fig. 2.10,
we can see that this proposed correction method can improve the image quality but may not fully
eliminate the aberration effect. In chapter 6, we have discussed a new experimental technique to
restore the tele-centricity of the system by rotating the sample at 180° rotations and adding more
sub-images. This technique can reduce the effect of optical system aberration.
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Fig.2.16: Schematic of conventional microscopy system with image plane not positioned in the focus plane

There are several aberrations associated with the objective lens itself. One of them is spherical
aberration. Irregular wavefronts are created by this type of aberration [13]. Spherical aberration
occurs because, while a spherical shape is the easiest to fabricate, it only approximates the desired
lens profile. As a result, all the light rays passing through the lens simultaneously spherical do not
focus on the same point in the optical axis. The spherical aberration of the objective lens can add
different amounts of phases to the diffracted orders that pass through the lens, even when they are
in focus. Again, these added phases due to aberration will be compensated in the on-axis
conventional microscopy image but will degrade the image quality of off-axis illumination subimages of IIM. This spherical aberration is very well-known, and lens design techniques have been
developed to minimize the spherical aberrations usually by dividing the magnification between
multiple lens elements. However, a compound lens corrected for aberrations can still exhibit some
amount of aberration based on the experimental set-up. For example, the objective lens that we
have used in this work is spherical aberration corrected, but it is corrected for rays that are coming
from infinity. All the light coming from infinity will be focused on a single focus point, hence it
is called infinity corrected lens. In our experiment, light is actually scattered from a finite distance,
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and hence may not be focused on a single focus point. The optical system can present other
aberrations such as coma, astigmatism, field curvature, and geometrical distortions. Most of the
aberration of a lens happens at the edge of the lens compared to the center part [14]. One possible
approach to reducing the optical system's aberration effect is to stop the aperture at NA=0.36 for a
0.4 NA objective lens using a digital signal processing method. However, this method reduces the
resolution limit of the system. Stopping the numerical aperture at a lower point digitally will effect
the resolution capability of the IIM system. Again, stopping the numerical aperture of the lens
digitally very close to the actual numerical aperture of the lens will give more aberration effect in
the IIM images. Hence, we decided to use 90% of the original numerical aperture (NA =0.36 for a
0.4 NA objective lens) digitally to improve the image quality of IIM significantly without reducing
the resolution limit capability of the optical system. To articulate the effect of the optical system
aberration in IIM images, we created an arbitrary aberration profile at 532 nm for our optical
system using simulation. The profile is shown in 2.17. The aberration is represented as the phase
in radians, and the aberration value increases with the radial distance of the lens from the center.
It is assumed that the lens is center symmetric and telecentric. The profile that is considered here,
therefore, will be the same in all directions. The phase in fig.217 changes from -3 radians to +3
radians for NA=-0.4 to NA=+0.4, and the change in the sign of the phase happens as the diffracted
orders captured through the lens focused in the image plane from opposite directions.
To illustrate the example, we used a Manhattan structure of CD =260 nm, as shown in Fig.2.4
(a). The sub-images are then generated, adding this aberration profile in Matlab simulation. Next,
the final IIM image was reconstructed by combining these sub-images with the method described
in section 2.2. Linear rise and cutoff filters are used in the overlapping region to reconstruct the
final IIM image. The reconstructed image is shown in fig.2.18 (b). Lastly, the IIM image is
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reconstructed again from the same sub-images using the same procedure but digitally stopping the
numerical aperture of the objective lens at 0.36 instead of 0.4. The image achieved by restricting
the numerical aperture is shown in fig.2.18(c). For comparison, the image shown in fig.2.6 (c)
achieved using the linear cutoff filters in the overlapping regions and considering the aberrationfree optical system is shown again in fig.2.18(a).

Fig.2.17: An arbitrary optical system aberration profile for IIM system at λ = 532 nm.

(a)

(b)

(c)

Fig. 2.18: Reconstructed image for IIM with NA=0.4 objective lens with the linear rise and fall cutoff filters in the
overlapping regions-(a) with an aberration-free optical system (NA =0.4), (b) with aberration in the optical system (NA
=0.4), and (c) with proposed correction method (NA =0.36).
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Both images (fig. 2.18(b-c)) of the aberrated optical system are compared with the ideal
reconstructed image shown in fig.2.4(c). The comparison results in terms of SSIM value are shown
in fig.2.19. The SSIM Value increases from 0.88 to 0.89 after digitally stopping numerical aperture
at 0.36, although some high-frequency components are missed in this image. The SSIM value was
0.91 in the aberration-free optical system simulation. Since the NA=0.36 cannot capture the very
high frequency components hence the correction method can improve the image quality but cannot
restore the original value of 0.91.

Fig.2.19: SSIM values for reconstructed images of fig. 2.6(c) and fig.2.14 (e-f) compared with the 1.38 NA image of
fig. 2.4(c).

2.7. Summary
In this chapter we discussed several IIM digital image reconstruction challenges that can
degrade the overall image quality of IIM. We have also proposed methods to address these issues.
The methods are compared mainly in simulation using a Manhattan structure of 260-nm critical
dimension with 2-μm-pitch calibration grating on the sides. For the proposed method of noise
reduction, we also have analyzed a Manhattan structure of CD=100 nm. These simulation results
suggest that the proposed correction methods effectively improve IIM image quality. Phase and
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frequency mismatch correction methods can enhance the quality of the image by ~20%. In the next
chapter, all these proposed image quality improvement methods will be applied to the experimental
IIM images, and their effectiveness will be analyzed more rigorously.
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Chapter 3
Image Quality Improvement for Synthetic Aperture Optical IIM
Experimental Results

“It doesn’t matter how beautiful your theory is…If it doesn’t agree with
experiment, it’s wrong.”
-Richard Feynman (Nobel Prize in Physics, 1965)

3.1 Introduction
In the previous chapter, we have discussed the challenges of image quality improvement for the
optical imaging interferometric microscopy system. We proposed several methods to address these
challenges. These proposed methods have shown effectiveness in simulation to improve the image
quality of IIM. The optical imaging improvement process described in the previous chapter is
applied to experimental images in this chapter. In addition to the correction method described in
the last chapter, we will also use morphological filtering in the final experimental output image of
IIM. This is an image quality enhancement technique. For the experiment with the IIM technique,
since all the sub-images are taken independently, the intensity matching between the sub-images
is a very challenging process. Mismatch in the intensity level of the sub-images can degrade the
image quality also. This was not a problem for the simulation images since all the sub-images were
generated from the same image of the structure. This intensity mismatching issue will be more
prominent for the half-immersion illumination technique’s sub-images. In the next chapter, the
matter will be discussed more with experimental images as examples. The morphological filtering
process allows us to enhance the image quality by convolving the original image with structured
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elements that are sets of more straightforward shapes and sizes [1]. Although the overlaps between
the sub-images can be considered to match the intensity levels between two consecutive subimages, we could not succeed following this approach in our experimental result of IIM. The detail
of this approach is discussed in chapter 6 as a suggestion for future research on IIM. For this
dissertation, we used morphological filters of different structural elements and sizes to improve
the image quality of IIM. The shapes of the structural elements and their respective lengths to
enhance an image’s quality are determined by visual inspections.
To illustrate the advantage of morphological filtering, we did a simulation with a
Manhattan structure of CD=260 nm, as shown in fig. 2.4 (a). The ideal reconstructed image of the
structure using a 1.38 NA objective lens (fictitious) and conventional coherent illumination on-axis
microscopy, shown in fig. 2.4(c) is shown again here in fig. 3.1(a) for ease of discussion. Next, we
generated sub-images for IIM with a NA =0.4 objective lens. The sub-image creation process is
the same as the one described in section 2.2 before. Here, instead of making all sub-images of the
same intensity, we arbitrarily changed the intensity levels for each sub-images. Sub-images were
created setting illumination angles at 0°,40°, and 80° with 0°, and 90° sample rotations. The
reconstructed IIM image with intensity mismatch between sub-images is shown in fig.3(b). The
image quality is degraded due to the intensity mismatch between sub-images. After that, we
applied morphological filters in the final IIM output image (fig.3.1(b)). We used a ‘square’
structural element on the sides to enhance the gratings, as the shapes of the gratings are closer to a
square shape. Since these are ‘ell’ shape lines for the Manhattan structures, we used two ‘line’
shape structural elements separately in 0° and 90° directions. When applied to the grayscale
images, the morphological filters fill out the pixel value with the neighborhood maximum or
minimum value depending on the selected function. In our analysis, we used the ‘dilation’ function
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for the ‘square’ structural element, which involves assigning the maximum value of the structuring
element of that neighborhood to each pixel. In our analysis, the neighborhood size was selected as
10 pixels for the ‘square’ element. The morphological ‘erosion’ function performs just the opposite
of the ‘dilation’ process; this function assigns the minimum value of the neighborhood to all pixels.
On the other hand, the ‘close’ function combines both these ‘dilation’ and ‘erosion’ functions. It
performs dilation followed by an erosion process in the image. For the Manhattan structure area,
we used the ‘close’ function with the ‘line’ structural element of length 5. The result achieved
after using the morphological filtering process is shown in fig.3.1(c). The image quality seems to
be improved over the previous one. To quantify, we compared both images of fig. 3.1 (b) and fig.
3.1(c) with fig. 3.1(a) individually. The respective SSIM values are shown in fig.3.2. The SSIM
increases from 0.61 to 0.73 after applying above mentioned morphological filter in the IIM image.
Linear cutoff filters are used in the overlapping regions of the sub-images to maintain uniform
frequency space coverage. The SSIM value found in section 2.3 for the same image (fig.2 .6c) was
0.91 in the absence of intensity mismatches between sub-images.

(a)

(b)

(c)

Fig. 3.1: (a) Ideal image with NA*=1.38 objective lens (fictitious) and coherent illumination conventional on-axis
microscopy (b) Reconstructed image with IIM and NA=0.4 objective lens in the presence of intensity mismatch
between sub-images, and (c) After applying morphological filtering approach to the previous image.
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Fig. 3.2: SSIM values after comparing the images of fig.3.1(b-c) with fig.3.1(a)

3.2. IIM experiment result for CD=260 nm Manhattan structure
The same critical dimension (CD=260 nm) Manhattan structure shown in chapter 2 is chosen for
the experiment. The illumination angles are set to 40° and 80° (IIM NA ~ 1.38) along with the
conventional coherent illumination on-axis microscopy. As described in the previous chapter, the
sample was rotated by 0° and 90° to collect dominant frequency components. To overcome the
challenges associated with noise, we applied a noise reduction algorithm based on a 7×7 median
filter and wavelet-based denoising. The median filter reduces additive noises (mainly shot or
impulse noise) from the sub-images without affecting the edges of the image [2]. The waveletbased denoising suppresses multiplicative noise (especially speckle noise) from the sub-images.
The wavelet-based process eliminates insignificant coefficients using a thresholding parameter to
eliminate noise from the images [3]. Lenses and the other optical components are imperfect and
add additional spatial frequency-dependent, phase, and frequency shifts. Typical aberrations vary
roughly as a high power of NA and are worse at the frequency space edges of each sub-image. To
overcome the problem, we digitally restrict the NA of the objective lens to 0.36 instead of 0.4. As
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mentioned in the previous chapter, we chose 0.36 NA digitally instead of a total of 0.4 NA to reduce
the optical system aberration effect without losing too much resolution of the system. The
resolution limit for this optical configuration drops from R~192 nm to R~198 nm. This will not
affect imaging the CD=260 nm Manhattan structure. In addition, some morphological filtering
processes (‘dilution’ function with ‘square’ shape for gratings on the sides and ‘close’ function
with ‘line’ shape for the Manhattan structure) are applied in the reconstructed final image using
Matlab [4] built-in functions. The final reconstructed IIM output image uses the morphological
filtering approach as a post-image processing step for quality enhancement. The experimental
images are captured with LabView software [5].
For this report, to illustrate the impact of the correction methods mentioned in the previous
chapter, an experimental IIM image is reconstructed after combining multiple sub-images and
without applying any correction methods. Darkfield and background images are subtracted in the
spatial domain for each sub-image to eliminate unwanted components. Sharp cutoff filters are used
in the overlapping regions of the sub-images in the frequency space to ensure uniform response
across the entire frequency space coverage of the composite final IIM image. The grayscale result
of the reconstruction process is shown in fig. 3.3(a).
Then we applied image quality enhancement techniques (noise reduction procedure, Gibb’s
artifacts reduction, frequency and phase mismatch corrections between sub-images, optical system
aberration correction, and morphological filtering for image enhancement process) to the final
reconstructed images shown in fig.3.3 (b-f). In fig. 3.3(b), the experimental sub-images are
combined using sharp cutoff filters in the overlapping regions of the sub-images in the frequency
space without adjustments for frequency deviation and phase. Only noise reduction process for
image quality improvement is applied in this image. Next, Gibb’s artifacts reduction with the linear
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rise and fall filters in the overlapping regions, and frequency and phase mismatch correction
method between sub-images are applied to fig.3.3(b). The image achieved after using these
correction methods is shown in fig.3.3(c). Fig. 3.3(d) shows the image acquired after applying the
optical system aberration reduction method. Finally, fig. 3.3(e) illustrates the effect of using the
morphological filtering approach in the IIM image. In fig. 3.3(f), we have shown the image
achieved after applying all the enhancement procedures; here, instead of linear cutoff filters in the
overlapping regions of the sub-images, we used Gaussian rise and fall filters in the overlapping
regions to reduce Gibb’s artifacts. Clearly, the images in fig.3.3(e-f) are much better than the image
in fig.3.3(a).
Next, all these reconstructed IIM images are compared with the simulation result achieved using
the 1.38 NA objective lens and conventional coherent illumination microscopy technique
(fig.2.4(c)). The image is shown again in fig.3.4(a) for ease of discussion in this chapter. A binary
image of fig. 3.4(a) is shown in fig. 3.4(b) for better visualization. The SSIM values achieved after
the comparison are demonstrated in fig. 3.5 below. The results illustrate that the correction
methods improve the image quality of IIM by ≥ 20%. The SSIM value improves from 0.48 to 0.59
after applying all the correction methods. The maximum SSIM value of 0.59 is achieved when we
used linear rise and fall cutoff filters in the overlapping regions of the sub-images in the frequency
space. Gaussian rise and fall filters in the overlapping frequency space of the sub-images give a
0.58 SSIM value. The maximum increment on SSIM values happens after applying the noise
reduction procedure and the morphological filtering approach to enhance image quality.
We also compared the Manhattan structure (partial image) separately to analyze the image
quality improvement in more detail. The SSIM comparison shows that the image quality of the
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Manhattan structure improves by ~20% (from 0.45 to 0.53) after applying all the proposed
correction methods.

(a)

(b)

(c)

(d)

(e)

(f)
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Fig.3.3: Experimental results (Grayscale images)- (a) Before applying any correction and using sharp cutoff filters in
the overlapping regions, (b) Applying noise reduction and using sharp cutoff filters in the overlapping regions, (c)
After applying linear cutoff filters in the overlapping regions, and using frequency and phase mismatch corrections
between sub-images along with the noise reduction method, (d) After applying the optical system aberration reduction
method on the previous image (e) After applying all corrections and using linear cutoff filters in the overlapping
regions, and (f) After applying all corrections and using Gaussian rise and fall cutoff filters in the overlapping regions

(a)

(b)

Fig.3.4: Simulated image for conventional on-axis coherent illumination microscopy with NA* =1.38 objective lens
(fictitious) - (a) Gray scale image, and (b) Binary image.
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Fig.3.5: SSIM values for reconstructed images of Fig.3.3 after comparing with the reconstructed simulation result of
1.38 NA objective lens and conventional coherent illumination microscopy technique shown in Fig. 3.4(a)

For better visualization and comparison purposes, we converted all the grayscale images shown
in fig. 3.3(a-f) to their corresponding binary images in fig. 3.6(a-f), respectively. The threshold
value for converting to binary images is chosen based on visual inspection of the images. In fig.
3.6 (c-d), we can clearly see the five nested ‘ell’ lines. On the other hand, in fig. 3.6(a-b), we can
see more lines than expected in the y-direction, and also, the corners are not connected properly.
The proposed correction method allows us to get the correct number of lines, improves the corners,
and improves the final reconstructed IIM image’s quality.

(a)

(b)

(c)

(d)
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(e)

(f)

Fig.3.6: Experimental results (Binary images)- (a) Before applying any correction and using sharp cutoff filters in the
overlapping regions, (b) Applying noise reduction and using sharp cutoff filters in the overlapping regions, (c) After
applying linear cutoff filters in the overlapping regions, and using frequency and phase mismatch corrections between
sub-images along with the noise reduction method, (d) After applying the optical system aberration reduction method
on the previous image (e) After applying all corrections and using linear cutoff filters in the overlapping regions, and
(f) After applying all corrections and using Gaussian rise and fall cutoff filters in the overlapping regions

Crosscuts of the experimental IIM images (fig. 3.3(e) and fig.3.6(e)) are taken in the xdirection (fig. 3.7(a-b)), and the corresponding intensity profiles are plotted in fig. 3.7(c). The CCD
camera used in the experiment has a sensor pixel size of 10×10 μm2. The optical magnification for
the experiment was set to ~300×. Hence, each pixel of the camera sensor corresponds to ~35 nm.
From the plot of fig. 3.7(c), all the lines and gaps between the lines are calculated as ~7 pixels (~
250 nm). For metrology, more pixels/line will increase the accuracy of line width calculation.
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(a)

(b)

(c)
Fig. 3.7: Intensity profiles for the crosscuts in the x-direction

3.3. Conclusion
In this chapter, the proposed image quality improvement methods are applied to the experimental
images to reconstruct a Manhattan structure of CD=260 nm. These methods successfully
demonstrate the effectiveness by improving the image quality of the final reconstructed
experimental IIM image. The Gibb’s artifacts reductions, and the phase and frequency mismatch
correction methods together can improve the IIM image quality for this imaging scenario.
Furthermore, by applying the additional correction techniques such as noise reduction, optical
system aberration corrections, and morphological filtering along with the phase and frequency
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deviation correction techniques can improve the IIM final reconstructed experimental image
quality by ~20%. These correction methods will be more significant in properly imaging smaller
critical dimension (CD < 100 nm) structures. The next chapter will analyze the effectiveness of all
these proposed image quality improvement methods in imaging lower critical dimension
structures.
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Chapter 4
Extending the Resolution Limit of Optical Imaging Interferometric
Microscopy with Half Immersion Technique

“I was wondering if there was still something profound that could be made with
light microscopy. So, I saw that the diffraction barrier was the only important problem
that had been left over.”
— Stefan W. Hell (Nobel Prize in Chemistry in 2014)

4.1 Introduction
In the synthetic aperture optical IIM technique, the object is illuminated from the air (n=1), and
the illumination angles are set to capture intermediate and higher frequencies. The effective NA
of the system was extended to ~(1+NA)/λ, setting illumination angles at 52° and 80° by Y.
Kuznetsova et al. in [1-2]. Their works have used a Manhattan structure that consists of five nested
'ell' lines and a square box. For a 532 nm source and a 0.4 NA objective lens, the maximum
resolution that can be achieved using 52°, and 80° off-axis illumination of the sample in air is ~200
nm. The resolution limit can be extended further by using the objective tilting technique. This
technique of tilting the sample can extend the maximum frequency space coverage up to 2/λ.
However, this method reduces the field-of-view drastically due to the nonparaxial frequency
transformation process [1,3]. Several other techniques have been demonstrated to extend the
resolution limit of the optical system [4-6]. Another well-known technique of increasing the
resolution limit is the immersion technique. The traditional oil immersion microscopy that uses a
76

1.3-1.4 NA lens can extend the resolution limit of the system by adapting the off-axis illumination
technique [7-8]. For applications to circuits on the silicon substrate (NA~ 3.5), the solid-immersion
technique can achieve a very high resolution [9]. However, due to practical issues such as the
immersion fluids' compatibility with the sample, this solid-immersion technique is challenging for
various applications [10].
A. Neumann et al. in [11] successfully demonstrated the concept of imaging by immersion
technique. They were able to extend the frequency space coverage of IIM to (nsub +NA)/λ. Here,
nsub is the refractive index of the substrate. The object in this situation is illuminated by an
evanescent wave [11]. This technique is known as the half immersion technique, where
illumination is done from a high refractive index substrate, and the scattered light is collected in
the air. This illumination technique is similar to the total-internal-reflection fluorescence (TIRF)
microscopy. In this case, instead of doing the off-axis illumination in the air, the illumination is
done by propagating the light beyond the total-internal-reflection angle in the transparent substrate
[11]. An evanescent wave is associated with the TIR process. This wave extends beyond the
substrate into the sample region. The nanoscale object then scatters the wave into propagating
waves in air. These propagating waves are the higher diffracted orders of the object and carry highfrequency information, which is essential in reconstructing the object details. The collection of the
far-field propagating scattered waves are done in the air. The schematic of the half-immersion
techniques is shown in fig. 4.1 below. The resolution limit for the half-immersion technique using
Abbe's theory can be described as follows:
𝑅~ 2∗(𝑛

𝜆

𝑠𝑢𝑏 +𝑁𝐴)
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(4.1)

Fig. 4.1: Schematic for the half-immersion technique of IIM

A. Neumann et al., in their contribution, extend the resolution of IIM to ~150 nm using a 0.4
NA lens at a 633 nm coherent source. The half immersion illumination technique was done using
an evanescent wave in a transparent glass substrate. The illumination through the substrate was
achieved by using the edge illumination method. This edge illumination method illuminates the
substrate by an off-axis illumination beam with an incidence angle onto the substrate greater than
the critical angle (αil ≥ θc). Illuminating the object through the edge of a transparent substrate allows
us to extend the frequency space coverage to (nsub +NAlens)/λ.

4.2 Extending the resolution limit of IIM to ≤ 100 nm with half immersion technique
As mentioned previously, the resolution limit can be improved using half-immersion technique
using a higher refractive index material substrate or using a shorter wavelength coherent source
for illumination. From eq. 4.1, we see that for a sapphire (Al203) substrate and a 405 nm wavelength
coherent source (blue laser), the resolution limit of IIM can be extended to ≤ 100 nm with a 0.4
NA objective lens and half immersion technique. The refractive index of sapphire (nsapphire) at 405
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nm is 1.78. Therefore, the frequency space coverage will be extended to 2.18/λ and the resolution
limit of the IIM system will be extended to ~90 nm at 405 nm [12].
In this work, we used a Manhattan pattern (fig.4.2a). All nested ‘ell’ pattern lines and gaps
between lines (CD or half-pitch) are 100 nm in this case. We took images for this structure both in
the x- and y-directions. Images were taken at 0°,45°, 80° and using half immersion (illumination
through the edge/side of the substrate). All sub-images were combined in Fourier space to form a
final full image reconstructed in the spatial domain. Several correction methods, including optical
system aberration correction; frequency mismatch and mutual phase correction between subimages; overlapping region correction to maintain uniform response across frequency space, and
noise reduction methods mentioned in the previous chapter, are applied to improve the image
quality.
Fig.4.2(a) shows a Manhattan structure with CD=100 nm and a 1.2-μm grating on the sides.
The frequency space coverage of the conventional coherent illumination microscopy techniques
with NA* =2.18 objective lens and NA =0.4 objective lens is shown in fig. 4.2 (b), along with the
frequency space representation of the structure shown in fig. 4.2(a). The simulated image using a
fictitious 2.18 NA objective lens and conventional coherent illumination microscopy is shown in
fig. 4.2 (c). Fig. 4.2 (d) below shows the simulated image of the structure with a 0.4 NA objective
lens and the conventional coherent illumination microscopy technique. The frequency space
coverage using IIM and NA= 0.4 objective lens is shown in fig. 4.2(e). The simulation result of
reconstructing the structure using a 0.4 NA objective lens and IIM is shown in fig. 4.2 (f). The
linear rise and fall cut-off filters are used in the overlapping regions to maintain uniform frequency
responses during the reconstruction process.
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 4.2: (a) Manhattan structure with critical dimension, CD=100 nm, (b) Frequency space coverages for NA* =2.18
objective lens (fictitious), and NA = 0.4 objective lens with conventional on-axis coherent illumination microscopy
system, (c) Image for conventional on-axis coherent illumination microscopy with NA* =2.18 objective lens
(fictitious), (d) Image for conventional on-axis coherent illumination microscopy with NA =0.4 objective lens, (e)
Frequency space coverage for NA=0.4 and IIM system, and (f) Reconstructed image for IIM with NA=0.4 objective
lens in the absence of frequency and phase errors, and using linear cut-off filers in the overlapping regions.

The experimental results for CD=100 nm Manhattan structures are shown in fig.4.3 below.
The experimental result achieved using the IIM technique is shown in fig. 4.3 (a). In this image,
none of the correction methods described in the previous chapters have been applied. The result of
using noise reduction, optical system aberration reduction, and morphological filtering to improve
image quality is shown in fig. 4.3 (b). For noise reduction, a 3×3 median filter followed by the
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wavelet denoising method is applied to all sub-images individually. For wavelet-based denoising
to reduce speckle noise effect from sub-images the ‘bior3.5’ wavelet of level 5 is used in this image
reconstruction process. After that, this noise reduction method (median filtering followed by
wavelet denoising) is also applied to the final composite IIM image to reduce the noise effect. The
morphological filtering is applied to the final reconstructed IIM image. Matlab’s built-in ‘imdilate’
morphological function of ‘square’ shape is applied for the gratings on the sides to improve the
image quality of IIM. Matlab’s built-in ‘imclose’ function of the ‘line’ shape is used for
morphological filtering of the image's Manhattan structure. The intensity levels are adjusted
separately for two different morphological filters of the image to highlight the Manhattan structure.
This adjustment is done by visual inspection. To reduce the optical system aberration, the
frequency space coverage of each sub-image is restricted digitally to NA = 0.36 instead of NA =0.4.
The result of applying all the correction methods (noise reduction, frequency and phase mismatch
corrections, Gibb’s artifacts reduction, optical system aberration reduction, and morphological
filtering) in the experimental image of IIM is shown in fig. 4.3 (c). From fig. 4.3(c) we can see
that the image quality has been improved for IIM’s experimental image after applying all the
correction methods. The linear cut-off filters are used in the overlapping regions to reduce Gibb’s
artifacts in this corrected image. As can be seen from the results of previous chapters (chapter 2
and chapter 3), both the linear rise and fall filters, and the gaussian filters in the overlapping regions
of sub-images give similar performance in reducing Gibb’s artifacts from a composite final IIM
image. The linear rise and fall filters are easier to design than the Gaussian filters in the overlapping
regions of the sub-images to maintain uniform frequency response. Therefore, we have considered
the linear rise and fall cut-off filters for our analysis in this chapter.
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 4.3: Experimental results (Grayscale images)- (a) Before applying any correction and using sharp cutoff filters in
the overlapping regions, (b) Applying noise reduction and using sharp cutoff filters in the overlapping regions, (c)
After applying linear cutoff filters in the overlapping regions, and using frequency and phase mismatch corrections
between sub-images along with the noise reduction method, (d) After applying the optical system aberration reduction
method on the previous image (e) After applying all corrections and using linear cutoff filters in the overlapping
regions, and (f) After applying all corrections and using Gaussian rise and fall cutoff filters in the overlapping regions

It is important to note that the amplitude matching between sub-images imposes an issue in
improving the image quality of IIM. The half-immersion sub-images usually have very low
intensity but capture the dominant frequency components. In this case of imaging CD=100 nm
Manhattan structure, the significant frequency components of the structure are captured by the
half-immersion sub-images, and the intensity level of the image needs to be adjusted manually.
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During the adjustment process, the other frequency components (grating structure frequencies in
this case) get over-amplified compared to the harmonics captured by the other off-axis illumination
sub-images. This degrades the IIM’s image quality.
To quantify the improvements of the experimental IIM image after applying the correction
methods, we used the Structural Similarity Index Metric (SSIM) to compare the grayscale
experimental images. The images of fig. 4.3(a-f), are compared individually with the grayscale
simulation image of fig. 4.2(c) is achieved using 2.18 NA fictitious objective lens and conventional
on-axis coherent illumination microscopy. The comparison result is shown in fig. 4.4. The
correction methods can improve the SSIM values from 0.34 to 0.50. To analyze the image quality
improvement in more detail, we compared the Manhattan structure (partial image) separately. The
SSIM comparison shows that the image quality of the Manhattan structure improves from 0.41 to
0.53 after applying all the proposed correction methods. The half immersion sub-images (last circle
in fig. 4.2(e)) in both x- and y- directions are significant in this imaging case. Still, they do not
have any intersections with the other off-axis illumination sub-images in the overlapping
frequency regions. As a result, the phase and frequency mismatch corrections are not effective in
improving the quality of the IIM image. Also, these sub-images have sharp cut-offs in the
frequency space. Therefore, the image quality of IIM does not improve much after replacing the
sharp cut-off filters with the linear cut-off filters.
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Fig. 4.4: SSIM values for reconstructed images of Fig.4.3(a-f) after comparing with the reconstructed simulation result
of 2.18 NA objective lens and conventional coherent illumination microscopy technique shown in Fig. 4.2 (c).

For better visualization and comparison purposes, the grayscale images of fig. 4.3 are
converted to binary images. The trial-and-error process, and visualization process are used to
determine the threshold value for converting grayscale images to binary images. Fig. 4.5 (a-f)
represents the binary images of fig.4.3 (a-f), respectively. The image quality improves noticeably
after applying the correction methods. The experimental result of using the on-axis coherent
illumination sub-image (conventional microscopy) with a NA =0.4 objective lens is shown in fig.
4.5 (g) for comparison. None of the nested ‘ell’ lines are visible in this image due to the resolution
limit restriction. The resolution has been improved dramatically using IIM compared to the
conventional on-axis coherent illumination image
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(a)

(b)

(c)

(d)

(e)

(f)

(g)
Fig. 4.5: Experimental results (Binary images)- )- (a) Before applying any correction and using sharp cutoff filters in
the overlapping regions, (b) Applying noise reduction and using sharp cutoff filters in the overlapping regions, (c)
After applying linear cutoff filters in the overlapping regions, and using frequency and phase mismatch corrections
between sub-images along with the noise reduction method, (d) After applying the optical system aberration reduction
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method on the previous image (e) After applying all corrections and using linear cutoff filters in the overlapping
regions, (f) After applying all corrections and using Gaussian rise and fall cutoff filters in the overlapping regions and
(g) Conventional on-axis coherent illumination microscopy image using NA =0.4 objective lens.

A crosscut of the experimental IIM image is taken in the x-direction (fig. 4.6(a-b)), and the
corresponding intensity profile is plotted in fig. 4.6(c). The CCD camera used in the experiment
has a sensor pixel size of 10×10 μm2. The optical magnification for the experiment was set to
~300×. Hence, each pixel of the camera sensor corresponds to ~35 nm. From the plot of fig. 4.6(c),
all the lines and gaps between the lines are ~3 pixels (~ 105 nm). Adding more pixels/line will
allow us to calculate the widths of the lines and the gaps between them more accurately.

(a)

(b)

(c)
Fig. 4.6: Intensity profile for the crosscut in the x-direction
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Further improvement of resolution is possible by using a higher refractive index transparent
material as the substrate. Titanium dioxide (TiO2) can be a promising solution for that. The
refractive index for Titanium dioxide is 2.33 at 532 nm and 2.45 at 405 nm [13]. However, the
primary barrier of using higher refractive index material as the substrate is that many higher
refractive index materials, including Titanium dioxide substrates, has a high absorption coefficient
at λ = 532 nm (green laser source) to 405 nm (blue laser source) range. As a result, it is not possible
to illuminate the object properly by doing the side/edge illumination in half-immersion technique.
A possible approach to solving this issue is using a thin film of the higher refractive index material
on a transparent substrate. The thin films of some higher refractive index materials are usually
transparent. This structure acts as a planar waveguide. Details about this structure and extending
the resolution limit of optical IIM using planar waveguide are described in the following section.

4.3 Extending the resolution limit of IIM using half immersion illumination technique using
a planar waveguide
In this work to extend the resolution, a thin film (~200 nm) of titanium dioxide is deposited as a
superstrate (nsuper =2.17 for 200 nm thickness at 532 nm [13]) on top of the 0.7 mm thick glass
substrate (nsub=1.5 at 532 nm [13]) using an e-beam evaporation process [14]. To illustrate the
concept of frequency space coverage, a Manhattan structure of 120 nm critical dimension or
resolution is used. The frequency space coverage for the IIM technique with half immersion on
Titanium dioxide along with the other sub-images is illustrated in fig. 4.7(b). The sub-images for
IIM are taken at 0° (conventional coherent illumination microscopy), 40°, and 80° angles in air.
The sample is rotated in the x- and y-directions to cover the significant frequency components of
the structure. Conventional on-axis coherent illumination microscopy extends the frequency space
coverage to 0.4/λ and covers the low-frequency components. By setting αill = 40° and 80°, we can
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capture the intermediate frequencies, and the frequency space coverage can be extended to 1.38/λ.
Off-axis illuminations set the center of the sub-images circle (shown in fig. 4.7 (b)) at sin(αill)/λ.
Theoretically, it is possible to do off-axis illumination in the air at 90°. However, due to high
reflections associated with higher angle illuminations, we opted to illuminate the object at 80°. In
addition to the other off-axis illuminations, the object is also illuminated through the glass substrate
and thin-film superstrate using half immersion illumination technique. By introducing these
additional illumination angles, we can have a continuous frequency space coverage from 0 to
(nsuperstrate + NA)/λ, where, nsuperstrate is the refractive index of the superstrate. The illumination
angles are chosen such that there are some overlaps between the consecutive sub-images. These
overlaps will help us to correct the phase and frequency mismatches between the sub-images. Due
to these overlaps, some of the frequency components will be repeated twice. A sharp cut-off filter
in the frequency domain will ensure the uniform frequency response across the entire frequency
space coverage. However, as mentioned in previous chapters, these sharp cut-off filters will
generate Gibb's artifacts which will reduce the image quality. The linear rise and fall filters are
used instead of the sharp cut-off filters in the overlapping regions to maintain uniform frequency
response and reduce Gibb's artifacts. This filtering process and the other correction procedures
(phase and frequency mismatch corrections) to increase image quality are discussed in detail in
previous chapters.
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(a)

(b)

Fig. 4.7: (a) Manhattan structure with CD=120 nm, (b) frequency space coverage with IIM and NA = 0.4 objective
lens (including evanescent-wave illumination in the glass substrate and TiO2 thin film superstrate)

The resolution limit of IIM can be increased even further by using a higher refractive material
as a thin film superstrate in a planar waveguide. However, illuminating the object through such a
thin film superstrate is challenging and imposes a significant bottleneck for this half immersion
technique. It is hard to distinguish the coupling of the extreme off-axis illumination light in the
thin film superstrate from the coupling of the light in the thick transparent substrate during the
experiment. Even if the light gets coupled in the thin film superstrate during the half-immersion
illumination process, the coupling efficiency remains very poor. This is because the beam width
is usually much larger than the thickness of the thin film. Focusing the illumination beam just
before entering the superstrate can solve the problem but will increase the experimental set-up’s
complexity. This chapter demonstrates using a grating coupler illumination technique on a planar
waveguide to adequately couple the illumination light in the superstrate. The details of the grating
coupler waveguide design and fabrication process will be discussed in section 4.4 below.
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4.4 Extending the resolution limit of IIM using grating coupler illumination technique
on a planar waveguide substrate
As mentioned in the previous section, we deposited a thin layer (~200 nm) of Titanium dioxide on
a thick 0.7mm thick glass sample. The thin film was deposited on a e-beam dielectric evaporator
deposition tool. The deposition rate was set to < 1 Å/sec to achieve a uniform deposition across
the entire sample. After that, the nanoscale feature size object was written atop of the sample with
the Electron Beam Lithography (EBL) process. Later, a 380 nm pitch size grating was produced
both in the x- and y- directions on the sample with the help of the Interferometric Lithography (IL)
process [15]. After the electron beam evaporation process, we first coated the sample with the
ICON 16 anti-reflection coating (ARC) to make this grating. The sample was spun at 4000 rpm in
a spin coater to get a thickness of 80 nm. Next, the sample was baked at 190° C for 60 sec. The
layer of the ARC will act as a top cladding in the waveguide. The sample was then spin-coated
with a 1:1 diluted SPR 505 positive photoresists at 4000 rpm, and after that, the sample was baked
at 90° C again for 60 sec as prebaking step. This provided a resist thickness of ~250 nm. A flood
exposure was done with a mask exposing only one quadrant of the sample. Next, the IL process
was used to create 380 nm pitch size grating on the sample. Post-baking after IL exposure was
done at 110° C for 90 sec. The MF321 developer was used to develop the grating on the sample,
and the development was done for 20 sec. The schematics of the sample (3D View and 2D side
view) are shown in Fig.4.8 (a-b).
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(a)

(b)
Fig. 4.8: Schematics of the grating coupler on a planar waveguide- (a) 3D top view, and (b) 2D side view

Next, we needed to know the number of the modes that will propagate in the waveguide and
the corresponding effective refractive index (neffective). In this experiment, we are interested only in
the Transverse Electric (TE) modes. The focused spot size of the diffracted orders of the object is
smaller in TE modes than the Transverse Magnetic (TM) modes. As a result, the resolution is
comparatively higher in the TE direction [3]. To find the waveguide's effective refractive index,
we used the Lumerical [16] mode solver software with the above schematic. We found the effective
refractive index of the first guided mode in the waveguide as, neffective =2 for the transverse electric
(TE) mode propagation. The electric field profile in the transverse direction is shown in fig.4.9.
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Next, we calculate the illumination angle required for coupling that mode using the following
grating coupler formula [17]:
𝜆

𝑆𝑖𝑛(𝜃𝑖𝑛𝑐 ) + 𝑗 𝑑 = 𝑛𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒

[2]

Here, d (=380 nm) is the pitch size of the grating, λ =532 nm, j (=1) is the grating order and 𝜃𝑖𝑛𝑐
Is the angle of an incident at the grating for coupling. With these parameters, the coupling can be
calculated at 37°. A simulation has been done in Lumerical FDTD (Finite Difference Time Domain
method) software [18] for the waveguide shown in fig. 4.8, to confirm the coupling angle and to
estimate the coupling efficiency. The result is shown in Fig. 4.10 (a). The simulation confirms that
the coupling at the titanium dioxide superstrate will occur at ~37° incident angle. With a full scan
of angles from 0° to 90°, we can see that light can be coupled into the waveguide also at the angle
of ~9°. This is the second guided mode of the waveguide. The effective refractive index of the
waveguide for this mode is neffective *=1.56. This mode has a coupling efficiency of ≤ 50% from
the coupling efficiency of the first mode. As the refractive index of the second mode is not so high,
it will not be too helpful for imaging with IIM. The electric filed intensity profile of both these
modes are shown in fig. 4.11. For the second mode, most of the energy is confined in the ARC,
and a relatively low amount in the TiO2 thin film. Although the second guided mode will have
more intensity at the sample, the drawback for this mode is the lower effective refractive index of
the waveguide, which will not help significantly to increase the system's resolution limit.
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Fig. 4.9: Electric field prolife in the transverse direction for the first TE guided mode of the waveguide

(a)

(b)
Fig. 4.10: Efficiency vs. coupling angle (FDTD simulation)
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(a)

(b)

Fig.4.11: Propagating modes- (a) neffective =2, (b) neffective *=1.56

4.5 Results of grating coupler illumination technique on a waveguide
In section 4.3, we discussed off-axis illumination to capture intermediate frequency and extend
frequency space coverage range. For this reason, we used αill = 40°, 80° in the air along with the
conventional on-axis coherent illumination microscopy (αill = 0°) to illuminate the object in the
sample. The other two extreme off-axis illumination for evanescent wave illumination of the object
is accomplished by doing a half immersion in the glass substrate and the last one by illuminating
the grating structure in the sample with an incident angle (𝜃𝑖𝑛𝑐 ) of 37° (evanescent-wave
illumination in Titanium dioxide superstrate). The sample is rotated in 0° and 90° directions to
capture dominant frequency components. It is important to note that the experiment's reinjected
zero-order reference beam (αref in fig. 4.1) was fixed 80° with a magnification of 20x. As a result,
some of the frequency components in the experiment were up shifted (αill =40°), and others were
downshifted (for both half immersion illuminations in glass and Titanium dioxide) from the
original frequency space. Later, the frequencies were up/downshifted accordingly using digital
signal processing technique in Matlab [19] to restore their original frequency space coverage.
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Another important point to note is that all of the experimental images presented in this section are
color reversed digitally to be consistent with the simulation result. The original experimental
images were inverted (the structure was black, and the background was white). Fig.4.12(a) below
shows a Manhattan structure with CD=120 nm. The structure has 2400 nm pitch size gratings on
the vertical sides and 1600nm on the horizontal sides. The frequency space coverage of the
conventional coherent illumination microscopy techniques with NA* =2.4 objective lens, and with
NA =0.4 objective lens is shown in fig. 4.12 (b) along with the Fourier space representation of the
structure shown in fig. 4.12(a). The simulated image achieved using a fictitious 2.4 NA objective
lens and conventional coherent illumination microscopy is shown in fig. 4.12 (c). Fig. 4.12 (d)
below shows the simulated image of the Manhattan structure with a 0.4 NA objective lens and the
conventional coherent illumination microscopy technique. The frequency space coverage using
IIM and NA= 0.4 objective lens is shown in fig. 4.12(e). The simulation result of reconstructing
the structure using a 0.4 NA objective lens and IIM is shown in fig. 4.12 (f). The linear rise and
fall cut-off filters are used in the overlapping regions to maintain uniform frequency responses in
this reconstruction process.

(a)

(b)
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(c)

(d)

(e)

(f)

Fig. 4.12: (a) Manhattan structure with critical dimension, CD=120 nm, (b) Frequency space coverages for NA* =2.4
objective lens (fictitious), and NA = 0.4 objective lens with conventional on-axis coherent illumination microscopy
system, (c) Image for conventional on-axis coherent illumination microscopy with NA* =2.4 objective lens (fictitious),
(d) Image for conventional on-axis coherent illumination microscopy with NA =0.4 objective lens, (e) Frequency
space coverage for NA=0.4 and IIM system, and (f) Reconstructed image for IIM with NA=0.4 objective lens in the
absence of frequency and phase errors, and using linear cut-off filers in the overlapping regions.

The experimental results for CD=120 nm Manhattan structures are shown in fig.4.13 below.
The experimental result achieved using the IIM technique is shown in fig. 4.13 (a). In this image,
none of the correction methods described in the previous chapters are applied. The result achieved
after using the noise reduction, optical system aberration reduction, and morphological filtering to
improve image quality is shown in fig. 4.13 (b). For noise reduction, a 3×3 median filter followed
by the wavelet denoising method is applied to all sub-images individually. For wavelet-based
denoising to reduce speckle noise effect from sub-images ‘bior3.5’ wavelet of level 5 is used in
this case. After that, this noise reduction method (median filtering followed by wavelet denoising)
is applied to the final composite IIM image to reduce the noise effect. The morphological filtering
is applied to the final reconstructed IIM image. Matlab’s built-in ‘imdilate’ morphological function
of ‘square’ shape is applied for the gratings on the sides. Matlab’s built-in ‘imclose’ function of
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the ‘line’ shape is used for morphological filtering of the image's Manhattan structure. The
intensity levels are adjusted separately for two different morphological filters to highlight the
Manhattan structure in the image. To reduce the optical system aberration, the frequency space
coverage for each sub-images is restricted digitally to NA = 0.36 instead of NA =0.4. The result of
applying all the correction methods (noise reduction, frequency and phase mismatch corrections,
Gibb’s artifacts reduction, optical system aberration reduction, and morphological filtering) in the
experimental image of IIM is shown in fig. 4.13 (c). The image quality has been improved for
IIM’s experimental image after applying all the correction methods. The linear cut-off filters are
used in the overlapping regions to reduce Gibb’s artifacts in this corrected image. It is important
to note that, likewise CD=100 nm experimental image, the amplitude matching between subimages imposes an issue in improving the image quality of IIM. The half-immersion sub-images
usually have very low intensity but capture the dominant frequency components. In this case of
imaging CD=120 nm Manhattan structure, the significant frequency components of the structure
are captured by the half-immersion sub-images, and the intensity level of the image needs to be
adjusted manually.

(a)

(b)
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(c)

(d)

(e)

(f)

Fig. 4.13: Experimental results (Grayscale images)- (a) Before applying any correction and using sharp cutoff filters
in the overlapping regions, (b) Applying noise reduction and using sharp cutoff filters in the overlapping regions, (c)
After applying linear cutoff filters in the overlapping regions, and using frequency and phase mismatch corrections
between sub-images along with the noise reduction method, (d) After applying the optical system aberration reduction
method on the previous image (e) After applying all corrections and using linear cutoff filters in the overlapping
regions, and (f) After applying all corrections and using Gaussian rise and fall cutoff filters in the overlapping regions.

To quantify the improvements of the experimental IIM image after applying the correction
methods, we used SSIM to compare the grayscale experimental images. The images of fig. 4.13(af), are compared individually with the grayscale simulated image of fig. 4.12(c) which is achieved
using 2.4 NA fictitious objective lens and conventional on-axis coherent illumination microscopy
technique. The comparison result is shown in fig. 4.14. The correction methods can improve the
SSIM values from 0.31 to 0.42. The proposed Gibb’s reeducation method along with the phase
and frequency mismatch correction method can improve the image quality by > 5% (SSIM value
increases from 0.35 to 0.37).To analyze the image quality improvement in more detail, we also
separately compared the Manhattan structure (partial image) of the image. The SSIM comparison
shows that the image quality of the Manhattan structure improves by ~40% (from 0.33 to 0.47)
after applying all the proposed correction methods.
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Fig. 4.14: SSIM values for reconstructed images of Fig.4.13(a-f) after comparing with the reconstructed simulation
result of 2.4 NA objective lens and conventional coherent illumination microscopy technique shown in Fig. 4.12 (c).

For better visualization and comparison purposes, the grayscale images of fig. 4.13 are
converted to binary images. The trial-and-error process and visualization process are used to
determine the threshold value for converting grayscale images to binary images. Fig. 4.15 (a-f)
represents the binary images of fig.4.13 (a-f), respectively. The image quality improves noticeably
after applying all the correction methods. The experimental result of using the on-axis coherent
illumination sub-image (conventional microscopy) with a NA =0.4 objective lens is shown in fig.
4.15 (g) for comparison. None of the nested ‘ell’ lines are visible in this image due to the resolution
limit restriction. The resolution limit has been improved dramatically using IIM compared to the
conventional on-axis coherent illumination image. However, the sample contamination disturbs
the lift-off process during fabrication and hence degrades the image quality of the object.
Therefore, to get a better-quality image of the target object, it is essential to maintain a clean
fabrication process of the sample.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)
Fig. 4.15: Experimental results (Binary images)- (a) Before applying any correction and using sharp cutoff filters in
the overlapping regions, (b) Applying noise reduction and using sharp cutoff filters in the overlapping regions, (c)
After applying linear cutoff filters in the overlapping regions, and using frequency and phase mismatch corrections
between sub-images along with the noise reduction method, (d) After applying the optical system aberration reduction
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method on the previous image (e) After applying all corrections and using linear cutoff filters in the overlapping
regions, (f) After applying all corrections and using Gaussian rise and fall cutoff filters in the overlapping regions and
(g) Conventional on-axis coherent illumination microscopy image using NA =0.4 objective lens.

A crosscut of the experimental IIM image is taken in the x-direction (fig. 4.16(a-b)), and the
corresponding intensity profile is plotted in fig. 4.16(c). As expected from the plot of fig. 4.16(c),
we can see that all the lines and gaps between the lines are ~3.5 pixels (~ 120 nm).

(a)

(b)

(c)
Fig. 4.16: Intensity profile for the crosscut in the x-direction
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4.6 Conclusion
This chapter first demonstrated the resolution enhancement of optical IIM to ≤ 100 nm using the
half immersion technique with a sapphire substrate. We used a 0.4 NA objective lens and a 405 nm
wavelength source in this experiment to extend the resolution limit. Later, we demonstrated a
method of illuminating the object with evanescent-wave illumination in a planar waveguide to
extend the resolution limit. Also, we have demonstrated a technique of illuminating the object with
a grating coupler illumination technique in a planar waveguide to increase the coupling efficiency
of the system. The resolution can be achieved further (< 100 nm) using a higher refractive index
material as a thin film superstrate on a planar waveguide.

References
1. Y.Kuznetsova, A. Neumann, S.R.J. Brueck, "Imaging Interferometric Microscopy," J. Opt.
Soc. Am., A25. 811-822 (2008).
2. C. Schwarz, Y.Kuznetsova, S.R.J. Brueck, "Imaging Interferometric Microscopy," Opt. Lett.,
28, 1424-1426 (2003).
3. A. Neumann, Y.Kuznetsova, S.R.J. Brueck, in Optical Techniques for Solid-State Materials
Characterization, R.P.Prasankumar and A.J. Taylor, eds (CRC, 2011), pp. 533-574.
4. V. Mico, Z. Zalevsky, and J. Garcia, "Superresolution optical system by common-path
interferometry," Opt. Express,14,5168-5177(2006).
5. W. Lucosz, "Optical Systems with Resolving Powers Exceeding Classical Limit," J. Opt, Soc.
Am. 57,932-941 (1967).

102

6. A. Neumann, Y. Kuznetsova, and S. R. J. Brueck, "Structured illumination for the extension
of imaging interferometric microscopy," Opt. Express, 16, 6785-6793 (2008).
7. Y. Kuznetsova, A. Neumann, and S.R.J. Brueck, "Solid-immersion imaging interferometric
nanoscopy to the limits of available frequency space," J.Opt. Soc. Am, A29, 772-781 (2012).
8. A. Vainrub, O. Pustovyy, and V. Vodyanoy, "Resolution of 90 nm (λ∕5) in an optical
transmission microscope with annular condenser," Opt. Lett. 31, 2855–2857 (2006).
9. F. H. Koklu, S. B. Ippolito, B. B. Goldberg, and M. S. Unlu, "Subsurface microscopy of
integrated circuits with angular spectrum and polarization control," Opt. Lett. 34, 1261–1263
(2009).
10. Q. Wu, L. P. Ghislan, and V. B. Elings, "Imaging with Solid Immersion Lenses, Spatial
Resolution, and Applications," Proc. IEEE 88, 1491-1498 (2000).
11. A. Neumann, Y.Kuznetsova, S.R.J. Brueck, "Optical Resolution below λ/4 using synthetic
aperture microscopy and evanescent-wave illumination," Opt. Exp., 16, 20477-20483 (2008).
12. P. Dey, A. Neumann, and S. R. J. Brueck, "Resolution Enhancement for Optical Imaging
Interferometric Microscopy," in Frontiers in Optics + Laser Science APS/DLS, OSA
Technical Digest (Optical Society of America, 2019), paper JW4A.9.
13. https://refractiveindex.info
14. P. Dey, A. Neumann, and S. R. J. Brueck, "Optical Imaging Interferometric Microscopy with
Grating Coupler Illumination," in Frontiers in Optics + Laser Science APS/DLS, OSA
Technical Digest (Optical Society of America, 2021), paper JTh5A.55.
15. X. Chen and S. R. J. Brueck "Imaging interferometric lithography for arbitrary patterns", Proc.
SPIE

3331,

Emerging

Lithographic

https://doi.org/10.1117/12.309621

103

Technologies

II,

(1998);

16. Lumerical Nanophotonic FDTD Simulation Software.
17. S. Nezhadbadeh, A. Neumann, P. Zarkesh-Ha, and S. R. J. Brueck, "Chirped-grating
spectrometer-on-a-chip," Opt. Exp. 28, 24501-24510 (2020)
18. Lumerical Nanophotonic Mode Simulation Software.
19. MATLAB Release 2020a, The MathWorks, Inc., Natick, Massachusetts, United States.

Chapter 5
104

High-Resolution Optical Imaging Interferometric Microscopy for Imaging an
Arbitrary Biological Sample

“Why do we do basic research? To learn about ourselves.”
— Walter Gilbert (Nobel Prize in Chemistry in 1980)

5.1 Introduction
In the previous chapters, we have discussed that the resolution limit of optical microscopy can be
extended by using optical imaging interferometric microscopy (IIM), a synthetic aperture
technique. This microscopy technique uses multiple sub-images with a low numerical aperture
(NA) objective lens to achieve a high NA objective lens resolution. Previous work [1-7] has shown
that the resolution limit for optical microscopy can be extended to λ/4n using IIM with a known
structure. In most cases, a Manhattan pattern, commonly used in IC manufacturing, is used as a
known geometry to demonstrate the resolution enhancement technique. The Manhattan pattern
consisted of nested 'ell' lines, and the dominant frequency components were localized primarily
along with the fx and fy directions. Only x- (0°) and y-direction (90°) rotations of the sample were
sufficient to reconstruct this image-constrained structure. In this chapter, we extended the
application of IIM to imaging an arbitrary structure. A random structure consists of unknown
frequency components in unknown directions. This imposes a severe challenge for imaging with
IIM. Here, we image an arbitrary biological structure (fish heart cells) with a 0.4 NA objective lens
at 532 nm (Abbe limit: λ/2NA ~ 665 nm) and use IIM to achieve the resolution ≤ 300 nm with
images that compare favorably with images obtained with a 1.2 NA immersion lens.
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5.2 Method and result
In this work, we investigated a biological sample as an arbitrary structure for imaging. This
biological sample consists of sectioned, immobilized, and stained (hematoxylin-eosin) pupfish
(Cyprinodon labiosus) heart cells [8-9]. A fish heart cell's basic function is to perform highly
coordinated contraction of cardiac muscle in pumping the blood into the vessels of the circulatory
system [10]. In this 5-μm thick, stained sample, there are regions where several cells are confined
in a small area. Inside those regions, some cells overlap, and some are separated by short distances
(a few hundred nanometers). Our goal in this preliminary study is to identify cells that are very
close to each other (< 665 nm) and that are not detected as separate cells by conventional on-axis
coherent illumination microscopy using a 0.4 NA objective lens and λ = 532 nm. Since there is no
a priori knowledge of the structure, it was necessary to cover the entire 2D frequency space to
reconstruct the image accurately. To do so, the sample was rotated to the 45° and 135° directions
in addition to the x-direction (0°) and y-direction (90°). In all four cases, the illumination angle
was set to 52° to capture the high-frequency components, as illustrated in fig. 5.1(b). A coherent
on-axis illumination (conventional coherent microscopy) image was also taken to collect the lowfrequency components. These five images were then combined in the frequency domain and
transformed back to the spatial domain to form the final image. The 45° and 135° direction offaxis images require special signal-processing attention as some frequency components overlap
with x and y directional off-axis images, as seen in fig.5.1 (b). To maintain a uniform response
across the entire frequency space, these spectral regions need to be adjusted. In this experiment,
sharp cutoff filters are used to maintain a uniform frequency response for the entire frequency
space. Sharp cutoff filters are primarily used in 45° and 135° sample rotation sub-images. The
linear and Gaussian rise and fall filters are shown in chapter 2, primarily designed for the overlaps
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x (0° sample rotation)- and y (90° sample rotation)- directional sub-images in the frequency space.
There are no overlaps between the off-axis illumination sub-images and the conventional on-axis
coherent illumination sub-image due to setting the off-axis illumination at 52°. Gibb’s artifacts
reduction method and the phase and frequency correction method proposed in chapter 2 will not
be significantly effective in this case. Therefore these image quality improvement methods are not
applied in this work. The frequency space coverage for an NA* = 1.2 objective lens system with
incoherent illumination microscopy is shown in fig.5.1(c) on the same scale. As shown in fig.1.1
of chapter 1, for incoherent illumination microscopy, the frequency space coverage extends to
2NA/λ. However, the optical system's modulation transfer function (MTF) is not constant across
the passband and reduces gradually until it reaches zero at the cutoff point of 2NA/λ.

(a)

(b)

(c)

Fig. 5.1: (a) Frequency space coverage for conventional on-axis coherent microscopy (NA = 0.4), (b) Frequency space
coverage for IIM (NA = 0.4) with one set of off-axis sub-images: yellow, gold, blue and red circles represent frequency
space covered after rotating sample by 0°, 45°, 90° and 135° with αill = 52°, and the central green circle represents
frequency space covered by conventional coherent microscopy [as in (a)], the coverage extends out to 3NA/λ and (c)
Frequency space coverage for conventional incoherent illumination microscopy (NA* = 1.2); the central circle (yellow
dotted) represents the region of frequency space covered with a modulation transfer function (MTF) > 40% at NA/λ,
while the light green circle extends to 2NA/λ with a reduced MTF.
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In this chapter, all image processing was done using Matlab [11]. Fig. 5.2 below shows the
result of taking only an on-axis coherent illumination image. In this case, the frequency space
coverage is restricted to 0.4/λ. The denoising approach [12-14], described in the previous chapters,
is used here to improve the image quality of the sub-images. For wavelet-based denoising, 5th level
decomposition and 'bior3.5' wavelet are used. In this work, we have used a 21×21 median filter
for denoising (as detailed below, 21 pixels corresponds to a distance of ~  10×17.25 nm =  172.5
nm). The filter size was chosen based on a visual inspection of the result. We investigated from
1×1 to 41×41 size median filters to find a better quality image. In our work, the 21×21 size median
filter can significantly reduce additive noise from the images without drastically increasing the
computation time and losing too much image contrast. The details on optimizing the filter size are
discussed later in this chapter. The grayscale result before using the denoising method is shown in
fig. 5.2 (a). Fig. 5.2 (b) shows the result achieved after using the proposed denoising method. In
this work, we avoid using morphological filtering of the arbitrary structure to enhance the image
quality, as this method may change the shape of the cells in the reconstructed image. Only the
optical system aberration reduction method is applied in the reconstructed images after using the
noise correction method to improve the system's image quality. The result of using 0.36 NA
digitally to reduce the optical system aberration effect is shown in fig. 5.2(c). The green circle in
fig.5.2(c) is the area of our interest in this work. Some of the cells in the green circle area seem to
be overlapping in this image. Our focus is to analyze with IIM to see whether the cells actually
overlap or appear overlapped due to a limitation of conventional microscopy.
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(a)

(b)

(c)
Fig. 5.2: Result of conventional on-axis coherent microscopy with NA = 0.4 objective lenses at λ = 532 nm - (a) before
applying any correction method, (b) after applying noise correction method, and (c) after applying noise correction,
and optical system aberration reduction methods.

An image using conventional incoherent microscopy with a NA* =1.2 objective lens (water
immersion) and incoherent illumination with a 532 nm LED is shown in fig. 5.3. Extending the
frequency space coverage to 1.2/λ allows capturing additional high-frequency information
corresponding to the structure edges. In fig. 5.3 in the upper region of the sample (green circle),
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we can see that the cells are not fully overlapped but are separated by small distances. Since these
distances are smaller than the resolution limit (R ~ 665 nm) of on-axis coherent microscopy with
NA=0.4 lens, cells separations are not clear, and they appear as a single large cell in fig. 5.2 (a,b,
and c).

Fig. 5.3: Grayscale image of incoherent microscopy with a NA* = 1.2 objective lens (Water Immersion)

Lastly, we analyze the same regions with the IIM technique. We combine all images taken
with off-axis illumination to capture the high-frequency components. This off-axis illumination
technique extends the frequency space coverage to 1.2/λ and extends the resolution limit to ~
220nm. The result of this IIM technique is shown in fig. 5.4 (a) without using any correction
method. The result achieved after reducing noise from sub-images using the 21×21 size median
filter and wavelet-based denoising approach (‘bior3.5’ wavelet with 5th level denoising) is shown
in fig. 5.4 (b). Later, the optical system aberration effect reduction method of using NA =0.36
digitally is applied on the image of fig.5.4(b). The result achieved after this correction procedure
is shown in fig. 5.4(c). The IIM result of fig. 5.4 (c) is similar to the image of fig. 5.3, shown above.
The separation between the cells is now visible in the sample's top region (green circle). Also, in
fig. 5.4(c), we can see that the sides of the cells are not so smooth, as it is presented in fig. 5.2(c).
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This is because the high-frequency components of the structures are missing in fig.5.2(c). The
image of fig.5.3, obtained using NA*=1.2 water immersion lens, also confirms that the edges of
the cells are not too smooth. This will be more clearly visible in the binary image that we will
show later in this chapter.

(a)

(b)

(c)
Fig. 5.4: Result of five sub-image IIM with a 0.4 NA objective lens at λ = 532 nm (Grayscale images) - (a) before
applying any correction method, (b) after applying noise correction method, and (c) after applying noise correction,
and optical system aberration reduction methods.
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In this experiment, the CMOS Camera has a sensor pixel size of 3.45×3.45 μm2. As the
imaging magnification was set to 200×, each camera pixel corresponds to a 17.25×17.25 nm2 area.
By calculating the pixel difference for separated cells in Matlab, for the interested region (green
circle), the distance between the top two cells is ~ 295 nm. The bottom two cells of this region are
apart by ~340 nm. The result of distance calculations using Matlab is shown in fig. 5.5. All these
distances are less than 665 nm, and as a result, they were not observable in the on-axis coherent
illumination microscopy image with a 0.4 NA objective lens. In this image, only our area of interest
is focused (green circle in fig.5.4(c)).

Fig. 5.5: (Grayscale Image)-Result of separation distance calculations for IIM image of fig.5.4(c)

To visualize clearly and for better comparison, the grayscale images obtained applying the
correction methods, and the incoherent illumination microscopy image are converted to binary
images. The threshold value for converting the grayscale images to binary images is chosen by
trial-and-error process and visual inspection. This experiment chose the threshold value for
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converting grayscales images to corresponding binary images as 0.35. The related binary images
of fig.5.2 (c), fig. 5.3 and fig. 5.4(c) are shown in fig. 5.6(a-c), respectively. As can be seen in the
IIM image (fig.5.6(c)) and the incoherent illumination image (fig.5.6(b)), the edges of the cells are
not so smooth and have a lot of sharp features. These sharp features correspond to high-frequency
components in the frequency space. Since these components are not captured in the conventional
microscopy image (fig.5.6(a)), the cells' edges appear much smoother in the image. The
separations of the cells in the green circle area are more clearly visible in the IIM image (fig.5.4(c))
now. The cells seem to be connected in the conventional on-axis microscopy image with a 0.4 NA
objective lens (fig.5.4(a)-green circle area).

(a)

(b)

(c)

Fig.5.6: Binary images - (a) Result of conventional on-axis coherent microscopy with NA = 0.4 objective lens, (b)
Result of incoherent microscopy with NA* = 1.2 objective lens (water Immersion), and (c) Result of five sub-images
IIM with NA = 0.4 objective lens.

The distances between the cells are calculated again from the binary image obtained by
IIM (fig. 5.6c). The reason for performing the separation distance calculation again is to confirm
that the binary image conversion process does not alter the shapes of the structures. To calculate
the separation distances from the binary image, we first used Matlab's built-in 'edge' function with
the ‘canny’ method to see the edges of all the cells. ‘Canny’ method can detect weak and strong
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edges of the structure using local maxima of the gradient of the image [11]. Later, from the edges
of the cells, we calculated the separation distance between the top two cells in the top region (green
circle) as ~285 nm; bottom two cells of the same area as ~325 nm. The separation distance
calculations from the edges are shown in fig. 5.7 below. The results of separation distance
calculations between the cells are almost identical for both grayscale image (fig. 5.5) and binary
edge image (fig.5.7). The results confirm that the threshold value approximation is correct for this
experiment.

Fig. 5.7: (Binary image)-Result of separation distance calculations from the edges of the cells of fig.5.6(c)

The quality of the IIM images can be improved further by applying additional signal
processing techniques. Lack of precision in the alignment of the rotation axis to the observation
region, the rotation angle in rotating the sample, in adjusting illumination angle, αill and reference
angle, αref create frequency and phase mismatch between sub-images, which degrade the image
quality. One approach is to image these unknown biological structures and some known grating
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structures together to ensure a more precise reconstruction process. Another method is to allow
some frequency overlap between sub-images and use the overlap to match spectral components.
These correction methods were described in previous chapters and were applied to the known
structure for imaging experimentally. These correction methods can also be applied for imaging
unknown structures. However, the sample preparation using a known grating structure along with
the biological specimen will require further research.
In this work, to estimate optimum median filter size, we simulated with grating structures
of half-pitch 300 nm. For the grating structure, the median filter size was varied from 1×1
(17.25×17.25 nm2) to 41×41 (707×707 nm2) to investigate the effect of filter size in half-pitch
calculations. The result of using 1×1, 11×11, 21×21, 31×31, and 41×41 pixels size median filters
on the 300 nm pitch size grating image is shown in fig. 5.8(a-e), respectively. From the images in
fig.5.8, we can see that as the size of the median filter increases, the contrast of the image decreases.
The average half-pitch calculated from each image of fig.5.8(a-e) is shown in fig.5.9. This result
ensures that a 21×21 (345×345 nm2) median filter does not make too much difference (~ 3 nm) in
calculating the half-pitch of the grating structure. Therefore, the separation distances we have
calculated in fig.5.7 are not hampered by the 21×21-pixel size median filter used in the denoising
process.

(a)

(b)
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(c)

(d)

(e)

Fig.5.8: A 300 nm pitch size grating after passing through different sizes of the median filter- (a) 1×1, (b) 11×11, (c)
21×21, (d) 31×31, and (e) 41×41.

Fig.5.9: Calculated average half-pitches for the 300 nm pitch size grating after passing through different sizes of the
median filter.

5.3 Conclusion
Imaging interferometric microscopy (IIM) is a simple yet powerful technique for extending the
resolution limit of optical microscopy without sacrificing the depth of focus, working distance,
and field of view of a low-NA optical system. This work imaged an arbitrary biological structure
sample of 5-μm thickness with a demonstrated ≤ 285 nm resolution using IIM and a 0.4 NA
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objective lens. This is a > 2.33× resolution improvement compared to a conventional on-axis
coherent illumination microscopy resolution limit of 665 nm. Results were compared with
equivalent incoherent illumination 1.2 NA water immersion images. A significant similarity is
found between the two images. The resolution limit of IIM can be increased to image smallersized random biological samples by illuminating objects at higher angles and applying immersion
techniques. While using IIM for imaging biological samples can be significantly beneficial, care
must be taken for thick samples where image shifts can affect the final IIM results.
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Chapter 6
Conclusion and Future Directions

6.1 Conclusion
This dissertation has discussed the resolution enhancement and image quality improvement
techniques for imaging interferometric microscopy (IIM). IIM is a synthetic aperture technique for
enhancing the resolution limit of optical microscopy. IIM uses multiple off-axis illuminations of
the object from different angles and rotations, along with the conventional normal-incidence
coherent illumination microscopy image, to extend the resolution limit. As IIM combines multiple
sub-images in the frequency space to form a final composite image, the effective numerical
aperture of the system increases, and this process is known as a synthetic aperture approach of
optical microscopy. In chapter 1, we discussed the microscopy principles and the sub-image
stitching process in frequency space.
In chapter 2, we have discussed the challenges of the IIM image reconstruction process.
One of the major bottlenecks of IIM is its final image quality. Several image reconstruction
challenges including maintaining uniform frequency response across entire frequency space,
frequency mismatch between sub-images due to experimental error, lack of precision in
maintaining a mutual phase between sub-images that are experimentally separately observed of
each other, random noises in the sub-images, and optical system aberration effects can degrade the
image quality. This issue can restrict the use of IIM in various essential applications such as
biological research, nanoscale metrology, and other vital applications where image quality is
crucial. We analyzed all these challenges mentioned above individually using simulation in chapter

119

2. We proposed correction models and validated their efficiency in image quality improvement
through simulation to address these challenges. This chapter used the structural similarity index
metric (SSIM) to quantify the image quality comparison between two images. The simulation
result in chapter 2 shows that the proposed correction models effectively reduce the artifacts
imposed by the image reconstruction challenges.
In chapter 3, we applied the proposed correction methods presented in chapter 2 to the
experimental images of IIM. In addition to the proposed correction methods, the morphological
filtering approach is used in the final composite image as an image post-processing step to enhance
the image quality of IIM. These correction methods are applied to the experimental images to
reconstruct a Manhattan structure of CD=260 nm at 532 nm (R ~λ/2). The phase and frequency
mismatch correction methods between the sub-images and Gibb’s artifacts reduction method
successfully demonstrate the effectiveness by improving the image quality of the final
reconstructed experimental IIM image by ~3.5%. Furthermore, applying the additional correction
techniques such as noise reduction, optical system aberration corrections, and morphological
filtering along with this phase and frequency deviation correction techniques can additionally
improve the IIM final reconstructed experimental image quality by ~20%.
In chapter 4, we discussed the resolution enhancement technique challenges for IIM. We
demonstrate the half-immersion technique with a sapphire substrate to extend the resolution limit
of IIM to ≤ 100 nm using a 0.4 NA objective lens at 405 nm (R ~λ/4). The proposed image quality
correction methods improved the image quality of IIM by ~30% in imaging this structure. The
facet/edge illumination approach used in the half-immersion technique imposes an experimental
challenge as many high refractive index material thick substrates have a high absorption coefficient
for visible range illumination sources. In the later part of chapter 4, we proposed a new approach
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of using a thin film of high refractive index material atop the lower refractive index material thick
transparent substrate to achieve better resolution. Again, illuminating through a thin film for half
immersion is challenging. We proposed an approach illuminating the object using a grating coupler
on a planar waveguide to overcome this challenge. Using this approach, we demonstrated the
resolution enhancement for IIM to ~120 nm using a 0.4 NA objective lens at 532 nm (R ~λ/4.5).
The image quality of the resolved Manhattan structure of CD=120 nm improves by ~ 40% by
applying the image quality improvement methods.
This extended resolution of IIM with improved image quality will make it useful in the
nanomanufacturing process control as an in-line metrology tool to scale appropriate for nanoscale
devices. The extended resolution and improved image quality will also help use IIM for biological
research. In chapter 5, we applied IIM in imaging arbitrary structures to demonstrate its capability.
A biological sample consisting of pupfish heart cells is used for imaging. A resolution of < 300
nm is achieved using IIM and 0.4 NA objective lens at 532 nm (Abbe limit: 665 nm). The
experimental process and the comparison with the incoherent illumination conventional
microscopy result were presented in this chapter.
6.2 Suggestions for future research
In this dissertation, we have demonstrated the capability of IIM for extending the resolution limit
of optical microscopy to ≤ 100 nm using a low numerical aperture objective (NA =0.4). The lowNA objective allows the optical system to have a large field of view, long working distance, and
large depth-of-focus. In this dissertation, along with extending the resolution limit of the optical
system, we have also proposed several methods to improve the image quality of the IIM system
digitally. There are still several research directions that can be explored to enhance the image

121

quality of IIM. In the following sub-sections, these suggested research directions will be briefly
discussed.
6.2.1 Intensity matching between sub-images
All the sub-images in the IIM system are independent of each other. The intensity level needs to
be adjusted during the experiment to avoid saturation of the CCD camera used in the image plane
to capture images through LabView software. As a result, different sub-images have different
intensity levels. Off-axis illumination sub-images with higher angles (~80°) have low intensity
because a portion of the illumination light is reflected from the substrate. The intensity levels of
the sub-images need to be corrected manually in the reconstruction process in Matlab to get a
better-quality image. This process requires a human visual inspection, which is not always
accurate. Adjusting the intensity levels between the sub-images manually poses a severe issue for
the half-immersion sub-images, as seen in chapter 4. The higher diffracted orders of the grating
harmonics are a few times more intensified than the lower diffracted orders to reconstruct the lower
diffracted orders of the Manhattan structure. Hence, the overall image quality degrades. Also,
intensity matching between the reinjected reference beam and off-axis illumination beam is
challenging, and this mismatch degrades the image quality too. In this dissertation, the
morphological filter is used to improve the image quality. Attentions are required in using a
morphological filtering approach, as some minor defects present in the structure may be eliminated
unintentionally. Simulation results can be considered in correcting the intensity levels for the subimages when using a known structure for imaging. Matching the intensity of the sub-images in the
overlapping frequency regions can also solve this problem. While matching the intensity levels for
the sub-images using the information from the overlapping points in the frequency space, attention
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must be paid to the image's overall contrast. For imaging unknown structures, a known grating
structure can be added to the original structure to match the intensities in the overlapping regions.
6.2.2 Reducing Gibb’s artifacts
In this dissertation, we have proposed methods of reducing Gibb’s artifacts from the final IIM
output. We have demonstrated that using the smooth rise and fall filters (linear filter or Gaussian
filter) instead of the sharp cutoff optical passband filters in the frequency space can reduce the
Gibb’s or ringing artifacts in the spatial domain. However, despite using this proposed method, we
can still see some extra lines in the final reconstructed Manhattan structure images of the CD
=120nm (fig.4.16) due to Gibb’s artifacts. The reason behind this Gibb’s artifacts is the sharp
cutoffs in the last sub-images of both x- and y – directions (fig.4.12(e)). For CD=120 nm Manhattan
structure images shown in chapter 4, the dominant frequency components required to reconstruct
images lie on the last half-immersion sub-images near the sharp cutoff points. To reduce Gibb’s
artifacts, one choice will be to increase the thickness of the thin film superstrate so that the
waveguide can support multi modes. For example, in this dissertation, we used the thickness of
the Titanium dioxide as 200 nm. The effective refractive index for the single Transverse Electric
(TE) mode supporting waveguide was neff =2 at 532 nm. The number of guided modes in the
waveguide increase to 2 by increasing the thickness of Titanium dioxide to 300 nm in the
waveguide structure. The effective refractive indexes for the waveguide for these two different TE
modes are neff =2.1 and 1.75 at 532 nm. Using grating couplers illumination techniques in the
planar waveguide, we can separate these two modes by setting the grating coupler illumination
angles at ~20° (for neff =1.75) and 45° (for neff =2.1). The frequency space coverage for a CD=120
nm Manhattan structure (fig. 4.7(a)) with IIM and 0.4 NA lens is shown in fig. 6.1. The illumination
angles are considered at 0°, 40°, 80°, half immersion in the glass substrate, half immersion on
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Titanium dioxide with grating coupler illumination at 20°, and half immersion on Titanium dioxide
with grating coupler illumination at 45°. The sample rotation is considered at 0°, and 90°. As seen
can be from the figure, the dominant frequency components required to reconstruct the image can
now have linear or Gaussian rise and fall filters instead of the sharp cutoff filters. This will allow
us to reduce Gibb’s artifacts from the image. However, due to the scattering of light from the object
itself, multi modes of the waveguide can be coupled simultaneously. Therefore, some unwanted
frequency components will be added in the last sub-images in both sample rotation directions.
Signal processing methods need to be developed to filter out the unwanted frequency components
from the sub-images to make this technique practicable for the IIM system. Additional care must
be taken in designing smooth rise and filters in the overlapping regions as some of the frequency
components will be repeated three times. However, the additional sub-images will add additional
noises to the image, which must be taken care of with the proper noise reduction procedure.
The Manhattan structure for CD=100 nm shown in chapter 4 also has sharp cutoffs near
its dominant frequency components in the half-immersion images. In this case, the half-immersion
images are accomplished using edge coupling. Because of using edge coupling illumination
technique for half immersion method, there is not enough option of adding more sub-images for
this image. On the other hand, the grating coupler illumination technique for the half-immersion
method provides more flexibility and advantage in this regard.
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Fig.6.1: Frequency space coverage for CD=120 nm Manhattan structure with additional off-axis illumination subimages

6.2.3 Adding more sub-images by rotating the sample at 45° and 135° directions
Additional frequency components for the imaging structures can be captured in IIM by taking
more sub-images in the samples' 45° and 135° directions. The frequency space coverage with
additional sub-images and IIM technique for the Manthan structure with gratings on the sides (Fig.
2.4(a)) is shown in fig. 6.2(a). Green circles in the images show the frequency space coverage by
the additional sub-images. The additional sub-images are taken by rotating the sample at 45° and
135° directions and setting off-axis illumination angles at 40°, and 80°. The reconstructed image
achieved before (Fig.2.6(c)) without using the 45° and 135° sample rotation images is shown in
6.2(b). The reconstructed image obtained after (Fig.2.6(c)) adding the 45° and 135° sample
rotations images is shown again in fig. 6.2(c). The images of fig.6.2(b-c) are compared with the
ideal image of 1.38 NA objective lens and normal-incidence coherent illumination microscopy
(Fig.2.4(c)). The SSIM value remains same at 0.91 after adding these additional frequency
components. This is because the additional frequency components are not so significant in
reconstructing the image of this structure. The result of the SSIM comparison is shown in fig. 6.4.
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(a)

(b)

(c)

Fig. 6.2: Frequency space coverage for CD=260 nm Manhattan structure with IIM and additional sub-images (green
circles) in 45° and 135° directions, (b) reconstructed image without additional sub-images, and (c) reconstructed image
with additional sub-images.

We repeated the same method of adding extra sub-images with 45° and 135° rotations of
the sample for the Manhattan structure of CD=120nm. We can see that these additional sub-images
improve the final IIM image’s quality. The frequency space coverage with additional sub-images
and IIM technique for the Manthan structure of CD=120 nm with gratings on the sides (Fig.
4.12(a)) is shown in fig. 6.3(a). Again, the additional sub-images are taken by rotating the sample
at 45° and 135° directions and setting the off-axis illumination angles at 40° and 80°. Green circles
in fig.6.3(a) represent the frequency space coverages for the additional sub-images. The
reconstructed image without using the additional sub-images is shown fig. 6.3(b), and fig.6.3(c)
represent the reconstructed image obtained after adding the additional sub-images. Both images
(fig.6.3(b-c)) are compared with the ideal reconstructed image shown in fig. 4.2(c). The SSIM
value increases from 0.84 to 0.88 after adding these additional frequency components. This is
because the smaller feature size object’s spread more in the frequency space, and they are essential
in reconstructing a better-quality image. The result of the comparison in terms of SSIM value is
shown in fig. 6.4 below for CD=120 nm Manhattan structure.
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(c)

Fig. 6.3: Frequency space coverage for CD=120 nm Manhattan structure with IIM and additional sub-images (green
circles) in 45° and 135° directions, (b) reconstructed image without additional sub-images, and (c) reconstructed image
with additional sub-images.

Fig.6.4: SSIM values after comparing Fig. 6.2(b-c) with Fig.2.4(c) and comparing Fig. 6.3(b-c) with Fig. 4.2(c)

It is important to note that additional sub-images create more signal processing challenges.
Some of the frequency components are now repeated three times due to the selection of the offaxis illumination angles. Sharp cutoff filters are used in the frequency space overlapping regions
for the sub-images taken with 45° and 135° sample rotations. For other overlapping regions (0°
and 90° sample rotations), linear rise and fall filters are used to maintain uniform frequency
response, as before. This challenge can be overcome by designing the smooth rise and fall filters
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(Gaussian and Linear) more carefully to maintain uniform frequency space coverage across the
entire 2D frequency space. However, major challenges for adding these additional sub-images are
the lack of precision in the alignment of the rotation axis to the observation region and the lack of
accuracy in the rotation angle in rotating the sample. Both challenges can degrade the image quality
of IIM significantly. The calibration gratings on the sides of the Manhattan structure can be used
in aligning the images properly.
6.2.4 Improving camera capabilities
Additional issues for IIM include digitization offsets associated with Fast Fourier
Transform. This imposes a difficulty mainly for the experimental images of IIM. Increasing the
camera’s resolution capability in the IIM experiment can reduce the output image's digitization
errors. Increasing the number of pixels in the camera grid for the same field of view will help in
binning more pixels for any structure. Therefore, frequency and phase mismatch correction
between the sub-images will be more accurate. However, the camera needs to be very sensitive in
this case. The total number of photons scattered by the object will now be distributed to more
pixels. Each sensor (pixel) will have fewer average number of photons to create the electrical
signal. The senor (pixel) needs to be sensitive enough to develop proper signals from a low number
of photons. Another bottleneck is the signal to noise ratio (SNR). Due to a smaller number of
average photons at the sensor, the SNR for an image will decrease. These issues can be mitigated
by increasing the power of the coherent illumination source (laser).
As the power of the laser increases, the chances of reaching saturation level at the camera
sensor increases. To get a good quality image, the camera needs to operate in the linear region.
Increasing the number of bits of the camera will help to overcome this challenge. An increased
number of bits will increase the dynamic range of the camera. More bits in the camera will reduce
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the quantization error from the IIM image. Two cameras are used in this work. The first is an 8bit CCD camera used in acquiring images of chapters 3 and chapter 4. For biological sample
imaging in chapter 5, a 12-bit pixel depth CMOS camera is used. In this work, the data are saved
as an image file. There are some data losses in the conversion process. Storing each illumination
data in matrix format instead of image files can improve the final image quality.
6.2.5 Optical system aberration correction
As mentioned in chapter 2 that the optical components used in the IIM system for imaging are not
always perfect. The aberration in the optical system can degrade the IIM image quality. It is
essential to correct the aberration to have a good quality of the image from IIM. The optical system
correction process is not straightforward. In this dissertation, we digitally reduced the objective
lens's numerical aperture to reduce the aberration effect. This method can reduce the impact of
aberration but cannot eliminate them. In addition, we need to sacrifice the resolution limit of the
system for digitally reducing the effective numerical aperture of the objective lens. However, the
sacrificing margin is not too high. The best approach will be to characterize the optical system
before using it for imaging. In this approach, we can use the aberration profile to correct the final
IIM image by using the information inversely. The characterization process is challenging and
needs to repeat every time after changing any optical element in the system. One solution for fixing
the aberration effect will be employing off-axis illuminations of the object from both sides for each
sub-image. Later, the images' average can be considered the final sub-image for a specific off-axis
illumination. This method will cancel out the sub-image’s aberration effect as two independent
images from opposite sides will have an aberration effect in opposite directions. The constraint for
this method will be the additional rotations of the sample.
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6.2.6 Increasing coupling efficiency of the waveguide
In chapter 4 of this dissertation, we have demonstrated a novel approach of using a grating coupler
on a planar waveguide to extend the resolution limit of IIM. This approach gives a significant
advantage over the existing edge illumination approach used for the half-immersion technique in
IIM. The grating coupler used for the experiment was made using the Interferometric Lithography
(IL) process [1]. In IL, two beams from a coherent source interfere in sinusoidal patterns to make
phase grating patterns on the photoresist. Other grating structure designs such as blazed diffraction
grating structure can be examined for increasing the coupling efficiency of the guided mode in the
waveguide [2]. Increasing the efficiency of the guided mode in a waveguide through grating
coupler design will be helpful to get high signal to noise ratio (SNR) images even using a lowpower laser. Several other parameters can be examined to increase the coupling efficiency. In this
dissertation, we have used ICON-16 anti-reflective coating (ARC) as the spacer in the waveguide
to increase the coupling length. Spin-on glass can be used to replace the ARC as a spacer. More
detailed research can be conducted to improve the coupling efficiency in the waveguide by
changing the grooves' height of the grating and varying the thickness of the spacer. Replacing the
photoresist grating with metals can also increase the efficiency of the grating coupler. Optimizing
the grating parameter, it is theoretically possible to achieve a higher coupling efficiency for a
uniform grating structure [3-5].
6.2.7 IIM for an in-line metrology system
In this dissertation, for IIM experiment images, we have used 3 sec of integration time in the
LabView software to capture each sub-image. The integration time was set at 3 sec to have a higher
SNR value of the signal. With the approach mentioned above of using a highly efficient camera of
high dynamic range and using a higher power laser source to illuminate the object, it will be
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possible to capture an image of high SNR with a lower integration time. The lower integration
time requirement will allow us to use IIM as an in-line metrology tool in various applications,
including the nanomanufacturing process control. The IIM system can be automated to inspect
devices in wafer-scale and roll-to-roll metrology systems. The reduced integration time
requirement will make IIM more attractive in imaging live organisms for biological research.
Along with the image quality improvement and spatial resolution extension for IIM, research can
be conducted in implementing IIM as a fully automatic system in various critical metrology
applications. In our current experimental set-up, we are changing the off-axis illumination
configurations manually, but this off-axis illumination configuration changing process can be
automated. Hence, IIM will be faster and can be implemented as an in-line metrology tool.
6.2.8 Extending the resolution limit of IIM using full immersion
In this dissertation, we have demonstrated the extension of the resolution limit of IIM by using the
half-immersion technique where only illumination was done in a substrate and collection of the
scattered light was performed in air. The resolution limit can be extended even further to the
transmission medium linear system limit of λ/4nsub (λ: wavelength of the illumination source, nsub:
refractive index of the medium) using the full-immersion technique [7]. The object's illuminations
and the diffracted orders' collection will be accomplished through the substrate in the fullimmersion approach. Further research can extend the grating coupler illumination approach on a
waveguide for the full-solid immersion technique also. Using the full sold immersion technique
and silicon as thin superstrate (nsub (Si) =4.5 at 532 nm), the resolution for IIM can be extended to
~30 nm (R ~ λ/20) for a 0.4 NA objective lens. The resolution limit can be improved more using
silicon as thin superstrate at 405 nm, but silicon is highly absorbing at this wavelength. The
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absorption coefficient for 60 nm amorphous silicon is 2*105 cm-1 at 532 nm and 6.6*105 cm-1 at
405 nm [6].
6.2.9 Parameter values of SSIM
In this dissertation, only the default parameter values (α=β=γ=1) of SSIM are used to quantify the
image quality of IIM. More detailed research can be conducted in the future to find the best
parameter values of SSIM to quantify the luminance, contrast, and similarity measurement of IIM
images more accurately. The optimized parameter values might vary based on the types of images.
6.2.10 Efficient method for simultaneously correcting phase and frequency mismatch
between sub-images
We proposed methods to correct phase and frequency mismatch between sub-images in our work.
Proposed methods can work with very high accuracy when only one of the mismatches (phase or
frequency) happens between the sub-images. The accuracy of the proposed correction method
drops when both frequency and phase mismatch between two sub-images occur simultaneously.
More detailed research can be conducted to increase the accuracy of the proposed correction
model. Also, we have observed that when any sub-image has an additional phase shift of π/2
radians, the model fails to work accurately. Adding other phases of different amounts intentionally
in the sub-images for correcting purposes may mitigate the problem.
6.3 Summary
The summary of our work in this dissertation on extending the resolution limit of IIM is presented
by the following figure. The yellow circle in fig. 6.5 shows the frequency space coverage for
conventional normal-incidence coherent illumination microscopy with a 0.4 NA objective lens at
532 nm. The frequency space coverage can be extended up to the purple circle for the same
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illumination source by completing a few off-axis illuminations of the object in the air. The brown
color circles illustrate frequency space coverage by each off-axis illumination sub-images in air.
Half-immersion in a glass substrate through facet illumination can extend the frequency space
coverage up to the radius of the red circle at 633 nm (red laser). Using half-immersion through
waveguide (Air-photoresist-antireflective coating-titanium dioxide thin-film- glass substrate)
extends the frequency space coverage up to the dark green circle for a 532 nm (green laser)
illumination source. The blue circle in fig.6.5 shows the further frequency space coverage
extension by half immersion through sapphire substrate at 405 nm (blue laser). The outer light
green color large circle indicates the possible frequency space coverage for IIM using the full solid
immersion technique in a thin silicon superstate (nsub (Si) =4.5) at 532 nm and 0.4 NA objective
lens with tilting objective approach. This full-immersion method will require ~23 sub-images in
each direction to cover the entire frequency space with a 0.4 NA lens. Correcting all sub-images
for noise, optical system aberration, phase and frequency mismatch, and smooth filtering in the
overlapping regions will be challenging. Using a high-NA objective lens such as NA= 0.9 lens will
require less number (~10) of sub-images to cover the entire frequency space in each direction. The
full solid immersion technique and the image quality improvement methods proposed in the
dissertation will make IIM more helpful for various applications.
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Fig.6.5: Summary of frequency space coverage extension for synthetic aperture optical imaging interferometric
microscopy system.
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