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Abstrakt
Tato práce popisuje metodiku psaní programů s cílem dosáhnout vyšších rychlostí provedení kódu
tohoto programu. Popisuje obecné implementační triky a postupy při psaní programu pro libovolnou
architekturu. Dále popisuje zvolenou architekturu a s ní spojené možnosti optimalizace programů.
Součástí práce je pokus o praktické využití těchto metodik na volně šířitelném softwaru. 
Abstract
This thesis desribe methodology of writing computer programs to achieve higher speed of program
execution. It describe general implementation tricks and ways of writing programs for arbitary
computer architecture. Below this thesis descibe selected architecture and optimalization doable on it.
Part of this thesis is test of this methodology on some opensource software. 
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1 Úvod
Cílem této práce je optimalizace programů,  tedy metodika psaní programů  s  cílem dosáhnout co
nejrychlejšího zpracování zadaných dat procesorem. 
Dnešní  překladače  provádějí  mnoho  optimalizací  automaticky.  Přesto  nemohou  zastat
veškerou  optimalizační  práci,  ať  už  z důvodu  nerozpoznání  optimalizace,  nebo  z neschopnosti
optimalizace vůbec provést. Proto je důležité se zabývat otázkou jak program optimalizovat ručně.
Tato práce si klade za cíl zodpovědět právě tuto otázku.
Při psaní programů  lze uvažovat dva způsoby optimalizací. Zaměřit se lze na optimalizace
algoritmů  použitých  v programu,  nebo na  samotný způsob implementace  programu.  Zatímco při
optimalizací  algoritmů  se  snažíme  daný  algoritmus  napsat  takovým  způsobem,  aby  se  zmenšila
náročnost  výpočtu  (např.  různé  druhy  vyhledávacích  a  řadících  algoritmů),  při  optimalizaci
implementace se  zabýváme způsobem jakým algoritmus implementovat,  aby ho dokázal  procesor
provést efektivněji z hlediska zpracování instrukcí. 
Tato práce je zaměřena právě na optimalizace implementace algoritmů. V rámci práce jsou
rozebrány dva typy optimalizací:
Platformově závislé- jejich použití je podmíněno použitím na zvolené počítačové architektuře
Platformově nezávislé- jsou použitelné na kterékoliv počítačové architektuře
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2 Základní optimalizační metody
Tato kapitola je zaměřena na platformově nezávislé optimalizační metody. Popisuje roli překladače
při optimalizacích a rozdíl rychlosti použití různých programových konstrukcí při psaní programu.
2.1 Optimalizace prováděné překladačem
Moderní překladače provádí řadu optimalizací automaticky. Je však nutno psát zdrojový kód takovým
způsobem, aby tyto optimalizace mohly rozpoznat a korektně provést. Tato kapitola popisuje několik
způsobů psaní programů pro zlepšení automatických optimalizací.
2.1.1 Klíčové slovo const
Pokud proměnnou deklarujeme s použítím klíčového slova  const,  dáme tím překladači  najevo, že
hodnota proměnné se za celou dobu běhu programu nezmění. Tím je umožněno překladači provést
nad proměnnou několik optimalizací. 
2.1.2 Klíčové slovo static
Použití klíčového slova static má v jazyce C/C++ podle způsobu použití více významů.
Použití  static při deklaraci proměnných – Proměnná se uloží do vyhrazené části paměti(statická
paměť)  na začátku programu a je uchována i  když funkce kde byla  deklarována skončí.  Výhoda
tohoto ukládání je v tom, že proměnná nemusí být znovu deklarována při každém zavolání funkce.
Nevýhoda je, že proměnná zabírá místo v paměti po celou dobu běhu programu, což může zmenšit
efektivitu práce s cache pamětí.
Použití  static při  deklaraci  proměnných  a  metod   objektů  –  static u  členských  proměnných
objektů způsobí navíc, že proměnná bude mít pouze jednu instanci (uloženou v paměti programu).
Statické  metody jsou metody,  které  mohou přistupovat  pouze ke  statickým proměnným(případně
volat  další  statické funkce).  Výhoda použití  static v tomto  případě  spočívá v tom, že  nemusí  být
předáván ukazatel this v metodách objektu(this je ukazatel který ukazuje na vlastní objekt)[1]. 
Použití static při deklaraci funkcí – V tomto případě použitím static programátor říká překladači, že
tato funkce může být zavolána pouze z modulu kde byla deklarována, což umožní překladači práci s
touto funkcí více optimalizovat.
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2.1.3 Aritmetické redukce prováděné překladačem
Obsahem této části je popsání několika aritmetických redukcí prováděné překladačem. Nejedná se
tedy  přímo  o  metodu  optimalizace  programů,  ale  znalost  těchto  redukcí  může  programátorovi
usnadnit optimalizování tím, že se těmito redukcemi nemusí zabývat sám.
2.1.3.1 Celočíselné aritmetické redukce
y = a – a;               ->    y = 0;
y = 0 / a                 ->    y = 0;
y = a * b + a*c      ->    y = a*(b+c);
2.1.3.2 Redukce logických funkcí
y = !(!a);                                   ->    y = a;
y = (a && b) || (a && !b);       ->    y = a;
y = a && 1;                               ->   y = a;
y = a || 0;                                   ->  y = a;
Těchto redukcí je mnohem více, pro větší přehled doporučuji [1], kde jsou tyto redukce popsané pro
několik nejznámějších překladačů.  
2.2 Dělení
Instrukce  dělení  je  jedna  z  výpočetně  nejnáročnějších  instrukcí  (doba  výpočtu  dělení  je
několikanásobně pomalejší než násobení). Používání operátoru dělení by se mělo, pokud je to možné,
v  kódu  co  nejvíce  minimalizovat.  Pokud  nelze  dělení  automaticky  odstranit  redukcemi  (např.
některými uvedenými v předchozí kapitole), má programátor několik možností jak převést dělení na
jinou operaci. 
Například výraz  y = a / 100 lze napsat ve tvaru  y = a * (1 / 100).  V tomto příkladě by se
mohlo zdát, že jsme dělení neodstranili a jenom  přidali další operaci navíc. Překladač ovšem výraz 
1 / 100 dokáže přeložit na konstantu  0.01 a tím převést celý výraz na tvar  y = a * 0.01. Tím je
operace dělení převedena na výpočetně rychlejší násobení. 
Další způsob jak odstranit dělení je zajistit aby dělenec byl mocnina 2. V takovém případě
optimalizátor  v  překladači  převede  dělení  na  operaci  bitový  posun,  který  je  schopen  vypočítat
několikanásobně rychleji.
Stejný princip je možné aplikovat i na operaci zbytku po dělení.
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2.3 Rozhodovací příkazy
Tato  kapitola  se  zabývá  částí  problematiky  rozhodovacích  příkazů.  Bude  v  ní  uvedeno  několik
postupů zrychlení provádění těchto příkazů. 
2.3.1 Příkaz if
Tato kapitola se zaměřuje na použití tzv. Zkráceného vyhodnocení (Short-circuit evaluation) a rozdíl
použití logických a bitových operátorů.
Zkrácené  vyhodnocování  –  Je  to  způsob  jakým  překladač  vyhodnotí  zadané  výrazy  spojené
některým logickým operátorem. Jako příklad uveďme:
int a=2;
int b = 0;
if ((a == 0) && (b== 0)){
// kód
}
Program vyhodnocuje podmínky v if příkazu v pořadí v jakém jsou zapsané. První vyhodnotí
a  == 0,  v tomto  příkladě  jako  nepravda.  Protože  logické  and(&&)  už  výsledek  celého  příkazu
neovlivní(nepravda && cokoliv je vždy nepravda), program výraz   b== 0 už nevyhodnocuje. To
samé platí i pro logické or(||), ale v opačném tvaru.
Na základě těchto pravidel je optimální při tvorbě if příkazů umístit
1. výrazy které jsou nejčastěji nepravda na začátek při použití logického and
2. výrazy které jsou nejčastěji pravda na začátek při použití logického or
3. výrazy kde nelze přesně určit jak často jsou pravda nebo nepravda seřadit podle
náročnosti vyhodnocení vzestupně
Toto chování se dá v překladači vypnout, tedy vyhodnocují se obě  podmínky. Je to vhodné
v případech  kdy  výrazy  v podmínce  mají  nějaký  vedlejší  efekt,  který  by  v případě  zkráceného
vyhodnocení nemusel být proveden a tím by vedl k chybě programu.
Bitové operátory – Bitové operátory na rozdíl od logických provádějí operace nad jednotlivými bity
výrazů.  Zatímco  výsledek logických operátorů  je  buď  0(false)  nebo 1(true),  výsledkem bitových
operací může být libovolné číslo.
Další  podstatný  rozdíl  v těchto  operacích  při  použití  jako  podmínky  cyklu  je  zkrácené
vyhodnocení. Bitové operace se normálně vyhodnocují všechny, protože nelze říct zda další operace
výsledek  už  neovlivní.  Při  zapnutých  optimalizacích  (překladač  gcc)  ovšem  překladač  dokáže
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rozpoznat zda výrazy v podmínce můžou nabývat pouze hodnot 1 nebo 0 a pracovat s výrazem jako
by bylo použito logických operací. Ve výše uvedeném příkladě je tedy jedno, zda se použije logický
nebo bitový  operátor,  protože  optimalizující  překladač  rozpozná  že  podmínky nemohou mít  jiné
hodnoty než 0 nebo 1 a dokáže provést zkrácené vyhodnocení.
Tuto optimalizaci ale překladač nemůže provést v případě, kdy má některá podmínka nějaký
vedlejší  efekt.  V takovém  případě  jsou  bitové  operace  korektně  vyhodnoceny,  bez  možnosti
zkráceného vyhodnocení.
Tento přístup ale může být v některých případech rychlejší než použití logických operátorů.
V případě logických operací je kód přeložen na posloupnost skoků, které se podle platnosti podmínek
provádějí. V případě bitových operací se všechny podmínky spočítají pomocí bitového operátoru a
tedy je proveden pouze jeden příkaz skoku(skok samotné podmínky).
Otázka je, zda v takovýchto případech použít bitové nebo logické operátory. Mnoho skoků
(logické  operátory)  může  způsobit  zpomalení  programu  z důvodu  zmenšení  šance  na  korektní
predikci skoku (viz. 3.3). Při bitových operacích je zase nutné provést všechny podmínky, zatímco u
logických je možné některé podmínky vynechat. Rychlejší způsob závisí na mnoha faktorech, jako je
seřazení  podmínek  v příkazu,  pravděpodobnost  provedení  jednotlivých  podmínek  a  náročnosti
provedení jednotlivých podmínek. Pokud tedy programátor stojí před podobným problémem, je třeba
aby  vyzkoušel  různé  kombinace(logické/bitové  operace,  vhodné  seřazení  podmínek  v  příkazu)  a
použil nejrychlejší variantu.
2.3.2 Příkaz switch
Za předpokladu, že je množina vstupních hodnot příkazu switch pevně daná, je možné optimalizovat
rychlost přesunutím jednoho návěští do default části. Příklad:
int a;                                   int a;
scanf(“%d”,&a);    scanf(“%d”,&a);
a = a % 2;                               a = a % 2;
switch (a){                            switch (a){   
case 0: printf(“0”);break;               case 0: printf(“0”);break;
case 1: printf(“1”);break;               default: printf(“1”)break;}
default: break;}
Touto úpravou je odstraněna jedna větev case a tím se zmenší šance špatné predikce skoku
při provádění tohoto příkazu (Což by mělo za následek zpomalení programu, více o predikci skoků
v kapitole 3.3).
Tato optimalizace je ovšem možná pouze pokud máme jistotu, že v proměnné a nebudou jiné
hodnoty než se kterými počítáme při tvorbě a není je třeba odchytit a zpracovat v default větvi. 
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2.4 Rozvinutí cyklů
Metoda rozvíjení cyklů spočívá ve zkrácení (případně úplnému vypuštění) opakování cyklu na úkor
rozšíření těla cyklu. Optimalizátor v překladači dokáže rozpoznat sám, jestli jsou některé malé cykly
vhodné pro rozvinutí, rozvine je a tedy zcela odstraní cyklus.
Manuální rozvinutí cyklů je vhodné používat, pokud se tak dosáhne nějaké konkrétní výhody,
jako například: 
int i; int i;
for (i = 0; i < 20; i++){ for (i = 0; i < 20; i += 2) {
    if (i % 2 == 0){ f1(i);
       f1(i); f3(i);
    }      f2(i+1);
   else{ f3(i+1);
       f2(i); }
  }  
  f3(i);
}
Příkaz  if může  potenciálně  být  zdroj  zpomalení  výpočtu  programu,  z důvodů,  které  jsou
popsány v kapitole 3.3. Rozvinutím tohoto cyklu o 2 (i +=2) je cyklus zcela zbaven příkazů if,a tím se
celý výpočet smyčky značně urychlí.
Mezi nevýhody rozvíjení cyklů patří:
4. Zhoršení čitelnosti kódu
5. Zvýšení šance výpadku v instrukční cache paměti
Z hlediska optimalizací je třeba minimalizovat problém z druhého bodu. Pokud při rozvíjení
cyklů  naroste  objem  těla  cyklu  příliš,  zvětšuje  se  šance  výpadku  v instrukční  cache  paměti[1].
Načítání instrukcí z paměti je výrazně pomalejší než z cache a doba výpočtu programu se zvyšuje.
Více o práci cache paměti je v kapitole 2.7.
2.5 Funkce
Pokud program zavolá funkci, dochází k určité režii pro její obsluhu, a tím ke zpomalení  provádění
programu. Před zavoláním musí program uložit stav registrů (a po skončení funkce opět obnovit),
argumenty funkce do zásobníku a zavolat instrukci skoku (a po skončení funkce se vrátit zpět).
Použití funkcí dále zhoršuje efektivní využití cache (prováděný kód není uložen na sousedních nebo
blízkých adresách).
Následující část popisuje možné optimalizace pro použití funkcí 
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2.5.1 Inline
Klíčové slovo inline sdělí překladači, že  má tělem funkce nahradit místo, odkud je funkce volána.
Výhody tohoto přístupu jsou:
1. Odstranění režie volání funkce
2. Zlepšení využití cache
Klíčové slovo inline je vhodné používat v případech, kdy je funkce krátká (jeden, nebo
několik řádků), nebo se volá jenom z několika míst v programu. V opačném případě zdrojový kód
příliš narůstá a způsobuje častější výpadky v instrukční cache paměti[1].
Klíčové slovo inline je implicitně překladačem ignorováno, je třeba jej nejprve povolit.
Překladač při zapnuté automatické optimalizaci sám rozpozná vhodné funkce a doplní je o inline.
2.5.2 Makra
Použití maker má podobný význam jako klíčové slovo inline (volání je nahrazeno tělem makra).
Oproti inline má programátor jistotu, že se volání nahradí tělem vždy. 
2.5.3 Předávání parametrů
V případě předávání objektů jako parametr funkce hodnotou se musí vytvořit kopie celého objektu, tj.
zavolá  se  konstruktor  objektu (a  po skončení  funkce  destruktor).  Pokud funkce  neprovádí  žádné
změny dat v objektu, je efektivnější předávat objekt odkazem, kdy se pracuje s ukazatelem na objekt
a není třeba kopírovat objekt. Stejný princip platí i u předávání výsledku funkce[1].
 Jedno z dalších řešení je použití C++ a objektově orientovaného programování. Potom není
nutné objekty předávat do metody jako parametry, jsou-li zapouzdřeny v objektu spolu s metodou.
2.6 Vyhledávací tabulky
Čtení dat z tabulky konstantních hodnot je, za předpokladu, že tabulka je uložena v cache paměti,
velmi rychlé. Jako příklad uveďme:
int factorial (int n) {
int i, f = 1;
for (i = 2; i <= n; i++) f *= i;
return f;
}
Tento kód lze zaměnit za:
int factorial (int n) { 
static const int FactorialTable[13] = {1, 1, 2, 6, 24, 120, 720,
5040, 40320, 362880, 3628800, 39916800, 479001600};
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if ((unsigned int)n < 13) { 
return FactorialTable[n]; 
}
else {
return 0; 
}
}
Výpočet funkce factorial vyžaduje provést n-1 násobení. Zavedením vyhledávací tabulky tyto
výpočty zaměníme za jedno čtení z paměti. 
Je však nutné zvážit použití vyhledávacích tabulek při častějších výpadcích z cache paměti.
Přístup do operační paměti je pomalejší, než přístup do cache. V takovém případě by doba přístupu
mohla být delší, než provedení kódu který byl nahrazen.
V příkladě  je použita ještě jedna optimalizace: if ((unsigned int)n < 13) 
jako kontrola mezí pole. Oproti běžnému zápisu (if (n < 0 && n > 13 ) ) je zde ušetřena jedna
operace porovnání. Optimalizace spočívá v tom, že záporné číslo se přetypuje na neznaménkový typ
jako veliké kladné číslo, které je už možné podmínkou kontrolovat.
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3 Architektura procesoru 
Tato  kapitola  popisuje  části  počítačové  architektury  důležité  pro  optimalizace  programů.  Popis
architektury je přebrán z [1] a [2].
3.1 Cache
Cache  paměť  je  malá  paměť  implementovaná  na  čipu  s procesorem.  Přístup  k  této  paměti  je
několikanásobně rychlejší, než přístup do hlavní paměti. V případě, že procesor přistupuje do paměti,
nejprve si zkontroluje zda se data (případně instrukce) nachází v cache. Pokud ano, načte je z cache
(cache hit) a pokud ne, načte data z hlavní paměti (cache miss).
3.1.1 Struktura cache paměti
Pro  optimalizaci cache  je třeba  si  uvědomit,  jak je cache  organizována.  Většina  cache pamětí  je
rozdělena na několik sad. Tyto sady se dále rozdělují na několik menších částí. Například cache o
velikosti 8kB může být rozdělena na 32 sad. Sady jsou rozděleny na 4 části, každá o velikosti 64B. 
Určitá adresa hlavní paměti může být uložena pouze na konkrétní sadu. To znamená, že pokud
ukládáme na adresy, které sdílejí jednu sadu,  víc dat  než na kolik je sada rozdělena částí,  dojde
k výpadku v cache i přesto, že další sady mohou být volné (viz [1], strana 81). 
Pro  optimalizaci  tohoto  problému  je  důležité,  aby  se  data,  ke  kterým  program  nejčastěji
přistupuje,  neukládaly  na  adresy  vzdálené od  sebe  o  velikost  kritického kroku.  Kritický  krok  je
vzdálenost další adresy v paměti pro kterou bude vyhrazena stejná sada v cache jako pro předchozí.
3.1.2 Optimalizace přístupu  do paměti
Jak bylo popsáno v kapitole 3.1, přístup do hlavní paměti je několikanásobně pomalejší než přístup
do  cache.  Optimalizující  překladač  se  snaží  tento  problém  minimalizovat.  Nejčastěji  používané
proměnné ukládá do registrů (přístup k registrům je ještě rychlejší než přístup do cache), případně na
zásobník, který bývá ukládán v cache (z důvodu častého přístupu do zásobníku, nepotřebné data ze
zásobníku se přepíší novými).
Pro efektivnější použití cache je vhodné uložit data, se kterými se pracuje společně, tedy na
sousední adresy v paměti. Zmenší se tak šance, že data budou uložena na adresy vzdálené násobku
kritického kroku.
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Totéž platí o uložení instrukcí. Pracují-li dvě funkce společně, je optimálnější uložit je blízko
sebe.
Pro  minimalizaci  těchto  problému  je  možné  využít  například  objektově  orientované
programování,  které  data  i  instrukce  zapouzdřují.  Toto  zapouzdření  tak  podporuje  psaní  metod
ukládání dat poblíž sebe.
3.2 Zřetězené zpracování
Zřetězené  zpracování  využívá  takzvané  zřetězené  jednotky  (pipeline).  Zpracování  instrukce  je
rozděleno na několik fází (načtení, dekódování, provedení, …). Pipeline umožňuje během těchto fází
zpracovávat více instrukcí najednou. Je-li například instrukce ve fázi dekódování, může procesor ve
stejném cyklu  začít  načítat  další  instrukci.   Stejně  tak například ve  fázi  provádění  může  druhou
instrukci dekódovat a třetí načítat.
Použití pipeline tedy výrazně urychluje práci procesoru, ale má i dva zásadní problémy: 
Problém skokových instrukcí - popsáno v následující kapitole 
Problém závislostí- Procesor nemůže začít zpracovávat další instrukci, pokud její zpracování závisí
na předchozích instrukcích. Jako příklad uveďme:
float a, b, c, d, y;
y = a + b + c + d;
 
Tento příklad  je počítán jako  ((a+b)+c)+d,  tedy každé  sčítání(kromě  a+b)  musí  čekat  na
výsledek předchozího a tím mezi nimi vzniká závislost. Tuto závislost můžeme odstranit například
touto úpravou:
float a, b, c, d, y;
y = (a + b) + (c + d);
 
V tomto případě (a+b) a (c+d) na sobě nezávisí a procesor tak může začít počítat (c+d) ještě
před dokončením (a+b).
3.3 Predikce skoků
Kdykoliv procesor načte instrukci podmíněného skoku, musí se rozhodnout, zda skok provést, nebo
ne. Tím, že instrukci skoku začne zpracovávat dřív, než zná výsledek předchozích instrukcí, neví, zda
podmínka provedení skoku platí nebo neplatí. Procesor se tedy musí rozhodnout, zda skočit nebo ne.
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Pokud se procesor rozhodl chybně, tak v době, kdy je podmínka skutečně vyhodnocena, musí se celý
předzpracovaný obsah zřetězené jednotky odstranit a začít načítat znovu už správnou instrukci. Toto
způsobuje nezanedbatelné zpomalení programu, které je tím větší, čím delší je zřetězená jednotka.
Pro minimalizování  tohoto problému procesory obsahují  jednotku predikce skoků,  která  na
základě určitého algoritmu rozhoduje o tom, zda krok provést.
3.3.1 Práce jednotky predikce skoků
Predikce podmíněných skoků se skládá ze dvou částí. Predikce cílové adresy a predikce skoku
Predikce cílové adresy – Při prvním provádění skoku je cílová adresa skoku uložena do BTB
(branch target buffer), ze kterého se potom při dalším provádění toho skoku přečte.
Predikce skoku – Je samotné rozhodnutí zda skok provést. První provedení skoku je určené
buď náhodně, nebo pevně (například některé procesory AMD  první výskyt uvažují jako neprovedení
skoku). Podle skutečného provedení se potom určí předpověď všech dalších. Zjednodušeně vypadá
schéma prediktoru skoků následovně:
Přechody:
          T – skok skutečně proveden
F – skok skutečně neproveden
          Stavy:
0 0 – skok nebude proveden
          0 1 – skok nebude pravděpodobně proveden
          1 0 – skok bude pravděpodobně proveden 
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          1 1 -- skok bude proveden
Počáteční stav je na každém procesoru jiný. Někde začíná náhodně, někde ve vybraném stavu.
Podle stavu ve kterém se predikátor nachází, odhadne, zda skok bude proveden (00 a 01 nebude, 10
a11 bude). Podle toho zda se skok skutečně provede přejde do dalšího stavu. 
Většina  dnešních  procesorů  dokáže  rozpoznat  i  určité  opakující  vzory  v provádění  skoků.
Dokáže  tak  odhadnout  například  skoky  jako  TT-FF-TT-FF…,TTT-FF-TTT-FF…  (T-  provedený
skok, F- neprovedený skok).
 
3.3.2 Predikce skoků v cyklech
Pro predikci  skoku cyklu se používá jiná metoda.  Cyklus o  n cyklech je skok,  který je  n-1 krát
proveden (případně  neproveden, podle toho zda je podmínka ukončení na začátku nebo na konci
cyklu) a 1 krát neproveden (případně proveden). Rozezná-li procesor toto chování skoku, použije na
predikci jinou metodu. Při prvním provádění uloží číslo n a při dalším provádění kontroluje rovnost
tohoto čísla s počtem provedených skoků a v případě shody skončí.
3.3.3 Návratové adresy
BTB nelze použít pro uchování adresy návratu z volání funkce (instrukce ret v assembleru), protože
funkce může být volána z více míst a nemá tedy pevnou adresu. Pro tyto skoky je použit speciální
LIFO buffer, který uchovává návratové adresy.
3.3.4 Optimalizace predikce skoků
Některé optimalizace na základě zlepšení predikce skoků  jsou popsány v kapitolách 2 a 6. Zde je
uvedeno jejich shrnutí:
- Vyhnout se skokům, které se dají těžko předpovědět
  - Je-li to možné, v cyklech používat konstantní počet opakování
  - Při psaní kódu v assembleru vždy používat volání v kombinaci s návratem (ke každému call
musí být i ret), jinak by došlo k porušení synchronizace bufferu s uloženými návratovými adresami a
tedy chybné predikci
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4 Měření času
Pokud chce programátor optimalizovat nějaký kód, musí  být schopen efektivně  změřit  jeho dobu
trvání. K dispozici má například program time (Linux), který změří celkovou dobu běhu programu.
Time se ale nedá použít v případě, kdy nás nezajímá celková doba běhu programu, ale jenom rychlost
některé jeho funkce a kde ukončení programu není dáno výpočtem výsledku, ale je provedeno na
podnět uživatele. V obou případech je doba běhu programu závislá na čase provedení některé akce
uživatelem, což má za následek nežádoucí rozdílnou časovou prodlevu při měření času.
Možným  řešením  tohoto  problému  je  využití  funkce  clock z  knihovny  time.h,  kdy  může
programátor přímo určit, kdy měření spustit a kdy ukončit. Funkce  clock vrací počet provedených
taktů procesoru od startu programu. Použití je možné například takto:
#include <time.h>
// kód
clock_t start = clock();
//měřený kód
clock_t konec = clock();
printf(“Doba  trvání  měřeného  kódu:%d”,  (konec  -  start)  /
CLOCKS_PER_SECS);
Na začátku se do proměnné start uloží aktuální počet cyklů procesoru od startu programu. Poté
se provede kód který chceme změřit a do proměnné konec se opět uloží aktuální počet cyklů od startu.
Rozdíl těchto dvou čísel tedy udává počet cyklů provádění měřeného kódu. Vydělením této hodnoty
konstantou  CLOCKS_PER_SECS (definovanou  v time.h)  získáme  čas  provádění  měřeného  kódu
v sekundách.
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5 Zjištění místa s největší zátěží
Pokud  chceme optimalizovat  nějaký  program,  je třeba nejprve  zjistit,  která  část  kódu spotřebuje
nejvíc výkonu procesoru. Máme například program:
void f1(){ //kód
}
void f2(){ //kód
}
int mani(){
f1();
for (int i=0; i < 99; i++){f2();}
}
Je-li kód obou funkcí  f1 a  f2 stejně časově náročný, je zbytečné se zabývat optimalizováním
funkce f1 a zaměřit se pouze na f2, protože program spotřebuje 99% času výpočtem f2.
Problém nastává u složitějších programů, kdy nelze na první pohled určit, která část kódu je
nejvíc zatížena. Jedno z možných řešení je použití pomocných proměnných, které se v příslušné části
kódu inkrementují. Podle počtu inkrementací se pak určí nejvíc zatížené části. Tento způsob řešení
však neuvažuje rozdíl v náročnosti vykonávání jednotlivých částí a tedy není příliš spolehlivý. 
Jako  mnohem efektivnější  metoda  se  jeví použití  tzv.  profileru.  Profiler  je  program,  který
mimo jiné dokáže zjistit dobu spotřebovanou výpočtem funkcí v programu.
5.1 Program gprof
Profiler gprof je součást balíku GNU binutils. Pro jeho použití je nejprve nutné zkompilovat program
se speciálním přepínačem, který povolí generování profilovacích informací. Dále je nutné zaručit běh
programu na dostatečně dlouho dobu, aby gprof stihl korektně zpracovat všechny funkce v programu.
Výstupem tohoto programu jsou dvě tabulky: Flat Profile a Call Graph
Flat  Profile  –  Tato  tabulka  zobrazuje  celkový  čas  strávený  prováděním  jednotlivých  funkcí
programu.  Zobrazuje  procento  času  strávené  vykonáváním  funkce  z celkové  doby  provádění
programu, celkovou dobu provádění funkce, počet volání funkce a čas provádění funkce za jedno
zavolání.
Call  Graph -   Tato tabulka zobrazuje podrobnější informace o jednotlivých funkcích. Zobrazuje
počet volání a čas strávený v této funkci a funkcí z ní volaných
Pro  programátora  je  nejdůležitější  údaj  o  celkovém procentě  doby  vykonávání.  Zabírá-li
například některá funkce 50% celkové doby provádění, optimalizace by na ni měla být zaměřena.
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Naopak  pokud  zabírají  všechny  funkce  v programu  stejné  procento,  je  nutné  je  optimalizovat
všechny.
Návod pro práci s gprof lze najít na http://www.cs.utah.edu/dept/old/texinfo/as/gprof.html. 
17
6 Výsledky měření
Tato  kapitole  obsahuje  popis  vybrané  architektury  a  měření  na  ní  prováděných.  Měření  bylo
prováděno  programem  time.  Všechny  testovací  programy  jsou  spouštěny  ve  smyčce,  která  se
několikrát opakuje, aby bylo možné zaznamenat přesnější časy měření (program by jinak běžel příliš
krátkou dobu na efektní změření času).
6.1 Zvolená platforma
Všechny optimalizace byly prováděny na studentském serveru eva  (SuperMicro 6025B-TR+V, MB
X7DBE+, 2xIntel Xeon 5160 (Core2 3GHz/4MB), 8 GB RAM, 150 GB HDD + 750 GB RAID-5
3Ware 9550SX- konfigurace přebraná z www.fit.vutbr.cz/CVT/servers.html) na operačním systému
FreeBSD.
6.1.1 Predikce skoků
Core2 architektura  používá hybridní predikci  skoků,  která rozlišuje zda má skok charakter cyklu,
nebo ne. Pokud jde skok n-1 krát jedním směrem a 1 krát druhým, prediktor určí pro něj vhodnější
metodu (popsáno v kapitole 3.2.1).
Pro predikci cyklů se používá buffer který pojme až  128 záznamů. Optimalizovaný program
by tedy   v kritické  části  programu neměl  obsahovat  více  cyklů  než  128.  Každý záznam dokáže
uchovat maximálně 64 opakování cyklu. To znamená, že cykly, které se opakují maximálně 64krát
jsou správně předpovězeny (za předpokladu že se počet opakování nemění), cykly s větší velikostí
jsou předpovězeny správně kromě posledního cyklu. Predikce skoků, které nemají charakter cyklu je
prováděna klasickým prediktorem s historií vzorů. 
Buffer pro uložení návratových hodnot má velikost 16, tedy není optimální aby měl program
více než 16 vnořených volání funkce (Kapitola přebrána z [2]).
6.1.2 Cache
L1 cache má velikost 32 kB pro data i pro instrukce. Cache je organizovaná do 64 sad rozdělených na
8 částí, každá o velikosti 64 B([2] a [3]).
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6.2 Vliv predikce skoků na rychlost provádění
if-else příkazů
Jako testovací kód byl použit program který podle hodnoty proměnné a (určené náhodně funkcí rand)
provede  jeden  z bloků  příkazů  podle  platnosti  podmínky.  Celý  program je  spuštěn  ze  smyčce  a
nakonec vytiskne výsledek. 
#include <unistd.h>
#include <stdlib.h>
#include <stdio.h>
#include <time.h>
using namespace std;
int main(){
srand ( time(NULL) );
 int a;
int b = 0
int d = 1;
for (z = 0;z < 20000000;z++){
 a = rand() % 1000;
 if (a > 100){
  b += d;
  b += d;
  b += d;
  b += d;
 }
 else{
             b += d;
  b += d;
  b += d;
  b += d;
 }
       
}
 printf("%d\n",b);
 return 0;
}
Tento  kód  byl  přeložen  bez  zapnutých  optimalizací  překladače  z důvodu  vyšší  přesnosti
výpočtu (if  i  else  jsou identické,při zapnutých optimalizacích by překladač celý příkaz if odstranil).
Zapnuté optimalizace v tomto případě nejsou důležité, protože zrychlí program jako celek stejně. 
Predikce  skoků  dokáže  odhadnout  celkem dobře,  zda  skok  provést,  pokud  je  skok  stále
jedním směrem(podmínka  buď  stále  platí,  nebo stále  neplatí),  nebo  skáče  podle  nějakého vzoru
(například 2x platí  ,3x neplatí,  2xplatí,3x neplatí,  …).  Chybná predikce je častější,  jsou-li  skoky
prováděny náhodně.
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Následující tabulka a graf ukazuje vliv chybné predikce skoků na rychlosti provádění. Údaj o
procentech ukazuje poměr platnosti podmínky if (poměr se mění změnou čísla u a > 100 )
% 100 90 80 70 60 50 40 30 20 10 0
sec 0,287 0,319 0,354 0,386 0,409 0,416 0,408 0,385 0,353 0,319 0,289
Z tabulky je vidět, že nejhorších výsledků jsme dosáhli, byl-li poměr pravdivosti podmínky
50 procent. Je to nejhorší možný případ pro jednotku predikce skoků, kdy je vlastně šance 50 procent
že odhadl skok dobře. Čím víc je potom častěji prováděna jedna větev, tím je větší šance že bude
predikce provedena správně, až do extrémní hodnoty, kdy je prováděna pouze jedna větev se 100%
šancí.
6.3 Rozdíl v použití switch a if příkazů
Počet větví If(sec) switch(sec)
2 0,279 0,279
3 0,339 0,339
4 0,355 0,353
5 0,395 0,365
6 0,407 0,377
Tato tabulka ukazuje rozdíl rychlosti provádění stejného kódu při použití switch a if.
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 Počet větví – počet návěští  case ve  switch příkazu, nebo počet všech vnořených  if příkazů(včetně
prvního)
If (sec) -  doba běhu programu v sekundách při použití if
Switch (sec) – doba běhu programu v sekundách při použití switch
Z tabulky  je  vidět,  že  zatímco  při  malém  počtu  větví  je  rozdíl  v rychlosti  nulový,  případně
zanedbatelný, od pěti větví je rozdíl v rychlosti 0,03 sekundy. V takovémto případě je lepší použít
switch, na který je navíc v určitých případech aplikovat optimalizace popsaná v kapitole 2.3.2.
6.4 Použití matic
Testovací kód naplní  matici s různou velikostí  (na příkladu momentálně  255x255) čísly a
vytiskne jejich hodnoty na standardní výstup.
#include <unistd.h>
#include <stdlib.h>
#include <stdio.h>
#include <time.h>
using namespace std;
int main(){
srand ( time(NULL) );
int z;
    int a;
int matrix[255][255];
for (z = 0;z < 20000;z++){
        a = rand() % 10;
for (int i = 0 ;i < 255;i++){
for(int j = 0; j < 255;j++){
matrix[i][j]= (i+j)*(a+1);
}
}
}
 for (int i = 0 ;i < 255;i++){
for(int j = 0; j < 255;j++){
printf("%d", matrix[i][j]);
}
}
return 0;
}
Kód byl testován na vliv velikosti matic na rychlosti. Tento vliv ukazují tyto tabulky:
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Sekvenční přístup – průchod matice po řádcích
Nesekvenční přístup – průchod matice po sloupcích, případně náhodně
Velikost matice 31x31 32x32 33x33
Sekvenční přístup(sec) 0,016 0,017 0,018
Nesekvenční přístup(sec) 0,022 0,023 0,024
V případě matic o malých rozměrech jde vidět, že rychlost programu je podle očekávání tím
větší, čím menší matice je zpracovávána. 
Velikost matice 63x63 64x64 65x65
Sekvenční přístup(sec) 0,057 0,059 0,068
Nesekvenční přístup(sec) 0,082 0,085 0,071
I v tomto případě je rychlost zpracování závislá na velikosti matice jako v prvním případě,
s výjimkou  nesekvenčního  přístupu,  kdy  překladač  pravděpodobně  dokázal  na  velikosti  65x65
provést nějakou optimalizaci.
Velikost matice 127x127 128x128 129x129
Sekvenční přístup(sec) 0,237 0,239 0,243
Nesekvenční přístup(sec) 0,244 0,885 0,25
Velikost matice 255x255 256x256 257x257
Sekvenční přístup(sec) 0,915 0,921 0,927
Nesekvenční přístup(sec) 0,925 3,538 0,967
Při  použití velkých (větších než velikost L1 cache) matic dochází k výraznému zpomalení
výpočtu při použití velikosti matice rovné mocnině dvou. Tato velikost totiž způsobí, že rozdíl adres
prvků v matici bude roven kritickému kroku cache paměti, což způsobí velmi časté výpadky v datové
cache paměti při práci s touto maticí.
V případě práce s takto velkými maticemi je možná optimalizace zvětšit velikost o jedničku.
Např. matici o velikosti 256x256 rozšířit na 257x257, s tím že pracovat se s ní bude pouze jako by
měla velikost původní. 
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6.5 Dynamická alokace paměti
Testovací kód v cyklu realokuje paměť pro pole o různý přírůstek paměti a přiřazuje do pole různé
hodnoty.  Když  pole  dosáhne  velikosti  200,  začíná  znovu  od  začátku  Nakonec  vytiskne  hodnotu
z jedné hodnoty z pole
#include <unistd.h>
#include <stdlib.h>
#include <stdio.h>
#include <time.h>
using namespace std;
#define ADD 60
int main()
{
    int z,b;
int l = 0;
 int *p = (int*)malloc(sizeof(int));
for (z = 0;z < 20000000;z++){
if((z % 200) % ADD == 0){
if (l >= 200) {p = (int*)realloc(p,(sizeof(int))); l
= 0;}
l += ADD;
p = (int*)realloc(p,(l*sizeof(int)));
}
p[z % 200] = z;
}
 b = p[90];
 printf("%d\n",b);
 return 0;
}
Tento program měří rychlost programu v závislosti na realokaci paměti příkazem realloc. Pole p má
na začátku velikost 1, realokuje se až do velikosti 200. Konstanta ADD určuje kolik další paměti se
poli přidá, dojde-li k zaplnění.
Přírůstek
paměti(sizeof(int))
Čas alokace 200
prvků pro pole(s)
1 1,905
10 0,702
16 0,515
20 0,460
30 0,350
32 0,317
40 0,319
60 0,272
64 0,231
80 0,225
100 0,213
128 0,182
150 0,224
180 0,232
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Jak je vidět  z tabulky,  nejlepších výsledků  dosahuje použití  realokace o přírůstek 128.  To je ale
způsobeno optimalizací počítání zbytku po dělení(viz kapitola 2.2) v podmínce, která určuje jestli už
je pole zaplněné.U ostatních hodnot se rychlost výpočtu výrazně  zvětšuje až do hranice poloviny
požadované hodnoty, potom se (mimo hodnotu 128) rychlost výpočtu opět snižuje. Toto snížení už
ale není tak výrazné jako při  menších hodnotách Pokud tedy programátor nezná přesnou velikost
výsledného pole, z hlediska optimalizace je nejlepší zvětšovat paměť o velikosti poloviny přibližně
očekávané velikosti pole.
6.6 Použití třídy string
Potřebujeme-li  pracovat  s textovými  řetězci,  můžeme  pro  usnadnění  práce  využít  typ  string ze
standardní knihovny C++. Použití tohoto typu ale nemusí být optimální pro rychlost programu. Třída
string používá pro alokaci paměti operátory new a delete a realokuje paměť pokaždé, když je řetězec
nějak modifikován.
Pro efektivnější práci s řetězci je lépe řetězec implementovat jako pole znaků. Tento přístup
má však i  několik nevýhod.  Pole má pevnou velikost,  tedy je nutné zajistit,  aby velikost  řetězce
nepřesáhla  velikost  pole.  Další  nevýhoda  spočívá  v tom,  že  programátor  si  musí  naprogramovat
potřebné funkce pro práci s těmito řetězci.
Následující příklad ukazuje rozdíl rychlosti při použití metody  substr třídy  string a funkce
která podřetězec vyhledá v poli.
Použití třídy string
#include <unistd.h>
#include <stdlib.h>
#include <stdio.h>
#include <time.h>
#include <string>
#include <iostream>
using namespace std;
int main(){
 int z;
int d;
 string a = "abc abcde";
 for (z = 0;z < 2000000;z++){
         cout << a.substr(4,5) << endl;
}
return 0;
}
Použití pole znaků 
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//include a using stejný jako v předchozím případě
void substring(char *text, char *t, int pozice, int delka){
     int i;
     for (i= 0; i < delka; i++){
         t[i] = text[i+pozice];
     }
}
int main(){
int z;
int d;
 char *a = "abc abcde";
 char *v;
 v = new char[5];
for (z = 0;z < 2000000;z++){   
        substring(a,v,4,5);
        cout << v << endl;
}
return 0;
}
Oba programy tisknou na výstup podřetězec  abcde.  Doba trvání programu který využíval
string byla 1,75 vteřin. Doba programu který využíval pole byla 1,5 vteřiny.
6.7 Použití třídy set
Třída  set ze standardní knihovny C++ reprezentuje množinu. Je to kontejner, který obsahuje prvky
libovolného typu (použití šablon). Všechny prvky v množině musí být unikátní. Používání třídy set je
ale velmi neefektivní. Podobně jako u optimalizace práce s řetězci, je lépe využít polí. Tento přístup
má opět nevýhodu v tom že množina má pevnou a velikost a programátor musí kontrolovat, zda jsou
všechny vkládané prvky unikátní.
Následující  příkaz  demonstruje  rozdíl  rychlosti  při  přístupu  k prvkům  množiny
implementované pomocí třídy set a pomocí pole
Použití třídy set
#include <unistd.h>
#include <stdlib.h>
#include <stdio.h>
#include <time.h>
#include <set>
using namespace std;
int main(){
srand ( time(NULL) );
 int z,b;
b = 0;
set<int> p;
for( int i = 0; i < 200; ++i ) p.insert(i*3);
 for (z = 0;z < 200000;z++){
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       for( set<int>::const_iterator iter = p.begin();iter != 
                                                 p.end();++iter ){ 
b+= (*iter)+z;
  }  
}
 printf("%d\n",b);
 return 0;
}
Použití pole
//include a using stejný jako v předchozím případě
int main(){
srand ( time(NULL) );
 int z,b;
b = 0;
int *p = new int[200];
for( int i = 0; i < a; ++i ) p[i] = i*3;
 for (z = 0;z < 200000;z++){
for( int iter = 0;iter < 200 ; ++iter )
{b+= p[iter] + z;}
}
 printf("%d\n",b);
 return 0;
}
Oba programy nejdříve naplní množinu hodnotami. V cyklu potom prochází všechny hodnoty
a přičítají ji k proměnné, kterou nakonec vytisknou na standardní výstup. V případě kdy byla použita
třída  set byla doba trvání programu 0,487 vteřin. Při použití pole ale byla doba trvání jenom 0,03
vteřiny, tedy program se vykonal víc než 100x rychleji. Použití třídy set by se tedy měl programátor
co nejvíce vyhýbat.
6.8 Operátor inkrementace a dekrementace
Tyto operátory se dají použít ve dvou tvarech:
a = i++; - nejprve uloží do a číslo i a potom i zvětší o jedničku
a = ++i; - nejprve zvětší číslo i o jedničku a potom zvětšené číslo uloží do a
Kromě  tohoto rozdílu je zde i  rozdíl  výkonnostní.  Testovací  kód  v cyklu  ukládá do proměnné  a
náhodné  číslo  zvětšené  o  jedničku  jedním  z testovaných  způsobů.  Nakonec  číslo  vytiskne  na
standardní výstup.
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#include <unistd.h>
#include <stdlib.h>
#include <stdio.h>
#include <time.h>
using namespace std;
int main(){
int z;
int d,a;
a = 0;
 srand ( time(NULL) );
for (z = 0;z < 50000000;z++){
       d = rand() % 10;
       a = d++;
}
printf("%d",a);
return 0;
}
Vygenerujeme-li  kód  v assembleru  pro  oba  případy  (d++ a  ++d)  zjistíme,  že  jsou  skoro
identické. d++ má však jednu instrukci mov navíc. To je způsobeno tím, že optimalizující překladač
pozná, že po provedení příkazu a = ++d budou obě proměnné a i d obsahovat stejné čísla a uloží je
do stejného registru.
Přestože by se tedy měla verze ++d provést rychleji, při měření tohoto kódu doba trvání ++d
byla 0,468 vteřiny a verze d++ 0,459 vteřiny. Verze ++d totiž způsobuje závislost mezi přiřazením a
inkrementací (důvod zpomalení je vysvětlen v kapitole 3.2). Přiřazení do proměnné a musí počkat na
výpočet nové hodnoty i, zatímco ve druhém případě se proměnná změní až po přiřazení.
  V těchto případech je tedy lépe používat verzi  d++. Při této změně  je však nutné upravit
počáteční hodnotu, aby se hodnoty přiřazovaly stejně jako v případě ++d.
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7 Aplikace optimalizací
Zde  popsané  optimalizace  byli  vyzkoušeny  na  aplikaci  p7zip,  což  je  volně  šířitelný  kompresní
program (možno stáhnout z http://sourceforge.net/). Zvolení vhodného kódu pro optimalizaci bylo
zjištěno programem gprof a vhodným rozmístěním testovacích proměnných. Vybraný kód je obsažen
v souboru LzFind.c ve funkci GetMatchesSpec1. Při pokusu o optimalizaci se však vyskytl problém
s tím, že mnoho těchto optimalizací nebylo na tento kód možné aplikovat (kód neobsahoval potřebné
programové konstrukce).
Originální kód
if (cutValue-- == 0 || delta >= _cyclicBufferSize)
    {
      *ptr0 = *ptr1 = kEmptyHashValue;
      return distances;
    }
Tento kód je obsažen v nekonečném cyklu a určuje, kdy má být tento cyklus a celá funkce
ukončena. Kód byl optimalizován za základě  poznatků  z kapitoly 2.3. Při  testování se ukázalo že
výraz delta >= _cyclicBufferSize bývá častěji pravdivý než výraz cutValue-- == 0. 
Upravený kód
if (delta >= _cyclicBufferSize || cutValue == 0)
    {
      *ptr0 = *ptr1 = kEmptyHashValue;
      return distances;
    }
cutValue--;
V tomto  případě  jsou  podmínky  přehozeny  s cílem  dosáhnout  lepšího  zkráceného
vyhodnocení  výrazu.  Protože  však  výraz  cutValue--  by  v tomto  případě  nemusel  být  vždy
vyhodnocen, byl přesunut až za tělo podmínky (Vzhledem k tomu že v těle cyklu se s proměnnou
cutValue nepracuje  je  možné  si  tohle  dovolit).  Tím  je  dosaženo  další  optimalizace,  protože
dekrementace  proměnné  cutValue se  neprovede  v případech,  kdy  podmínka  platí  a  funkce  je
ukončena.
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Originální kód
if (++len != lenLimit && pb[len] == cur[len])
while (++len != lenLimit)
            if (pb[len] != cur[len])
              break;
Upravený kód
++len;
    if (pb[len] == cur[len] && len != lenLimit)
while (++len != lenLimit)
            if (pb[len] != cur[len])
              break;
Tento případ je podobný předchozímu, opět je přehozena podmínka, aby se dosáhlo lepšího
zkráceného vyhodnocení. Z důvodu nejistoty v provedení výrazu ++len bylo opět nutné tento výraz
provést samostatně.
Při  měření  rychlosti  takto  upraveného programu však  nastali  další  komplikace.  Program,
spuštěný několikrát se stejnými vstupními daty, trval pokaždé různou dobu. Toto časové rozmezí bylo
i řádově v setinách vteřiny. Není proto možné určit přesné zrychlení programu po těchto úpravách.
Pro optimalizaci toho programu jsou tyto dvě úpravy vše. V programu byl proveden pokus i o
další  optimalizace,  ovšem při  jejich  testování  se  ukázalo,  že  neměli  na  rychlost  programu  vliv,
případě ji zhoršili.
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8 Závěr
 Z toho, co bylo v této práci popsáno je zřejmé, že i v dnešní době,  kdy velkou část optimalizací
provádí překladače, je důležité zabývat se optimalizacemi programů. Někdy tyto optimalizace však
nejsou zcela triviální a je třeba určitý programátorův zájem, aby program opravdu napsal co nejlépe.
Je vhodné mít  nastudovanou architekturu počítače, na kterém bude program spouštěn, stejně jako
práci překladače, kterým je program překládán.
Tato  práce  slouží  jako  příručka  pro  programátory,  kteří  se  snaží  své  programy  napsat
efektivnějším způsobem.  Pro další  možnosti  optimalizací  je možné  využít  literatury uvedenou na
konci této práce, kde zejména [1] obsahuje mnoho užitečných rad při psaní programů. 
Z hlediska dalšího vývoje práce je možné se zaměřit na optimalizace přeložených programů
v assembleru.  Tyto  optimalizace  jsou z hlediska  zájmu  programátora  náročnější  než  optimalizace
prováděné v některém z vyšších jazyků, zato ale nabízí možnost dosažení lepších výsledků.
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Seznam příloh
Příloha 1. CD obsahující testovací programy pro ověření výsledků měření a program p7zip a jeho
optimalizovanou verzi.
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