We prove global existence for a nonlinear Smoluchowski equation ( 
Introduction
Systems coupling fluids and particles are of great interest in many branches of applied physics and chemistry. The equations attempt to describe the behavior of complex mixtures of particles and fluids, and as such, they present numerous challenges, simultaneously at three levels: at the level of their derivation, the level of their numerical simulation and that of their mathematical treatment. In this paper we concentrate solely on one aspect of the mathematical treatment, the regularity of solutions. The particles in the system are described by a probability distribution f (t, x, m) that depends on time t, macroscopic variable x ∈ R n , and particle configuration m ∈ M . Here M is a smooth compact Riemannian manifold without boundary. The particles are transported by a fluid, agitated by thermal noise, and interact among themselves. This is reflected in a kinetic equation for the evolution of the probability distribution of the particles ( [2, 8] ). The interaction between particles -a micro-micro interaction -is modeled in a mean-field fashion by a potential that represents the tendency of particles to favor certain coherent configurations. The interaction between particles occurs only when the concentration of particles is sufficiently high. Mathematically, this term is responsible for the nonlinearity of the Smoluchowski (Fokker-Planck) equation, and physically, it is responsible
The model
Consider the system
where
with a kernel K which is a smooth, time and space independent symmetric function K :
We also take Ω = R 2 .
Statement of the result
Theorem 1.1 Take v(0) ∈ W 1+ε 0 ,r ∩L 2 (R 2 ) and f (0) ∈ W 1,r (H −s ), for some r > 2 and ε 0 > 0 and f ≥ 0, M f 0 ∈ L 1 ∩ L ∞ . Then (1) has a global solution in v ∈ L ∞ loc (W 1,r ) ∩ L 2 loc (W 2,r ) and f ∈ L ∞ loc (W 1,r (H −s )). Moreover, for T > T 0 > 0, we have v ∈ L ∞ ((T 0 , T ); W 2−ε,r ).
Preliminaries
We define C to be the ring of center 0, of small radius 1/2 and great radius 2. There exist two nonnegative radial functions χ and ϕ belonging respectively to D(B(0, 1)) and to D(C) so that
For instance, one can take χ ∈ D(B(0, 1)) such that χ ≡ 1 on B(0, 1/2) and take
Then, we are able to define the Littlewood-Paley decomposition. Let us denote by F the Fourier transform on R d . Let h, h, ∆ q , S q (q ∈ Z) be defined as follows:
We use the para-product decomposition of Bony ([3] )
We define the inhomogeneous and homogeneous Besov spaces by Definition 1.2 Let s be a real number, p and r two real numbers greater than 1. Then we define the following norm
and the following semi-norm
Definition 1.3
• Let s be a real number, p and r two real numbers greater than 1. We denote by B s p,r the space of tempered distributions u such that u e B s p,r is finite. We refer to [4] for the proof of the following results and for the multiplication law in Besov spaces.
The following corollary is straightforward. .
We will use the following theorem from [5]
with an initial data in L 2 and an external force f in L 1
A deteriorating regularity estimate
The main part of this section is the proof of a deteriorating regularity estimate for transport equations in the spirit of [1] and [5] . After this proof, we will apply this estimate in order to prove Theorem 1.1.
We also denote H = (−∆ g + I) −s/2 with s > d/2 + 1.
Theorem 2.1 Let σ and β be two elements of ]0, 1[ such that σ + β < 1. A constant C exists that satisfies the following properties. Let T and λ be two positive numbers and v a smooth divergence free vector field so that
Consider two smooth functions f and v so that f is the solution of
Then we have, if λ ≥ 3C,
We will use the notation f q def = ∆ q f . Applying the operator ∆ q to the transport equation (6), we get
where R q is a rest term.
Applying H to (11) and taking the L 2 norm on M , we get
Hence, arguing as in [7] , we have
q . We will use now the following lemma, postponing its proof:
Taking the L p norm of N q , we get
After multiplication by 2 qσ−Φ q,λ (t) , we get
Then, using the inequality (15) and taking the sup over q, we get
Cλ ∇v e
As λ ∇v
is smaller than (σ − β), we have
Moreover, by definition of Φ q,λ (t, t ′ ), it is obvious that
Then, we obtain that
This proves the theorem of course if we prove the estimate (15) of the lemma. First of all, let us decompose the operator R q . We have
Then, we use that
In the same way, we have
Let us estimate the six terms appearing above. We have Let us begin with R 1 q (v, f ). By definition of the paraproduct, we have
As, if |q − q ′ | > 2 then the above term is equal to 0, we deduce that
Using the fact that, if |q − q ′ | ≤ 2, then
But, it is obvious that
Using the fact that |q − q ′ | ≤ 2, we get
So it turns out that
Now let us look at R 2 q (v, f ). By definition of the paraproduct, we have
The terms of the above sum are equal to 0 except if |q − q ′ | ≤ 2. Moreover, by definition of the operators ∆ q , we have
So we infer that
Hence,
Then, we have, using Inequality (18),
So, we get
For R 3 q , we have
Then, we see that the sum converges since
and 1 + σ − (σ − β) = 1 + β > 0. Hence, we get
q (f ) is the same as the estimate for R 1 q (v, f ). Indeed, we have
Hence, we conclude as for R 1 q (v, f ) and get
We write
q (f ). The estimate for R 5 q (v, f ) is similar to the one for R 2 q (v, f ) with the only difference that we have to use the regularity of ∇v. We have
Hence, HR
and the sum is uniformly bounded since
Then, we argue in a similar way for HR
and we conclude as above with M σ+1 λ (v) replaced by M σ λ (f ). Finally, the estimate for R 6 q (v, f ) is exactly the same as the one for R 3 q (v, f ) since, we also have that ∇ g Hf L ∞ (L 2 ) ≤ C.
Global existence
Now, we turn to the proof of our main theorem. First, we notice that the local existence in 
We want to prove that we can extend the solution beyond the time T . It is enough to prove that ∇v ∈ L ∞ ((0, T ) × R 2 ).
The local existence result tells that, for any T 0 in ]0, T [, the solution (v, f ) of (1) 
Choosing ε < 1 − 2/r and p = ∞ in the above assertion implies that (v, τ ) ∈ L ∞ loc ( C 1+σ × C σ (H −s )) where σ = 1 − ε − 2/r > 0. So we can apply Theorem 1.7 and we can choose T 0 such that, with the notations of Theorem 2.1, we have
The deteriorating regularity estimate of Theorem 2.1 applied with σ and between T 0 and T tells exactly that f satisfies
Now, we have to estimate ∇v. The two dimensional Navier-Stokes equation can be written as
where P denotes the Leray projector on the divergence free vector field. Exactly along the same lines as in the proof of Theorem2.1, we have
Moreover, it is obvious that 2
(24) Using well known estimates on the heat equation (see for instance [4] ) and Inequalities (23) and (24) , we get that .
Moreover, it is easy to see that
Now it is enough to choose T 0 such that the quantity
is small enough. Then as σ is greater than 0, the solution (v, τ ) of the system (1) is such that (∇v, τ ) belongs to L ∞ ([T 0 , T ] × R 2 ); this concludes the proof of Theorem 1.1.
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