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ON THE SIMILARITY OF HOLOMORPHIC MATRICES
JU¨RGEN LEITERER
Dedicated to the memory of Gennadi Henkin, teacher and coauthor
Abstract. R. Guralnick [Gu] proved that two holomorphic matrices on a
noncompact connected Riemann surface, which are locally holomorphically
similar, are globally holomorphically similar. We generalize this to (possi-
bly, non-smooth) one-dimensional Stein spaces. For Stein spaces of arbitrary
dimension, we prove that global C∞ similarity implies global holomorphic sim-
ilarity, whereas global continuous similarity is not sufficient.
1. Introduction
Let X be a complex space, e.g., a complex manifold or an analytic subset of a
complex manifold. Denote by Mat(n×n,C) the algebra of complex n×n matrices,
and by GL(n,C) the group of its invertible elements.
1.1. Definition. Two holomorphic maps A,B : X → Mat(n × n,C) are called
(globally) holomorphically similar on X if there is a holomorphic map H : X →
GL(n,C) with B = H−1AH on X . They are called locally holomorphically
similar at a point ξ ∈ X if there is a neighborhood U of ξ such that A|U and B|U
are holomorphically similar on U . Correspondingly, continuous and Ck similarity
are defined.
R. Guralnick [Gu] proved the following
1.2.Theorem. Suppose X is a noncompact connected Riemann surface. Then, any
two holomorphic maps A,B : X → Mat(n×n,C), which are locally holomorphically
similar at each point of X, are globally holomorphically similar on X.
Actually, Guralnick proved a more general theorem for matrices with elements
in a Bezout ring (with some extra properties), and then applies this to the ring of
holomorphic functions on a non-compact connected Riemann surface. The ring of
holomorphic functions on an arbitrary (non-smooth) one-dimensional Stein space
is not Bezout. Therefore, it seems that Guralnick’s proof of Theorem 1.2 cannot
be generalized to the non-smooth case, at least not in a straightforward way.
Nevertheless, in the present paper, we use Guralnick’s result to prove
Some of the results of this text are contained already in the preprint “Local and global similarity
of holomorphic matrices” sent to some colleagues in September 2016 and later posted in the arXiv
[Le1] (partially with different proofs).
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1.3. Theorem. Suppose X is a one-dimensional Stein space (possibly not smooth),
and let A,B : X → Mat(n×n,C) be two holomorphic maps, which are locally holo-
morphically similar at each point of X. Then A and B are globally holomorphically
similar on X.
In the proof (given in Section 5) we take advantage of the fact that the normaliza-
tion of X is a Riemann surface each connected component of which is noncompact,
and there, we can apply Guralnick’s result. Then we use the Oka principle for Oka
pairs of Forster and Ramspott [FR1] (Proposition 4.6 below) to “push down” this
to X .
The Oka principle of Forster and Ramspott is valid also for Stein spaces of
arbitrary dimension. We deduce from it (in Section 4) the following Oka principle
for the similarity of holomorphic matrices.
1.4. Theorem. Suppose X is a Stein space (of arbitrary dimension), and let A,B :
X → Mat(n× n,C) be two holomorphic maps such that there exsists a continuous
map C : X → GL(n,C) satisfying the following two conditions:
(a) B = C−1AC on X.
(b) For each ξ ∈ X, there exist a neighborhood Uξ of ξ and a holomorphic map
Hξ : Uξ → GL(n,C) with B = H
−1
ξ AHξ on Uξ and Hξ(ξ) = C(ξ).
Then A and B are globally holomorphically similar on X.
Note that conditions (a) and (b) imply that
(a’) A and B are globally continuously similar on X .
(b’) A and B are locally holomorphically similar at each point of X .
However, conditions (a’) and (b’) alone do not imply global holomorphic similarity.
We show this by a counterexample (Theorem 8.2 below).
There are different criteria for local holomorphic similarity, which are known or
can be easily obtained from known results. They are contained in the following
theorem (with invertible Φ).
1.5. Theorem. Let A,B : X → Mat(n × n,C) be holomorphic, ξ ∈ X and Φ ∈
Mat(n × n,C) such that ΦB(ξ) = A(ξ)Φ. Suppose at least one of the following
conditions is satisfied.
(i) (Wasow’s criterion) The dimension of the complex vector space
(1.1)
{
Θ ∈Mat(n× n,C)
∣∣∣ ΘB(ζ) = A(ζ)Θ}
is constant for ζ in some neighborhood of ξ.
(ii) (Smith’s criterion) dimX = 1, ξ is a smooth point of X, and there exist a
neighborhood Vξ of ξ and a continuous map Cξ : Vξ → GL(n,C) such that
CξB = ACξ on Vξ, and Cξ(ξ) = Φ.
(iii) (Spallek’s criterion) There exist a neighborhood Vξ of ξ and a C∞ map
Tξ : Vξ → Mat(n× n,C) such that TξB = ATξ on Vξ, and Tξ(ξ) = Φ.
Then there exist a neighborhood Uξ of ξ and a holomorphic Hξ : Uξ → Mat(n×n,C)
such that HξB = AHξ on Uξ, and Hξ(ξ) = Φ.
Proofs or references (explaining also the role of the names ‘Wasow, Smith and
Spallek’) for the statements contained in this theorem will be given in Section 6.
From Spallek’s criterion it follows that each C∞ map C : X → GL(n,C) satisfy-
ing condition (a) in Theorem 1.4 automatically also satisfies condition (b). There-
fore, Theorem 1.4 has the following
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1.6. Corollary. Suppose X is a Stein space (of arbitrary dimension). Let A,B :
X → Mat(n×n,C) be two holomorphic maps, which are globally C∞ similar on X.
Then A and B are globally holomorphically similar on X.
We show by an example (Theorem 8.2 below) that in this corollary C∞ cannot
be replaced by Ck with k <∞ (the same k for all A, B).
Moreover, Spallek’s criterion in particular says that local C∞ similarity at a point
implies local holomorphic similarity at this point, and the Smith criterion says that,
if dimX = 1, then, at the smooth points, merely local continuous similarity implies
local holomorphic similarity. Therefore Theorem 1.3 has the following
1.7. Corollary. Suppose X is a one-dimensional Stein space. Let A,B : X →
Mat(n×n,C) be holomorphic. Then, for global holomorphic similarity of A and B
it is sufficient that, for each point ξ ∈ X, at least one of the following holds.
– A and B are locally C∞ similar at ξ.
– ξ is a smooth point of X, and A and B are locally continuously similar at ξ.
We show by examples (Theorem 7.4) that in this corollary, at the non-smooth
points, C∞ cannot be replaced by Ck with k <∞ (the same k for all A, B and ξ).
However, see Remark 6.4.
In [Le1] and then, in revised form, in [Le2], we gave another proof of Theorem
1.3, which does not use Guralnick’s Theorem 1.2 (and thereby is also a new proof
for Guralnick’s result), but which is much longer than the proof given here. An
advantage of this other proof is that it is not restricted to the one-dimensional case.
For example, in a forthcoming paper, we will show that the claim of Theorem 1.2
remains valid if X is a convex domain in C2 (for convex domains in C3, this is not
true).
Acknowledgements: I want to thank F. Forstneric˘, F. Kutzschebauch and J.
Ruppenthal for helpful discussions (in particular, see Remark 5.3)
2. Notations
N is the set of natural numbers including 0. N∗ = N \ {0}.
If n,m ∈ N∗, then by Mat(n × m,C) we denote the space of complex n × m
matrices (n rows andm columns), and by GL(n,C) we denote the group of invertible
complex n× n matrices.
The unit matrix in Mat(n× n,C) will be denoted by In or simply by I.
KerΦ denotes the kernel, ImΦ the image and ‖Φ‖ the operator norm of a matrix
Φ ∈ Mat(n ×m,C) considered as a linear map between the Euclidean spaces Cm
and Cn.
By a complex space we always mean a reduced complex space [GR] (which is the
same as an analytic space in the terminology used, e.g., in [C] and [L]).
3. Preparations concerning sheaves
Let X be a topological space, and G a topological group (abelian or non-abelian).
Then we denote by CGX , or simply by C
G, the sheaf of continuous G-valued maps
on X , i.e., CG is the map which assigns to each open U ⊆ X the group CG(U) of
alll continuous maps f : U → G if U 6= ∅, and the group which consist only of the
neutral element of G if U = ∅.
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All sheaves in this paper are subsheaves of CGX (for some X and some G), i.e., a
map F which assigns to each open U ⊆ X a subgroup F(U) of CG(U) such that:
– If V ⊆ U are non-empty open subsets of X , then, for each f ∈ F(U), the
restriction of f to V , f |V , belongs to F(V ).
– If U ⊆ X is open and f ∈ CG(U) is such that, for each ξ ∈ U , there is an
open neighborhood V ⊆ U of ξ with f |V ∈ F(V ), then f ∈ F(U).
If F and G are two subsheaves of CGX , then F is called a subsheaf of G if F(U) ⊆ G(U)
for all open U ⊆ X .
If X is a complex space and G is a complex Lie group, then we denote by OGX , or
simply by OG, the subsheaf of CGX which assigns to each non-empty open U ⊆ X ,
the group OG(U) of all holomorphic maps from U to G.
Let F be a subsheaf of CG.
Let U = {Ui}i∈I an open covering of X .
A family fij ∈ F(Ui ∩Uj), i, j ∈ I, is called a (U ,F)-cocycle if (with the group
operation in G written as a multiplication)
fijfjk = fik on Ui ∩ Uj ∩ Uk for all i, j, k ∈ I.
1
Note that then always f−1ij = fji and fii is identically equal to the neutral element
of G. The set of all (U ,F)-cocycles will be denoted by Z1(U ,F). Two cocycles {fij}
and {gij} in Z1(U ,F) are called F-equivalent if there exists a family hi ∈ F(Ui),
i ∈ I, such that
fij = higijh
−1
j on Ui ∩ Uj for all i, j ∈ I.
If, in this case, for all i, j, the map gij is identically equal to the neutral element of
G, then f is called F-trivial.
We say that f is an F-cocycle (on X), if there exists an open covering U of X
with f ∈ Z1(U ,F). This covering then is called the covering of f . As usual we
write
H1(X,F) = 0
to say that each F -cocycle is F -trivial.
Let U = {Ui}i∈I and U∗ = {U∗α}α∈I∗ be two open coverings of X such that U
∗
is a refinement of U , i.e., there is a map τ : I∗ → I with U∗α ⊆ Uτ(α) for all α ∈ I
∗.
Then we say that a (U∗,F)-cocycle {f∗α}α,β∈I∗ is induced by a (U ,F)-cocycle
{fij}i,j∈I if this map τ can be chosen so that
f∗αβ = fτ(α)τ(β) on U
∗
i ∩ U
∗
j for all α, β ∈ I
∗.
We need the following well-known proposition, see [C, p. 101] for “if” and [Hi, p.
41] for “only if”.
3.1. Proposition. Let f, g ∈ Z1(U ,F) and f∗, g∗ ∈ Z1(U∗,F) such that f∗ and g∗
are induced by f and g, respectively. Then f and g are F-equivalent if and only if
f∗ and g∗ are F-equivalent.
1Here and in the following we use the convention that statements like “f = g on ∅” or “f := g
on ∅” have to be omitted.
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Now let U and V be two arbitrary open coverings of X , f ∈ Z1(U ,F) and
g ∈ Z1(V ,F). Then we say that f and g are F-equivalent if there exist an open
covering W of X , which is a refinement of both U and V , and (W ,F) cocycles f∗
and g∗, which are induced by f and g, respectively, such that f∗ and g∗ are F
equivalent. By Proposition 3.1, this definition is in accordance with the definition
of equivalence given above for U = V .
4. An Oka principle and proof of Theorem 1.4
4.1. Definition. Let Φ ∈ Mat(n × n,C). We denote by ComΦ the algebra of all
Θ ∈ Φ ∈ Mat(n × n,C) with ΦΘ = ΘΦ, and by GComΦ we denote the group of
invertible elements of ComΦ. Note that, as easily seen,
GComΦ = GL(n,C) ∩ ComΦ, and(4.1)
Com(Γ−1ΦΓ) = Γ−1(ComΦ)Γ for all Γ ∈ GL(n,C).(4.2)
4.2. Lemma. GComΦ is connected, for each Φ ∈Mat(n× n,C).
Proof. Let Θ ∈ GComΦ. Since the set of eigenvalues of Φ is finite, and the numbers
0 and −1−‖Θ‖ do not belong to it, then we can find a continuous map λ : [0, 1]→ C
such that λ(0) = 0, λ(1) = 1 + ‖Θ‖ and Θ + λ(t)I ∈ GL(n,C) for all 0 ≤ t ≤ 1.
Setting
γ(t) =

Θ+ λ(t)I if 0 ≤ t ≤ 1,
(1 + ‖Θ‖)
(
2−t
1+‖Θ‖Θ+ I
)
if 1 ≤ t ≤ 2,
(1 + (3− t)‖Θ‖)I if 2 ≤ t ≤ 3,
then we obtain a continuous path γ in GL(n,C), which connects Θ = γ(0) with
I = γ(3). Since Θ ∈ ComΦ, from the definition of γ it is clear that the values
of γ belong to the algebra ComΦ. In view of (4.1), this means that γ lies inside
GComΦ. 
4.3. Definition. Let X be a complex space, and A : X → Mat(n× n,C) holomor-
phic. We introduce the families
ComA :=
{
ComA(z)
}
z∈X
and GComA :=
{
GComA(z)
}
z∈X
.
If the dimension of ComA(z) does not depend on z, then it follows from the Wasow
criterion (Theorem 1.5, condition (i)) that ComA is a holomorphic vector bundle,
but it is clear that this dimension can jump (in an analytic set). But even if ComA
is a holomorphic vector bundle, ComA need not be locally trivial as a bundle of
algebras. In particular, GComA need not be locally trivial as a bundle of groups.
Moreover, it is possible that GComA is not locally trivial as a bundle of topological
spaces. We give an example.
4.4. Example. Let X = C and A(z) :=
(
z 1
0 0
)
, z ∈ C. Then(
a b
c d
)
∈ ComA(z)⇔
(
za+ c zb+ d
0 0
)
=
(
za a
zc c
)
⇔ c = 0 and a = zb+ d,
which implies that dimComA(z) = 2 for all z ∈ C. However
GComA (0) =
{(
a b
0 a
) ∣∣∣∣ a ∈ C∗, b ∈ C}
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whereas, for z 6= 0, GComA (z) is isomorphic to{(
a 0
0 d
) ∣∣∣∣ a, d ∈ C∗} if z 6= 0,
which implies that π1
(
GComA (0)
)
= Z whereas π1
(
GComA (z)
)
= Z2 if z 6= 0.
Hence, for z 6= 0, GComA(z) is not homeomorphic to GComA(0).
4.5. Definition. Let X be a complex space, and A : X → Mat(n × n,C) holo-
morphic. Even if the families ComA and/or GComA are not locally trivial, their
sheaves of holomorphic and continuous sections are well-defined. We denote them
by OComA, OGComA, CComA and CGComA, respectively.
Further, we define subsheaves ĈComA and ĈGComA of CComA and CGComA, re-
spectively, as follows: if U is a non-empty open subset of X , then ĈComA(U) is the
algebra of all continuous maps f : U → Mat(n × n,C) such that, for each ξ ∈ U ,
the following condition is satisfied:
(4.3)
{
there exist a neighborhood Vξ of ξ
and hξ ∈ O
ComA(Vξ) with h(ξ) = f(ξ),
and we set ĈGComA(U) = CGL(n,C(U) ∩ ĈComA(U).
The following proposition is a special case of the Oka principle for Oka pairs of
O. Forster and K. J. Ramspott [FR1, Satz 1].
4.6.Proposition. Let X be a Stein space, and A : X → Mat(n×n,C) holomorphic.
Then each ĈGComA-trivial OGComA-cocycle is OGComA-trivial.
Indeed, it is easy to see that, for each non-empty open U ⊆ X we have: If h ∈
OComA(U), then eh ∈ OGComA(U), and, if H ∈ OGComA(U) with supζ∈U ‖H(ζ)−
I‖ < 1, then
logH :=
∞∑
µ=1
(−1)µ−1
(H − I)µ
µ
∈ OComA(U).
This shows that OGComA is a coherent O-subsheaf of O
GL(n,C)
X in the sense of [FR1,
§2], where OComA is the generating sheaf of Lie algebras. Moreover, as observed
in [FR1, §2.3, example b)]), the pair
(
OGComA, ĈGComA
)
is an admissible pair in
the sense of [FR1], which, trivially, satisfies condition (PH) in Satz 1 of [FR1]).
Therefore the proposition follows from that Satz 1. 
4.7. Proof of Theorem 1.4: Since A and B are locally holomorphically similar at
each point of X , we can find an open covering {Ui}i∈I of X and holomorphic maps
Hi : Ui → GL(n,C) such that
(4.4) B = H−1i AHi on Ui.
Then H−1i AHi = B = H
−1
j AHj on Ui∩Uj . Hence AHiH
−1
j = HiH
−1
j A on Ui∩Uj ,
i.e., the family
(4.5) {HiH
−1
j }i,j∈I
is an OGComA-cocycle.
Now, by hypothesis, we have a continuous map C : X → GL(n,C) satisfying
conditions (a) and (b) in Theorem 1.4. Set ci = HiC on Ui. We claim that
(4.6) ci ∈ Ĉ
GComA(Ui).
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Indeed, let ξ ∈ Ui be given. Then, by condition (b), we can find a neighborhood
Vξ of ξ and a holomorphic map Hξ : Vξ → GL(n,C) with
B = H−1ξ AHξ on Vξ, and(4.7)
Hξ(ξ) = C(ξ).(4.8)
Set h = HiH
−1
ξ on Ui ∩ Vξ. Then from (4.7) and (4.4) it follows that
hAh−1 = HiH
−1
ξ AHξH
−1
i = HiBH
−1
i = A on Ui ∩ Vξ,
i.e., h ∈ OGComA(Ui ∩ Vξ), and from (4.8) we see that
h(ξ) = Hi(ξ)C(ξ)
−1 = ci(ξ).
which proves (4.6).
Moreover
cic
−1
j = HiCC
−1H−1j = HiH
−1
j on Ui ∩ Uj .
Together with (4.6) this shows that the cocycle (4.5) is ĈGComA-trivial. By Proposi-
tion 4.6) this means that this cocycle is even OGComA-trivial, i.e., HiH
−1
j = hih
−1
j
on Ui ∩ Uj , for some family hi ∈ O
GComA(Ui). Then h
−1
i Hi = h
−1
j Hj on Ui ∩ Uj.
Hence, there is a well-defined global holomorphic map H : X → GL(n,C) with
H = H−1i hi on Ui, and which satisfies, by (4.4), H
−1BH = h−1i HiBH
−1
i hi =
h−1i Ahi = A on X . 
5. Proof of Theorem 1.3
5.1. Lemma. Let X be a complex space, A : X → Mat(n × n,C) a holomorphic
map, Λ ⊆ X a finite set, U a neighborhood of Λ and f ∈ ĈGComA(U) (Def. 4.5).
Then there exists a neighborhood W1 ⊆ U of Λ such that, for each neighborhood W2
of Λ with W 2 ⊆W1, there is a map f˜ ∈ ĈGCom(A)(X) with f˜ = f on W2 and f˜ = I
on X \W1.
Proof. We may assume that Λ consist only of one point, ξ. Choose a neighborhood
V of ξ so small that V is compact and contained in U , and set
α = 1 +max
ζ∈V
‖f(ζ)‖.
Then −α is not an eigenvalue of f(ξ). Moreover, 0 is not an eigenvalue of f(ξ) (as
f(ξ) is invertible). Therefore, we can find a continuous function λ : [−1, 0] → C
such that λ(−1) = 0, λ(0) = α and f(ξ) + λ(t)I ∈ GL(n,C) for all −1 ≤ t ≤ 0.
Since f is continuous, we can choose a neighborhood W1 ⊆ V of ξ so small that
W 1 ⊆ V and
f(ζ) + λ(t)I ∈ GL(n,C) for all − 1 ≤ t ≤ 0 and ζ ∈W1.
Then, setting, for ζ ∈W 1,
g(t, ζ) =
{
f(ζ) + λ(t)I if − 1 ≤ t ≤ 0,(
1− t+ t
α
)(
f(ζ) + αI
)
if 0 ≤ t ≤ 1,
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we obtain a continuous map g : [−1, 1]×W1 → GL(n,C) (recall that, by definition,
α ≥ 1 and therefore 1− t+ t
α
6= 0 for 0 ≤ t ≤ 1) such that
g(−1, ζ) = f(ζ) and g(1, ζ) =
1
α
f(ζ) + I for all ζ ∈W1, and,
g(t, ·)
∣∣
W1
∈ ĈGCom(A)(W1) for all − 1 ≤ t ≤ 1.
Moreover, it follows from the definition of α that
‖g(1, ζ)− I‖ < 1 for all ζ ∈ W1.
Choose −1 = t1 < t2 < . . . < tm = 1 such that∥∥g(tj , ζ)g(tj+1, ζ)−1 − I∥∥ < 1 for all ζ ∈W1 and 1 ≤ j ≤ m− 1,
and define, for ζ ∈W1,
gm(ζ) = g(1, ζ) and gj(ζ) = g(tj, ζ)g(tj+1, ζ)
−1 if 1 ≤ j ≤ m− 1.
Then gj ∈ ĈGCom(A)(W1) and ‖gj − I‖ < 1 on W1, for 1 ≤ j ≤ m, and
f = g1 · . . . · gm on W1.
Now let a neighborhood W2 of ξ with W 2 ⊆ W1 be given. Choose a continuous
function χ : X → [0, 1] with χ = 1 on W2 and χ = 0 on X \W1. Then
f˜(ζ) :=
{(
I + χ(ζ)
(
g1(ζ) − I
))
· . . . ·
(
I + χ(ζ)
(
gm(ζ)− I
))
if ζ ∈W1,
I if ζ ∈ X \W1,
has the required properties 
5.2. Lemma. Let X be a one-dimensional Stein space, and A : X → Mat(n×n,C)
a holomorphic map. Then H1
(
X,OGComA
)
= 0.
Proof. Let an OGComA-cocycle {fij}i,j∈I with the covering U = {Ui}i∈I be given.
We have to prove that this cocycle is OGComA-trivial.
Denote by S the set of non-smooth points of X . Since X is one-dimensional, S
is discrete and closed in X . It follows that X admits arbitrary fine open coverings
such that each point of S is contained in precisely one of the sets of the covering.
Therefore, by Proposition 3.1, we may assume that
(5.1) S ∩ Ui ∩ Uj = ∅ for all i, j ∈ I with i 6= j,
which implies that, for each ξ ∈ S, there is precisely one index in I, τ(ξ), such that
ξ ∈ Uτ(ξ), and ξ 6∈ Ui if i 6= τ(ξ). Shrinking the sets Ui with i ∈ I \ τ(S), we can
moreover achieve that, for each ξ ∈ S, there is a neighborhood Vξ of ξ with
Vξ ⊆ Uτ(ξ), and(5.2)
Vξ ∩ Ui = ∅ if i 6= τ(ξ).(5.3)
Now let π : X˜ → X be the normalization of X (see, e.g., [L, Ch. VI, §4]). Since,
for each ξ ∈ S, π−1(ξ) is finite and S is discrete and closed in X , then
S˜ := π−1(S)
is discrete and closed in X˜. Further let A˜ := A ◦ π, U˜i := π−1(Ui), and {f˜ij} the
OGCom A˜-cocycle with the covering {U˜i}i∈I defined by
f˜ij := fij ◦ π on U˜i ∩ U˜j .
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The connected components of X˜ are the normalizations of the irreducible compo-
nents of X (see, e.g., [L, Ch. VI, §4.2]). Since X is one-dimensional, this implies by
the Puiseux theorem (see, e.g., [L, Ch. VI, §4.1]) that the connected components
of X˜ are Riemann surfaces. Since X is Stein and therefore non of the irreducible
components of X is compact, it follows that each of the connected components
of X˜ is a non-compact connected Riemann surface. Therefore, by Grauert’s the-
orem [Gr, Satz 7] (see also [F, Theorem 30.4] or [Fc, Theorem 5.3.1]), we have
H1
(
X˜,OGL(n,C)) = 0. In particular,
(5.4) f˜ij = h˜ih˜
−1
j on U˜i ∩ U˜j
for some family h˜i ∈ OGL(n,C)(Ui). Since f˜ijA˜ = A˜f˜ij , it follows that h˜
−1
i A˜h˜i =
h˜−1j A˜hj on U˜i∩U˜j . Hence, there is a well-defined global holomorphic map B˜ : X˜ →
Mat(n× n,C) with
(5.5) B˜ = h˜−1i A˜h˜i on U˜i.
Then, by definition of B˜, B˜ and A˜ are locally holomorphically similar on X˜.
Therefore, by Guralnick’s result (Theorem 1.2 above), we can find a holomorphic
H˜ : X˜ → GL(n,C) with
(5.6) H˜B˜H˜−1 = A˜ on X˜.
Then, by (5.5) and (5.6), H˜h˜−1i A˜h˜iH˜
−1 = H˜B˜A˜ = A˜ on U˜i, i.e.,
(5.7) H˜h˜−1i ∈ O
GCom A˜(U˜i).
By (5.2), for each ξ ∈ S, π−1(Vξ) ⊆ U˜τ(ξ). Since π
−1(Vξ) is a neighborhood of the
finite set π−1(ξ) and since, by (5.7), H˜h˜−1
τ(ξ) ∈ O
GCom A˜
(
U˜τ(ξ)
)
if ξ ∈ S, this implies
by Lemma 5.1, that, for each ξ ∈ S, there exist neighborhoods W˜1
(
π−1(ξ)
)
and
W˜2
(
π−1(ξ)
)
of π−1(ξ) and a map
(5.8) C˜ξ ∈ Ĉ
GCom A˜(X˜)
such that
W˜1
(
π−1(ξ)
)
⊆ π−1(Vξ),(5.9)
W˜2
(
π−1(ξ)
)
⊆ W˜1
(
π−1(ξ)
)
,(5.10)
C˜ξ = H˜h˜
−1
τ(ξ) on W˜2
(
π−1(ξ)
)
,(5.11)
C˜ξ = I on X˜ \ W˜1
(
π−1(ξ)
)
.(5.12)
Set
W˜1 =
⋃
ξ∈S
W˜1
(
π−1(ξ)
)
and W˜2 =
⋃
ξ∈S
W˜2
(
π−1(ξ)
)
.
By (5.3) and (5.2), Vξ ∩ Vη = ∅ and, hence, π−1(Vξ) ∩ π−1(Vη) = ∅ if ξ, η ∈ S with
ξ 6= η. By (5.9) this implies that W˜1
(
π−1(ξ)
)
∩ W˜1
(
π−1(η)
)
= ∅ if ξ, η ∈ S with
ξ 6= η. Therefore and by (5.8) and (5.12), there is a well-defined map
(5.13) C˜ ∈ ĈGCom A˜(X˜)
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with
C˜ = C˜ξ on W˜2
(
π−1(ξ)
)
, for each ξ ∈ S, and(5.14)
C˜ = I on on X˜ \ W˜1.(5.15)
Define c˜i = h˜iH˜
−1C˜ on U˜i. Then, by (5.13) and (5.7),
(5.16) c˜i ∈ Ĉ
GCom A˜(U˜i) for all i ∈ I,
and, by (5.4),
(5.17) f˜ij = c˜ic˜
−1
j on U˜i ∩ U˜j .
Now it remains to find maps ci ∈ ĈGComA(Ui), i ∈ I, with
(5.18) c˜i = ci ◦ π on Ui.
Indeed, since π is biholomorphic from X˜ \ S˜ onto X \S, then it follows from (5.18)
and (5.17) that fij = cic
−1
j on Ui ∩ Uj , i.e., {fij} is Ĉ
GComA-trivial, which implies
by Proposition 4.6 that {fij} is OGComA-trivial.
If i ∈ I \ τ(S), then Ui ⊆ X \ S, by (5.3). Therefore, since π is biholomorphic
from X˜ \ S˜ onto X \ S, then we can define ci = c˜i ◦ π
−1.
Let ξ ∈ S. Denote by Xξ the set of germs of X at ξ. By Puiseux’s theorem
(see, e.g., [L, Ch. VI, §4.1]), for each ξ˜ ∈ π−1(ξ), π is homeomorphic from some
neighborhood of ξ˜ onto a representative of one of the germs from Xξ. This implies
that there is a neighborhood of ξ in X , W2(ξ), with π
−1
(
W2(ξ)
)
⊆ W˜2
(
π−1(ξ)
)
.
Therefore, it follows from (5.14) and (5.11) that
(5.19) c˜τ(ξ) = h˜τ(ξ)H˜
−1C˜ = h˜τ(ξ)H˜
−1C˜ξ = I on π
−1
(
W2(ξ)
)
for all ξ ∈ S.
By (5.3), S ∩ Uτ(ξ) = {ξ}. Therefore, π is biholomorphic from U˜τ(ξ) \ π
−1(ξ) onto
Uτ(ξ) \ {ξ}. By (5.16) and (5.19) this implies that there is a well-defined map
c
τ(ξ) ∈ Ĉ
GComA(Uτ(ξ)) with c˜τ(ξ) = cτ(ξ) ◦ π on U˜τ(ξ), i.e., we have (5.18) for
i = τ(ξ). 
5.3. Remark. Lemma 5.2 contains the statement H1(X,OGComΦ) = 0, for each
matrix Φ ∈Mat(n×n,C) and each one-dimensional Stein spaceX . Since GCom (Φ)
is connected (Lemma 4.2), this is a special case of the statement
(5.20) H1(X,OG) = 0,
for each connected complex Lie group G and each one-dimensional Stein space X .
If X is smooth, (5.20) was proved by H. Grauert [Gr, Satz 7].
For non-smooth X , surprisingly, it seems that there is no explicit reference for
(5.20) in the literature, except for G = GL(n,C), see [Fc, Theorem 7.3.1 (c) or
Corollary 7.3.2, 1.)]. Therefore I asked colleagues and got two answers.
F. Forstnericˇ answered that, by [H], each one-dimensional Stein space has the
homotopy type of a one-dimensional CW complex and, therefore,
(5.21) H1(X, CG) = 0, 2
2Indeed, let f be a CG
X
cocycle, and let B be the principal G-bundle defined by f . Then (by
definition of B) the CG
X
-triviality of f (which we have to prove) is equivalent to the existence of a
global continuous section of B, and the existence of such a global continuous section follows, e.g.,
from [St, Theorem 11.5 and §29.1].
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which then implies (5.20) by Grauert’s Oka priciple [Gr, Satz I] (see also [Fc, 7.2.1]).
J. Ruppenthal proposed to pass to the normalization of X , which is smooth.
At least if X is locally and globally irreducible and, hence, homeomorphic to its
normalization, this immediately reduces the topological statement (5.21) to the
smooth case, which then implies (5.20), again by Grauert’s Oka principle. This
idea is used in the proof of Lemma 5.2 above.
Proof of Theorem 1.3. Since A and B are locally holomorphically similar at
each point of X , we can find an open covering {Ui}i∈I of X and holomorphic maps
Hi : Ui → GL(n,C), i ∈ I, such that
(5.22) B = H−1i AHi on Ui.
It follows that AHiH
−1
j = HiH
−1
j A on Ui ∩ Uj. Hence, {HiH
−1
j }i,j∈I is an
OGComA-cocycle. By Lemma 5.2, this cocycle is OGComA-trivial, i.e., HiH
−1
j =
hih
−1
j on Ui ∩ Uj , for some family hi ∈ O
GComA(Ui). Hence h
−1
i Hi = h
−1
j Hj
on Ui ∩ Uj , which means that there is a well-defined map H ∈ OGComA(X) with
H = i−1i Hi on Ui. From (5.22) and the relations HiAH
−1
i = A it follows that
B = H−1AH on X . 
6. Proof of Theorem 1.5
We show that the statements of this theorem are known or easily follow from
known results. First we collect these known results.
We begin with following deep result of K. Spallek, which is a special case of [Sp1,
Satz 5.4] (see also the beginning of [Sp2]).
6.1.Proposition. Let X be a complex space, M : X → Mat(n×m,C) holomorphic,
and ξ ∈ X. Then there exists k ∈ N (depending on M and ξ) such that the following
holds.
Suppose U is a neighborhood of ξ and f : U → Cm is a Ck map with Mf = 0 on
U . Then there exist a neighborhood V ⊂ U of ξ and a holomorpic map h : V → Cm
with Mh = 0 on V and h(ξ) = f(ξ).
The next proposition is well-known and more easy to prove.
6.2. Proposition. Let D be a domain in C, M : D → Mat(n×m,C) holomorphic,
M 6≡ 0, and ξ ∈ D. Then:
(i) There exist an open neighborhood U of ξ, holomorphic maps E : U →
GL(n,C), F : U → GL(m,C), and nonnegative integers κ1, . . . , κr such that
(6.1) M(ζ) = E(ζ)
(
∆(ζ) 0
0 0
)
F (ζ) for all ζ ∈ U, 3
where ∆(ζ) is the diagonal matrix with the diagonal (ζ − ξ)κ1 , . . . , (ζ − ξ)κr .
(ii) Let W ⊆ D be a neighborhood of ξ and c :W → Cm a continuous map with
(6.2) Mc = 0 on W.
Then there exist a neighborhood V ⊆ W of ξ and a holomorphic map h : V → Cm
with
Mh = 0 on V and h(ξ) = c(ξ).
3Possibly, some of the zeros in this block matrix have to be omitted.
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Part (i) is an application of the Smith factorization theorem (see, e.g., [J, Ch.
III, Sect. 8]) to the ring of germs of holomorphic functions in neighborhoods of ξ.
(A direct proof of part (i) can be found, e.g., in [GL, Theorem 4.3.1]).
Part (ii) is a corollary of part (i). Indeed, let U , E, F and r be as in part (i),
and let W and c be as in part (ii). Set f1(ζ)...
fm(ζ)
 = F (ζ)c(ζ) for ζ ∈ U ∩W.
Then, by (6.1) and (6.2), f1(ζ) = . . . = fr(ζ) = 0 for ζ ∈ (U ∩W )\{ξ}, and, hence,
by continuity, f1(ξ) = . . . = fr(ξ) = 0. It remains to define
h(ζ) = F (ζ)−1

0
...
0
fr+1(ξ)
...
fm(ξ)

for ζ ∈ V := U ∩W.
Finally, note the following fact, which is nowadays well-known. Proofs can be
found, e.g., in [W]4 or in [Sh, Corollary 2].
6.3.Proposition. Let X be a complex space, M : X → Mat(n×m,C) holomorphic,
and ξ ∈ X such that the dimension of KerM(ζ) does not depend on ζ in some
neigborhood of ξ. Then there exist a neighborhood U of ξ such that the family
{KerM(ζ)}ζ∈U is a holomorphic sub-vector bundle of U × Cm.
Proof of Theorem 1.5. Denote by End
(
Mat(n × n,C)
)
the space of linear en-
domorphisms of Mat(n × n,C), and let ϕA,B : X → End(Mat(n × n,C)) be the
holomorphic map defined by
ϕA,B(ζ)Φ = A(ζ)Φ− ΦB(ζ) for ζ ∈ X and Φ ∈ Mat(n× n,C).
Fix a basis of Mat(n × n,C), and let MA,B be the representation matrix of ϕA,B
with respect to this basis.
First assume that condition (i) is satisfied. Then the claim of the theorem was
proved by W. Wasow [W]. He considered only the case when X is a domain in C,
but his proof works also in the general case. It goes as follows:
By definition of ϕA,B, (1.1) is the kernel of ϕA,B(ζ). Therefore, we have a
neighborhood U of ξ and a number r ∈ N such that
dimKerϕ(ζ) = r for all ζ ∈ U.
By Proposition 6.3, this means that the family {KerϕA,B(ζ)}ζ∈U is a holomorphic
sub-vector bundle of the product bundle U×Mat(n×n,C). Since Φ ∈ KerϕA,B(ξ),
then, after shrinking U , we we can find a holomorphic section H of this bundle with
H(ξ) = Φ. 
If (ii) or (iii) is satisfied, then the claim of the theorem follows immediately from
Propositions 6.2 (ii) and 6.1, respectively, with M =MA,B. 
4Lemma 6.3 is not explicitly stated in [W], but it follows immediately from Lemma 1 of [W].
Also, in [W], X is a domain in the complex plane, but the proof given there works also in the
general case.
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6.4.Remark. This proof shows that condition (iii) in Theorem 1.5 can be replaced
by the following: There exists a positive integer k depending on ξ, A and B such
that, if there exist a neighborhood U of ξ and a Ck map T : V → Mat(n × n,C)
such that T (ξ) = Φ and TB = AT on U , then there exist a neighborhood V ⊆ U of
ξ and a holomorphic map H : V → Mat(n× n,C) with H(ξ) = Φ and HB = AH
on V .
7. Local counterexamples
Let z and w be the canonical complex coordinate functions on C2.
We begin with the following observation of O. Forster and K. J. Ramspott [FR2,
page 159]): If α, β and γ are holomorphic functions in a neighborhood of the origin
in C2, which solve the equation
αz3 + βw3 + γz2w2 = 0
in this neighborhood, then, comparing the coefficients in the Taylor series, it follows
easily that α(0) = β(0) = γ(0) = 0. With continuous functions however, this
equation can be solved with γ(0) 6= 0. For example,
zw2
|z|2 + |w|2
z3 +
wz2
|z|2 + |w|2
w3 = z2w2.
We use a Cℓ-version of this.
7.1. Let B2 be the open unit ball in C2, ℓ ∈ N,
A =
(
z2+ℓw2+ℓ z3+ℓ
w3+ℓ 0
)
, B =
(
0 z3+ℓ
w3+ℓ z2+ℓw2+ℓ
)
,
cz =
zw2+ℓ
|z|2 + |w|2
, cw =
wz2+ℓ
|z|2 + |w|2
, S =
(
1 cw
−cz 1
)
.
Then it is again easy to see that
(7.1) czz
3+ℓ + cww
3+ℓ = z2+ℓw2+ℓ on B2,
and, comparing the coefficients of the Taylor series5, we get
7.2. Lemma. Suppose α, β, γ are holomorphic functions in a neighborhood of the
origin in C2 such that
αzℓ+3 + βwℓ+3 + γzℓ+2wℓ+2 = 0
in this neighborhood. Then α(0) = β(0) = γ(0) = 0.
Also it is easy to see that the functions cz and cw are of class Cℓ on C2 and that
|czcw| < 1 on B2. Hence S is of class Cℓ on C2, and S(ζ) ∈ GL(n,C) for all ζ ∈ B2.
Moreover,
AS =
(
z2+ℓw2+ℓ − czz3+ℓ cwzℓ+2wℓ+2 + z3+ℓ
w3+ℓ cww
3+ℓ
)
,
SB =
(
cww
3+ℓ z3+ℓ + cwz
2+ℓw2+ℓ
w3+ℓ −czz3+ℓ + z2+ℓw2+ℓ
)
,
5Below we explain this in detail in the case of Lemmas 7.5 and 7.6, each of which is stronger
than Lemma 7.2.
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which implies by (7.1) that
(7.2) SBS−1 = A on B2.
Hence A and B are globally Cℓ similar on B2. On the other hand, we have
7.3. Lemma. Let U be an open neighborhood of the origin in C2, and H : U →
Mat(2× 2,C) holomorphic. Then:
(i) If, on U , AH = HB or HA = BH, then H(0) = 0.
(ii) If, on U , AH = HA or AB = BA, then H(0) = λI2 for some λ ∈ C.
Proof. Let H =
(
a b
c d
)
. Then
AH =
(
az2+ℓw2+ℓ + cz3+ℓ bz2+ℓw2+ℓ + dz3+ℓ
aw3+ℓ bw3+ℓ
)
,(7.3)
HB =
(
bw3+ℓ az3+ℓ + bz2+ℓw2+ℓ
dw3+ℓ cz3+ℓ + dz2+ℓw2+ℓ
)
,(7.4)
HA =
(
az2+ℓw2+ℓ + bw3+ℓ az3+ℓ
cz2+ℓw2+ℓ + dw3+ℓ cz3+ℓ
)
,(7.5)
BH =
(
cz3+ℓ dz3+ℓ
aw3+ℓ + cz2+ℓw2+ℓ bw3+ℓ + dz2+ℓw2+ℓ
)
.(7.6)
In particular:
if AH = HB, then az2+ℓw2+ℓ + cz3+ℓ = bw3+ℓ = cz3+ℓ + dz2+ℓw2+ℓ,
if HA = BH, then az2+ℓw2+ℓ + bw3+ℓ = cz3+ℓ = bw3+ℓ + dz2+ℓw2+ℓ,
if AH = HA, then cz3+ℓ = bw3+ℓ and (a− d)z3+ℓ = bz2+ℓw2+ℓ,
if BH = HB, then bw3+ℓ = cz3+ℓ and (d− a)w3+ℓ = cz2+ℓw2+ℓ.
By Lemma 7.2, this yields:
if AH = HB or HA = BH, then a(0) = b(0) = c(0) = d(0) = 0,
if AH = HA or BH = HB, then b(0) = c(0) = 0 and a(0) = d(0). 
Lemma 7.3 (i) in particular says that A and B are not locally holomorphically
similar at 0. At the end of this section we prove the following stronger
7.4. Theorem. Suppose (a) X = {zp = wq}, where p, q ∈ N such that ℓ+2 < q < p
and p, q are relatively prime, or (b) X is the union of 2ℓ+5 pairwise different one-
dimensional linear subspaces of C2.
Then the restrictions A
∣∣
X
and B
∣∣
X
are not locally holomorphically similar at 0.
7.5. Lemma. Let X = {zp = wq}, where p, q ∈ N such that ℓ + 2 < q < p and
p, q are relatively prime. Suppose U is a neighborhood of the origin in C2, and
α, β, γ : U → C are holomorphic such that
(7.7) αzℓ+3 + βwℓ+3 + γzℓ+2wℓ+2 = 0 on X ∩ U.
Then α(0) = β(0) = γ(0) = 0.
Proof. Choose 0 < ε < 1 so small that the closed bidisk max(|z|, |w|) ≤ ε is
contained in U , and let
∞∑
j,k=0
αjkz
jwk,
∞∑
j,k=0
βjkz
jwk,
∞∑
j,k=0
γjkz
jwk
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be the Taylor series of α, β and γ, respectively. Then, by (7.7),
∞∑
j,k=0
αjkz
j+ℓ+3wk +
∞∑
j,k=0
βjkz
jwk+ℓ+3 +
∞∑
j,k=0
γjkz
j+ℓ+2wk+ℓ+2 = 0
if zp = wq and max(|z|, |w|) < ε. With z = tq and w = tp for 0 ≤ t < ε, this yields
∞∑
j,k=0
αjkt
(j+ℓ+3)q+kp +
∞∑
j,k=0
βjkt
jq+(k+ℓ+3)p +
∞∑
j,k=0
γjkt
(j+ℓ+2)q+(k+ℓ+2)p = 0
for all 0 ≤ t < ε. Comparing the coefficients of t(ℓ+3)q, t(ℓ+3)p and t(ℓ+2)(p+q), we
get
α00 +
∑
(j,k)∈Aβ
βjk +
∑
(j,k)∈Aγ
γjk = 0,
∑
(j,k)∈Bα
αjk + β00 +
∑
(j,k)∈Bγ
γjk = 0,∑
(j,k)∈Cα
αjk +
∑
(j,k)∈Cβ
βjk + γ00 = 0,
where Aβ , . . . , Cβ are the subsets of N× N defined by
(j, k) ∈ Aβ
def
⇐⇒ jq + (k + ℓ+ 3)p = (ℓ+ 3)q ⇐⇒ (k + ℓ+ 3)p = (ℓ+ 3− j)q,
(j, k) ∈ Aγ
def
⇐⇒ (j + ℓ+ 2)q + (k + ℓ+ 2)p = (ℓ + 3)q ⇐⇒ (k + ℓ+ 2)p = (1− j)q,
(j, k) ∈ Bα
def
⇐⇒ (j + ℓ+ 3)q + kp = (ℓ+ 3)p⇐⇒ (j + ℓ+ 3)q = (ℓ + 3− k)p,
(j, k) ∈ Bγ
def
⇐⇒ (j + ℓ+ 2)q + (k + ℓ+ 2)p = (ℓ + 3)p⇐⇒ (j + ℓ+ 2)q = (1− k)p,
(j, k) ∈ Cα
def
⇐⇒ (j + ℓ+ 3)q + kp = (ℓ+ 2)(p+ q)⇐⇒ (j + 1)q = (ℓ + 2− k)p,
(j, k) ∈ Cβ
def
⇐⇒ jq + (k + ℓ+ 3)p = (ℓ+ 2)(p+ q)⇐⇒ (ℓ+ 2− j)q = (k + 1)p.
It is sufficient to prove that Aβ = Aγ = Bα = Bγ = Cα = Cβ = ∅.
Assume (k + ℓ + 3)p = (ℓ+ 3− j)q. Contrary to q < p, then it follows
p =
ℓ+ 3− j
k + ℓ+ 3
q ≤
ℓ+ 3
k + ℓ+ 3
≤ q.
Assume (k + ℓ + 2)p = (1− j)q. Contrary to p > p/2, then it follows
p =
1− j
k + ℓ+ 2
q ≤
q
2
<
p
2
.
Assume (j + ℓ + 3)q = (ℓ + 3 − k)p. Since p and q are relatively prime, this
implies that j + ℓ+ 3 = np, for some integer n ∈ N∗. n = 1 is not possible, for this
would imply that p = j + ℓ + 3 ≤ ℓ + 3 ≤ q < p. n ≥ 2 is also impossible, as this
would imply that p ≥ ℓ+ 3 ≥ j + ℓ+ 3 ≥ 2p.
Assume (j+ℓ+2)q = (1−k)p. This implies that k = 0 and therefore (j+ℓ+2)q =
p, which is not possible, since p and q are relatively prime.
Assume (j+1)q = (ℓ+2−k)p. As p and q are relatively prime, this implies that
ℓ+ 2− k is positive and can be divided by q. In particular, ℓ+ 2− k ≥ q, which is
not possible, for ℓ+ 2− k < q.
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Assume (ℓ+ 2 − j)q = (k + 1)p. Since p and q are relatively prime, this implies
that ℓ + 2 − j = np for some n ∈ N∗ and, further, p > ℓ + 2 ≥ ℓ+ 2− j = np ≥ p,
contrary to q < p. 
7.6. Lemma. Let t1, . . . , t2ℓ+5 be pairwise different complex numbers, and
X :=
2ℓ+5⋃
j=1
{w = tjz}.
Suppose U is a neighborhood of the origin in C2, and α, β, γ : U → C are holomor-
phic such that
(7.8) αzℓ+3 + βwℓ+3 + γzℓ+2wℓ+2 = 0 on X ∩ U.
Then α(0) = β(0) = γ(0) = 0.
Proof. To prove that α(0) = 0, we assume that α(0) 6= 0. Setting b = β/α and
c = γ/α, then we get holomorphic functions b, c in a neighorhood V ⊆ U of 0 such
that
zℓ+3 = cz2+ℓwℓ+2 − bwℓ+3 = 0 on X ∩ V.
It follows that, for 1 ≤ j ≤ 2ℓ + 5 and all ζ in some neighborhood of zero in the
complex plane,
ζℓ+3 = c(ζ, tjζ)ζ
2ℓ+4tℓ+2j − b(ζ, tjζ)ζ
ℓ+3tℓ+3j
and, hence,
1 = c(ζ, tjζ)ζ
ℓ+1tℓ+2j − b(ζ, tjζ)t
ℓ+3
j .
Hence, 1 = −tℓ+3j β(0, 0) for 1 ≤ j ≤ 2ℓ + 5. This implies that β(0, 0) 6= 0 and
t1, . . . , t2ℓ+5 are solutions of the equation
tℓ+3 = −
1
β(0, 0)
.
As 2ℓ+ 5 > ℓ+ 3 and the numbers tj are pairwise different, this is impossible.
Changing the roles of z and w, one proves in the same way that β(0) = 0.
Finally we assume that γ(0) 6= 0. Setting a = α/γ and b = β/γ, then we get
holomorphic functions a, b in a neighborhood V ⊆ U of 0 such that
azℓ+3 + bwℓ+3 = zℓ+2wℓ+2 on X ∩ V.
It follows that, for 1 ≤ j ≤ 2ℓ+ 5 and all ζ in some neighborhood Ω of zero in the
complex plane
a(ζ, tjζ)ζ
ℓ+3 + b(ζ, tjζ)ζ
ℓ+3tℓ+3j = ζ
2ℓ+4tℓ+2j
and, hence,
a(ζ, tjζ) + b(ζ, tjζ)t
ℓ+3
j = ζ
ℓ+1tℓ+2j .
If
∑
aµνz
µwν and
∑
bµνz
µwν are the Taylor series at the origin of a and b, respec-
tively, this means that
∞∑
µ,ν=0
(
aµνt
ν
j + bµνt
ν+ℓ+3
j
)
ζµ+ν = ζℓ+1tℓ+2j
for all 1 ≤ j ≤ 2ℓ+ 5 and ζ ∈ Ω. Comparing the coefficients of ζℓ+1, this yields∑
µ+ν=ℓ+1
aµνt
ν
j +
∑
µ+ν=ℓ+1
bµνt
ν+ℓ+3
j = t
ℓ+2
j , 1 ≤ j ≤ 2ℓ+ 5.
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i.e.,
ℓ+1∑
ν=0
αℓ+1−ν,νt
ν
j +
2ℓ+4∑
ν=ℓ+3
β2ℓ+4−ν,ν−ℓ−3t
ν
j = t
ℓ+2
j , 1 ≤ j ≤ 2ℓ+ 5.
Hence, the system of 2ℓ+ 5 linear equations in 2ℓ+ 5 variables
2ℓ+4∑
ν=0
tνj xν = 0, 1 ≤ j ≤ 2ℓ+ 5
has a non-trivial solution, namely one with xℓ+2 = −1. This not possible, as
det
1 t1 t21 . . . t2ℓ+41. . .
1 t2ℓ+5 t
2
2ℓ+5 . . . t
2ℓ+4
2ℓ+5
 = ∏
1≤i<j≤2ℓ+5
(ti − tj) 6= 0.

Proof of Theorem 7.4. Assume there exist a neighborhood U of the origin in C2
and a holomorphic map H : U → GL(2,C) such that H−1AH = B on X ∩ U . If
H =
(
a b
c d
)
, then, by (7.3) and (7.4), in particular, it follows that
az2+ℓw2+ℓ + cz3+ℓ = bw3+ℓ = cz3+ℓ + dz2+ℓw2+ℓ on X ∩ U,
which implies by Lemmas 7.5 and 7.6 that a(0) = b(0) = c(0) = d(0) = 0, i.e.,
H(0) = 0, which contradicts the assumption that H(0) is invertible. 
8. A global counterexample
Let v1, v2, v3 denote the canonical complex coordinate functions on C
3, and let
xj = Re vj and yj = Im vj . Set
h = v1+iv2, h
∗ = v1 − iv2,
S
2 =
{
y1 = y2 = y3 = 0
}
∩
{
x21 + x
2
2 + x
2
3 = 1
}
, S1 = S2 ∩
{
x3 = 0
}
.
Then hh∗ = x21+ x
2
2 = 1 on S
1. Therefore we can find a neighborhood N(S2) in C3
of S2 and ε > 0 such that
(8.1)
∣∣hh∗ − 1∣∣ < 1
2
on N(S2) ∩ {−2ε < x3 < 2ε}.
Set
ρ =
(
x21 + x
2
2 + x
2
3 − 1
)3
+ y21 + y
2
2 + y
2
3 .
Then S2 = {ρ = 0} and, making ε smaller, we can achieve that
S
2
ε = {ρ < ε} ⊆ N(S
2).
Moreover, we can choose ε so small that ρ is strictly plurisubharmonic in S2ε. Then
S2ε is Stein. Set
U+ = S
2
ε ∩ {x3 > −ε} and U− = S
2
ε ∩ {x3 < ε}.
8.1. Lemma. (i) There exist holomorphic a±, b±, c±, d± : U± → C such that(
a±(ζ) b±(ζ)
c±(ζ) d±(ζ)
)
∈ GL(2,C) for all ζ ∈ U±,(8.2) (
h 0
0 h∗
)
=
(
a+ b+
c+ d+
)(
a− b−
c− d−
)−1
on U+ ∩ U−.(8.3)
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(ii) There do not exist continuous functions f± : U± → C
∗ such that
(8.4) h =
f+
f−
on U+ ∩ U−.
Proof. (i) Since S2ε is Stein and S
2
ε = U+ ∪ U−, by Grauert’s Oka principle [Satz
I][Gr], [Theorem 5.3.1 (ii)][Fc], it is sufficient to find a continuous C+ : U+ →
GL(2,C) with
(8.5)
(
h 0
0 h∗
)
= C+ on U+ ∩ U−,
which can be done as follows: Take a continuous function χ : R → [0, 1] such that
χ(t) = 1 if t ≤ ε and χ(t) = 0 if t ≥ 2ε, and define
C+(ζ) =
(
χ
(
x3(ζ)
)
h(ζ) 1− χ
(
x3(ζ)
)
χ
(
x3(ζ)
)
− 1 χ
(
x3(ζ)
)
h∗(ζ)
)
for ζ ∈ U+.
If ζ ∈ U+ ∩ U−, then −ε < x3(ζ) < ε and therefore χ
(
x3(ζ)
)
= 1, which implies
(8.5). It remains to prove that detC+(ζ) 6= 0 for all ζ ∈ U+. If ζ ∈ U+ with
x3(ζ) < 2ε, then, by (8.1), Re
(
h(ζ)h∗(ζ)
)
> 1/2, which yields
Re detC+(ζ) ≥
1
2
(
χ
(
x3(ζ)
))2
+
(
1−
(
χ
(
x3(ζ)
))2
≥
1
2
.
If ζ ∈ U+ with x3(ζ) ≥ 2ε, then χ
(
x3(ζ)
)
= 0 and, hence, detC+(ζ) = 1.
(ii) Assume such functions exist. Then, for 0 ≤ s ≤ 1, we have continuous closed
curves γ+s : [0, 2π]→ C
∗ and γ−s : [0, 2π]→ C
∗, well-defined by
γ+s (t) = f+
((√
1− s2 cos t,
√
1− s2 sin t, s
))
,
γ−s (t) = f−
((√
1− s2 cos t,
√
1− s2 sin t,−s
))
.
Let
Ind γ±s :=
1
2π
∫ 2π
0
(γ±s )
′(t)
γ±s (t)
dt
be the winding number of γ±s . It is clear that Ind γ
±
s depends continuously on s,
and it is well known that Ind γ±s is always an integer. Therefore
Ind γ+1 = Ind γ
+
0 and Ind γ
−
1 = Ind (γ
−
0 ).
Since γ+1 and γ
−
1 are constant, it follows that Ind (γ
+
0 ) = Ind (γ
−
0 ) = 0 and, hence,
(8.6) Ind
γ+0
γ−0
= 0.
By definition of h, h
(
cos t, sin t, 0
)
= cos t+ i sin t = eit. By (8.4) this yields
eit =
f+
(
cos t, sin t, 0
)
f−
(
cos t, sin t, 0
) = γ+0 (t)
γ−0 (t)
, 0 ≤ t ≤ 2π,
which contradicts (8.6). 
Now, using also the notations introduced in Section 7.1, we set
X = S2ε × B
2, X± = U± × B
2,
and, for (ζ, η) ∈ X ,
A˜(ζ, η) = A(η), B˜(ζ, η) = B(η), h˜(ζ, η) = h(ζ), h˜∗(ζ, η) = h∗(ζ).
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Further, let a±, b±, c±, d± be as in Lemma 8.1 (i), and define holomorphic maps
Θ± : X± → Mat(4 × 4,C) by the block matrices
Θ±(ζ, η) =
(
a±(ζ)I2 b±(ζ)I2
c±(ζ)I2 d±(ζ)I2
)
, (ζ, η) ∈ X±.
Then, by (8.2) and (8.3), Θ±(ζ, η) ∈ GL(4,C) for all (ζ, η) ∈ X±, and
(8.7)
(
h˜I2 0
0 h˜∗I2
)
= Θ+Θ
−1
− on X+ ∩X−.
Since, obviously,(
A˜ 0
0 B˜
)(
h˜I2 0
0 h˜∗I2
)
=
(
h˜I2 0
0 h˜∗I2
)(
A˜ 0
0 B˜
)
on X,
this implies that
(8.8) Θ+
(
A˜ 0
0 B˜
)
Θ−1+ = Θ−
(
A˜ 0
0 B˜
)
Θ−1− on X+ ∩X−.
Let Φ : X → Mat(4× 4,C) be defined by the two sides of (8.8).
8.2. Theorem. Φ and
(
A˜ 0
0 B˜
)
are
(a) locally holomorphically similar on X,
(b) globally Cℓ similar on X,
(c) not globally C∞ similar on X.
Proof. The local holomorphic similarity is clear by definition of Φ.
To prove (b), let S be as in Section 7.1 and S˜(ζ, η) := S(η) for (ζ, η) ∈ X . Since
a±(ζ)I2, b±(ζ)I2, c±(ζ)I2 and d±(ζ)I2 commute with A(η), we have
(8.9)
(
A˜ 0
0 A˜
)
Θ± = Θ±
(
A˜ 0
0 A˜
)
on U±.
Moreover, it is clear that S˜h˜∗I2 = h˜
∗I2S˜ and therefore(
I2 0
0 S˜
)(
h˜I2 0
0 h˜∗I2
)
=
(
h˜I2 0
0 h˜∗I2
)(
I2 0
0 S˜
)
on X,
which implies by (8.7) that
Θ−1+
(
I2 0
0 S˜
)
Θ+ = Θ
−1
−
(
I2 0
0 S˜
)
Θ− on X+ ∩X−
and further(
I2 0
0 S˜−1
)
Θ−1+
(
I2 0
0 S˜
)
Θ+ =
(
I2 0
0 S˜−1
)
Θ−1−
(
I2 0
0 S˜
)
Θ− on X+ ∩X−.
Let Ψ : X → GL(4,C) be the Cℓ map defined by the two sides of the last equality.
Then, by (7.2),
Ψ−1
(
A˜ 0
0 B˜
)
Ψ = Θ−1±
(
I2 0
0 S˜−1
)
Θ±
(
A˜ 0
0 A˜
)
Θ−1±
(
I2 0
0 S˜
)
Θ± on X±.
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In view of (8.9), this implies that
Ψ−1
(
A˜ 0
0 B˜
)
Ψ = Θ−1±
(
I2 0
0 S˜−1
)(
A˜ 0
0 A˜
)(
I2 0
0 S˜
)
Θ± on X±,
and further, again by (7.2),
Ψ−1
(
A˜ 0
0 B˜
)
Ψ = Θ−1±
(
A˜ 0
0 B˜
)
Θ± on X±.
By definition of Φ, this means that Ψ−1
(
A˜ 0
0 A˜
)
Ψ = Φ on X , which completes the
proof of (b).
To prove (c), we assume that Φ and
(
A˜ 0
0 B˜
)
are globally C∞ similar on X . Since
X is Stein, then, by Theorem ??, Φ and
(
A˜ 0
0 B˜
)
are even globally holomorphically
similar on X , i.e., we have a holomorphic map Θ : X → GL(4,C) with
Θ−1ΦΘ =
(
A˜ 0
0 B˜
)
on X.
By definition of Φ this means that
Θ−1Θ±
(
A˜ 0
0 B˜
)
Θ−1± Θ =
(
A˜ 0
0 B˜
)
on X±,
i.e.,
Θ−1Θ±
(
A˜ 0
0 B˜
)
=
(
A˜ 0
0 B˜
)
Θ−1Θ± on X±.
If C±, D±, E±, F± are the 2× 2 matrices with
Θ−1Θ± =
(
C± D±
E± F±
)
,
then this means that, on X±,
C±A˜ = A˜C±, F±B˜ = B˜F±, E±A˜ = B˜E±, D±B˜ = A˜D±,
i.e., for each fixed ζ ∈ U±, we have, on B2,
C±(ζ, ·)A = AC±(ζ, ·), F±(ζ, ·)B = BF±(ζ, ·),
E±(ζ, ·)A = BE±(ζ, ·), D±(ζ, ·)B = AD±(ζ, ·).
By Lemma 7.3 this yields that, for each ζ ∈ U±, there exist γ±(ζ), ϕ±(ζ) ∈ C with
(8.10) Θ−1(ζ, 0)Θ±(ζ, 0) =
(
γ±(ζ)I2 0
0 ϕ±(ζ)I2
)
for all ζ ∈ U±.
Since the maps Θ−1Θ± are holomorphic and have invertible values on X±, the so
defined functions γ± and ϕ± must be holomorphic and different from zero on U±.
Moreover, by (8.7), it follows from the equations (8.10) that, for ζ ∈ U+ ∩ U−,
Θ(ζ, 0)−1
(
h(ζ)I2 0
0 h∗(ζ)I2
)
Θ(ζ, 0) =
(
γ+(ζ, 0)γ−(ζ, 0)
−1I2 0
0 ϕ+(ζ)ϕ−(ζ, 0)
−1I2
)
.
In particular, for each ζ ∈ U+ ∩ U+, the matrices(
h(ζ)I2 0
0 h∗(ζ)I2
)
and
(
γ+(ζ, 0)γ−(ζ, 0)
−1 0
0 ϕ+(ζ)ϕ−(ζ, 0)
−1
)
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are similar; hence they have the same eigenvalues. In particular,
(8.11) h(ζ) ∈
{
γ+(ζ, 0)γ−(ζ, 0)
−1, ϕ+(ζ)ϕ−(ζ, 0)
−1
}
if ζ ∈ U+ ∩ U−.
Consider the open sets
V γ :=
{
ζ ∈ U+ ∩ U− |h(ζ) = γ+(ζ, 0)γ−(ζ, 0)
−1
}
and
Vϕ :=
{
ζ ∈ U+ ∩ U− |h(ζ) = ϕ+(ζ, 0)ϕ−(ζ, 0)
−1
}
.
Then, by (8.11), Vγ ∪ Vϕ = U+ ∩ U−. Hence, at least one of these sets, say Vγ , is
non-empty. Since the functions h and γ+(·, 0)γ−(·, 0)
−1 both are holomorphic on
U+ ∩ U− and U+ ∩ U− is connected, it follows that h(ζ) = γ+(ζ, 0)γ−(ζ, 0)
−1 for
all ζ ∈ U+ ∩ U−, which is not possible, by Lemma 8.1 (ii). 
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