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ABSTRACT 
In a multirobot system, each robot can choose between two basic behaviors: obstacle 
avoidance and conflict resolution behaviors. A local supervisor (LS) is used to switch 
between the two behaviors. Coordination between robots is necessary to avoid collision: 
each robot communicates to the nearest robot one angular datum used for concerted 
trajectory modification. In our implementation, the parameters for the LS and the 
conflict resolution algorithm are encoded into an integer string, and a micro-GA ( t~GA) 
is used for optimization. © 1997 Elsevier Science Inc. 
KEYWORDS:  multirobot system, fixed-obstacle avoidance, mobile-robot 
avoidance, cooperation, fuzzy logic, lxGA, hierarchical control, knowledge 
exploitation. 
1. PRESENTATION 
In many industrial situations, mobile robots are used to transport 
products from one place to another, for security or cleaning tasks. These 
tasks can be achieved by nonautonomous robots, with trajectories fixed 
once and materialized by a buried cable or a floor painted strip. This 
system is very efficient but suffers from a total lack of flexibility: 
• every change in trajectory requires expensive transformations, 
• unexpected obstacles on a trajectory can cause collisions. 
Progress in embedded computers makes possible the design of au- 
tonomous robots, capable of  moving in known or unknown environments 
comprising both fixed and mobile obstacles (other autonomous robots or 
human-driven vehicles). Such an autonomous robot, in a multirobot envi- 
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ronment has to carry out different tasks: 
• avoiding fixed obstacles ituated on the robot's trajectory and whose 
position is not known, 
• reaching a goal, 
• cooperating with other robots for concerted modifications of high-risk 
trajectories, 
• abiding by an avoidance protocol, compatible with the corresponding 
human behavior (some sort of common human-robot "highway code"). 
To these basic tasks, we can add two constraints for a realistic hardware 
implementation: 
• minimum information transfer between the robots, 
• real-time learning methods. 
For some problems previously mentioned, different solutions exist, e.g. 
for fixed-obstacle avoidance [1, 10, 11, 14, 4], cooperation between robots 
[18, 6, 19], or on-line learning [20, 7]. 
in this paper we extend some previous results o fuzzy-logic-based reac- 
tive navigation for autonomous robots, and we consider the management 
of a fleet of robots. The leading strand is the exploitation of knowledge at 
every stage of the design process. 
This paper is organized as follows. In Section 2, we present our motiva- 
tions and choices. In Section 3, we present the fixed and mobile-obstacle 
avoidance strategies and the local supervisor. A micro-GA (/.~GA) is used 
in Section 4 for optimization of the system parameters. Finally, we present 
some results and we conclude. 
2. MOTIVATIONS AND CHOICES 
2.1. The Project  
We are working on a global project of management of a robot fleet in a 
flexible environment in which there are possibly human-driven cars. This 
project is made up of four main elements: 
• a reactive navigation system for a fixed-obstacle avoidance, built with 
fuzzy rules and tuned using a real-time reinforcement learning method 
[7, 8], 
• an avoidance strategy for mobile robots, compatible with human 
driving rules, 
• hierarchical control by a local supervisor, for smooth switching be- 
tween the two avoidance strategies, 
• a central management system (CMS) for the robot fleet. 
There are two levels for the control: 
• The CMS has three functions: localization of robots at fixed land- 
marks, determination of sub-goals for the robots, and conflict resolu- 
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tion between robots. When a robot reaches a landmark, it has a 
communication with the CMS, which assigns it a new task or the next 
landmark. In case of deadlock between two robots, the CMS gives 
priority to the less constrained robot. The CMS is not described in this 
paper. 
• Between two landmarks, a robot moves autonomously, avoiding fixed 
obstacles and other mobile robots and seeking the assigned goal. 
A multirobot system, such as the one described, must be simple, adap- 
tive, and general enough to be operational in different configurations. 
Therefore, we have focused our attention on two domains: the implemen- 
tation of basic behaviors and the learning methods, taking into account 
hardware constraints and real-time requirements. 
2.2. Introducing Knowledge 
In an industrial robotic environment, it is not possible to perform 
numerous trials to learn an optimal policy. If a model of the robot and of 
its environment is available, the design of the robot controller and its 
optimization is conceivable. Unfortunately, this method has several draw- 
backs in that modeling is difficult and each robot is a particular case. 
Therefore the results of such a process cannot be generalized easily. 
On the other hand, human knowledge is available for robotic problems. 
Every driver is able to avoid fixed or mobile obstacles, to reach a goal, to 
coordinate with other drivers, and also to explain his actions in particular 
situations using linguistic statements. Therefore, we can extract his knowl- 
edge to build a qualitative and generic rule base. 
3. BASIC BEHAVIORS 
The global behavior of an autonomous robot can be broken into 
elementary behaviors: fixed-obstacle avoidance and goal seeking (FOA), 
and mobile-robot avoidance (MRA). For these two basic behaviors, solu- 
tions using Neural Networks [5, 6] or fuzzy systems [20, 1] have been 
proposed. We have chosen a fuzzy system for the following reasons: 
• Human avoidance rules can be easily extracted and translated into 
natural anguage, using (qualitative) metarules. 
• The local nature of fuzzy rules allows one to identify the fired rules 
immediately and make it possible to modify some specific behavior 
quickly. 
• Embedding prior knowledge reduces the learning stage dramatically. 
• On-line optimization of a fuzzy rule base can be easily achieved by a 
punishment/reward mechanism. 
436 Pierre-Ives Glorennec 
tance 
d~ d~ 
Figure 1. Labels for the distance. 
From prior knowledge we can build easily generic fuzzy rule bases for 
FOA and MPA. These rule bases are then updated to take into account 
the specificities of real robots (inertia and other dynamic features). 
3.1. Fixed-Obstacle Avoidance 
Fixed-obstacle avoidance and goal seeking (FOA) can be merged into 
one fuzzy rule base [20, 7]. We suppose that the robots have ultrasonic 
sensors that give the distance to the obstacles in three directions, denoted 
as d~ft, dfront, and dright. From these measures the FOA controller has to 
deduce two commands: velocity (v F) and change in steering angle (A~bF). 
Two fuzzy sets, NR (near) and FR (far), are used for the distances; see 
Figure 1. The corresponding membership functions are defined by a strong 
fuzzy partition and two parameters: a minimum distance to an obstacle, 
d,,,, and a security distance ~, d s. For simplicity, the s ta tement  "dleft is A 
and dfro, t is B and dright is C" is written (A, B, C). 
Using driver's knowledge, a rule base for obstacle avoidance and goal 
seeking is easily deduced; see Table 1. Rules 1 to 7 are for obstacle 
avoidance, and rule 8 for goal seeking. For example, rule 1 corresponds to 
a cul de sac, and in this case the robot must stop to avoid collision (v F is 
ZR) and turn to the right or the left side according to the obstacles. The 
velocity, f (dg) ,  is a function of the distance to the goal, dg, and the 
parameter C is a reducing factor in a corridor. The value of g(goa l )  gives 
the direction of the goal. More precisely, we have chosen 
• f (d~)  = /~FR(dg) X /"max 
• C = min(/.tFR(dleft) , /l, FR(dright)) 
The fuzzy labels in the consequent part of the rules are given for better 
understanding. In the actual fuzzy system, we use only crisp parameters: 
the modal values of fuzzy labels. 
We use a simplified Takagi-Sugeno inference scheme to compute vF and 
AcbdF.  Let a i = oei(dleft , d f rom, dright) be the truth value of rule i given the 
input vector (dleft, dfrom, dright), and v i and 4'i the crisp values in the 
' The security distance isdefined as follows: "If distance > d~ then u F = Urea x.'' 
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Table 1. Rules for F ixed-Obstac le  Avo idance and Goal  Seeking. 
if NR, NR, NR then 
if NR, NR, FR then 
if NR, FR, NR then 
if NR, FR, FR then 
if FR, NR, NR then 
if FR, NR, FR then 
if FR, FR, NR then 
if FR, FR, FR then 
U F lS ZR  
v F 1S ZR 
U F IS C X f(dg) 
U F IS f (dg)  
v F is ZR 
v F Is ZR 
U F IS f (dg)  
v F Is f (dg)  
and A ~b F is + Big 
and A &F is NB 
and A ~bF is ZR 
and A ~F is NS 
and A &F is PB 
and A 4~F is + Big 
and At~F is PS 
and At~F is g(goal) 
consequent  part  of the rule i [v I = O, v 3 = C × f (dg) ,  and so on]. We have 
8 
v F = ~a i vi ,  (1) 
i=1  
8 
±'/'v = F., a~ 4'~. 
i=1  
(2) 
3.2. Mobi le-Robot Avoidance 
In mobi le - robot  avoidance (MRA) ,  a robot. A,  knows from sensors the 
distance dAB to the nearest  robot, B, and its relative angular posit ion, O R. 
But it has also to know the direct ion fol lowed by B, in order  to modify or 
not its own trajectory. In our  project,  each robot  communicates  to the 
nearest  robot  its relative angular posit ion. This l imited informat ion trans- 




Figure 2. Parameters for MRA. 
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Figure 3. Human highway code. 
and e,, and receives 0, from robot B. From these values, the MRA 
controller has to deduce the velocity command, Us, and change in steering 
angle, A &. 
In many situations, we can have mobile robots together with human- 
driven vehicles. In order to avoid trouble, the robots must abide by a 
simplified human highway code: 
l Overtaking on the left (see Figure 7 in Section 4.3). 
l Passing an oncoming robot on the right (see Figure 8). 
l Priority for the robot without any vehicle on its right-hand side. For 
example, in Figures 2b and 3, robot B has higher priority than robot 
A because 0, < 0 and 0, > 0. 
These three principles can be easily translated into fuzzy rules. To infer 
the commands, MRA uses two angular inputs, f?, and 9,, and two distance 
inputs, drlght and dlert. To simplify, the precondition part “oB is A and f3, 
is B and drlght is C and dleft is D” is written (A, B, C, D). The label “DC” 
is used for “don’t care.” For example, the following rules are used by robot 
A for passing an oncoming robot on the right or overtaking on the left: 
1. if Pos, Pos, DC, DC> then 
Au,(A) is ZR, 
A+,(A) is ZR; 
2. if (Pas, Neg, Far, DC> then 
Au,(A) is NM, 
A+,(A) is PM; 
3. if (Neg, Pos, Far, DC> then 
Au,,,(A) is ZR, 
A+,(A) is NS; 
4. if (PS, NB, DC, Far) then 1 
Au,(A) is ZR, 
A&( A) is PS. 
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• In the case of the first rule, there is no problem of collision. Robot A 
does not modify its trajectory or its velocity; see Figure 2(a). 
• In the case of the second rule, robot A has not priority. It reduces its 
speed and turns to the left if dleft is large enough; see Figure 4. 
• In the case of the third rule, robot A has priority. It does not reduce 
its speed, and it turns slightly to the right if dright is large enough. 
• The last rule is for overtaking B on the left, if dleft is large enough. 
The other rules of MRA are easily deduced. The term sets of the 
linguistic variables and a graphical representation of the fuzzy labels are 
shown in Figure 6 in Section 4.2. 
3.3. Hierarchical Control 
A local supervisor (LS) is used to perform a smooth switching of 
behaviors, in order to avoid abrupt curvature changes. The LS uses 
distance dAs on the following way: let h = /ZFR(d~8)(membership degree 
of dAB to the fuzzy set FR, and let v F and A4' F (v M and A4'~) be the 
actions proposed by FOA (by MRA). Then we have 
v = hv  F + (1 - h)v M, 
A4' = hA4' r + (1 - A)A4' M, 
(3) 
(4) 
where v and A4' are the actual commands for the robot. 





Figure 4. Robot B has priority. 
440 Pierre-Ives Glorennec 
sensors + communication 
commands 
Figure 5. Global control system. 
4. OPTIMIZATION BY IxGA 
4.1. The Proposed Method 
FOA can be tuned separately using only one robot; see [8]. On the 
contrary, MRA and LS must be tuned in a multirobot environment. 
Genetic algorithms have been used for optimization of neural-network- 
driven or fuzzy-logic-driven mobile robots [2, 9, 13, 6]. The proposed 
methods required a large population size and a large number of genera- 
tions for the emerging of viable behaviors. This fact restricts the learning 
stage to computer simulations, which are useful if the behavior of the 
model is near to the behavior of the real robot. 
To avoid the drawbacks of large population size, large training times, 
and possible differences between the modeled and the real robot, we have 
used a ~GA that has been shown to possess real-time search possibilities 
[12]. The parameters to be optimized--distances, velocities, and angular 
values--are concatenated into a integer string. In our simulations, we have 
used a population of five strings. 
Moreover, to speed up learning, we can use prior knowledge, because all 
the parameters in the fuzzy rules have a physical meaning. Therefore, the 
initial population is not built totally randomly, but with realistic values for 
each parameters in the string. The role of the /~GA is to avoid combina- 
tional search in a determined framework. 
In the previous fuzzy rules, many parameters have only a qualitative 
value, not quantitative one. For example, what is the meaning of "A CM(A) 
is NS"? What is the modal value of NS? The response can vary according 
to the dynamic features of the robot. 
Coordination between Autonomous Robots 441 
One way is to test separately all the possible values of the qualitative 
parameters. Obviously, that is time-consuming and not very efficient. 
The best way is to combine the real-time search possibilities of a p.GA 
and the available knowledge. 
4.2. Coding MRA and LS 
The parameters to be optimized are 
dAB E {NR, FR}, 
dright , dleft ~ {NR, FR}, 
AU m E {NS, ZR},  
0A, 0B ~ {NB, NM NS, PS, PM, PB}, 
A~b M ~ {NM, NS, ZR, PS, PM}. 
Using the properties of strong fuzzy partitions and symetries, we had 10 
parameters to optimize; see Figure 6. 
For each parameter, we propose a set of five possible instances, a[i, j] 
i = 1 to 10 and j = 1 to 5. For example, we can have a[1, j] ~ {65, 70, 75, 
80, 85}, a[2, j] ~ {180, 190, 200, 210, 220}, and so on. Therefore, we have 
5 H~ different cases, and the search space corresponds to the matrix 
a[1,1] ~ ... a[1,5] 
a,,O, 11 . . . . . .  la,,o,51r 
: dab ', dright ZXVM > dl~t = 
al  a2 a3 a4 a5 0 
NB NM NS~PS PM PB ~ A ¢  
I I I I 
I I 
Y 'VV IV '  VX@ ' 
--a8 --a7 --a6 0 a6 a7 a8 --alo --a9 0 a9 alo 
Figure 6. The ten parameters. 
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A chromosome is a string of integers gene[i] ~ {a . . . . .  5} for i = 1 to 10, 
and the correspondance between the gene i and a parameter  is given by 
a[ i ,  gene[i]]. For example, the string 
corresponds to the boxed values in the matrix. 
A mutat ion consists in randomly choosing a gene and changing its value 
in {1 . . . . .  5}. The crossover operator  is the usual one-point crossover. Five 
strings are randomly generated in the search space, and the five corre- 
sponding control systems (MRA and LS) are tested in the same conditions. 
After one trial (computat ion of the fitness value of the five strings) the 
environment is changed. The fitness function is computed f rom the follow- 
ing two reinforcement signals, r C for collision and r¢~ for strong curvature 
changes: 
- 10 if dAB < dmin' (5) 
rc = 0 otherwise. 
A trial is stopped at the first collision. A strong curvature change is 
defined by SCC = [A~b(t - 1)A~b(t) < 0 and IA4,(t) - A~b(t - 1)l > 
~bma x ], and we put 
- 1 If SCC, (6) 
r,~ = 0 otherwise. 
x i .y  = 296. -63  ] ]S imulat ion  in tc r rompuc  , , ,  
Figure 7. Overtaking a slow robot. 
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Let f~ be the fitness function for string i: 
(7) f i= 1 + lr c+ ~r~l" 
When the fitnesses are computed, the best string is retained for the next 
generation and the others are modified by crossover and mutation oper- 
ators. 
4.3. Experiments 
The first population of five strings is generated in the following way: 
• an approximate value is given for each parameter a[i, 0] of the first 
string; 
• the four other strings are deduced by 
a[i,j] = a[i,0] X [1 +~V(0, tr)], j = 1 . . . . .  4, (8) 
where A/(0, o-) is a gaussian oise with mean 0 and standard eviation 
o-. Clearly, the goal is to make an exploration around the initial 
approximate values which are deduced from knowledge. 
In our experiments, the first generation generates one adequate 
string at least. The corresponding rule base is improved by the 
following generations, and the trajectories of the robots are smoother. 
! 
K:.¥ = 207 . -88  I lS imu la t ion  in tc r rompu¢ 
Figure 8. Passing an oncoming robot on the right, in a corridor. 
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Figure 9. Avoiding obstacles and another obot (the arrow shows the goal). 
Figures 7, 8 and 9 were obtained after ten generations. This result is 
to surprising, because the strings are not generated randomly but from 
approximate values. 
5. CONCLUSION 
In this paper, we have shown that human knowledge can be easily 
implemented in robot behaviors: fixed-obstacle avoidance, goal seeking, 
and mobile-robot avoidance. Moreover, in the optimization process using 
;_tGA, the strings are not generated randomly, as usual, but with values 
presumably near to the right values: we use the optimization capabilities of 
genetic algorithms to go from qualitative values to quantitative ones. 
FOA and MRA systems have been simulated successfully. In Figure 7, 8, 
and 9 we see two robots evolving in different environments. By the use of a 
minimal highway code, the behavior of the robots is foreseeable for a 
human driver. The system has proved its efficiency, and we are now 
working on the central management system for a fleet of robots. 
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