Introduction.
Much work has been done on the problem of evaluating or estimating the number of solutions of certain congruences in many variables. For example, it is of interest in Waring's Problem to find the number of solutions of k k k
(1) Xi + x2 + ■ ■ ■ + xn = a (mod p).
Equation
(1) has been discussed by Hardy and Littlewood [lK1)» and by Hull [2] . More recently, Weil [3] has treated the equation (2) xi + x2 + • • ■ + x" = a in finite fields. Niven and the author [4] solved the problem for the equation A"=a (mod m), where An is a determinant of order n in the independent variables xa (i, j = 1, ■ • ■ , n).
In the cases mentioned above, the number of variables is fixed, but it makes sense to ask what happens for large n. For this purpose it is convenient to speak of the probability that /"(#i, • • • , xn)=a (mod p), for example. This is defined as the ratio of the number of successes to the total number of possibilities, pn. If this ratio tends to a limit as n increases, for fixed p and a, we may speak of the asymptotic distribution of the function under consideration. Thus, for equation (2) , which includes (1) as a special case, it is seen that all the values a have the same weight asymptotically.
For the determinant An this is not true; the exact values can be determined from the explicit formulas given in [4] . For example, with a prime modulus p, the asymptotic probability thatAn=0 (mod p) is given by -p(o) = 1 -n (i -p-r), be the elementary symmetric function of order k in the n independent variables Xi, • • • , Xn, each ranging over a complete residue system modulo p, a prime. Of the pn values of UJP thus obtained, let g be the number which are congruent to a (mod p). We propose to study the ratio Pnip, k, a) =g/pn, or rather the limit of this ratio as n increases. This limit is shown to exist in §3, Theorem 1, and will be denoted by Pip, k, a), or more briefly by P*(o).
In addition, the proof of Theorem 1 yields an algorithm for determining the value of Pip, k, a) in any specific case. As models for further study, the cases p = 2 and p = 3 are treated in § §4 and 5. In §6 we prove a theorem concerning the distribution of the nonzero residues which has as a corollary the result that for k relatively prime to p -1, these residues are equidistributed.
In the next section we introduce the useful notion of a correlated pair, leading to Theorem 6, which exhibits a class of integers k for which complete equidistribution holds. We conjecture that for all k not belonging to this class, the residue 0 has the greatest weight. This would imply the weaker statement, which we are also unable to prove, that P&(0)2:l//> for all k>0. However, we can exhibit (Theorem 12) a large class of integers k for which P*(0) > l/p. This, too, leaves open the question, is lim sup Pi(0) = l as k-»°°? The remainder of the paper is concerned with establishing certain relationships among the probabilities Pip, k, 0). §2 contains five lemmas, one of which (Lemma 4) is actually not needed in the body of the paper, but is included for its intrinsic interest. In addition, it serves to explain why certain methods used in the paper cannot be extended.
Lemmas.
In this section we shall give several important lemmas which may be of some interest in themselves.
The first was proved by Lucas [5] and more recently by us [6] the sum running over all a satisfying conditions (i) and (iii) above. Now any vector a which violates (ii) will contribute nothing to the sum on the right side of (3); for then <rr^ar (mod m) for some r, and if we sum over that tr first we get It is easy to see that the existence of a set of integers Cm^0; ax, ■ ■ ■ , am satisfying (6) and (7) implies (4) and (5) . Now to solve (6) and (7) we observe that the determinant of the system is the familiar Vandermonde, and its value is A = mlJlii-j)
ii,j = 1,2, • • . ,m). i>i We observe from (8) that Cm must be divisible by (m -1)! if «", is to be an integer and if (4) and (5) are to be satisfied. But even more is true, as we shall now prove. For our present purpose it is sufficient to observe that Ain, n) = 1. This implies that ií(l)=.íz"'(l)= • • • =Wm~»il)=0 (mod ml) and that ff<»>(l) =Hmil) (mod ml). But for any polynomial 7/(x) with integral coefficients, H(m)ix)=0 (mod ml) identically. Hence
It is easy to see that the conclusion is still valid if we replace the product Now suppose that í is any integer such that p*>k, and that oT = crr+rrps
We assert that Fki<r') = Fki<r) (mod p). For l+Fiia')x+
Our assertion follows by equating coefficients of xk and using the fact that k<p\ Thus Fkio-), mod p, is a periodic function of each component <rr, the period being p". Accordingly, we shall define the vector space Vs consisting of vectors a satisfying
the number of elements in V, being 7V(s) =p°(p-u. Each <r has a unique aGV, such that <r=a (mod ps), and Fkio-) = Fkia) (mod £). Now let 9î«(p, £, a) be the set of aG V" for which Fkia) =a (mod p), and let TVs(/j, k, a) be the number of elements in this set. Then
Applying Lemma 2 to the inner sum in (13), with q = p -l and m = p\ we obtain P»(#. *, a) and the theorem is proved.
It should be remarked that the proof of Theorem 1 yields a finite algorithm for determining Pip, k, a). We need only count the number of aG Ve ip">k) for which Fkia)=a (mod p), and divide this number by 7V(s), the number of elements in Vs. We have therefore indentified the asymptotic distribution with a finite distribution in a certain (j> -l)-dimensional cube. Furthermore, by choosing 5 sufficiently large, we may discuss the joint distribution of any finite number of random variables F^ia), ■ • ■ , FkNia). This will prove to be useful later on.
4. The case p = 2. In this section we shall apply the results of §3 to obtain a complete solution of our problem for the case p = 2. We shall put our observations on this result in the form of corollaries, which we shall compare with a similar set for p = 3, in the next section, in the hope that the evidence of these two cases may lead to fruitful conjectures and lines of attack in the general case.
Theorem
2. Let h be the number of nonzero digits in the dyadic expansion of k. Then We shall exhibit the right side of (15) as Fk(ß+8), where ô is a vector depending only on y. In fact, the coefficient of yk in the expansion of (l+F, Dividing by TV(s+1) = 9iV(s), and using the fact that P*(l) +P*(2) = 1 -P*(0), we obtain (ii).
If m = 2, (14) yields 6. Distribution of nonzero residues. It should be clear by now that the residue 0 plays a special role. In this section we shall prove a theorem concerning the distribution of the nonzero residues(2). For each fixed n, as a runs over V" so does a+£n (mod ps). Thus we obtain (2) We wish to thank the referee for suggesting the existence of a theorem of this type.
p copies of Vs, each a generating the set {«+£"}. Consider the set of a, say SSlsip, k-l, ^0), for which T/^-i (a) ^ 0 (mod p), the number in the set being N.ip, k-l, ¿éO)=Nis)-N,ip, k-l, 0). For each aGftsiP, k-l, féO), the set Fkia+Çn) is a complete residue system mod p, and for each a-GW-siP, k -l, 0), the set Fkia+%n) consists of the residue Fkia) taken p times. Hence, if we denote by $)?" (& -1, a; k, b) and by Jik-l, a; k, b) the number of elements in this set divided by Nis) (J is clearly independent of s, for p">k), it is possible to count the number of vectors a+£n for which the right side of (19) is congruent to a particular residue c, mod p. This number is (21) Ns(p, k-l, ^0) + pNis)Jik -1, 0; *, c).
On the other hand, this number is pN8ip, k, c). Equating these expressions and dividing by 7>7V(s), we get
(22)
Pkic) = -(1 -P*_i(0)) + /(* -1, 0; *, c). . It should also be clear that the analogue of (19), (24) Fkia + ßn) =Fkia) + nFk'ia) (mod/>) (0 g n < p), implies that ik, k') is a pair, that is, (23) holds. In fact, the argument given above goes through almost word for word. It is not necessary that the ßn have any special form; they are simply any p vectors for which (24) is satisfied.
Before discussing the properties of correlated pairs and their consequences, we shall exhibit a large class of such pairs. Let k = tp' + k', 0<t^p. By Lemma 5, there exists a vector y such that (3) (25) $(7, x) = 1 + x> + 0(xp+1) (mod p). Replacing x by xp&, we have (26) $(7, x"8) m $iyps, x) =-1 + *"* + 0(x^+1)ps) (mod p). t
Raising both sides to the reth power, 0^n<p, and defining z/ = min (2i, p+i), we obtain (27) $inyps, x) =-1 + nx"" + 0(x"p") (mod p).
Let ßn = np'y; multiply (18) by (27) We summarize our findings on correlated pairs so far in the following theorem.
Theorem 5. If (k, k') is a pair, then (30) Pk(c) = -(1 -Pk(0)) + J(k', 0; k,c) (0 g c < p).
P
The following are always correlated pairs :
One immediate consequence of the preceding discussion is that Pkic) = l/p for 0Sc<p if k is correlated with 0. For then, in (30), Pk'iO) = 0, /(*', 0; k, c) = 0.
Taking into account (31), we have the following result:
Theorem 6. If k = tp", 0<t<p, s 2:0, then for all residues c (mod p),
In particular, this is true for all k^p.
We have obtained a class of indices k = tp" for which equidistribution holds, and we strongly suspect that this is true only if k belongs to this class.
It is interesting to observe that not only are the random variables Pi (a), ■ • • , Fp(a) individually uniformly distributed, but that they are all mutually independent.
For let «G V2, so that a=a'+pa", with a', a" both in Pi. For a given set of residues (ai, a2, • • • , aP), we are assured by Lemma 5 that there is at least one a'G Pi for which (32) Pi(a') mat,---, Fv-iW) = «p-i (mod p).
The number of sets (ai, • • • , ap_i) is £P_1 = 7V(1), so that each one determines a unique a'G Pi, and we have Í33) FPia) = FPia' + pa") m Pp(«') + F^a") (mod p).
As a" ranges over Pi, Pp(or) takes on the value ap exactly pv~2 times. Hence the total number of vectors «G P2 for which (32) and PP(a) = ap (mod p) are true is exactly pp~2. We have therefore proved the following theorem. and kféO (mod p), the theorem is proved for l^k<p; it follows for all k>0, since 5^=5^-1 (mod p).
Another consequence of (30) An attractive conjecture is that Pfc(0)2:l//> for k>0. This is true for p -2, 3, and all the evidence seems to point in this direction, but we have been able to prove only the following weaker approximations. Proof of Theorem 9. Let S(n)= X)*-iP*(0). For k 2:2, we have cludes all those vectors a whose components satisfy 0^ar<k/ip -1), since the degree of the product i>(a, x) is then less than k, so that Fkia) =0. The number of such vectors is at least
This result can of course be improved, since the number of vectors aG V, such that «i+tt2+ • • ■ +a3,_i <k is given by /k + p-2\ \ p-l ) ' P from which we obtain, for example, for ¿2:1, It is clear that any vector 7 not appearing in SDîM(r, s+1) must belong to some 9JÎ"(c, P, 5 + 1), and all these classes are disjoint. Hence (53) Nis+l) =Zo+Zi+ ■■ ■ + Zp_2 + Z". Now fix a^O (mod p), and suppose that 7 belongs to one 0/ the classes 3Dî"(c, P, 5+1), n<t. Then from (50) and Theorem 7, the number of vectors ß for which Fkia)=a (mod p) is p^TV/l). If 7G9ft«(a, P, s + 1), this number is TV (1) . For all other 7G P",+i, the number is 0. It follows that (59) P,(o)a-+ (l-7)?_ ((P -i)P* < k < p*+l; ps+1 < k < ps+1 + p>).
We have therefore proved the following theorem.
Theorem 12. // (p-l)p*<k<pa+1, and k* = k+p", then As a check, set p = 2. Then (69) yields P2.+ie(0) =-+-PB(0), which agrees with our previously established result. 10. Conclusion. It appears, from the results that we have obtained so far, that the function Pip, k, a) is rather complicated. The rôle of the residue 0 is a special one, and all the evidence so far seems to corroborate the conjecture that Pip, k, 0) 2: l/p for all k > 0. There are several other interesting questions which we should like to see answered. For example, is it true that the limit superior of Pip, k, 0) (as k tends to infinity) is unity? Is it true that Pip, pk, a)
