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введение
В настоящее время во всем мире наблюдается 
тенденция интенсивного развития информационных 
технологий. Фактически, эффективность экономики 
определяется получением знаний и совершенство-
ванием технологий во всех областях науки и тех-
ники. Информационные технологии являются при-
знанным лидером по инновациям и общественному 
интересу. Эти технологии позволяют кардинально 
изменить подходы к обеспечению государственного 
управления, общественной жизни, правопорядка и 
безопасности. Также информационные технологии 
кардинально меняют подходы к проведению науч-
ных исследований и изысканий. Особое значение для 
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применения таких подходов приобретает создание 
цифровой исследовательской инфраструктуры со-
временной технологической базы. При этом одним 
из приоритетных направлений развития научно-
технологического комплекса России являются цен-
тры коллективного пользования (ЦКп). 
Создание ЦКП объясняется невозможно-
стью одновременного обновления материально-
технической базы научных организаций. По этой 
причине в некоторых научных организациях соз-
даются ЦКП, которые за счет бюджетных средств 
оснащаются новейшими техническими средствами, 
предоставляемыми в коллективное пользование. 
Таким образом, ЦКП имеет возможность обеспе-
чить проведение широкого спектра прикладных и 
фундаментальных научных исследований на основе 
современных материально-технических средств 
базовой организации, в том числе в интересах сто-
ронних лиц и организаций.
Интересной актуальной задачей является оцен-
ка качества функционирования ЦКП. В настоящее 
время руководящие документы определяют ми-
нимальный перечень показателей, которые харак-
теризуют качество функционирования ЦКП. Этот 
перечень является общим для всех видов ЦКП и 
включает в себя следующие показатели: 
- уровень загрузки оборудования (в том числе 
в интересах третьих лиц); 
- число организаций, использующих ЦКП; 
- доля исследований, проводимых под руковод-
ством молодых ученых в возрасте до 39 лет; 
- сведения о результатах интеллектуальной 
деятельности, полученных с использованием на-
учного оборудования ЦКП, в том числе количество 
публикаций о результатах исследований [1]. 
Учитывая отличия ЦКП по условиям функ-
ционирования, целевой направленности,  видам 
предоставляемых сервисов, составу оборудования, 
используемым ресурсам и материалам, а также 
системам жизнеобеспечения, для оценки деятель-
ности ЦКП требуются более полные перечни, вклю-
чающие, наряду с обязательными, дополнительные, 
специфические для каждого ЦКП показатели.
Ниже рассмотрены методы формирования 
перечня показателей эффективности, а также ме-
тоды их расчета на примере ЦКП «Информатика» 
ФИЦ ИУ РАН [2].
Общее	описание	ЦКп	«информатика»	
Деятельность ЦКП «Информатика» направ-
лена на обеспечение современными высокоэффек-
тивными вычислительными ресурсами научных 
коллективов, ученых, предприятий для решения 
прикладных и фундаментальных научных и тех-
нических задач.
В состав ЦКП «Информатика» входят два ги-
бридных высокопроизводительных вычислитель-
ных комплекса (ГввК), имеющих архитектуру IBM 
Power 9 и Intel x64, а также виртуальная инфра-
структура на основе серверов архитектуры Intel x64 
(15 узлов). Каждый ГВВК оснащен графическими 
ускорителями (GPU) NVIDIA Tesla V100. Оба ком-
плекса и виртуальная инфраструктура объединены 
в высокопроизводительный гибридный вычисли-
тельный кластер сетью Infiniband производитель-
ностью 100 Гб/с.
В настоящее время кластер достигает пико-
вой производительности 160 TFlops по операциям 
двойной точности, при решении задач глубокого 
обучения пиковая производительность оценивается 
в 2,5 PFlops.
В состав ЦКП также входит система хранения 
данных емкостью 1000 Тб.
Предоставление пользователям вычислитель-
ных ресурсов ЦКП осуществляется в соответствии 
со следующими принципами: 
- предоставление вычислительных ресурсов в 
виде облачных услуг;
- поддержка параллельного исполнения поль-
зовательских расчетных заданий и приложений, 
которое обеспечивает максимальную загрузку вы-
числительных узлов кластера;
- формирование базового набора утилит и би-
блиотек, применяемых пользователями для раз-
работки программного обеспечения и выполнения 
научных расчетов;
- предоставление пользователям инструмента 
формирования индивидуальной вычислительной 
среды за счет развертывания дополнительного про-
граммного обеспечения, системных и прикладных 
библиотек и интегрированных сред исполнения;
- возможность преобразования пользователь-
ских индивидуальных вычислительных сред в об-
лачные сервисы и предоставление их другим поль-
зователям ЦКП «Информатика».
Перечисленные выше  принципы реализуются 
за счет применения в ЦКП облачных технологий, 
технологий виртуализации, технологий формиро-
вания и предоставления научных сервисов.
Высокопроизводительные вычислительные 
комплексы гибридной архитектуры обладают мощ-
ными вычислительными ресурсами, которые могут 
быть предоставлены пользователям и научным 
коллективам. Современная политика предоставле-
ния ресурсов базируется на облачных технологи-
ях. Ресурсы могут предоставляться в следующих 
режимах:
- «Программное обеспечение как сервис» (SaaS, 
Software as a Service);
- «Платформа как сервис» (PaaS, Platform as 
a Service);
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-  законченный научный сервис в виде 
предметно-ориентированных программ услуги 
(RaaS, Research as a Service) [3]. 
Потребители услуг вычислительного комплек-
са — пользователи ЦКП — в этом случае получают 
не просто доступ к ресурсам, а полный набор ин-
струментов и услуг, позволяющий разрабатывать 
собственное программное обеспечение, проводить 
отладку программных систем и модулей, монито-
рить выполнение программ, управлять вычисли-
тельными заданиями, хранить исходные данные и 
результаты работы. 
Для обеспечения параллельного исполнения 
вычислительных задач используются возмож-
ности системы управления вычислительными за-
даниями. Правила загрузки и выполнения задач 
на серверах комплекса разрабатываются с таким 
расчетом, чтобы снизить конкуренцию между за-
даниями за аппаратные ресурсы и одновременно 
обеспечить максимальную загрузку ресурсов ЦКП 
«Информатика».
Дополнительно для обеспечения максимальной 
загрузки вычислительного комплекса вводятся ор-
ганизационные меры и правила функционирования. 
Эти возможности закладываются в систему управ-
ления вычислительными заданиями при вводе в 
действие и эксплуатации ГВВК.
Меры и правила обеспечивают:
- размещение задач на компонентах вычисли-
тельного комплекса;
- выполнение задач в интерактивном и пакет-
ном режимах [4];
- приоритезацию задач;
- управление вычислительными ресурсами, 
предоставление заданиям вычислительных компо-
нентов (ядер CPU, GPU, RAM и др.).
Технические и организационные меры управ-
ления вычислительным процессом обеспечивают 
снижение периода ожидания заданий в очередях 
и позволяют проводить параллельное выполнение 
нескольких вычислительных заданий
Политики и правила управления вычислитель-
ными заданиями позволяют снизить время ожи-
дания заданий в очередях и обеспечить загрузку 
оборудования ЦКП в соответствии с действующими 
нормативами.
В вычислительной среде пользователь имеет 
возможность получить базовый набор утилит и про-
граммных библиотек, а также индивидуальную сре-
ду моделирования, созданную на основе технологий 
виртуальной контейнеризации.
При необходимости создания собственной ин-
дивидуальной среды пользователю обеспечивается 
доступ к виртуальному docker [5] контейнеру, в ко-
тором предустановлено необходимое пользователю 
программное обеспечение и имеется возможность 
установки дополнительного ПО, используя права 
суперпользователя.
Формирование индивидуальной среды сред-
ствами виртуализации решает проблемы, связан-
ные с возможной несовместимостью различного 
программного обеспечения, и обеспечивает парал-
лельное выполнение разнородных пользовательских 
задач [6—8].
Рассмотренный выше способ предоставления 
вычислительных ресурсов в качестве облачного сер-
виса классифицируется как облачная услуга PaaS, 
под которой подразумевается, что провайдер предо-
ставляет программные и технические ресурсы для 
развертывания приложений пользователей.
Конвертация вычислительной среды пользо-
вателя в облачный сервис открывает возможность 
для предоставления облачной услуги нового типа 
— RaaS. Из сформированной программной среды 
для решения задач пользователя может быть соз-
дан базовый контейнер. В этом случае пользователи 
облачного сервиса получают готовое программное 
обеспечение RaaS, имеют возможность загружать 
исходные данные и выполнять научные расче-
ты, основываясь на существующих предметно-
ориентированных программах без разработки и 
настройки необходимого им программного обеспе-
чения.
Перечисленные подходы к организации вычис-
лительного процесса позволяют:
- привлекать в ЦКП «Информатика» научные 
коллективы, научные и коммерческие организации, 
решающие разнородные задачи из различных об-
ластей науки и техники;
- обеспечивать высокую загрузку вычисли-
тельных ресурсов путем параллельного выполнения 
вычислительных заданий;
- получать научные, научно-практические и 
иные результаты с применением вычислительного 
оборудования ЦКП;
- получить экономическую выгоду.
Методические	подходы	к	оценке	
эффективности	ЦКп	«информатика»
Под эффективностью системы понимается 
степень достижения целей, поставленных при ее 
создании [9]. 
Для принятия решения о степени достижения 
требуемой цели необходим критерий эффективно-
сти — правило, позволяющее сопоставлять стра-
тегии, характеризующиеся различной степенью 
достижения цели, и осуществлять их выбор из мно-
жества допустимых [10]. 
Критерий эффективности системы (изделия) 
определяется множеством показателей. Под пока-
зателем понимается характеристика, описываемая 
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количественно и позволяющая оценить свойство 
этой системы с какой-либо одной стороны [11]. 
Обобщенную оценку эффективности целе-
сообразно строить путем композиции показателей 
эффективности отдельных аспектов деятельности 
ЦКП с учетом их вклада в общую его эффектив-
ность. 
Выбор показателей эффективности целесоо-
бразно осуществлять исходя из следующих сооб-
ражений [12]:
- соответствие показателей целям разработки 
и назначению системы; 
- измеримость с помощью существующих фи-
зических величин. Желательно выбирать показате-
ли, которые могут быть выражены количественно; 
- выбор оптимального числа показателей, так 
как при их малом числе не в полной мере учитыва-
ются целевые функции системы, а с ростом числа 
показателей возрастает трудоемкость оценки;
- показатели эффективности по возможности 
должны учитывать требования, регламентируемые 
действующими нормативно-техническими доку-
ментами.
ЦКП «Информатика» используется при ре-
шении задач синтеза новых материалов, которые 
требуют больших объемов вычислительных ре-
сурсов, что обеспечивается применением высоко-
производительных вычислительных комплексов с 
гибридной архитектурой. При этом применяются 
индивидуальные среды исполнения на основе тех-
нологий виртуализации, что позволяет предоста-
вить пользователю полностью готовую среду для 
выполнения расчетов.
В этом плане для оценки эффективности ЦКП 
«Информатика» при решении задач синтеза новых 
материалов особое значение приобретает первооче-
редной учет и выбор технических показателей эф-
фективности ЦКП. Технические показатели харак-
теризуют возможности вычислительного комплекса 
по созданию среды виртуализации (пиковая произ-
водительность вычислительной системы, реальная 
производительность вычислительной системы на 
специализированных тестах, загрузка оборудова-
ния прикладными задачами, эффективность про-
граммного кода — показатели производительности 
компонентов алгоритма (процедур и циклов) в усло-
виях естественных ограничений вычислительной 
системы — производительности памяти и пиковой 
производительности вычислительного блока).
Анализ особенностей ЦКП «Информатика», 
в том числе при решении задач синтеза новых 
материалов, позволяет выделить три группы по-





Показатели развития позволяют оценить соот-
ветствие структуры ЦКП его задачам, число поль-
зователей (внутренних и внешних), численность и 
квалификацию сотрудников ЦКП, эргономические 
характеристики, наличие нормативной и техниче-
ской документации.
Показатели деятельности характеризуют сле-
дующие технические и технологические возмож-
ности ЦКП: 
- характеристики оборудования; 
- возможности системы хранения данных; 
- временные характеристики работы ЦКП (вре-
мя доступа к ЦКП; среднее время решения задач); 
- время загрузки ЦКП (в процентах от макси-
мально возможного времени работы оборудования 
ЦКП); 
- время работы ЦКП в интересах третьих лиц 
(в процентах от фактического времени работы обо-
рудования). 
Третья группа показателей выделяется для 
оценки результативности деятельности ЦКП. 
К таким показателям могут быть отнесены сле-
дующие: 
- число выполненных научных исследований 
(в рамках государственного задания, грантов, до-
говорных работ и т. д.);
- число публикаций о результатах исследова-
ний, подготовленных с помощью ЦКП;
- стоимость выполненных работ и услуг ЦКП 
(под услугой ЦКП понимается проведение исследо-
ваний по договорам возмездного оказания услуг или 
на безвозмездной основе);
- использование оборудования ЦКП (отноше-
ние стоимости выполненных работ и услуг к стои-
мости оборудования ЦКП).
Общая эффективность ЦКП определяется сле-
дующим образом: на основе частных показателей 
рассчитываются три обобщенных показателя, ха-
рактеризующих приведенные выше стороны функ-
ционирования ЦКП и интегральный показатель, 
показывающий эффективность ЦКП в целом. 
С точки зрения возможности практического 
применения методик на различных стадиях жиз-
ненного цикла систем для расчета обобщенных по-
казателей эффективности целесообразно исполь-
зование методов среднего взвешенного и анализа 
иерархий [13—17]. Для этих методов характерны 
простота и возможность работы с большой размер-
ностью данных, к тому же они апробированы. Кроме 
того, метод анализа иерархий ориентирован на не-
четкие оценки, что более просто для экспертов, чем 
точные количественные оценки. 
Частные показатели эффективности могут 
определяться следующим образом:
-  по отдельным методикам. Например, в 
работе [18] представлен пример расчета надеж-
ности гибридного вычислительного комплекса, 
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а в работе [19] — методический подход к оценке про-
изводительности вычислительного комплекса при 
решении задач моделирования;
- как отношение реального значения показа-
теля к требуемому Эi = N/Nтр. [20—22]. Реальные 
значения показателей определяются по результа-
там деятельности ЦКП и соотносятся с плановыми 
(требуемыми) значениями;
- экспертным путем по десятибалльной шкале 
с последующим нормированием и приведением к 
значениям от 0 до 1.
Весовые коэффициенты определяются экс-
пертным путем с использованием математических 
методов (метод ранжирования, метод приписывания 
баллов, метод парного сравнения и т. п.) [23—25]. 
Общий методический подход к оценке эффек-
тивности ЦКП в целом представлен в работе [26]. 
В рамках данного подхода предложены конкретные 
действия лиц, осуществляющих такую оценку, на-
чиная со сбора исходных данных и заканчивая рас-
четом обобщенных показателей эффективности и 
интегрального показателя эффективности ЦКП.
На основе анализа полученных результатов 
формулируются рекомендации по совершенствова-
нию отдельных характеристик ЦКП и повышению 
его эффективности в целом.
Заключение
Изложенные в статье методические подходы 
позволяют оценить эффективность применения 
ЦКП «Информатика» для научных исследований, а 
также его вклад в обеспечение научных исследова-
ний в различных областях, в том числе и при реше-
нии задач синтеза новых материалов.
Предложен расширенный по сравнению с 
определенным нормативными документами пере-
чень показателей эффективности ЦКП, включая 
обобщенные и частные показатели, учитывающие 
его развитие, деятельность и итоги работы. Пред-
ставлены предложения по расчету обобщенных по-
казателей эффективности.
Рассмотренный подход используется для еже-
годной оценки деятельности ЦКП «Информатика». 
На его основе разрабатываются рекомендации по 
планированию и совершенствованию его деятель-
ности, а также по определению тематики научных 
исследований.
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Choice of HPC cluster performance indicators for the example  
of the “Informatika” Center for Collective Use of the FRC CSC RAS
A. A. Zatsarinny, K. I. Volovich, S. A. Denisov, Yu. S. Ionenkov§, V. A. Kondrashev
Federal Research Center «Computer Science and Control» of the Russian Academy of Science,  
44-2 Vavilov Str., Moscow 119333, Russia
Abstract. This article discusses a methodology for assessing the effectiveness of a high-performance research platform. 
The assessment is carried out for the example of the “Informatika” Center for Collective Use (CCU) established at the Federal 
Research Center of the Institute of Management of the Russian Academy of Sciences, for solving new materials synthesis 
problems. The main objective of the “Informatika” Center for Collective Use is to conduct research using the software and 
hardware of the data center of the FRC IU RAS, including for the benefit of third-party organizations and research teams. 
The general characteristics of the “Informatika” Center for Collective Use are presented, including the main characteristics 
of its scientific equipment, work organization and capabilities. The hybrid high-performance computing cluster of the FRC 
CSC RAS (HHPCC) is part of the data center of the FRC IU RAS and also part of the “Informatika” Center for Collective Use. 
HHPCC provides computing resources in the form of cloud services as software (SaaS) and platform (PaaS) services. With 
the aid of special technologies, scientific services are delivered to researchers in the form of subject-oriented applications. 
Based on the analysis of the structure and operation principles of the Informatika Center, key performance indicators of 
the Center have been developed taking into account its specific tasks in order to characterize its various activity aspects 
(development, activities and performance). CCU efficiency evaluation implies calculation, on the basis of the developed 
indicators, of overall (generalized) indicators that characterize the CCU operation efficiency in various areas. An integral 
indicator is also calculated showing the overall CCU efficiency. To develop the overall performance indicators and the integral 
performance indicator, it is suggested to use the methods of weighted average and analysis of hierarchies. The procedure 
of determining partial performance indicators has been considered. Specific features of the choice of CCU performance 
indicators for solving new materials synthesis problems have been identified that characterize computing complex capabilities 
in the creation of a virtualization environment (peak performance of a computing system, real performance of a computing 
system on specialized tests, equipment loading with applied tasks and program code efficiency).
Keywords: center for collective use; performance; indicator; service; scientific service
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