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A B S T R A C T
Diﬀusion-sensitized magnetic resonance imaging probes the cellular structure of the human brain, but the
primary microstructural information gets lost in averaging over higher-level, mesoscopic tissue organization
such as diﬀerent orientations of neuronal ﬁbers. While such averaging is inevitable due to the limited imaging
resolution, we propose a method for disentangling the microscopic cell properties from the eﬀects of mesoscopic
structure. We further avoid the classical ﬁtting paradigm and use supervised machine learning in terms of a
Bayesian estimator to estimate the microstructural properties. The method ﬁnds detectable parameters of a
given microstructural model and calculates them within seconds, which makes it suitable for a broad range of
neuroscientiﬁc applications.
1. Introduction
One of the great challenges posed by neuroscience is to bridge the
gap between the resolutions of in-vivo neuroimaging techniques and
the high resolutions achievable by post-mortem microscopy methods
(Blow, 2008). Diﬀusion magnetic resonance imaging (dMRI) is a
promising candidate to tackle this challenge since the diﬀusion length
of water molecules in living tissue during a measurement is on the
order of the typical cell size. The structural properties of the tissue are
imprinted in the dMRI signal via the statistics of molecular diﬀusion on
basically two diﬀerent scales: On the cellular level, the major contribu-
tion to the signal is characterized by microstructural parameters such
as diﬀusion coeﬃcients of diﬀerent cell compartments, and the
corresponding volume fractions. However, a large portion of micro-
scopic information is obscured, since the dMRI signal is collected with
a coarse resolution on the order of a millimeter. The most prominent
feature of neural tissue on the sub-resolution scale is the presence of
diﬀerently oriented neurites, axons and dendrites in gray matter and of
axons organized in bundles in white matter. We refer to the tissue
organization on this level as the mesoscopic structure as it is
intermediate between the microscopic cell size and the macroscopic
imaging resolution (Fig. 1). In dMRI literature the notions of ﬁber
dispersion (Zhang et al., 2011) and ﬁber orientation distributions
(Tournier et al., 2007) are commonly associated with the statistics of
the mesoscopic structure as we refer to.
Obtaining either microscopic, meso– or macroscopic structural
properties using dMRI has been a research objective since the
beginning of the century. Until quite recently, all of the approaches
to these goals have been mutually exclusive. On the one hand, dMRI
has been widely used to reconstruct the macroscopic structure of
axonal ﬁber tracts in brain white matter (Mori et al., 1999; Basser et al.,
2000; Parker et al., 2003; Mangin, 2002), a method known as
tractography. As a prerequiste the ﬁber orientation distribution
(FOD) has to be determined which is a representative of the statistics
of the mesoscopic arrangement of neurites within a voxel. The
algorithms used for the inference of such statistics usually assume
simple and ﬁxed a-priori microstructure tissue models. In fact, there
are also ideas to reconstruct the actual mesoscopic neurite arrange-
ment on a subvoxel scale (Calamante et al., 2010) and not just the
statistics. However, these ideas rely on strong prior assumptions as the
signal itself only contains information about the mesoscopic statistics.
On the other hand, attempts to get a deeper insight into the tissue
microstructure have been limited to the simplest mesoscopic geome-
tries, either parallel axons (Assaf and Basser, 2005; Assaf et al., 2008;
Zhang et al., 2011; Alexander et al., 2010; Fieremans et al., 2011;
Panagiotaki et al., 2012), with some amount of dispersion (Zhang et al.,
2011) or isotropically distributed neurites (Jespersen et al., 2007).
Recent attempts to merge the disciplines (Reisert et al., 2014; Daducci
et al., 2014; Christiaens et al., 2015) have sharpened the problem by
demonstrating the limits of the currently dominant approach built
upon the ﬁtting paradigm. It implies predicting the measured signal
using a biophysical model with optimized parameters for which the
prediction matches the actual measurement as closely as possible. The
entanglement between micro- and mesostructural information is a
fundamental problem in this context and in diﬀusion MRI in general.
The dMRI signal is typically too unspeciﬁc: Diﬀerent models result in
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very similar signals, which are practically indistinguishable in the
presence of noise. For this reason, initially realistic microscopic models
actually become overparametrized with respect to the information
obtainable from the data. This overparametrization reduces the
reproducibility and ampliﬁes the inﬂuence of noise. It forces to
introduce numerous regularizations, constraints and a priori assump-
tions. Another problem is the proper account for the noise statistics,
since the least square estimate is inadequate for the dMRI signal that
may closely approach the noise level. Last, but not least, ﬁtting models
to data is iterative and nonlinear, which is too slow (lasting from a few
hours to several days) for application to whole brain with about 105
volume elements (voxels). Fortunately, more recent approaches like the
one introduced by Daducci et al. (2015) reformulate the ﬁtting problem
in a regularized linear way, which can speed up the optimization by one
order of magnitude (in the range of a few minutes for a whole brain).
In this work we propose a diﬀerent perspective on the above
problem by showing that it is actually not necessary to estimate the
mesostructural information to gain knowledge about microstructure.
We completely refrain from reconstructing the mesoscopic information
(in terms of dispersion parameters or orientation distributions),
instead, we make the signal insensitive to the mesostructure that
obscures microstructure. This implies working with processed deri-
vates of the signal instead of the raw signal itself. We found such
derivates, the features, which are invariant with respect to the
mesoscopic structure while depending exclusively on the microstruc-
tural tissue properties. Further, we avoid the classical ﬁtting paradigm.
Instead, supervised machine learning in terms of a Bayesian estimator
(Murphy, 2012) is employed, in which exhaustive simulations reﬂect
the model of tissue microstructure and the noise statistics. Model
overparametrization if any becomes apparent during training of the
estimator. The microscopic parameters can be straightforwardly calcu-
lated given the signal features, which is computationally very eﬃcient.
The work by Nedjati-Gilani et al. (2014) and Kaden et al. (2016) are
probably closest to the spirit of this work. The latter use the spherical
mean technique to become independent of mesostructural contamina-
tions, which is close to our ideas, however ordinary MLE ﬁtting
techniques are applied to derive parameters. On the other hand
(Nedjati-Gilani et al., 2014) use machine learning and simulations to
create training data, however the features used in this approach are not
invariant against mesostructure. The use of machine learning already
appeared a few times in the context of dMRI analyis. In contrast to the
present method, (Alexander et al., 2014) and (Golkov et al., 2015)
straightforwardly used measured high quality data for training in order
to enhance low quality data.
2. Method
Mathematically, the entanglement of meso- and microstructure can
be expressed by a spherical convolution of the microstructural and
mesostructural properties:
∫S b S M b p dn n n n n( , ) = ( , · ) ( ) ,
S
f f f0
2 (1)
where S b n( , ) denotes the the dMRI signal acquired with a certain b-
value (the strength of the diﬀusion weighting) and n the direction of the
diﬀusion sensitizing magnetic ﬁeld gradient. The baseline signal with-
out diﬀusion weighting is denoted by S0. The integration is performed
over all orientations, nf , of neurites. The function M describes the
microstructural model of the tissue and p describes the mesoscopic
orientation distribution. Both functions are unknown and have to be
estimated. Apart from a few examples (Reisert et al., 2014; Daducci
et al., 2014; Christiaens et al., 2015), one of them is ﬁxed to estimate
the other, but these are currently far from being widely used. Note that
p is very similar to what is usually called ﬁber orientation distribution,
however in our deﬁnition p acts on the full microstructural model and
not just on the intra-axonal part.
The key idea of our approach is to disentangle both contributions
already at the signal level by deriving features, which are dependent on
the signal S while being invariant against the distribution p, which is in
the spirit of very recent work by Kaden et al. (2016) and much earlier
work by Callaghan et al. (1979). To do so, it is beneﬁcial to transform
Eq. (1) into the spherical harmonic domain where its right-hand side
reduces to a simple product (see Section 2.1 below, Eqs. (4)–(7)).
Hence, certain ratios of the spherical harmonic coeﬃcients, in which
the contribution of p cancel, form features that are independent of the
mesostructure.
These features are then used to calculate the underlying parameters
of the microscopic model M. Let x denote a parameter set of some
speciﬁc microscopic model, e.g. x could contain quantities such as
cellular fractions, diﬀusivities or geometric shape parameters. The
usual way to estimate x is to ﬁnd the most probable x for a given
observation, which in our case are the signal features called f. That is,
the a-posterior probability is maximized (MAP) to get an estimate for
the parameters: x f p x f( ) = argmax ( | )∼MAP x X∈ (in case of uniform priors,
i.e. p x f p f x( | ) ∝ ( | ), this corresponds to Maximum Likelihood
Estimation (MLE)). Whether this approach is practically applicable
depends strongly on the eﬃcient computability of the posterior
distribution p x f( | ), and its uniqueness. In our case it is neither
eﬃciently computable nor unique, as there are sub-manifolds in the
parameter space of x that give very similar observations f. As an
alternative, we propose to estimate expectation values of the posterior
∫x f x p x f dx( ) = ( | )∼B (2)
using a Bayesian estimator, a concept widely employed in machine
learning (Murphy, 2012). The advantage is that one does not need any
analytical model for p x f( | ), it is enough to be able to sample from the
full joint generative model p x f( , ), as will become clear below. Further,
one does not need to constrain the microscopic model in case of
Fig. 1. The brain mesostructure comprises the geometric packing of neuronal ﬁbers, while its microstructure refers to cellular properties on a ﬁner scale.
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insuﬃcient information in the signal, the unknowns are integrated out.
Also the noise statistics, which already for the simplest acquisitions can
be quite intricate, can be implicitly handled. To ﬁnd x f( )∼B we search for
the best function x f( )∼ which minimizes the quadratic risk function
(Murphy, 2012):
∫x f x f x p x f dx df( ) = argmin ( ( ) − ) ( , )∼ ∼B
x∈fun(X)
2
∼ (3)
To represent the function x f( )∼B any kind of regressor known from
machine learning, which is trained by a quadratic risk function, can be
adopted. We found that simple polynomial regressors are suﬃcient to
interpolate this mapping. The integral is calculated in the Monte Carlo
fashion. Sampling from the generative distribution p x f( , ) includes the
full forward simulation of the dMRI signal within a voxel followed by
the feature formation process (see Section 2.4). The choice of the prior
distribution p(x), which together with the noise distribution deﬁnes
p x f( , ), is important as it replaces the constraint imposed on para-
meters in the conventional MAP/MLE estimation. In the absence of
knowledge about its form, we select p(x) to be uniform in the
biophysically feasible range.
2.1. Microstructure-speciﬁc features
The entanglement of micro- and mesostructural components in the
observed signal is expressed by Eq. (1). The proposed signal transfor-
mation is based on a decomposition of the diﬀusion weighted signal
into spherical harmonics. Let Sl mk, denote the diﬀusion signal projected
onto the spherical harmonic Y n( )l m,
∑S S b Y R bn n= ( , )[ ( ) ( )]*l mk
i
Q
i i l m i k
l
i,
=1
,
(4)
where l m, refer to the angular part, while k refers to the radial part in
q-space. Depending on the diﬀusion weighting scheme, the index k
refers to shells in q-space, symbolically k=b (as for commonly used
multi-shell acquisition schemes) or to some other radial basis function
R b( )kl used for representing the dependence on b. For example, the
harmonic oscillator basis might be an option (Özarslan et al., 2013).
The index i refers to the diﬀusion weighting scheme, with (bi, ni)
representing the scheme and Q the number of measurements. Because
we deal mostly with multi-shell data we will identify k=b for con-
venience.
Further, let Mbl be the spherical harmonic projections of the
microstructural model, and let pl m, be the projections of the mesos-
tructural statistics. It is crucial that Mbl does not depend on m, since
the model is axially symmetric, while pl m, is obviously b-independent.
Straightforward calculation using the addition theorem for spherical
harmonics leads to the following signal representation, which is an
expression of the convolution theorem (Jespersen et al., 2007) for
spherical harmonics:
S S M p=l mb lb l m, 0 , (5)
Our goal is to derive features that are independent of pl m, . The simplest
features are given by the baseline normalized l=0 components, because
the mesoscopic orientation distribution is by deﬁnition normalized
p π( = 1/(2 ))0,0 . Hence, we deﬁne
f S S M π≔ / = /(2 )b b b0 0,0 0 0 (6)
These features were already used in the framework of maximum
likelihood estimatation (MLE) (Jespersen et al., 2007, 2013; Lasic
et al., 2014; Novikov et al., 2015; Kaden et al., 2015). Here we propose
a larger set of features that depend exclusively on the microstructure
model,Ml
b, which are based on the spherical power spectrum, which is
known as an rotation invariant feature (Kazhdan et al., 2003). Here we
go a step further and form ratios of l-wise powers (squared norms) for
l > 0, which results in features which are additionally invariant against
the mesostructure:
f
S
S
M
M
≔
∑ |
∑ |
= | |
∑ |l
b m l m
b
m b l m
b
l
b
b l
b
,
2
, ′ ,
′ 2
2
′
′ 2
(7)
The proposed features fbl for l > 0 reﬂect in particular the anisotropy of
the microscopic model. Note that for a purely isotropic signal these
features theoretically break down (division by zero), however this is
Fig. 2. Feature images fbl of a transverse slice of the 2-shell60 protocol (two shells with b = 1 ms/μm1 2, b = 2 ms/μm2 2). The lower row shows the cl
b b1, 2 maps of the same slice together
with their distribution within white matter. The latter indicates a reduced data quality for l=4.
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never the case in practice due to noise, and the Bayesian estimator
(explained below) is actually ‘learning’ this behavior. Examples of
feature maps obtained from experimental data for a two-shell protocol
(protocol details are given below) are shown in Fig. 2. For controlling
the data quality, we also calculate maps of the angular correlation
coeﬃcient between lth signal projections for two diﬀerent shells (a
special case of the formula proposed by Anderson (2005)):
c
S S
S S
=
∑ *
∑ ∑
.lb b m
l m
b
l m
b
m l m
b
m l m
b
, , ,
,
2
,
2
1 2
1 2
1 2
(8)
In principle c = 1lb b,1 2 since the model is real. Noise results in deviations
from unity. Since the inﬂuence of noise increases with increasing l,
monitoring the quantities clb b,1 2 helps selecting the values of l for which
the features fbl can be trusted (Fig. 2).
2.2. Parameter estimation using Bayesian approach
We engage a concept widely used in supervised machine learning to
map the features f onto the microstructural parameters, which we
denote with x in the following. Instead of ﬁnding the most probable
value for x given f, as performed in conventional ﬁtting, we estimate
the expectation value x f( )∼B of the posterior distribution p x f( | ) as
deﬁned in Eq. (2). To ﬁnd x f( )∼B , we minimize the quadratic risk
function in Eq. (3). We found that simple polynomial regressors are
suﬃcient to represent the mapping x f( )∼B :
∑x f β f f f( ) = …,∼
j j W
j j j
j j
N
j
+…+ ≤
, …, 1 2
N
N
N
1
1 2
1 2
(9)
where the βs are the coeﬃcients to be learned andW the maximal order
of the polynomial. For such estimation, (3) is integrated in Monte-
Carlo fashion. Therein, the full signal formation process has to be
simulated using a speciﬁc tissue model including measurement noise.
The set of samples drawn during Monte-Carlo integration forms the
training data. To minimize the quadratic loss in (3) a simple non-
regularized least-squares approach is already suﬃcient. In matrix
notation the objective can be written like βF x∥ − ∥2. The matrix F
stacks the feature monomials, where columns refer to monomials and
rows to Monte-Carlo samples. The target vector x contains the ‘ground
truth’ microstructure parameter for each Monte-Carlo sample. The
solution can be written as β F F F x= ( )T T−1 . While the inversion process
is computationally eﬃcient, the time used for generating the training
samples to represent p x f( , ) dominates the training process. In our
setting about 105 training samples are enough to get stable results.
2.3. Microstructure model
The proposed framework can in principle be applied to any
biophysical model M for the microscopic tissue structure. In this work,
we follow a commonly used three-compartment model. In brief,
M b c v e v e v e( , ) = + +i bD c e b D c D c f D b− − ( − (1− )) −
i e f∥
2
∥
2 ⊥ 2 (10)
where D and v describe the diﬀusivities and the volume fractions of the
corresponding compartments, where the subscript i refers to the intra
axonal compartment, e to the extra axonal compartment and f to the
free water compartment. D i∥ is the longitudinal intra-axonal diﬀusivity.
The extra-axonal diﬀusivities are D e∥ and D⊥ in the parallel and
transverse directions, respectively, D ms= 3 μm /f 2 , c is the cosine of
the angle between diﬀusion weighting gradient and axonal orientation
and v v v+ + = 1i e f . Summarizing, the model includes ﬁve independent
microstructural parameters x v v D D D= { , , , , }i e e i∥ ∥ ⊥ .
Note that the term volume fraction used above might be a bit
misleading as the diﬀerent compartments might have diﬀerent T2 times
which destroys the direct proportionality. Hence, we are rather talking
about signal fractions or apparent volume fractions.
2.4. Generating the training data
We simulate the training examples by following Eqs. (1) and (10)
using a speciﬁc diﬀusion-weighting scheme (b-values and diﬀusion
weighting directions n). We consider three such schemes: (i) Human
Connectome Project (HCP), WU-Minn consortium (Van Essen et al.,
2013), (ii) in-house developed 2-shell60 and (iii) in-house developed
hex28. More details about these data acquisition schemes are given
below. In brief, the amount of acquired data reduces from (i) to (iii).
In a ﬁrst step, we generate model parameters randomly and
uniformly in biophysically plausible ranges, which is
D D ms, ∈ [0.2, 3] μm /i e∥ ∥ 2 and D ms∈ [0.2, 1.5] μm /⊥ 2 for the diﬀusiv-
ities. There are diﬀerent options for selecting compartmental volume
fractions. Focusing on the intraaxonal volume fraction vi as is the most
interesting parameter suggests its uniform distribution in the interval
[0, 1] as the most unbiased choice. The extraaxonal fraction ve is then
drawn uniformly from the interval v[0, (1 − )]i and the isotropic
fraction is determined by the normalization condition. By this proce-
dure ve and vf are distributed identically with mean 1/4, while vi is
distributed uniformly with mean 1/2. Equal focus on the three volume
fractions suggests their uniform distribution on the plane
v v v+ + = 1i e f limited to the octant of all positive v. This gives the
mean 1/3 for all volume fractions. The choice has a minor eﬀect on the
microscopic parameters.
While the measurement is a forward mapping of the model parameters
to the features, f(x), the existence of the inverse function is not ensured.
Indeed, a reduced model with vf=0 indicates a bimodality: Parameter
combinations with D D>i e∥ ∥ and D D<i e∥ ∥ describe noisy experimental data
equally well (Jelescu et al., 2015). This implies that the conditional
probability p x f( | ) has at least two maxima and the function f(x) is not
invertible. Selection of a single solution branch is thus necessary using
additional biophysical information. To this end, we use results of an isotropic
weighting scheme (Dhital et al., 2015) that indicates a low kurtosis for the
traces of intra- and extraaxonal diﬀusion tensors. Since kurtosis is sensitive
to the diﬀerence in diﬀusivities, we select the traces of the intra- and
extraaxonal compartments to be similar: D D D ms| − ( + 2 )| < 1.5 μm /i e∥ ∥ ⊥ 2 .
Construction of training signals requires deﬁnition of mesoscopic
structure. We generate diﬀerent number of ﬁbers (from one to thirty)
with orientations drawn from the uniform angular distribution. Finally,
Rician or non-central chi-distributed noise is added to the signal
depending on the MR-image reconstruction method. As DWI images
show a spatially varying signal to noise ratio (SNR) we have to simulate
a wide range of possible noise levels. Practically, we quantize SNR in
100 diﬀerent levels and train them independently. During application
to measured data, we also discretize the measured SNR levels
(computed via the standard deviation of the b=0 images) and apply
the appropriate pre-trained Bayesian model, x f( )∼B .
2.5. Analysis of the training error
Before processing experimental data, the overall performance of the
method is assessed by investigating the prediction error of the trained
Bayesian model. We investigated it for all involved protocols (Fig. 3).
The number of acquired b-shells determines the number of features. If
we restrict the spherical harmonic index l to be l ≤ 2 (as suggested by
Fig. 2), there are 5 features for HCP, f f f f f f= { , , , , }01 02 03 21 22 , and 3 for
the 2-shell60, f f f f= { , , }01 02 21 , as well as for hex28.
In Fig. 3 we show correlation plots for the predicted parameters
versus the ground truth for all protocols. We pay more attention to the
most advanced HCP acquisition for which the noise-free training
results are shown as well as for the more realistic SNR = 20.
Obviously, the volume fractions can be estimated very reliably for
high-quality data, whereas the diﬀusivities are noisier and biased for all
data acquisition schemes. In the extreme case of completely insuﬃcient
data, the prediction equals the mean of training data distribution,
which is nearly the case for D e∥ and D⊥ for the 2-shell60 and hex28
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Fig. 3. Correlation statistics of determined microscopic parameters with the ground truth on the training set for all three data acquisition protocols with the focus on the most
acquisition-demanding HCP scheme (a–d). This analysis indicates insuﬃciency of all protocols for detecting all three microscopic diﬀusivities while the volume fractions can be
determined. Training performed with l = 2max and the polynomial order W=3, Eq. (9).
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protocols. Using a simpler model for the microstructure without a CSF
compartment, vf=0 alleviates this problem although does not resolve it
satisfactorily.
To answer the question of whether increasing lmax or W can
improve the results, we show their eﬀect on the error on the whole
training set (Fig. 4). The error is calculated as the root mean squared
deviation of the estimated parameters from the ground truth and
normalized on the analogous quantity for a fully uninformed guess for
which the genuine value is replaced with the mean of the parameter
distribution in the training set. While such an error estimate is unity for
insuﬃcient data, it decreases with increasing W and lmax . For realistic
SNR values, however, values of W and lmax higher than 3 and 2,
respectively, do not lead to signiﬁcant improvement. Fig. 4c,f) shows
also the signal reconstruction error, which is obtained by reconstruct-
ing the signal with the predicted parameter values and comparing it
with the noise-corrupted ground truth. For the reconstruction of the
signal from the estimated parameters it is also necessary to estimate
the mesoscopic part p, details of the applied procedure can be found in
the Appendix. To compute the reconstruction error we used the Rician
log-likelihood Llik. The log-likelihood is normalized to its expectation
value given the prediction:
∫
L M
p S M
p s M p s M ds
( ) =
∑ log ( )
∑ ( )log ( )
,i
Q
i i
i
Q
i i
lik
=1
=1 (11)
where p s m( | ) is the Rician distribution with mean parameter m, M the
prediction, S the measurement and the index i refers to the q-space
point. Values above unity indicate that the model is insuﬃcient to
describe the data, values below one indicate over-ﬁtting. The plots in
Fig. 4c,f) show the mean of Llik over the whole training set.
3. Results
3.1. Experiments with HCP data
We applied the present method to data from a healthy subject
provided by the Human Connectome Project, WU-Minn consortium
(Van Essen et al., 2013). DWI data consists of 3 × 90 gradient
directions at b-values 1, 2 and 3 ms/μm2 and 18 non-diﬀusion weighted
images with an isotropic voxel size of 1.25 mm, and was corrected for
motion and EPI distortions as described in (Glasser et al., 2013). We
used polynomials of the order W=3 and l = 2max . The SNR (or σ of the
Rician distribution) was estimated from the standard deviation of the
non-weighted b=0 images. Fig. 5 shows whole brain maps of the
estimated parameters for the HCP dataset and their distributions
within white matter (white matter masks obtained with SPM8
(Friston et al., 2007)).
To evaluate the ﬁtting performance, we compared measurement
and prediction by the normalized Rician log-likelihood. We only
considered white matter voxels with fractional anisotropy higher than
0.7 to avoid any crossing areas where the simple dispersion model with
a single main direction is invalid (see Appendix for details about signal
reconstruction and dispersion models). In Fig. 5c we show the
distribution of the log-likelihood for our approach and for NODDI
(Zhang et al., 2011). NODDI is a MLE based approach that adopts a
model similar to the one deﬁned in Eq. (10) and is used here for
comparison (see Fig. 6). For robustness and applicability to low quality
data, NODDI assumes three constraints on the microstructure para-
meters(for evaluation we used the NODDI-toolbox available here1).
Both, NODDI and the present method show a similar log-likelihood
distribution (Fig. 5c), i.e. both show comparable ﬁtting quality. Fig. 6
shows a single transversal slice of all volume fractions estimated by
NODDI and our method (note the diﬀerence of deﬁnitions compared to
Zhang et al. (2011), we show v ν ν= (1 − )i ic iso according to Zhang et al.
(2011)). There are obvious diﬀerences in the overall contrast, NODDI
shows higher intraaxonal fractions in gray matter and accordingly a
lower extraaxonal fraction. An important observation for NODDI is an
increased fast water fraction vf in white matter regions, which cannot
be observed for the proposed approach.
Fig. 4. The overall error in parameters (a,b,d,e) and signal (c,f) as functions of the number of features as deﬁned by l = 0, 2, 4, 6, 8max and the polynomial order, W, Eq. (9), which is
used for ﬁnding the Bayesian model, x f( )∼B . The reconstruction error is deﬁned in Eq. (11). The data justify the choice l = 2max and W=3.
1 http://mig.cs.ucl.ac.uk/mig/mig/mig/index.php
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3.2. Experiments with 2-shell data
We further applied the method to an in-house measurement of a
healthy subject in a 3 T scanner (Siemens TIM TRIO) using a 2-shell
protocol with two shells at b-values 1 and 2 ms/μm2 with 60 directions per
shell, at an isotropic resolution of 2 mm, 6/8 partial Fourier,
Fig. 5. Results for the Human Connectome Data: (a) Maps of microscopic parameters, (b) the distribution of these parameters within white matter and (c) the distribution of the
normalized log-likelihood within white matter for two dispersion models considered in this study and NODDI (Zhang et al., 2011). The narrow distribution of diﬀusivities, especially for
D e∥ and D⊥ should be interpreted in view of Fig. 3c as insuﬃcient data provided by this acquisition scheme.
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TR=10,900 ms, TE=107 ms. The data was reconstructed with adaptive
combine (Walsh et al., 2000) such that the noise distribution is close to
Rician. Additionally, Gibbs ringing artifacts were removed using the
method described in Kellner et al. (2015). The results shown in Fig. 7
are quite similar to those obtained for the HCP data with the volume
fractions in similar ranges. The data ﬁtting quality of the model is high as
indicated by the distribution of Llik that has its peak around one, i.e. what is
expected for a model without any systematic errors.
3.3. Experiments with hexagonal data
We further applied the method to an in-house measurement of a
healthy subject in a 3 T scanner (Siemens PRISMA) using a uniform ﬁlling
of q-space. For the sake of rotation invariance, a hexagonal (cubic face-
centered) distribution of q-space points inside a q-ball was used. Overall,
28 diﬀusion weighted images and two non-weighted images in 20 slices
were measured at a resolution of 1 × 1 × 5 mm3 with 6/8 partial Fourier,
TR=3100 ms, TE=84 ms. The overall acquisition time was below two
minutes. Such a scheme is applicable in acute stroke. The data was
reconstructed with adaptive combine (Walsh et al., 2000) such that the
noise distribution is close to Rician. For the representation of the radial
part (see Eq. (4)) we used simple l-independent polynomial basis
functions R b b( ) =kl k with k=0,1. This results in three available features
f f f f= { , , }01 02 21 , similar to the 2-shell60 protocol. The correlation statistics
on the training set (Fig. 3f,g) is only slightly worse than what can be
obtained with the 2shell-60 protocol in spite of four times smaller number
of sampled q-space points. Within our methods this statistics warns
against trusting the diﬀusivity maps, which are comparable in quality to
those from the HCP protocol (Fig. 8). The narrow distributions of
diﬀusivities are centered around the mean values of the training set as
it follows from data shown in Fig. 3f. Measurements with improved SNR
using three repetitions of the data (Fig. 8c) can only slightly improve the
overall picture.
4. Discussion
We applied the present method to data from a healthy subject
provided by the HCP (Van Essen et al., 2013) and to two healthy
subjects measured in-house (the features selection and maps for the
HCP protocol are shown in Figs. 4 and 2, respectively). The training
lasts several minutes on regular desktop computers depending on the
simulated measurement scheme and desired statistical power. Once
training is performed, it applies to all data obtained with a given
measurement scheme. The computation time for one brain is in the
range of seconds. This is from two to three orders of magnitude faster
compared to the standard non-linear ﬁtting/MLE techniques (Assaf
et al., 2008; Zhang et al., 2011; Alexander et al., 2010; Panagiotaki
et al., 2012; Ferizi et al., 2015), which last hours to days. In comparison
to a more advanced optimization schemes (Daducci et al., 2015;
Novikov et al., 2015; Kaden et al., 2015, 2016) the proposed approach
is still about one order of magnitude faster. Such a performance may
open totally new application domains for microstructural dMRI, for
example in acute stroke, where instantaneous processing times are
indispensable.
Considering the two extreme cases, the most time–consuming HCP
protocol and the fastest one, hex28 (results in Figs. 5, 7, 8): the striking
similarity between the results of so diﬀerent measurements should not
be over-interpreted in view of the data insuﬃciency for ﬁnding the
diﬀusivities as indicated in Fig. 3. In the extreme case of a fully
undeterminable parameter, its value equals the mean of the prior
distribution. So, even if the prior is uniform, the prior is highly
informative, as the mean is determined by the choice of the prior
interval. This is nearly the case for D e∥ and D⊥ for the hex28 protocol as
suggested by Fig. 3, which can explain an apparently higher quality of
maps of these parameters for hex28 in Fig. 8. This is behaviour is the
Fig. 6. Comparison of intraaxonal fraction, vi, estimated with the proposed method and NODDI on a transverse slice of the HCP dataset.
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main diﬀerence to MLE based approaches: while the indeterminable-
ness of a parameter leads to instabilities and noise in MLE, our
approach will give a constant response in terms of the mean of the
prior.
Although the goodness-of-ﬁt to the observed dMRI signal is not
parameter-deﬁning, it is instructive to assess it. We quantitatively
analyzed the reconstruction error and compared it with NODDI (Zhang
et al., 2011), which is an MLE based approach (Fig. 6). Both methods
explain the data equally well in terms of the normalized log-likelihood
distribution. For the 2-shell dataset the peak of the distribution is
around one for both methods, which means that we cannot do any
better unless we ﬁt noise. On the other hand, for the HCP dataset, it
seems that there is still some room for improvement. The comparison
of the overall contrast of NODDI and our maps shows obvious
Fig. 7. The same as in Fig. 5 for the 2-shell60 protocol. The narrow distribution of diﬀusivities should be interpreted in view of Fig. 3e as insuﬃcient data provided by this acquisition
scheme.
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diﬀerences. In particular, NODDI predicts a slightly increased CSF
fraction in white matter regions, which might not be plausible. On the
other hand, the proposed approach estimates pretty high intraaxonal
fractions within the corpus callosum, which is also most likely wrong.
Where the truth lies is diﬃcult to assess. Methodologically, the main
diﬀerence with MLE (NODDI) is the treatment of insuﬃcient data for
the determination of all model parameters. While MLE needs to be
stabilized by a priori constraints, our approach is able to keep the
unconstrained microstructural tissue models while the determinability
of model parameters can be estimated explicitly. This property of our
Fig. 8. Results as in Figs. 5 and 7 for two slices acquired with the hex28 protocol with (a) a single measurement and (b) with three repetitions. Parameter distributions (c) are shown for
the case (a). The narrow distribution of diﬀusivities should be interpreted in view of Fig. 3f as insuﬃcient data provided by this acquisition scheme.
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method enables keeping biophysically plausible models while searching
for better data acquisition schemes. The constraints are replaced by the
prior distributions of parameters.
Refraining from constraints/priors in any form does not seem
feasible at the moment. According to our results shown in Fig. 3, only
two independent microstructural parameters, the volume fractions can
be found reliably using the considered acquisition schemes. One more
detectable mesostructural parameter is the width of the ﬁber orienta-
tion distribution. This conclusion is further supported by the indication
of achieving the best possible goodness-of-ﬁt for the given noise level
by both the present method and NODDI, the latter engaging three
independent parameters (Fig. 5c). Increase in data quality might
render the axonal diﬀusivity, D i∥ detectable in view of results for the
noiseless simulations for the HCP data (Fig. 3a,b), which would go in
line with the conclusion of a study with a currently unique research
scanner capable to develop the gradient strength up to 300 mT/m
(Ferizi et al., 2015).
Finally we want to have a closer look at the actual values of the
estimated parameters. One surprising observation is, in particular for
HCP, a very high intra-axonal fraction in certain regions, like the
corpus callosum or the anterior commisure. This is not biologically
plausible. One reason might be that in regions with very dense axonal
packings the extraaxonal space also appears to be highly radially
restricted and hence, cannot be distinguished from the intra axonal
space by diﬀusion. So, this is rather a breakdown of the interpretation
of the microstructural model than of the model itself. Another
observation is a seemingly consistent trend for reduction of extra-
cellular axial diﬀusivity and increase in extracellular radial diﬀusivity in
the cortex (see Figs. 7 and. 8). This is presumably due to a more
isotropic extracellular environment. This also ﬁts to the usual observa-
tion in ordinary DTI analyis.
In conclusion, we propose a novel framework for estimating
microscopic cellular features using in-vivo dMRI for a given biophysical
model. We show that commonly used dMRI measurement schemes
provide insuﬃcient information to satisfy the demand of realistic
models. The robustness and eﬃciency of the present method oﬀers it
as a workhorse for development of better acquisition schemes and
more adequate tissue models. In particular, such models are necessary
for uniﬁcation of tractography and biophysical modeling (Reisert et al.,
2014; Daducci et al., 2014; Christiaens et al., 2015), a research
direction that can beneﬁt from employing the proposed method.
Such a uniﬁcation promises to unravel the full potential of dMRI in
providing reliable, quantitative, non-invasive biomarkers that can help
to gain a deeper understanding of the relationships between the
structure and the (dys)function of the central nervous system.
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Appendix
Estimating mesostructure
Once the microstructure is determined, it is legitimate to ask how
well the microscopic parameters predict the raw signal. To perform this
comparison, it is also necessary to estimate the mesoscopic structure.
To describe the basic idea, we restrict the following considerations to
conﬁgurations with a single dominant ﬁber direction with a certain
amount of dispersion (similar to Zhang et al. (2011)), an extension to
multiple directions is straightforward.
In principle, one could explicitly ﬁt a dispersion model to the data,
while keeping the already estimated microstructure parameter ﬁxed.
However, to keep it eﬃcient, we estimate the dispersion parameters from
low order spherical harmonic coeﬃcients, such that no ﬁtting or
optimization is necessary. Suppose Ml
b is known, then
κ S M≔ ∑ | / ∑ |l m b l m
b
b l
b
, ,
2 2 is an estimate for p∑ |m l m, 2. In case of axially
symmetric dispersion with known main direction (which is deﬁning the z-
direction without reducing generality) only m=0 components contribute
and κl becomes a direct estimate for p p κ| = | =l l l2 ,0 2 where pl,0 is real.
For common dispersion models there is already a one-to-one mapping
of κ2 onto the dispersion strength. We consider here the Watson
distribution and the Poisson kernel interpreted as a spherical probability
distribution (also appearing in multipole expansions, see Abramowitz and
Stegun (1972)). For the Watson distribution, the mapping from κ2 onto
the concentration parameter is cumbersome and there is no closed form
solution. For the Poisson kernel, the situation is rather simple. In
spherical harmonics the Poisson kernel has the form p λ=l l with
dispersion parameter λ ∈ [0, 1]. In the literature, the Poisson kernel
usually does not appear as a probability distribution, but as the Green's
function of the Laplace equation inside the ball. Its form in the angular
domain is p λ P λ λn n n n n n( · ) = ∑ ( · ) = (1 + − 2 ( · ))f l l l f f2 −1/2, where Pl is
the Legendre polynomial (Abramowitz and Stegun, 1972).
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