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Abstract—We investigate the widely encountered problem of detecting communities in multiplex networks, such as social networks,
with an unknown arbitrary heterogeneous structure. To improve detectability, we propose a generative model that leverages the
multiplicity of a single community in multiple layers, with no prior assumption on the relation of communities among different layers. Our
model relies on a novel idea of incorporating a large set of generic localized community label constraints across the layers, in
conjunction with the celebrated Stochastic Block Model (SBM) in each layer. Accordingly, we build a probabilistic graphical model over
the entire multiplex network by treating the constraints as Bayesian priors. We mathematically prove that these constraints/priors
promote existence of identical communities across layers without introducing further correlation between individual communities. The
constraints are further tailored to render a sparse graphical model and the numerically efficient Belief Propagation algorithm is
subsequently employed. We further demonstrate by numerical experiments that in the presence of consistent communities between
different layers, consistent communities are matched, and the detectability is improved over a single layer. We compare our model with
a ”correlated model” which exploits the prior knowledge of community correlation between layers. Similar detectability improvement is
obtained under such a correlation, even though our model relies on much milder assumptions than the correlated model. Our model
even shows a better detection performance over a certain correlation and signal to noise ratio (SNR) range. In the absence of
community correlation, the correlation model naturally fails, while ours maintains its performance.
Index Terms—Network theory (graphs), Graphical models, Belief propagation.
F
1 INTRODUCTION
A multiplex network structure is a comprehensive repre-
sentation of real world networks considering that it allows
for multiple kinds of relations, and encodes them sepa-
rately. The multilayer nature of these networks substantially
changes their structure and dynamics [1], [2], [3], [4], [5],
[6] in comparison to single layer representations [7], [8].
Despite being one of the main topics of network science
for over a decade, the community detection problem has
only recently been more closely studied in the context of
multilayer networks [5], [9], [10], [11], [12], [13], [14], [15],
[16], [17]. Community detection in multiplex networks has
found numerous applications, such as dynamics [18] and
multi-relation [19], [20] in social networks, evolution of
granular force networks [21], and cognitive states of brain
networks [22].
It is generally advantageous for community detection to
decompose an ordinary network into multiple layers based
on additional attributes, and to create a multiplex network
for individual layers to potentially unravel entangled struc-
tures, such as overlapping communities. It can, however, be
difficult to reach this goal with a usually limited knowledge.
Carelessly breaking a network into layers can be problem-
atic since it can either retain overlapping communities in a
single layer, or decrease detectability of certain communities
by breaking them up and distributing them over multiple
layers, leading to redundant communities and reduced edge
density. This problem arises in many real world multiplex
networks. For example, in the networks of protein-genetic
interactions, each type of genetic interaction may be used to
define a layer, but it is shown to return highly redundant
layers, which require recombination [23].
Some recent studies consider the redundancy phe-
nomenon in multiplex networks [13], [14], [23] and try
to resolve it by further aggregating the redundant layers.
Domenico et al. [23] utilize tools from quantum information
to identify redundant layers and aggregate them hierarchi-
cally, thus simplifying the structure. They discovered that
many real world multiplex networks, including protein-
genetic interactions, social networks, economical and trans-
portation systems, can be significantly simplified by their
proposed technique. Taylor et al. [13] showed that the de-
tectability of community structure is significantly improved
by aggregating layers generated from the same stochastic
block model (SBM), which is a popular probabilistic gen-
erative model for describing nodes’ group memberships
[24]. Stanley et al. [14] proposed a specific multilayer SBM
which partitions layers into sets called strata, each described
by a single SBM. Layers in a stratum are treated as mul-
tiple realizations of the same community structure, thus
improving community detection accuracy. A drawback of
layer aggregation is that completely consistent community
structure between layers is required and needs to be known
a priori, otherwise different communities may overlap when
aggregated into a single layer, as shown in Fig. 1. Domenico
et al. [5] used the concept of modular flow to show that
aggregating layers into a single layer may obscure actual
organizations, and that highly overlapping communities
exist in some real-world networks. While many algorithms
are proposed for overlapping community detection in single
layer networks [25], [26], [27], [28], [29], [30], [31], the
performances remain mediocre due to the loss of layer
information.
Inspired by these works, we consider a general multiplex
SBM that allows layers to be ”partially” redundant, in which
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case layers may share one or more common communities,
and have different ones at the same time (lower row in Fig.
1). Our goal is to improve detectability by leveraging the
consensus communities without assuming any two layers
to belong to the exact same SBM. This not only achieves
higher accuracy, but improves detectability of weak consen-
sus communities as well, by combining their information
from different layers, which are otherwise too noisy to be
detectable individually. Since our model potentially gener-
ates a heterogeneous community structure across layers, our
method provides a way to detect overlapping communities
at theoretically optimal accuracy, when they can be allocated
to different layers.
Our method originates from an application of belief
propagation algorithm to community detection, as first de-
veloped by Decelle et al. [32], [33]. Belief propagation is one
algorithms in the Bayesian inference framework, which in
turn, is known to yield optimal estimates of communities
for a network generated by the underlying SBM [32]. Decelle
et al. studied detectability transition, and identified a phase
transition point in the parameter space, where all commu-
nity detection algorithms fail. Since then, some extending
works using belief propagation have been reported [34],
[35], [36], [37]. Ghasemian et al. [35] extended this method to
temporal networks, introducing Dynamic Stochastic Block
Model, where nodes gradually change connections and their
community memberships over time. While not intended for
general temporal networks, our multiplex network model
in contrast to [35], addresses networks that typically encode
multiple relations through layers, and the members of a
given community remain unchanged irrespectively of the
layer the latter occurs in. Our model also does not enforce
a temporal order of the layers as in [35]. Despite aiming for
different types of multiplex networks, a simplified version
of [35] is used as a comparison with our model, in presence
of homogeneous and heterogeneous community structures.
We show that in different situations, both method show their
own strength.
The outline of the paper is as follows. In Sec. 2.1, we
define the problem of community detection and informa-
tion fusion in multilayer networks. In Sec. 2.2, we present
our proposed stochastic model and a simpler model for
comparison. In Sec. 2.3, we review the belief propagation
algorithm and explain the implementation on the proposed
model. In Sec. 3, we show multiple experimental results of
the proposed model and discuss its evaluation in detail and
its comparison with the simpler model.
2 PROBLEM AND METHOD
2.1 Problem Description
An informed description of our problem of interest is
the following: suppose that a multiplex network W =
(V,E(1), E(2), ..., E(L)) is given where V = {v1, v2, ...vN}
is the set of N nodes and E(l) is the set of edges on
V at the l-th layer. We are to identify a collection C =
{C1, C2, ..., Cq} of node communities, where Ci ⊆ V corre-
sponds to a dense subgraph in at least one layer. Although
our problem admits overlapping communities, we assume
that the co-occurring communities in each layer are disjoint.
Each community may also appear in multiple layers, in
Fig. 1. Demonstration of potential benefit (upper row) and caveat (lower
one) of aggregating multiplex layers. In both rows, left hand side shows
the adjacency matrices of two multiplex layers, and right hand side
shows that of the aggregated layer by adding the two adjacency matri-
ces. The upper row shows a better community quality of the aggregated
network than single layer, while the lower row shows a obscured com-
munity structure (notice in the lower row that the consistent community
between two layers still gets enhanced quality).
which case the resulting data multiplicity can be used to
improve community detectability by improving the signal
to noise ratio (SNR). However, since the occurrence pattern
of the communities is not a priorily known, fusing multiple
observations of the same community is not straightforward.
For a large part of this paper, we assume that the number q
of communities is known. However in Section 3.3, we briefly
discuss the impact of an incorrect choice of q and possible
remedies.
2.2 Bayesian Solution by Stochastic Modeling
We adopt a Bayesian approach by providing a stochastic
generative model for the observed multiplex network, ex-
pressed by a likelihood function P (W | C), as well as a prior
distribution P (C) on communities. Then, the maximum a-
posteriori (MAP) estimate of the communities is obtained
by maximizing the a-posteriori distribution, computed ac-
cording to the Bayes rule:
CˆML = argmax
C
P (C |W ) = argmax
C
P (W | C)P (C)
P (W )
,
where P (W ) =
∑
C′
P (W | C ′)P (C ′) is a scaling constant
and can be eliminated from optimization. Our generative
model utilizes the stochastic block model (SBM), explained
in Section 2.2.1, which is widely expressed in terms of node-
community labeling. For this reason, we provide an alter-
native representation of the communities by community
labeling T = {ti(l)} of the nodes i at different layers l. Since,
there is a correspondence between possible communities
C and the labeling T , the generative model P (W | C)
and the prior P (C) can be equivalently expressed in terms
of the labeling as P (W | T ) and P (T ), respectively. We
carefully explain this approach, and the resulting stochastic
model is given in Section 2.2.2. We can similarly obtain the
MAP estimate TˆMAP of T and find its corresponding set of
communities, which coincides with CˆML, but we resort to a
well-known alternative approach, for numerical feasibility.
In this approach, we first calculate the marginal probability
distribution pi,l(α) = P (ti(l) = α | W ) of the labels α of a
single node i in a single layer l. This is given by
P (ti(l) = α |W ) =
∑
T |ti(l)=α
P (T |W ), (1)
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where we recall that the posterior distribution P (T | W ) is
calculated by Bayes rule as
P (T |W ) = P (W | T )P (T )∑
T ′ P (W | T ′)P (T ′)
. (2)
Next, we obtain the maximum marginal a-posteriori prob-
ability (MMAP) label estimates TˆMMAP = {tˆi,MMAP(l)}
by individually maximizing the resulting posterior marginal
distributions pi,l(α) for every node:
tˆi,MMAP(l) = argmax
α
pi,l(α),
from which the corresponding community estimates
CˆMMAP can be easily obtained. It is shown in [32] that
CˆMMAP is an optimal estimate of the original assignment
for large networks with the SBM, which is often slightly
better than the MAP estimate CˆMAP (ground state) in terms
of the number of correct assignments.
Numerical efficiency of the above approach depends on
the computation of marginal distributions pi,l(α), which
is difficult to perform directly. For example, the denomi-
nator in Eq. (2), known as the partition function, cannot
be exactly calculated unless the system is extremely small
or approximate approaches such as Gibbs sampling are
used. In Sec. 2.3, we use a computationally more efficient
variational method called belief propagation (BP), which
gives the exact marginals pi,l(α) as an approximation of the
partition function by a product of marginals, and leads to
an efficient implementation of the above approach. We next
discuss the generative model in detail.
2.2.1 Stochastic Block Model in Single-Layer Network
Stochastic block model (SBM) is commonly used to describe
non-overlapping community structures of a single layer
network, and plays an important role in our model. Hence,
we explain it first. As a generative model, it includes the
following parameters: the number of communities q, the
fraction of the size of each community {na}, the affinity
matrix p = {pab} showing the probability of an edge
between nodes in communities a and b, and the community
assignment ti ∈ {1, ..., q} for each node i.
A single-layer network is generated from SBM by first
assigning to each node one of the community labels ti. The
probability of a node being assigned to a community label a
is proportional to the size na of the community. Then, a pair
(i, j) are connected (Aij = 1 in the adjacency matrix) with
probability ptitj independently of other pairs. According to
the SBM [24], if the size of a community is large enough, the
community will appear as a block with high probability in
the adjacency matrix, under suitable ordering of the nodes.
In benchmark tests, it is common to set pab = pin if
a = b, and pab = pout if a 6= b. The constants pin and pout
are selected such that the fraction  = pout/pin is between 0
to 1, so as to control the community quality in the generated
network.  = 0 means no connections between two different
communities, which represents a high quality community
structure. A high  value ( ≈ 1) means that the connection
densities inside and outside the blocks are not significantly
distinct, usually reflecting a noisy and weak community
structure.
2.2.2 Generalization to Multiplex Networks
Now we generalize SBM to multiplex networks. The idea
behind our generative model for multiplex networks is that
the same community may appear in multiple layers. Each
layer l takes a subset of a collection of communities C ,
denoted by Hl ⊆ C . If communities Ca, Cb ∈ Hl and
a 6= b (here a and b are community labels), it is required
that Ca ∩ Cb = ∅, meaning that overlapping communities
are not allowed in any layer. Also, we assume that when a
community Ca exists in multiple layers, it refers to the same
group of nodes, so that the definition of Ca is independent
of the layers. We call these requirements Well Partitioned
Property (WPP), and it is an interlayer constraint. WPP has
real world relevance a good case being the social network.
We can build a multiplex social network using different
types of relations, such as contacts, collegial interaction,
common interests, etc., in order to disentangle overlapping
community structures. However, communities may exist
across multiple layers, e.g. a group of close friends may be
reflected as the same community in both the rock music
network and the soccer fan network. Meanwhile, in these
two layers, other people may form inconsistent community
structures. In conclusion, we want to build a model, such
that only if consistent communities exist between layers,
they will be matched and fused.
Under WPP, we may define the community label vector
t(l) = (t1(l), t2(l), ...tN (l)) for all N nodes in layer l simi-
larly to the single-layer model in Sec. 2.2.1:
ti(l) =
{
a i ∈ Ca, Ca ∈ Hl,
∅ otherwise.
The community Ca can be easily recovered from the labels
by collecting every node labeled by a:
Ca = {vi | ∃l, ti(l) = a}
The generative model proceeds as follows: the
community label vector t(l) for nodes in layer l is
generated from SBM parameters, under the interlayer
constraint WPP. The adjacency matrix of layer l is then
independently generated as an ordinary SBM. We propose
to formulate the probability of a multiplex network {W (l)}
and community labels {t(l)}, conditioned on a set of SBM
parameters as,
Proposed model:
P ({W (l)}, {t(l)}|p, q, {na})
=
1
Z
∏
(i,j),(l,l′)
fcheck(ti(l), tj(l), ti(l
′), tj(l′))
×
L∏
l=1
 ∏
(i,j)∈E(l)
pti(l),tj(l)
∏
(i,j)/∈E(l)
(1− pti(l),tj(l))
∏
i
nti(l)
 .
(3)
In the following, we break down the formulation and
explain each component. We start with a factorized form
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of the likelihood function, assuming the set of parameters
θ = {p, q, {na}} given,
P ({W (l)}, {t(l)}|θ)
=P ({W (l)}|{t(l)}, θ)P ({t(l)}|θ),
=P ({t(l)}|θ)
L∏
l=1
P (W (l)|t(l), θ),
(4)
where W (l) = (V,E(l)), l = 1, ..., L is a multiplex layer.
If we look at the product term, P (W (l)|t(l), θ) is the
probability that a layer l of the network being generated by
a community structure t(l). Same as the single-layer SBM,
introduced in [32],
P (W (l)|t(l), θ)
=
∏
(i,j)∈E(l)
pti(l),tj(l)
∏
(i,j)/∈E(l)
(1− pti(l),tj(l)). (5)
The other term, P ({t(l)}|θ), is the probability distribu-
tion over all community patterns satisfying the interlayer
constraints from WPP. We express these constraints by a
product of local indicator functions fcheck over the associ-
ated community assignment labels ti(l). Therefore if at least
one of the indicator functions is zero (local WPP condition
is not satisfied), P ({t(l)}|θ) will be zero. Specifically, we
propose the distribution of community patterns as:
P ({t(l)}|θ)
=
1
Z
∏
i,l
nti(l)
∏
i(l),j(l),i(l′),j(l′)
fcheck(ti(l), tj(l), ti(l
′), tj(l′)),
(6)
where Z is a suitable normalization constant. The local
constraint fcheck is an indicator function of the state (com-
munity label) of the copies of 2 nodes i, j in 2 different
layers, l, l′ (i(l) means node i in layer l). The function fcheck
checks whether the associated labels satisfy WPP, and fcheck
equals one if the following occurs, and is zero otherwise:
Assume
{
ti(l) = α
tj(l) = β
,
If α = β, then

ti(l
′) = tj(l′) = α
or
{
ti(l
′) 6= α
tj(l
′) 6= α
,
If α 6= β, then
{
ti(l
′) 6= β
tj(l
′) 6= α .
This set of conditions summarize when the labels of
two nodes satisfy WPP, as we will discuss in detail next.
In practice, given a certain number of communities q, we
can build a list of all possible combinations that satisfy the
above constraint and set fcheck = 1. Therefore, the process
of evaluating the function fcheck by verifying the above
constraint, can be significantly simplified by storing a look-
up table. The look-up table is simple to build for moderate
q with a complexity of q4, and only needs to be computed
once for a certain q value.
2.2.3 Characterizing WPP
We are able to proof that a multi-layer community structure
(C, {Hl}) satisfies WPP, if and only if, for the labels of every
pair of nodes and every two layers, the value of function
fcheck equals one and hence P ({t(l)} | θ) = 1. The general
proof is in the appendix.
Here we show a simple example to demonstrate one of
the constraints.
Fig. 2. An example of a two-layer network with different community
structures.
Fig. 2 shows a situation where community structures
in two layers are different (each connected component in
a layer is a community). According to the connectivity
patterns, we observe that ti(1) = tj(1) and ti(2) 6= tj(2)
as i, j are in the same community in layer 1, while they are
in different communities in the second layer. We conclude
that, in the second layer, neither node i, nor node j can
be assigned to the same community as the one in the first
layer, and hence at least 3 communities are required for a
correct assignment. This simple intuition is reflected in the
definition of fcheck (the case of α = β), where l = 1, l′ = 2.
We observe that the constraints in fcheck, when uti-
lized in a Bayesian learning algorithm, ensure that distinct
communities in different layers will not be assigned the
same label and not be confounded as one community, so
that the structural information will not be mixed up and
obscured. This is, according to our example, due to the
fact that assigning the same labels to unequal communities
will lead to violation of constraints, and make correspond-
ing fcheck functions zero and consequently a zero-value
posterior distribution P ({W (l)}, {t(l)}|θ). Another role of
the constraints is to equally assign consistent communities
in different layers, and fuse the structural information to
improve detectability. This is illustrated in our example,
depicted in Fig. 3, where only the community for node
i is consistent between two layers, and our goal is to
assign to the copies of node i the same community label.
Notice that in total, 4 communities are involved in this
example. If we set q = 4, any community assignment
with ti(1) 6= ti(2) will violate the fcheck constraints, which
in turn will force ti(1) = ti(2) in the Bayesian learning
algorithm. For example, let ti(1) = a1 and ti(2) = a2. Since
ti(1) 6= tj(1), according to the constraint where α 6= β,
we know that ti(1) 6= tj(2) and ti(2) 6= tj(1), and we
let tj(1) = a3 and tj(2) = a4, and therefore tk(1) = a3.
Similarly using the same constraint, we know ti(1) 6= tk(2).
The final version of record is available at http://dx.doi.org/10.1109/TNSE.2019.2949036
This is the author’s version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING 5
We derive that tk(2) 6= a1, and due to the community
structure in layer 2, tk(2) 6= a2, a4. Then again using the
constraint of α 6= β on tj(2) 6= tk(2), we derive that
tk(2) 6= tj(1) = a3. We find out that tk(2) is not able
to choose from any of the four community labels without
violating the constraints. However if we set q = 5, we
can find community assignments with ti(1) 6= ti(2) while
satisfying the constraints (for example ti(1) = a1, tj(1) =
tk(1) = a2, ti(2) = a3, tj(2) = a4, tk(2) = a5), in which
case, the communities for node i in the two layers will
be independently treated and detectability cannot be im-
proved. This also demonstrates the important role of the
number q of communities as a design parameter. Although
we may not know a priori the actual number of communities,
this number can be estimated [32]. We will discuss later (in
Sec. 3.3) how the number of communities affects detection
results.
Fig. 3. An example of a two-layer network with partially consistent
and partially different community structures. Each ellipse represents a
community.
2.2.4 A Prototypical Multiplex Model
To discuss the performance of our proposed approach in
Sec. 2.3.2, we present a simpler ”correlated model” without
overlapping communities, but with variable and correlated
ones in different layers. The correlated model is similar to
the DSBM (Dynamic Stochastic Black Model) introduced in
[35]. This model achieves the best performance when the
communities in different layers are the same, since layer
consistency is used as prior knowledge, much like the layer
aggregation method in [13]. However, the presence of such
a strong prior information is not always realistic, and this
model only serves as an oracle bound for our proposed
model as in Eq. (3).
We now modify the above SBM model to a correlated
multilayer structure, following the same Bayesian descrip-
tion as in Eqs. (4) and (5), nevertheless different from our
model in Eq. (3), in that the community assignment prior is
instead given by:
P ({t(l)}|θ) =
∏
i(l),i(l′)
f(ti(l), ti(l
′)), (7)
where f(·) is a factor function for the correlation of commu-
nity assignment of the same node i in two layers, indicating
the probability of different (ti(l), ti(l′)) combinations:
f(ti(l), ti(l
′)) =
{
psame, ti(l) = ti(l
′)
1− psame, ti(l) 6= ti(l′)
,
where psame ∈ [0, 1] is the probability of consistent com-
munity labels between the same node in two layers. In
a special case, if we constrain the number of both layers
and communities to 2, when psame > 0.5, node labels
between two layers are correlated, when psame < 0.5, anti-
correlated, and when psame = 0.5, uncorrelated. Note that
when psame < 1, it allows the same community label to
correspond to different sets of nodes in different layers.
For q > 2, psame = 0.5 is still the threshold above which
the communities become correlated, but then f(ti(l), ti(l′))
needs to be normalized to be the real probability. Similarly
to Eq. (3), we propose the following Bayesian model:
P ({W (l)}, {t(l)}|p, q, {na})
=
1
Z
∏
i(l),i(l′)
f(ti(l), ti(l
′))
×
L∏
l=1
 ∏
(i,j)∈E(l)
pti(l),tj(l)
∏
(i,j)/∈E(l)
(1− pti(l),tj(l))
∏
i
nti(l)
 .
(8)
Unlike WPP, this model assumes variable communities
and correlation between community assignments of a single
node between layers. This may be too ideal relative to
Eq. (3), since it adds to the model some privileged prior
knowledge which is uncommon in real scenarios. We will
later compare the model in Eq. (8) with the constrained
multiplex model proposed in Eq. (3).
2.3 BP algorithm for multilayer community detection
Belief Propagation is an efficient message-passing method
for inference problems. Message-passing appears in vari-
ous contexts, and with various references, such as sum-
product algorithm, belief propagation, Kalman filter and
cavity method which is used to compute phase diagrams
of spin glass systems. Yedidia et al. [38], [39] gave a detailed
introduction to Belief Propagation and its connection to free
energy.
We use the BP algorithm for calculating the marginal
posterior distributions pi,l(α) as explained in Section 2.2.
To that end, we will represent our model in Eq. (3) as a
factor graph. A factor graph is composed of factor nodes and
variable nodes. Each variable node corresponds to an actual
node in our multiplex network. A factor node corresponds
to a factor in Eq. (3). In a tree-like Bayesian network, each
factor can also be interpreted as a conditional probability
distribution p(xi|Parent(xi)). Here xi corresponds to a
variable node and Parent(xi) denotes its parent nodes [38].
A factor node is connected to its contributing variables,
therefore connecting a variable node and all its parent
variable nodes. As seen in Eq. (3), two types of factor nodes
arise in our case: constraint (fcheck) nodes, connected to four
variable nodes, and the remaining SBM nodes, connected to
two variables (See Fig. 4).
In BP, ”messages” are reciprocally sent between vari-
able nodes and factor nodes. These messages are a set of
equations about the estimates of the conditional marginals.
These equations are self-consistent in the sense that they will
converge to a consistent solution upon repeatedly iterating.
On factor graphs, messages mi→a from variable nodes i to
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factor nodes a are different from the reversed ones ma→i
and are given by:
mi→a(xi) :=
∏
c∈N(i)\a
mc→i(xi)
ma→i(xi) :=
∑
xa\xi
fa(xa)
∏
j∈N(a)\i
mj→a(xj),
(9)
where N(i)\a denotes the neighbors of the variable node i
except a, and xa\xi denotes the neighbors of the factor node
a except node i. Basically, a variable-to-factor message is
proportional to the product of all other incoming messages
to the variable node, while a factor-to-variable message is
the posterior marginal distribution of the variable based on
the individual factor, and assuming other incoming mes-
sages to the factor as independent priors.
The computational complexity of BP is low. To obtain
a marginal probability distribution of an objective node in
graphs with no loops, one starts from all the leaves and
uses all messages only once, toward the objective node. In
practice, one starts with random initial messages, and let
them update iteratively, until they converge to a fixed point,
or until they meet a stopping criterion. Hence, for a fixed
number of iterations, the computation time is O(|E|). In a
generated sparse graph where we fix the average degree, the
computation time is O(N) . After convergence, the marginal
distribution (also called belief) of a node can be calculated
using all incoming messages:
bi(xi) ∝
∏
c∈N(i)
mc→i(xi). (10)
While, in the presence of cycles, messages may theoret-
ically require infinite iterations to converge, BP has been
observed to perform well in graphs that are locally tree-
like even if they have many loops [32]. Notice that in loopy
graphs, the order of message passing is arbitrary and often
heuristic.
2.3.1 Message Passing for Single-Layer SBM
For single layer networks, ordinary SBM is used to describe
community structures. In [32] it is shown that since each
factor is exactly connected to two variables, the two steps
in Eq. (9) can be combined to yield a single node-to-node
message passing step as follows:
mi→jti =
1
Zi→j
nti
∏
k∈N(i)\j
[∑
tk
cAiktkti(1−
ctkti
N
)1−Aikmk→itk
]
,
where Zi→j is a normalization constant. nti is the fraction
of the size of the community ti (assigned to node i), which
represents local evidence for node i. ctkti is the rescaled
connection probability between nodes in communities tk
and ti respectively i.e., cab = Npab (N is the number of
nodes). Finally, Aik is an element of the adjacency matrix of
the network.
Decelle et al. [32] further use the following mean field
approximation to simplify the influence from unconnected
nodes,
mi→jti =
1
Zi→j
ntie
−hti
∏
k∈N(i)\j
(∑
tk
ctktim
k→i
tk
)
, (11)
where h is an external field, and expressed as,
hti =
1
N
∑
k
∑
tk
ctktib
k
tk
.
Here bktk is the belief at node k for community label tk,
corresponding to our objective in Eq. (1). The belief at node
i is written as,
biti =
1
Zi
ntie
−hti
∏
k∈N(i)
(∑
tk
ctktim
k→i
tk
)
.
Clearly, Eq. (11) bears a similar structure to a combi-
nation of the two steps in Eq. (9). Note that the inner
summation part in parentheses in Eq. (11) is in the form
of a message from a factor node to a variable node i.e., the
second line in Eq. (9), while the outside product manifests
message passing in the first line of Eq. (9) from a variable
node to a factor node. We observe that the message (11),
being from variable i to variable j, essentially bypasses the
factor node lying between these two variable nodes, hence
further reducing complexity.
2.3.2 Multiplex Network as a Message Passing Model
Since the interlayer constraint function in Eq. (6) is defined
by 4 variable nodes rather than pairwise interaction,
we can no longer combine the two messages in Eq.
(9) and directly write inter-layer messages between
variable nodes. We instead opt to explicitly write
inter-layer messages from variable nodes to factor
nodes. For the sake of consistency, we do the same for
intralayer messages. The factor graph is illustrated in
Fig. 4. The message update equations are shown below.
Proposed update equations:
Intra-layer message:
mi→ati (l) =
1
Zi→a(l)
nti(l)e
−hti(l)
∏
d∈Nintra(i(l))\a
(∑
td
ctdti(l)m
d→i(l)
td
)
×
∏
c∈Ninter(i)
 ∑
tj(l),ti(l′),tj(l′)
fcheck(ti(l), ti(l
′), tj(l), tj(l′))
∏
k∈Ninter(c)\i
mk→ctk
 . (12)
Inter-layer message:
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mi→cti =
1
Zi→c
ntie
−hti(l)
∏
d∈Nintra(i)
(∑
td
ctdtim
d→i
td
)
×
∏
c∗∈Ninter(i)\c
 ∑
tj(l),ti(l′),tj(l′)
fcheck(ti(l), ti(l
′), tj(l), tj(l′))
∏
k∈Ninter(c∗)\i
mk→c
∗
tk
 , (13)
where Nintra(i) represents intra-layer neighbors of node i, and Ninter(i) the inter-layer ones (the constraint-checking
factors). hti(l) is the external field in layer l, referring to the single layer version in Eq. (11).
To calculate the node belief:
biti(l) =
1
Zi(l)
nti(l)e
−hti(l)
∏
d∈Nintra(i(l))
(∑
td
ctdti(l)m
d→i(l)
td
)
×
∏
c∈Ninter(i(l))
 ∑
tj(l),ti(l′),tj(l′)
fcheck(ti(l), ti(l
′), tj(l), tj(l′))
∏
k∈Ninter(c)\i(l)
mk→ctk
 . (14)
i(l) j(l)
fcheck(ti(l),ti(l’),tj(l),tj(l’))
i(l’) j(l’)
fa(ti(l),tj(l))
Fig. 4. An example of a factor graph for our model. A circle is a variable
node, and a square is a factor node. There are two types of factor nodes.
One is within each layer, fa(ti(l), tj(l)) = cti(l),tj(l), representing the
likelihood of node i having label ti(l) and node j having label tj(l).
Another is between layers, fcheck(ti(l), ti(l′), tj(l), tj(l′)), representing
the local constraints of community labels.
Note that the marginal posteriors are given by the beliefs
as pil(α) = biti(l)=α(l). For experimental purposes, and
clarity, we write down the belief propagation equations for
a two layer network, similarly for the following model. The
associated resulting message passing algorithm is shown
below as a pseudocode. The ”for” loops, which update the
messages, can be easily executed in a parallel or distributed
fashion for large networks. In our experiments, a serial
version of the algorithm is implemented. In each step, one
edge is randomly selected without replacement and the
corresponding message is updated, which influences the
following updates of other edges.
2.3.3 An Oracle Limit: Correlated Variable Communities
We now show the message passing expression for the
correlated-community model in Eq. (8). The message paths
Algorithm 1 BP for constrained multiplex networks
1: Initialize belief vector for each node in each layer
2: Compute initial messages and field h(more detail)
3: while t < tmax and conv>criterium do
4: conv=0; t=t+1
5: for layer l from 1 to L do
6: for every directed edge i→ j in layer l do
7: Update messagemi→j(l) according to Eq. (12)
8: Update message mi→c according to Eq. (13)
9: for every node i in layer l do
10: Update belief bi(l) according to Eq. (14)
11: Update field h(l) in layer l
12: conv=
∑ |mnew −mold|
13: for every ordered pair of layers l and l′ do
14: for every ordered pair of nodes i and j do
15: Update message from i in layer l to the con-
straint factor node between i and j, mi→c(l) according
to Eq. (13)
16: Compute group assignment
17: Compute accuracy
are illustrated in Fig. 5, highlighting inter-layer messages
and intra-layer ones. Since every factor node connects only
two variable nodes, we can bypass the factor nodes and
write messages between variable nodes as in the figure.
’
Fig. 5. The red arrow shows the interlayer message from i(l′) to i(l).
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3 DETECTABILITY TRANSITION OF CONSTRAINED
MULTIPLEX NETWORKS
3.1 Homogeneous multiplex network
In this section, we report the results of the Bayesian method
in Section 2.2 with the message-passing algorithms devel-
oped in Sec. 2.3.2 and 2.3.3. We set the experimental scenario
to consist of a 2-layer network with 200 nodes, where each
layer is randomly generated according to a SBM. The nodes
are partitioned into two communities of equal size, which
are present in both layers. This is a result of the probability
having the same labels between two layers, i.e. psame = 0
or 1 in the correlated model, all the while simultaneously
satisfying the WPP. For each algorithm, we observe com-
munity detectability transition by varying  = pout/pin
in the SBM. The transition is quantitatively characterized
by a normalized agreement score Q ∈ [0, 1] (referring to
”agreement” in [32]),
Q({t∗i (l)}, {tˆi(l)}) = max
pi
1
N
∑
i δt∗i (l),pi(tˆi(l)) −maxa na
1−maxa na ,
where {t∗i (l)} is the ground truth community labels, pi is
one of the permutations of estimated community labels
{tˆi(l)}, and maxa na is the size of the largest commu-
nity. 1N
∑
i δt∗i (l),pi(tˆi(l)) is called agreement score and repre-
sents the overlap between estimated community labels and
ground truth.
For the correlated-community model in Sec. 2.2.4, we
observe transitions curves under various value of psame
in the algorithm in Sec. 2.3.3. In Fig. 6, for psame = 0.5,
detectability transition is similar to that in a single layer
(red dash line) [32], because we are practically treating
them as independent layers. Except for psame = 0 or 1,
high correlation (such as psame = 0.9) or anti-correlation
(such as psame = 0.1) between labels increases detectability
significantly. We conjecture that the poor performance for
psame = 0 or 1 is due to its low tolerance of wrong
intermediate label, leading to a lower chance of convergence
to the correct fixed point. The fluctuation of the psame = 0
or 1 curves also indicates that the convergence is not stable
in these cases, especially considering the loopy factor graph.
This naive assumption that all nodes in different layers
have correlated community labels is, however, the same
as directly connecting corresponding nodes in two layers
without any further weight adjustment over messages. In
this case, all nodes in each layer are assumed as uniformly
correlated. This assumption from the correlated model is
reasonable for certain types of multiplex networks such as
temporal networks. However, to account for heterogeneous
structure, and a more realistic case of unknown prior knowl-
edge of consistent communities, it will be more suitable to
use our generative model with label constraint.
Fig. 6 shows that a two-layer network is enough to
exhibit the strength of the correlated model. To directly
compare the constrained multiplex model in Sec. 2.2.2 with
the correlated one in Sec. 2.2.4, we follow the same ex-
perimental setting as in Fig. 6, and test both methods on
the homogeneous double layer network. We make sure
that each layer has the same community structure and
is independently generated by the same SBM parameters:
200 nodes which are divided into two equal communities.
Note that we do not generate the network from the corre-
lated model, although the correlated model fits it. We vary
 = pout/pin to observe the detectability transitions. The
result is shown in Fig. 7, where we include the transition
curve for a single layer (red line) as a reference. Similarly
to the correlated model (blue line), the constrained model
(black line with circle marks) fails around similar  values.
They both perform much better (fail for larger ) than a
single layer.
Note that in the correlated model, we know a priori that
the community labels are correlated between two layers.
In the constrained model, we, however, do not specifically
have that prior knowledge. Just by enforcing WPP con-
straints and limiting the number of communities to 2, we
can still achieve a similar performance improvement. This is
beneficial for real world networks, since in practice we often
have limited prior information about consistent communi-
ties. Indeed, in this experiment, this prior knowledge may
also be inferred in the correlated model, setting interlayer
correlation as a parameter and using the EM algorithm [40].
However, in more complex cases where, for example, com-
munity structure in two layers can not be simply described
by a single correlation parameter, the correlated model will
face difficulty, as we will show in the next section.
One may suspect that as long as the blocks are consistent,
the detectability can be automatically improved regardless
of such correlation being available to the model. This is
clearly not the case for the correlated model as in Fig. 6,
since setting psame = 0.5, does not include correlation in
the model, and the performance is poorer and similar to a
single layer setting.
3.2 Heterogeneous multiplex network
The constrained model being the only model that naturally
generates heterogeneous networks, shows the advantage
over the correlated model or single layer networks. In the
following we compare the community detection perfor-
mance between the constrained model and the correlated
model on heterogeneous networks. We construct a double
layer network of 200 nodes, with  ∈ [0, 1] An example of
the synthetic network is shown in Fig. 8. In the first layer,
the first 100 nodes form a community and the remaining
100 nodes are assigned to another community. In the second
layer the first 100 nodes still form a community but the re-
maining 100 nodes are divided into two equal communities.
By limiting the total number of communities to q = 4, we
expect the belief of the first 100 nodes in both layers to
converge to the same label, and the remaining 100 nodes
in two layers to converge to three different labels (refer to
Fig. 8). We refer to this expected result as WPP-satisfying
labels and other results as error.
We performed 100 independent trials of tests using both
models, and count the fraction of the tests that result in
WPP-satisfying labels. As in Fig. 9, when  ∈ [0, 0.4], our
constrained model yields WPP-satisfying labels in some of
the trials, while the correlated model is able to achieve
that only for  ∈ [0, 0.1]. Also, the constrained model has
significantly higher likelihood to yield correct labels, i.e., has
the messages converge to the correct point, when  ∈ [0, 0.4].
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Proposed update equations:
Intra-layer message:
mi→jti (l) =
1
Zi→j(l)
nti(l)e
−hti(l)
∏
k∈N(i(l))\j(l)
(∑
tk
ctkti(l)m
k→i
tk
(l)
)
×
∑
ti(l′)
f(ti(l), ti(l
′))mi(l
′)→i(l)
ti(l′)
,
Inter-layer message:
m
i(l′)→i(l)
ti(l′)
=
1
Zi(l′)→i(l)
nti(l′)e
−hti(l′)
∏
k∈N(i(l′))
(∑
tk
ctkti(l
′)mk→itk (l
′)
)
.
Fig. 6. Detectability transition curves for various psame ranging from 0
to 1. The slower the normalized agreement score Q [32] drops down,
the better the detectability. Data points for psame = 0, 0.1, 0.5, 0.9, 1
are connected by solid lines. The results are averaged over 100 experi-
ments. The error bars represent standard errors.
Note that in this experiment, for each layer, we do not limit
the number of communities to the correct value (i.e. two
communities for layer 1 and three for layer 2), which means
each node in a layer will freely choose from 4 different la-
bels. If we detect communities independently in two layers,
which corresponds to setting no constraint, the chance of
WPP-satisfying labels is no more than 4!/(P 42 ×P 43 ) = 1/12,
where Pnk is k-permutation of n. Our result does show an
advantage in identifying consistent communities in hetero-
geneous networks, while the correlated model is unsuitable
for this task. The detection error may be attributed to
local minima which violate the constraint (WPP) to some
degree, with, however, sufficient resilience for the messages
to converge. In practice, we can run the algorithm multiple
times and choose the results that more likely converged to a
correct point.
In Fig. 10, for both constrained model and correlated
model, we examine the agreement score 1N
∑
i δt∗i (l),pi(tˆi(l))
between prediction and ground truth. That is because in this
more complex experiment, it is not as straightforward to de-
fine a normalized agreement score Q as in Fig. 6 and Fig. 7.
As stated above, not every trial will converge to the correct
point, we therefore select for both models the top 20 trials
that satisfy WPP better (without using ground truth infor-
mation). Specifically, for each trial we count how many pairs
of nodes satisfy WPP locally, by calculating fcheck function
over the inferred labels of pairs of nodes. We observe in
Fig. 10 that for  ∈ [0.1, 0.2], the agreement score of the
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
n
o
rm
a
liz
ed
 a
gr
ee
m
en
t Q
single layer
correlated model
constrained model
Fig. 7. Detectability transition curves for a single layer network, a corre-
lated double layer network and a double layer network with constraint.
The synthetic network is a two-layer network, where each layer is
independently generated by the same SBM model such that 200 nodes
form two equal communities. Nodes have the same community labels in
layer 1 and 2, while the edges are different across layers, so information
between two layers can be easily combined. psame is 0.9, only used
as the inference parameter for the correlated model. The results are
averaged over 30 experiments. Error bars represent the standard error
of the experiments.
Fig. 8. An example ( = 0.2) of the heterogeneous network generated
to test the constraint multiplex model. There are in total four distinct
communities. First 100 nodes in two layers form the same community,
while the rest 100 nodes form three different communities in two layers.
constrained model is remarkably higher than the correlated
model. The performance advantage benefits from a high
fraction of WPP-satisfying results using the constrained
model for  ∈ [0.1, 0.2], as shown in Fig. 9. When this
benefit vanishes, for  ∈ [0.3, 0.5], the constrained model
gets similar or worse agreement score than the correlated
model. Note that again, the proposed constrained model
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Fig. 9. Fraction of trials that result in WPP-satisfying labels for different
. For each of the five clusters of nodes in two layers, we determine
the label by the majority of node labels in that cluster. Then we check if
these five labels satisfy WPP. Refer to Fig. 8 for synthetic network setup.
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Fig. 10. Detectability transition curves for constrained model and corre-
lated model on heterogeneous networks. psame is 0.9 for the correlated
model. The results are averaged over top 20 trials where most node
labels satisfy WPP. Error bars represent the standard error of the trials.
Refer to Fig. 8 for synthetic network setup.
does not utilize the knowledge that the first 100 nodes have
correlated community labels, while the correlated model
is supplied with this prior information. The reason of the
better performance for  ∈ [0.1, 0.2] is that, the constrained
model manages to fuse information for the first 100 nodes
in two layers, meanwhile leaving the remaining 100 nodes
intact, while the correlated model tends to unify the entire
community structure in the two layers, hence corrupting
the remaining 100 nodes. The poorer performance of the
constrained model in the noisier  ∈ [0.3, 0.5] range, we
suspect, is due to an optimization in stability caused by
many more constraints and factor nodes in the graphical
model. On the other hand, the correlated model has a
simpler form and is less susceptible to the stability issue.
In this section, we have compared our constrained model
with a basic correlated model, and results show a higher
modeling capability of the constrained model, in presence
of heterogeneous community structures. Although the cor-
related model is simpler, the assumption of a uniform label
correlation between two layers does not naturally generate
multiplex networks with diverse relations, where only a
portion of communities are correlated or consistent. Hence,
the correlated model (similar to [35]) is more appropriate for
smoothly evolving temporal networks, and the constrained
model we proposed is typically suitable for multiplex net-
works with different types of relations, where the layers are
not necessarily uniformly correlated. In principle, the basic
correlated model can be extended so that different nodes
can have their own interlayer correlation, and the flexibility
of the correlated model can be much greater. However,
we expect inference difficulty for such model, given the
significantly larger number of free parameters, unless the
parameters are properly constrained. Such model design
will require nontrivial work and is interesting for future
works.
Since the goal of the proposed algorithm is that of
fusing consistent communities across layers in general net-
works and of improving detectability, we are not aware of
a directly comparable algorithm that is designed for the
exact same goal. Nevertheless, we provide in passing a
comparison with a popular multilayer community detection
algorithm, Genlouvain [41], which maximizes a multilayer
modularity function. For the same experiments in this sec-
tion, when  = 0.2, Genlouvain converges correctly only 3
out of 100 trials, while our proposed algorithm has over
40% success rate. Genlouvain performs similarly to the
correlated model in this particular test. The reason is that
Genlouvain requires interlayer coupling parameters, which,
when not given, and can only be assumed to be uniform. In
contrast, our proposed constrained model implicitly infers
interlayer coupling through fcheck factor nodes.
3.3 Impact of a known number of communities q
For a single layer network, any q that is larger than or equal
to the actual value will fit the model well. For example,
by setting q = 3 while performing the BP algorithm in a
network generated from SBM with 2 communities, we are
allowing each node to choose from 3 distinct community
labels. However when the messages have converged, gener-
ally most nodes will tend to choose from only 2 of the labels,
leaving one barely used. Therefore, the general practice is to
opt for a larger q, until the free energy of the model stops
decreasing [32].
This is in contrast to the constrained multiplex networks.
In the experiment of a homogeneous multiplex network,
only q = 2 gives the best performance according to the
detectability transition curve. To show this effect, we gen-
erate such a 2-layer, 2-community network, with high noise
 = 0.35. (The noise is so high that when we perform BP
algorithm on one of the layers with q = 3, the community
detection is affected and all 3 labels may have a significant
presence among nodes, making the decision of q difficult.)
Then we run the algorithm with q being 2,3, and 4.
As shown in Fig. 11, the performance is getting poorer
as q increases. Specifically, at q = 2, most nodes have close-
to-one probability of some label, and the selected labels
match well among two layers. For q = 3, the labels still
tend to match across layers, but for nodes from 101 to
200, two labels are competing with each other (blue circles
and yellow asterisks). For q = 4, even the labels are not
correctly matched. This is because the constraint factors,
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Fig. 11. Probabilities of nodes being assigned certain community labels (node beliefs) at q = 2, 3 and 4. Various community labels are represented
by different colors and markers. The lower right image shows the noisy double layer network used in this test.
more specifically WPP, allows the same communities in
two layers to be assigned different labels when q > 2.
We therefore cannot combine their information to increase
the signal-to-noise ratio. The fact that using the correct q
will give a distinctive performance, also enables us to more
reliably select q.
3.4 Practical considerations and more layers
A common challenge in belief propagation algorithm for
general graphical model is the presence of a fair number of
short loops. Specifically, in our model, the interlayer factor
nodes introduce many short loops in our factor graph, both
within layer and between layers. These short loops result
in a quick convergence to undesirable points, and message
update equations become more approximate, due to the
influence of fcheck being overly amplified. To cope with this,
we slightly modify message update equations. Specifically,
instead of making the product over all incoming messages
from neighboring interlayer factor nodes Ninter(i), we sam-
ple and multiply a fraction Nsample of incoming interlayer
messages, which also conveniently reduces the computa-
tional load. Meanwhile, we can also change the values
of fcheck function from {0, 1} to, for example, {0.2, 0.8},
to relax the constraint. By applying these modifications,
we observe a more reliable and stable convergence to the
correct point in our experiments. In Figure. 12, we find
multiple combinations of learning parameters fcheck value
and Nsample, where the constrained model has over 50%
Fig. 12. Ratio of trials that satisfy WPP constraint after convergence,
in the parameter space of fcheck and Nsample. We identify a band in
the parameter space where the constrained model have over half the
chance to reach the correct point. The numerical experiment includes
50 trials for each point, and uses the same setup as the heterogeneous
two-layer experiment in Section 3.2, when  = 0.2.
chance to converge to the correct point. These points form a
continuous band in the parameter space.
Generally for networks with N node, L layers and E
edges per layer, the number of message passing per epoch
is 2EL+2(N2−N)(L2−L), which is dense. For multiplex
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networks with L > 2 layers, our original idea needs in
total (L2 − L)/2 different interlayer factor nodes between
pairs of layers, since we do not assume sequential layers.
Viewing from the scale of layers, messages between all
pairs of layers form high level loops, making it even more
difficult to converge correctly. We address this difficulty by
adopting the idea of alternating projection. Specifically, in
each iteration, we optimize messages in every two layers
at a time, while freezing other layers, until all pairs are
updated. In this way, we break the high level loops among
the layers, and decompose the problem (L > 2) into several
subproblems (L = 2), which are more studied and have
better convergence behavior. Another possibility to reduce
the complexity is to incorporate this complex structure
into a single factor node, an extended constraint function
fcheck(ti(1), ..., ti(L), tj(1), ..., tj(L)) that covers all the lay-
ers at once, instead of just two layers, so the number of in-
terlayer messages will scale linearly to the number of layers.
We show an experiment of a 3-layer heterogeneous network
to compare these two strategies. The 3-layer network has
90 nodes in each layer, including 5 different communities in
total, while a common one exists between layer 1 and 2, and
between layer 2 and 3 respectively. We find that only opti-
mizing two layers at a time has a significant advantage in
improving the speed and chance of convergence to a correct
point (48 correct convergence out of 100 trials). Similar to
the experiment in Section 3.2, the correlated model will fail
to deal with such heterogeneous structures.
4 CONCLUSIONS
We developed a belief propagation algorithm for commu-
nity detection in general multiplex networks. We considered
a case where natural label constraints exist. This case corre-
sponds to a potentially heterogeneous community structure
for different layers, a likely scenario for real-world net-
works. As a comparison, we also considered a correlated
model where community labels are uniformly correlated
across the layers, for homogeneous multiplex networks.
Relying on Bayesian inference, our method is theoretically
optimal for networks described by our proposed probability
model. For the correlated model, combining information
from two layers significantly improves detectability due
to the additional prior information. More importantly, for
the label constrained model, we showed that using just
label WPP constraints and limiting the number of commu-
nities, we can achieve a similar performance improvement
as that of the correlated model, without rather restrictive
prior assumptions. Furthermore, the constrained model is
able to assign correct labels to heterogeneous commnuity
structures, and achieve a much better detection accuracy
than the correlated model over some parameter space. This
is especially beneficial for detecting sparse and noisy com-
munities in multiplex networks, such as social networks and
biological neural networks. Our current constrained model
assumes a homogeneous structure within each community.
For networks with specific topologies, we can apply mod-
ified SBM in our model, such as degree-corrected SBM for
social networks [7], [34]. Future directions also include im-
proving factor graph design and interlayer message passing
efficiency, and applications to real world networks, with the
proper numerical efficiencies.
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APPENDIX
RELATION OF LOCAL CONSTRAINTS AND WPP
In this section, we mathematically prove our previous claim
that the local constraints in Section 2.2.2 are equivalent to the
WPP. Take an L−layered multiplex network consisting of a
sequence of graphs Gl = (V,El) for l = 1, 2, . . . , L with the
same set of N nodes V = {v1, v2, . . . , vN} and different set
of edgesEl ⊆ V ×V . According to WPP, the definition of the
communities is independent of the layers. Hence, we con-
sider a family C = {C1, C2, . . . , CQ} of Q subsets Cq ⊂ V
of nodes as the communities. The presence of communities
at different layers is represented by a community structure S
, which is a sequence S = (S1, S2, . . . , SL), where Sl ⊂ C is
the subset of clusters being present at the lth layer. Now, we
may define WPP in the following way:
Definition 1. A triple (V, C,S) of community structures is said
to satisfy the well partitioned property (WPP). If,
∀l ∈ [L], Ca, Cb ∈ Sl; Ca ∩ Cb 6= ∅ → Ca = Cb (16)
We further make the following definition:
Definition 2. A triple (V, C,S) of community structures is said
to be ”observable” if each community Ca ∈ C appears in at least
one layer, i.e. Ca ∈ Sl for some l ∈ [L].
We take the community assignments ti(l) as defined in
Section 2.2.2. Then, we have the following theorem:
Theorem 1.
1) A set of community assignments ti(l) ∈ [Q]{∅} fir i ∈ [N ]
and l ∈ [L] corresponds to a community structure (V, C,S)
satisfying WPP if and only if:
∀i, j ∈ [N ], l, k ∈ [L];
(ti(l) = tj(k) 6= ∅)→ (ti(k) = tj(k)) (17)
2) The community assignment uniquely identifies observable
community structures.
Proof. For the “only if“ part in part 1, take ti(l) ∈ [Q] ∪ {∅}
as the natural labeling of some layered complex (V, C,H).
For any arbitrary given indices i, j, l, k, if ti(l) = tj(k) 6= ∅,
we have that ti(l) = tj(k) = q for some q ∈ [Q]. This means
that Cq ∈ Hk and vi ∈ Cq . Hence, from definition we have
ti(k) = q, which proves the “only if“ part. For the “if“ part
in part 1, take a labeling satisfying the condition above. For
each q ∈ [Q] define
Cq = {vi | ∃l ∈ [L]; ti(l) = q}
Sl = {Cq | ∃i ∈ [n]; ti(l) = q} (18)
as in Section 2.2.2. Now, we show that C = {Cq 6= ∅ |
q ∈ [Q]} and S = (S1, S2, . . . , SL) satisfy WPP complex
with {ti(l)} is its natural labeling. Take two communities
Ca, Cb ∈ Hl where Ca ∩ Cb 6= ∅. Then, we can take
m ∈ Ca ∩ Cb. Moreover, by definition there exist nodes
i, j such that ti(l) = a and tj(l) = b. Since m ∈ Ca,
there exists a layer k such that tm(k) = a = ti(l). From
the assumption in (17), we get that tm(l) = a. On the
other hand, m ∈ Cb implies with a similar approach that
tm(l) = b. We conclude that a = b, which shows that
(V, C,H) satisfies WPP. Suppose that ti(l) = q. Then, by
definition i ∈ Cq and Cq ∈ Hl which shows that ti(l)
corresponds to (V, C,H). This completes the proof of part
1.
For part 2, simply note that the relations in (18) hold for
any assignment ti(l) of an observable community structure.
In the above, we show that the WPP is equivalent to the
constraint in (17). Now, we show that this set is equivalent
to the set of constraints in Section 2.2.2.
Theorem 2. The set of constraints in (17) is equivalent to the set
of constraints in Section 2.2.2 of the paper.
Proof. Let us first show that the constraints in 2.2.2 imply
(17). Take arbitrary given indices i, j, l, k and suppose that
ti(l) = tj(k) = α 6= ∅. Note that from the constraints
of 2.2.2 ti(k) = α, since otherwise it contradicts the last
line of the constraints in Section 2.2.2. This proves (17).
Now, let us prove the converse. Assuming (17), take again
arbitrary given indices i, j, l, l′ and denote ti(l) = α and
tj(l) = β. If α = β, then the first line of constraints
in Section 2.2.2 must hold since otherwise, exactly one of
the two labels ti(l′), tj(l′), say ti(l′) equals α. Then, since
ti(l
′) = tj(l), we have from (17) that tj(l′) = ti(l′) = α,
which is a contradiction. If α 6= β, then assuming ti(l′) = β
leads to ti(l′) = tj(l), which according to (17) leads to
ti(l) = tj(l), which is a contradiction. This shows that
ti(l
′) 6= β. Similarly, we get tj(l′) 6= α, which prove the
second line of constraints in Section 2.2.2. This completes
the proof.
