













ON EFFICIENT IMPLEMENTATIOM OF MULTI-THREAD ALGORITHM USING GPU 
 
岡田圭太 





A GPU is generally an arithmetic unit specializing in image processing. Although its function is limited 
as compared with CPU, a large amount of data can be simultaneously and concurrently processed by a 
plurality of processors. In recent years, attention has been drawn to GPGPU which makes use of this 
GPU function not only for image processing but also its processing capability for high performance 
computing. 
 In this thesis, we can consider efficient implementation of multithread algorithms by using Dynamic 
Parallelism in GPU. We give efficient algorithms to Fibonacci sequence and Tower of Hanoi. In particular, 
our algorithm for Tower of Hanoi is better than previous algorithm. 




































































FIB(n)では,生成された子が FIB(n - 1)を計算している間
に,子の実行と並列に,親は FIB(n - 2)の計算に進むことが





















アルゴリズムの実行時間を添字 P を用いて と表す.仕事













4. Dynamic Parallelism 






図 2. 従来の方法と DP を用いた場合の内部動作 
 
図 2 の左側（DP なし）のように,従来の方法だとカーネ





















 表 1.一般的なフィボナッチ数列の仕事量,スパン,  
仕事量( ) スパン( )  
O( ) O(n) O( ) 
 
表 1 の は指数関数的に増加するので,(1)のフィボナッチ
数列の計算効率は悪いことが分かる.また,Depth の上限が
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の漸化式で処理を行う. この方法で処理を行うと,例えば
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となる.また,(3),(4)のフィボナッチ数列の仕事量 ,スパン




仕事量( ) スパン( )  
O(n) O( ) O( ) 
 


















n の値は となる.この n のサイズではハ
ノイの塔を処理するのにあまり実用的とはならな
い. となる解を与え, かつ DP で実装するとき
に n を実用的なサイズまで扱えるようにしたい. 
(1)改良したハノイの塔の一般化漸化式 
 (5)の式を改良し,一般化した漸化式を提示することを試
みる.まずはじめに n = 4 とし,ハノイの塔の関数
を計算した時の再帰的手続きのインスタンスの木を図3に
示す.ここで図 3 では,再帰木の深さをその木の段数とする. 
 
 
図 3. n = 4 の時のハノイの塔 の再帰木 
 











の 3 つの関数が生成・呼び出しされている.さらにその 3
つの関数が の順に
4( )回繰り返し実行されていることが分かる. 
 上記のことから,段数 k が奇数の時には 3 つの関数が 
 
 
 という順に 回繰り返し実行される.また,段数 k が偶数の







また,図 3 から,段数が 3 である場合の関数を再帰で呼び出


















スパン,そして を表 3 に示す. 
 
表 3.一般的なハノイの塔の仕事量,スパン,  
仕事量( ) スパン( )  















としたときの(7)の漸化式の仕事量,スパンを表 4 に示す. 
 
表 4. 改良したハノイの塔の仕事量,スパン,  
仕事量 スパン  
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