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Abstract
Continuous-time Bayesian networks (CTBNs) constitute a general and powerful
framework for modeling continuous-time stochastic processes on networks. This
makes them particularly attractive for learning the directed structures among inter-
acting entities. However, if the available data is incomplete, one needs to simulate
the prohibitively complex CTBN dynamics. Existing approximation techniques,
such as sampling and low-order variational methods, either scale unfavorably in
system size, or are unsatisfactory in terms of accuracy. Inspired by recent ad-
vances in statistical physics, we present a new approximation scheme based on
cluster-variational methods significantly improving upon existing variational ap-
proximations. We can analytically marginalize the parameters of the approximate
CTBN, as these are of secondary importance for structure learning. This recovers a
scalable scheme for direct structure learning from incomplete and noisy time-series
data. Our approach outperforms existing methods in terms of scalability.
1 Introduction
Learning directed structures among multiple entities from data is an important problem with broad
applicability, especially in biological sciences, such as genomics [1] or neuroscience [18]. With
prevalent methods of high-throughput biology, thousands of molecular components can be monitored
simultaneously in abundance and time. Changes of biological processes can be modeled as transitions
of a latent state, such as expression or non-expression of a gene or activation/ inactivation of protein
activity. However, processes at the bio-molecular level evolve across vastly different time-scales [11].
Hence tracking every transition between states is unrealistic. Additionally, biological systems are, in
general, strongly corrupted by measurement or intrinsic noise.
In previous numerical studies, continuous-time Bayesian networks (CTBNs) [12] have been shown
to outperform competing methods for reconstruction of directed networks, such as ones based on
Granger causality or the closely related dynamic Bayesian networks [1]. Yet, CTBNs suffer from
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the curse of dimensionality, prevalent in multi-component systems. This becomes problematic if
observations are incomplete, as then the latent state of a CTBN has to be laboriously estimated [14]. In
order to tackle this problem, approximation methods through sampling, e.g., [8, 7, 17], or variational
approaches [5, 6] have been investigated. These, however, either fail to treat high-dimensional spaces
because of sample sparsity, are unsatisfactory in terms of accuracy, or provide good accuracy at the
cost of an only locally consistent description.
In this manuscript, we present, to the best of our knowledge, the first direct structure learning method
for CTBNs based on variational inference. Our method combines two key ideas. We extend the
framework of variational inference for multi-component Markov chains by borrowing results from
statistical physics on cluster-variational-methods [21, 20, 16]. Here the previous result in [5] is
recovered as a special case. We show how to calculate parameter-free dynamics of CTBNs in form
of ordinary differential equations (ODEs), depending only on the observations, prior assumptions,
and the graph structure. Lastly, we derive an approximation for the structure score, which we use to
implement a scalable structure learning algorithm. The notion of using marginal CTBN dynamics
for network reconstruction from noisy and incomplete observations was recently explored in [19] to
successfully reconstruct networks of up to 11 nodes by sampling from the exact marginal posterior of
the process, albeit using large computational effort. Yet, the method is sampling-based and thus still
scales unfavorably in high dimensions. In contrast, we can recover the marginal CTBN dynamics at
once using a standard ODE solver.
2 Background
2.1 Continuous-time Bayesian networks
We consider continuous-time Markov chains (CTMCs) {X(t)}t≥0 taking values in a countable
state-space X . A time-homogeneous Markov chain evolves according to an intensity matrix R :
X × X → R, whose elements are denoted byR(x, y), where x, y ∈ X .
A continuous-time Bayesian network [12] is defined as an N -component process over a factorized
state-space X = X1 × · · · × XN evolving jointly as a CTMC. In the following, we will make use
of the shorthand x = (x1, . . . , xN ) with x ∈ X and xn ∈ Xn. However, as mostly no ambiguity
arises we write x for x ∈ Xn in these cases to lighten the notation. We impose a directed graph
structure G = (V,E), encoding the relationship among the components V ≡ {V1, . . . , VN}, which
we refer to as nodes. These are connected via an edge set E ⊆ V × V . This quantity – the
structure – is what we will later learn. The instantaneous state of each component is denoted by
Xn(t) assuming values in Xn, which depends only on the states of a subset of nodes, called the parent
set pa(n) ≡ {m | (m,n) ∈ E}. Conversely, we define the child set ch(n) ≡ {m | (n,m) ∈ E}.
The dynamics of a local state Xn(t) are modeled as a Markov process, when conditioned on the
current state of all its parents Un(t) taking values in Un ≡ {Xm | m ∈ pa(n)}. They can then
be expressed by means of the conditional intensity matrices (CIMs) Run : Xn × Xn → R, where
u ≡ (u1, . . . uL) ∈ Un denotes the current state of the parents (L = |pa(n)|). Specifically, we can
express the probability of finding node n in state y after some small time-step δt, given that it was in
state x at time t with x, y ∈ Xn as
P (Xn(t+ δt) = y | Xn(t) = x, Un(t) = u) = δ(x, y) +Run(x, y)δt+ o(δt),
whereRun(x, y) is the matrix element ofRun corresponding to the transition x→ y given the parents’
state u. Additionally, we have to enforceRun(x, x) ≡ −
∑
y 6=xRun(x, y) forRun to be a proper CIM.
The CIMs are connected to the joint intensity matrixR of the CTMC via amalgamation – see, for
example, [12].
2.2 Variational energy
The foundation of this work is to derive a lower bound on the evidence of the data for a CTMC in the
form of a variational energy. Such variational lower bounds are of great practical significance and pave
the way to a multitude of approximate inference methods, in this context called variational inference.
We consider pathsX ≡ {X(s) | 0 ≤ s ≤ T} of a CTMC with a series of noisy state observations
Y ≡ (Y 0, . . . , Y I) at times (t0, . . . , tI), drawn according to an observation model Y i ∼ P (Y i |
X(ti)). We consider the posterior Kullback–Leibler (KL) divergence DKL(Q(X)||P (X | Y)) given
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Figure 1: Sketch of different cluster choices for a CTBN in discretized time : a) star approximation
b) naive mean-field.
a candidate distribution Q(X), which can be decomposed as
DKL(Q(X)||P (X | Y)) =DKL(Q(X)||P (X)P (Y | X)) + lnP (Y).
As DKL(Q(X)||P (X | Y)) ≥ 0 this recovers a lower bound on the evidence
lnP (Y) ≥ F , (1)
where the bound F ≡ −DKL(Q(X)||P (X)P (Y | X)) is also known as the Kikuchi functional [10],
or the Kikuchi variational energy. The Kikuchi functional has recently found heavy use in variational
approximations for probabilistic models [21, 20, 16], because of the freedom it provides for choosing
clusters in space and time. We will now make use of this feature.
3 Cluster variational approximations for CTBNs
The idea behind cluster variational approximations, derived subsequently, is to find a decomposition
of the Kikuchi functional over M cluster functionals Fj of smaller sub-graphs Aj(t) for a CTBN
using its δt-discretization (see Figure 1):
F '
∫ T
0
dt
M∑
j=1
Fj(Aj(t)).
Examples for Aj(t) are the the completely local naive mean-field approximation Amfj (t) = {Xj(t+
δt), Xj(t)}, or the star approximation Asj(t) = {Xj(t+ δt), Uj(t), Xj(t)} on which our method is
based. We notice that the formulation of CTBNs already imposes structure on the transition matrix
P (X(t+ δt) | X(t)) =
N∏
n=1
P (Xn(t+ δt) | Xn(t), Un(t)), (2)
suggesting a node-wise factorization to be a natural choice. Our goal is to find an expansion of F for
finite δt for different cluster choices and subsequently consider the continuous-time limit δt→ 0. In
order to arrive at the Kikuchi functional in the star approximation, we assume that Q(X) describes
a CTBN, i.e. satisfies (2). However, to render our approximation tractable, we further restrict the
set of approximating processes by assuming them to be only weakly dependent in the transitions.
Specifically, we require the existence of some expansion in orders of the coupling strength ε
Q(Xn(t+ δt) | Xn(t), Un(t)) = Q(Xn(t+ δt) | Xn(t)) +O(ε),
where the remainder O(ε) contains the dependency on the parents.2 Because the derivation is quite
lengthy, we have to leave the details of the calculation to Appendix B.1. The Kikuchi functional F
can then be expanded in first order of ε and decomposes on the δt-discretized network spanned by
the CTBN process, into local star-shaped terms – see, for example, Figure 1. We emphasize that the
expanded variational energy in star approximation is no longer a lower bound on the evidence, but
provides an approximation. We define a set of marginals, completely specifying a CTBN
mn(x) ≡ Q(Xn(t) = x),
τun (x, y) ≡ lim
δt→0
Q(Xn(t+ δt) = y,Xn(t) = x, Un(t) = u)
δt
for x 6= y,
2An example of a function with such an expansion is a Markov random field with coupling strength ε.
3
the shorthand mun ≡
∏
l∈pa(n)ml(ul) and τ
u
n (x, x) ≡ −
∑
y 6=x τ
u
n (x, y). Checking self-consistency
of these quantities via marginalization of Q(Xn(t + δt) = y,Xn(t) = x, Un(t) = u) recovers an
inhomogeneous Master equation
m˙n(x) =
∑
y 6=x,u
[τun (y, x)− τun (x, y)]. (3)
Because of the intrinsic asynchronous update constraint on CTBNs, only local probability flow
inside the state-space Xn is allowed. This renders this equation equivalent to a continuity constraint
on the global probability distribution. The resulting functional is only dependent on the marginal
distributions. Performing the limit of δt → 0, we arrive at a sum of node-wise functionals in
continuous-time (see Appendix B.2)
F ' FS , FS ≡
N∑
n=1
(Hn + En) + F0,
where we identified the entropy Hn and the energy En respectively
Hn =
∫ T
0
dt
∑
x,u
∑
y 6=x
τun (x, y) [1− ln τun (x, y) + ln(mn(x)mun)] ,
En =
∫ T
0
dt
∑
x
mn(x)En[Run(x, x)] +
∑
x,u
∑
y 6=x
τun (x, y) lnRun(x, y)
 .
The expectation value is defined as En[f(u)] ≡
∑
u′ m
u′
n f(u
′) for any function f(u). As expected,
the functional is very similar to the one derived in [5] as both are derived from the KL divergence
between true and approximate distributions from a set of marginals. Indeed, if we replace our
star-shape cluster by the completely local one Amfj (t), we recover exactly their previous result,
demonstrating the generality of our method (see Appendix B.3). In principle, higher-order clusters
can be considered [20, 16]. Lastly, we enforce continuity by (3) fulfilling the constraint. We can then
derive the Euler-Lagrange equations corresponding to the Lagrangian,
L = F −
∫ T
0
dt
∑
n,x
λn(x)
m˙n(x)− ∑
y 6=x,u
[τun (y, x)− τun (x, y)]
 ,
with Lagrange multipliers λn(x) ≡ λn(x, t).
3.1 CTBN dynamics in star approximation
The approximate dynamics of the CTBN can be recovered as stationary points of the Lagrangian,
satisfying the Euler–Lagrange equation. Differentiating L with respect to mn(x), its time-derivative
m˙n(x), τun (x, y) and the Lagrange multiplier λn(x) yield a closed set of coupled ODEs for the
posterior process of the marginal distributions mn(x) and transformed Lagrange multipliers ρn(x) ≡
exp(λn(x)), eliminating τun (x, y)
ρ˙n(x) ={En [Run(x, x)] + ψn(x)}ρn(x)−
∑
y 6=x
En [Run(x, y)] ρn(y), (4)
m˙n(x) =
∑
y 6=x
mn(y)En[Run(y, x)]
ρn(x)
ρn(y)
−mn(x)En[Run(x, y)]
ρn(y)
ρn(x)
, (5)
with
ψn(x
′) =
∑
j∈ch(n)
∑
x
mj(x)
∑
y 6=x
ρj(y)
ρj(x)
Ej [Ruj (x, y)|Xn(t) = x′] + Ej [Ruj (x, x)|Xn(t) = x′]
 .
Furthermore, we recover the reset condition
lim
t→ti−
ρn(x) = lim
t→ti+
ρn(x) exp
 ∑
x′∈X|x′n=x
lnP (Y i | x′)
N∏
k=1,k 6=n
mk(x
′
k)
 , (6)
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Figure 2: Dynamics in star approximation of a 3 node CTBN following Glauber dynamics at a = 1
and b = 0.6 conditioned on noisy observations (diamonds). We plotted the expected state (blue) plus
variance (grey area). The observation model is the latent state plus gaussian random noise of variance
σ = 0.8 and zero mean. The latent state (dashed) is well estimated for X2, even when no data has
been provided. For comparison, we plotted the exact posterior mean (dots). We did not plot the exact
variance, which depends only on the mean, for better visibility.
and xk denotes the kth component of x ∈ X . This incorporates the conditioning of the dynamics
on noisy observations. For the full derivation we refer the reader to Appendix B.4. We require
boundary conditions for the evolution interval in order to determine a unique solution to the set
of equations (4) and (5). We thus set either mn(x, 0) = Y 0n and ρn(x, T ) = Y
I
n in the case of
noiseless observations, or – if the observations have been corrupted by noise – mn(x, 0) = 12 and
ρn(x, T ) = 1 as boundaries before and after the first and the last observation, respectively. The
coupled set of ODEs can then be solved iteratively as a fixed-point procedure in the same manner as
in previous works [15, 5] (see Appendix A.1 for details) in a forward-backward procedure. As the
Kikuchi functional is convex, this procedure is guaranteed to converge. In order to incorporate noisy
observations into the CTBN dynamics, we need to assume an observation model. In the following we
assume that the data likelihood factorizes P (Y i | X) = ∏n P (Y in | Xn), allowing us to condition
on the data by enforcing limt→ti− ρn(x) = limt→ti+ Pn(Y i | x)ρn(x). In Figure 2, we exemplify
CTBN dynamics (N = 3) conditioned on observations corrupted by independent Gaussian noise. We
find close agreement with the exact posterior dynamics. Because we only need to solve 2N ODEs to
approximate the dynamics of an N -component system, we recover a linear complexity in the number
of components, rendering our method scalable.
3.2 Parameter estimation
Maximization of the variational energy with respect to transition ratesRun(x, y) yields the expected
result for the estimator of transition rates
Rˆun(x, y) =
E[Mun (x, y)]
E[Tun (x)]
,
given the expected sufficient statistics [14]:
E[Tun (x)] =
∫ T
0
dt mn(x)m
u
n, E[Mun (x, y)] =
∫ T
0
dt τun (x, y),
where E[Tun (x)] are the expected dwelling times and E[Mun (x, y)] are the expected number of
transitions. Following standard expectation–maximization (EM) procedure, e.g. [15], we can
estimate the systems’ parameters given the underlying network.
3.3 Benchmark
In the following we compare the accuracy of the star approximation with the naive mean-field
approximation. Throughout this section we will consider a binary local state-space (spins)
Xn = {+1,−1}. We consider a system obeying Glauber dynamics with the rates Run(x,−x) =
a
2
(
1 + x tanh
(
b
∑
l∈pa(n) ul
))
. Here b is the inverse temperature of the system. With increasing b
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Figure 3: We perform inference on a tree network a) and b), and an undirected chain c) and (d),
both consisting of 8 nodes with noiseless evidence as denoted in sketch inlet (black: x = −1, white:
x = 1) in a) and c) obeying Glauber dynamics with a = 8. In a) we plotted mean-squared-error
(MSE) for the expected dwelling times (dashed) and the the expected number of transitions for the
naive mean-field (circle, red) and star approximation (diamond, blue) with respect to the predictions
of the exact simulation as a function of temperature b. In b) and d) we plot the approximation
of logarithmic evidence as a function of temperature. We find that for both approximations (star
approximation in blue, naive mean field in red dashed and exact result in black) better performance
on the tree network, while the star approximation clearly improves upon naive mean-field in both
scenarios.
the dynamics of each node depend more strongly on the dynamics of its neighbors and thus harder
to describe using mean-field dynamics. The pre-factor a scales the overall rate of the process. This
system can be an appropriate toy-example for biological networks as it encodes additive threshold
behavior. In Figure 3 a) and c), we show how closely the expected sufficient statistics match the true
ones for a tree network and an undirected chain with periodic boundaries of 8 nodes, so that we can
still compare to the exact result. In this application, we restrict ourselves to noiseless observations
to better connect to previous results as in [5]. We compare the estimation of the evidence using the
variational energy in Figure 3 b) and d). We find that while our estimate using the star approximation
is a much closer approximation, it does not provide a lower bound.
4 Cluster variational structure learning for CTBNs
For structure learning tasks, knowing the exact parameters of a model is in general unnecessary. For
this reason we will derive an analogous but parameter-free formulation of the variational approxima-
tion for evidence and the latent state dynamics, analogous to the ones in the previous section.
4.1 Variational structure score for CTBNs
In the following we derive an approximate CTBN structure score, for which we need to marginalize
over the parameters of the variational energy. To this end, we assume that the parameters of the CTBN
are random variables distributed according to a product of local and independent Gamma distributions
P (R | α,β,G) = ∏n∏x,u∏y 6=xGam [Run(x, y) | αun(x, y), βun(x)] given a graph structure G.
With our cluster approximation, the evidence is approximately given by P (Y | R,G) ≈ exp(FS).
By a simple analytical integration we recover an approximation to the CTBN structure score
P (G | Y,α,β) ≈ P (G)
∫ ∞
0
dR eFSP (R | α,β,G)
∝ eH
∏
n
∏
x,u
∏
y 6=x
(
βun(x)
(E[Tun (x)] + βun(x))M
u
n (x,y)
)αun(x,y)Γ (E[Mun (x, y)] + αnn(x, y))
Γ (αun(x, y))
, (7)
with Γ(•) being the Gamma-function. The approximated CTBN structure score still satisfies structural
modularity, if not broken by the structure prior P (G). However, we can not implement a k-learn
structure learning strategy as originally proposed in [13], as in the latent state estimation nodes
become coupled and depend on each others’ estimate, which in turn depend on the chosen parent set.
For a detailed derivation, – see Appendix B.5. Finally we note, that in contrast to the evidence in
Figure 3, we have no analytical expression for the structure score (the integral is intractable) so that
we can not compare with the exact result after integration.
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Table 1: Experimental results with datasets generated from random CTBNs (N = 5) with families
of up to kmax parents. To demonstrate that our score prevents over-fitting we search for families of
up to k = 2 parents. When changing one parameter the other default values are fixed to D = 10,
b = 0.6 and σ = 0.2.
kmax EXPERIMENT VARIABLE AUROC AUPR
1 NUMBER OF D = 5 0.78± 0.03 0.64± 0.01
TRAJECTORIES D = 10 0.87± 0.03 0.76± 0.00
D = 20 0.96± 0.02 0.92± 0.00
MEASUREMENT σ = 0.6 0.81± 0.10 0.71± 0.00
NOISE σ = 1.0 0.69± 0.07 0.49± 0.01
2 NUMBER OF D = 5 0.64± 0.09 0.50± 0.17
TRAJECTORIES D = 10 0.68± 0.12 0.54± 0.14
D = 20 0.75± 0.11 0.68± 0.16
MEASUREMENT σ = 0.6 0.71± 0.13 0.58± 0.20
NOISE σ = 1.0 0.64± 0.11 0.53± 0.15
4.2 Marginal dynamics of CTBNs
The evaluation of the approximate CTBN structure score requires the calculation of the latent
state dynamics of the marginal CTBN. For this, we approximate the Gamma function in (7) via
Stirling’s approximation. As Stirling’s approximation becomes accurate asymptotically, we imply
that sufficiently many transitions have been recorded across samples or have been introduced via a
sufficiently strong prior assumption. By extremization of the marginal variational energy, we recover
a set of integro-differential equations describing the marginal self-exciting dynamics of the CTBN
(see Appendix B.6). Surprisingly, the only difference of this parameter-free version compared to (4)
and (5) is that the conditional intensity matrix has been replaced by its posterior estimate
R¯un(x, y) ≡
E[Mun (x, y)] + αun(x, y)
E[Tun (x)] + βun(x)
. (8)
The rate R¯un(x, y) is thus determined recursively by the dynamics generated by itself conditioned on
the observations and prior information. We notice the similarity of our result to the one recovered in
[19], where, however, the expected sufficient statistics had to be computed self-consistently during
each sample path. We employ a fixed-point iteration scheme to solve the integro-differential equation
for the marginal dynamics in a manner similar to EM (for the detailed algorithm, see Appendix A.2).
5 Results and discussion
For the purpose of learning, we employ a greedy hill-climbing strategy where we exhaustively score
all possible families for each node with up to k parents and set the highest scoring family as the current
one. We do this repeatedly until our network estimate converges, which usually takes only 2 of such
sweeps. We can transform the scores to probabilities and generate Reciever-Operator-Characteristics
(ROCs) and Precision-Recall (PR) curves by thresholding the averaged graphs. As a measure of
performance, we calculate the averaged Area-Under-Curve (AUC) for both. We evaluate our method
using both synthetic and real-world data from molecular biology. In order to stabilize our method
in the presence of sparse data, we augment our algorithm with a prior α = 5 and β = 10, which is
uninformative of the structure, for both experiments. We want to stress that, while we removed the
bottleneck of exponential scaling of latent state estimation of CTBNs, Bayesian structure learning via
scoring still scales super-exponentially in the number of components [9]. Our method can thus not be
compared to shrinkage based network inference methods such as fused graphical lasso.
The synthetic experiments are performed on CTBNs encoded with Glauber dynamics. For each of
the D trajectories, we recorded 10 observations Y i at random time-points ti and corrupted them with
Gaussian noise with variance σ = 0.6 and zero mean. In Table 1, we apply our method to random
graphs consisting of N = 5 nodes, up to kmax parents. We note that fixing kmax does not fix the
possible degree of the node (which can go up to N − 1). For random graphs with kmax = 1 our
method performs best, as expected, and we are able to reliably recover the correct graph if enough
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Figure 4: I) Reconstruction of a gene regulatory network (IRMA) from real-world data. To the left we
show the inferred network for the "switch off" and "switch on" dataset. The ground truth network is
displayed by black thin edges, the correctly inferred edges are thick (all inferred edges were correct).
The the red edge was identified only in "switch on", the teal edge only in "switch off". On the right
we show a small table summarizing the reconstruction capabilities of our method, TSNI and BANJO
(PPV of random guess is 0.5). II) Reconstruction of large graphs. We tested our method on a ground
truth graph with 14 nodes, as displayed in a) with node-relations sketched in the inlet, encoded with
Glauber dynamics and searched for a maximum of k = 1 parents. Although we used relatively few
observations that have been strongly corrupted, the averaged learned graph b) is visibly close to the
ground truth. We framed the prediction of the highest scoring graph, where correctly learned edges
are framed white and the incorrect ones are framed red.
data are provided. To demonstrate that our score penalizes over-fitting we search for families of up to
k = 2 parents. For the more challenging scenario of kmax = 2 we find a drop in performance. This
can be explained by the presence of strong correlations in more connected graphs and the increased
model dimension with larger kmax. In order to prove that our method outperforms existing methods
in terms of scalability, we successfully learn a tree-network, with a leaf-to-root feedback, of 14 nodes
with a = 1, b = 0.6, see Figure 4 II). This is the largest inferred CTBN from incomplete data reported
(in [19] a CTBN of 11 nodes is learned, albeit with incomparably larger computational effort).
Finally, we apply our algorithm to the In vivo Reverse-engineering and Modeling Assessment (IRMA)
network [4], a synthetic gene regulatory network that has been implemented on cultures of yeast, as a
benchmark for network reconstruction algorithms, see Figure 4 I). It is, to best of our knowledge,
the only molecular biological network with a ground truth. The authors of [4] provide time course
data from two perturbation experiments, referred to as "switch on" and "switch off", and attempted
reconstruction using different methods. In order to compare to their results we adopt their metrics
Positive Predicted Value (PPV) and the Sensitivity score (SE) [2]. The best performing method is
ODE-based (TSNI [3]) and required additional information on the perturbed genes in each experiment,
which may not always be available. As can be seen in Figure 4 I) our method performs accurately on
the "switch off" and the "switch on" data set regarding the PPV. The SE is slightly worse than for
TSNI on "switch off". In both cases, we perform better than the other method based on Bayesian
networks (BANJO [22]). Lastly, we note that in [1] more correct edges could be inferred using
CTBNs, however with parameters tuned with respect to the ground truth to reproduce the IRMA
network. For details on our processing of the IRMA data, see Appendix C.
6 Conclusion
We develop a novel method for learning directed graphs from incomplete and noisy data based on
a continuous-time Bayesian network. To this end, we approximate the exact but intractable latent
process by a simpler one using cluster variational methods. We recover a closed set of ordinary
differential equations that are simple to implement using standard solvers and retain a consistent
and accurate approximation of the original process. Additionally, we provide a close approximation
to the evidence in the form of a variational energy that can be used for learning tasks. Lastly, we
demonstrate how marginal dynamics of continuous-time Bayesian networks, which only depend on
data, prior assumptions, and the underlying graph structure, can be derived by the marginalization
of the variational free energy. Marginalization of the variational energy provides an approximate
structure score. We use this to detect the best scoring graph using a greedy hill-climbing procedure.
It would be beneficial to identify higher-order approximations of the variational energy in the future.
8
We test our method on synthetic as well as real data and show that our method produces meaningful
results while outperforming existing methods in terms of scalability.
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Supplementary Material
A Algorithms
In this section we give the detailed algorithms described in the main text. All equation references
point to the main text.
A.1 Stationary points of Euler–Lagrange equation
Algorithm 1 Stationary points of Euler–Lagrange equation
1: Input: Legal set of initial trajectories mn(x), boundary conditions m(x, 0) and ρ(x, T ),
ObservationsY.
2: repeat
3: for all n ∈ {1, . . . , N} do
4: for all Y i ∈ Y do
5: Update ρn(x) by backward propagation from ti to ti−1 using (5) fulfilling reset conditions
(6).
6: end for
7: Update mn(x) by forward propagation using (4) given ρn(x).
8: end for
9: until Convergence
10: Output: Set of mn(x) and ρn(x).
A.2 Marginal CTBN dynamics
Algorithm 2 Marginal CTBN dynamics
1: Input: Propose set of initial trajectories mn(x),
observationsY, prior assumption on sufficient statistics α and β, initial guess for R¯un(x, y).
2: repeat
3: Set current R¯un(x, y) as current CIM.
4: Solve marginal dynamic equation with R¯un(x, y) using Algorithm1.
5: Use expected sufficient statistics to update R¯un(x, y) via (8).
6: until Convergence
7: Output: Set of mn(x) and ρn(x).
B Derivations
B.1 Variational energy in star approximation
In the following we derive the star approximation of a factorized stochastic process. In order to lighten
the notation we omit the corresponding process to each variable from now on, with X(t+ δt) = y,
X(t) = x. The exact expression of the variational energy F [Q] for a continuous-time Markov
process decomposes into time-wise energies F [Q] = ∑t f(t) with
f(t) ≡
∫
X
dx
∫
X
dy Q(y | x)Q(x) lnP (y | x)︸ ︷︷ ︸
≡〈H(t)〉Q
−
∫
X
dx
∫
X
dy Q(y | x)Q(x) lnQ(y | x)︸ ︷︷ ︸
≡S[Q](t)
,
where we identified the time-dependent energy function H(x, y, t) ≡ lnP (y | x) and the entropy
S[Q](t). In the following, we explicitly use x = (x1, . . . , xN ) and y = (y1, . . . , yN ) for x, y ∈ X
with xn ∈ Xn and yn ∈ Xn. We assume Q(X) to describe a factorized stochastic process, i.e.
Q(y, x) =
∏
nQ(yn | xn, un)Q(x), where we introduced the process of neighbours Un(t) = un.
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Consider now
〈H(t)〉Q =
∫ ∫
X
dxdy Q(x)
∏
n
Q(yn | xn, un) ln
∏
k
P (yk | xk, uk)
Assuming temporal correlations with neighboring nodes scale with ε
P (yn | xn, un) ≡ P (yn | xn) +O(ε), (9)
where the remainder O(ε) contains dependency on the parents. Naturally, we assume that the
approximating distributionQ has a similar expansion in the same parameter ε. We get the approximate
entropy using Appendix B.1.1 in first order of ε
〈H(t)〉Q =
∫ ∫
X
dxdy Q(x)
∑
n
Q(yn | xn, un)
∏
m6=n
Q(ym | xm)− (N − 1)
∏
m
Q(ym | xm)
∑
k
lnP (yk | xk, uk).
For n 6= k we can sum over yn. This leaves us with
〈H(t)〉Q =
∫ ∫
X
dxdy Q(x)
∑
n
Q(yn | xn, un) lnP (yn | xn, un) +O(ε2).
The exact same treatment can be done for the entropy term and we arrive at variational free energy in
star-approximation
F [Q] =
∑
t,n
∫ ∫
Xn
dxn dynQ(yn, xn, un) [lnP (yn | xn, un)− lnQ(yn | xn, un)] +O(ε2)
B.1.1 Expansion formula I
Note that for
∏N
n=1Qn with Qn = an + εbn for any an, bn ∈ R holds
N∏
n=1
Qn =
N∑
m=1
Qm
N∏
n 6=m,n=1
an − (N − 1)
N∏
n=1
an +O(ε2)
Proof:
N∏
n=1
Qn =
N∏
n=1
an + 
N∑
m=1
bm
N∏
n6=m,n=1
an +
N∑
m=1
am
N∏
n 6=m,n=1
an −
N∑
m=1
am
N∏
n 6=m,n=1
an +O(ε2)
=
N∑
m=1
[am + bm]
N∏
n 6=m,n=1
an +
N∏
n=1
an −
N∑
m=1
N∏
n=1
an +O(ε2)
=
N∑
m=1
Qm
N∏
n6=m,n=1
an − (N − 1)
N∏
n=1
an +O(ε2).
B.2 Continuous-time variational energy in star approximation
In order to perform the continuous-time limit, we representQ by an expansion in δt in set of marginals
Q(yn, xn, un) = δ(x, y)mn(x)m
u
n + τ
u
n (x, y)δt+ o(δt),
with τun (x, x) = −
∑
y 6=x τ
u
n (x, y). By inserting Q
′s representation into F we get
F = −
∑
n
∑
t
∑
x,y 6=x,u
δtτun (x, y)
[
ln δt
τun (x, y)
mn(x)mun
− ln δtRun(x, y)
]
−
∑
n
∑
t
∑
x,u
munmn(x)− δt∑
y 6=x
τun (x, y)
× [ln[1− δt∑y 6=x τun (x, y)
mn(x)mun
]− ln[1 +Run(x, x)δt]
]
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where we also inserted P (Xn(t) = yn | Xn(t) = xn, Un(t) = u) = δx,y +Run(x, y)δt. With the
asymptotic identity ln(1 + δtx) = δtx we can simplify
F = −
∑
n
∑
t
∑
x,y 6=x,u
δtτun (x, y)
[
ln
τun (x, y)
mn(x)mun
− lnRun(x, y)
]
+
∑
n
∑
t
∑
x,u
munmn(x)− δt∑
y 6=x
τun (x, y)
× [δt∑y 6=x τun (x, y)
mn(x)mun
+Run(x, x)δt]
]
which becomes in the continuous-time limit δt→ 0
F =
∑
n
∫
dt
∑
x,y 6=x,u
τun (x, y)[1− ln τun (x, y) + ln(munmn(x))]
+
∑
n
∫
dt
∑
x,u
mn(x)m
u
nRun(x, x) +
∑
x,y 6=x,u
τun (x, y) lnRun(x, y)
 .
The contribution of the likelihood term can be derived to be
F0 =
∑
t
δt
∑
i
EN [lnP (Y i | x)]δ(t, t
i)
δt
=
δt→0
∫ T
0
dt
∑
i
EN [lnP (Y i | x)]δ(t− ti),
EN [f(x)] =
∑
x∈X
f(x)
N∏
k=1
mk(xk), xk ∈ Xk.
B.3 Naive mean-field approximation
We recover the variational energy in naive mean-field approximation by only consider the zeroth
order expansion in the correlations ε, meaning
Q(yn | xn, un) = Q(yn | xn)
Then for the entropy S(t) from Appendix B.1 holds
S(t) ≡
∑
y,x
Q(y, x) lnQ(y, x) =
∑
y,x
∏
n
Q(yn, xn) ln
[∏
m
Q(ym, xm)
]
Thus for the variational energy we arrive at the naive mean-field approximation
F =
∑
n
∑
t
∑
yn,xn
Q(yn, xn)
∑
u
∏
k∈pa(n)
Q(uk) lnP (yn | xn, un)−
∑
n
∑
t
∑
yn,xn
Q(yn, xn) lnQ(yn, xn)
+
∑
n
∑
t
∑
xn
Q(xn) lnQ(xn)
Finally considering the marginals of the transitions
Q(yn, xn) = δx,ymn(x) + τn(x, y) + o(δt),
we recover the result from (Cohn, El-Hay, Friedmann and Kupfermann 2010) using an identical
derivation as given in Appendix B.2.
B.4 CTBN dynamics in star approximation
We are now going to derive the dynamics of CTBNs in star approximation, defined by fulfilling the
Euler–Lagrange equations
∂xL[t, x, x˙]− ∂t[∂x˙L[t, x, x˙]] = 0.
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First lets consider the derivative with respect to mn(x):
∂mn(x)Hn =
∑
u
∑
y 6=x
τun (x, y)
mn(x)
, ∂mn(x)Ej = En[Run(x, x)],
Further if node n has a child j
∂mn(x)Hj =
∑
x,u|Xn(t)=xn=x
∑
y 6=x
τuj (x, y)
mn(x)
, ∂mn(x)Ej =
∑
x
mj(x)En[Run(x, x) | Xn(t) = x].
With respect to the derivative m˙n(x) we get
∂m˙n(x)L = −λn(x).
We derive with respect to the transitions
∂τun (x,y)Hn = ln[mn(x)m
u
n]− ln τun (x, y), ∂τun (x,y)En = lnRun(x, y).
thus
∂τun (x,y)L = ln[mn(x)mun]− ln τun (x, y) + lnRun(x, y)− λn(x) + λn(y).
The derivative with respect to the Lagrange-multipliers yields:
∂λn(x)L = −
m˙n(x)−
 ∑
y 6=x,u
τun (y, x)− τun (x, y)

And lastly assuming a factorized noise model P (Y i|X(t) = x) = ∏n Pn(Y i|Xn(t) = xn) we have
for the derivative of F0
∂mn(x)F0 =
∑
i
lnPn(Y
i|x)δ(t− ti)
These can then be combined as the following Euler-Lagrange equations:
(I) 0 =
∑
u
∑
y 6=x
τun (x, y)
mn(x)
+ En[Run(x, y)] + λ˙n(x) +
∑
i
lnPn(Y
i|x)δ(t− ti)
+
∑
j∈child(n)
∑
x,u|Xn(t)=x
∑
y 6=x
τun (x, y)
mn(x)
+
∑
x
mj(x)Ej [ruj (x, x) | Xn(t) = x]
(II) 0 = ln[mn(x)m
u
n]− ln τun (x, y) + lnRun(x, y)− λn(x) + λn(y)
(III) m˙n(x) =
∑
y 6=x,u
τun (y, x)− τun (x, y).
Exponentiating (II) gives
(II∗) τun (x, y) = mn(x)m
u
nRun(x, y)ρn(y)/ρn(x),
where ρn(x) ≡ exp(λn(x)). Assuming that R is irreducible, ρn(x) and mn(x) are non-zero in
(0, T ) and we can thus eliminate τun (x, y) in (I) and (II). Thus
(I∗) ρ˙n(x) =
∑
y 6=x
En[Run(x, y)]ρn(y) + {En[Run(x, x)] + ψn} ρn(x)
(III∗) m˙n(x) =
∑
y 6=x
{mn(y)En[Run(y, x)]ρn(x)/ρn(y)−mn(x)En[Run(x, y)]ρn(y)/ρn(x)} ,
where we used λ˙n(x) = 1ρn(x) ρ˙n(x). We further summarized
ψn =
∑
j∈child(n)
∑
x
mj(x)
∑
y 6=x
ρj(y)
ρj(x)
En[ruj (x, y) | Xn(t) = x] + En[ruj (x, x) | Xn(t) = x]

+
∑
i
lnPn(Y
i|x)δ(t− ti).
The driving term lnPn(Y i|x)δ(t − ti) then conditions the dynamics on the observations by
limt→ti− ρn(x) = limt→ti+ Pn(Y i|x)ρn(x).
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B.5 Variational marginal score
UsingRun(x, x) = −
∑
y 6=xRun(x, y) we can write
En =
∫
dt
∑
x,u
∑
y 6=x
[τun (x, y) lnRun(x, y)−mn(x)munRun(x, y)] .
For the approximated evidence
P (Y | R) ≈
∏
n
exp [En +Hn] .
we get
P (Y | R) ≈ eH
∏
n
∏
x,u
∏
y 6=x
Run(x, y)E[M
u
n (x,y)]e−E[T
u
n (x)]Run(x,y).
Assuming an independent Gamma prior
P (R | α,β,G) =
∏
n
∏
x,u
∏
y 6=x
γ [run(x, y) | αun(x, y), βun(x)]
=
∏
n
∏
x,u
∏
y 6=x
βun(x)
αun(x,y)
Γ(αun(x, y))
Run(x, y)α
u
n(x,y)−1e−β
u
n(x)Run(x,y).
Thus we can express the graph posterior
P (G|Y,α,β) ∝P (G)
∫ ∞
0
P (Y|R)P (R|α,β,G) dR
=eH
∏
n
∏
x,u
∏
y 6=x
βun(x)
αun(x,y)
Γ(αun(x, y))
×
∫ ∞
0
Run(x, y)E[M
u
n (x,y)]+α
u
n(x,y)−1e−[E[T
u
n (x)]+β
u
n(x)]Run(x,y)dRun(x, y),
which has an analytic solution ∫ ∞
0
xae−bxdx = b−aΓ(a).
Thus we get
P (G|Y,α,β) ∝ eH
∏
n
∏
x,u
∏
y 6=x
(
βun(x)
(E[Tun (x)] + βun(x))E[M
u
n (x,y)]
)αun(x,y) Γ(E[Mun (x, y)] + αun(x, y))
Γ(αun(x, y))
.
B.6 Marginal dynamics for CTBNs
In the following we are going to derive the dynamic equations of the marginal process for which
we have to expand the Gamma-function. Assuming the sum of recorded transitions and prior
transition number to be sufficiently large we can approximate the Gamma-function using Stirling’s
approximation Γ(z) ≈
√
2pi
z
(
z
e
)z
+O ( 1z ) we get the approximate marginal score function
lnP (G|Y,α,β) ∝
∑
n
Hn + En,
with
En =
∑
x,u
∑
y 6=x
(
E[Mun (x, y)] + αun(x, y)−
1
2
)
ln (E[Mun (x, y)] + αun(x, y))
−
(
αun(x, y)−
1
2
)
ln (αun(x, y)) + α
u
n(x, y) ln (β
u
n(x))
− (E[Mun (x, y)] + αun(x, y)) ln (E[Tun (x)] + βun(x))− E[Mun (x, y)],
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∂mn(x)En = −
∑
y 6=x
∑
u
En
[
E[Mun (x, y)] + αun(x, y)
E[Tun (x)] + βun(x)
]
,
∂mn(x)Ej = −
∑
x
∑
y 6=x
mj(x)En
[
E[Muj (x, y)] + αuj (x, y)
E[Tuj (x)] + βuj (x)
| Xn(t) = x
]
1[j ∈ child(n)],
∂τun (x,y)En ≈ ln
(
E[Mun (x, y)] + αun(x, y)
E[Tun (x)] + βun(x)
)
,
where we approximated E[M
u
n (x,y)]+α
u
n(x,y)− 12
E[Mun (x,y)]+αun(x,y)
− 1 ≈ 0. The derivatives with respect to Hn and the
constraint remain unchanged, see Appendix B.4. Finally defining the posterior-rate
R¯un(x, y) ≡
E[Mun (x, y)] + αun(x, y)
E[Tun (x)] + βun(x)
,
we arrive at the same set of equations as in Appendix B.4.
C Processing IRMA data
In this section we present our approach of processing IRMA data. The IRMA dataset consists of
expression data of genes, measured in concentrations, which are continuous. We can not capture
continuous data using CTBNs, but need to map this data to a set of latent states. We identify two
states over-expressed (X = 1) and under-expressed (X = 0) with respect to the basal (equilibrium)
concentration cB . This motivates the following observation model given the basal concentration
P (Y | X = 1, cB) =
{
1/|Y0| , Y ≥ cB and Y ≤ Y0
0 , else
, (10)
P (Y | X = 0, cB) =
{
1/|Y0| , Y < cB and Y ≥ −Y0
0 , else
, (11)
where we have to choose some Y0, so that the likelihood is normalized. We set Y0 to some large value
Y0 ≥ argmax|Y |∈DATA as our method remains invariant under each choice.
We model the basal concentration itself is a random variable, which we assume is gaussian distributed.
We can estimate the parameters of the gaussian distribution µB and σB from the data. The marginal
observation model is then acquired by integration
P (Y | X) =
{
1− erf((Y − µB)/σB) , X = 1
erf((Y − µB)/σB) , X = 0 . (12)
Given this observation model we can assign each measurement a likelihood and can process the data
using our method. We note that other models for IRMA data can be thought of that may return better
(or worse) results using our method.
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