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Introduction
We continue our study of the tempered spectrum of quasi-split classical
groups. Here we examine the case of the special orthogonal groups of odd
dimension. While this is the last of the classical groups to be examined, it is
the first for which our results address the tempered spectrum whose super-
cuspidal support is an arbitrary maximal parabolic subgroup, as we describe
below. We continue to see the connection between poles of local Langlands
L–functions, reducibility of parabolically induced from supercuspidal repre-
sentations, and the theory of twisted endoscopy. The recent progress in au-
tomorphic transfer and the local Langlands conjecture allows us to get more
precise results than in previous cases. In particular, we can show that poles
of the local Rankin-product L–functions are determined by local components
of automorphic transfer, and for the most interesting case of GL2n×SO2n+1,
the pole should be given precisely by this data. That we can also resolve
reducibility for GLk × SO2n+1, for all n and k, stands in contrast to earlier
cases, where we needed some restrictions.
We let M ≃ GLn × SO2m+1 be an arbitrary maximal Levi subgroup
of G = SO2r+1, with m + n = r. The main object of study for us is the
standard intertwining operators and their poles. If τ ′ ⊗ τ is an irreducible
supercuspidal representation of M , then (when τ is generic) the poles of
the intertwining operators are those of the product of two local L–functions,
∗Partially supported by the NSF Grant DMS 9801340
†Partially supported by the NSF Grant DMS0200325 and a Guggenheim Fellowship
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L(2s, τ ′, sym2) and L(s, τ ′ × τ), the latter being the Rankin product L–
function. The intertwining operators have simple poles, and hence at most
one of the L–functions has a pole at s = 0. Furthermore, the operators are
entire if τ ′ 6≃ τ˜ ′. We will therefore restrict ourselves to the case τ ′ ≃ τ˜ ′.
The symmetric square L–functions are studied in [Sh2], and it is shown
there that those irreducible self dual supercuspidal representations which do
not have a pole of this L–function, give a pole of L(s, τ ′,∧2), the exterior
square L–function (cf [Sh2]). It is the subject matter of [He2] that these L–
functions are the Artin L–functions L(s, sym2φ′) and L(s,∧2φ′), where φ′ is
the Langlands parameter attached to τ ′ as in [HT, He]. Thus, such irreducible
supercuspidal representations must have the property that the corresponding
parameter given by [HT, He] must factor through the symplectic group, as
described in [Sh2].
The theory of R-groups [Kn-St, Si] reduces the classification problem for
the tempered spectrum to the case of maximal parabolic subgroups, along
with the combinatorial problem of determining the R-groups themselves. For
classical groups, the R-groups in question have been determined [G3, G4].
The case of the Siegel Levi was addressed by the second named author forG =
Sp2n or SOn in [Sh2]. The first named author applied the methods of [Sh2]
to the Siegel Levi subgroups of quasi-split unitary groups [G1, G2]. The case
of an arbitrary maximal parabolic subgroup was studied in [Sh3] for (split)
SO2n, [GS1] for Sp2n and quasi-split SO
∗
2n and in [GS2] for quasi–split unitary
groups. However, in each case, only the part of tempered spectrum with
supercuspidal support on certain maximal parabolic subgroups were resolved.
In particular, only those parabolics with Levi components of the form GL2n×
SO2m, GL2n×Sp2m, GL2n×SO∗2m, ResE/FGL2m×Um,m, or ResE/FGL2n+1×
Um,m+1. In short, the dimension of the general linear component must have
the same parity as the dimension of the classical group. The reason for this
restriction is our inability to successfully analyze the norm maps in the case
where the dimensions of the two groups have opposite parities.
In the case under current study, we are, in fact, able to give a descrip-
tion of the tempered spectrum with supercuspidal support in any maximal
parabolic subgroup. We accomplish this by noting that the regular semisim-
ple elements of SO2m and SO2m+1 are in bijective correspondence, and this
bijection is well behaved with respect to the norm map we define here (cf.
Lemma 2.5, Corollary 2.6, and Secton 3). We again use the theory of twisted
endoscopy, as described in [KS], and to do so we need to understand the norm
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map from twisted conjugacy classes of GLn to conjugacy classes of SO2m+1.
However, the argument of Lemma 5.9 of [Sh3], which could also be applied
to Lemmas 3.11 of [GS1] and 2.12 of [GS2] is not directly applicable here.
Hence a different approach is needed. We use the fact that the tori of SO2m+1
and SO2m are in bijection in a very straightforward way (cf Corollary 2.6 and
Proposition 2.7). This allows us to construct an explicit proof that the image
of the norm map includes all semisimple classes when n = 2m + 1. We are
then able to further exploit the matching of tori, and its compatibility with
the norm map to show that the same result holds when n = 2m (cf. Section
3). This is then enough to apply the methods of previous cases to arbitrary
parabolic subgroups. We remark that the case of greatest interest here, is
that of n = 2m, owing to the local functoriality conjecture of Langlands
[C-K-PS-S, JS].
Our understanding of the norm map allows us to interpret the poles of
intertwining operators as sums of integrals in which the integrand is a product
of a twisted orbital integral on GLn times an orbital integral on SO2m+1. We
further decompose this and regroup the sum to obtain, as in previous cases,
two parts. The first of which we refer to as the main term, RG, and it comes
from the Weyl integration formula. The other part is given by singular terms.
These singular terms are of the form |W (T)|−1Res
s=0
∫
T\Ω
ϕA(s, γ)|D(γ)| dγ,
with T a Cartan subgroup of SO2ℓ+1, for some ℓ, ϕA an entire function of
s, and Ω an open compact subset of T (cf Theorem 4.9 and Corollary 4.10).
It is quite remarkable that the residue in each of the singular terms above is
independent of the choice of Ω, and therefore depends only on the singular
set. This was noted as well for earlier cases (see [GS2]). At this time, we
have no way of resolving these terms further. Understanding these terms
in some more explicit way must be the focus of further study. We find this
extremely intriguing, and believe these terms must contain deep arithmetic
information which, as yet, we have no techniques for extracting.
There is one other aspect of our study here which differs from our earlier
reports. Due to the significant progress in the Langlands functoriality conjec-
ture, we are able to give a better description of the relation between the poles
of L–functions and the theory of twisted endoscopy. In particular, we use the
recent results of [C-K-PS-S] and [JS] to define a notion of local automorphic
transfer (cf Definition 5.2). Using the properties of the automorphic transfer,
we note that L(s, τ ′ × τ) is entire when n > 2m. Furthermore, if n = 2m,
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L(s, τ ′ × τ) has a pole if and only if τ ′ is the local automorphic transfer of
τ (cf Proposition 5.3 and [JS]). On the other hand, the non-vanishing of
the main term RG is indicative of τ
′ coming from τ via twisted endoscopy
(cf. Definition 5.1). This is our strongest evidence to date that automorphic
transfer is given locally by twisted endoscopy.
In Section 1 we give basic definitions, and give an initial characterization
of the intertwining operator. In Section 2, we examine the norm correspon-
dence for the case n = 2m + 1. In Section 3 we turn to the case n = 2m,
and then apply those results, as well as those of Section 2 to describe the
norm correspondence when n > 2m + 1. In Section 4 we describe the poles
of the intertwining operator for all n and m, and prove our main theorem. In
Section 5 we examine the relation of the results of Section 4 to automorphic
transfer and twisted endoscopy. We remark that several of the proofs of the
results in sections 1 and 2 are almost verbatim those of the corresponding
results in [Sh3, GS1, GS2], except for minor details, such as carrying a sign
all the way through. For this reason we choose to omit some of these longer
proofs, referring to the earlier results.
The authors would like to thank the Centre International de Recontres
Mathe´matiques, in Luminy France, and the Park City Mathematics Institute,
where much of this manuscript was written. Both institutes provided pleas-
ant environs in which to work and a high level of interesting and motivating
mathematical activity.
1 Preliminaries
Let F be a local nonarchimedean field of characteristic zero. Fix the form
wn =


1
.
.
.
1
1
1


∈ GLn(F ), for any n ≥ 1. Note that wn =
twn = w
−1
n . We let G = G(r) = SO2r+1, defined with respect to the form
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w2r+1. The maximal split torus of diagonal elements is denoted by T,
T =




x1
x2
. . .
xr
1
x−1r
. . .
x−12
x−11


∣∣∣∣∣xi ∈ Gm = GL1


We set B = TU to be the upper triangular matrices in G. The root system,
Φ(G,T) is of type Br, with simple roots {e1 − e2, e2 − e3, . . . , er−1 − er, er}.
We take the subset θ = ∆− {en − en+1}. Setting m = r − n, we have
A = Aθ =



xIn I2m+1
x−1In

∣∣∣∣x ∈ GL1

 ,
and M = Mθ = ZG(Aθ) =



g h
ε(g)

∣∣∣∣h∈G(m)g∈GLn

, where ε(g) =
wn
tg−1w−1n . Thus, M ≃ GLn × SO2m+1. Take P =MN, to be the standard
(with respect to (B,T)), parabolic with Levi component M. Then
N =
{I X Y0 I X ′
0 0 I

∣∣∣∣Y + ε˜(Y ) = XX ′
}
,
where X ′ = −w2m+1tXwn, and ε˜(Y ) = wntY wn.
We denote
(1.1) Y + ε˜(Y ) = XX ′.
Note that if (X, Y ) is a solution to (1.1), then
gY ε(g)−1 + ε˜(gY ε(g)−1) = g(Y + ε˜(Y ))ε(g)−1
= (gX)(X ′ε(g)−1) = (gX)(gX)′.
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Thus if there is a solution to (1.1) for Y , then there is a solution for every
element of the orbit of Y under ε–twisted adjoint action of GLn.
Also, if Y ∈ GLn(F ), and (X, Y ) satisfies (1.1), then Y −1 + ε˜(Y −1) =
Y −1(Y + ε˜(Y ))ε˜(Y −1) = Y −1XX ′ε˜(Y )−1 = (Y −1X)(Y −1X)′. So the ε–
conjugacy classes for which (1.1) has a solution is closed under inversion. We
let N be this collection of ε–conjugacy classes.
We fix w0 =

 In(−1)nI2m+1
In

. Then w0 represents the unique
non–trivial element of the Weyl group W (G,A). Let N be the unipotent
radical opposite to N.
Lemma 1.1. Let u =

I X Y0 I X ′
0 0 I

 ∈ N. Then w−10 u ∈ PN if and only if
Y ∈ GLn, in which case
(1.2)
w−10 u =

ε(Y ) −Y −1X In0 (−1)n(I −X ′Y −1X) (−1)nX ′
0 0 Y



 In 0 0(Y −1X)′ I 0
Y −1 Y −1X I


Proof. This is a straightforward matrix calculation.
Corollary 1.2. If (X, Y ) is a rational solution to (1.1), with Y ∈ Gln(F ),
then (−1)n(I −X ′Y −1X) ∈ G(m).
We fix τ ′ ∈ oE(GLn(F )), and τ ∈ oE(G(m)), where oE(H) denotes the
equivalence classes of irreducible admissible unitary supercuspidal represen-
tations of a reductive p–adic group H. We set V (s, τ ′ ⊗ τ) to be the space
of the induced representation, IndGP ((τ
′ ⊗ | det( )|sF )⊗ τ) = I(s, τ ′ ⊗ τ). We
wish to determine the reducibility of I(s, τ ′ ⊗ τ), and thus, we may assume
that (τ ′ ⊗ τ)w0 ≃ τ ′ ⊗ τ. This is equivalent to τ˜ ′ ≃ τ ′, with τ˜ ′ the smooth
contragredient of τ ′. Let V (s, τ ′⊗ τ)0 be those elements of V (s, τ ′⊗ τ) which
are compactly supported in N mod P . We fix f ∈ V (s, τ ′ ⊗ τ)0, with
f
( I 0 0X ′ε(Y ) I 0
Y −1 Y −1X I

) = ξL(Y −1)ξL′(Y −1X) · v′ ⊗ v,
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for some v′ ∈ Vτ ′, v ∈ Vτ , L, L′ compact subsets of Mn(F ), Mn×2m+1(F ),
respectively, and ξL, ξL′ are characteristic functions. Note that such functions
span V (s, τ ′ ⊗ τ)0 over G.
Fix v˜′, v˜ in V˜τ ′ and V˜τ , respectively. Let
ψτ ′(g) = 〈v˜′, τ ′(g)v′〉, g ∈ GLn(F ), and
fτ (h) = 〈v˜, τ(g)v〉, for h ∈ G(m).
We are interested in examining the standard intertwining operator
A(s, τ ′ ⊗ τ, w0)f(g) =
∫
N
f(w−10 ng)dn.
We need only examine poles of s 7→ A(s, τ ′⊗τ, w0)f(e), (Lemma 4.1 of [Sh2])
for f ∈ V (s, τ ′ ⊗ τ)0. Note that, for our choice of f as above
〈v˜′ ⊗ v˜, A(s, τ ′ ⊗ τ, w0)f(e)〉 =(1.3) ∫
(X,Y )
ψτ ′(ε(Y ))fτ ((−1)n(I −X ′Y −1X))| detY |−s−〈ρ,α˜〉F ξ(X, Y )d(X, Y )
with ξ(X, Y ) = ξL(Y
−1)ξL′(Y
−1X). Here (X, Y ) is taken over all solutions
to (1.1) with Y ∈ GLn(F ).
Lemma 1.3. Suppose (X, Y ) is a rational solution to (1.1). If (Xg)(Xg)′ =
XX ′, for some g ∈ GL2m+1(F ), then Xg = Xh, for some h ∈ SO2m+1(F ).
Proof. The proof is essentially the same as Lemma 4.1 of [Sh3], Lemma 3.1
of [GS1], and Lemma 2.1 of [GS2].
We have already seen that if g ∈ GLn(F ), and (X, Y ) satis-
fies (1.1), then so does (gX, gY ε(g)−1). Hence the orbits {X} ∈
GLn(F )\Mn×2m+1(F )/SO2m+1(F ). Parameterize the ε–conjugacy classes for
which (1.1) has a solution. We say, in the case (X, Y ) satisfies (1.1) that {X}
parameterizes {Y −1}. Replacing X with gX leaves (−1)n(I −X ′Y −1X) un-
changed if we replace Y with gY ε(g)−1.
If X1 = Xh, with h ∈ GL2m+1(F ), then by Lemma 1.3 we may assume
h ∈ SO2m+1(F ). Then X1X ′1 = (Xh)(Xh)′ = XX ′, so (Xh, Y ) is also a
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solution to (1.1), and
(−1)n(I −X ′1Y −1X1) = (−1)n(I − (Xh)′Y −1(Xh))) =
(−1)n(I − (−w2n+1 thtXwnY −1Xh)) =
(−1)n(I − h−1(−w2m+1 tXwnY −1X)h) = h−1((−1)nI −X ′Y −1X)h
so the conjugacy class of (−1)n(I −X ′Y −1X) is unchanged.
The following is now clear.
Lemma 1.4. Suppose {X1}, with X1 = gXh parameterizes {Y −11 }, with
Y1 = gY ε(g)
−1, (and h ∈ GL2m+1(F )). Then X1 ∈ GLn(F )XSO2n+1(F ).
Lemma 1.5. Suppose (X, Y ) satisfies (1.1) with Y invertible. Then
(a) (I −X ′Y −1X)X ′ = −X ′Y −1ε(Y −1);
(b) X(I −X ′Y −1X) = −ε(Y −1)Y −1X.
Proof. The proof is in essence that of Corollary 3.2 and Proposition 5.4(b)
of [Sh3], Lemma 3.3 of [GS1] or Lemma 2.3 of [GS2]
Lemma 1.6. Suppose X ∈ Mn×2m(F ), and U = F nX. Let HX = {h ∈
SO2m+1(F )|Xh = ghX for some gh ∈ GLn(F )}. If {0} ( U ( F 2m+1, then
HX ( SO2m+1(F ).
Proof. Suppose h ∈ HX . Let u ∈ U , and choose v ∈ F n, with u = vX . Then
uh = vXh = vghX ∈ U . Thus, U is HX–invariant. If HX = SO2m+1(F ),
then we know U = {0}, or U = F 2m+1.
Lemma 1.7. If {X} ∈ GLn(F )\Mn×2m+1(F )/SO2m+1(F ), and (X, Y ) satis-
fies (1.1), then X(I−X ′Y −1X) = −ε(Y −1)Y −1X, and (−1)n(I−X ′Y −1X) ∈
HX .
Proof. This follows from Lemma 1.5 and the definition of HX .
Lemma 1.8. Fix X ∈ Mn×2m+1(F ) and let U = F nX. Consider F 2m+1
as a symmetric vector space with respect to w2m+1. If U is non–degenerate,
then the right stabilizer H ′X of U in G(m) is the stabilizer of an involution
of O2m+1(F ). If U is degenerate, then H
′
X is contained in a proper parabolic
subgroup of G(m).
Proof. The argument is the same as the corresponding statements of Lemma
4.5 of [Sh3], Lemma 3.6 of [GS1], and Lemma 2.7 of [GS2].
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2 The norm correspondence and the case n =
2m + 1
Definition 2.1. Let {Y −1} be an ε–conjugacy class in N . Denote by
Nε({Y −1}) the conjugacy classes {(−1)n(I − X ′1Y −11 X1)} for all solutions
(X1, Y
′
1) to (1.1) with Y
−1
1 ∈ {Y −1}. This correspondence is finite to one.
Proposition 2.2. Suppose n < 2m, and X ∈Mn×2m+1(F ). Fix an invertible
Y with (X, Y ) a solution to (1.1). Then (−1)n(I − X ′Y −1X) belongs to a
proper parabolic subgroup or a proper centralizer of a singular element of
O2m+1(F ). Furthermore, {Nε({Y −1})} is never regular elliptic.
Proof. Since n < 2m, and X ∈ Mn×2m+1, we have F nX ( F 2m+1, and thus
by Lemma 1.5(b) and Lemma 1.7, we have the first result. Since (−1)n(I −
X ′Y −1X) has at least 2m+ 1− n eigenvalues equal to ±1, the second result
follows.
Lemma 2.3. Suppose S ∈ M2m+1(F ), with −(I + S) ∈ G(m). Then
there is some Y ∈ GL2m+1(F ) and a projection X ∈ M2m+1(F ) with
S = −X ′Y −1X = Y −1X = −X ′Y −1.
Proof. The proof follows the arguments given in Corollary 5.7 of [Sh3],
Lemma 3.8 of [GS1], and Lemma 2.10 of [GS2].
Definition 2.4. When (X, Y ) satisfies the hypotheses of Lemma 2.2, we say
that {Y −1} is the canonical section of the norm correspondence of {Z} =
{−(I −X ′Y −1X)}.
Lemma 2.5. If h ∈ SO2m+1(F ), then the dimension of the h–fixed subspace
in F 2m+1 is odd.
Proof. Let h 7→ h0 =
(
h 0
0 1
)
∈ SO2m+2(F ). By Lemma 5.8 of [Sh3], we
know (F 2m+2)h0 is even dimensional. Since dim(F 2m+2)h0 = dim(F 2m+1)h+1,
and dim(F 2m+2)h0 ≥ 2, we have the lemma.
Corollary 2.6. Let h ∈ SO2m+1(F ) be semisimple. Then h is conjugate to
an element of the form

h11 0 h120 1 0
h21 0 h22

, with each hij ∈Mm(F ).
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Proof. This follows from h having fixed space of dimension at least one.
Proposition 2.7. Let h ∈ SO2m+1(F ) be semisimple. Then there is a Y ∈
GL2m+1(F ) and an X ∈ M2m+1(F ) so that (X, Y ) satisfies (1.1), and h =
−(I −X ′Y −1X).
Proof. By Corollary 2.6 we may assume h =

h11 0 h120 1 0
h21 0 h22

, with hij ∈
Mm(F ). Let h0 = −
[
h11 h12
h21 h22
]
∈ SO2m(F ). Then, by [Sh3], there is a
Y0 ∈ GL2m(F ) and a projection X0 ∈M2m(F ) with
I −X ′0Y −10 X0 = h0, and
Y0 + ε˜(Y0) = X0X
′
0.
Let Y0 =
[
Y11 Y12
Y21 Y22
]
, X0 =
[
X11 X12
X21 X22
]
, and Y −10 =
[
Z11 Z12
Z21 Z22
]
,
Xij, Yij, Zij ∈ Mm(F ). Note that X ′0 = −
[
ε˜(X22) ε˜(X12)
ε˜(X21) ε˜(X11)
]
and ε˜(Y0) =[
ε˜(Y22) ε˜(Y12)
ε˜(Y22) ε˜(Y11)
]
. So,
Y0 + ε˜(Y0) =
[
Y11 + ε˜(Y22) Y12 + ε˜(Y12)
Y21 + ε˜(Y21) Y22 + ε˜(Y11)
]
= X0X
′
0 = −
[
X11ε˜(X22) +X12ε˜(X21) X11ε˜(X12) +X12ε˜(X11)
X21ε˜(X22) +X22ε˜(X21) X21ε˜(X12) +X22ε˜(X11)
]
.
Now, let Y =

Y11 0 Y120 −1/2 0
Y21 0 Y22

 and X =

X11 0 X120 1 0
X21 0 X22

. Then
ε˜(Y ) =

ε(Y22) 0 ε˜(Y12)0 −1/2 0
ε˜(Y21) 0 ε˜(Y11)

 , and
X ′ = −

ε˜(X22) 0 ε˜(X12)0 1 0
ε˜(X21) 0 ε˜(X11)

 .
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Thus, direct computation shows (X, Y ) satisfies (1.1). Furthermore,
I − X ′Y −1X =
I +

ε˜(X22) 0 ε˜(X12)0 1 0
ε˜(X21) 0 ε˜(X11)



Z11 0 Z120 −2 0
Z21 0 Z22



X11 0 X120 1 0
X21 0 X22


= −

h11 0 h120 1 0
h21 0 h22

 , so − (I −X ′Y −1X) = h,
as claimed.
Corollary 2.8. The elements X ∈ M2m+1(F ) and Y ∈ GL2m+1(F ) can be
chosen so that X is a projection, and X ′Y −1X = X ′Y −1 = −Y −1X.
Proof. We know from [Sh3] that the elements X0, Y0 in the proof may be
chosen so that X0 is a projection, and X
′
0Y
−1
0 X0 = X
′
0Y
−1
0 = −Y −10 X0.
Then the specified elements X, Y of the proof of Proposition 2.7 satisfies the
claim.
Lemma 2.9. Let n = 2m + 1. Suppose {Y } ∈ N and X is a projection
satisfying (1.1) with Y . Then −(I − X ′Y −1X) determines the semisimple
part of the conjugacy class of ε(Y −1)Y −1, uniquely.
Proof. If v is in the left image of X , then by Lemma 1.5(b)
vε(Y −1)Y −1X = v(−(I −X ′Y −1X)),
While if vX = 0 we have v(Y + ε˜(Y )) = vXX ′ = 0, and hence vε(Y −1)Y −1 =
−v. Thus, the matrix of ε˜(Y −1)Y −1 with respect to a basis respecting the de-
composition F 2m+1 = ImX ⊕ Ker X , is
[−(I −X ′Y −1X)|ImX ∗
0 −I
]
, prov-
ing the lemma.
Lemma 2.10. Suppose F is algebraically closed, and n = 2m + 1. Let
{Y } ∈ N be ε–semisimple with Y in an ε–stable Cartan subgroup of GLn(F ).
Then, there is an X ∈Mn(F ) satisfying (1.1) with Y so that −(I−X ′Y −1X)
is semisimple in G(m). Moreover, ε(Y −1)Y −1 is in G(m) and every GLn(F )–
conjugate of ε(Y −1)Y −1 belongs to the image of {Y −1} under Nε.
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Proof. Choose h ∈ G(m) so that Y1 = hY h−1 = diag{a1, a2, . . . , a2m+1}.
Then
Y1+ε˜(Y1) = diag{a1+a2m+1, a2+a2m, . . . , am+am+2, 2am+1, am+am+2, . . . , a1+a2m+1}.
Set X1 = i diag{a1 + a2m+1, a2 + a2m, . . . , am + am+2,√2am+1, 1, 1, . . . , 1},
with i =
√−1. Then
X ′1 = −i diag {1, 1, . . . , 1,
√
2am+1, am + am+2, . . . , a1 + a2m+1}.
So
X1X
′
1 = Y1 + ε˜(Y1),
and
I−X ′1Y −11 X1 = −diag{a−11 a2m+1, a−12 a2m, . . . , a−1m am+2,−1, ama−1m+2, . . . , a1a−12m+1}.
So −(I − X ′Y −1X) = diag{b1, b2, . . . , bm, 1, b−1m , . . . , b−11 }, with bi =
a−1i a2m+2−i, i = 1, 2, . . . , m, is semisimple in G(m).
Let X = hX1. Then we have
I −X ′Y −1X = I − (X ′1ε(h)−1)hY −11 h−1(hX1)
= I −X ′1Y −11 X1 is semisimple,
proving the first statement.
We note that Y −11 ε(Y
−1
1 ) = diag{b1, b2, . . . , bm, 1, b−1m , . . . , b−11 }, is
semisimple in G(m). Now choose Y2, an ε–conjugate of Y for which there is
a projection X2 satisfying (1.1) with Y2 so that I−X ′Y −1X = I−X ′2Y −12 X2
(Corollary 2.8).
Then ε(Y −12 )Y
−1
2 is conjugate to ε(Y
−1)Y −1 and, by the proof of Lemma
2.9, ε(Y −12 )Y
−1
2 has matrix
(−(I −X ′2Y −12 X2)|ImX2 ∗
0 −I
)
with respect to
some basis. As Y belongs to an ε–stable Cartan, Y −1ε(Y −1) = ε(Y −1)Y −1
and thus Y −12 ε(Y
−1
2 ) and ε(Y
−1
2 )Y
−1
2 have the same eigenvalues. Thus, the
eigenvalues of −(I−X ′Y −1X) = −(I−X ′2Y −12 X2) which are not equal to −1
are among those of ε(Y −12 )Y
−1
2 . Therefore, ε(Y
−1)Y −1 and −(I −X ′Y −1X)
are GLn(F )–conjugate.
Lemma 2.11. Let n = 2m+1 and suppose F is not necessarily algebraically
closed.
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(a) Suppose {Y } ∈ N is ε–semisimple. If Y satisfies (1.1) with some X for
which −(I−X ′Y −1X) ∈ G(m) is semisimple, then all other conclusions
of Lemma 2.10 hold.
(b) The semisimple part of every conjugacy class in Nε({Y −1}) is GLn(F )–
conjugate to {ε(Y −1)Y −1}.
Lemma 2.12. Let Css be the collection of semisimple conjugacy classes in
G(m), and C′ the ε–conjugacy classes in GL2m+1(F ). Then Nε : Css −→ C′
is continuous.
(This follows in the same manner as Proposition 5.9 of [Sh3], Lemma 3.16
of [GS1], and Lemma 2.21 of [GS2].)
For any n, we let θ∗ be the automorphism of GLn defined by θ
∗(g) =
un
tg−1u−1n , with
un =


−1
1
−1
.
.
.


.
Note that un = gθwn, with gθ = diag{−1, 1,−1, . . .}. So θ∗ = Int(gθ)ε.
Lemma 2.13. θ∗ preserves a splitting of GLn over F .
Proof. Let B′0 be the Borel subgroup of upper triangular matrices in GLn
and T′0 the maximal split torus of diagonal elements. Let Xi(t) = tEi,i+1,
with Ei,i+1 the standard basis element of Mn(F ). Then (B
′
0,T
′
0, {Xi}n−1i=1 ) is
a splitting of GLn over F . It is a straightforward matrix computation that
θ∗0(I +Xi) = I +Xn−i, so θ
∗ fixes this splitting.
For convenience, we denote GLn by G
′, and for Y ∈ G′, we set G′ε,Y to
be the twisted centralizer of Y in G′. That is
G′ε,Y = {g ∈ G′ |g−1Y ε(g) = Y }.
If Y ∈ G′ = G′(F ), then we let G′ε,Y = G′ε,Y (F ).
We note the following result, which is implicit on pg. 273 of [GS1], whose
proof is the same as the similar statement on pp 258-259 of [GS2].
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Lemma 2.14. We have G′ε,ε(Y ) = G
′
ε,Y−1 = ε(G
′
ε,Y ).
Lemma 2.15. Assume n = 2m + 1, that (X, Y ) satisfies (1.1), and Z =
−(I − X ′Y −1X). Suppose g ∈ G′ε,Y (F ) and there is an h ∈ G(m) with
gX = Xh. Then h, whose class modulo the right stabilizer of X is uniquely
determined, belongs to GZ(F ). Conversely, suppose h ∈ GZ(F ), and (X, Y )
gives the canonical section over Z. If there is some g ∈ G′(F ) with gX = Xh,
then there is such a g ∈ G′ε,Y (F ).
Proof. The proof here is similar to that of Lemma 3.17 of [GS1], or Lemma
2.19 of [GS2].
Suppose F = F . Let T′0 be the maximal torus of diagonal elements
of G′. Define N θ∗(Y ) = Y θ
∗(Y ). If Y = diag{a1, a2, . . . , a2m+1}, then
N θ∗(Y ) = diag{a1a−12m+1, a2a−12m, . . . , ama−1m+2, 1, a−1m am+2, . . . , a−11 a2m+1}.
Therefore, we have kerN θ∗ = {diag{a1, a2, . . . , am, am+1, am, am−1, . . . , a1}}.
Let Y0 = diag{a1, a2, . . . , am,√am+1, 1, 1, . . .}. Then Y0θ∗(Y −10 ) = (I −
θ∗)(Y0) = diag{a1, a2, . . . , am, am+1, am, . . . , a1}. Thus kerN θ∗ = (I−θ∗)T′0.
Now suppose F is not necessarily algebraically closed. Let TH be a Cartan
subgroup of G(m), defined over F . Choose a θ∗–stable pair (B′,T′), of
GL2m+1 with T
′ defined over F such that there is an isomorphism TH
∼−→ T′θ∗
defined over F .
Lemma 2.16. When n = 2m+ 1, the map Y 7→ Y θ∗(Y ) from T′ to T′ has
(T′)θ
∗
= {t|θ∗(t) = t} as its image, can be identified with the projection of
T′ onto T′θ∗ and is defined over F .
Proposition 2.17. Suppose n = 2m + 1. The norm correspondence Nε
agrees with the negative of the norm map of Kottwitz and Shelstad [KS] on the
intersection of N with the strongly ε–regular ε–semisimple conjugacy classes
in GLn.
3 The cases n = 2m, and n > 2m + 1
In this section we extend the results of Section 2, first to n = 2m, and then to
n > 2m+1. We begin by proving the ε–norm is surjective on the semisimple
classes, when n = 2m. For now we always assume n = 2m.
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Lemma 3.1. Let h ∈ G(m) be semisimple. Then there is a Y ∈ GLn(F ), and
an X ∈Mn×2m+1(F ) with Y + ε˜(Y ) = XX ′, so that {h} = {I −X ′Y −1X}.
Proof. As in the proof of Proposition 2.7, we may assume h =

h11 0 h120 1 0
h21 0 h22

,
with hij ∈ Mm(F ). Let h0 =
[
h11 h12
h21 h22
]
in SO2m(F ). Pick Y =
[
Y11 Y12
Y21 Y22
]
and X0 = [X1 X2] as in Proposition 5.9 of [Sh3], with Yi ∈ Mm(F ), and
X1, X2 ∈ Mn×m(F ). That is h0 = I −X ′0Y −1X0. Now set X = [X1 0 X2] ∈
Mn×2m+1(F ). Note that X
′ =

X ′20
X ′1

 and XX ′ = X0X ′0 = Y + ε˜(Y ). Fur-
thermore,
I −X ′Y −1X = I −

X ′20
X ′1

Y −1[X1 0 X1]
= I −

X ′2Y −1X1 0 X ′2Y −1X20 0 0
x′1Y
−1X1 0 X
′
1Y
−1X2

 ,
and direct comparison, we see I −X ′Y −1X = h.
Lemma 3.2. Suppose F is algebraically closed, and n = 2m. Let Y ∈
GLn(F ) be ε–semisimple and in an ε–stable Cartan subgroup. Then there
is an X ∈ M2×2m+1(F ) satisfying (1.1) with Y for which (I − X ′Y −1X) is
semisimple in G(m).
Proof. Let T′ be an ε–stable Cartan containing Y . Let T′1 =


A11 0 A120 1 0
A21 0 A22

∣∣∣∣
(
A11 A12
A21 A22
)
∈ T′

 with each Aij ∈ Mm(F ). Let ϕ :
T′ → T′1 be the obvious map. Then ε˜(ϕ(A)) = ϕ(ε˜(A)), and thus T′1 is
ε˜–stable, and hence ε–stable. By Proposition 2.7 there is an X1 ∈M2m+1(F )
satisfying (1.1) with ϕ(Y ) so that I −X ′1ϕ(Y )−1X1 is semisimple. Then, the
proof of Lemma 3.1 shows there is an X ∈Mn×2m+1(F ) satisfying (1.1) with
Y so that I −X ′Y −1X = I −X ′ϕ(Y )−1X is semisimple.
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Corollary 3.3. (a) If F is algebraically closed and ϕ is as in the proof of the
Lemma 3.2, then every GL2m+1(F ) conjugate of ϕ[ε(Y
−1)Y −1] belongs
to the image of {Y −1} under Nε.
(b) Suppose F is not necessarily algebraically closed. If there is an X ∈
Mn×2m+1(F ) satisfying (1.1) with Y for which I−X ′Y −1X is semisim-
ple, then all of the above conclusions hold. In particular the semisimple
part of the conjugacy classes in Nε({Y −1}) is GL2m+1(F )–conjugate to
ϕ(−ε(Y −1)Y −1).
Here we again choose a Cartan subgroup TH of G(m) defined over F .
By Lemma 2.16 and composing with ϕ, or by the above (or by [Sh3]) we can
choose a θ∗–stable pair (B′,T′) of GLn(F ) with TH
∼−→ T ′θ∗ defined over F .
Lemma 3.4. (a) The map Y 7→ Y θ∗(Y ) from T′ to T′ has (T′)θ∗ as its
image, and can be identified with the projection of T′ onto T ′θ∗.
(b) N−1ε : Css −→ C′ is continuous.
Proof. (a) This was shown in [Sh3].
(b) This follows from Lemma 2.12 and composing with ϕ.
Proposition 3.5. The map ϕ ◦ Nθ∗ agrees with the norm map of Kottwitz
and Shelstad.
We now consider the case n > 2m+ 1, and n of any parity.
Lemma 3.6. If n > 2m+1, then the image of the ε–norm map Nε : N → C
contains all the semisimple classes.
Proof. If n is odd, we inject SO2m+1 →֒ SOn by h 7→

Ij h
Ij

 = h1,
with j = n−2m+1
2
. Then the argument of Corollary 3.3 of [GS1] applies. If n is
even, then we embed G(m) →֒ G(n) as above. We can choose Y ∈ GLn(F )
and X0 ∈ Mn,n+1(F ) so that I − X ′0Y −1X0 = h1. By the proof of Lemma
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3.2, we can take X0 = [X1 0 X2], with Xi ∈ Mn
2
. Take X1 = [A11 A12], and
X2 = [A21 A22]. Now, taking
X = [A12 0 A21] ∈Mn×2m+1(F )
and comparing the block forms of I − X ′0Y −1X0 and I − X ′Y −1X , we see
that I −X ′Y −1X = h.
4 Poles of intertwining operators
We now use the results of §2 and §3 to determine the poles of the operators
A(s, τ ′ ⊗ τ, w0), and compute their residues.
Proposition 4.1. Suppose n = 2m or n = 2m+1. Further suppose that the
ε–conjugacy class {Y −1} is ε–regular. Then Nε({Y −1}) consists of a single
regular semisimple class in G = G(m). If we assume that Y −1 and ε(Y −1)
commute (i.e. −Y −1ε(Y −1) (n = 2m + 1) or −ϕ(Y −1ε(Y −1))(n = 2m)), is
in G) then the converse holds, i.e., if Nε({Y −1}) is regular semisimple, then
{Y −1} is ε–regular and ε–semisimple.
Proof. For n = 2m the statements of this proposition follow from Proposi-
tion 4,1 of [GS1], or [Sh3], by composing with the embedding ϕ : SO2m →֒
SO2m+1. Thus, assume n = 2m+1. Then we know, from the proof of Propo-
sition 2.7, that we may choose Y1, ε–conjugate to Y , and Y0 ∈ GL2m(F ),
so that −Y −11 ε(Y1)−1 = −ϕ(Y −10 ε(Y −10 )) and hence, by the above, we
have Y −11 ε(Y
−1
1 ) is regular and semisimple. Thus, so is Y
−1ε(Y −1) which
is GL2m+1(F )–conjugate to Y
−1
1 ε(Y
−1
1 ). Choosing Y2, X2 with X2 a pro-
jection and Y −12 which is ε–conjugate to Y
−1 (and (X2, Y2) a solution of
(1.1)), we may assume I − X ′2Y −12 X2 = I − X ′Y −1X . As in Lemma 5.10
of [Sh3], we see that the eigenvalues of Y −12 ε(Y
−1
2 ) different from 1 are
among those of the semisimple part of I − X ′2Y −12 X2. But Y −1ε(Y −1) is
GLn(F )–conjugate to ε(Y
−1)Y −1, so the eigenvalues of Y −12 ε(Y
−1
2 ) and those
of ε(Y −12 )Y
−1
2 are the same. Thus, by Lemma 1.5, the eigenvalues of the
semisimple part of I − X ′2Y −12 X2 are among those of −ε(Y −12 )Y −12 . There-
fore, the semisimple parts of I − X ′Y −1X and −ε(Y −1)Y −1 are GLn(F )–
conjugate. Since −ε(Y −1)Y −1 is GLn(F )–conjugate to a regular element
in G(F ), we see I − X ′Y −1X must also be regular and semisimple. Now
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suppose Y + ε˜(Y ) = XX ′, and Y −1ε(Y −1) ∈ G(F ) = SO2n+1(F ), and sup-
pose Nε({Y −1}) contains a regular semisimple class {I − X ′Y −1X}. Then
by Lemma 1.5(a) and Lemma 2.9, the conjugacy class of −(I −X ′Y −1X) is
completely determined by the semisimple part of −ε(Y −1)Y −1 ∈ G(F ). Con-
versely, Lemma 2.9 shows that −(I − X ′Y −1X) determines the semisimple
part of the conjugacy class of Y −1ε(Y −1), uniquely. Since {I −X ′Y −1X} is
regular semisimple, and Y −1ε(Y −1) ∈ G(F ), then we must have Y −1ε(Y −1)
is regular and semisimple. Therefore, {Y −1} must be ε–semisimple, as in the
proof of Proposition 4.1 of [GS1].
Corollary 4.2. For n > 2m + 1, and almost all regular elliptic conjugacy
classes {h} ∈ G(m), the collection N−1ε ({h−1}) of ε–conjugacy classes pa-
rameterized by {h} is a unique ε–regular, ε–conjugacy class in GL2m+1(F ).
Proof. By the proof of Corollary 2.2 of [GS1], and the proof of Proposition
2.7, for almost all regular classes inG(m), there is a choice of Y2 ∈ GL2m+1(F )
satisfying (1.1) with X2 = I2m+1, and I−X ′2Y −12 X2 ∈ {h}. Thus, Y2+ε˜(Y2) =
I ′2m+1 = −w2m+1w2m+1 = −I2m+1. By Proposition 4.1 the ε–conjugacy class
of Y2 is ε–regular, and uniquely determined by h. Now if n > 2m+1 is odd,
we take X =

 0I2m+1
0

 ∈Mn×2m+1(F ) so X ′ = (0,−I2m+1, 0) and
XX ′ =

0 0 00 −I2m+1 0
0 0 0

 .
Taking Y =

I Y2
−I

 , so ε˜(Y ) =

−I ε˜(Y2)
I

 , we have Y +
ε˜(Y ) = XX ′ and
I2m+1 −X ′Y −1X = I2m+1 − (0,−I2m+1, 0)

I Y −12
I



 0I2m
0


= I − (0 −Y −12 0)

 0I2m
0

 = I + Y −12 = h.
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Thus, we need to check that for almost all Y2, the class of Y satisfying (1.1)
is, up to GLn(F )–conjugacy, given as above.
Note that Ker XX ′ =
{a10
a2

∣∣∣∣ai ∈ F j
}
, with j =
n− (2m+ 1)
2
,
and Im X ′ =
{0b
0

∣∣∣∣b ∈ F 2m+1
}
. Furthermore, we note that Y −1
(and hence Y ) acts semisimply on the image and kernel of XX ′. Thus,
Y = diag(J1, Y2, J2), with J1, J2 ∈Mj(F ), and
Y + ε˜(Y ) =

J1 Y2
J2

+

ε˜(J2) ε˜(Y2)
ε˜(J1)

 .
Therefore, diag(J1, J2) is ε˜–skew symmetric, and Y2 + ε˜(Y2) = X2X
′
2 and
hence up to GLn(F )–conjugacy, Y is as above. This proves the claim for n
odd.
Now suppose n is even. By [Sh3], for almost all regular elliptic conju-
gacy classes {h1} in SO2m(F ), Nε({h1}) parameterizes a unique ε–conjugacy
class {Y −11 } ∈ GLn(F ). Then we see that h =

h11 0 h120 1 0
h21 0 h22

 (where h1 =
(
h11 h12
h21 h22
)
) parameterizes {Y −11 } = {ϕ(Y −1)} =



Y11 0 Y120 1 0
Y21 0 Y22



 ⊂
G(n
2
+ 1), and by the above this is unique for almost all h1. Thus, there
is a unique {Y −1} parameterized by {h}, for almost all {h}.
Lemma 4.3. Let α ∈ (F×)2 and choose λ ∈ F× with λ2 = α. Let
α0 = diag(αIm, λ, Im). Then for any {γ′} ∈ N , we have Nε({αγ′}) =
α−10 Nε({γ′})α0.
Proof. Note that if α∨ = αI2m, then α
∨ = α0ε˜(α0) = α0ε(α0)
−1. Thus, if
Y −1 ∈ {γ′} and (X, Y ) satisfies (1.1), then we have
αY + ε˜(αY ) = Xα∨X ′ = Xα0ε(α0)
−1X ′ = (Xα0)(Xα0)
′
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so Nε{(αY )−1} = N({α−1γ′}) =
{I − (Xα0)′(αY )−1(Xα0)} = {I − α−1ε(α0)−1(X ′Y X)α0}.
But α−1ε(α0)
−1 = α−1

Im λ
αIm

 =

α−1Im α−1λ
Im

 = α−10 .
Thus, N({α−1Y −1}) = α−10 N({Y −1})α0 and therefore N({αY −1}) =
α0N{(Y −1)}α−10 .
Let Css be the collection of semisimple conjugacy classes in G = G(m).
Suppose n = 2m. Let T be a Cartan subgroup of G(m), defined over F . We
may choose a θ∗–stable Cartan T′ of GLn and an isomorphism T
′
θ ≃ ϕ(T)
defined over F , as in [Sh3]. Thus, T′θ ≃ T is defined over F as well, and by
[KS] this isomorphism induces the image map AG(m)/GLn between Css and
θ∗–semisimple θ∗–conjugacy classes in GLn. Again by [Sh3], we see that
T′
ϕ(T) ≃ T′θ∗ T′gθ∗
❍
❍
❍
❍
❍
❍
❍❥
h
❄
Nθ∗
✛
Nε
commutes on strongly θ∗–regular elements of T′. So
T′
T∗θ∗ ≃ T T′gθ∗
❍
❍
❍
❍
❍
❍
❍❥
h
❄
Nθ∗
✛
Nε
also commutes.
In the language of [KS] we see that h = m−1 when we take ψ = 1.
Now, if n = 2m+ 1, then the map T′θ∗ ≃ T is again defined over F and
so the above diagrams are again commutative.
Lemma 4.4. Let T be a Cartan subgroup of G(m) defined over F . Then
there is a θ∗–stable Cartan T′ of GL2m (respectively GL2m+1) such that the
diagram
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T′
T ≃ T′θ∗ T′gθ∗
❍
❍
❍
❍
❍
❍
❍❥
m−1
❄
Nθ∗
✛
Nε
Commutes up to a sign on all θ∗–strongly regular θ∗–semisimple elements of
T′(F ). Furthermore T ≃ T′θ∗ induces the image map AG/G′. If δ∗ ∈ T′ is
θ∗–strongly regular, then Centθ∗ (δ
∗,G′) ≃ (T′)θ∗.
Proof. All statements follow from the above observations, except the last.
This follows from Lemma 4.4 of [GS1], or the argument therein as appropri-
ate.
In order to compute the residue of the intertwining operators, we will need
to integrate over twisted conjugacy classes in N . We have seen that, up to
a set of measure zero, these are parameterized by regular semisimple classes
in G, i.e. Css. Fix a representative T for each conjugacy class of Cartan
subgroups of G defined over F . Fix dγ to be a Haar measure on T = T(F ).
Then by Lemmas 2.16 and 3.4, along with Lemma 4.4, the Jacobian of the
open inversion of pg. 227 of [A], with the measure |W (T )|−1|Dθ∗(γ′)|dγ, as
T ranges over the conjugacy classes of Cartans, provides a measure on N
(where {γ} ∈ Nθ∗({γ′}), for each regular {γ′gθ∗} in N ). Here
Dθ∗(γ
′) = det(Ad(γ′) ◦ θ∗ − 1)|G/Gθ∗ ,γ′ ,
is as given in [KS]. As in previous cases, the constant |W (T )|−1 is suggested
by the Weyl integration formula. Now, by Lemma 4.5.A of [KS], the function
κ1({γ}, {γ′}) = |Dθ∗(γ′)|/|D(γ)|
is bounded on {({Nθ∗({γ′})}, {γ′})}. Assume {γ} is regular and semisimple.
Define
κ({γ}, {γ′}) =
{
κ1({γ}, {γ′g−1θ∗ }) if {γ} ∈ Nε({γ′}) and γ′ is ε–regular
0 otherwise.
For each regular semisimple conjugacy class {γ} ∈ Css, let A({γ}) =
{{αγ′}|α ∈ (F×)2\F×, {γ} ∈ Nε({(γ′)−1})}. Now set
∆({γ}, {αγ′}) =
{
ω′(α)κ({γ}, {γ′}) if {γ} ∈ Nε({(γ′)−1});
0 otherwise.
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For Y ∈ G′ and f ′ ∈ C∞c (G′), we let Φε(Y, f ′) be the associated twisted
orbital integral,
Φε =
∫
G′/G′
ε,Y
f(g−1Y ε(g)) dg.
Similarly, for γ ∈ G, and f ∈ C∞(G), we let
Φ(γ, f) =
∫
G/Gγ
f(g−1γg) dg
be the associated orbital integral. We also let
Φε(A({γ}), f ′) =
∑
{γ′}∈A({γ})
∆({γ}, {γ′})Φε(γ′, f ′),
for any f ∈ C∞(G′).
The residue of A(s, τ ′ ⊗ τ, w0) at s = 0 will decompose into two parts.
As in [GS1, GS2], the main part of this residue will come from regular el-
liptic elements via the Weyl integration formula applied to the class func-
tion Φε(A({γ}), f ′), giving a pairing between characters of representations
of G(m) and ε–twisted characters of ε–stable representations of GLn(F ), and
we return to this in Section 5. To be more precise, the contribution from the
regular elliptic classes is of the form
RG(fτ , f
′) =
∑
{Ti}
µ(Ti)|W (Ti)|−1
∫
Ti
Φ({γ}, fτ )Φε(A({γ}), f ′)|D(γ)|dγ,
where {Ti} runs over the conjugacy classes of elliptic Cartan subgroups of
G = G(m), and Ti = Ti(F ). For each i, µ(Ti) is the measure of Ti, and
due to the definition of ∆ and the fact that the norm is onto the semisimple
classes, we see that this is an integral over ε–conjugacy classes in N .
We now discuss the convergence of RG(fτ , f
′). The steps we follow are
analogous to those of [GS1]. A new feature, however is the treatment of a
case of the form M ≃ GLn×SO2m+1, with n even. Clearly, we need to show
that, for any elliptic torus T of G(m), the term∫
T(F )
Φ(γ, fτ )Φε(A({γ}), f ′)|D(γ)|dγ
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is convergent. By Theorem 14 of [HC1], |D(γ)|1/2Φ(γ, fτ ) is bounded on
Treg(F ), the intersection of T(F ) with the regular set of G. Thus, we need
to establish the convergence of∫
T(F )
Φε(A({γ}), f ′)|D(γ)|1/2dγ,
which is then implied by the convergence of
(4.1)
∫
T(F )
Nε({γ′})={γ}
|Φε(αγ′, f ′)|κ1({γ}, {γ′})|D(γ)|1/2dγ,
for any α ∈ (F×)2\F×.
Note that wn = gεun = ungε, where
gε = diag(−1, 1,−1 . . .− 1) if n is odd and
gε = diag(1,−1, 1, . . . ,−1), when n is even.
Then, (4.1) can be rewritten as
(4.2)
∫
T(F )
Nθ∗ ({γ
′})={γ}
|Φθ∗(γ′, Rgεαf ′)||Dθ∗(γ′)||D(γ)|−1/2dγ
As Φθ∗ is a tempered distribution, we have Φθ∗(γ
′, f ′)|Dθ∗(γ)|1/2 is bounded
on the intersection of Tθ∗(F ) with the θ
∗–regular elements of GLn(F ). (See
[C1, HC1].) Now, since Lemma 4.5.A of [KS] gives the boundedness of
κ1({γ}, {γ′})1/2, we see (4.2) must converge.
In order to resolve (1.3), we integrate first over the orbits of N un-
der M = G′ × G. Note that, for (g, h) ∈ M , d((g, h)(X, Y )(g, h)−1) =
d(gXh−1, gY ε(g)−1) = | det g|〈2ρ,α˜〉F d(X, Y ). So setting d∗(X, Y ) = d(X, Y ) ·
| detY |−〈ρ,α˜〉F we have d∗(gXh−1, gY ε(g)−1) = d∗(X, Y ). As in [GS1], we
write d∗(X, Y ) as the product of two measures, d∗1(X, Y ) and d
∗
2(X, Y ), with
the first giving the integral over the orbit of (X, Y ) in N , and the second
integration over all such orbits. The discussion of Section 1 shows that
d∗2(Y
−1X, ε(Y )) = d∗2(X, Y ). As d
∗(X, Y ) and d∗2(X, Y ) are M–invariant,
so is d∗1(X, Y ).
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Let ∆∨ be the stabilizer of (X, Y ) under the action of M . Then
∆∨ = {(g, h) ∈M |g ∈ G′ε,Y , Xh = gX}.
Then, direct computation, as in the proof of Lemma 2.15 shows h ∈ GZ(F ),
with Z = (−1)n(I − X ′Y −1X). For convenience, we abuse notation and
view ∆∨ as a subgroup of both G′ε,Y and GZ(F ), by its projection onto its
components.
Let dδ be a measure on ∆∨, and fix measures dg, dh on GLn(F ) and
G(F ) so that d∗1(X, Y ) is the quotient of dgdh by dδ. Now consider the map
(g, h) 7→ (gXh−1, gY ε(g)−1), from M to the orbit of (X, Y ). We change the
orbit representative, to (Y −1X, ε(Y )), which has the effect of changing (g, h)
to (gY −1, h). Therefore, dg and dh remain unchanged by this transformation.
Also, acting by (Y −1, I) on (g, h) conjugates the stabilizer ∆∨ of (X, Y ) to
(Y, I)∆∨(Y −1, I), and thus this change of variables leaves dδ unchanged. Now
d∗1(Y
−1X, ε(Y )) = d∗1(X, Y ), and thus d
∗(X, Y ) = d∗(Y −1X, ε(Y )). Now we
consider (1.3) and make the above change of variables,
(4.3)∫
(X,Y )
ψτ ′(ε(Y ))fτ ((−1)n(I −X ′Y −1X))| detY |−sF ξL(Y −1)ξL′(Y −1X)d∗(X, Y )
=
∫
(X,Y )
ψτ ′(Y )fτ ((−1)n(I −X ′Y −1X))ξL(ε(Y )−1)ξL′(X)| detY |sd∗(X, Y ).
Let ω′ be the central character of τ ′. Then ω′ is quadratic, and we may
choose f ′ ∈ C∞c (G′) so that
ψτ ′(g
′) =
∫
Z(G′)
f ′(zg′)ω′(z−1)d×z.
With this substitution, (4.3) becomes
(4.4)∫
F×
∫
(X,Y )
f ′(zY )ω′(z)fτ ((−1)n(I−X ′Y −1X))| detY |sξL(ε(Y −1))ξL′(X)d∗(X, Y )d×z.
Now we consider the map from the M–orbit of (X, Y ) to G′/∆∨ × ∆∨ \G,
given by
(gXh−1, gY ε(g)−1) 7→ g∆′ ×∆∨h.
24
Then the fibers of this map are homeomorphic to X∆∨. The contribution
from the M–orbit of (X, Y ) to (4.4) is then
ψ˜(s, Z) =
∑
α∈(F×)2\F×
ω′(α)
∫
g∈G′/∆∨
∫
h∈∆∨\G
∫
X∆∨
f ′(αgY ε(g)−1)fτ (h
−1Zh)
·| det(gY ε(g)−1)|s dg dhd(Xh0)
∫
Z(G′)
ξL˜(z
−2gY ε(g)−1)ξL′(z
−1gXh0h)| det z|−2sd×z,
where L˜ = ε(L). Note that here (as in [GS1]) we have suppressed the de-
pendence of ψ˜ on the parameters X, Y, f ′, fτ , L, and L
′. Considering ∆∨ as
a subgroup of G′ε,Y and GZ (see above), we get
ψ˜(s, Z) =
∑
α∈(F×)2\F×
ω′(α)
∫
G′/G′
ε,Y
∫
GZ\G
∫
g0∈G′ε,Y /∆
∨
∫
XGZ
·
f ′(αgY ε(g)−1)fτ (h
−1Zh)| det(gY ε(g)−1)|s dg dhdg0 dXh0 ·∫
Z(G′)
ξL˜(z
−2gY ε(g)−1)ξL′(z
−1gg0Xh0h)| det z|−2sd×z.(4.5)
Let Φs,ε(αY, f
′) =
∫
G′/G′
ε,Y
f ′(αgY ε(g)−1)| det(gY ε(g)−1|sdg. Certainly,
lim
s→0
Φs,ε(αY, f
′) = Φε(αY, f
′) =
∫
G′/G′
ε,Y
f ′(αgY ε(g)−1)dg is a twisted orbital
integral.
Suppose n = 2m + 1, and (Y, I) is a solution to (1.1). Then Z = −(I −
I ′Y ) = −(I +Y −1). Note that, if g ∈ G′ε,Y , then, as Y + ε˜(Y ) = −I, we have
−I = g(Y + ε˜(Y ))ε(g)−1 = −gε(g)−1, so g ∈ G. Thus, G′ε,Y = GZ(F ) ≃ ∆∨.
We then set
ψ(s, z) =
∑
α
ω′(α)
∫
G′/G′
ε,Y
∫
GZ\G
∫
GZ
f ′(αgY ε(g)−1)fτ (h
−1Zh)| det(gY ε(g))|s ·
( ∫
Z(G′)
ξL˜(z
−2gY ε(g)−1)ξL′(z
−1gh0h)| det z|−2sd×z
)
dg dh dh0.(4.6)
In this case, ψ(s, z) = ψ˜(s, Z).
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Lemma 4.5. Let n = 2m + 1. Assume Y is ε–regular. Then ψ˜(s, Z) con-
verges absolutely for Re s > 0. Further, suppose (Y, I) satisfies (2.1), i.e., for
almost all twisted conjugacy classes in N . Then ψ(s, Z) also converges ab-
solutely for Re s > 0, and there is a function EZ(s) = E(s, z, Y, fτ , f
′, L, L′),
which as a function of s is entire, such that ψ(s, Z) = EZ(s) if Z is regular,
non–elliptic, and
ψ(s, Z) = EZ(s) +∑
α∈(F×)2\F×
ω′(α) · Φε,s(αY, f ′)Φ(Z, fτ )µ(GZ(F ))qb(Y,Z)sL(1, 2ns)
for Re s > 0 if Z is regular elliptic. Here, b(Y, Z) is an integer depending on
fτ , f
′, L, L′, as well as Y and Z. In particular,
Res
s=0
ψ(s, Z) = (2n log q)−1
∑
α
ω′(α)Φε(αY, f
′)Φ(Z, fτ )µ(GZ(F )),
if Z is regular elliptic, and Res
s=0
ψ(s, Z) = 0 if Z is regular but non–elliptic.
Proof. (This is as in [GS1]). We prove the lemma when X = I. The con-
vergence of ψ˜(s, Z) will follow from this. Recall that we have fixed L and
L′ to be basic neighborhoods of 0. Since f ′(αgY ε(g)−1)ξL˜(z
−2gY ε(g)−1) = 0
unless gY ε(g)−1 ∈ z2L˜ ∩ α−1 supp(f ′) for some α, the argument used in
[Sh2, Sh3, G1, G2] shows that | det z| is bounded below, and the bound
depends only on L and f ′. Now the semi-simplicity (respectively ε–semi-
simplicity) of Z (resp. Y ) implies the integrand in (4.6) vanishes for g and
h outside compact sets S(g) ⊆ G′/G′ε,Y and S(h) ⊆ GZ\G. Then S(g) and
S(h) depend on Y, Z, fτ and f
′.
We may consider only h0 (in the integrand of (4.6)) within the con-
nected component of GZ , and since Z is semisimple, we may assume
h0 = (a1, a2, . . . , am, 1, a
−1
m , . . . , a
−1
1 ) is diagonal.
If ξL′(z
−1ghh0h) 6= 0, then, by the above observations, z−1h0 is contained
in a compact set in Mn(F ). Thus, for some κ, |z−1ai| ≤ κ, |z−1a−1i | ≤ κ
and |z−1| ≤ κ, which we rewrite as |z| ≥ κ, |zai|, |za−1i | ≥ κ. Let T be the
compact part of GZ . Then, by compactness of S(g), S(h) we know there is
some κ1, such that if |z−1|, |z−1a−1i |, |z−1ai| ≤ κ1, then S(g)z−1h0TS(h) ⊆
L′. Clearly, κ1 ≥ κ. So now, fixing such a z, we may integrate first over
T in the first integral of (4.6), and thus the integral over GZ is replaced
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by Φ(Z, fτ). Note, as τ is supercuspidal, Φ(Z, fτ ) vanishes unless the split
component of GZ is trivial, i.e., unless GZ is compact.
Let η be the lower bound on |z| given by f ′ and L. If κ > η we use κ
instead of η. As κ1 ≥ κ, and | | is discrete, we may assume κ1/κ = q−k
for some integer k ≥ 0. Then |̟−kzai| ≥ κ1, |̟−kza−1i | ≥ κ, and |̟−kz| ≥
ηκ1/κ ≥ η. Thus, for all z with |z| ≥ ηκ1/κ, both ξL˜ and ξL′ have value 1,
and we can then integrate over all z = β̟−k, with β ∈ o× and over all GZ
we get
(4.7)
∑
α∈(F×)2\F×
ω′(α)Φ(Z, fτ)Φε,s(αY, f
′) ·
∑
κ≥ℓ
q−2knsµ(κ)
where |̟−ℓ| = ηκ1/κ, and
µ(κ) = µ(T )
∏
i
∫
q−(k−d)≤|ai|≤q(k−d)
d×ai,
with µ(T ) the measure of the compact part T of GZ , with d given by q
d = κ1.
As the series converges for Re s >> 0, so does (4.7). If GZ is non–compact
(i.e. Z is non–elliptic). Then Φ(Z, fτ) = 0, and hence (4.7) vanishes. All that
remains is an integral over ηκ1/κ ≥ |z| ≥ η, which gives an entire function
EZ(s).
Corollary 4.6. If n = 2m, and Y is strongly ε–regular, the statement of
Lemma 4.5 holds.
Proof. We only need to note the argument of the lemma holds for X =[
In 0 In
]
. If Y is ε–regular, then G′ε,Y is a torus in SO2m(F ). Let Z0 be the
element I−X ′0Y −1X0 of SO2m(F ) given by Lemma 4.5 of [GS1]. Then G′ε,Y =
HZ0(F ), with H = SO2m. Now, under the map ϕ : h 7→

h11 0 h120 1 0
h21 0 h22

, we
see that if g ∈ G′ε,Y (F ), then ϕ(g) ∈ Gϕ(Z0)(F ) = GZ(F ), in this case. Thus
GZ(F ) contains the torus ϕ(G
′
ε,Y ). But as Y is strongly ε–regular, Z is
strongly regular, and hence GZ(F ) is also a torus. As ϕ(G
′
ε,Y ) is a torus of
the appropriate rank, GZ(F ) = ϕ(G
′
ε,Y ). Now, the argument of Lemma 4.5
holds verbatim.
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Corollary 4.7. Let T be a Cartan subgroup of G. Denote by T ′ the subset
of regular elements of T = T(F ). Let Ω be a compact set of T ′. Then given
fτ , f
′, L, and L′, b = b(Y, Z) and EZ can be chosen independently of Y and
Z for all Z in Ω.
Proof. The corollary to Lemma 19 of [HC1] implies that the compact sets
S(g) and S(h) in the proof of Lemma 4.5 can be chosen independently of z
in Ω.
In calculating of the residue we now integrate over all M–orbits in N .
We accomplish this by integrating over all ε–regular ε–conjugacy classes in
N . We first assume that n = 2m or n = 2m + 1. We then must integrate
ψ˜(s, Z) under theM–orbits in N . We have shown that almost all such orbits
are parameterized by ε–regular conjugacy classes in N . Thus, by removing
a set of measure zero from these orbits, we may integrate ψ(s, Z) over ε–
regular ε–conjugacy classes in N . Then, by Proposition 4.1, Z = Nε({Y −1})
is regular and semisimple in G(F ).
Let {Ti} be a complete set of representatives for the conjugacy classes
of Cartan subgroups of G defined over F . We now must integrate over N ,
but we may instead use Propositions 4.1, 3.1, and 2.7 to integrate over
⋃
i Ti,
using the measures
|W (Ti)|−1κ1({γi}, {γ′i})|D(γi)|dγi = |W (Ti)|−1|Dθ∗(γ′i)|dγi.
Now, suppose n > 2m+ 1. By the proof of Corollary 4.2 we may, for almost
all {Y } ∈ N , choose a representative diag(J1, g, J2), with g ∈ GL2m+1(F )
either ε–regular, or the image under ϕ of an ε–regular element. Further,
diag(J1, J2) is ε˜–skew symmetric. We may also assume
X =

0j×2m+1I2m+1
0j×2m+1

 ,
with j = n−(2m+1)
2
, if n is odd, and X has a similar form with I2m+1 replaced
by
[
Im 0 Im
]
for n even. In this case, outside of a set of measure zero, the
classes in N form a fiber bundle with finite fibers coming from the twisted
conjugacy classes of possible choices of diag (J1, J2). The base of the fiber
bundle is parameterized by ε–conjugacy classes {Y −1} in GL2m+1(F ) such
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that Y is the GL2m+1(F )–component of an F–rational solution to (1.1) when
GL2m+1×G(m) is considered as a Levi subgroup of G(3m+1). We now may
use θ∗–stable Cartan subgroups of GL2m+1 and their F–isomorphism with
the members of {Ti} as in the case n = 2m+1. Here {Ti} is a complete set of
representatives for the conjugacy classes of Cartan subgroups of G. We then
obtain measures κ1(γi, γ
′
i)|D(γi)|dγi on the tori Ti, and since we know Css (or
at least Cregss ) is in the image of Nε, we can integrate over
⋃
i Ti for each fiber.
The integral over the complete fiber bundle is then given by means of the
image correspondence A, defined precisely as in the cases n = 2m, 2m + 1,
while still integrating over
⋃
i Ti. Then with the choices we have made we
can write
ψ˜(s, Z) =
∑
α
ω′(α)
∫
g∈G′/G′
ε,Y
∫
h∈GZ\G
∫
h0∈GZ
f ′(αgY ε(g)−1)fτ (h
−1Zh)
· det(gY ε(g)−1)|s dg dh dh0
∫
Z(G)
ξL˜(z
−2gY ε(g)−1)ξL′(z
−1gXh0h)
· det |z|−2sd×z.
Lemma 4.5 is now valid for n > 2m+ 1, so we may now assume n ≥ 2m.
For each G–conjugacy class of Cartan subgroups of G, choose a repre-
sentative Ti, and let T
′
i be the set of regular elements in Ti = Ti(F ). For
γ ∈ T ′i let
ψA(s, γ) =
∑
{Y −1}∈A({γ})
ψ(s, γY ),
where {γY } = {(−1)n(I −X ′Y −1X)} plays the role of Z, depending on Y .
Setting
R(s, Z) = (2n log qF s)
−1
∑
α
ω′(α)Φε,s(αY, f
′)Φ(Z, fτ)µ(GZ(F )),
then, by Lemma 4.5, ϕ(s, Z) = ψ(s, Z)−R(s, Z) is an entire function. Now
set
ϕA(s, γ) =
∑
{Y }∈A({γ})
ϕ(s, γY ).
Also set
RA(s, γ) =
∑
{Y }∈A({γ})
R(s, γY ).
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Then ∑
i
|W (Ti)|−1
∫
T ′
i
(ψA(s, γ)|D(γ)| − RA(s, γ)|D(γ)|)dγ
=
∑
i
|W (Ti)|−1
∫
T ′i
ϕA(s, γ)|D(γ)|dγ.
For each i, let Ωi be an open compact subset of T
′
i . Then, using Corollary
4.6, we have∫
Ωi
ψA(s, γ) = hi(s) + cs
∫
Ωi
Φε,s(A({γ}), f ′)Φ(γ, fτ )|D(γ)|dγ,
Where cs = q
bsL(1, 2ns) when Ti is elliptic. Here hi(s) is entire. In the case
where Ti is non–elliptic, then Lemma 4.5 implies the integral is entire.
Thus
Res
s=0
∑
i
|W (Ti)|−1
∫
Ωi
ψA(s, γ)|D(γ)|dγ =
c
∑
i
|W (Ti)|−1
∫
Ωi
Φε(A({γ}, f ′)Φ(γ, fτ )|D(γ)|dγ +
∑
i
|W (Ti)|−1Res
s=0
∫
Ωi
ϕA(s, γ)|D(γ)|dγ
= c
∑
i
|W (Ti)|−1
∫
Ωi
Φε(A({γ}, f ′)Φ(γ, fτ )|D(γ)|dγ,
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as ϕA(s, γ) is entire. Here c = (2n log q)
−1. Now letting Ωi → T ′i , we have
Res
s=0
∑
i
|W (Ti)|−1
∫
T ′i
ψA(s, γ)|D(γ)|dγ =
∑
i
|W (Ti)|−1 lim
Ωi→T ′i
Res
s=0
∫
Ωi
ψA(s, γ)|D(γ)|dγ +
∑
i
|W (Ti)|−1 lim
Ωi→Ti
Res
s=0
∫
T ′i \Ωi
ψA(s, γ)|D(γ)|dγ =
= cRG(f
′, fτ ) +
∑
i
|W (Ti)|−1 lim
Ωi→T ′i
Res
s=0
∫
T ′i\Ωi
Φε,s(A({γ}, f ′)Φ(γ, fτ )|D(γ)|dγ
+
∑
i
|W (Ti)|−1 lim
Ωi→T ′i
Res
s=0
∫
T ′i\Ωi
ϕA(s, γ)|D(γ)|dγ.
Note that, in the first sum, the limit is zero by the local boundedness of
(normalized) orbital integrals. Further, in the second sum, since ϕA(s, γ) is
entire, the residue is independent of the choice of Ωi, and hence we fix Ωi
and drop the limit. Thus,
Res
s=0
〈A(s, τ ′ ⊗ τ,W0)f(e), v˜′ ⊗ v〉
= cRG(f
′, fτ ) + Res
s=0
∑
i
|W (Ti)|−1
∫
T ′i \Ωi
ϕA(s, γ)|D(γ)|dγ,
with the second term independent of the choices of Ωi. Note that this second
term depends only on the singular part of the Ti.
Now suppose n < 2m. If n is odd, we consider the embedding G(n−1
2
) →֒
G(m) by
h 7→

Im−(n−12 ) h
Im−(n−1
2
)

 .
If n is even we embed SOn(F ) in G(m) by
h 7→

Im−(n/2) ϕn(h)
Im−(n/2)

 ,
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where ϕn : SOn →֒ SOn+1 is the map we considered in Section 3. Let
n′ =
{
n−1
2
, if n is odd
n
2
, if n is even
.
Then we are considering G(n′) as a subgroup of G(m). Suppose Y ∈ GLn(F )
and X ∈Mn×2m+1(F ) satisfy (1.1). Then X ′Y −1X has rank at most n, and
therefore at most n of the eigenvalues of I − X ′Y −1X are different from 1.
Thus, the semisimple part of the conjugacy classes in Nε({Y −1}) all meet
G(n′). Let C∨ be the subset of classes in C whose semisimple part meets
G(n′). Then Nε : N → C∨.
Lemma 4.8. If n < 2m then the norm correspondence Nε has finite fibers.
Proof. By Lemma 1.5(b) we know ε(Y )−1Y −1X = X(I − X ′Y −1X). We
assume that X is in row echelon form, and the last n− k rows of X are zero.
This gives a decomposition F n = F k ⊕ F n−k, with F n−k the left kernel of X
and X|F k an injection of F k into F 2m+1. Now the matrix of ε(Y )−1Y −1 with
respect to this basis is
(
A ∗
0 −I
)
, with A determined by I −X ′Y −1X . This
shows the fibers of Nε are finite.
If n is odd, we first pick X0 ∈ Mn(F ) for which Y + ε˜(Y ) = X0X ′0. If n
is even, we take X0 ∈Mn×n+1(F ) for which Y + ε˜(Y ) = X0X ′0. Letting
j =
{
2m+1−n
2
, n odd;
m− n
2
, n even,
we then set X =
(
0j X0 0j
)
. Note that X ′ =

 0jX ′0
0j

. Thus, XX ′ =
X0X
′
0 = Y + ε˜(Y ). It is a straightforward computation that
I −X ′Y −1X =

Ij I −X ′0Y −1X0
Ij

 ,
and thus, almost all conjugacy classes in N can be parameterized by regular
semisimple conjugacy classes in C∨.
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We now pick a set {Ti} of representatives for the conjugacy classes of
Cartan subgroups in G(n′). Note that none of these Cartans are elliptic in
G(m). Applying Lemma 1.4 and decomposing orbits as before, we find the
contribution from each orbit is
ψ(s, Z) =
∑
α
ω′(α)
∫
g∈G′/G′
ε,Y
∫
h∈GZ\G
∫
XGZ(F )
f ′(αgY ε(g)−1)fτ (h
−1Zh) ·
·| det(gY ε(g)−1)|sdg dh d(Xh0)
∫
Z(G)
ξL˜(z
−2gY ε(g)−1)ξL′(z
−1gXh0h)
·| det z|−2sd×z,
where X is as above. Note that XGZ(F ) ∼= G′ε,Y , and thus we rewrite the
above formula as
ψ(s, Z) =
∑
α
ω′(α)
∫
G′/G′
ε,Y
∫
GZ\G
∫
G′
ε,Y
f ′(αgY ε(g)−1)fτ (hZh
−1)
·| det(gY ε(g)−1)|s dg dh dg0
∫
Z(G′)
ξL˜(z
−2gY ε(g)−1)ξL′(z
−1gg0Xh)
·| det z|−2sd×z,
and as in [GS1, GS2] this expression is the same as that for n ≥ 2m, with
the roles of GZ and G
′
ε,Y , as well as those of h0 and g0 interchanged. Define
ψA(s, γ) =
∑
Y ∈A({γ})
ψ(s, γY ), as before. Also let ϕA(s, γ) be as before. The
integration over orbits is then realized as integration over
⋃
i
Ti, with {Ti} as
above. The argument then follows as in the case n ≥ 2m, verbatim. Note
however that for any {γ} ∈ C∨, Φ(γ, fτ ) = 0, since all Ti are non–elliptic
and the orbital integral is in G(m), not G(n′). Therefore, RG(f
′, fτ ) ≡ 0.
We now state our main result, which we have proved.
Theorem 4.9. Let
n′ =
{
n
2
if n is even;
n−1
2
if n is odd.
Then let ℓ = min(n′, m), and let {Ti} be a collection of representatives for the
conjugacy classes of Cartan subgroups of G(ℓ). For each i, choose an open
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compact subset Ωi of the regular elements T
′
i of Ti. Then the intertwining
operator A(s, τ ′ ⊗ τ, w0) has a pole at s = 0 if and only if
cRG(f
′, fτ ) + Res
s=0
∑
i
|W (Ti)|−1
∫
T ′i \Ωi
ϕA(s, γ)|D(γ)|dγ 6= 0,
for some choice of a matrix coefficient fτ and an f
′ ∈ Cc∞(GLn(F )) defining
a matrix coefficient ψτ ′ of τ
′. The constant c = (2n log qF )
−1. If n < 2m,
then RG(f
′, fτ ) ≡ 0, and thus the residue is given by the second term alone.
Corollary 4.10. Suppose τ ′ ≃ τ˜ ′. Fix, as in Theorem 4.9, a choice of
compact open subsets Ωi of T
′
i .
(a) The induced representation I(τ ′⊗ τ) is irreducible if and only if for some
choice of matrix coefficients fτ , ψτ ′
cRG(f
′, fτ ) +
∑
i
|W (Ti)|−1Res
s=0
∫
Ti\Ωi
ϕA(s, γ)|D(γ)|dγ 6= 0,
where f ′ ∈ C∞c (GLn(F )) defines ψτ ′.
(b) Assume τ is generic. If I(τ ′ ⊗ τ) is irreducible then I(s, τ ′ ⊗ τ), s ∈ R
is reducible exactly at s0 = ±1/2 or s0 = ±1, and at only one of these pairs.
In this case, the complementary series is I(s, τ ′ ⊗ τ), with −s0 < s < s0,
and the subquotients of I(s0, τ
′⊗ τ) for s0 = 1/2, or 1 are described in [Sh1],
namely the Langlands quotient is non-tempered and non-generic, while the
unique irreducible subrepresentation is a generalized special discrete series.
Remark 4.11. Some poles of A(s, τ ′⊗τ) come from poles of L(2s, τ ′, sym2),
which are determined in [Sh2]. The residue in Corollary 4.10 represents poles
of this L–function as well as those of L(s, τ ′ × τ). In the next section we
discuss how these appear in the theory of twisted endoscopy.
5 Connection with twisted endoscopy, and
using automorphic transfer
We now discuss the connection of the main result with the theory of twisted
endoscopy [KS]. While our initial reasoning is similar to that of [GS1, GS2],
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the recent results on automorphic transfer of [C-K-PS-S], [G-R-S], and [JS]
allow us to be more explicit. They also allow us to make progress towards
showing the local component of the automorphic transfer is the twisted endo-
scopic transfer. If we assume that poles of L(s, τ ′×τ) should be controlled by
the regular term when n ≥ 2m, then we can, in fact complete the proof of this
statement in that case. To begin, we let χτ be the distribution character of τ .
Then χτ is represented by a locally integrable function, also denoted by χτ
[HC1, HC2]. We may then choose a matrix coefficient, fτ , with the property
that, for any regular semisimple γ ∈ G(m), χτ (γ) = Φ(γ, fτ ) [K, C2].
Since (τ ′)ε = (τ ′)w0 = τ˜ ′ = τ ′ (by our assumption) we can extend τ ′ to
GLn(F )⋉{1, ε}, by fixing an equivalence τ ′(ε) from τ ′ to (τ ′)ε, whose square
is the identity. The ε–twisted character χετ , is then defined, as a distribution
by χετ ′(f
′) = trace (τ ′(f ′)τ ′(ε)), for any f ′ ∈ C∞c (GLn(F )). Then Clozel
showed that χετ ′ can be represented by a locally integrable function on the
ε–regular set, [C1], and Kottwitz and Rogawski [KR] discuss the existence of
ε–pseudo coefficients. We assume the existence of such ε–pseudocoefficients.
That is, we assume there is a choice, fτ ′ , of matrix coefficient for τ
′ for which
χετ ′(γ
′) = Φε(γ
′, fτ ′),
for all ε–regular elements γ′ ∈ GLn(F ). Choosing f ′ ∈ C∞c (GLn(F )) which
defines fτ ′ , we then have
Φε(A({γ}), f ′) =
∑
γ′∈A
∆(γ, γ′)χετ ′(γ
′),
which we denote by χετ ′(A({γ})). Now if n = 2m, then for such a choice of
fτ and fτ ′ (i.e. f
′), the regular term becomes
RG(f
′, fτ ) =
∑
i
µ(Ti)|W (Ti)|−1
∫
Ti
χτ (γ)χ
ε
τ ′(γ
′) dγ.
Thus, RG becomes a pairing between the character χτ of τ and the ε–twisted
character χετ ′ of τ
′. Therefore, we expect non–vanishing of RG(f
′, fτ ) to
indicate τ ′ comes from τ via twisted endoscopy. We make the following
definition.
Definition 5.1. A self dual irreducible unitary supercuspidal representation
τ ′ of GL2m(F ) is said to be the twisted endoscopic transfer of a supercuspidal
representation τ of G(m) if RG(f
′, fτ ) 6= 0, for some matrix coefficient fτ of
τ and some f ′ ∈ C∞c (G) defining a matrix coefficient of τ ′.
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Notice that there is a definition in [Sh2] of when an irreducible unitary
self dual supercuspidal representation τ ′ of GL2m(F ) comes from SO2m+1(F ),
and this should be interpreted as indicating that τ ′ is an ε–twisted endoscopic
transfer of π for some π. The definition above is finer, in that it indicates
from which representation τ ′ should transfer.
We now define another version of transfer from SO2m+1(F ) to GL2m(F ).
This comes from the automorphic transfer from SO2m+1(AK) to GL2m(AK),
the weak form of which is established by [C-K-PS-S], and the strong form of
which is established in [JS]. Here K is an arbitrary number field.
To be more precise, let τ be an irreducible generic supercuspidal rep-
resentation of G = G(F ) = G(m). By the techniques described in [Sh1],
we can find a number field K, a finite place v0 of K with Kv0 ≃ F ,
and a cuspidal automorphic representation π = ⊗vπv of G(AK) such that
πv0 ≃ τ , and πv is unramified for v 6= v0 (and v < ∞). By [C-K-PS-S] and
[JS] there is an automorphic representation Π = ⊗vΠv of GL2m(AK) with
L(s,Π) = L(s, π). Moreover, if ρ : GL2m(C) → GLk(C) is a representation,
then L(s,Π, ρ) = L(s, π, ρ ◦ i), where
i : Sp2m(C) →֒ GL2m(C)
is the injection of (connected components of) L–groups. Let Π(τ) = Πv0 .
Note by [JS], Π(τ) is the v0 component of the automorphic transfer Π
′ of
π′ = ⊗vπ′v of G(AK ′) whenever K ′v0 ≃ F and π′v0 ≃ τ .
Definition 5.2. Let τ be an irreducible generic supercuspidal representation
of G(F ). We call the irreducible representation Π(τ) defined above the local
(automorphic) transfer of τ to GL2m(F ).
One property that the local transfer satisfies is L(s, τ ′ × τ) = L(s, τ ′ ×
Π(τ)) [JS]. Note that this Rankin–Selberg L–function agrees with those of
Shahidi [Sh4] and by [HT, He] these are also Artin L–functions. We recall
the basic consequences of this equality as the following proposition. We refer
to [JS] for another statement of these results.
Proposition 5.3. Suppose τ is a generic irreducible unitary supercuspidal
representation of G(m), and τ ′ an irreducible unitary supercuspidal self-dual
representation of GLn(F ).
(i) If n > 2m, then L(s, τ ′ × τ) is always entire.
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(ii) If n = 2m, then L(s, τ ′× τ) has a pole at s = 0 if and only if τ ′ ∼= Π(τ).
(iii) If n < 2m, then L(s, τ ′ × τ) has a pole if and only if Π(τ) ⊂ τ1 ×
τ2 × . . . × τk, with τ ′ ≃ τiν for some for some i and some unramified
character ν.
Proof. Let Π(τ) be the local automorphic transfer defined in Definition 5.2.
Since L(s, τ ′ × τ) = L(s, τ ′ × Π(τ)), we know from [JPSS], or [Sh4] that
L(s, τ ′ × Π(τ)) has a pole at s = 0 if and only if Π(τ) ⊂ τ1 × . . .× τk, with
τiν ≃ τ˜ ′ ≃ τ ′, for some i and an unramified character ν. This immediately
gives (i)–(iii).
Now suppose that τ ′ is any irreducible unitary self dual supercusp-
idal of GL2m(F ). Then by [Sh2] exactly one of the two L–functions,
L(s, τ ′, sym2) and L(s, τ ′,∧2) has a pole at s = 0. Further L(s, τ ′ × τ) =
L(s, τ ′,∧2)L(s, τ ′, sym2).
Let ψ : WF → GL2m(C) = LGLn be the Langlands parameter for τ ′.
Then recent results of Henniart [He2] show that, as expected
L(s, τ ′,∧2) = L(s,∧2ψ), and(5.1)
L(s, τ ′, sym2) = L(s, sym2ψ).(5.2)
If L(s, τ ′, sym2) has a pole at s = 0, then so does L(2s, τ ′, sym2), and hence
L(s, τ ′ × τ) is holomorphic at s = 0. Now suppose that L(s, τ ′, sym2) has
no pole at s = 0. Then L(s, τ ′,∧2) has a pole at s = 0, and in fact [Sh2],
Theorem 7.6(b) shows τ ′ must come from SO2m+1(F ), in the sense that this
is defined there.
We have seen L(s, τ ′ × τ) is entire, unless τ ′ = Π(τ). In this case
L(s, τ ′ × τ) = L(s, τ ′ ×Π(τ)) = L(s, τ ′ × τ ′)(5.3)
= L(s, τ ′,∧2)L(s, τ ′, sym2).
Thus, the pole of L(s, τ ′× τ) is in fact controlled by the poles of L(s, τ ′,∧2).
By [JS] and [HT, He] we must have ψ factoring through Sp2n(C). Thus,
if τ ′ is the twisted endoscopic transfer of τ, as defined above, then it must
be the local automorphic transfer of τ. We expect these two transfers to be
equivalent, but in order to assert this one would have to know that the regular
term controlled the pole of the local L–function, as defined by [Sh1]. The
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singular terms are all associate with elliptic tori of smaller dimension, and
we therefore expect that their non-vanishing will not be twisted endoscopic
transfer from SO2m. We hope to prove this in later work. We summarize this
below.
Theorem 5.4. (See Remark 5.5) Twisted endoscopic transfer is local auto-
morphic transfer. More precisely, let τ ′ be an irreducible unitary supercuspi-
dal representation of GLn(F ) and τ an irreducible unitary generic supercus-
pidal representation of G(m).
(a) If L(s, τ ′, sym2ρ) has a pole at s = 0, then I(τ ′ ⊗ τ) is irreducible.
(b) Suppose L(s, τ ′, sym2ρ) is holomorphic at s = 0. Moreover, assume
τ ′ ≃ τ˜ ′.
(i) If n > 2m then I(τ ′ ⊗ τ) is irreducible.
(ii) If n = 2m then I(τ ′⊗τ) is irreducible if and only if τ ′ = Π(τ) and
this is equivalent to both L(s, τ ′ × τ) and L(s, τ ′,∧2) having poles
at s = 0. This is also equivalent to τ ′ being the local automorphic
transfer of τ. If τ is the twisted endoscopic transfer of τ, i.e., if the
term RG is non-vanishing, then the two transfers are the same.
(iii) If n < 2m, then I(τ ′ ⊗ τ) is irreducible if and only if Π(τ) ⊂
τ1 × . . .× τk, with τiν ∼= τ ′ for some i and some unramified char-
acter ν. In this case [JS] shows that each τi is parameterized by a
homomorphism ψi : WF → GL2ki(F ) each of which is symplectic.
Hence each τi is the ε–twisted endoscopic transfer of some πi on
SO2ki+1, in the sense of [Sh2].
Remark 5.5. Note that in case (iii) the pole of L(s, τ ′ × τ) is given by
non-vanishing of the singular term
∑
i
|W (Ti)|−1
∫
T ′i\Ωi
ϕA(s, γ)|D(γ)|dγ,
and the non–vanishing of a particular term in this sum must describe which
groups GL2ki(F ) appear in this situation. At this point we cannot make this
explicit. We further remark that if n = 2m, then we expect that RG(f
′, fτ ) 6≡
0 if and only if τ ′ = Π(τ). However, we have so far shown that τ ′ = Π(τ) if
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and only if RG(f
′, fτ ) + Rsing(f
′, fτ ) 6≡ 0. We expect that Rsing ≡ 0. On the
other hand, we notice that if n < 2m, the non-vanishing of this singular term
can point to the pole of either of the two L–functions, and hence it becomes
clear that we have yet to understand which terms of the sum match with
poles of which L–functions. However, one can expect that, in the situation of
Theorem 5.4(b)(iii), the tori for which there is non-vanishing must somehow
parameterize what the factors of the supercuspidal support of Π(τ) are.
We also remark that the work of [C-K-PS-S, G-R-S, JS] should extend to
the other classical groups, and in particular to Sp2n, and SO2n. In fact, the
first two among these has been extended by [Sh5, C-K-PS-S2] and Soudry’s
IHP lecture [So]. The analogous analysis of the residues of the standards
intertwining operators for these cases have been resolved, at least in the case
where n is even [Sh3, GS1, GS2]. When this automorphic transfer is com-
pletely understood, then results similar to the ones of this section should be
obtainable, and we expect to address this in the near future. Further, these
results, combined together, may help resolve the issue raised in the preceding
paragraph.
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