We prove the existence of a pure subgame-perfect epsilon-equilibrium, for every epsilon > 0, in multiplayer perfect information games, provided that the payoff functions are bounded and exhibit common preferences at the limit. If, in addition, the payoff functions have finite range, then there exists a pure subgame-perfect 0-equilibrium. These results extend and unify recent existence theorems for bounded and semicontinuous payoffs.
1. Introduction. This paper extends and unifies two results on the existence of subgame perfect -equilibrium in games of perfect information, by Flesch et al. [2] and Purves and Sudderth [15] . The setup is as follows: There are finitely many players. The game lasts infinitely many rounds, and at each round an active player chooses an action from an arbitrary non-empty set. This induces an infinite sequence of actions, called play. The payoff to each player is determined as a function of the play.
Flesch et al. [2] prove that a pure subgame perfect -equilibrium exists for every > 0, provided that the payoff functions are bounded and lower semicontinuous. Purves and Sudderth [15] prove that a pure subgame perfect -equilibrium exists for every > 0, provided that the payoff functions are bounded and upper semicontinuous. In both cases one takes the discrete topology on the set of actions and the product topology on the set of plays. The proofs of these two existence results use essentially different techniques.
We introduce a new geometric condition on the payoff functions, which we call common preferences at the limit, CPL for brevity. While we need CPL to state our existence result, it is instructive to consider a more restrictive version of the condition, called strong CPL. Roughly speaking, strong CPL says that, for every play p, if play q is close enough to p, then up to a small error term, all players weakly prefer p over q, or all players weakly prefer q over p. In particular, strong CPL is satisfied if for every p at least one of the following statements is true: (1) Every player's payoff function is lower semicontinuous at p, or (2) Every player's payoff function is upper semicontinuous at p. Consequently, strong CPL is satisfied if every player's payoff function is everywhere lower semicontinuous, or if every player's payoff function is everywhere upper semicontinuous. As a very special case, strong CPL holds whenever the payoff functions of the players are identical. This implies that there exist strong CPL payoff functions that are nowhere continuous, or that are not Borel measurable.
Our main condition, CPL is more permissive than strong CPL. Intuitively, CPL says that for every play p the set of plays that are close to p could be partitioned into two subsets in such a way that all plays in the subset containing p are unanimously ranked below all plays in the other subset. Strong CPL corresponds to the case where one of the sets in the partition contains all plays weakly preferred to p, and the other set contains all plays worse than p.
Our main result is that a pure subgame perfect -equilibrium exists for every > 0 if the payoff functions are bounded and satisfy CPL. If, in addition, the payoff functions have finite range, then there is a pure subgame perfect 0-equilibrium.
The proof technique is as follows: We know that there exists a strategy profile that is immune to one-shot deviations (that is, deviations at a single time period), by a result by Flesch et al. [2] . The main challenge is ensuring that deviations at infinitely many time periods are not profitable.
The first step of the proof is to construct a strategy profile that is immune to one-shot deviations with an additional feature: Whenever in a given subgame there is a payoff vector that is unanimously preferred to any other feasible payoff vector, the strategy profile yields that payoff vector. The crucial step is then to show that if play p is obtained by a deviation at infinitely many periods while q is obtained by a deviation at finitely many periods, then q is in the upper element of the partition relative to p, and therefore is unanimously weakly preferred to p.
Related literature: Existence of a subgame perfect 0-equilibrium has been established under various conditions, see for example Fudenberg and Levine [7] , Harris [8] , and Maitra and Sudderth [12] . Typically, it is assumed that the payoff functions satisfy some form of continuity. Very general topological conditions for the existence of subgame perfect 0-equilibrium are given in Alós-Ferrer and Ritzberger [1] .
For results on the existence of subgame perfect -equilibrium, see Solan and Vieille [16] , Solan [17] , Flesch et al. [3] , Laraki et al. [10] , and Mashiah-Yaakovi [11] , and Flesch and Predtetchinski [6, 5] .
Solan and Vieille [16] present an example of a game that does not admit subgame perfect -equilibrium in pure strategies for small . Recently Flesch et al. [4] gave an example of a game that does not admit any subgame perfect -equilibrium for small , not even in behavior strategies. Both games have Borel measurable payoff functions, and only three different payoff vectors.
Structure of the paper: In Section 2, we define the model. In Section 3, we introduce the property of common preferences at the limit. In Section 4, we state and discuss the main results. Sections 5 and 6 present the formal proofs. Section 7 provides concluding remarks and discusses avenues for future research.
The model.
The game: Let N = 1 n denote the set of players and let A be an arbitrary non-empty set. Let = 0 1 2 . We denote by H the set of all finite sequences of elements of A, including the empty sequence ø. We denote by = A the set of all infinite sequences of elements of A. The elements of A are called actions, the elements of H are called histories, and the elements of are called plays. There is a function H → N that assigns an active player to each history. Furthermore, each player i ∈ N is given a payoff function u i → . The game is played as follows: Player ø chooses an action a 0 . Suppose that up to period t ∈ of the game the sequence h = a 0 a t of actions has been chosen. Then player h chooses an action a t+1 . The chosen action is observed by all players. Continuing this way the players generate a play p = a 0 a 1 , and finally each player i ∈ N receives payoff u i p .
Strategies:
We only consider pure strategies. Thus we omit the qualification "pure" in the sequel. A strategy for player i is a function i −1 i → A, where −1 i is the set of histories where player i moves. A strategy profile is a tuple 1 n where each i is a strategy for player i. Given a strategy profile = 1 n and a strategy i for player i, we write / i to denote the strategy profile obtained from by replacing i with i .
For the concatenation of histories and actions we use the following notations: Take a history h = a 0 a t ∈ H. For an action b ∈ A, we denote the sequence a 0 a t b by h b or hb. For a sequence of actions b 0 b 1 we let h b 0 b 1 denote the play a 0 a t b 0 b 1 . We can identify a strategy profile with a function H → A. Define the play induced by starting from the history h, denoted by h , inductively as follows: Let h 0 = h. If h t has been defined for some t ≥ 0, then let a t = h t and set h t+1 = h t a t . Then h = h a 0 a 1 . For the special case h = ø, we write = ø .
Subgame perfect -equilibrium: Let ≥ 0 be an error-term. A strategy profile is called an -equilibrium if no player can gain more than by a unilateral deviation, i.e., if for each player i ∈ N and for each strategy i of player i it holds that u i ≥ u i / i − Subgame perfect -equilibrium, -SPE, requires that the strategy profile induces an -equilibrium in every subgame. That is, for each history h ∈ H, each player i ∈ N , and each strategy i of player i it holds that
A 0-equilibrium is called an equilibrium, and a 0-SPE is called an SPE. Without strong conditions, both can fail to exist, even in one-player games. Suppose for example that a player must choose a natural number, and his payoff is 1 − 1/n if he chooses n ∈ . In this game, the player has obviously no optimal strategy, and therefore the game admits no equilibrium and no SPE. As a similar example, suppose that a player can choose to stop or to continue at time periods t ∈ ; his payoff is 1 − 1/t if he decides to stop the game at period t and his payoff is 0 if he never stops. Note that for all > 0 both games admit an -SPE, e.g., choosing any n ≥ 1/ in the first game, and in the second game choosing to continue at periods t < 1/ and choosing to stop at periods t ≥ 1/ . One-deviation immune profile: For our proof, the concept of a one-deviation immune profile is important. A strategy profile is said to be one-deviation immune if
Thus a strategy profile is one-deviation immune if the active player cannot improve his payoff at any history h by deviating from only at history h. It follows by induction that a one-deviation immune profile automatically satisfies the finite-deviation property: No player can improve his payoff, in any subgame, by deviating from at a finite number of histories. Any SPE is a one-deviation immune profile, but not vice versa.
The topological structure: We endow the action set A with the discrete topology and the set of plays with the product topology. The topology on is completely metrizable, 1 and a basis of this topology is formed by the cylinder sets O h = p ∈ h ≺ p for h ∈ H, where for a history h ∈ H and a play p ∈ we write h ≺ p if h is the initial segment of p. Thus a sequence of plays p n n∈ converges to a play p precisely when for every k ∈ there exists an N k ∈ such that p n coincides with p on the first k coordinates for every n ≥ N k .
A function f → is said to be continuous at a play p ∈ if, for every sequence of plays p n n∈ converging to p, we have lim n→ f p n = f p . Thus, f is continuous at p precisely when for every > 0 there is an N ∈ such that if a play q coincides with p on the first N coordinates then f p − f q ≤ . Intuitively, continuity of f at p says that changing the actions in p at distant stages of the game has little effect on the value of f . Further, f is said to be continuous if it is continuous at each play in .
A function f → is said to be lower semicontinuous at a play p ∈ if, for every sequence of plays p n n∈ converging to p, we have lim inf n→ f p n ≥ f p . We say that f is lower semicontinuous if it is lower semicontinuous at each play in .
A function f → is said to be upper semicontinuous at a play p ∈ if, for every sequence of plays p n n∈ converging to p, we have lim sup n→ f p n ≤ f p . We say that f is upper semicontinuous if it is upper semicontinuous at each play in .
Existence results: Mertens and Neyman (cf. Mertens [14] ) showed, by using the result of Martin [13] , that if each player's payoff function is bounded and Borel measurable then an -equilibrium exists for every > 0. An -SPE (in pure strategies) does not necessarily exist under these conditions, as was demonstrated by examples in Solan and Vieille [16] and in Flesch et al. [4] (the latter has no -SPE even in behavior strategies). The following two sufficient conditions for the existence of -SPE are important for this paper.
Theorem 2.1 (Flesch et al. [2] ). If for each player i the payoff function u i is bounded and lower semicontinuous, then the game admits an -SPE for each > 0. If in addition, the payoff functions have finite range, then the game admits an SPE. [15] ). If for each player i the payoff function u i is bounded and upper semicontinuous, then the game admits an -SPE for each > 0. If in addition, the payoff functions have finite range, then the game admits an SPE.
Theorem 2.2 (Purves and Sudderth
Underlying Theorem 2.1 is the fact that any game with finitely many payoffs admits a one-deviation immune profile. 2 Theorem 2.3 (Flesch et al. [2] ). If for each player i the payoff function u i has finite range, then the game admits a one-deviation immune profile.
In general, a one-deviation immune profile need not be an SPE. However, if the payoff functions are lower semicontinuous, then a strategy profile is an SPE if and only if it is a one-deviation immune profile. Therefore Theorem 2.1 is an straightforward corollary of Theorem 2.3.
Orders on
n : For vectors v and w in n we write v ≤ w if ∀ i ∈ N v i ≤ w i , we write v < w if v ≤ w and v = w, and we write v w if ∀ i ∈ N v i < w i . 1 One can take for example the metric d × → which is defined for each p, q ∈ as follows: If p = q then d p q = 0. Otherwise, d p q = 2 −m p q where m p q ∈ is the first coordinate on which p and q differ. 2 This statement is proven but not explicitly stated in Flesch et al. [2] . Figure 1 . Lower semicontinuity, upper semicontinuity, and strong CPL.
3. Common preferences at the limit. In this section, we introduce a new geometric condition on the payoff functions, which we call common preferences at the limit. While we only need CPL to state our main results, a stronger version of the condition, called strong CPL, warrants some attention, as it encompasses a number of important special cases. Thus we begin our discussion with strong CPL, and then continue with CPL.
Consider a payoff function u → n given by u p = u 1 p u n p . The graph of u is the set p u p p ∈ , a subset of × n . Let G u denote the closure of the graph of u. Furthermore, for a play
Flesch et al. [2] assume that each player i's payoff function u i is lower semicontinuous, or equivalently that for every p ∈ and every v ∈ G u p it holds that u p ≤ v. The assumption in Purves and Sudderth [15] is that each player i's payoff function u i is upper semicontinuous, or equivalently that for every p ∈ and every v ∈ G u p it holds that u p ≥ v. This brings us to the following definition:
Definition 3.1. The payoff function u is said to exhibit strong common preferences at the limit, strong CPL, if for every p ∈ and every v ∈ G u p it holds that u p ≤ v or u p ≥ v.
The three panels of Figure 1 illustrate the definitions of lower semicontinuity, upper semicontinuity, and strong CPL, respectively, in the case of two players. In each case the set G u p should be contained in the shaded area.
Strong CPL is satisfied if for every play p ∈ at least one of the following statements is true: (1) Every player i's payoff function u i is lower semicontinuous at p, or (2) Every player i's the payoff function u i is upper semicontinuous at p. Consequently, strong CPL is satisfied if every player's payoff function is everywhere lower semicontinuous, or if every player's payoff function is everywhere upper semicontinuous. Note however that strong CPL does not exclude that u p ≤ v for some v ∈ G u p while u p ≥ v for other v ∈ G u p .
Here is an example of an infinite centipede game with payoff functions that exhibit strong CPL, but at some plays are neither lower semicontinuous nor upper semicontinuous. Example 3.2. Consider the following 2-player game: The action set is A = s c , where s stands for stop and c for continue. The players choose actions alternatingly, and as soon as a player chooses action s, the game ends. 3 The payoffs are −2 −1 if player 1 ends the game, 1 2 if player 2 ends the game, and 0 0 if the players never play action s. This is shown in the following figure: 
The payoff functions are neither lower nor upper semicontinuous at the play p = c c , and are continuous everywhere else. To verify strong CPL, it suffices to consider the play p. The set G u p consists of the vectors 0 0 , −2 −1 , and 1 2 , but since u p = 0 0 ≤ 1 2 and u p = 0 0 ≥ −2 −1 , strong CPL holds.
As shown by the example above, strong CPL payoff functions need not be semicontinuous. In fact, strong CPL payoff functions might be very "irregular." There exist strong CPL payoff functions that are nowhere continuous, and there exist strong CPL payoff functions that are not Borel measurable (with respect to the chosen topology on ). Indeed, let f → be an arbitrary function. Define u 1 = · · · = u n = f . In this case, all payoff functions are identical, so strong CPL is trivially satisfied.
We now turn to our main definition. The payoff function u is said to exhibit common limit preferences, CPL, if there exists a function s → n such that for every p ∈ the following are satisfied: (1) u p ≤ s p ; (2) There is v ∈ G u p such that s p ≤ v; and (3) For every v ∈ G u p either v ≤ s p or s p ≤ v. In this case, the function s is called a splitting function associated with u.
Note that u exhibits strong CPL exactly when it exhibits CPL with the splitting function s = u. The following game exhibits CPL, but not strong CPL:
Example 3.4. Consider the following 2-player game: The action set is A = s c , where s stands for stop and c for continue. The players choose actions alternatingly, and as soon as a player chooses action s, the game ends. The payoffs are 1 1 if the game ends at a period 4k, −1 1 if it ends at a period 4k + 1, 1 −1 if it ends at a period 4k + 2, 2 2 if it ends at a period 4k + 3, and 0 0 if the game never ends. This is shown in the following figure: 
Again, to verify (strong) CPL, it suffices to consider the play p = c c . We have v ∈ G u p for any of the five payoff vectors v in the game. Since u p = 0 0 and 1 −1 are not ≤-comparable, the payoffs do not satisfy strong CPL. However, by choosing s p = 1 1 , we find that the payoffs do exhibit CPL. See Figure 2 .
Examples of games that do not have an -SPE in pure strategies are given in Solan and Vieille [16] and Flesch et al. [4] . In both examples the payoffs violate CPL, as shown below. Since for the play p = c c the set G u p consists of the points −2 1 , −1 2 , and 0 0 , the payoff function u cannot satisfy conditions (1)-(3) of CPL for any splitting function s. Note that, as Solan and Vieille argue, this game admits no pure -SPE, but it does have an -SPE in behavior strategies. [4] ). Consider the following 2-player game: The action set is A = 1 2 . Player 1 starts the game. The active player decides who the next active player is by choosing the corresponding action. The payoffs are −1 2 if player 2 is active only finitely many times, −2 1 if player 1 is active only finitely many times, and 0 0 if both players are active infinitely many times.
For any play p the set G u p consists of the points −2 1 , −1 2 , and 0 0 , so the payoff function u cannot satisfy conditions (1)- (3) of CPL for any splitting function s. As Flesch et al. argue, this game admits no -SPE for small , not even in behavior strategies.
Suppose that the payoff function u exhibits CPL, and let s be an associated splitting function. Consider a play p such that for each player i ∈ N , player i's payoff function u i is upper semicontinuous at p. Then v ≤ u p for each v ∈ G u p . Hence conditions (1) and (2) of Definition 3.3 imply that u p = s p . We discuss the connection between upper semicontinuity and splitting functions in more detail in §7.
A zero-sum game satisfies CPL if and only if the payoff function is continuous. This could be considered a limitation of CPL as every zero-sum game has an -SPE provided only that the payoff function is bounded and Borel measurable, a result that could be proven using Martin's Borel determinacy (1975).
The main results.
In this section, we present our main results. u n is bounded and exhibits common preferences at the limit, then the game admits an -SPE for every > 0.
Note that Theorem 4.1 does not claim that there exists an SPE (see examples in §2). We do obtain existence of SPE if the payoff function has finite range in addition. u n has finite range and exhibits common preferences at the limit, then the game admits an SPE.
The proof of Theorem 4.2 uses a result in Flesch et al. [2] , cf. Theorem 2.3 above on the existence of a onedeviation immune profile. As already mentioned, the one-deviation property automatically implies, by induction, the finite-deviation property, in the sense that no player i can improve his payoff, in any subgame, by deviating from i finitely many times. The main challenge is to make sure that deviating infinitely many times is not profitable either.
The proof of Theorem 4.2 proceeds in a sequence of steps. First, we argue that we can perturb the payoffs slightly to obtain a new payoff function without ties (Lemma 5.1). Second, we construct a one-deviation immune profile with an additional feature: In a subgame, whenever there is a feasible payoff, say v, that is unanimously preferred to any other feasible payoff, leads to the payoff of v (Lemma 5.2, this is where we use Theorem 2.3). Finally, we argue that is an SPE. The crucial point is that for any play p and any sufficiently long history h ≺ p, the payoff induced by starting at h is bounded below by s p , and therefore also by u p . This implies that a deviation leading to p cannot be profitable.
Subsequently we show that each bounded CPL payoff function u admits a CPL discretization, that is, a CPL payoff functionū with finite range that is -close to u. Theorem 4.1 then follows at once from Theorem 4.2.
Throughout the paper we assume the Axiom of Choice.
The proof of Theorem 4.2. The payoff function
Lemma 5.1. Suppose that the payoff function u has a finite range and exhibits CPL. Then, there is a payoff function u such that (1) u has a finite range without ties, (2) u exhibits CPL, and (3) any SPE with respect to u is also an SPE with respect to u. To see that u has no ties suppose that v j i + j = v k i + k for some player i. However, then by (A) and (B) it holds that v j i = v k i and j = k, so v j + j n = v k + k n . Thus u satisfies property (1) of the lemma. To see that u has property (2), note that v j ≤ v k implies that j ≤ k, and consequently that v j + j n ≤ v k + k n . Hence for p q ∈ if u p ≤ s q then u p ≤ s q , and if u p ≥ s q then u p ≥ s q . Thus u exhibits CPL with s as an associated splitting function. Property (2) follows.
Finally, to show that property (3) holds, observe that by (A) if u i p < u i q for some plays p q ∈ , then also u i p < u i q .
Given a history
Proof. Let M denote the set of histories h ∈ H for which there exists a payoff v h ∈ U h such that v ≤ v h for every v ∈ U h . Clearly, there exists a strategy profile such that u h = v h for every h ∈ M. Let M + denote the set of histories of the form h a where h ∈ M but h a ∈ M. As a special case, we also include the root history ø in M + if ø ∈ M. For every history h ∈ M, let h denote the longest history h with h h and h ∈ M + . For every h ∈ M + , consider the payoff function w h which we define for every play p ∈ as follows: Case 1: If p begins with h and enters M afterwards, i.e., if h ≺ p and there is a history h ∈ M such that h ≺ h ≺ p. In this case, assume that h is minimal with this property. We set w h p = v h . Case 2: Otherwise, we set w h p = u p .
By Theorem 2.3, there is a one-deviation immune profile
h for the payoff function w h . Now we are ready to define the strategy profile . Intuitively, whenever play is in M then follows and gives the unanimously preferred payoff; whenever play leaves M, say at a history h ∈ M + , then follows h as long as M is not entered again. Now we provide a formal definition. Take a history h ∈ H . We distinguish two cases:
In this case, we set h = h . Case 2: If h ∈ M. In this case, we set h = h h . Since coincides with on M, we have u h = u h = v h for all h ∈ M, so it is clear that satisfies that additional property in the lemma. It remains to verify that is a one-deviation immune profile. Clearly, no single deviation at a history h ∈ M can be profitable, since
Indeed, if h never enters M after h then h = h h and hence by case 2 of the definition of w h , (2) holds. Otherwise h and h h enter M at the very same history h ∈ M and then both u h and w h h h are equal to v h , and (2) holds again. For every history h ∈ M and action a ∈ A we have u ha = w h h ha
Indeed, if ha ∈ M, this is an instance of (2), and if ha ∈ M, then the left and the right-hand sides are equal to v ha . Because h is a one-deviation immune profile for w h , it follows from (2) and (3) that
Hence, is a one-deviation immune profile.
Example 5.3. Consider the following 1-player game. The action set is A = s c , where s stands for stop and c for continue. As soon as the player chooses action s the game ends with payoff 0, whereas always playing action c gives payoff 1. The strategy that always chooses action s is clearly a one-deviation immune profile, even though the optimal payoff is 1. Note that always choosing action c is also a one-deviation immune profile, yielding this optimal payoff, and that this strategy now also satisfies the additional requirement of Lemma 5.2.
Suppose that the payoff function u has finite range. For a play p let h k be the prefix of p of length k. Clearly U h 0 ⊇ U h 1 ⊇ · · · is a non-increasing sequence of finite sets. Hence there is a k ∈ such that U h k = U h k+1 = · · · . Clearly, G u p = U h k . Letting k be the least number with this property, we set h p = h k . Let H p = h ∈ H h p h ≺ p . Define X as the set consisting of all plays p ∈ such that u p ≥ v for each v ∈ G u p . We remark that p ∈ X if and only if for every player i the payoff function u i is upper semicontinuous at p. Note also that if is a strategy profile as in Lemma 5.2 then u h = u p for every p ∈ X and h ∈ H p (4)
Lemma 5.4. Suppose that the payoff function u has finite range and exhibits CPL. Let s be a splitting function for u. Then, for each p ∈ and h ∈ H p , there is a q h such that q ∈ X and s p ≤ u q .
Proof. Take a p ∈ and an h ∈ H p . Take a y ∈ G u p such that ¬∃v ∈ G u p y < v , i.e., some y which is maximal in G u p with respect to ≤. Such a vector y exists since G u p is finite. First we argue that s p ≤ y. By CPL either y < s p or s p ≤ y. Suppose y < s p . Take a v ∈ G u p such that s p ≤ v. However, then y < v, contradicting the choice of y. Hence s p ≤ y, as desired.
By the choice of h we have G u p = U h . Hence y ∈ U h , so there is a q h such that y = u q . Note that G u q ⊆ U h = G u p .
We know that s p ≤ y = u q ≤ s q . Take a v ∈ G u q such that s q ≤ v. Since it is not the case that y < v, we must have y = v, and we conclude that y = s q . Now for each w ∈ G u q either w ≤ s q or s q < w. The latter is impossible as it implies y < w. We thus conclude that w ≤ s q = y = u q . This proves that q ∈ X.
Lemma 5.5. Suppose that the payoff function u has finite range without ties, and exhibits CPL. Let s be a splitting function for u. Let the strategy profile be as in Lemma 5.2. Then u h ≥ s p for each p ∈ and each h ∈ H p .
Proof. Take a p ∈ and an h ∈ H p . By Lemma 5.4 there is a q h such that q ∈ X and s p ≤ u q . If h q h then h ∈ H q and hence u q = u h by (4). Therefore s p ≤ u h , as desired. Suppose now that h ≺ h q . Write h q = ha 1 a K and let h 0 = h, and for each
for all k ∈ 0 K . For k = K, inequality (5) holds because s p ≤ u q = u h q , where the equality is a consequence of (4). Suppose (5) holds for some k ≥ 1. We prove that (5) also holds for k − 1. Letting i = h k−1 we have the chain of inequalities
where the first inequality is an instance of (1), and the second inequality follows from the induction hypothesis. Suppose first that u i h k−1 > s i p . Then since h k−1 ∈ H p , CPL implies that u h k−1 ≥ s p . Suppose now that u i h k−1 = s i p . Then by (6) , u i h k−1 = u i h k , and since u has no ties, u h k−1 = u h k . Hence the induction hypothesis implies that u h k−1 ≥ s p , as desired.
Proof of Theorem 4.2. Let u be a payoff function with finite range and CPL with a splitting function s. By Lemma 5.1 we can assume that u has no ties. Let the strategy profile be as in Lemma 5.2. We show that is an SPE. Let h be any history and i a strategy for player i. We want to prove that
h and let h 0 h 1 h 2 be the successive enumeration of the initial segments of the play p starting from h, that is h 0 = h and h k+1 = h k h k for each k. We have
Indeed, at histories h k that belong to player i, the inequality is an instance of (1) with a = h k . At histories h k that do not belong to player i, the inequality holds as we have h k = h k and so h k = h k h k . Hence we have a non-increasing chain of payoffs:
Moreover for large k we have h k ∈ H p and hence by Lemma 5.5, 6. The proof of Theorem 4.1. For a vector v in n let v = max v 1 v n . Let be the set of functions g → n . A functionḡ ∈ is said to be an -discretization of the payoff function g ∈ ifḡ has finite range and g p −ḡ p < for each p ∈ . We say that a subset of is discretizable if for each g ∈ and each > 0, g has an -discretizationḡ that is also an element of .
In this section we prove the following two related results:
Theorem 6.1. The set of bounded strong CPL functions is discretizable.
Theorem 6.2. The set of bounded CPL functions is discretizable.
Once Theorem 6.2 is proven, Theorem 4.1 follows from Theorem 4.2. Indeed, ifū is an -discretization of u, then any SPE relative toū is a 2 -SPE relative to u.
Flesch et al. [2] prove that the set of bounded and lower semicontinuous payoff functions is discretizable, while Purves and Sudderth [15] show that the set of bounded and upper semicontinuous payoff functions is discretizable. Both proofs are straightforward. For example if u is bounded and lower semicontinuous, then a lower semicontinuous -discretization of u is given byū i p = u i p / , where a is the largest integer strictly smaller than a.
Unlike the case of semicontinuous functions, our proof is more involved. In particular, we were unable to construct an -discretization of u of the formū p = t u p for any function t n → n . In our construction u p generally depends not only on u p but also on p itself.
Given a partial order E on a set X we say that the points x and y of X are E-comparable if xEy or yEx. A subset S of X is said to be an E-chain if for all x y ∈ S the points x and y are E-comparable. For the points v and y of n we write v y if ∀ i ∈ N v i < y i + and we write v ≤ y if ∀ i ∈ N v i ≤ y i + . Fix a bounded function g ∈ with strong CPL, and a bounded function u ∈ with CPL. Fix also an > 0. We shall construct a strong CPL -discretization of g and a CPL -discretization of u.
Let M be a positive multiple of such that −M ≤ g i p ≤ M and −M ≤ u i p ≤ M for all p ∈ and all i. Let F be the set of points x ∈ −M M n such that each coordinate x i is a multiple of . The set F serves as a grid, and the range of the discretized payoff functions will be contained in it. Lemma 6.3. Let C ⊆ F be a ≤-chain and y ∈ −M M n . Suppose that for each x ∈ C, the points x and y are -comparable. Then there exists an elementȳ ∈ F such that
• ȳ − y < and • for each x ∈ C, if x y then x ≤ȳ and if ¬ x y thenȳ ≤ x. Figure 3 illustrates the idea behind Lemma 6.3 for the two-player case. Points of the grid are elements of F . The black dots are the elements of C. Note that C is indeed an ≤-chain. Also pictured is a point y ∈ −M M 2 , and a pointȳ ∈ F satisfying the condition of the lemma. The pointȳ is also the point chosen under the construction in the proof of the lemma below.
Proof of Lemma 6.3. We assume that there is an x ∈ C such that x y. Otherwise add the point −M −M to the set C. Let x 1 x k be an enumeration of C such that x 1 ≤ · · · ≤ x k . Let m be the maximal number such that x m y. Let a i be the largest multiple of that is smaller than or equal to y i , and b i be the smallest multiple of that is greater than or equal to y i . Then a i ≤ y i ≤ b i and b i − a i is 0 or . Definē
Note thatȳ is in F . Consider an element x of C with m < . Since it is not the case that x y we have y x . We argue thatȳ ≤ x . Take any i. Suppose first that x i m ≤ y i , in which caseȳ i = a i . Then a i ≤ y i < x i + , and hence a i < x i + , therefore a i ≤ x i . Henceȳ i ≤ x i . Now suppose that y i < x i m , in which casē
is a multiple of , the definition of b i implies that b i ≤ x i . Thus y i ≤ x i . Lemma 6.4 below roughly speaking states the following: Take a play q. If p is close to q and if vector x is close to the payoff vector g q , then g p and x are -comparable. This follows since by strong CPL, if p is close to q, then g p is "almost" ≤-comparable to g q . Lemma 6.4. For each q ∈ , there exists a history q ≺ q such that, for each p q and each x ∈ F with g q − x < , the points g p and x are -comparable.
Proof. Suppose that there is a q ∈ such that for every history h ≺ q there is a p h and x ∈ F with g q − x < such that the points g p and x are not -comparable. Then there is a sequence p t ∈ and x t ∈ F such that p t → q, g q − x t < but the points g p t and x t are not -comparable. As F is a finite set we can take x t to be a constant sequence, x t = x. Since g has bounded range, by taking a subsequence we may assume that g p t converges, say to a point y ∈ G g q . As g has strong CPL, y and g q are ≤-comparable. Because g q − x < , the points y and x are -comparable. However, then g p t and x are -comparable for t large enough, thus yielding a contradiction.
The following is a straightforward characterization of strong CPL for functions with finite range.
Lemma 6.5. Letḡ → n be a function with finite range. Thenḡ has strong CPL if and only if there is → H such that (1) for every p ∈ ,¯ p ≺ p and (2) for every p q ∈ if the histories¯ p and¯ q are -comparable, the vectorsḡ p andḡ q are ≤-comparable.
Proof. Supposeḡ has strong CPL. As in §5, for every h ∈ H define U h = ḡ p h ≺ p and for each p ∈ let h p be least prefix of p such that U h p = Gḡ p . We show that h → H satisfies conditions (1) and (2) of the lemma. Condition (1) is clearly satisfied. To prove (2) take p q ∈ such that the histories h p and h q are -comparable. Without loss of generality assume that h p h q . Thenḡ q ∈ U h q ⊆ U h p = Gḡ p . By strong CPL,ḡ q is ≤-comparable toḡ p .
Conversely, suppose that there is a function¯ that meets conditions (1) and (2) . Take p ∈ and v ∈ Gḡ p . Then there exists a q ∈ such that v =ḡ q and¯ p ≺ q. As¯ q ≺ q by (1), the histories¯ p and¯ q are -comparable. Hence by (2) the vectorsḡ q = v andḡ p are ≤-comparable. Thusḡ has strong CPL.
We are now in a position to prove Theorem 6.1. The main instrument we use is induction and recursion on a well-founded relation (see e.g., Jech [9] , Theorems 6.10 and 6.11). We construct a well-founded relation on the set of plays that orders p below q if the history p is a prefix of the history q , where the function is as in Lemma 6.4. The discretized payoff functionḡ is then defined by recursion on this well-founded relation. Essentially this means that if p is ordered below q then the discretized payoffḡ p is defined beforeḡ q . By ordering the plays in this way we ensure that whenever p is a prefix of q , the discretized payoff g p is comparable toḡ q . This implies that the function satisfies the conditions of Lemma 6.5, thusḡ has strong CPL.
Define the function f −M M n × 2 F → F as follows: Let y ∈ −M M n and C ⊆ F . If C is a ≤-chain and for each x ∈ C the points x and y are -comparable, then let f y C be an elementȳ ∈ F satisfying the condition of Lemma 6.3. Otherwise let f y C be any element v ∈ F such that v − y < .
Proof of Theorem 6.1. We let q be the history as in Lemma 6.4. We construct an -discretizationḡ of the function g with the following property:ḡ p andḡ q are ≤-comparable whenever p and q are -comparable. By lemma 6.5 this implies that the functionḡ has strong CPL. Let * be any strict well-ordering of . We define a relation on as follows: p q precisely when [ p ≺ q ] or [ p = q and p * q]. The relation is well-founded. Now define the functionḡ → F recursively bȳ We prove that for each p, q ∈ ,ḡ p andḡ q are ≤-comparable whenever the plays p and q arecomparable. Take p ∈ and let p be the statement that for every q p, the vectorsḡ q andḡ p are ≤-comparable. Note that if p is the -minimal element of then p is trivially true. We prove p by induction on . Thus suppose q holds for all q p. We must show that p holds.
First we argue that ḡp is a ≤-chain. Take q p and r p. We must show thatḡ q andḡ r are ≤-comparable. If q = r there is nothing to prove, so assume q = r. We know that q p and r p , so the histories q and r are -comparable. Yet this implies that q and r are -comparable, say q r. Since r holds, however, we conclude thatḡ q andḡ r are ≤-comparable, as desired. Now we argue that for each q p the pointsḡ q and g p are -comparable. Indeed we have q p ≺ p and g q −ḡ q < . Hence taking x =ḡ q , Lemma 6.4 implies that g p andḡ q are -comparable, as desired.
Therefore, the definition of f implies that, for each q p, the pointsḡ q andḡ p are ≤-comparable. This proves p .
It is now easy to see that, for each p, q ∈ , if the histories p and q are -comparable, then the vectors g p andḡ q are ≤-comparable. Indeed, p and q are -comparable precisely when p = q or when p and q are -comparable.
We now turn to the proof of Theorem 6.2. Recall that u is a bounded payoff function with CPL. The following lemma states that u has a splitting function that exhibits strong CPL. It is constructed by taking the infimum over all splitting functions for u coordinatewise.
Lemma 6.6. The payoff function u has a splitting function s that exhibits strong CPL.
Proof. Given p ∈ define the set S p = y ∈ n u p ≤ y and for every v ∈ G u p v ≤ y or y ≤ v Fix some splitting function s for u. Then s p ∈ S p , so S p is not empty. For each player i let
and let s p = s 1 p s n p . We prove that s satisfies the requirements of the lemma. We first argue that s is a splitting function for u. We check the three conditions of Definition 3.3: (1) That u p ≤ s p is obvious; (2) There exists a v ∈ G u p such that s p ≤ v, hence s p ≤ v; (3) Take any v ∈ G u p . Two cases are possible: (A) For every y ∈ S p it holds that v ≤ y. In this case v ≤ s p . (B) There exists a y ∈ S p such that y ≤ v. In this case s p ≤ v. Hence we have v ≤ s p or s p ≤ v, as desired.
We show that s has strong CPL. Take p ∈ and y ∈ G s p . Suppose that the sequence p k s p k converges to p y . Below we show that, for every > 0, there exists a K ∈ such that for each k ≥ K the points s p k and s p are ≤ -comparable. This is sufficient, because then there exist infinitely many k ∈ with s p k ≤ s p or infinitely many k ∈ with s p ≤ s p k . In the first case y ≤ s p , and in the second case s p ≤ y. Since this is true for every > 0, we conclude that y ≤ s p or s p ≤ y.
Fix an > 0. It can be seen that there exists a K ∈ such that for k ≥ K the set G u p k is contained in the -neighborhood of G u p . That is, for each v ∈ G u p k there exists v ∈ G u p such that v − v < . 4 Fix a k ≥ K . Each v ∈ G u p k is ≤-comparable to s p k since s is a splitting function for u. Moreover, v is also ≤ -comparable to s p since v is in the -neighborhood of G u p .
Suppose ¬ s p ≤ s p k . We argue that s p k ≤ s p . Let z = z 1 z n where z i = min s i p + s i p k . We show that z ∈ S p k .
First we argue that u p k ≤ z. We know that u p k ≤ s p k . Our supposition implies that ¬ s p ≤ u p k . Yet because s p is ≤ -comparable to u p k ∈ G u p k , we must have u p k ≤ s p . Now we conclude that u p k ≤ z.
Take a v ∈ G u p k . We argue v and z are ≤-comparable.
This proves that z ∈ S p k . However, then s p k ≤ z ≤ s p . To conclude, s p k is ≤ -comparable to s p , as desired.
By the above lemma u has a splitting function that exhibits strong CPL. Fix one such splitting function s. Clearly, −M ≤ s i p ≤ M for each p and each i. The next approximation result is the counterpart of Lemma 6.4 for the CPL rather than strong CPL. Lemma 6.7. For each q ∈ , there exists a history * q ≺ q such that, for each p * q and each x ∈ F with s q − x < , the points u p and x are -comparable.
Proof. Suppose that there is a q ∈ such that for every history h ≺ q there is a p h and x ∈ F with s q − x < such that the points u p and x are not -comparable. Then there is a sequence p t ∈ and x t ∈ F such that p t → q, s q − x t < but the points u p t and x t are not -comparable. As F is a finite set we can take x t to be a constant sequence, x t = x. Since u has bounded range, by taking a subsequence we may assume that u p t converges, say to a point y ∈ G u q . Because u has CPL, y are s q are ≤-comparable. As s q − x < , the points y and x are -comparable. But then u p t and x are -comparable for t sufficiently large, thus yielding a contradiction.
We are now in a position to prove Theorem 6.2. The proof uses the function f introduced earlier, and the fact that the splitting function s has strong CPL, and hence admits an -discretization by Theorem 6.1.
Proof of Theorem 6.2. By Theorem 6.1 the splitting function s has an -discretization, i.e., a strong CPL functions → F such that s p −s p < . Take¯ p to be a history as in Lemma 6.5 forḡ =s. Let * p be as in Lemma 6.7. Now let m p denote the longer of the histories¯ p and
Note that the set C p is a ≤-chain by the choice of the function m. Moreover, u p is -comparable to every point in C p by Lemma 6.7.
Let 0 = p ∈ s p u p and let 1 be the complement of 0 in . Definē
Clearly,ū has finite range. Now we argue that ū p − u p < . For p ∈ 1 this follows from the definition of f . Now take p ∈ 0 . Then for every i we haves i p − < u i p ≤ s i p <s i p + . Hence u i p −s i p < . Therefore u i p −ū i p < . This shows thatū is an -discretization of u.
We show thatū has CPL withs being the splitting function. We verify the three conditions of Definition 3.3:
(1) For p ∈ 0 we haveū p =s p . For p ∈ 1 it is not the case thats p u p . It follows by the definition of f and becauses p ∈ C p thatū p ≤s p .
(2) For p ∈ 0 we haveū p =s p . The condition is satisfied sinceū p ∈ Gū p . Take a p ∈ 1 . There exists a v ∈ G u p such that s p ≤ v. Thens p v. Let p k u p k k∈ be a sequence converging to p v . Then m p ≺ p k ands p u p k for large k. Hence, by the definition of f we haves p ≤ū p k for large k. Replacing the sequence by a subsequence, if necessary, assume thatū p k =v for every k. Thens p ≤v, and v ∈ Gū p .
(3) Take a p v ∈ Gū and let the sequence p k ū p k k∈ converge to p v . Suppose first that there exists a subsequence of p k in 0 . Replace the sequence with the subsequence. Sinceū p k =s p k for each k and sinces has strong CPL,v is ≤-comparable tos p . Now suppose that only finitely many elements of p k are in 0 . Then p k ∈ 1 for k large. Moreover m p ≺ p k and hences p ∈ C p k for large k. By the definition of f , the vectorsū p k ands p are ≤-comparable. Hencev ands p are ≤-comparable.
7. Concluding remarks. In this section we discuss two straightforward extensions of Theorem 4.2 for a payoff function with finite range. For the sake of simplicity we further assume throughout this section that the payoff function has no ties (for the definition of a tie see §5).
7.1. Induced plays and upper semicontinuity plays. The construction of SPE strategies in §5 allows us to improve on Theorem 4.2 as follows.
Corollary 7.1. Let u = u 1 u n be a payoff function with finite range, no ties, and common preferences at the limit. Let the strategy profile be as in Lemma 5.2. Then is an SPE with the following additional property: For every h ∈ H and for every player i, the payoff function u i is upper semicontinuous at the induced play h .
corresponding splitting function does not, as the example below illustrates. This calls for a precise characterization of all payoff functions that are a splitting function for some CPL payoff function. We leave this question for further research.
Example 7.4. We construct payoff functions u and s with the following properties: u exhibits CPL, s is a splitting function associated with u, and s does not exhibit CPL.
There are two players. At any history, player 1 is the active player. The set of actions is a b c . Let B denote the set of plays in which player 1 chooses action b at least once, and action c is not chosen before the first occurrence of b. Similarly, let C denote the set of plays in which player 1 chooses action c at least once, and action b is not chosen before the first occurrence of c. Furthermore, let B denote the set of plays in which player 1 chooses action b infinitely often, and let C denote the set of plays in which player 1 chooses action c infinitely often.
The payoffs are given for each play p as follows: 
