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I. INTRODUCTIOS 
By a nonlinear center is meant an autonomous system of differential equations 
in the plane expressible in polar coordinates in the form t --- 0, 0 =- Q(Y) and in 
rectangular coordinates as 2 -Q(r)y, j :- .Q(r).r, where r =: (9 -, ~,~)l,‘?- 
We are conccmed with perturbations of such a center of the form 
f = -Q(r)y + l F(x, y, t, 0, 
j, = Q(r)x + EG(Y, y, t, c), 
(1.1) 
whereF and G are periodic in t with period 277, and in particular with the hifurca- 
tionproblem: Does there exist, for small positive E, an invariant set near the origin, 
which approaches the origin as E --> 0 and collapses onto the origin for c 7 O? 
If such a set exists, what is its internal description? Above all, is the set an 
attractor ? It will be sh0v.n by example that complicated attracting invariant sets 
can bifurcate from the origin and that the determination of the internal structure 
of the set depends upon precise details of (1.1) which are unknowable, and hence 
meaningless, in applied problems. But to establish that the invariant set is an 
attractor is simpler. In a sense to be made precise later, the existence of an 
attracting invariant set near the origin is equivalent to the condition that all 
solutions sufficiently near the origin enter and remain for all time in a ncighbor- 
hood of the origin which is small with E. This condition is independent of the 
internal structure of the bifurcating invariant set and is much less sensitive to 
the details of system (l.l), so that simple criteria can be given for the existcncc 
of an attractor (Sections 2 and 3) which are applicable when R, F, and G are 
only approximately known. Our main results are contained in Section 2; Section 3 
gives a rather technical extension involving small divisors. Our method of 
controlling small divisors is based upon a method of Bogoliubov for almost 
periodic functions, but involves several new features. 
* This research was supported by a grant from the City University of New York 
Faculty Research Award Program. 
’ Present address: Iowa State University, Amm, Iowa 50011. 
115 
Copyright C 1977 by Academic Press, Inc. 
All rights of reproducrion in any form rcscrvcd. ISSN O&L?4096 
116 JAMES MURDOCK 
In the remainder of this section we present several examples in which the 
complete determination of the bifurcating invariant set is possible by standard 
methods. For convenience these examples arc expressed in polar coordinates 
in the form 
i = Cj(Y, 0, t, E), 
d - Q(r) -t cg(y, 0, t, c). 
(1.2) 
It must be noted that (1.1) and (1.2) are not completely interchangeable. System 
(1.1) may always be expressed in form (1.2) except possibly at the origin, which 
is a singular point of the polar coordinate system; the transition from (1.1) to (1.2) 
is given by 
j = F cos 0 + G sin 0, 
g = r-‘(G cos 0 - I’sin U), 
(‘-3) 
with l+‘, G evaluated at x .= Y cos 8, y - Y sin 0. System (1.2) is meaningful 
at the origin only if the origin is a rest point for all C. A more serious difficulty 
is that Eqs. (1.3) impose constraints on the form which j and R may take if (1.2) 
dcrivcs from a system of the form (1.1). In the examples below the origin is a 
rest point for all E, and the reader may verify that the equations arc expressible 
in form (I. 1) with continuous F, G. Similar examples could be given for which 
I’ and G are smooth of any desired class. 
EXAMPLE 1. 
1’ =. CY[j3 + cos(q8 ;- pt)], 
B = (p/q) + r2 - ‘4-l sin(q0 - pt). 
Here Q(Y) = (p/q) + r2, w :=1 Q(0) =. p/q, and the forcing term is in resonance 
with W, the “free frequency at the origin,” since the argument q0 - pt becomes 
constant if 0 = p/q. The dilation Y = d/*p and rotation q# - q0 - fit transforms 
the system into 
p y q@ + cos 991, 
8) = elp’ - q-l sin q#]. 
If - 1 < /3 < T 1 there are q rest points in addition to the origin, determined 
by the q roots of cos q$ -/I for which sin q# is positive and located at the 
fixed radius p q-‘/a(1 - fi2)‘i4; in terms of the undilatcd radius Y these points 
approach the origin as E - 0. Linear stability analysis shows that these bifurcating 
rest points arc asymptotically stable if -- 1 < /3 < 0 and unstable if 0 < /3 < -l- 1, 
and may be either nodes or foci depending upon /3 and q. Figure 1 is a heuristically 
drawn phase portrait for p - 1, q = 4 in the “focus case,” and suggests that 
thcrc must exist 2q separatrix orbits behaving as stable and unstable manifolds 
at the origin. (WC have not attempted a proof.) N’hcn /3 : 0 the system is 
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FIG. 1. Phase portrait for Example I, p = 1, q = 4. 
conservative and the phase portrait may be reduced rigorously from the energy 
integral H -- p3/3 - pq-* sin q# -- constant. 
Example 1 shows that it is possible to have multiple bifurcation of rest points 
from the origin in (1.1) if w = Q(0) is in resonance with any harmonic of the 
forcing when expressed in form (1.2), expanded in a double Fourier series in 0 
and t. In practice one cannot know either the exact value of w or the high har- 
monics of the forcing, and one must either study an approximate system (whose 
bifurcations, if any, may be quite different from those of the exact system), or 
devise methods that are less sensitive to details and hence give less information 
but with greater certainty. The present paper takes the latter approach. The 
q i- 1 rest points in the example constitute an attractor (if -- 1 < /? < 0) 
bifurcating from the origin. The attracting nature of the bifurcation may be 
seen heuristically in the fact that the average (over 0 and 1) of i is negative for 
/3 < 0 and that in the “nonresonance regime” (i.e., except in a suitable ncigh- 
borhood of the origin) this average should reflect the actual behavior. The size 
of the “resonance regime” increases with 6 as the bifurcating rest points move 
away from the origin. The proofs of our theorems in Sections 2 and 3 rest on a 
precise formulation of these ideas. 
hA\MPLE 2. A more complicated picture results from the modified system 
f = of/3 i- cos(q8 - pt)], 
B -= (p/q) + r2 - 6[2 $ q-l sin(q0 - pi)]. 
118 JAMES MURDOCK 
The same analysis as in Example 1 shows that 2q -/- 1 rest points bifurcate from 
the origin for - 1 < p < + 1; q of these are foci or nodes (stable if - 1 < j? < 0) 
and q are saddle points. See Fig. 2 for a heuristic phase portrait (in p, $ variables) 
when q =z 3. The stable manifolds of the saddle points (the heavy curves in 
Fig. 2) separate the plane into q $ 1 basins of attraction for the q stable foci 
and the origin. 
\\\.B . CL . 
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FIG. 2. Phase portrait for Example 2, p = 1, q = 3. 
E:XAMPI.lt: 3. 
t: =-- EY(< - r), 
d = I’. 
The attractor bifurcating from the origin for E > 0 is a stable limit cycle. 
These examples illustrate the variety of bifurcating attractors that can 
originate in very simple systems. It is probably possible to construct an example 
in which the attractor bifurcating from the origin contains a homoclinic point 
and hence infinitely many periodic points. Perturbation problems of the present 
type can be put formally into a normal form resembling the Birkhoff normal 
form for Hamiltonian systems; homoclinic points are probably present in some 
cases when the transformation to normal form is divergent. These matters will 
not be pursued here. 
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2. THE MAW ?'HEOREM 
In this section we characterize the existence of an attractor near a perturbed 
center and give a sufficient condition applicable to system (I .I). When this 
condition fails the stronger sufficient condition in Section 3 may give the same 
conclusion. 
A convenient phase space in which to study system (1.1) is R s S’, the space 
of variables (s, y, t mod 277). For E = 0 the center becomes a “ccntcr circle,” 
namely, the periodic orbit t -+ (0, 0, t), which is surrounded by two-dimensional 
invariant tori. It is useful to introduce polar coordinates (r, 0 mod 25~) in R”, 
in which case the invariant tori are given by I’ = Y* (a constant). The same 
discussion of polar coordinates given in Section 1 applies and system (1 .I) takes 
form (1.2) except along the center circle. 
We shall be concerned with tori 7’ in R* x S* depending upon E, defined in 
an interval 0 .< E < Q(T), and having the equation r = Y L EZ.(O, f E); an 
equation of this form represents a torus surrounding the center circle provided 
that r > 0 for all 8, t and for all l in the admissible interval. Such a torus T 
is called an absorbing torus if, for 0 < E < c,(T), every orbit of (1 .l) which 
meets T enters and remains in its interior for all future time. Since the w-limit 
set of any orbit is invariant, the interior of any absorbing torus must contain an 
invariant set; the union of all w-limit sets inside the absorbing torus is an 
attractor. A nested family of absorbing tori is a family { Tj of absorbing tori which 
contains tori arbitrarily close to the center orbit, in the sense that for every 
H > 0 there exists a torus T E {T} of the form I -. yx j- EC(~, t, l ) with 
0 <r” < R; here C,,(T) may depend upon ?’ and will in general decrease as Y* 
decreases. The existence of a nested family of absorbing tori implies that for any 
sufficiently small fixed l , there exist absorbing tori surrounding the center circle 
but not (in general) arbitrarily close to it. As E decreases more absorbing tori 
appear closer to the center circle. The qualitative features here are the same as 
those seen in Example I, Section 1. Since each absorbing torus contains an 
invariant set acting as an attractor, the notion of a nested family of ahsorbing tori 
provides a rigorous formulation of the notion of an attractor existing near a 
perturbed center discussed in Section 1. 
System (1 ,l) for E = 0 will bc called a strictly nonlinear center if Q(Y) is 
continuous and strictly monotone (increasing or decreasing) on some interval 
0 < r < y. . Introduce the time averages 
and let 
+, y) = (l/277) j-‘” F(x, y, t, 0) dt, 
0 
G(x, y) ~7 (l/277) j-2r G(x, y, t, 0) dt, 
0 
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where D(Y) is the disk of radius r about the origin and subscripts denote partial 
derivatives. Regarding (fi, e’) as components of a vector field in the plane, O(Y) 
is the average over the disk of radius Y of the divergence of (p, e). 
THEOREM 1. Assume that system (2. I) is a perturbation of a strictly nonlinear 
center, with Sz of class c? in 7 and with F, G of class C3 in x, y, t. If there exists 
71 :a 0 such that O(Y) < 0 for all Y in the intercal 0 < Y < y1 , then there exists 
a nested family of absorbing tori in (1.1). 
The proof will bc given below. Note that if lim SUP,,~+ @P(Y) is negative the 
hypothesis of Theorem 1 holds, but this is not necessary and the function Q(r) 
cannot in general be replaced by a single numerical invariant. We show by an 
example that Theorem 1 is false, in general, if the hypothesis of strict non- 
linearity is deleted. 
EXAMPLE 4. All solutions of the forced damped linear oscillator f $ ch.+ $ x 7 
E sin t, h > 0, tend toward the solution .v =- -(cos t)/h, the amplitude of which 
is independent of E. An attractor exists but it does not bifurcate from the origin 
in the (Y, 2) phase plane. Writing the differential equation as a system we find 
CD(Y) 7.. --h < 0, so that strict nonlinearity is the only hypothesis of Theorem 1 
that is violated. 
Rehind Example 4 lies the fact that a rotation of coordinates at a constant 
angular velocity brings all points in a linear center to rest and the origin loses 
its special character. 
The proof of Theorem 1 is based upon the following proposition. 
PROPOSITION 1. In system (1.2) ussunze Q is of class C' in r and f, g are of class 
Cl in r and C3 in 8, t, and let Y* > 0 be such that -Q(Y*) is irrational. Assume that 
f(r*) = (l;+r*) $” j;= f (r*, 0. t, 0) dt de < 0. 
Then there exists an absorbing torus T of the form 
7 = 7” {- 4v(B, t), 0 < c < E,,(T). 
Proposition 1 is a reformulation in the present context of part of [5, ‘I’heorcm 31, 
and is a special case of Proposition 2 which will be proved in detail in Section 3. 
Briefly, the method of averaging is used to prove that an absorbing torus exists if 
, @” i Q(r")t, t, 0) dt < 0 
for all 0, . If Q(r*) is irrational this time average is independent of O. and equal 
(by ergodicity) to the “space average” f(r”) used in Lemma 1. 
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Proof of Theorem 1 using Proposition 1. Since Q(Y) is strictly monotone near 
the origin there exist values r* > 0 arbitrarily near 0 such that Q(r*) is irrational. 
(The requirement of monotonicity may be weakened to this assertion.) FVe 
demonstrate the cxistencc of an absorbing torus for each such rx, thus providing 
a ncstcd family of absorbing tori and proving the theorem. The transformation 
(1.3) takes system (1.1) into system (1.2) except at the ccntcr circle. Letting A 
denote the average over time with all other variables held !Yxed, (I .3) implies 
j---Pcos&- Gsin8,and 
by a simple calculation using the divergence theorem. (Xote that j is the inner 
product of (E, c) with the unit normal vector to the circle of radius r” about 
the origin.) Since @J(Y) is assumed negative for sufficiently small positive T, 
f(f*) < 0 and P roposition I applies. QED. 
3. A GENERALIZATION 
The criterion given in Theorem 1 can never hold for a Hamiltonian system, 
since the divergence of a Hamiltonian vector ficld must vanish; in fact by 
Liouville’s theorem a Hamiltonian system cannot have attractors. Since Theorem 
1 makes use only of the first-order perturbation in E (one sets l : 0 in Y and G 
before averaging), this criterion also must fail if the first-order perturbation is 
Hamiltonian e\-en if there exist higher-order terms which produce an attracting 
effect. In this section WC extend our methods to include systems of the form 
2 = -z&(x, y, t, 6) + evyx, y, t, E), 
3 = K(x, y, t, c> + l G(.r, y, t, ~1, 
(3.1) 
where all functions are periodic in t with period 2x and where H(r, y, t, 0) -- 
II(O)(R), whcrc R -= (9 + y2)/2, so that when c = 0 the origin is a nonlinear 
center i’ : -Q(R)y, j .; L?(R)x, whcrc L?(R) -: dlZ(O’(R)/dR. (The radial 
variable R is used in place of Y because dR A (03 7 dx A dy, so that (R, 0) are 
canonical coordinates.) In addition certain smoothness assumptions must be 
made. \Ye assume that H is of class CT-’ in E, so that there is an asymptotic 
expression 
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uniformly on compact subsets. We then assume that H”(R) is of class CZ in R 
(implying that Q(R) is of class Cl) for R > 0 and that Ho),..., If’“‘) are of class C3 
in x, y, t. Finally F and G are of class C3 in x, JJ, t and Cl in f. 
Let E(x, r), G(x, y) be the time averages of F and G with 6 = 0, and let Q(R) 
be the average offl* + G, over the disk (x2 + y2)/2 < R. We shall prove: 
‘lkowhl 2. Lkder the above hypotheses, assume that R(R) is strictly monotone 
(strict nonlinearity) and that @(R) < 0, both conditions holding for 0 < R < R, . 
Then there exists a nestedfamily of absorbing tori in (3. I). 
The proof will occupy the remainder of the paper. Letting K(R, 0, t, l ) 
11((2R)*/” cos 0, (2R)l/” sin 0, t, l ) we may express system (4) except along the 
center circle as 
where 
Z? :: -&(R, 8, t, E) + 8f(R, 8, t, l ), 
0 = K,(R, 4 t, ~1 i l (R, 0, t, ~1, (3.2) 
f = (2R)l:“[F cos 8 + G sin 01, 
g = (2R)-l/*[G cos 0 - F sin 01, 
with F, G evaluated at x = (2R)‘/* cos 8, y : (2R)l/* sin 0. For c = 0, (3.2) 
reduces to R -_. 0, fi = Q(R). 
The function f(R, 0, t, c) may be expanded in the form C am,,(R, e) e”meTn”, 
and we denote byJ(R) = a&R, 0) the avcragc off over 8 and t for E = 0. Our 
aim will be to establish the following generalization of Proposition 1: 
PROPOSITION 2. There exists an absorbing torus T for system (3.2) of the form 
R = R* + cV(0, t, E), 0 < E < c,,(T), for every R” such that Q(R*) is irrational 
and j(R*) is negative. 
The proof of Theorem 2 based on Proposition 2 is almost identical to the 
proof of Theorem 1 from Proposition 1 in Section 2, and will not be repeated. 
Proposition 2 will be proved in a series of lemmas. As preparation we discuss 
briefly the familiar partial differential equation which arises in Van Zeipel’s 
method and in the method of averaging and which leads to the small divisor 
problem (see [6, Chap. 51 for brief discussions of these methods and many 
references). The reader who is only interested in the proof of Proposition 1 
(the case K = 1) will not require Lemmas 2 and 3 below. Such a reader should 
read through Lemma 1, note that the coordinate change r : r” + c’/%, 
0 = 4, cl/* = p takes (1.2) into form (3.10) with k = 1, and should then read 
Lemma 4 and the rest of the section. 
The partial differential equation in question is 
w(supe) + (a+) = f(e, t), (3.3) 
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where w is irrational, f is 2a periodic in r3 and t, and u is required also to be 
2?~ periodic. Clearly these conditions can be met only if the average off over B 
and t vanish. In this case, if f has the Fourier series f(0, t) : x a,,,eir”le-n”, a 
formal solution of (3.3) is given by 
u(0, t) = 2 [u,,,ii(m~ .{ n)] et(me+n’), (3.4) 
but this series may not converge (because the divisors mw : 11 become arbitrarily 
small) and examples can be given in which a rigorous solutions does not exist. 
Two tvpes of approximate solutions of (3.3) are useful, however. The simplest 
arises by noting that if f involves only finitely many harmonics in f? that is, 
if a,,,, = 0 for : n I > A’, then (3.4) may be rearranged as 
(3.5) 
It is easy to see that this series is convcrgcnt and gives a rigorous solution of (3.3) 
iff is of class C2 in 8. In the general cast, in which a,,,, does not vanish for large n, 
WC may nevertheless form the expression (3.5) for any ,\y; it solves the modified 
equation 
where 
oJ(au&o) I ((?u&) -f(& 1) -h,(B, t), (3.6) 
/j*,(6), t) = 1 % a,,,.e’(‘““’ nL). 
:nl>,” m:- --cl2 
The right-hand side of (3.6) IS not zero but is small for large ,1’ (by the decay of 
Fourier coctficients) and in this sense uK is an approximate solution of (3.3). 
This method was used in [5] and suffices for the proof of Proposition 1 in the last 
section, but in the sequel we shall require an approximate solution which depends 
smoothly on a real variable 7 rather than the integer variable N. Such a solution 
may be obtained by adding 7 to the denominator in (3.4): 
u(0, t, 7) = 1 {Q,,,qi(mw 11) , ?I) ef(‘nfl- no. (3.7) 
If f is of class C3 in 0 and 1 then umn 1 5;. c,!(i m c tl 1):’ and (3.7) converges 
uniformly in B and t for each 7 > 0. .4n alternate expression is 
The equivalence of (3.7) and (3.8) iff p OSS~SSCS a uniformly convergent Fourier 
series may be shown by term-by-term integration justified by the dominated 
convergence theorem. ISither of these expressions shows that u(0, 1, 7) is the 
unique periodic solution of the modified equation WU,, $ U, - 7~ ,f. The 
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following lemma explains in what sense ~(6, t, 7) is an approximate solution of 
(3.3). For later requirements we permit II and j to depend upon additional 
variables x = (sr ,..., x,) ranging over an open set *. 
LEMMA 1. If w is irrational andj(0, t, x) is continuous in 0, t, sjor all real 8, 
t and all x in 59, and ijj is 2n periodic in 0 and t with average 
(4~~))l 6” j02zj(S, t, X) d0 dt = 0 for all X, 
then joy my compact set K in the space of variables x there exists a continuous 
junction [(q) dejned for 0 < 17 < co such that ((7) -• 0 as 77 + 0 und such that 
I((@, t, s, 7) as given fry (3.8) satisfies the d#erential inequality 
jar all x in K. There also exists a continuous junction 5(x, 7), such that <(x, ?) + 0 
as 7 .-* 0 for each fixed x and 
I w~o(e, t, S, rl) + u,(ft t, .v, 77) - fp, 1, -4 G 5(x, 4 
joor all x in the open set ~2. The junction u(0, t, 7) is of class C” in 7, and ifj is 
smooth of any class in x then u is smooth of the same class. 
Proof. The first statement (existence of t(q) on compact subsets) is proved 
by Hale in [3, Lemma 1.11 following ideas of Bogoliubov and Mitropolski [I] 
(see also [4, Chap. 121. The second statement (existence of <(s, 7)) may be 
obtained from the first by a partition of unity argument. (In fact [(x, 7) may be 
taken to be Co in x for each 7, although we will not need this.) Smoothness of 
~(0, t, 7) in 7 and x follows by differentiating under the integral sign; some care 
is required because of the unbounded domain of integration (see [2, Theorem 18 
and the Example on p. 1991). QED. 
The next lemma meets a need in the proof of Lemma 3 below, and may be 
skipped until needed. 
LEMMA 2. If <(cl, 7) is a positive continuous junction defined joy p > 0, 7 > 0 
satisfkg lim,-s &L, 7) = 0 j OY each jixed CL, and ij IG is any positive integer, there 
exists u positive Cm junction q(p) d f; d e ne on an interval 0 < p < I*,, such that 
T&L) -> 0 us p - + 0 and 0 < &, T(P)) < ps. 
Stated roughly, 7 may be made a function of ~1 in such a way that [(CL, $&)) 
goes to zero as p --, 0 with any desired order. 
Proof. Define ?r(/~) = sup{?: &.L, 7’) < p”” for all 7’ in the interval 
0 < 7’ < 7: and T.,(P) = min{p, T,(P)}. Then T.&) satisfies all conditions 
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except smoothness (it need not even be continuous), and it is only necessary 
to find a smooth function T(/L) such that 0 < 701) < T&L). Choose pU >, 0 and 
define r/&) .= inf{~s(~‘): 1~ .< CL’ .< CL,,} for 0 < p < po; then TJ.&) is positive 
and monotone. Letting h = log p, h,(h) .- &$), we introduce a positive CT 
function @(A) with support in the interval - I < A .< 0 and f-i @(A) dA = I. 
Then h,(h) = jt-i h,(h’) @(A’ - A) dA’ is smooth, h,(h) < h,(h), and &) = 
A.,(log CL) is the desired function. QED. 
We now turn from these preliminaries to the proof of Proposition 2. Choosing 
R” such that W* 7 Q(R”) is irrational, we perform a dilation about R* by 
setting R = RzC -;- pp, p = l 1/2 + 0. The coordinate change (R, 0) (+ (p, 0) 
is a general&d canonical transformation with factor p. Introducing 
L(,,, 0, t, p) -= cL-l{K(R* $ pp, 0, t, CL’) - II’O’(Wj 
= w*p -t O(p), 
system (3.2) near R = A* takes the form 
p - -I&, 0, t, p) + $-‘f(R*, 0, t, 0) + O(,=), 
B -.-. L,(p, e, t, p) + pg(R*, 8, t, 0) A o(p 1). 
(3.9) 
Observe that p = O(p) and 4 -- wY f O(p). Recall that a canonical transforma- 
tion (p, 0) t) (T, 4) may be given by a generating function ~(7, 0, t, CL) according 
to the formulas p = u8 , 4 u, , and that the Hamiltonian L is transformed 
into I’, where r -- L .I- (au/Z!) (the Hamilton-Jacobi equation). 
LEMMA 3. Assuming as aboce that W* is irrational, there exists a near identity 
canonical trunsformation (p, 0) t, (T, 4) dejined for 7 and p near zero and for all 
0 and + given by a Cm generating function U(T, 0, t, p) -=- 70 L 00~) taking system 
(3.9) into 
i p’f (H*, 4, t, 0) i 0(/P), 
I$ = w* -;- O(p). 
(3.10) 
\Ve prove Lemma 3 first under the additional hypothesis that H involves only 
finitely many harmonics in t, when, as we have seen in (34, the small divisor 
problem does not arise. (We cannot control the harmonics present in 0 since 
these arise in a complicated way from the dependence of (3.1) on x and y.) 
Proof of Lemma 3, jnite case. Van Zeipcl’s method [6, Sect. 5.61 will be 
applied to the Hamiltonian part of (3.9) to obtain a canonical transformation 
such that the new Hamiltonian r depends only on T (not (b or t) through order 
$“-l. Then this transformation will bc applied to the full svstem (3.9) to obtain 
(3.10). 
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According to Van Zeipel’s method, IL and r are sought as expansions 
#(T, 8, t, p) = Te i- p’l’ + $24’2 -L *-*, 
q7, p) L “,*T -’ pp !- gp + **a, 
(3.11) 
with u(i) - z+-, 0, t), P’ - P”(T). A n expansion of the Hamilton-Jacobi 
equation in powers of p is then obtained, being careful to express everything in 
terms of the variables T. 4, t. This expansion may be constructed as follows. 
Beginning with 
p -7 u, :- 7 + p&T, 8, f) I- *.., 
f$ 7 II, : e + ~I$)(T, 0, t) -i. *a-, 
one may obtain 
p = 7 f pp(T, 4, t) $ p2(z4~2)(T, 4, t) + cf2)(T, f$, t)} 
- . . . I , &p(T, q5, t) + P(T, $4, t)} + **-, 
where I!/“) depends upon the derivatives of U(I),..., zPr), and 
where Vu’ depends upon the derivatives of u(l),..., G). ‘These may then be 
substituted into the expansion 
L(P, 8, t, p) -= dp ,- pLyp, 8, t) t ... 
and the latter reexpanded as 
W*T + p{w*zp(T, +, t) f P(T, f$, C)) 
-t 4{W%yT, 4, t) $ d2)(T, f$, t) -j- PC2)(T, 4, t)} + *-., 
where P depends upon the derivatives of IL(~),..., ZL(~ .I) and upon L(l),..., Lo-r’. 
In the same manner 
h/at = P”jl)(T, 4, t) + p2{zp(7, 4, t) + Qf2’(T, I$, t)} + -.., 
whcreQo’ depends upon the derivatives of u(l),..., ~(~-l). Setting S”’ = Pi’ f Qo’ 
the coefficient of CL’ in the IIamilton-Jacobi equation is 
wx(auw/ae) .+ (~Uw;q = p) .- (~(2’ T go). (3.12) 
Choosing Pi) to be the average of L.(E) - S(i) over 0 and 1, Eq. (3.12) is an 
instance of (3.3) which is exactly solvable by (3.5) since we are assuming a finite 
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number of harmonics in t. The solution is carried out inductively on i, since S”’ 
depends upon prior determination of u(j), i < i. 
Without investigating the convergence of the series (3.11) we truncate them 
at P-* and claim that the resulting generating function carries (3.9) into (3.10). 
B’riting the coordinate change defined by I( in the form 
(3.13) 
Separating p and 6 from (3.9) into Hamiltonian and non-Hamiltonian terms 
we see that (3.13) acts upon these terms independently. The Hamiltonian terms 
arc transformed just as they are when f and 6 are absent, and thus remain 
Hamiltonian; the new Hamiltonian will be r (through O(,U*~-~)) and hence 
contributes nothing to T (to this order). The term of lowest order remaining in 
the equation for i is seen to be p2”-*f(Z?“, q5, t, 0). QED. 
Proof of Lemma 3, general case. In the previous proof we have established 
that if u and r are given by (3.11) then 
In the present instance we cannot make the bracketed expressions vanish, but 
WC can control their size. Introducing 2k - 1 parameters qr ,..., v.,,. r each 
ranging over 0 < 7i < co we permit II G) to dcpcnd smoothly upon qr ,,.., qi 
and Pi), for i > 1, to depend smoothly upon ?i ,..., qi-r . Observe that .Str) then 
depends upon or ,..., 76-1 through the U(J), i < i. Assume inductively that 
P)(T, 7] 1 9.e.9 7lj-11, @(T, 8, 1, ‘71 >.a., Q)> and continuous functions [,(qr ,..., tij) 
fori = I,..., i -- I have been defined, such that cj(~r ,..., 7;) --f 0 as qj -* 0 for 
fixed lr ,..., ?j-r and 
1 w*uy + up) -f. L”’ + sbj’ - r(j) 1 < lj(T1 ,..., qj); 
we seek such functions fori = i. Under these hypothcscs Sfi)(7, 4, t, ~r ,..., ~~.-r) 
is defined and we take P)(T, or ,..., TV-,) to be the average of I,((’ .- S*J over 
6 and t. \Ve now apply Lemma 1 to obtain zJi) and & , the variables (7, or ,..., ~~-r) 
playing the role of x and 71~ the role of 7. We confine r to a compact interval 
containing 0 in its interior, but or ,..., yl-r cannot be confined to a compact set 
and hence 4, must depend continuously upon these variables while being 
independent of 7. The induction is now complete. 
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Equation (3.11) now gives an approximate solution U(T, 4, t, p, qI ,..., T]~~...~) 
of the Hamilton-Jacobi equations satisfying 
We now use Lemma 2 to choose smooth functions &) which approach zero 
rapidly as p -* 0, so that the entire right-hand side of this inequality becomes 
O($k). Namely, assume am,..., qi-1(p) have been chosen, set {(p, Ti) = 
&(q&),..., ?i .I(p), TV), and by Lemma 2 there exists &) such that @, T&)) :: 
0(/P 2). 
Setting a(~,+, t, p) = a(~, 4, t, CL, 71(p),..., q2&)) gives the generating func- 
tion of a canonical transformation taking the Hamiltonian L(p, 8, t, CL) into a new 
Hamiltonian p(~, 4, 1, p) = L i &/at satisfying 1 P(r, 4, t, CL) -- P(T, p)l = 
O(pPA). Applying this transformation to (3.9) replaces K by r through order 
~2k -1. The remainder of the proof is the same as in the finite case. Q.E.D. 
LEMMA 4. There exists a Cm coordinate chaye 7 q--f (T of the form 7 - 
(I + p2k~-1v(+, 1) taking (3. IO) into 
(3.14) 
Proof. The ideas are the same as in the previous proof except that the trans- 
formation is not expected to be canonical. Differentiating 7 = u $- ~*~-‘o(#, t) 
yields 
6 = $-‘[f(R”, 4, t, 0) - w*v&, t) - ZJ,($, t)] + O(ppk). 
Equating this with the desired form (3.14) lcads to the equation w*v* + V( = 
f - f, which is of the form (3.3), approximately solvable by (3.7). Choosing &) 
so that [(7@)) = O(p2&) (by a special case of Lemma 2), the error is absorbed 
into the O(p2”‘) term in (3.14). QED. 
Proof of Proposition 2. Since f(R*) . IS negative, D = 0 is an absorbing torus 
for (3.14). Therefore T = p ‘L~-~zI(+, t) is an absorbing torus for (3.10), there is an 
absorbing torus p = O@) for (3.9). and finally an absorbing torus R .-- 
R* + Ob2) 7 Rx + O(E) for (3.2). Q.E.D. 
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