Abstract. We consider driftless stochastic differential equations and the diffusions starting from the positive half line. It is shown that the Feller test for explosions gives a necessary and sufficient condition to hold pathwise uniqueness for diffusion coefficients that are positive and monotonically increasing or decreasing on the positive half line and the value at the origin is zero. Then, stability problems are studied from the aspect of Hölder-continuity and a generalized Nakao-Le Gall condition. Comparing the convergence rate of Hölder-continuous case, the sharpness and stability of the Nakao-Le Gall condition on Cantor stochastic differential equations is confirmed. Furthermore, using the Malliavin calculus, we construct a smooth solution to degenerate second order Fokker-Planck equations under weak conditions on the coefficients.
Introduction
Given an interval I = (0, ∞) and a real-valued Borel function σ : R → R, let us consider X(t) − X(0) = t 0 σ(X(s))dB s , X(0) = x 0 ∈ I.
(1)
Skorokhod [22] showed that if σ is continuous that the stochastic differential equations (SDEs) have a weak solution on a filtered probability space. Moreover, if σ −2 is integrable over a neighborhood of x for all x ∈ I, it follows from Engelbert and Schmidt [9] that the weak solution exists law up to stopping time S, satisfying P(S = inf{t ≥ 0 : X(t) = 0}) = 1, where the notation inf ∅ means +∞.
Therefore, we are interested in studying the behavior of the solution around the boundary point 0, which has an identity as scale function and speed measure. In fact, we present the following proposition. Suppose that σ ∞ = sup x∈R |σ(x)| < ∞ and there exists some c H > 0 such that for all x, y ∈ R satisfying |x − y| ≤ 1, |σ(x) − σ(y)| ≤ c H |x − y| H . Moreover, suppose that X n is a strong solution for all n ∈ N. Then, for any T > 0, there exists a C 2 (T, H) > 0 dependent on H and T such that for every n ∈ N satisfying ∆ n < 2 −H , E( sup 0≤t≤T |X(t) − X n (t)|) 2 ≤ C 2 (T, H) × (− log ∆ n )
For Euler-Maruyama's schemes for SDEs with Lipschitz continuous coefficients, it is known that EulerMaruyama's convergence rate is n − 1 2 , where the uniform partition is given by {iT /n : i = 0, 1, . . . , n}. The distribution of the limit law of the error process for Euler-Maruyama's approximation process was established through many contributions. We refer the reader to [18, Section 5] , [1] ; for more details, see the excellent survey. [15] .
Recently, other efforts have been directed toward extending the this of convergence into stronger topologies than the one given by weak convergence of processes, as this weak convergence result does not provide full information regarding the rate of convergence of various other functionals. Yan in [25] estimated the bounded rate of Euler-Maruyama's convergence when H ∈ ( 1 2 , 1]. Moreover, for H = 1 2 , the log estimation was studied deeply by Gyöngy and Rásonyi in [13] . In fact, Theorem 1.1 is an analogy of their results for stability problems.
To the best of our knowledge, it is an open problem whether the strong convergence rates of both EulerMaruyama's schemes and the stability problems under non-Lipschitz coefficients are optimal. To study the convergence rate under non Lipschitz continuous diffusion coefficients, we propose an another approach: The key is to consider Hölder continuous as a generalized Nakao-Le Gall condition formally defined in Section 4. It induces the following spatial stability problems: For ǫ ≥ 0 we introduce Our main result is as follows: Theorem 1.2 (0 < ǫ < 1). Suppose that the assumption of Theorem 1.1 holds. Furthermore, suppose that σ is non-negative and monotonically increasing or decreasing, σ n is non-negative in R for all n ∈ N and sup n∈N σ n ∞ < ∞. Then, for any T > 0, there exists a T -dependent C 4 (T ) > 0 such that for every n ∈ N satisfying ∆ n < 2 − 1 2 (H+1) and for all ǫ ∈ (0, 1),
As concrete examples, we apply the above results to Cantor diffusion processes X,
where an extended Cantor function satisfies that c(x) = c(x)1 [0,1] (x) + 1 (1,∞) (x) for x ∈ R and the middle-λ Cantor function c is obtained by removing the middle λ of a line segment where λ is a real number in (0, 1). Formally, the middle-λ Cantor function c is obtained as the the limit procedure of a series of bounded, real-valued functions {c n } n∈N with supremum norms: that is, for every n ∈ N, ∆ n = sup x∈R |c(x) − c n (x)| ≤ 2 −n+2 . These functions are formally defined in Section 5.
If λ ∈ (0, 1 2 ), c satisfy Hölder's continuity in Theorem 1.1, thus we obtain that, Corollary 1.1. Let T > 0 and λ ∈ (0, 1 2 ]. Suppose that c 0 satisfies the condition that there exists some c H λ > 0 such that for all x, y ∈ R satisfying |x − y| ≤ 1,
There exists a C(T, λ) > 0 dependent on T and λ such that
, where H λ = log 2/(log 2 − log(1 − λ)) ∈ [ 1 2 , 1). By Proposition 1.1 again, the condition λ ∈ ( 1 2 , 1) implies that pathwise uniqueness of Cantor SDEs does not hold. Moreover, c ǫ n with c 0 (x) = 0 for x ∈ [0, 1] and ǫ ∈ (0, 1) is not continuous but it is belong to a generalized Nakao-Le Gall condition for every n ∈ N. Therefore, its convergence rate can be estimated as follows.
There exists a T -dependent C(T ) > 0 such that for all ǫ ∈ (0, 1) and λ ∈ (0, 1).
where H λ = log 2/(log 2 − log(1 − λ)) ∈ (0, 1).
Finally, we rephrase the results in terms of partial differential equation (PDE) analysis. More precisely, we show the existence of the solutions of Fokker-Planck's equation with degenerate coefficients. A typical example is
, 1] and T > 0. As the law of X(t) in (1), µ t solves the above equation in the sense of distribution. Moreover, X(t) is a strong solution, by Proposition 1.1. Therefore, we construct a smooth fundamental solution v(t, x) such that
where p is the density of µ t (dy) = p(t, x, y)dy obtained by using the Malliavin calculus. To the best of our knowledge, the coefficients of the above Fokker-Planck equation do not satisfy hypotheses in the PDE literature, e.g. Friedman's book [10, Chapter 1] for obtaining a weak or smooth solution. This is investigated in Section 6.
The next Section 2 is devoted to the preliminaries and a useful lemma. In Section 3, the stability problem is applied to the general driftless SDEs with Hölder-continuous diffusion coefficients with exponents in [
In Section 4, we introduce the generalized Nakao-Le Gall condition. Then we estimate a strong convergence of stability problems. In Section 5, we apply the results to Cantor diffusion processes.
Preliminaries
In the interval I = (0, ∞), we assume that a Borel function σ : R → R satisfying (LI) if σ(x) = 0, then σ −2 is integrable over a neighborhood of x.
As a consequence of [8, Theorem 1], we have a weak solution X on the filtered probability space (Ω, F , F t , P) such that
We also define a stopping time S = inf{t ≥ 0 : X(t) / ∈ I}. Because X satisfies a driftless SDEs, its scale function is the identity (see [16, 5. 22 Proposition]);
Therefore the solution is nonexplosive, and we have
As pathwise uniqueness implies uniqueness in the sense of probability law by the Yamada-Watanabe theorem [24] , the following lemma obviously follows from Engelbert and Schmidt [8] . However, we provide a proof here. 
the boundary point 0 is exit and entrance. Moreover, considering the natural scale lim x↑∞ s(x) = lim x↑∞ (x− c) = ∞, 0 is reached from an interior point of I in finite time P-almost surely; that is
Applying the method of time change, let us now consider a diffusion process starting from 0. For a onedimensional F t -Brownian motion B t , let
Assuming that lim x↓0 c x 1 (σ(y)) 2 dy < ∞, then σ −2 (| · |) is locally integrable over R. Thus, it follows that P(A t < ∞) = 1 for every t ≥ 0. Moreover, let A t define a continuous additive function of B t such that
Therefore, for every t ≥ 0, we have
Thus, (X t , B t ) satisfies equation (1) with X(0) = 0 for t ≥ S. However, because σ(0) = 0, (0, B t ) also satisfies this equation, violating the pathwise uniqueness condition.
Conversely, as is well-known, the existence of a weak and unique solution in the probability law does not imply pathwise uniqueness without some additional condition. On the basis of the above proof, we impose an additional condition of the behavior of the boundary 0 as follows. Proof. Following the proof of Lemma 2.1, we have
Thus, we obtain the desired result. µ(x) = ∞, then we have P(S < ∞) = 0 and P(X(t) ∈ I for t ≥ 0) = 1. (2) If 0 is an exit and no-entry point, i.e., ν(0+) < ∞ and µ(0+) = ∞, then 0 < P(S < ∞) ≤ 1 and
However, this process cannot be started from the boundary point.
which is inconsistent with µ(0+) < ∞. Therefore, under this condition, 0 is not an entry and nonexit point (4) If 0 is both an exit and an entry point, i.e., ν(0+) < ∞ and µ(0+) < ∞, it is called a nonsingular point. As the scale function lim x↑∞ s(x) = ∞, we conclude that P(S < ∞) = 1. Moreover, diffusion can begin from a nonsingular boundary.
Lemma 2.3. Let c be in I and σ be a real-valued Borel function that monotonically increase or decrease in I such that (σ(x)) 2 > 0 for every x ∈ I. Then, pathwise uniqueness holds for (1) if
Example 2.1. According to this expression, µ(0+) < ∞ generally does not imply pathwise uniqueness. To show this, we consider Tanaka's example, in which
Example 2.2. Suppose that σ is a Hölder-continuous function with exponents
Bass, Burdzy and Chen [2] recently showed that if the solution is instantaneous at 0, i.e.,
, then pathwise uniqueness holds. Proof of Lemma 2.3. Denoting the solutions of the SDE (1) by X, for every t ≥ 0, we have
It is sufficient to prove that pathwise uniqueness holds up to time S(≤ ∞), defined as (2). Now we define
Under the assumption (σ(x)) 2 > 0 for every x ∈ I, there exists a n 0 ∈ N such that X(0) = x 0 ∈ I n for every n ≥ n 0 ∈ N. Set
Then, as l n is a nonsingular point, we can write
For n ∈ N, we consider the following SDE for every t ≥ 0,
where σ n satisfies that for every x ∈ R, σ n (x) = σ(−x) and
Here σ n is a Borel function such that
n is integrable over a neighborhood of every x ∈ R , then there exists a unique solution in the sense of the probability law, see [9] . Moreover, because σ is monotonically increasing or decreasing in I, the variation of σ n is finite, see [21, (4 
n for x ∈ I. Thus, by Nakao's result [20] , pathwise uniqueness holds for (3b). We conclude that X n is unique and strong solution by the Yamada-Watanabe theorem [24] .
Let us now consider a strong solution X S n starting from l n ,
For an almost surely finite stopping time S n , we define a Brownian motion independent of F Sn such that
On the other hand, again noting that pathwise uniqueness holds for (3b), if X and X be solutions of the SDE (1), then P(Z n (t) = Z n (t) for every t ≥ 0) = 1, similarly, we define Z n := X(t)1 {t<Sn} + X S n (t − S n )1 {t≥Sn} and S n = inf t ≥ 0 : X(t) / ∈ I n . Therefore, we have P(X(t) = X(t) for every t ≤ S n ∧ S n ) = 1. Moreover, since S(ω) = lim n→∞ S n (ω) = lim n→∞ S n (ω) for almost every ω ∈ Ω, we conclude that P(X(t) = X(t) for every t ≤ S) = 1, which is the desired result.
Therefore, we obtain Proposition 1.1.
Proof of Proposition 1.1. By Lemma 2.1 and 2.3, we obtain the result.
To investigate stability problems, let X n be the solution to the following equation, where σ n are Borel functions with n ∈ N:
For every t ≥ 0, we write
Recall that for any n ∈ N, Y n is a continuous martingale with a quadratic variation of Y n . We also define L
The following lemma is useful for estimating the convergence rate.
Lemma 2.4. Let M be a local continuous martingale with P(M (0) = 0) = 1 and let ρ be a monotonic, strictly increase function on [0, 1] with ρ(0) = 0. For any sequences {a n } n∈N , {b n } n∈N satisfying 0 < a n ≤ b n ≤ 1 (n ∈ N), we define a positive sequence {c n } n∈N ,
Then, for every t ≥ 0 and n ∈ N, we have
Proof. Let ϕ n be a symmetric function around the origin such that for all x ∈ R,
Thus, for all x ∈ R with |x| > a n , we have
and for every x ∈ R such that |x| > b n , we have
Moreover, ϕ ′ n and ϕ ′′ n are Lebesgue-almost for every x ∈ R. Thus, we can write
Applying Itô's formula to ϕ n (M (·)) (see [16, 7. 3 Problem]), we obtain the P-almost surely as
1 (an,bn) (|M (s)|).
is a martingale vanishing at 0 for every n ∈ N,
| and ϕ n (M (0)) = 0 are P-almost surely for every t ≥ 0 and n ∈ N. Thus, we obtain the desired result. *
Hölder-Continuous Diffusion Coefficients
In this section, we consider stability problems in the case Hölder-continuous diffusion coefficients. Given real-valued Borel functions σ and σ n with n ∈ N, let X be a solution of (1) and X n be a solution of (4). For every n ∈ N, we define
The convergence rate is obtained as follows cf. [17] .
Thus, for every t ≥ 0 and n ∈ N we define U n and V n as follows:
By Kunita and Watanabe's inequality [21, (1.15) Proposition in Capter IV] and Jensen's inequality, for all s ≥ 0 and n ∈ N, we have
By the Hölder continuity of σ and the definition of ∆ n in (5), we have
where we define ρ(u) = u 2H (u ≥ 0). By Lemma 2.4, we have
For 0 < a n < b n < 1 where n ∈ N, the mean-value theorem gives
It follows that b n c n ≤ a −1 n b n (b n − a n ) < 1, that is b n ≤ 1/c n for every n ∈ N, and
For H ∈ [ , we select b n = √ a n and hence obtain c n = − 1 2 log a n .
If H ∈ ( 1 2 , 1], for every n ∈ N satisfying b n = 2a n < 1, we obtain
Finally, putting a n = ∆
1/H
n , for every n ∈ N satisfying ∆ n < 2 −H , we have 0 ≤ a n ≤ b n ≤ 1. We hence conclude that for every n ∈ N satisfying ∆ n < 2 −H and t ≥ 0, we have
By the L 1 -estimation, we obtain a convergence rate in terms of the L 2 -sup-norm.
Proof of Theorem 1.1. Let r be an arbitrary positive number. For every s ≥ 0 and n ∈ N, we have P-almost surely,
By Chebyshev's inequality, we obtain
Thus, selecting r such that
Doob's maximal inequality then gives
The desired inequality then follows from Lemma 3.1. 
Remark 3.2. C 2 (T, H) satisfies C 2 (T, H) ≤ 4(2c

A Generalization of the Nakao-Le Gall Condition
In this section, we consider nondegenerate diffusion coefficients satisfying a generalized Nakao-Le Gall condition. This treatment is slightly modified from that of Le Gall [19] and Nakao [20] . for every x ∈ R and
, for every x, y ∈ R and |x − y| ≤ 1, then σ satisfies the generalized Nakao-Le Gall condition, and we write σ ∈ C(ǫ, f, L).
Remark 4.1. Suppose that σ ∈ C(ǫ, f, 0) and ǫ > 0. Then σ −2 is locally integrable, and equation (1) has non-trivial weak solution up to stopping time S given by (2) . By the Feller test, the boundary 0 is a nonsingular boundary, and P(S < ∞) = 1. Furthermore, Le Gall showed that the local time of boundary 0 is zero: L 0 t (X) = 0 for every t ≥ 0. Thus, pathwise uniqueness holds for (1). Because C(ǫ, f, L) ⊂ C(ǫ, f, 0), we conclude that the SDEs (1) with σ ∈ C(ǫ, f, L) have unique strong solutions if ǫ > 0.
Let σ be a real-valued Borel function σ : R → R again satisfies (σ(x))
2 > 0 for every x ∈ I. A solution X of the SDE (1) satisfies
For every ǫ ≥ 0 and x ∈ R, we denote σ ǫ (x) := ǫ + σ(x), and write a solution X ǫ as follows:
In the same way, we define σ ǫ n and X ǫ n for solutions X n of the SDE (4). Example 4.1. If σ is Hölder-continuous with exponent H ∈ [0, 1), it follows that for every x, y ∈ R,
Moreover, suppose that σ a monotonically increasing or decreasing non-negative bounded function. Then σ ǫ ∈ C(ǫ, σ, H 2 ). Example 4.2. Let us consider the skewed Brownian diffusion coefficient [14] given by σ α (x) = α1 {x>0} (x) + (1 − α)1 {x≤0} (x), where x ∈ R. Then we have σ α ∈ C(α, σ α , 0).
For analyzing stability problem, we recall
Lemma 4.1. Suppose that σ ∈ C(0, f, L) and {σ n } n∈N is a series of Borel functions satisfying σ n (x) ≥ 0 for R and sup n∈N σ n ∞ < ∞. Then, there exists a C 3 (t) > 0 dependent on t ≥ 0 such that for every n ∈ N satisfying ∆ n < 2 −(L+ 1 2 ) and for every ǫ ∈ (0, 1),
Proof. As this proof concerns only X ǫ and X ǫ n , we drop the superscripts ǫ hereafter. By the argument used to prove Lemma 3.1, where 2L + 1 = 2H, it is sufficient to prove that for some C(f ) t , where
there exists some c L > 0 independent of n ∈ N and t ≥ 0 such that
. We now choose a sequence {f l (x)} l∈N of uniformly bounded (in l and x) increase functions in C 1 (R) such that f l (x) → f (x) (l → ∞) for any continuous point x of f . The set D of discontinuity points in f is at most countable. The inequality ǫ ≤ σ ǫ (x) for x ∈ R implies that t ≤ ǫ −2 X t (t ≥ 0). Similarly, we have t ≤ ǫ −2 X n t (t ≥ 0). Thus, by the occupation times formula for X and X n (cf. [21, page 224, (1.6) Corollary]), we obtain
where Leb is the Lebesgue measure, and L a t (X n ) denotes the local time of X n accumulated at a until time t. Therefore, we have
. By Jensen's inequality and the occupation times formula for Z u n , we have
Now, by the Meyer-Tanaka formula, for a ∈ R and t ≥ 0, we obtain P-almost surely
As σ ∞ = sup x∈R |σ(x)| ≤ |σ(0)| + f ∞ < ∞, we have for every t ≥ 0
In the same way, assuming sup n∈N σ n ∞ < ∞, we have
It follows that for every s ≥ 0
is a martingale vanishing at 0. Thus we have
Letting l → ∞ and denoting c L = 2 ( σ ∞ + sup n∈N σ n ∞ ) f ∞ , we conclude that
As shown in Theorem 1.1, we derive the inequality in term of the L 2 -sup-norm as follows.
Lemma 4.2. Suppose that the assumption of Lemma 4.1 holds. Then, for any T > 0, there exists a T -dependent C 4 (T ) > 0 such that for every n ∈ N satisfying ∆ n < 2 −(L+ 1 2 ) and 0 < ǫ < 1, we have
, and C 3 (T ) is given by Lemma 4.1. Proof. Again, this proof concerns only X ǫ and X ǫ n , so we drop the superscripts ǫ. For an arbitrary r > 0 and every s ≥ 0, we obtain P-almost surely
n . Following the estimation of C(f ) t in the proof of Lemma 4.1, we obtain
, we obtain
Again, by Doob's maximal inequality
where ǫ −2 > 1 and
Thus, we obtain the desired conclusion.
Finally, we prove Theorem 1.2.
Proof of Theorem 1.2. As mentioned in Example 4.1, σ is Hölder-continuous with exponent H ∈ [0, 1); thus for x, y ∈ R with |x − y| ≤ 1, it follows that
Moreover, σ is a function with finite variation. Thus, applying Lemma 4.2 when L = H 2 , for any T > 0, there exists a T -dependent C 4 (T ) > 0 such that for every n ∈ N satisfying ∆ n < 2
This concludes the proof.
The Cantor Diffusion
To demonstrate the strong convergence rate, we consider a slight generalization of an iteratively constructed Cantor function called the middle-λ Cantor function, (cf. [7, Chapter 4] ). Let λ be in (0, 1). For all n ∈ N ∪ {0}, we define Hereafter, we assume that c 0 ∈ M [0, 1]. An extended Cantor's function c is defined as follows:
In the same way, we define c n .
Lemma 5.2. For every x ∈ R and n ∈ N, we have
Proof. For every n, m ∈ N with m > n and x ∈ [0, 1], we have
Letting m → ∞ we obtain the result.
The middle-λ Cantor function c satisfies the following Hölder condition of order log 2/(log 2 − log(1 − λ)):
Lemma 5.3. Let λ ∈ (0, 1). The middle-λ Cantor function c is a Hölder-continuous function such that for every x, y ∈ [0, 1],
where H λ := log 2/(log 2 − log(1 − λ)). Moreover, for every x, y ∈ R
Proof. If c 0 is selected to satisfy
Following the argument of [6] , it is easily shown that c n is a subadditive function for every n ∈ N. Therefore, c is also subadditive. As c is also increasing, continuous, subadditive and satisfies c(0) = 0, c satisfies the first modulus of self-continuity: for every x, y ∈ [0, 1], we have
; thus, c is Holder continuous. Furthermore, for every x, y ∈ R, we have
Thus, by Lemma 5.2, we obtain
Let X be a solution of the SDE (1) with the diffusion coefficient c,
and let X n be a solution to the SDE (4) with the diffusion coefficient c n ,
As c is continuous, the SDEs (8) have weak solutions, see Skorohod [22] . By Proposition 1.1 and Lemma 5.3, pathwise uniqueness holds if and only if λ ∈ (0, The proof of Corollary 1.1. By the construction of c n , we obtain that for all n ∈ N,
Since c 0 is a Hölder continuous satisfying
Thus, pathwise uniqueness holds, which implies that X n is also unique strong solution. Now, applying Theorem 1.1 to
we obtain the result. 
Moreover, as c and c n are monotone increasing functions for n ∈ N, pathwise uniqueness holds. Finally, applying Theorem 1.2, we obtain the desired result.
Remark 5.2. The Cantor function c n with c 0 (x) = 0 for x ∈ [0, 1] is not continuous, however, c ǫ n is belong to a generalized Nakao-Le Gall condition. Therefore, its convergence rate can be estimated as Corollary 1.2.
Moreover, the constant value C(T ) is depend only on T and independent λ, see Remark 4.3. Comparing the result of Theorem 1.1, the sharpness and stability of the above estimation is confirmed. By Itô's formula, µ t solves the above Fokker-Plank equation in the sense of distribution. In particular, if the law of X(t) is smooth absolutely continuous with respect to Lebesgue measure, i.e., µ t (dy) = p(t, x, y)dy, then v(t, x) = ∞ 0 p(t, x, y)f (y)dy solves the PDE (10). Conversely, if there exists a solution X(t) of the SDE whose smooth coefficients do not satisfy (11) and the law of X(t) is absolutely continuous with respect to Lebesgue measure, then it provides a solution of the PDE (10) . In fact, by Proposition 1.1, under weak conditions on the degenerate coefficients, we show that there exists a smooth fundamental solution v(t, x) using the result of Malliavin calculus. As p(t, x, y) → δ x (y) as t → 0, it follows that lim t→0 v(t, x) = f (x), x ∈ (0, ∞).
Thus, we obtain the desired result.
Remark 6.1. For an example, the Fokker-Planck equation (10) such that a(x) = |x| 2α , α ∈ [1/2, 1] and x ∈ (0, ∞), has a smooth fundamental solution, as it does not satisfy hypotheses made in the PDE literature to get a weak or smooth solution, e.g. the uniformly parabolic condition (11).
