Abstract. A factorization theory is proposed for Wiener-Hopf plus Hankel operators with almost periodic Fourier symbols. We introduce a factorization concept for the almost periodic Fourier symbols such that the properties of the factors will allow corresponding operator factorizations. Conditions for left, right, or both-sided invertibility of the Wiener-Hopf plus Hankel operators are therefore obtained upon certain indices of the factorizations. Under such conditions, the one-sided and two-sided inverses of the operators in study are also obtained.
Historical background
We would like to begin with a historical review about Hankel operators, including Toeplitz operators and Wiener-Hopf operators, till Wiener-Hopf plus Hankel operators. The story of Hankel operators starts with Hermann Hankel and with his Ph.D. thesis [13] published in 1861. Here Hankel studied determinants of infinite complex matrices with entries defined by a jk = a j+k (j, k ≥ 0), where a = {a j } j≥0 is a sequence of complex numbers. These matrices are the therefore called Hankel matrices and have the special form In 1881, Kronecker [14] presented a theorem that describes the Hankel matrices of finite rank as the ones that have corresponding power series, . . . . . . In 1906, Hilbert proved that the operator induced by the Hilbert matrix,
is bounded on ℓ 2 . In this way, we may find here the origin of Hankel operators, arising from Hankel matrices. Considering {a j } j≥0 ∈ ℓ 2 , the Hankel operator induced by the Hankel matrix {a j+k } j,k≥0 is defined by
.
Later on, in 1957, Nehari presented a characterization for bounded Hankel operators on ℓ 2 [17] . Due to the importance of such characterization, we may say that it marks the beginning of the contemporary period of the study of Hankel operators. From Nehari's result, it follows the representation of two kinds of Hankel operators on the Hardy space on the unit circle, H 2 (T). For φ ∈ L 2 (T), the Hankel operator
Considering the standard orthonormal basis for H 2 (T) and H 2 − (T), Γ φ has Hankel matrix {ϕ −j−k } j≥1,k≥0 . For defining the other kind of Hankel operator, consider also φ ∈ L 2 (T). The second Hankel operator
In this case, the Hankel matrix of H φ is the matrix {ϕ j+k } j,k≥0 .
Let us now go back in history to 1911. In this year, Otto Toeplitz published the paper [26] where he studied infinite linear systems of the form 
on the space ℓ 2 (Z). In this context, Toeplitz was interested in the study of the spectrum of the operator on ℓ 2 (Z) generated by matrices of the form
which he called "L-matrices", meaning Laurent matrices. Toeplitz matrices arise from the Laurent matrices when we consider in Laurent matrices the block B 22 :
As we can see, Toeplitz matrices are therefore defined by a jk = a j−k , where a = {a j } j∈N is a sequence of complex numbers. Contrarily to what happens with Hankel matrices that are constant on every diagonal parallel to the secondary diagonal, Toeplitz matrices are constant on every diagonal parallel to the main diagonal. In the same way that Hankel operators were defined in ℓ 2 , Toeplitz operators on ℓ 2 are defined similarly. Thus, the Toeplitz operator is defined as the operator induced on ℓ 2 by the Toeplitz matrix (1.1). We may also define the Toeplitz operator on the Hardy space H 2 (T). In this sense, for φ ∈ L ∞ (T), the Toeplitz operator is defined as
. Moving now to the thirties and to the integral operators, we find the work of Norbert Wiener and Eberhard Hopf. They presented in 1931 a method to solve integral equations of the form
i.e. the so-called Wiener-Hopf equations [27] . Here c ∈ C, k ∈ L 1 (R) and f, g ∈ L 2 (R + ), where c and k are fixed, g is given and f is unknown. From Wiener-Hopf equations arise Wiener-Hopf operators defined by
where φ belongs to the Wiener algebra. The Wiener algebra is defined by
and it is a Banach algebra under the norm c + F k W = |c| + k L 1 (R) and the usual multiplication operation. The Wiener-Hopf operators are convolution type operators. Therefore, they can also be represented as
Here L 
and where A is the translation invariant operator F −1 φ · F. Looking now to (1.2) and (1.3), we see that Wiener-Hopf operators and Toeplitz operators may be interpreted in the same way.
An important step in the study of Toeplitz (or Wiener-Hopf) and Hankel operators was made in 1979 when Power [19] used the C * -algebra generated by the Toeplitz and Hankel operators. In that paper Power devoted already a particular attention to those kind of operators when generated by piecewise continuous functions. Later on several authors considered also the interactions between Wiener-Hopf and Hankel operators, as well as the algebra generated by them, see e.g. [1, 2, 4, 20, 21, 22, 23] .
In the decade of 90, we find several papers related to diffraction problems where Wiener-Hopf plus Hankel operators appear as the associated operators of the systems of equations in L 2 (R) to which the diffraction problems can be reduced to (cf. [15, 16, 25] ). Such concrete use of the Wiener-Hopf plus Hankel operators continues in our days and particular examples of their applicability in diffraction theory may be found in [7, 8] .
As a consequence, the theory of Wiener-Hopf plus Hankel is nowadays well developed for some classes of Fourier symbols like the case of continuous or piecewise continuous functions. However, this is not the case for the almost periodic class. The present paper is an attempt to proceed with this last direction.
The Main Objects
The main objects of the present work are the Wiener-Hopf plus Hankel operators with Fourier symbols in the algebra of almost periodic functions, and acting between L 2 Lebesgue spaces. In a detailed way, we will consider operators with the form (2.1)
with W φ and H φ being Wiener-Hopf and Hankel operators defined by
respectively. Here and in what follows, J is the reflection operator given by the rule
The so-called Fourier symbol φ belongs to the algebra of the almost periodic functions AP , that is, the smallest closed subalgebra of L ∞ (R) that contains all the functions e λ (λ ∈ R) where e λ (x) = e iλx , x ∈ R. Let us determine the notation GB for the group of all invertible elements of a Banach algebra B. By Bohr's theorem, for each φ ∈ GAP there exists a real number κ(φ) and a function ψ ∈ AP such that
Since κ(φ) is uniquely determined, κ(φ) is usually called the mean motion of φ. Let A : X → Y be a bounded linear operator acting between Banach spaces. If Im A is closed, the cokernel of A is defined as Coker A = Y /Im A. Then the operator A is said to be properly d-normal if dim Coker A is finite and dim Ker A is infinite, properly n-normal if dim Ker A is finite and dim Coker A is infinite, and Fredholm if both dim Ker A and dim Coker A are finite.
For Wiener-Hopf operators with Fourier symbols in GAP , there is a semiFredholm and invertibility criterion due to Gohberg-Feldman/Coburn-Douglas (cf. [10] and [12] or [3, Theorem 2.28]) based on the sign of the mean motion of the Fourier symbol of the operator. That criterion says that:
(1) if the mean motion of the Fourier symbol is negative, then the WienerHopf operator is properly d-normal and right-invertible; (2) if the mean motion of the symbol is positive, then the Wiener-Hopf operator is properly n-normal and left-invertible; (3) and in the case where the mean motion of the symbol is zero, then the Wiener-Hopf operator is invertible.
Such criterion was one of the starting motivations for the present work. Accordingly, the main purpose of this paper is to establish an invertibility criterion for WienerHopf plus Hankel operators with almost periodic Fourier symbols.
Operator Identities for Wiener-Hopf plus Hankel Operators and their Invertibility in the Even Fourier Symbol Case
In this section we will identify certain operator identities for Wiener-Hopf plus Hankel operators and Wiener-Hopf operators. Besides some particular consequences already obtained in the present section, this will also help us in the next sections in the process of obtaining an invertibility criterion for the Wiener-Hopf plus Hankel operators.
According to (2.1), (2.2) and (2.3), we have
where ℓ e : L 2 (R + ) → L 2 (R) denotes the even extension operator, we may write the Wiener-Hopf plus Hankel operator as
From the Wiener-Hopf and Hankel operator theory, the following relations are known:
is the zero extension operator. Additionally, from the last two identities, it follows that
Let H ∞ (C − ) denote the set of all bounded and analytic functions in C − = {z ∈ C : Im z < 0} and H WH ϕ ψφ = WH ϕ ℓ 0 WH ψφ .
In addition, since φ = φ, it also follows from (3.3) that (3.5)
From (3.4) and (3.5), we have that
Since ϕ ∈ H ∞ − (R), we have H ϕ = 0 due to the structure of the Hankel operators. Therefore WH ϕ = W ϕ and it follows from (3.6) that W ϕ ψ φ = W ϕ ℓ 0 WH ψ ℓ 0 WH φ .
Proposition 3.2. If φ e ∈ GL
∞ (R) and φ e = φ e , then WH φe is invertible and its inverse is the operator
On one hand, we have (3.7)
WH φe·φ −1
where I L 2 (R+) represents the identity operator in L 2 (R + ). On the other hand, since φ e ∈ GL ∞ (R) and φ e = φ e , then φ 
In the same way, we obtain that (3.10)
. Therefore, (3.9)-(3.10) show that WH φe is invertible and its inverse is ℓ 0 WH φ −1 e ℓ 0 .
AP Asymmetric Factorization
Let AP − (AP + ) denote the smallest closed subalgebra of L ∞ (R) that contains all the functions e λ with λ ≤ 0 (λ ≥ 0).
The following definition was initially motivated by the role of the so-called AP W factorization in the theory of Wiener-Hopf operators with Fourier symbols in the subclass of almost periodic elements that allow a representation in the form of an absolutely convergent series [3] , and by the recent works about Toeplitz plus Hankel operators [1, 11] and convolution type operators with symmetry [8, 9] . Additionally, it extends a corresponding concept introduced in [18] for the subclass of almost periodic Fourier symbols that can be written as an absolutely convergent series.
Definition 4.1. We will say that a function φ ∈ GAP admits an AP asymmetric factorization if it can be represented in the form
where λ ∈ R, e λ (x) = e iλx , x ∈ R, φ − ∈ GAP − , φ e ∈ GL ∞ (R) with φ e = φ e . The particular case of an AP asymmetric factorization with λ = 0 will be referred to as a canonical AP asymmetric factorization.
It is interesting to clarify that, when existing, the AP asymmetric factorization here introduced is unique up to a constant. Proposition 4.2. Let φ ∈ GAP . Suppose that φ admits two AP asymmetric factorizations: 
e , γ ∈ C \ {0}.
Proof. The equality φ
e , implies that
Assume, without loss of generality, that λ 1 ≤ λ 2 . Then λ = λ 1 − λ 2 ≤ 0. From (4.1) it follows that (4.2) (φ
e ) −1 .
Since the right-hand side of (4.2) is an even function, (φ
− e λ is also an even function. Put
− . Thus ϕ(x) e λ (x) = ϕ(x) e λ (x), i.e. ϕ(x) e λ (x) = ϕ(x) e −λ (x), or equivalently
On one hand, since ϕ ∈ GAP − , we may apply the well-known characterization of GAP − which assures the existence of a ψ ∈ AP − such that ϕ = e ψ (cf. e.g. [3, Lemma 3.4] ). On the other hand, because ϕ ∈ GAP + , by a corresponding characterization of GAP + , there exists a η ∈ AP + such that ϕ = e η . From (4.4), it follows that e ψ(x)+i2λx = e η(x) , which implies that λ = 0 and ψ ∈ AP − ∩ AP + , i.e., λ 1 = λ 2 and ψ is a complex constant function. From (4.3), we get φ
− with γ ∈ C\{0}. By (4.2), we obtain φ (1)
e .
Invertibility Criterion and (Lateral) Inverses for Wiener-Hopf plus Hankel Operators
Here we start with a known definition for bounded linear operators T : X 1 → X 2 and S : Y 1 → Y 2 , acting between Banach spaces. The operators T and S are said to be equivalent if there are two boundedly invertible linear operators, E : Y 2 → X 2 and F :
It follows from (5.1) that if two operators are equivalent, then they belong to the same regularity class [5, 6, 24] . More precisely, one of these operators is invertible, one-sided invertible, Fredholm, properly n-normal, properly d-normal, one-sided regularizable, generalized invertible or normally solvable, if and only if the other operator enjoys the same property. This important consequence of the equivalence operator relations will have a global preponderance in the proof of the following criterion.
Theorem 5.1. Let φ ∈ GAP admit an AP asymmetric factorization φ = φ − e λ φ e . Proof. In the case where λ < 0, we have that e λ ∈ AP − . Since
due to Proposition 3.1 and also taking into account that, because e λ ∈ H ∞ − (R), WH e λ = W e λ . Since φ − ∈ GAP − , by the characterization of GAP − , there exists a ψ ∈ AP − such that φ − = e ψ . Thus, the mean motion of φ − is zero and due to the Gohberg-Feldman/Coburn-Douglas Theorem (stated in the first section), W φ− is invertible. From Proposition 3.2, we know that WH φe is invertible. Therefore, since ℓ 0 :
is also an invertible operator, (5.2) shows that WH φ is equivalent to W e λ . Once again, by the Theorem of Gohberg-Feldman/CoburnDouglas, since the mean motion of e λ is λ < 0, we have that the operator W e λ is properly d-normal and right-invertible. Consequently, due to the equivalence relation (5.2), the operator WH φ is also properly d-normal and right-invertible. This completes the proof of part (a).
Part (b) can be derived from part (a) by passage to adjoint operators. Finally, let us now suppose that λ = 0. Then φ = φ − φ e and WH φ = W φ− ℓ 0 WH φe . Since W φ− and WH φe are invertible, then WH φ is also invertible.
then we obtain a reflexive generalized inverse of WH φ defined by
denotes an arbitrary extension operator. Additionally, in a more detailed way:
Proof. From the AP asymmetric factorization φ = φ − e λ φ e , it directly follows that
where
where the term ℓ 0 r + was omitted due to the fact that r + ℓ 0 r + = r + . Since A −1 e preserves the even property of its symbol, we may also drop the first ℓ e r + term in (5.3), and obtain
− ℓ. Additionally, since in the present case (due to λ ≤ 0) E −1 is a plus type factor [9, 24] , we have ℓ e r + E −1 ℓ e r + = E −1 ℓ e r + ; also because A − is a minus type factor it follows (5.5)
and we can directly realize that such identities do not depend on the particular choice of the extension operator ℓ.
( 
where we have used the identity ℓ e r + A e ℓ e r + = A e ℓ e r + . (iii) Intersecting the last two cases, (i) and (ii), it follows that for λ = 0, the operator WH − φ is the (both-sided) inverse of WH φ (cf. (5.5) and (5.7)).
AP Antisymmetric Factorization and its
Operator Invertibility Consequences
Let us recall that φ is said to admit a right AP factorization [3] if φ = ϕ − e λ ϕ + , where ϕ − ∈ GAP − , ϕ + ∈ GAP + , and λ ∈ R. In addition, if λ = 0 this factorization is called a canonical right AP factorization.
In the present section the AP asymmetric factorization is related to a special case of right AP factorization, which we will call AP antisymmetric factorization. In this new kind of factorization a strong dependence between the left and the right factor occurs. It follows from the definition of the factor φ e that φ = ψ − e λ φ e . Thus it remains to prove that φ e is an even function. Once again by the definition of φ e , we obtain φ e = e λ ψ From Theorem 5.1, it follows that WH φ is an invertible operator.
