We determine kernels of similarity-preserving bounded linear maps on B(H) and give characterizations for elementary operators of length 1 to be similarity-preserving.
Introduction
Linear preserver problems have been considered by many authors for several decades and a lot of interesting results were obtained. For example, there are many research works on linear maps which preserve commutativity [2, 10] , spectrum [6, 7, 11] , rank [5] and similarity [4, 8] and so on. Some aspects of this problem and special techniques were surveyed in [9] . In this paper we continue to consider the similarity-preserver problem. Let H be a separable complex Hilbert space and B(H) the Banach algebra of all bounded linear operators on H. Denote by K(H) and G(H) the set of all compact operators and the group of all invertible operators in B(H), respectively. If A and B are in B(H), A ∼ B will mean that A is similar to B, that is, there is an operator V ∈ G(H) such that A = V −1 BV . For A ∈ B(H), S(A) denotes the similarity orbit of A, that is, S(A) = {V −1 AV : V ∈ G(H)},
and S(A) denotes the norm closure of S(A). If S(A) = S(B)
, we say that A and B are asymptotically similar, denoted by A B (see [3, p. 12] ). When H is finite dimensional, A and B are asymptotically similar if and only if they are similar by [3, Theorem 2.1] . However when H is infinite dimensional, these two notions are quite different (cf. [3] ). A bounded linear map on B(H) is said to be similaritypreserving if A ∼ B implies that (A) ∼ (B), asymptotic similarity-preserving if A B implies that (A) (B) . Note that if φ is similarity-preserving, then it is also asymptotic similarity-preserving and two notions coincide when H is finite dimensional. We will see that the converse is false when H is infinite dimensional. Hiai [4] determined all similarity-preserving linear maps on matrices. Ji and Du [8] discussed characterizations of similarity-preserving linear maps in both directions on B(H) when H is infinite dimensional. Note that the assumption being similarity-preserving in both directions is crucial in [8] . So it is interesting to ask if one can give a characterization for the structure of similarity-preserving linear maps in general. But this question seems very difficult to answer. We find that even for an elementary operator of length 1, (X) = AXB for all X ∈ B(H), the result is non-trivial (Theorem 2).
In Section 2, we consider the kernel of a bounded (asymptotic) similarity-preserving linear map on B(H) when H is infinite dimensional. We prove that the kernel of such a non-zero map is either {0} or CI . In Section 3, we give a necessary and sufficient condition for an elementary operator of length 1 to be similarity-preserving and some analogous results were obtained for asymptotic similarity-preserving elementary operators in Section 4.
We assume that H is separable infinite dimensional throughout this paper. For an operator T ∈ B(H), R(T ), ker(T ) and σ (T ) denote the range, the kernel, and the spectrum of T, respectively. For x, y ∈ H, x ⊗ y denotes the rank-1 operator x ⊗ y(z) = (z, y)x for all z ∈ H. For two sequences {x n : n = 1, 2, . . .} and {y n : n = 1, 2, . . .} of mutually orthogonal unit vectors in H, denote by ∞ n=1 x n ⊗ y n the pointwise limit of finite rank operators n k=1 x k ⊗ y k .
Kernels of similarity-preserving linear maps
Let be a non-zero similarity-preserving bounded linear map on B(H). Then we know that the kernel ker ( B(H)) of is similarity invariant. By [8, Theorem 2.7] , we have that ker is either {0}, CI = {λI : λ ∈ C}, K(H) or CI + K(H). If is surjective, then it is injective, that is, ker = {0} ([8, Proposition 3.1]). It is natural to ask: Does there exist a similarity-preserving linear map such that its kernel is a given similarity invariant subspace? In this section, we consider this question. That is, we determine kernels of these maps. Proof. Let {x m : m ∈ N} be a countable dense subset of the unit ball of H. We note that T = 0 if (T x m , x m ) = 0 for all m ∈ N. For x ∈ H with x 1. We have that the set A = {(T x, x) : T ∈ A} satisfies the condition of Lemma 1. Therefore the set of non-zero numbers in A is at most countable. Then {T ∈ A : (T x m , x m ) = 0} is at most countable for all m ∈ N. It follows that {T ∈ A : (T x m , x m ) = 0 for some m} is at most countable, which implies that the set {T ∈ A : T = 0} is at most countable. The proof is complete.
Theorem 1. Let be a non-zero similarity-preserving bounded linear map on B(H). Then is either injective or ker
Proof. We may assume that = 1. We note that ker is a similarity-invariant subspace. Then it is one of subspaces stated in Theorem 2.7 in [8] . Thus we need only to prove that ker is neither K(H) nor CI + K(H).
Suppose that ker = K(H). Let C(H) = B(H)/K(H) be the Calkin algebra. Then reduces to a bounded injective linear map from C(H) to B(H) by (T ) = (T ), where T is the image of T in C(H) . This is impossible since H is separable. In fact, let {e r ; r ∈ Q} be an orthonormal basis of H, where Q is the set of all rational numbers. For each irrational number µ ∈ R − Q, we choose an infinite subsequence r j : j = 1, 2, . . . , in Q such that lim r j = µ. Then for µ = µ in R − Q, we have {r j : j ∈ N} ∩ {r j : j ∈ N} is an at most finite set. Put
1 and there are at most countable non-zero elements in the set
Similarly we also have ker = CI + K(H). The proof is complete.
We now give a similarity-preserving linear map on B(H) whose kernel is CI . Let H ⊗ H be the Hilbert space tensor product and X ⊗ Y the operator tensor product for all X, Y ∈ B(H).
Then is similarity-preserving linear map on B(H) whose kernel is CI .
Theorem 1 says that if the kernel of a similarity-preserving linear map contains K(H), then = 0. However, if we consider the canonical * -homomorphism π: B(H) → C(H), then π is a similarity-preserving linear map between two C * -algebras and kerπ = K(H). Similarly, let φ(a) = a ⊗ I − I ⊗ a for all a ∈ C(H), then φ is similarity-preserving from C(H) to C(H) ⊗ C(H), and then = φ • π is similarity-preserving from B(H) to C(H) ⊗ C(H) whose kernel is CI + K(H). Considering a faithful * -representation of C(H) ⊗ C(H) on an inseparable Hilbert space K, we can obtain a similarity-preserving bounded map from B(H) to B(K) such that the kernel of is a given similarity invariant subspace of B(H). We then can summarize as
Proposition 1. For every similarity-invariant subspace M of B(H), we have a Hilbert space K(not necessarily separable) and a similarity-preserving linear map
from B(H) to B(K) such that ker = M.
Remark 1.
Note that kernels of asymptotic similarity-preserving linear maps on B(H) are also similarity invariant. Thus Theorem 1 and Proposition 1 hold as well for asymptotic similarity-preserving linear maps.
Similarity-preserving elementary operators
Let A, B ∈ B(H) be non-zero operators and let (X) = AXB (∀X ∈ B(H)) be an elementary operator of length 1.
Lemma 3.
If is non-zero similarity-preserving, then both A and B * are injective and BA = αI for some α ∈ C.
Proof. For any x, y ∈ H, we have (x ⊗ y) = A(x ⊗ y)B = Ax ⊗ B * y. If there is a non-zero x ∈ kerA, then x ⊗ y ∈ ker for all y ∈ H, which implies that ker ∩ K(H) = 0. This is impossible by Theorem 1 unless = 0. Thus A is injective. So is B * similarly.
Note that all rank-1 nilpotent operators are similar. Then for any non-zero vectors y, z ∈ [Cx] ⊥ , we have Ax ⊗ B * y ∼ Ax ⊗ B * z, which implies that (Ax, B * y) = (Ax, B * z). It now follows that (BAx, y − z) = 0 for all y, z ∈ [Cx] ⊥ . Hence BAx ∈ Cx for all x ∈ H. Therefore there exists a constant α ∈ C such that BA = αI . The proof is complete.
Remark 2.
If is asymptotic similarity-preserving, then by Remark 1 we know that both A and B * are also injective. Moreover, for any rank-1 operators x 1 ⊗ y 1 and
In fact, if there exists a sequence of invertible operators {S n } such that lim n→∞ S −1 n ( y 1 ). Thus Lemma 3 holds as well when elementary operator is asymptotic similarity-preserving.
The following proposition might be known but I was unable to find a reference for it.
Proposition 2. Let K be a compact operator. Then there is a non-zero vector
Proof. Let r(K) be the spectral radius of K. If r(K) < 1, then we have lim n→∞ K n = 0 and hence lim n→∞ K n x = 0 for all x ∈ H. Otherwise, let = {λ ∈ σ (K) : λ 1}, and M = {ker(K − λ) m : λ ∈ , m ∈ N}. We know that M is finite dimensional and with the Hilbert space decomposition
Since r(K 22 ) < 1, as proved above, ∀ ξ ∈ M ⊥ , we have lim n→∞ K n 0 ξ = lim n→∞ K n 22 ξ = 0. As K and K 0 are similar, there is a non-zero vector x ∈ H such that lim n→∞ K n x = 0. The proof is complete.
Recall that an operator A ∈ B(H) is called bounded below if there is a positive constant a > 0 such that Ax a x for all x ∈ H. We note that an operator A is bounded below if and only if A is injective with closed range. 
Theorem 2. Let A, B ∈ B(H) be non-zero operators and (X) = AXB ∀X ∈ B(H). Then is similarity-preserving if and only if both A and

Proof. ( ⇒)
Suppose is similarity-preserving. By Lemma 3, both A and B * are injective and BA = αI for some constant α ∈ C. If α = 0, then we easily have both A and B * are bounded below.
Next we assume BA = 0 and suppose that R(B * ) is not closed. Let |B * | = B 0 µdF µ be the spectral decomposition of |B * |. As |B * | is injective and R(B * ) is not closed, we have that 0 is an accumulation point of σ e (B * ), the essential spectrum of B * . Choose µ m strictly decreasing to 0 such that F (µ m+1 , µ m )H = 0 and take unit vector y n ∈ F (µ 2n+1 , µ 2n )H for all m, n ∈ N. Then we have (i) (y i , y j ) = (B * y i , B * y j ) = 0 ∀i = j and B * y n → 0 (n → ∞), (ii) ( {y n : n ∈ N}) ⊥ is infinite dimensional.
Similarly by considering the spectral decomposition of |A| (it is not necessary to assume that 0 ∈ σ e (A)), we can choose a sequence of unit vectors {x n : n ∈ N} such that (x i , x j ) = (Ax i , Ax j ) = 0 ∀i = j and ( {x n : n ∈ N}) ⊥ is infinite dimensional. Put X = ∞ n=1 x n ⊗ y n . Then we know that X is a partial isometry and both kerX and R(X) ⊥ are infinite dimensional. Put ξ n = Ax n / Ax n , η n = B * y n / B * y n and a n = Ax n B * y n , respectively. Clearly, lim n→∞ a n = 0. Now we have
For every n ∈ N, we choose a k n ∈ N such that a k n < 2 −n a n and put b n = a k n , Y = ∞ n=1 x k n ⊗ y k n . Then we easily have X ∼ Y by the conditions of {x n } and {y n } chosen above. It now follows that
Since ξ n ⊥η m for all n, m ∈ N, which implies that ( {η n : n ∈ N}) ⊥ is infinite dimensional, we have
Put C = ∞ n=1 a n ξ n ⊗ η n and D = ∞ n=1 b n ξ n ⊗ η n , then we have kerC = kerD ⊇ R(C) = R(D) = {ξ n : n ∈ N}. Let H 1 = R(C) = {ξ n : n ∈ N}, H 2 = ker(C) R(C) and H 3 = ker(C) ⊥ = {η n : n ∈ N} respectively, then we have H = H 1 ⊕ H 2 ⊕ H 3 . Let S ∈ B(H) be an invertible operator such that C = S −1 DS. We easily have both S and S −1 leave H 1 = R(C) and H 1 ⊕ H 2 = ker(C) invariant. Thus it follows that
where S ii (i = 1, 2, 3) is invertible, C 13 η n = a n ξ n and D 13 η n = b n ξ n for all n ∈ N. Hence S 11 C 13 = D 13 S 33 . Let Uξ n = η n , n ∈ N. Then U is a unitary operator from H 1 onto H 3 and both P = C 13 U and Q = D 13 U are positive diagonal operators in B(H 1 ) with respect to the basis {ξ n : n ∈ N} satisfying S 11 P = QU * S 33 U . Note that lim n→∞ b n a n = 0, it now follows that Q = P K 0 for a compact operator K 0 . Put K = K 0 U * S 33 U , then K is compact and S 11 P = P K. Since S 11 is invertible, this is impossible. In fact, there is a positive constant β such that βI < S * 11 S 11 . Without loss of generality, we may assume that β = 1. We then have that P 2 P S * 11 S 11 P = K * P 2 K. It now follows that
By Proposition 2, there is a non-zero vector x such that lim n→∞ K n x = 0, which implies that P x = 0, and then x = 0. This is a contradiction. Therefore R(B * ) is closed. So is R(A) similarly. is not asymptotic similarity-preserving. This is a contradiction. Hence either A or B is compact.
(⇐ ) Suppose BA = αI for some constant. If (1) holds, then by Theorem 2, is similarity-preserving, and then asymptotic similarity-preserving. If (2) holds, we then have BA = 0, AXB is compact for all X ∈ B(H) and (AXB) 2 = 0. Note that the rank of AXB is the same as that of X since both A and B * are injective. So the rank of AXB is the same as that of AY B, and then AXB AY B from [3, p. 21, diagram (8.16)], whenever X Y . It follows that is asymptotic similarity-preserving. The proof is complete.
We now know that there is an asymptotic similarity-preserving elementary operator which is not similarity-preserving from Theorem 3. Example 2. Let {e n : n ∈ N} be an orthonormal basis of H. Let Ae n = e 2n , and Be 2n−1 = 1 n e n , Be 2n = 0 ∀n ∈ N. Define (X) = AXB (X ∈ B(H)). Then is asymptotic similarity-preserving but not similarity-preserving.
Contrasting with Corollary 1, we note that for an asymptotic similarity-preserving elementary operator , (1) and (2) in Corollary 1 are not equivalent.
Proposition 3. Let A, B ∈ B(H) be non-zero operators and (X) = AXB for all X ∈ B(H). Then is asymptotic similarity-preserving on K(H) if and only if both
A and B * are injective and BA = αI for some constant α ∈ C.
Proof. The necessity is clear from Remark 2. Conversely, if α = 0, then both A and B * are bounded below, which implies that is similarity-preserving, and therefore asymptotic similarity-preserving on K(H). If α = 0, then BA = 0 and hence (AXB) 2 = 0 for all X. However, if X ∈ K(H), then AXB is compact and by [3, p. 211, Diagram (8.16 )] again, AXB AY B whenever X Y . That is, is asymptotic similarity-preserving on K(H).
By Proposition 3, we may have an elementary operator which is asymptotic similarity-preserving on K(H) but not asymptotic similarity-preserving on B(H).
