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1 
ABSTRACT 
Automated distributed control systems are able to keep controlled variables at their set points and thus 
are able to maintain process operation within an operating mode (quasi-steady state). These automated 
systems may however not be informed of complex issues within the process, as a result, human 
supervision is required within the control loop. These supervisors are therefore required to perform 
manual actions to allow a process to settle to safer or more profitable operating conditions. Modern 
industrial continuous processes thus undergo frequent state shifts either due to set point changes or 
sustained disturbances. Fundamental process models may assist supervisors in the evaluation of process 
conditions beyond their empirical experience, however, the development of such models is difficult and 
may require significant effort. Due to the existence of distributed control systems, many process plants 
have large historical databases of past sensor measurements. Data-driven approaches to process 
monitoring are therefore applicable. 
This investigation aims to discover the various steady states conditions (process modes), their economic 
performance, and switching conditions from the continuous process’s multimodal historical data. This 
knowledge can then be leveraged to provide decision support to supervisors, which would allow them to 
operate the process more profitably. Since historical process data is mostly not classified into its various 
states, an unsupervised data-driven approach is imperative. Specifically, the approach is developed and 
evaluated on synthetic multimodal data obtained from a propylene glycol reactor simulation, and finally 
implemented on actual industrial milling circuit data. The developed state-based decision support model 
made use of principal component analysis, stationarity analysis, K-means clustering, Gaussian mixture 
models, and key performance indicators in an integrated manner.  
Stationarity analysis was able to effectively detect and thus remove transient states from the simulated 
CSTR data, however, considerable process knowledge was required in setting the algorithm 
hyperparameters. K-means clustering was utilized to provide initial parameter estimates for the Gaussian 
mixture model fitting. The best model configurations were selected based on the lowest Bayesian 
information criterion, however, the suggested best model usually overfit the data. Additional model 
refinement was therefore required such that each process mode or steady-state was described by a single 
Gaussian within the model. These refining procedures made use of the data sequence, Euclidean distance 
between Gaussians, and their prior probabilities. The results showed that even if transient states are not 
removed prior to the analysis, relatively good monitoring performance can be achieved with the 
developed approach. Further, contribution plots were utilised to identify the key variables that may have 
resulted in a transition. As a result, useful decision support can be provided to process supervisors.  
An algorithm was developed which summarises high dimensional correlated historical process data into 
a two-dimensional process state “map”, which can effectively assist supervisors in navigating complex 
multimodal continuous processes. Further, expert knowledge can continually be leveraged to refine the 
process map and its corresponding model since the data-driven approach emphasizes human-machine 
interactions. The decision support system worked well on simulated CSTR data, however, more advanced 






Geoutomatiseerde verspreide beheerstelsels kan veranderlikes by hul setpunte beheer en kan 
prosesbedryf binne ’n bedryfsmodus handhaaf (quasi-bestendige toestand). Hierdie geoutomatiseerde 
stelsels kan egter nie kennis neem van komplekse probleme binne die proses nie, en as ’n gevolg, word 
menslike toesig benodig om aksies met die hand uit te voer om ’n proses na veiliger of meer winsgewende 
bedryfskondisies te bring. Moderne industriële aaneenlopende prosesse gaan dus gereelde toestand 
veranderinge deur as gevolg van setpuntveranderinge, of aanhoudende steuringe. Fundamentele 
prosesmodelle kan toesighouers assisteer in die evaluasie van proseskondisies verder as hul empiriese 
ondervinding, maar die ontwikkeling van sulke modelle is moeilik en mag beduidende moeite vereis. As 
gevolg van die bestaan van verspreide beheerstelsels, het baie prosesaanlegte groot historiese 
databasisse van vorige sensormates. Datagedrewe benaderinge tot prosesmonitering is daarom 
toepaslik. 
Hierdie ondersoek mik om die verskillende bestendige toestande (prosesmodus), hul ekonomiese 
doeltreffendheid, en omruilkondisies van die aaneenlopende proses se multimodale historiese data, te 
ontdek. Hierdie kennis kan dan gebruik word om besluitondersteuning aan toesighouers te verskaf, wat 
hulle dan sal toelaat om die proses meer winsgewend te bedryf. Aangesien historiese prosesdata meestal 
nie in sy verskeie toestande geklassifiseer is nie, is ’n  ongekontroleerde datagedrewe benadering 
noodsaaklik. Meer spesifiek, die benadering is ontwikkel en geëvalueer op sintetiese multimodale data 
verkry van ’n propileen-glikolreaktorsimulasie, en uiteindelik geïmplementeer op ŉ werklike industriële 
malery se stroomdata. Die ontwikkelde toestand-gebaseerde besluit ondersteuning model het gebruik 
gemaak van hoofkomponentanalise, stasionariteitanalise, K-gemiddelde groepering, Gauss-
mengselmodelle, en sleutel doeltreffendheidsindikators op ’n geïntegreerde manier. 
Stasionariteitanalise het oorgangstoestande effektief opgespoor en dus van die gesimuleerde KGTR-data 
verwyder, maar aansienlike proseskennis was vereis om die algoritme hiperparameters te stel. K-
gemiddelde groepering is gebruik om aanvanklike parameterberamings te verskaf vir die Gauss-
mengselmodelpassing. Die beste modelkonfigurasies is gekies gebaseer op die laagste Bayesiaanse 
informasie kriteria, maar die voorgestelde beste model het gewoonlik die data oorgepas. Addisionele 
modelverfyning was daarom nodig sodat elke prosesmodus of bestendige toestand deur ’n enkel Gauss-
kromme binne die model beskryf kon word. Hierdie verfyningprosedures het gebruik gemaak van die 
datareekse, Euklidiese afstand tussen Gauss-krommes, en hul vorige waarskynlikhede. Die resultate het 
gewys dat selfs as oorgangstoestande nie voor die analise verwyder is nie, kan relatief goeie 
moniteringsdoeltreffendheid bereik word met die ontwikkelde benadering. Verder, verspreidingsplotte 
is gebruik om die sleutel veranderlikes te identifiseer wat ’n oorgang tot gevolg kon hê. As resultaat, kan 
bruikbare besluitondersteuning verskaf word aan prosestoesighouers.  
’n Algoritme is ontwikkel wat hoë dimensionele, gekorreleerde, historiese data opgesom het en in ’n 
twee-dimensionele prosestoestand gekarteer het, wat effektiewelik gebruik kan word om toesighouers 
te assisteer om komplekse multimodale aaneenlopende prosesse te navigeer. Verder, deskundige kennis 




datagedrewe benadering mens-masjien interaksie beklemtoon. Die besluit ondersteuning sisteem het 
goed gewerk op gesimuleerde KGTR-data, maar meer gevorderde prosedures is nodig om die oorsake 
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The main objective of process control is to maintain a process at the desired operating condition 
efficiently and safely, while satisfying environmental and product quality requirements (Seborg, Edgar 
and Mellichamp, 2004). Automatic process control may however fail in eliminating the course of poor 
operation, especially when these situations are not accounted for within process models (Wang, 1999). 
During these situations, human supervisors are required to make key decisions and adjustments that 
would allow a process to reattain optimal conditions. Supervisors must therefore develop an 
understanding of the process performance in the long and short term while supervising the control 
strategy. This understanding can be used to identify problems in current operation, deteriorating 
equipment, and operating regions of improved efficiency (Wang, 1999). This implies that human 
supervisors are an integral part of the overall control system and should therefore be provided with the 
means to carry out their role effectively (Wang, 1999).  
Human supervisors, however, may have trouble identifying issues within high dimensional data, 
therefore assistance should be provided to assimilate data (Wang, 1999). Statistical process control 
methods such as Shewhart charts have been used to monitor key product variables to determine the 
occurrence of an event and its cause. Most of these methods are however only able to analyse a small 
number of variables and are no longer acceptable for modern processes (Wang, 1999). Variables such as 
pressure, temperature, composition, flow, and vessel levels are sampled often, producing massive 
amounts of data that need to be analysed. The large amount of data produced at process plants is 
multivariate and correlated, therefore needs to be analysed simultaneously. The need to provide 
computer assistance in assimilating data has become a major concern and therefore automatic data 
analysis systems form a vital part of integrated control systems (Wang, 1999).  
1.2 Problem Statement 
Contributing to the complexity of a supervisor’s role is the fact that most continuous chemical process 
plants operate at a multitude of different steady states. Various reasons exist why a plant would operate 
at different modes, processes may switch modes due to changes in the feed composition, product slate 
or maintenance operations (Srinivasan, Viswanathan and Vedam, 2005). Such mode switches are termed 
transitions, which require a considerable amount of operator or supervisor involvement to be achieved 
effectively (Srinivasan, Viswanathan and Vedam, 2005). Operators are required to follow predefined 
standard operating procedures (SOP) that allow the plant to settle to different steady states, which may 
include reconfiguring controllers with different settings or starting/stopping process units (Srinivasan, 
Viswanathan and Vedam, 2005). During transitions the probability of abnormal events and off 
specification products arises (Nimmo, 1993), therefore it is imperative to manage these transitions 
efficiently (Srinivasan, Viswanathan and Vedam, 2005). Transitions may however also occur due to 




A process state can be described by either a mode or a transition. Modes are defined as an operation 
where all variables remain in a quasi-steady state in which the constituent variables only vary within a 
narrow range due to noise, instrumentation faults, and controller action (Srinivasan, Viswanathan and 
Vedam, 2005). A mode’s key variables therefore only vary within a narrow range. Each mode has different 
characteristics, some may be more safe or optimal than another. Another fact that needs to be taken into 
consideration is that mode switching constraints exist. Due to operating and equipment constraints, not 
every mode is reachable through another (Afzal, Tan and Chen, 2017).  
A transition corresponds to discontinuities in plant operation, such as a change in set points or the 
occurrence of a sustained disturbance (Srinivasan, Viswanathan and Vedam, 2005). At least one of the 
mode’s process variables undergoes considerable change, however not all constituent variables vary 
during transitions. Usually, transients occur due to an operator-induced action. Human supervisory staff 
have to take various complex control decisions to induce a transition, during which less yield and poor 
product quality can be expected until the process attains the new steady state condition (Srinivasan, 
Viswanathan and Vedam, 2005). For example, in the refining industry product and feedstock changes 
occur frequently, usually operating on 10-20 different crudes on a regular basis, therefore resulting in 
mode changes occurring 3-5 times a week. These transitions last for approximately 4-8 hours and 
therefore could have consequent economic impact if the transitions are not performed effectively 
(Srinivasan, Viswanathan and Vedam, 2005). Each grade corresponds to separate mode; however, if the 
same grade is produced at a different throughput, variables such as flowrate change and therefore also 
corresponds to a mode change (Srinivasan, Viswanathan and Vedam, 2005).  
With the extensive implementation of distributed control systems within process plants a window of new 
opportunity is available. Data availability and human-machine technologies are allowing for more 
effective optimization, monitoring and decision making (Quiñones-Grueiro, Prieto-Moreno and Verde, 
2019).  Recently, extensive research has been directed towards monitoring processes, such that faults in 
operation can be identified and diagnosed rapidly. Little research has ,however, been conducted into the 
extension of the analysis of multimodal processes beyond monitoring (Quiñones-Grueiro, Prieto-Moreno 
and Verde, 2019). The reformulation of production patterns (associated with safety and optimization) to 
account for the multimodality of large scale processes is a challenge that is still faced (Jiang, Li and Yin, 
2018).  
1.3 Aims and objectives  
The aim of this investigation is to develop a data-driven decision support system that is able to determine 
the state a continuous multimodal process is in and how to get to different process modes. The system 
should be able to identify operating conditions that would maximize economic benefit, as well as the 
current relative performance. From historical data, the system should be able to identify procedures 
required to transition the process to a state of maximum economic benefit while taking into account 
mode shifting constraints. This information can then be summarized in the form of actionable advisories, 




Figure 1 displays an example sketch, as to how these actionable advisories could be provided. For 
example, here the process is currently in mode 1, which has an undesirable economic performance. Mode 
4 is identified to have the best economic performance, thus it is suggested to shift to mode 4. Since mode 
3 is only reachable from mode 1 via a disturbance-caused transition, the suggested procedure (SOP) 
would be to shift the process to mode 2, mode 5, and then mode 4 is finally attainable.  
 
 
Thus, the analysis of multimodal processes is extended beyond monitoring, rather assisting human 
supervisors in navigating multimodal continuous processes such that more optimal conditions can be 
achieved. Such a system would enhance the modern control strategy which has been designed to take 
maximum advantage of automation yet still benefit from the intelligence of the human agent (Salvendy, 
2012). 
To achieve this broad aim, certain objectives have to be set.  
1. Develop a state-based decision support approach that is able to discover and identify modes 
within data. 
i) The approach should be able to discover modes within historical process data. 
ii) From historical data, the approach should determine the procedures required to 
transition from one mode to another, if these procedures exist.  
iii) On real-time data (testing data), the approach should be able to identify the current 
mode of operation and its economic optimality. 
iv) The approach should suggest a more economically desirable mode (if it exists) while 
taking into account mode shifting constraints.  
Figure 1: Sketch describing the form in which actionable 




v) The approach should advise the procedures required to attain more desirable operating 
conditions. 
vi) The approach should be able to provide these actionable advisories (iv and v) such that 
they are easily interpretable by human supervisors.  
2. Evaluate the performance of the state monitoring approach on multimodal simulation data. 
3. Determine the applicability of the state-based approach on historical industrial process data. 
1.4 Approach 
To achieve the stated objectives an unsupervised data-driven approach is utilized. Specifically, techniques 
of steady state analysis, dimensionality reduction, and clustering are implemented with the guidance of 
expert knowledge to produce a process “map”. This map effectively summarizes all discovered 
knowledge. The developed state-based decision support system is evaluated on a simulated continuous 
stirred tank reactor (CSTR) producing Propylene Glycol at different process states. The developed 
techniques are finally implemented on an industrial process dataset to determine their applicability to 





2 LITERATURE REVIEW 
2.1 Process Plant Control 
An understanding as to how processes are controlled is required prior to the discussion of data analysis 
techniques. This understanding allows for the identification of information that may be relevant to the 
supervisory staff, thus providing advisories that could improve in process operation. Further, this 
understanding can also assist in the model development itself, guiding key model design decisions.  
2.1.1 Control Objectives 
Control structures are required to maintain or improve plant operation by maintaining controlled 
variables at their desired values when disturbances occur as well as responding to changes in the desired 
values (Marlin, 1995).  To allow the plant to operate smoothly, various key control objectives have been 
formulated. These objectives entail process safety, environmental protection, equipment protection and 
product quality. Three additional objectives must be achieved simultaneously otherwise plant operation 
will be unprofitable or dangerous (Marlin, 1995).  
1. Smooth operation and production rate: Processes are operated with tight regulation on 
controlled variables and smooth adjustments of manipulated variables. It is thus a key objective 
for process plants to be operated such that they can be classified as modes. 
2. Profit: The goal of most process plants is to achieve a profit. Sometimes additional degrees of 
freedom exist after satisfying the previous control objectives (safety etc.) to maximize profits.  
3. Monitoring and Diagnosis: This objective is usually performed by two groups. The operators 
ensure the immediate safe operation of a plant, whereas the supervisors monitor the long term 
performance of a process. Both are required to intervene and restore plants to acceptable 
performance if changes occurred. It should therefore be realized that both these monitoring 
approaches require a human in the loop that would address complex issues that automated 
systems do not take into account. These people are therefore required to make important 
decisions that will be implemented manually, allowing the plant to operate safely and profitably 
in terms of long term performance.   
Regulatory control objectives assist in keeping controlled variables within their bounds or specified set 
points. Economic objectives on the other hand require for the optimization of control actions (Morari and 
Stephanopoulos, 1980). Once the key variable’s variation has been reduced to maintain operation within 
a mode, the desired value of the controlled variable can be adjusted to increase profit thus inducing a 
mode transition (Marlin, 1995).  
2.1.2 Supervisory Control 
Most automated supervisory control strategies require an understanding of the dynamics within complex 
processes, in the form of a model. These models are either formulated from fundamental principles, 
empirical data or a combination of both. It is crucial that the complex interactions between multiple 




2.1.2.1 Development of a Process Plant Model 
The development of an effective automated process depends on two key aspects. Firstly improvements 
in the automation of a plant can be made during the design phase of the process. Designing equipment 
and control structures that ensure good plant controllability are therefore required. Secondly, knowledge 
of the dynamic behavior of the plant is important for the implementation of automation (Marlin, 1995). 
Fundamental models allow for extrapolation beyond regions of immediate empirical experience, allowing 
staff to evaluate changes in conditions within the plant. The modelling procedure is mostly done in two 
steps. In the first step model development occurs, during which model goals are defined. Here, the 
required information is collected and the model is formulated. In the second step, the model is simulated, 
where model solutions are determined, after which the model results are analyzed and validated (Marlin, 
1995). 
The model procedure should be matched with the problem goals. The modelling goals should be based 
on the type of information required and its application (Marlin, 1995). Model goals have a great effect 
on the accuracy of the developed model. Model formulation is based on a set of assumptions, such that 
the modelling goals are satisfied. A balance between a complex model which may capture variable 
interactions more effectively and a simpler model from which a solution can be computed more easily 
(Marlin, 1995), should be kept in mind when making assumptions.  Only through careful analysis of model 
solutions can it be reassured that a developed model reflects realistic situations (Marlin, 1995).  
2.1.2.2 Model-Based Optimization 
In order to realize a process’s economic objectives a set of operating conditions have to be chosen that 
would optimize determined objective functions. These operating conditions are the characteristics that 
define a mode, however not all modes within historical data are optimal. Optimization models, therefore, 
require objective functions, decision variables, and constraints (Winston, 2003). The objective function is 
the function that should be minimized or maximized to satisfy the plant’s economic objectives. The 
decision variables are the variables within the plant that are under the human supervisor’s control, 
therefore the controlled variables. Constraints are the restrictions on certain decision/controlled 
variables (Winston, 2003), such as the mode switching constraints mentioned earlier. When setting 
control objectives a clear understanding of how the plant operating conditions are determined is 
required.  
Firstly when optimization is performed, the region of possible operation needs to be defined. This is called 
the operating window, which is the range of possible steady-state values of process variables that can be 
achieved with the available equipment (Marlin, 1995). However, for multivariate systems, the 
determination of the operating window is complex since it is influenced by the interaction of the various 
process variables. A trial and error procedure involving many simulations of the integrated process model 
within the process constraints is required to capture the interactions between the various process 




Even though any operation within the operating window is possible, these operating conditions may only 
satisfy the minimum plant goals. Great differences in plant profit exist depending on the operating 
conditions chosen within the window (Marlin, 1995). Current industrial practices indicate that optimal 
operating points switch from the intersection of one set of active constraints to another as process 
disturbances change with time (Morari and Stephanopoulos, 1980).  
Optimizing control structures consequently should perform two important actions (Morari and 
Stephanopoulos, 1980). Firstly, they should identify and monitor the set of active constraints that 
determine the optimum operating point. And secondly, they should transition the process to this 
optimum by making process adjustments. 
Model-based optimization should always account for inaccuracies within the model and its parameters. 
Three key aspects need to be considered when implementing optimizing control, therefore inducing a 
transition (Morari and Stephanopoulos, 1980). 
1. A process should only be transitioned to an optimum mode when the disturbance is sustained 
or “slow” in relation to the faster process dynamics. Classification of the disturbances in terms 
of their frequency and economic impact is therefore essential when the decision to optimize is 
made. The decision to optimize is therefore guided by the classification of the disturbance 
according to its economic impact.  
2. Transitioning to a new optimum mostly requires a sequence of set point changes. 
Determination of the sequence within the existing control structure is crucial for optimization.  
3. All operating points should remain within the operating window. The constraints which define 
the optimum operating point (mode) or the active constraints should always be monitored.  
2.1.2.3 Importance of Human Supervisory Control 
Developed automated control strategies are able to maintain control objectives under normal conditions, 
but fail to maintain these objectives under abnormal conditions, especially when an abnormality is 
sudden and unexpected (McLeod, 2015). Abnormal events refer to states that are not accounted for 
within developed models.  
It is during these situations where human supervisory staff is required to intervene the automated control 
system. As a result, human supervisory control has been redefined from a set of lower-level skill-based 
behaviors to a set of higher-level knowledge-based behaviors (Cummings, Bruni and Mitchell, 2010). 
Modern control strategies, therefore, implement computers for routine executions of control actions 
based on sensed feedback, on the other hand, implement humans for setting goals (Salvendy, 2012).   
2.1.2.4 Reliance of Process Plants on Human Supervisory Staff 
Supervisory staff generally have extensive experience with their processes, therefore are able to perform 
control “by feel”  (Kuespert and McAvoy, 1994). Supervisory staff have to perform various complex tasks 
within a process, such as operation start-up. During start-up various operator actions have to be 
performed simultaneously to establish heat, mass and pressure balance within the different plant 
sections (Srinivasan, Viswanathan and Vedam, 2005). This experience is however highly internalized and 




techniques, and if explanations are offered they often contradict their actual actions due to difficulties 
expressing implicit conscious expertise (Kuespert and McAvoy, 1994).  
This fact may pose certain challenges to the control objectives. An information gap between supervisory 
staff may lead to ineffective operations (Srinivasan, Viswanathan and Vedam, 2005). All staff may also 
not have the same level of skill (Kuespert and McAvoy, 1994), therefore inefficiencies may occur if certain 
human supervisors are not present. Due to the internalized fashion experience is kept, process plants are 
also highly dependent on specific individuals. Along with known “boom and bust” cycles that occur 
throughout various industries, the loss of a specific individual may result in large drops in process 
efficiency.  
Fluctuations in control quality due to the various mentioned reasons therefore result in fluctuations in 
process conditions, creating sub-optimal situations (Kuespert and McAvoy, 1994). Therefore many 
abnormal situations within processes arise due to human error (Nimmo, 1995). If the expertise of skilled 
operators were captured, processes would realize a significant improvement in safety, quality, 
productivity, and correspondingly economic benefit (Kuespert and McAvoy, 1994). Knowledge which is 
specific to individuals can be used to improve their and other staff skills through training, as well as 
generic knowledge that can be used to improve process equipment and control systems. Standardized 
strategies for handling abnormal situations can be developed further improving future process operation 
(Sebzalli, Li and Chen, 2000). Such systems are known as expert systems, which make use of logic rules 
to carry out heuristic reasoning. However, as mentioned, acquiring this knowledge from complex 
processes may be difficult (Wang, Chen and Yang, 1997). 
Modern industrial plants have employed data acquisition equipment to record process measurements, 
including the actions of supervisory staff (Kuespert and McAvoy, 1994). Therefore important operator 
actions could be isolated and their expertise could be captured without ad-hoc interviewing techniques 
(Kuespert and McAvoy, 1994).  Thus not only qualitative insights can be gained from data analysis, but 
also numerical insights can be gained since conceptual models of these processes can be formulated from 
statistical/data driven techniques (Kuespert and McAvoy, 1994). 
A data-driven approach could discover and identify modes within historical data. Knowledge of these 
modes can then be utilized to interpret, plan and execute operation more effectively. Abnormal 
conditions usually, however, do not manifest into a mode, but are rather addressed by supervisors prior 
(Liu and Chen, 2010). Abnormal conditions may therefore only make up a small fraction of the entire 
historical dataset. A data-driven state-based decision support system may therefore not effectively be 
able to identify the specific abnormal conditions, but could definitely assist with the various “normal” 
operating conditions.  
2.1.3 The need for a data-driven approach 
The data-driven approach to state-based decision support will address the following drawbacks of the 
fundamental modelling approach (Smarra, Jain and de Rubeis, 2018): 




2. Since a data-driven approach works with sensor data directly, explicitly modelling internal 
states can usually be avoided.  
3. Developed techniques are often deployable to various processes, therefore effort spent on the 
specific application is more valuable. 
The goal of a data-driven approach is to learn from historical measurable data without modelling the 
physical details (Smarra, Jain and de Rubeis, 2018). Abnormal events will always occur, unseen within 
historic data, therefore the need for human supervisory staff remains critical. The dependency of modern 
control structures on humans remains high, therefore the development of any monitoring or decision 
support system should maximize the effectiveness of human-machine interactions. 
A major drawback of modern data-driven approaches, however, is that the resulting models are often 
black box. Black box models are simply the functional relationships between system inputs and outputs, 
thus black box models are lumped together with parameter models. These parameters however do not 
have any physical significance when comparing them to process parameters such as heat and mass 
transfer coefficients (Zhang, 2010). If such models are used for state-based decision support, the 
reasoning for the suggested advisory is not clear. This is their major disadvantage and as a result, black 
box control designs are often not tolerated in the process industry; concerns of safety and robustness 
have blocked their introduction within control structures (Kuespert and McAvoy, 1994).  
An emphasis should be made on the establishment of trust within the human supervisory control 
environment. Trust needs to be established between control operators, different shift teams, as well as 
humans and technology (Ashleigh and Stanton, 2001). Quality of interaction, understanding and 
confidence are key constructs that establish trust within the hierarchy in human supervisory control 
(Ashleigh and Stanton, 2001). To raise the level of trust within state-based decision support, systems 
need to be designed such that they respond in a “human-centered” manner (Ashleigh and Stanton, 2001).  
Supervisors should not only be able to utilize the support system, but they should also be able to 
effectively make key design decisions during the data-driven model formulation.  This would improve the 
interaction quality, understandability, and confidence within the control environment. This should result 
in raised levels of trust within control operators, different shifts, and human-machine systems. Ultimately 
it will increase the likelihood of actual implementation of a system developed in this manner. Data mining 
of historical process and supervisor action data could assist in the development of a state-based decision 
support system that is human-centered. Although, such a system would provide useful decision support, 
it would not nullify existing support solutions such as model predictive control or rule based control, but 
could instead be used in conjunction with these existing methodologies.  
2.2 Data Mining and Knowledge Discovery 
Data mining and knowledge discovery is performed with the main purpose of developing methodologies 
and tools to automate the data analysis process, such that useful knowledge is extracted from data that 
will ultimately allow for more effective decision making (Wang, 1999). Data mining is used in various 
industries and needs to be developed according to its intended purpose. Most developed systems, 




that can ultimately be leveraged for decision making (Wang, 1999). A decision support system should 
address process data characteristics that may pose a challenge to the data-driven model development.  
2.2.1 Characteristics of Process Operational Data 
Process industry data characteristics which may pose challenges are described as follows (Wang, 1999). 
 Large volume: Automatic data logging produces massive amounts of data due to the large 
number of considered variables in process plants. This requires large amounts of computer 
memory and processing power. 
 High dimensionality: A large number of correlated variables are considered, this makes it difficult 
to visualise data unless tools of dimension reduction are used. 
 Noise: Noise introduced due to instrumentation faults or sensor noise, affect data pre-processing 
steps that need to be taken (Srinivasan, Viswanathan and Vedam, 2005).  
 Dynamics: Many of the data processing tools are only able to deal with categorical values, these 
are however usually not obtained in process plants. Continuous-valued variables that have 
dynamic trends are the kind of values obtained from process plants. 
 Sampling rate: Different variables have different sampling rates depending on the method of 
analysis such as on-line or laboratory analysis.  
 Incomplete data: Some key variables may not be recorded. 
 Complex interactions: Many process variables are interrelated, but certain tools require data to 
be independent.  
 Redundant measurements: Multiple sensors may be used to measure the same variable. 
It is important to be aware of the complexity of the data produced in the process industry and the 
challenges it poses. As a result, a number of techniques are required to prepare data for analysis, 
producing a multifunctional and integrated system (Wang, 1999).  
2.2.2 Decision Support System Functions 
Various forms of decision support systems exist within the context of continuous processes. Model 
development objectives should be set such that these functions are incorporated within the support 
system. These functions are required in all variants of support systems, to allow for system flexibility 
(Wang, 1999): 
 Pattern discovery: This is a good starting point for data assimilation, in which data is grouped into 
clusters and analysed according to their similarities and dissimilarities. 
 Link and dependency analysis: The link between performance metrics and the assimilated data is 
an important relationship that needs to be known, which will ultimately improve understanding 
of process behaviour and performance.  
 Sequential pattern analysis: Aims at generating knowledge from the sequence of time series data. 
 Trend and deviation analysis:  Due to aging equipment, catalyst deactivation, and sensor drift 
previously identified patterns may have deviated from the original mode defining characteristics. 
An indication of when these variations occur could be of importance and will improve the 
integration of a state-based monitoring system within the control system (Xie and Shi, 2012). 




Within literature, some of the key decision support variants can be summarized into process monitoring 
and process optimization. Process monitoring has been determined to consist of four sequential tasks; 
fault detection, fault identification, fault diagnosis, and process recovery (Chiang and Russell, 2001; 
Quiñones-Grueiro, Prieto-Moreno and Verde, 2019). A process fault can be described as an “abnormal” 
process condition or event, for example resulting due to sensor failure (Chiang and Russell, 2001). Fault 
detection is determining whether the fault has occurred (Chiang and Russell, 2001), thus determining if 
the process is in a normal or abnormal process condition. Processes that follow after fault detection 
would be fault identification and diagnosis. Fault identification requires that the fault causing variables 
are identified, after which fault diagnosis requires that the exact cause is determined (Chiang and Russell, 
2001). Only then can process recovery occur, which requires that procedures are performed that remove 
the fault’s effects (Chiang and Russell, 2001).   
Similarly, as discussed in 2.1.2.2, process optimization requires classification of process states 
(disturbance caused and operator-induced), the states’ optimality, and determination of the procedures 
required to optimize sub-optimal conditions while monitoring the process constraints. Both process 
optimization and monitoring thus require the “discovery” of the normal operating conditions as well as 
the procedures required to optimize a process (process optimization) or return to normal operation 
(process monitoring). The similarities, as well as dissimilarities of the state-based decision support 
variants, can be seen in Figure 2. 
 
Figure 2: Diagram displaying state-based decision support system variants: process monitoring (enclosed 




From Figure 2 it should be seen that the modes or normal states of operation are accounted for in both 
process optimization and process monitoring. Abnormal states or faults are however typically not 
explicitly modeled, since processes do not manifest into faulty modes (data scarcity), as a result of 
supervisor intervention (Liu and Chen, 2010). Within the scope of this investigation, fault states are thus 
not considered. The state-based decision support system should therefore only assist with normal 
operation (or sub-optimal normal operation), addressing objectives set in 1.3. 
2.3 Fault Detection and Diagnosis 
What should be realized, is that a fault detection and diagnosis systems and the described decision 
support system (objectives described in 1.3) are very similar (process optimization), since they both 
require adherence to system support functions mentioned in 2.2.2. Thus, methods and literature from 
fault detection and diagnosis can be implemented to achieve the objectives set for this investigation.  
2.3.1 Process Monitoring in the Past 
Two types of variations can be found in process data; these variations may be either the result of a 
common cause or a special cause. Control systems are mostly able to remove special cause variations, 
however common cause variations such as sensor noise will always be present. Process monitoring 
should be able to distinguish the two variations within process data. Statistical theory thus plays a vital 
role in process monitoring schemes (Chiang and Russell, 2001).  
The assumption of repeatable characteristics such as mean and variance within the same operating 
condition is required for the implementation of statistical theory. Thresholds can therefore be set, which 
allow for partial automation of the monitoring process. Historically Shewhart charts were employed to 
monitor key variables with the use of statistically determined thresholds (Wang, 1999). An example of 
such a chart can be seen in Figure 3. 
Figure 3: Diagram of a Shewhart chart redrawn from Wang (1999), displaying Control Limits. Green 
samples indicate common cause variations (for example sensor noise) and red samples indicate special 





This type of monitoring is univariate since it only compares a single variable against its upper and lower 
control limits. For diagnostic analysis, however, various Shewhart charts have to be monitored 
sequentially (Wang, 1999). Within the modern industrial context, this is not feasible, since massive 
amounts of multivariate data is collected continuously. This multivariate data may however also be 
correlated, therefore requires the need for the variables to be monitored simultaneously. Improved 
monitoring methods, therefore, had to be developed.  
2.3.2 Principal Component Analysis 
Multivariate statistical process control (MSPC) methods have widely been used in the process industry 
for the detection and diagnosis of abnormal conditions (AlGhazzawi and Lennox, 2008). Within the 
context of this investigation, such methods could assist with the discovery and identification of modes 
within data. In particular, principal component analysis (PCA) has demonstrated to be robust and 
effective for real-time monitoring in industry. The central idea behind PCA is to reduce the dimensionality 
of a dataset which consists of a large number of interrelated variables while retaining as much variation 
as possible (Jolliffe, 2002).  
PCA does this by determining 𝑚 new orthogonal vectors called loading vectors that describe the input 
dataset 𝐗, which are ordered according to the amount of variance explained. A training set of 𝑛 




𝐗 =  [
𝑥11 𝑥12 … 𝑥1𝑚
𝑥21 𝑥22 … 𝑥2𝑚
⋮ ⋮ … ⋮
𝑥𝑛1 𝑥𝑛2 … 𝑥𝑛𝑚
] 




Prior to performing PCA, data is usually normalized. If there are large differences in the variance within 
variables, then the variables which vary with larger magnitudes will dominate the principal components 
(PCs) (Jolliffe, 2002). For example, temperature measurements may vary with far greater extents than 
concentration measurements, the variance in both may however be equally important. To address this 
issue PCA is usually performed on the z-scores of the input data (𝐗), which are determined as described 


























Here, 𝜇𝑗  and 𝜎𝑗 refer to the mean and standard deviation of variable 𝑗. The z-scores (𝑥𝑖?̂?) are then further 
analyzed in the matrix format as described by Equation 2-1.  The loading vectors of the principal 
components are determined by solving the stationary points of the optimization problem shown in 
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Where 𝐯 𝜖 𝑅𝑚 and denotes the loading vector of a principal component (PC). The first PC is therefore 
given by the linear combination of 𝑚 variables, as seen in Equation 2-6 (Wang, 1999). 
 y1 =  ∅11𝑥𝑖1 + ∅21𝑥𝑖2 + ⋯ + ∅𝑚1𝑥𝑖𝑚 2-6 
 
The loadings shown by ∅ are stored in the mentioned loading vector, as shown in Equation 2-7 for the 
loading vector of the first principal component 𝑦1.  
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The first principal component, therefore, lies in the direction of maximum variance within 𝑿, this 
direction is described by 𝐯𝟏, such that 𝐯′𝟏𝐯𝟏 = 1. What should be clear is that the first principle 
component and all others are linear combinations of all 𝑚 variables (constant coefficients or loadings), 
therefore PCA is a linear dimensionality reduction technique. The effectiveness of PCA is thus diminished 
when it is performed on non-linear data since it is not able to retain the data’s variance as effectively 
within the reduced dimensional space.  
The second principle component is once again determined by solving the optimization described in 
Equation 2-5, however with an additional constraint described by Equation 2-8 (Wang, 1999). 
 𝐯′𝟐𝐯𝟏 = 0 2-8 
Thus Equation 2-8 denotes that the second principle component must be orthogonal to the first. The fact 
that the principle components are orthogonal provides various advantageous, which will be discussed 
later. This process is repeated such that 𝑚 principle components are obtained, which are all orthogonal 
to each other. 
The described optimization problem can conveniently be solved by means of eigenvector decomposition, 
which is described as follows. When 𝑿n×m has a multivariate normal distribution, ie. 𝐗~𝑁(0, 𝚺), the 
covariance matrix (𝐒m×m) can be estimated with the use of Equation 2-9. Eigenvector decomposition of 
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 𝐒 = 𝐕𝚲𝐕T 2-10 
Where 𝐕m×m denotes the matrix containing the eigenvectors or the loading vectors as its columns and 
𝚲 denotes the eigenvalue matrix, as seen in Equation 2-11 (Yu and Qin, 2008). The eigenvalue matrix 
contains the eigenvalues in order of decreasing magnitude, as described by Equation 2-12.  
 𝚲 = diag(𝜆1, 𝜆2, … , 𝜆𝑚) 2-11 
 𝜆1 ≥  𝜆2 ≥ ⋯ ≥ 𝜆𝑚 ≥ 0 2-12 
2.3.2.1 Dimensionality Reduction 
By reducing the dimensionality of data, the number of independent parameters required to be estimated 
in further procedures are reduced, this may increase the bias of the estimate, but will also reduce the 
variance of the estimate (Chiang and Russell, 2001). This is known as the bias-variance tradeoff.  Bias 
refers to approximating a complex real-life problem or dataset by a simpler model (James et al., 2013), 
or in this case a reduced dimensional space. Variance here refers to the amount by which a 
classification/prediction (for example normal or abnormal operation) changes if a different training set 
was used (James et al., 2013), thus influencing the repeatability of statistical process control. When the 
decrease in variance outweighs the increase in bias, dimensionality reduction results in better parameter 
estimates and could result in reduced misclassification (fault or normal operation). PCA however does 
not explicitly optimize for this.  
Increased dimensionality for a fixed number of data patterns could lead to a sparse data space, therefore 
may result in misclassification (Wang, 1999). For example, clustering algorithms (discussed later) make 
use of similarity metrics such as the Euclidean distance to discriminate between different data clusters. 
As the number of variables considered increases the discrimination power of similarity metrics decreases 
(Thomas, Zhu and Romagnoli, 2018). As a result, more data is required to improve the accuracy of the 
parameter estimates at higher dimensions.  
Reducing the dimensionality of data may however not only improve classification in subsequent steps 
but will also assist with data visualization. PCA is able to retain most of the variance of a dataset within a 
few components, this results in the removal of noise and captures the main structure within the high 
dimensional dataset. The greater the degree of correlation within the original variables, the fewer 
principle components are required to describe the input dataset (Wang, 1999). The structure retained by 
PCA can be useful for identifying variables causing or most affected by a fault (Chiang and Russell, 2001), 
thus assisting in summarization which is a key component of a state-based decision support system.  
In certain cases PCA can reduce the dimensionality of data such that modes become visible within fewer 
dimensions (Aldrich and Auret, 2013). Modes can be identified as regions where the scores are 
concentrated in small ellipses (Srinivasan, Wang and Ho, 2004), the presence of transient states within 




Various techniques have been developed to determine the reduction order of the original dataset, 
however no dominant technique exists (Chiang and Russell, 2001). For example one of the techniques 
often employed to determine the reduction order is cumulative variance explained.  
The fraction of variance explained by a specific principal component (𝜃𝑉𝐸𝑗) can be determined using 
Equation 2-13. Where subscript 𝑗 denotes the investigated principal component. Using the phenomena 
described in Equation 2-13, Equation 2-14 can then be utilized to select the extent of dimensionality 
reduction.  
 



















Here 𝑘 principal components are selected such that the cumulative variance explained threshold (𝜃𝐶𝑉𝐸) 
is exceeded. Thus the dimension of the original dataset is reduced to the latent space 𝐏m×k, as long as 
𝑘 < 𝑚.  
2.3.2.2 Fault Detection using PCA 
The correlated high dimensional input data (𝑥𝑖 ∈ ℝ
𝑀 ) can thus be projected into an uncorrelated lower 
dimensional latent or principal component space (𝑧𝑖 ∈ ℝ
𝑘), as described by Equation 2-15. 
 𝐙 = 𝐗𝐏  2-15 
Here 𝐙n×k denotes the score matrix, which contains the input data in the latent or principal component 
space. 𝐏 denotes the PC loading matrix, where the various loading vectors (𝐯) are assigned to the columns 
of the matrix. Hotelling’s T2 is a popular MSPC index that allows for the measure of variability within the 
normal latent space. It is an indication of how far a score is from the multivariate mean of the data, i.e 
the intersection of the principal components (Slišković, Grbić and Hocenski, 2012). If a single score is 
taken from the score matrix  𝐙 it will have the row vector format shown in the Equation 2-16. Hottelling’s 
T2 for observation 𝑖 can therefore be calculated using Equation 2-17. 
 𝐳𝑖 = [𝑧𝑖1, 𝑧𝑖2, … , 𝑧𝑖𝑘] 2-16 
 
Ti
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Figure 4 gives an illustration of how the Hotelling’s T2 is obtained. Firstly described by step one (arrow 1) 
PCA is performed on the multivariate normal dataset. Therefore, the data is rotated such that the scores 
correspond to the principal components, this is achieved with Equation 2-15. The scores are then scaled 




directions, as seen in Figure 4 step two. This procedure allows a scalar threshold to characterize the 
variability of a high dimensional input dataset (Chiang and Russell, 2001).  
 
A threshold can then be determined to automate the procedure of fault detection. A threshold for the 
Hotelling’s T2 statistic is determined by applying the 𝜒2 probability distribution, assuming that the 
samples are randomly sampled from a multivariate normal distribution, as mentioned earlier. However, 
since the actual covariance of the data is not known rather estimated (Equation 2-9), a threshold can be 




𝑘(𝑛 − 1)(𝑛 + 1)
𝑛(𝑛 − 𝑘)
𝐹∝(𝑘, 𝑛 − 𝑘) 
  2-18 
At a given significance level, as the correlation between variables increases, the elliptical confidence 
region elongates, resulting in less conservative confidence boundaries compared to the univariate case 
(Chiang and Russell, 2001). The differences in conservatism can be seen in Figure 5. 
 
Figure 4: Illustrating the conversion of the covariance such that the T2 statistic threshold can be 
determined (redrawn from Chiang and Russel (2001))  
Figure 5: Hotelling’s T2 confidence interval compared to the univariate confidence interval indicated 




Figure 5 also shows an anomaly or fault which would not be detected by either of the univariate cases, 
but would be detected if the Hotelling methodology was used. Referring back to the “curse of 
dimensionality”, due to the nature of Equation 2-17, when principal components describe a small 
variance (small eigenvalues), it may lead to erratic behavior in the T2 statistic. This therefore supports the 
need for dimensionality reduction, since it results in more robust fault detection (Chiang and Russell, 
2001).  
Another statistic is therefore required to account for variations occurring in directions where the 
eigenvalues are low. Thus the Q statistic is incorporated to monitor deviations from the high dimensional 
input not captured by the latent/PC space. The Q statistic can therefore describe how well the latent 
space captures the variance within the high dimensional space. Therefore, the scores need to be 
projected back into the high dimensional space, as described by Equation 2-19. Where 𝐄n×m denotes the 
residual matrix, which contains the residuals as described by Equation 2-20. 
                   𝐄 = 𝐗 − 𝐙𝐏T  2-19 
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The Q statistic for a specific observation 𝑖 can therefore be calculated by Equation 2-21. The Q statistic 
can, therefore, be seen as the “goodness of fit” or squared prediction error (SPE), where 𝐫𝐢 =
[ ri1, … , 𝑟𝑖𝑚]. The SPE threshold (𝑄∝) is determined via Equation 2-22, where  𝜃𝑖 = ∑ 𝜆𝑗
2 𝑖 𝑚
𝑗=𝑘+1 , ℎ0 = 1 −
2𝜃1𝜃3
3𝜃2
2  , and 𝑐𝛼 is the normal deviate corresponding to the (1 − 𝛼) percentile. Violations Hotelling’s T
2 
threshold suggest shifts in data mean and covariance structure, whereas violations of the SPE threshold 
suggest a break in the expected correlation within the data (Chiang and Russell, 2001; Aldrich and Auret, 
2013). 
 𝑄𝑖 = 𝐫𝐢𝐫𝐢
𝑻 2-21 
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After a fault has been detected both in the residual or latent space, various procedures of fault 
identification (identify the fault causing variables) and diagnosis (root cause determination) can be 
utilized (Chiang and Russell, 2001; Aldrich and Auret, 2013). For example, contribution plots can be 
utilized to assist in the identification of faults, or in the context of this investigation mode shifts. A diagram 
of a contribution plot can be seen in Figure 6. Here the residuals of specific variables (𝑟) are compared 
against each other. An issue however with contribution plots is that the contributions do not assist in the 
discrimination of the effect and the cause of a fault/transition (Aldrich and Auret, 2013). Thus, variables 
that contribute to a significant magnitude to the overall contribution may be the fault causing variables 




Expert knowledge of process topology as well as knowledge of time lags within complex processes 
become crucial when determining the root cause of a fault (Aldrich and Auret, 2013). Only once the root 
cause of a fault has been determined can process recovery occur. Methods of causality analysis have 
been developed to automate the determination of cause-effect variable pairs (Aldrich and Auret, 2013), 
these methods are, however, outside the scope of this investigation. Rather attempts at leveraging 
supervisory control action datasets will be made (datasets discussed in 2.1.2.4).      
2.3.2.3 PCA Limitations 
Various factors have been determined to affect the viability of PCA for process monitoring. Firstly, process 
data tends to be autocorrelated or serially correlated as a result of for example recycle streams and high 
sampling rates (Chiang and Russell, 2001). Controllers are usually unable to effectively deal with such 
variations, thus these variations exist within the data. Since PCA only seeks to retain maximum variance 
on latent variables linearly dependent on the input variables, standard PCA won’t be able to capture the 
autocorrelation occurring within process data. If however enough data is available to represent the 
normal process variations, the effectiveness of PCA is not compromised (Chiang and Russell, 2001). An 
extension of PCA, called Dynamic PCA is more robust to the impact of autocorrelation since the input 
space contains additional lagged variables of the original variables themselves.  
Secondly, process data is mostly not linearly related, as a result, PCA is not able to effectively retain the 
variance occurring within data. To attend to this problem PCA has been extended to Kernel PCA in many 
instances, where non-linear variables are mapped into the input data and then the PCs are determined 
(Zhang, Li and Teng, 2012). This however results in increased complexity, subsequently steps of fault 
identification and diagnosis are more difficult. Additionally, a major problem that monitoring applications 
have to deal with is process drift, in other words, process data is not time-invariant. Various reasons exist 
why a process may drift such as aging equipment or catalyst deactivation (Xie and Shi, 2012). To address 
this issue adaptive extensions of PCA were developed such as recursive PCA or moving window PCA. 
These extensions require that the PCA “model” is continually updated with new data in various forms, 
thus resulting in reduced misclassification.  
Figure 6: Diagram of a contribution plot indicating variables that may be either the symptoms or causes 




Lastly, PCA requires the assumption that multivariate data obeys a unimodal Gaussian distribution 
(linear). However, due to the fact that processes are run in an agile (operate at various states) manner, 
this assumption is largely not obeyed. As a result of drift and the mentioned transitions to various modes, 
process data cannot be described by a single Gaussian. Rather process data is non-linear and multimodal 
as a result of mode changes, the combination of which makes standard PCA and its mentioned extensions 
invalid for MSPC.  
To account for the above-mentioned problem multiple mode PCA has been implemented (Ha et al., 
2017). Therefore a different set of principle components (and standardization parameters) are used to 
monitor the different modes, otherwise known as local principal components. Unfortunately, data-driven 
fault detection methods such as the multimode PCA are applied in a supervised manner, such that data 
is labelled into classes manually. This requires that experienced supervisory staff label historic data into 
different classes such as normal operation or faults. However, with the complexity and extensive amount 
of process data, this does not occur often in an industrial setting (Thomas, Zhu and Romagnoli, 2018). As 
a result additional unsupervised learning strategies are crucial for system support functions, mainly 
aimed at achieving pattern discovery, mentioned in 2.2.2. 
What should however be realized is that PCA remains useful due to its reduced design efforts and 
simplicity of its fundamental premise. PCA has special relevance when process data has a multivariate 
normal distribution, its usefulness should however not be detracted when data has other forms (Jolliffe, 
2002). Due to these reasons PCA is predominantly applied in literature as well as industry for 
dimensionality reduction and MSPC (its extensions) (Quiñones-Grueiro, Prieto-Moreno and Verde, 2019). 
PCA could be utilized to reduce the dimensionality of the process data considered within this 
investigations, but its extensions or different approaches would have to be utilized to account for its 
limitations.  
2.4 Data Clustering 
Within the context of this investigation, various process modes need to be discovered from historical 
process data, only then can the switching procedures between the modes be determined. Unsupervised 
learning allows for patterns to be deduced from data where the response is unknown. An additional 
procedure of clustering is therefore required, which allows for the grouping of data into classes (ie. 
modes) such that patterns within a class are similar and distinct from other classes (Wang, 1999).  
2.4.1 Most Popular Clustering Techniques for Multi-modal Processes 
No universal data-driven algorithm works well under all conditions, as a result, no dominant technique 
exists (Chiang and Russell, 2001).  This is known as the “No Free Lunch Theorem” (Wolpert and Macready, 
1995). Various clustering techniques have been implemented for data mining and monitoring of 
multimodal processes. A summary of the most popular techniques is provided as follows (Quiñones-
Grueiro, Prieto-Moreno and Verde, 2019): 
 Mixture models: This technique fits various density functions to a population that contains 




the result is a probabilistic model, therefore the samples are not directly clustered, however with 
the incorporation of a threshold samples can be clustered. Mixture models (MM) have been 
determined to be the most popular clustering technique for multimodal processes. MM methods 
do however have certain issues, such as the fact that the number of modes or clusters needs to 
be known prior. Robust extensions of the algorithm are also required to deal with noise/outliers 
since all samples are considered during convergence of EM (Choi, Park and Lee, 2004; Yu, 2011).  
 K-means: K initial centroids are chosen, then the Euclidean distance of the remaining samples in 
the dataset are calculated to the chosen centroids. The procedure is then iterated seeking the 
minimization of the sum of squared errors to the mean of the cluster (Thomas, Zhu and 
Romagnoli, 2018). Thus, the number of modes/clusters must be known prior to the analysis. In 
the standard algorithm cluster assignments of the samples are also hard, meaning that a sample 
belongs to one cluster only. The cluster shapes (covariance) are also fixed to be spherical since 
the Euclidean distance metric is used. The algorithm may also converge to local minima as a result 
of the choice of poor initialization parameters (initial centroids), mixture models may also 
experience the same issue.   
 Fuzzy C-means: This is an extension of the K-means clustering technique, where sample points 
have soft cluster assignments. As a result samples have membership values to various clusters. 
This technique can more effectively deal with outliers, however, does not fare well when 
transition data is included within the dataset (Wang, Wang and Wang, 2013).  
 Window-based: Since process data is mostly time-series, sequential analysis of the data may 
provide various benefits. Various window-based approaches have been developed, such as 
sequential clustering (Srinivasan, Wang and Ho, 2004). The main advantage of implementing such 
techniques is that the number of modes could be determined automatically. Most methods are 
also able to distinguish between transitions and modes. This is an important attribute since 
processes are not able to settle to transient states. These techniques are however heavily 
dependent on the parameter of window sample size. Determining a similarity measure between 
windows is also not an easy task. As a result, setting the parameters of such techniques is difficult 
(Quiñones-Grueiro, Prieto-Moreno and Verde, 2019).  
Therefore the various mentioned unsupervised methods have certain drawbacks and benefits. Most 
techniques are not able to deal with transition data or outliers and others may result in complex 
monitoring models. Implementation of a single method will result in ineffective knowledge discovery and 
thus supports the need for an integrated approach that makes use of various techniques. This will allow 
the benefits of the various techniques to be maximized and their inherent drawbacks to be overcome.  
2.4.2 Gaussian Mixture Models 
Gaussian mixture models (GMM) are a structure of mixture models that are able to model data that 
consists of multiple multivariate Gaussian distributions. GMMs are therefore well suited for representing 
process data, since each operating mode can be described by a local Gaussian. As a result, GMMs have 
recently been extensively used for multimodal process monitoring. They could therefore also be used for 





The probability density function of a multimodal multivariate (𝐱 𝜖 𝑅𝑚) is described by Equation 2-23 (Yu 
and Qin, 2008).  
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Here 𝐾 describes the number of modes or Gaussian components, 𝑤𝑖 the weight (or prior probability) of 
the 𝑖th component (mode) and 𝛉𝑖 = {𝜇𝑖, ∑ }𝑖  contains the local Gaussian model parameters. The 𝑖th 














−1(x − 𝛍i)] 
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Since Gaussian model parameters are unknown, they need to be estimated. Various methods have been 
implemented to estimate these parameters, the expectation maximization (EM) algorithm has however 
been the method used most extensively in practice (Yu and Qin, 2008). The EM algorithm is implemented 
iteratively by repeating an expectation step (E-step) and a maximization step (M-step) until a 
convergence criterion of the log-likelihood function is satisfied. Given a training dataset 𝐗, as described 
by Equation 2-1 and an initial estimate of the Gaussian model parameters, described by Equation 2-25,  
the EM algorithm can be performed (Yu and Qin, 2008).  













The E-step and M-step are performed iteratively as follows: 
 E-Step 
In the E-step the posterior probability of the 𝑗th sample belonging to a certain component is 
determined by means of Bayes’ theorem as described in Equation 2-26 (Choi, Park and Lee, 2004). 
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Here 𝐶𝑐 denotes the 𝑐th component, 𝑥𝑗 the 𝑗th sample and 𝑃
(𝑠)(𝐶𝑐|𝑥𝑗) describes the posterior 
probability at the sth iteration.  
 M-Step 
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The E-step therefore determines the posterior probability given all the parameters 𝚯. The M-step then 
involves finding all parameters given the posterior probability (updates). The iterative nature of the EM 
algorithm allows the calculation to then converge to a stable solution, which can be described as the 
maximum likelihood solution. 
The log likelihood can be calculated by Equation 2-30, the Log is used to improve intelligibility (likelihood 
becomes more discernable from zero)  (Yu, 2011). The EM algorithm has converged when Equation 2-31 
is satisfied. 
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 ?̂? = arg
max
𝚯
(log 𝐿(𝚯)) 2-31 
Finally, the GMM is able to capture the linear relationships among its variables in 𝚺𝑐 as well as the 
operating point of the mode (𝛍𝑐), making it an ideal model for multimodal processes (Quiñones-Grueiro, 
Prieto-Moreno and Verde, 2019).  
2.4.2.2 Multimodal Fault Detection using GMM 
Once a GMM is fit to training data certain measures can be implemented for the detection of anomalies 
or in other words determine if a sample belongs to any of the modes within the GMM. The negative 
likelihood probability (NLLP) is a measure that has been implemented for this purpose and can be 
obtained using Equation 2-32 (Yu, 2011).  
 𝑁𝐿𝐿𝑃 =  − log 𝑝(𝐱|𝛉) 2-32 
The negative log of the likelihood is obtained here to make the measure more discernable from zero. 
Therefore if the NLLP is smaller than a set threshold, the process is deemed to be from a distribution 
contained within the GMM. NLLP thus is a global identification measure, indicating only whether the 
process is in a normal condition or in a faulty (mode not contained within the GMM) condition and does 
not specify what the current mode of a sample is. Since the training data is not normally distributed, 
unlike unimodal fault detection, control limits cannot be determined directly from particular approximate 
distributions (Yu, 2011). To overcome this deficiency density of mixture modelling techniques have been 




requires Monte Carlo simulation-based random sampling, it is undesirable for industrial applications (Yu 
and Qin, 2008). 
Another measure known as the Mahalanobis distance has been implemented as well, which is able to 
quantify the deviation degree of a sample from the normal process state space (Yu, 2011). Unlike NLLP, 
this measure is however implemented in a local manner. This is due to the fact that the best matching 
component (BMC) or mode is calculated, which is the component with the minimum Mahalanobis 
distance. This distance metric is exactly the same as the Hottelling’s T2, therefore the metric is also 
described in Figure 4. The Mahalonobis distance can be determined by Equation 2-33. 
 𝐷𝑚𝑎ℎ𝑎𝑙 = (𝐱 − 𝛍𝐵𝑀𝐶)𝚺BMC
−1 (𝐱 − 𝛍𝐵𝑀𝐶)
𝑇 2-33 
If 𝐷𝑚𝑎ℎ𝑎𝑙 is smaller than a determined threshold, the process is deemed to be normal. What should also 
be realized is that if the metric is below the threshold, it is an indication that the process is currently in 
that specific mode (BMC), therefore can be viewed as a local monitoring method. This method can 
however also be used in the global monitoring context, here only 𝐷𝑚𝑎ℎ𝑎𝑙 would be monitored, but would 
have a variable control limit depending on the BMC. If all components within the GMM had the same 
covariance structure, a single control limit could be implemented, this is however usually not the case. 
For example, the 99th percentile of the 𝐷𝑚𝑎ℎ𝑎𝑙 for the specific BMC can be used as the control limit for 
the specific mode. What should however also be realized is that when the BMC is determined by means 
of Mahalanobis distance, the prior or weight (𝑤𝑐) of the respective clusters is not taken into account. A 
different method thus exists, where the BMC is determined based on the highest posterior probability, 
described by Equation 2-26. This method of BMC determination may however be prone to issues resulting 
from data imbalance.  
2.4.2.3 Limitations of GMM 
Similar to PCA, GMM has certain limitations that make effective monitoring difficult. Firstly, GMMs suffer 
from the curse of dimensionality. When the data dimension is large, data may become sparse and as a 
result, the determination of a GMM is difficult or impossible (Choi, Park and Lee, 2004). The variance bias 
tradeoff also becomes an issue when the dimensionality is high, since the number of parameters that 
need to be fit increases by 2𝐾(𝑚 + 1) when additional variables are added. Similarly, the number of 
parameters increases by 𝑚 + 𝑚2 when additional components or modes are included. Certain 
constraints can be implemented to reduce the number of parameters that need to be estimated, such as 
constraining the shape of the covariance matrix. For example, only diagonal covariance matrixes can be 
fit to the data. Thus it is assumed that the variables are uncorrelated and therefore result in fewer 
parameters that need to be estimated. Another constraint that can be set is to use a single covariance 
structure for all components or modes, thus reducing the number of parameters that need to be 
estimated. Implementing these constraints may however not always be viable and may lead to poor 
monitoring performance. Determining GMMs from the reduced dimensional space obtained from PCA 
may be a viable solution to reduce the number of parameters that need to be estimated (Choi, Park and 
Lee, 2004). Constraining the covariance to be diagonal may also be more valid in the latent/PC space 




from a unimodal distribution, it does not guarantee that the covariance of the modes occurring within 
the latent space are uncorrelated.  
Another key issue with GMMs is that the number of components (modes) is required to be known a priori. 
These parameters are however usually not known. As the number of components increases, it is 
inevitable for the likelihood to increase, however, this will also increase the number of parameters that 
need to be estimated. The frequency of Type I errors will most likely increase as result, reducing the 
robustness of the determined models. On the contrary, if the number of components decreases Type I 
errors may be suppressed but will be accompanied with an increased frequency of Type 2 errors (Choi, 
Park and Lee, 2004). Various deterministic methods of determining the number of the optimal number 
components have thus been developed. These methods attempt to maximize the log-likelihood, but 
introduce a penalty for the number of parameters required. Some examples of these methods are the 
Akaike information criterion (AIC), minimum description length (MDL), Figueiredo and Jain (FJ) algorithm 
,and the Bayesian inference criterion (BIC) (Yu, 2011). BIC shows the tradeoff between a good fit quality 
and the number of parameters required to obtain the fit, described in Equation 2-34  (Schwarz, 1978). 
The GMM configuration with a minimum BIC value is then chosen to model the data. 
 𝐵𝐼𝐶 = 2 log 𝐿(𝚯) − 𝑛𝑝log (𝑛) 2-34 
Even if a precise number of Gaussian components is known a priori from process knowledge, the EM 
algorithm may converge to local maxima. The GMM will therefore fail to describe the data effectively, 
resulting in both an increased frequency of Type 1 and Type 2 errors. The initial parameter estimates set 
(Θ0) are therefore required to represent the actual components as accurately as possible to reduce the 
chances of the EM algorithm converging to local maxima. To address this issue, the K-means clustering 
algorithm has often been implemented to determine the initialization parameters due to its relatively 
good performance and simplicity (Yu, 2011).   
Lastly, transition data and outliers found within process data reduce the effectiveness of GMM. As 
described in 1.2, transient states differ from modes or quasi steady states, and as a result, cannot be 
described by the same component within the GMM. However since all samples are considered within the 
EM algorithm, it is inevitable that transient and outlier data will affect the convergence of parameter 
optimization (Liu and Chen, 2010).  Expert knowledge is therefore required to determine which data is 
adequate for analysis, however, due to the complexity of process data, this is often not applicable in the 
industrial context  (Thomas, Zhu and Romagnoli, 2018).  
2.5 Stationarity analysis 
Since process data is mostly unlabeled, the number of modes is not known, which is a key parameter 
required by most clustering algorithms for effective characterization of modes (Quiñones-Grueiro, Prieto-
Moreno and Verde, 2019). As mentioned decision strategies to determine the number of modes have 
been developed, using Bayesian information criterion (Thissen, Swierenga and De Weijer, 2005) and 
others, however few methods are able to deal with multimode process data containing transitions 




processes to determine the number of modes a priori is mostly also not possible, since modes may be 
masked by transient data or due to the high dimensionality of the data. In rare cases where the number 
of modes is known before clustering, the inclusion of transient data within the analyses could still skew 
mode characterization during clustering. Transient data may form a considerable fraction of the entire 
multimodal dataset (Srinivasan, Viswanathan and Vedam, 2005). The importance of removing transient 
data prior to analysis increases when the process in consideration experiences more transient states.  
Window-based methods have been used to tackle some of these mentioned problems, by analyzing 
process time series data sequentially. The main advantage of an analysis in this fashion, is that the 
number of modes can be determined automatically (Quiñones-Grueiro, Prieto-Moreno and Verde, 2019). 
This however requires that the transitional states are distinguished from quasi steady states. Stationarity 
analysis or steady state detection (SSD) can be used for this purpose, thus avoiding making simplifying 
assumptions of process data.  
Many SSD techniques apply the student t-test on subsets of the standardized residuals of the time series 
signals (Kelly and Hedengren, 2013). Attempts have been made to allow for drift within the analysis by 
assuming process data can be described as a random walk with drift, described by the Equation 2-35 
(Kelly and Hedengren, 2013): 
 𝑥𝑡 = 𝜇 + 𝑚𝑡 + 𝜎𝜀𝑡 2-35 
 
where 𝑚𝑡 describes the drift, 𝜇 the mean, 𝜀𝑡 a random variable with a standard normal distribution, 
and 𝜎 the standard deviation of the random variable. The technique dealt with the multivariate property 
of process data by choosing a set of key variables and performing the described method on them 
separately. The tuning of these steady state algorithms is difficult and optimal parameter selection is an 
open problem (Quiñones-Grueiro, Prieto-Moreno and Verde, 2019). The high dimensionality of industrial 
data as well as topology/time lags exacerbates the problem since the selection of key variables to analyze 
for SSD is difficult. Feature selection is therefore an important consideration to ensure selected variables 
are uncorrelated (Wang, 1999). Kelly and Hedengren (2013) proposed a new method for SSD with 
promising results, but without addressing the issues of high-dimensional data. 
The utilized algorithm is based on that by Kelly and Hedengren (2013), which will be referred to as 
threshold SSD. The original algorithm is window-based, therefore all calculations are performed over a 
predefined time period containing n samples of the variable 𝑥𝑡. The drift 𝑚, mean 𝜇 and variance 𝜎
2 (see 
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A student t-test is used to evaluate the null hypothesis (Equation 2-39) at a confidence level 𝛼 
(corresponding to a critical test statistic 𝑡𝑐𝑟𝑖𝑡) for each of the 𝑛 samples in the window: 
 If |𝑥𝑡 − 𝜇| ≤ 𝑡𝑐𝑟𝑖𝑡𝜎  then 𝑦𝑡 = 1 else 𝑦𝑡 = 0 2-39 
This algorithm is able to perform SSD for the multivariate case, by assuming that a process is only at 
steady state if all 𝑀 key variables are steady, as expressed by Equation 2-40 (Brown and Rhinehart, 2000). 
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The state of the system at time 𝑡 (steady or transient) is determined by comparing the fraction of samples 
which reject the null hypothesis to a predefined threshold 𝜃𝑆𝑆 (Equation 2-41): 
 





𝑡=1 ) ≥  𝜃𝑠𝑠 then window is steady;  else window is transient 
2-41 
 
2.6 Recent Developments in Research 
In the previous sections an overview of the various continuous process data characteristics, state-based 
support system functions, fundamentals of normal operating mode discovery/identification, and the 
limitations of popular approaches is given. Here, a more in-depth overview of the recent advances in 
process monitoring/optimization is given. 
2.6.1 Process Monitoring 
Multimode continuous process monitoring has been determined to require three main tasks, the 
characterization of multimode data via clustering, characterizing fault data if faults have been labelled, 
and finally to develop a supervised monitoring scheme that is able to distinguish modes from faults 
(Quiñones-Grueiro, Prieto-Moreno and Verde, 2019). Thus as mentioned in 2.3, the goals of process 
monitoring align with those of a state-based decision support system for process optimization (objectives 
described in 1.3), mainly concerning the discovery and identification of modes within complex process 




The technique most widely used for process monitoring due to its reliability and simplicity is PCA. 
However, as a result of the unimodal limitation of PCA, extensions had to be developed. Zhao et al., 
(2004) developed a multiple PCA model scheme that is able to deal with the multimodality of process 
data. By utilizing a metric based on the average of the cosines of the angles between pairs of PCs, the 
similarity of these latent spaces can be determined. Training, therefore, requires the iterative comparison 
of this angle/metric with a threshold. Once the similarity measure of all model angles is above the 
threshold, the models for the different modes have been determined.  Hotelling’s T2 and SPE are then 
used to monitor online data, such that if the statistics are below the control limits for any of the 
determined models, the process is in a normal operating condition. Similarly, Ha et al. (2017) first 
clustered data within the principle component space using K-means and then used local PCA models to 
monitor the various modes.  
However, as a result of the limitations mentioned in 2.3.2.3, alternative methods of process monitoring 
have been developed. Recently, Hidden Markov Models (HMMs) have been implemented to monitor 
multimodal processes. HMM is a viable technique due to its ability to not only model the multimodality 
but also capture the mode shifting probabilities of process data (Afzal, Tan and Chen, 2017).  
Alternatively, GMMs have also been widely applied to monitor multimodal processes. Choi et al., (2004) 
implemented GMM on the principle component space to monitor processes. With the use of linear 
discriminate analysis (LDA) the dimensionality of fault data is reduced, such that the within fault variance 
is minimized and the inter fault variance is maximized. It should however be noted that LDA is a 
supervised learning technique, thus fault data has to be divided into classes or labelled prior to analysis. 
In industry, this is rarely the case (Thomas, Zhu and Romagnoli, 2018). GMM is then again applied to this 
latent space for fault identification. Liu and Chen (2010) also made use of PCA and GMM to monitor 
process data by systematically extracting operating modes. This is achieved by estimating reasonable 
initialization parameters for the EM algorithm by means of kernel density estimation (KDE).  Similarly, 
Yu (2011) made use of the FJ algorithm to determine the number of components for the GMM fit to data 
obtained from a semiconductor process.  
PCA and its extensions form a crucial aspect of most techniques implemented, PCA however only 
considers the mean and covariance of the data and therefore only preserves the global variance. PCA, 
therefore, lacks the ability to extract local intrinsic information from the data that may be crucial in the 
analysis (Yu, 2016). As a result, the use of  PCA within academia has been diminishing over recent times 
(Quiñones-Grueiro, Prieto-Moreno and Verde, 2019). Techniques such as locality preserving projections 
(LPP) and manifold learning have thus become more popular since they are capable of preserving local 
variance within the data. Yu (2016) made use of LPP in conjunction with GMM for monitoring process 
data, which was more capable of handling complicated distributions.   
Within literature, however, certain simplifying assumptions about simulated process data are often 
made. Assumptions are often formulated (within a process model/simulation) to demonstrate the 
feasibility of the contributions (Quiñones-Grueiro, Prieto-Moreno and Verde, 2019). A key assumption 




approaches mentioned. Process monitoring (fault detection and diagnosis) literature is therefore more 
concerned with developing a supervised monitoring scheme that is able to distinguish modes from faults. 
However, the exploration and characterization of data remain an important task, such as determining the 
number of modes existing within the process data or identifying the starting and ending times of 
transition states. These are issues not completely solved yet (Quiñones-Grueiro, Prieto-Moreno and 
Verde, 2019). 
2.6.2 Optimality Assessment 
Literature most relevant to the objectives of this investigation (described in 1.3) has been dubbed 
“optimality assessment”. Although various contributions have been made to address this field, research 
is still in its infancy. As with process monitoring, the objectives align (more so) with the described state-
based decision support system. 
Sebzalli and Wang (2001) made use of PCA and fuzzy clustering to discover operational strategies for 
rapid product changeover from process data of a fluid catalytic cracking process. It was determined that 
the various clusters found within the data correspond to the different grades of product produced. The 
analysis however did not consider the online implementation of the system.  
Further, Srinivasan et al., (2004) proposed a methodology for mode and transition identification in 
chemical processes that forms a fundamental basis of many of the optimality assessment research 
contributions. Srinivasan et al., (2004) made it clear that process data contains both transition and quasi- 
steady data, which needs to be analyzed separately. Thus a method of segmenting transient data from 
quasi-steady data was developed, as described by Srinivasan et al. (2004). Transitions were then 
identified by means of dynamic principal component analysis, the angles between principal components 
were used as a metric of similarity. For mode identification, Srinivasan et al. (2004) made use of the 
absolute distance of the score means of different windows, which was then compared to a threshold for 
identification. This technique however fails to take into account the covariance of the data analyzed, as 
well as the fact that online implementation of the methods is not really discussed.  
To account for the covariance of modes Ye et al., (2009) made use of GMMs and the EM algorithm to 
estimate its parameters. Transient data was first filtered out by means of steady state analysis and then 
the GMM methodology was applied to only the steady data. Further, the data assigned to the various 
Gaussians was characterized by normality testing, such as kurtosis and skewness. Safety and optimality 
indices were then determined for the various modes. The safety index was based on the Mahalanobis 
distance of the sample to the mode, the smaller the distance, the safer the operation. The optimality 
index was based on profit and product quality while taking into account the distribution of the mode. 
This investigation however did not to reduce dimensionality prior to GMM, thus this technique may suffer 
from the curse of dimensionality. No consideration was also employed on how to determine the number 
of modes, which is an important issue. Further, the optimality index derived did not take into account 
mode switching constraints, thus reducing its usefulness. An important issue however raised by Ye et al., 
(2009) is the post-analysis of the data assigned to the various Gaussians. Thomas, Zhu and Romagnoli, 




due to the fact that the ground truth of process data is usually not known, kurtosis and skewness are 
examples of such metrics (Mardia, 1970). Further attempts of optimality assessment with the use of 
GMMs have been made by Liu et al., (2015). Here both modes and transitions are monitored with the 
use of GMMs and a comprehensive economic index. Gaussian process regression (GPR) is also 
implemented to predict the economic index. This methodology has also been implemented on a gold 
hydrometallurgy process (Liu, Wang and Chang, 2018). No consideration is however placed on 
dimensionality reduction, and as a result, the techniques may suffer from the curse of dimensionality. 
Further, data is segmented into modes and transitions manually, therefore limiting industrial application. 
Although methods of non-optimal cause identification are implemented, mode switching constraints are 
not taken into consideration.  
A different methodology optimality assessment has been implemented by Liu, Wang and Chang, (2016). 
Here the tedious process of aligning comprehensive economic indices with process data can be avoided 
by making use of MsPCA (Multiple Set PCA). The idea behind MsPCA is to reveal common basis vectors 
among multiple datasets and as a result are able to remove common process variations shared over 
multiple modes. Extracting optimality-related variations, therefore, becomes possible, allowing for easier 
non-optimal cause identification. The technique was however implemented in a supervised manner, as 
with the previous techniques, limiting its industrial application. Ying et al., (2020) also made use of MsPCA 
to characterize the independent characteristics of different datasets for optimality assessment. 
Subtractive clustering was however also used prior to MsPCA to remove transition data, making this 
procedure more applicable in an industrial setting. Features obtained from MsPCA are then used to map 
data onto a 2D grid by making use of self-organizing maps (SOM). SOM is a neural network that can be 
trained with high dimensional data, the output of which is a 2D map where different regions represent 
different states as well as the fact that the local neighborhood of the data is more efficiently preserved. 
This technique is, therefore, ideal for multistate data visualization and evaluation. Similar to previous 
techniques, an economic index is assigned to the various modes. This technique therefore improves on 
previous techniques, since a more unsupervised approach is implemented. The determination of the 
number of modes and mode switching constraints are however crucial issues not discussed. Further, 
normalized data was used as an input to the SOM, due to the fact that features obtained from MsPCA 
were used. The scaling parameters of multistate operations are dominated by the large variations caused 
during transitions and as a result may obscure significant changes within steady states (Ng and Srinivasan, 
2008).  
It is therefore clear that a lot of the knowledge gained from fault detection and diagnosis literature has 
been carried over and implemented for process optimality assessment. Similar simplifying assumptions 
about simulated process data are however also made to demonstrate the feasibility of a technique. 
Usually, this results in the implementation of unsupervised techniques in a supervised manner, thus 





2.7 Literature Highlights 
Existing literature stemming from process monitoring and optimality assessment could be utilised to 
achieve the stated objectives. Key issues have been identified as process data is high dimensional, 
multimodal (non-linear), patterns/states within the data are unknown and data may contain process 
states irrelevant to the analysis. Typically, developed techniques addressing these issues are tested on 
CSTR or Tennessee Eastman process simulations. 
However rarely does an author address all issues within a single article. As a result, to achieve the 
objectives of this investigation key concepts originating from the various contributions should be 
integrated. PCA seems like a valid technique to reduce the dimensionality of process data, minimising the 
variance-bias trade off when estimating the parameters of the various modes (Choi, Park and Lee, 2004). 
GMMs and the EM algorithm could serve as a useful approach to modelling the multimodality of the 
process data, such that modes can be discovered in offline implementation as well as assist with state 
identification in online implementation (Yu, 2011). An optimality measure can be assigned to each mode 
based on process profit (Liu, Wang and Chang, 2015). Stationarity analysis could be utilised to filter 
transient states from process data prior to the analyses, thus assisting in the discovery of process modes 
or steady states(Srinivasan, Wang and Ho, 2004; Kelly and Hedengren, 2013). This could in turn improve 
the GMM parameter estimates of the various process modes.  
Further, the implementation of stationarity analysis could make the various benefits of window-based 
analyses attainable. Knowledge of mode shifting constraints as well as procedures required to switch 
modes could be extracted from transient data sequences. The sequence of time series data is a key 





Based on the objectives of this investigation, the state-based decision support system should discover 
modes from historical data (training data), identify the state (specific mode or transient) a process is in 
(on testing data), and its economic optimality. A more optimal mode to shift to and the procedures 
required for the mode shift can then be provided to human supervisors. In order to evaluate the 
performance of such a state-based decision support system (described in 3.2 later), multimodal simulated 
data has to be generated, of which the ground truth states are known.  
3.1 Case Study for Data Generation: Production of Propylene Glycol in a CSTR  
To evaluate the performance of the state based decision support system, synthetic data of which the 
ground truth is known has to be generated. Various benchmark processes have been implemented to 
simulate multimodal industrial data, the most popular of which are the Tennessee Eastman process 
(Zhang et al., 2015; Ying, Li and Yang, 2020) and Continuous Stirred Tank Reactors (CSTR) (Quiñones-
Grueiro, Prieto-Moreno and Verde, 2019).   
Specifically in this investigation the propylene glycol CSTR described by Fogler (2018) is adapted to 
simulate multimodal process data. Propylene glycol (𝐶) is produced by the hydrolysis (𝐵) of Propylene 
Oxide (𝐴), a reaction which occurs readily at room temperature. Since the reaction is a first order 
(Equation 3-1) exothermic reaction, CSTR cooling is required via cooling water. The process flow diagram 
of which can be seen in Figure 7. 
 










Here, 𝑟𝑎 describes the reaction rate of propylene oxide with the reaction rate constant 𝑘𝑜, CSTR 
temperature 𝑇, activation energy 𝐸𝐴 and propylene oxide concentration 𝐶𝑎. The mole balances of the 
various reaction components can be seen in Equations 3-2 to 3-5. It should be noted that a solvent, 































= 𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡 
3-6 













 𝐹𝑎𝑜 = 𝐶𝑎𝑜𝑉𝑖𝑛 3-8 
Here the CSTR volume, volumetric inlet and outlet flowrates are described by 𝑉, 𝑉𝑖𝑛 and 𝑉𝑜𝑢𝑡. The molar 
densities of propylene oxide, water and methanol are described by 𝜌𝑎 , 𝜌𝑏 , 𝜌𝑚. The CSTR is also non-
isothermal, Equations 3-9 to 3-12 describe the energy balance within the CSTR. Here, ∆𝐻𝑅𝑥 describe the 
heat of reaction and vaporisation. 𝑇𝑜 and 𝑇𝑐 refer to the inlet temperatures of the reactants and cooling 
water. All 𝐶𝑝 terms refer to the heat capacities of CSTR constituents. Further, 𝑚𝑐 refers to the molar 






𝐶𝑎𝑉𝐶𝑝𝑎 + 𝐶𝑏𝑉𝐶𝑝𝑏 + 𝐶𝑐𝑉𝐶𝑝𝑐 + 𝐶𝑚𝑉𝐶𝑝𝑚
 
3-9 
 𝑄𝑔 = 𝑟𝑎𝑉∆𝐻𝑅𝑥 3-10 
 
𝑄𝑟 = 𝐹𝑎𝑜𝜃(𝑇 − 𝑇𝑜) + 𝑚𝑐𝐶𝑝𝑏(𝑇 − (𝑇 − 𝑇𝑐)𝑒
−
𝑈𝐴
𝑚𝑐𝐶𝑝𝑏 − 𝑇𝑐) 
3-11 
 











Further, it is assumed that the economic performance of the CSTR is only a function of the molar flowrates 




performance (𝑃𝐶𝑆𝑇𝑅), where 𝑝𝑔𝑙𝑦𝑐, 𝑝𝑝𝑟𝑜𝑝 𝑜𝑥𝑖𝑑𝑒 and 𝑝𝑐𝑜𝑜𝑙𝑖𝑛𝑔 are cost parameters described in Appendix D 
Table 28 and 𝑀 denotes the mass number of the considered components.  
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Additional information about the CSTR initial conditions and parameter values can be found in 
Appendix D Table 28 and Table 29. It should be noted that all simulations contain a reactor start-up period 
as discussed by Fogler (2018), thus more accurately reflecting industrial data. Data samples from start-
up or shut-down periods may be very different to “normal” operation. A dataset containing many such 
samples (“outliers”) may challenge the analysis approach. 
Further adaptations to the described model by Fogler (2018) include temperature as well as level control. 
CSTR temperature control is achieved by manipulating the cooling water flowrate. Level control is 
achieved by manipulating the CSTR outlet flowrate. Both controllers are proportional integral feedback 
controllers, parameters of which can be seen in Appendix D Table 30. The disturbance variables within 
this simulation were chosen to be the inlet flowrates of the reactants, the CSTR inlet temperature (𝑇𝑜) 
and the cooling water temperature (𝑇𝑐). The described model can be found at https://github.com-
/FrancoisNoelle/DecisionSupport.  
3.1.1 Multimodal Data 
Multimodal training and testing data is generated randomly within this investigation. As discussed each 
CSTR simulation contains an initial start-up period, after which random modes of random duration occur. 
These random transitions to modes may result either due to changes in the controller set points or 
sustained changes within the disturbance variables. It should be noted that the transitions are driven only 
by a single change, for example the set point of the level controller may step, but the set point of the 
temperature controller has to remain constant. Similarly, only a single sustained disturbance may occur 
for each transient. Multimodal industrial process data will, however, not have the same characteristics. 
Various set point changes may occur continually during process operation due to more complex 
hierarchical control systems etc. This assumption was formulated such that the “causal” analysis 
procedures required (determination of cause of the transition) would not have to be complex. 
Sophisticated causality analysis is outside the scope of this investigation. 
Set point changes for the temperature controller are implemented via a step change. Set point changes 
for the level controller are however implemented via a first order filter, such that abrupt changes within 
the CSTR do not occur (Miskin, 2016). Similarly all changes in the disturbances are implemented via first 





− 𝐼 = 𝑓(𝑡) 
3-14 
Equation 3-14 describes how certain CSTR input variables transition, where 𝐼 describes the input variable, 




change) of the various input variables. More information on the various time constants can be found in 
the Appendix D Table 32. 
Multimodal training data can thus be generated given a simulation duration, minimum steady state 
period, randomising seed (for repeatability) and high/low values for all input variables (set points and 
disturbance variables). A visual representation of the data generation procedure can be seen in Figure 8. 
The minimum steady state period is required to ensure that the CSTR reaches a quasi-steady state or 
mode after a transition is induced via Equation 3-14. The high/low pairs for all input variables provide 
reasonable options for the various input variables, such that the CSTR remains stable as well as all unique 
input variable pairings can be considered as different modes. The randomising seed allows for simulation 
results to be repeatable. A more comprehensive look as to how the random multimodal data is generated 
can be seen in https://github.com/FrancoisNoelle/DecisionSupport.  
The multimodal testing data is generated in the same multimodal sequence as the training data, ie. the 
same modes (input variable pairings) occur sequentially in time as with the training data. This was done 
so that no new modes occur within the testing data. Adaptive extensions of the decision support system 
are outside the scope of this investigation. The duration of the modes however varies randomly and thus 
the testing data serves as an effective dataset to evaluate the state based system.  
3.1.2  Ground Truth Determination 
As seen in Figure 8, four sets of data are generated for each simulation run. For both the training and 
testing data, noisy and noiseless CSTR data is generated. Here noisy data refers to CSTR data which 
contains both process noise and measurement noise. Noiseless/noise free data contains neither and is 
purely generated for the purpose of automating the ground truth determination, such that the state 
based decision support system can effectively be evaluated.  
All input variables for the noisy CSTR simulations (testing and training) are simulated to have first-order 
autoregressive process variations in them (Equation 3-15). Additionally, white noise on the 
output/measured variables is also included within the simulation (Equation 3-16). As a result the serially 




correlated properties often seen in industrial process data are more effectively simulated.  These process 
variations therefore make up the “common-cause” variations of the CSTR (Yoon and Macgregor, 2001). 
 𝑥𝑡 = 𝜙𝑥𝑡−1 + 𝜎𝑒 3-15 
 𝑥𝑡,𝑚𝑒𝑎𝑠 = 𝑥𝑡 + 𝜎𝑚 3-16 
The auto regressive coefficients (𝜙) for the various input variables, the process noise (𝜎𝑒) and the 
measurement noise (𝜎𝑚) can be found in Appendix D Table 31. Inclusion of these common cause 
variations thus simulate properties of real processes more effectively, but also make the determination 
of the ground truth more difficult. In the case of this investigation the ground truth of the CSTR data 
refers to the true state the CSTR is experiencing, ie. transient state or the specific mode.  
The ground truth of a process is defined by the input variable pairings (high/low), such that each unique 
input variable pairing is a different mode.  Determining the mode of the CSTR is thus relatively simple, 
however since the CSTR experiences relatively complex dynamics, determining the ending times of 
transitions is difficult. This is where the noiseless simulations are useful. The procedure for determining 
the ground truth state of the CSTR training data is as follows.  
1. Determine the mode pairings, each unique input variable paring is a different mode 
2. Assign each sample in time to its mode, not yet considering the transitions between states. 
Modes are for now indexed based on their sequence in time. 
 𝑠𝑡 = 𝑢𝑛𝑖𝑞𝑢𝑒 𝑚𝑜𝑑𝑒 𝑖𝑛𝑑𝑒𝑥 3-17 
3. Use the noiseless training simulation to determine the duration of the transient periods.  The 
CSTR is considered to be steady once all input variables (disturbance variables/controller set 
points) are close to their set values (within 99 %) for an extended period of time.   
 𝑖𝑓 |𝑥𝑡,𝑛𝑜𝑖𝑠𝑒𝑙𝑒𝑠𝑠 − 𝑥𝑡,𝑠𝑒𝑡| ≤ |0.99𝑥𝑡,𝑠𝑒𝑡| then 𝑌𝑡,𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ = 1  
𝑒𝑙𝑠𝑒 
𝑌𝑡,𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ = 0 
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4. Determine the product of 𝑦𝑡,𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ and 𝑠𝑡 for all samples, thus the transient periods are 
included within the ground truth. 
 𝑠𝑡 =  𝑌𝑡,𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ ×   𝑠𝑡  3-19 
5. Calculate the fraction each mode makes up of the training data. Redefine the mode identifying 
indices based on their fraction of the data in descending order. In other words the “heaviest” or 
most frequently occurring mode is assigned index one etc. The transient state identifying index 
remains zero.  
The ground truth of the testing data is determined in exactly the same manner, however the unique 
mode identifying indices obtained from the training data are utilised. Thus, the ground truth of the CSTR 




form of the ground truth determination procedure can be seen in https://github.com-
/FrancoisNoelle/DecisionSupport.  
3.2 Algorithms 
The overall proposed state-based decision support system makes use of various techniques to provide 
actionable advisories. PCA, stationarity analysis, K-means, GMMs, sequential analysis and finally key 
performance indicators are utilised. The overall analysis procedure can be sub-divided into five sections: 
PCA, stationarity analysis, state analysis, connectivity analysis and online implementation. 
3.2.1 Principal Component Analysis Application  
PCA serves as a dimensionality reduction technique within this investigation, thus avoiding issues 
discussed in 2.3.2.1. The procedure of determining the principal components from the training data is 
described in Table 1, the code of which can be found https://github.com-
/FrancoisNoelle/DecisionSupport.  
Table 1: PCA Procedure  
Input: Training data matrix in format described by Equation 2-1 and variance to be retained (hyper 
parameter) 
Output: Retained PCs, PC scores and normalization parameters 
1. Normalize training data using Equations 2-2, 2-3 and 2-4 
2. Compute the covariance matrix using Equation 2-9 
3. Solve the eigenvectors (PCs) and eigenvalues (variance explained) of the covariance matrix via 
eigenvector decomposition (Equation 2-10) 
4. Using Equations 2-13 and 2-14 determine the number of PCs to retain 





3.2.2 Stationarity Analysis 
Stationarity analysis is only implemented on training/offline data within this investigation. SSD serves the 
purpose of removing transients prior to the state analysis, making the overall process more robust. The 
procedure described in Table 2 is performed for each separate window, as displayed in Figure 9. 
Table 2: Window Based SSD 
Input: Training Data (Original Variables/Scores), Window Size (n), Significance (𝛼), Steady State 
Threshold (𝜃𝑆𝑆) 
Output: Binary indication of steadiness for each sample, probability of each window being stationary 
1. Estimate the data window drift component using Equation 2-36 
2. Estimate the window mean component using Equation 2-37 
3. Estimate the window variance using Equation 2-38 
4. Perform the students t-test as described by Equation 2-39 for each sample within the window 
5. Repeat steps 1 to 4 for all considered variables 
6. Extend this SSD to the multivariate case by implementing 2-40 
7. Deem the window steady or transient using Equation 2-41 
3.2.3 State Analysis 
Here the various modes within the training data are discovered, making use of mainly unsupervised 
clustering techniques.  It should be noted that a novel GMM refining procedure is introduced in Table 3, 
which is based on the sequence of the time series data. Here, the frequency of sequential mode switching 
Figure 9: Diagram showing the various windows (segments separated by dashed lines) SSD is performed on 




is utilised as a metric, indicating if modes within a GMM should be merged. The idea is that processes are 
usually operated within a specific mode or quasi-steady state, excessive switching between various 
modes could indicate that a single Gaussian should rather describe various Gaussians within the GMM. 
Table 3: Procedure for determining the State of Time Series Data 
Input: Training Data (Normalized Original Variables/Scores), SSD results (optional), Percentile 
Output: Clustered Training Data (𝑚𝑡), Gaussian Mixture Model (𝚯), Local NLLP Thresholds (𝑵𝑳𝑳𝑷𝛼) 
1. Optional: Remove all transient periods from training dataset (𝐗𝐴𝑑𝑗) 
2. Determine the number of stationary periods within the SSD analysis (alternatively set a 
maximum number of clusters to consider). This value is 𝐶𝑀 
3. Determine the 𝐶𝑀 initialisation parameters for the various GMM configurations 
i) Preform K-means  
ii) Use the cluster centres, covariances and weights as initialisation parameters 𝜃0 (Equation 
2-25). Alternatively, initialisation parameters can be setup manually with expert knowledge 
along with SSD results. 
iii) Fit a GMM to the training by performing E-step (Equation 2-26) and M-step (Equations 2-27 to 
2-29) of the EM algorithm.  
iv) Perform the EM algorithm until Equations 2-30 and 2-31 are satisfied (below tolerance) 
v) Calculate the BIC of the GMM configuration using Equation 2-34. 
4. Select the GMM configuration from the 𝐶𝑀 options with the lowest BIC 
5. Rearrange the mode index 𝑖 in 𝑝(𝑥|𝜃) (Equation 2-23) based on the descending magnitude of 
𝑤𝑖 
6. Refine the chosen GMM based on the sequence of data 
i) Determine the mode of each training sample using Equation 2-26, the Gaussian with the 
maximum posterior probability defines the mode of the sample (𝑚𝑡 ) 
ii) 𝐹𝑜𝑟 𝑎𝑙𝑙 𝑛 − 1 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 if 𝑚𝑡 ≠ 𝑚𝑡+1 𝑡ℎ𝑒𝑛 𝑒𝑤𝑚𝑡𝑚𝑡+1 =   𝑒𝑤𝑚𝑡𝑚𝑡+1 + 1 
Here 𝑒𝑤𝑖𝑗 (edge weight) defines the number of sequential transitions from mode 𝑖 to mode 𝑗 
A connectivity matrix (𝐄𝐖𝐾×𝐾) can then be setup in the form as described by Equation 3-20, 
any switching conditions that do not occur are set to zero (along with diagonals) 
 
𝐄𝐖 =  [
0 𝑒𝑤12 … 𝑒𝑤1𝐾
𝑒𝑤21 0 … 𝑒𝑤2𝐾
⋮ ⋮ … ⋮
𝑒𝑤𝐾1 𝑒𝑤𝐾2 … 0
] 
3-20 
iii) 𝐼𝑓 𝑒𝑤𝑖𝑗 ≥ 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑡ℎ𝑒𝑛 𝑚𝑜𝑑𝑒𝑠 𝑖 𝑎𝑛𝑑 𝑗 𝑎𝑟𝑒 𝑚𝑒𝑟𝑔𝑒𝑑, alternatively 𝑒𝑤𝑖𝑗 can be 
used as guidance for manually selecting modes to merge. 




v) Perform the EM algorithm until Equations 2-30 and 2-31 are satisfied (below tolerance) 
vi) Rearrange the mode index 𝑖 in 𝑝(𝑥|𝜃) (Equation 2-23) based on the descending magnitude of 
𝑤𝑖 
7. Refine the chosen GMM based on the Gaussian weights (𝑤𝑖) 
i) Determine the mode of each training sample using Equation 2-26, the Gaussian with the 
maximum posterior probability defines the mode of the sample (𝑚𝑡 ) 
ii) If 𝑤𝑖 ≤ 𝑤𝑒𝑖𝑔ℎ𝑡 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑡ℎ𝑒𝑛 𝑟𝑒𝑚𝑜𝑣𝑒 𝑤𝑖𝑔(𝑥|𝜃𝑖) 𝑓𝑟𝑜𝑚 𝐺𝑀𝑀  
iii) Further remove all 𝑚𝑡 which equal 𝑖, thus removing these samples from training data (𝐗𝐴𝑑𝑗) 
iv) 𝜃0 is updated with the new information 
v) Perform the EM algorithm until Equations 2-30 and 2-31 are satisfied (below tolerance) or 
simply update remaining 𝑤𝑖 
vi) Rearrange the mode index 𝑖 in 𝑝(𝑥|𝜃) (Equation 2-23) based on the descending magnitude of 
𝑤𝑖 
8. Determine the best matching cluster/Gaussian (BMC) for all samples in 𝐗𝐴𝑑𝑗 as in step 6 i) 
9. Calculate the NLLP of the various samples (𝐗𝐴𝑑𝑗) using Equation 2-32. Use the input percentile 
of the NLLP assigned to a mode (BMC) as the local mode threshold (Addo, 2019), denoted 
𝑁𝐿𝐿𝑃𝑖∝  
10. Determine the mode of all samples in the training dataset (𝐗) 
i) Determine a samples BMC as in 9. i), 𝑖 = 𝐵𝑀𝐶 
ii) Determine the 𝑁𝐿𝐿𝑃𝑡 of the sample using Equation 2-32 
iii) 𝑖𝑓 𝑁𝐿𝐿𝑃𝑡 ≤ 𝑁𝐿𝐿𝑃𝑖∝ 𝑡ℎ𝑒𝑛 𝑚𝑡 = 𝑖 𝑒𝑙𝑠𝑒 𝑚𝑡 = 0 
 
Table 3 provides an overview of the entire state based procedure, it should however be noted that certain 
steps within the procedure can be omitted or switched. For example GMM refinement procedures could 
in fact be skipped or Gaussian deletion could occur prior to merging. The specific procedure/thresholds 
implemented depend on the knowledge the expert has of the process.  
3.2.4 Connectivity Analysis 
Within the context of this investigation connectivity analysis entails assigning a key performance indicator 
to the various modes and determining the conditions required to switch from one mode to another.  
Table 4: Procedure for Mapping Process States 
Input: SSD results, mode indices (𝑚𝑡) , Training Data (𝐗) and the KPI function 
Output: Final Actionable Advisory Model  
1. Decide which variables determine the performance of the process. Within the context of the 




2. Determine the KPI for each unique mode (𝐾𝑃𝐼𝑎𝑣𝑔 𝑓𝑜𝑟 𝑚𝑜𝑑𝑒 𝑖) using Equation 3-21 (Marlin, 
1995) 
 





Here 𝐼 denotes the number of intervals which the KPI is divided into. 𝑃𝑧 denotes the KPI or 
performance at the midpoint of an interval. 𝐹𝑧 denotes the fraction of data (of mode 𝑖) within 
the interval 𝑧 
3. Using the SSD results combine all succeeding stationary windows (no transient windows in 
between) into a single stationary period (𝑡 → 𝑡 + 𝑠), here 𝑠 denotes the duration of a 
stationary period 
4. Assign a single mode to all stationary periods (𝑠𝑡→𝑡+𝑠 ) using Equation 3-22 (𝑚𝑜𝑑𝑒 here refers 
to the statistical mode ie. state that occurs most often within period) 
 𝑠𝑚𝑡→𝑡+𝑠 = 𝑚𝑜𝑑𝑒(𝑚𝑡→𝑡+𝑠) 3-22 
 
5. As with Equation 3-20 setup a connectivity matrix. Here however not only the connectivity but 
also the transition “driving force” between the various stationary periods is setup.  
 𝑖𝑓 𝑠𝑚𝑡1→𝑡1+𝑠1 ≠ 𝑠𝑚𝑡2→𝑡2+𝑠2  𝑡ℎ𝑒𝑛 𝐌𝐀𝐏(𝑠𝑚𝑡1→𝑡1+𝑠1)(𝑠𝑚𝑡2→𝑡2+𝑠2)
= 1 3-23 
 
6. Determine if the transition during 𝑡1 + 𝑠1 and 𝑡2 occurred as a result of a disturbance or a set 
point change. If a set point change occurred during the transient, then it is assumed that the 
driving force of the transient is that specific set point change, else it is disturbance related. This 
information is logged within 𝐌𝐀𝐏. This process can be seen in more depth at 
https://github.com/FrancoisNoelle/DecisionSupport.   
7. Both the switching conditions as well as the KPIs of the modes are now known. A connectivity 
diagram containing the switching constraints (disturbance caused and controller caused 
transients are distinguished) and the mode KPIs can now be drawn.  
 
3.2.5 Online Implementation and Providing Actionable Advisories 
Table 5: Procedure for Online implementation of Trained State Based Model 
Input: Testing/Real Time Data  
Output: Actionable Advisories 
1. Normalize testing data using output normalization parameters from procedure 3.2.1 and 
Equation 2-4 
2. If PCA was performed during training, project normalized testing data into PC space using 




3. Using the GMM output from procedure 3.2.3, determine the BMC for the current sample in 
time  
4. Determine the NLLP of the sample and if it lies below the threshold 𝑁𝐿𝐿𝑃𝑖∝ 
𝑖𝑓 𝑁𝐿𝐿𝑃𝑡 ≤ 𝑁𝐿𝐿𝑃𝑖∝ 𝑡ℎ𝑒𝑛 𝑚𝑡 = 𝑖 𝑒𝑙𝑠𝑒 𝑚𝑡 = 0 
5. Using the model/map output in 3.2.4, determine the optimality of the current mode using 
Equation 3-24 (adapted from Liu et al., 2018)  
 
𝑃𝑟𝑜𝑐𝑒𝑠𝑠 𝑂𝑝𝑡𝑖𝑚𝑎𝑙𝑖𝑡𝑦 =  
𝐾𝑃𝐼𝑎𝑣𝑔 𝑓𝑜𝑟 𝑚𝑜𝑑𝑒 𝑚𝑡
max 𝑎𝑐𝑐𝑒𝑠𝑠𝑖𝑏𝑙𝑒 𝑚𝑜𝑑𝑒 𝐾𝑃𝐼
 
3-24 
Here max 𝑎𝑐𝑐𝑒𝑠𝑠𝑖𝑏𝑙𝑒 𝑚𝑜𝑑𝑒 𝐾𝑃𝐼 refers to the maximum KPI of the modes accessible via a set 
point change not a disturbance, thus taking into account the mode switching constraints. No 
advisories are provided if the process is within a transition or an unknown state.  
6. Actionable advisories therefore entail the current state the process is experiencing, the 
optimality of the state, which state would be more economically favourable and how to reach 
this more favourable state 
The overall data analysis procedure is described by Figure 10. Here the flow of inputs and outputs 
resulting from procedures described in Table 1, Table 2, Table 3, Table 4 and Table 5 are shown, thus 
showing the interconnectivity of the various processes.  





3.3 Evaluation of the Proposed State Based Approach on CSTR Simulation Data 
A fundamental aspect of the evaluation of any monitoring/state based model is selection of suitable 
performance metrics. Within the context of this investigation, two critical procedures have to be 
evaluated, steady state analysis and the state based analysis.  
3.3.1 Steady State Detection Performance Evaluation 
Since the output of a SSD algorithm is binary, a sample can be either steady or transient, therefore, 
evaluation techniques can be adapted from fault detection approaches. Utilising the ground truth 
stationarity obtained as described in 3.1.2, the missed and false transient rates can be determined via a 
confusion matrix. This confusion matrix can be seen in Table 6. Since SSD is only preformed on training 
data, its effectiveness is only evaluated on training data. 
 
The false transient rate (FTR) which can be related to the false alarm rate in fault detection is therefore 
calculated using Equation 3-25. 
 





Here  𝐹𝑃 and 𝑇𝑃1 denote the false positives (stationary based on ground truth, detected as transient) 
and true positives (correctly identified as steady). Similarly the missed transient rate (MTR) can be 
determined using Equation 3-26. 
 





3.3.2 State Identification Evaluation 
Like fault diagnosis, state identification is not a binary analysis procedure, since various classes may exist. 
Thus the use of a multi class confusion matrix is required to evaluate the performance of the mode 
identification procedure. This multiclass confusion matrix (Table 7) is determined from the ground truth 
of the testing data determined as discussed in 3.1.2. Thus simulates the industrial procedure, model 
















As can be seen in Table 7 the diagonals of the confusion matrix describe correct state identifications. The 
off diagonal entries in Table 7 describe the number of times a state was falsely identified. For this 
investigation it was decided to implement multiclass performance metrics precision and recall. Both 
these measures are quite popular within the context of multimodal process monitoring (Quiñones-
Grueiro, Prieto-Moreno and Verde, 2019).  
Precision refers to the fraction of correct state (specific mode/transient) identifications made relative to 
the number of times the specific mode was retrieved, thus a precision metric is determined for each state 




𝑠𝑢𝑚 𝑜𝑓 𝑐𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥 𝑐𝑜𝑙𝑢𝑚𝑛 𝑖
 
3-27 
Recall on the other hand refers to the fraction of correct state identifications that could have been made 
within the analysis. A separate recall metric is obtained for each state using Equation 3-28. 
 
𝑅𝑒𝑐𝑎𝑙𝑙𝑖 =  
𝑇𝑃




To avoid the analyses of each performance metric separately, recall and precision are combined into a 
single metric known as the 𝐹1 score. The 𝐹1 score or the F-measure is the harmonic mean between 
precision and recall and is thus determined using Equation 3-29 (Sasaki, 2007), where recall and precision 







To determine a single 𝐹1 score for the entire state identification system, the macro average of the various 
𝐹1 scores is determined using Equation 3-30. 
 







Here once again, 𝐾 denotes the total number of modes. However since there are 𝐾 + 1 states due to the 
presence of transition data, the additional state has to be included. The code for this evaluation 
procedure can be found https://github.com/FrancoisNoelle/DecisionSupport.  
  
Table 7: Example Multiclass confusion matrix consisting of i classes 
1 2 i
1 TP1 E12 E1i
2 E21 TP2 E2i
i Ei1 Ei2 TPi
..













4 DEVELOPMENT AND EVALUATION OF THE DECISION SUPPORT SYSTEM ON THE CSTR  
Within this chapter some the CSTR simulation data characteristics are described. The decision support 
system described in Figure 10 is applied and evaluated to two multimodal CSTR simulation datasets, one 
containing 6 modes and the other containing 15. The effect transient data has on the performance of the 
state identifying procedure is investigated and compared to if steady state detection was performed prior 
to the analysis. Further, alternative approaches to steady state analysis are also discussed within this 
chapter.  
4.1 Evaluation on CSTR Simulation Data 
4.1.1 Simulation Data Description 
A multimodal dataset containing both transient and stationary periods was generated by means of the 
simulation as discussed in the 3.1.1. A total of 14 variables were measured, their time evolution can be 
seen in Figure 11. It should be noted that CSTR start up is contained within the dataset, but was omitted 
in Figure 11 to improve the interpretability of the data. 
This dataset contains 6 unique modes and various transitions between these modes as described in 1.2. 
Each mode can be identified from the input variables, which in this case were the CSTR temperature and 
level controller set points, inlet propylene oxide flowrate, inlet reactant water flowrate and the inlet 
methanol flowrate. The reactant feed and cooling water temperatures were also mode defining input 
variables. Disturbance variables and set points are therefore the mode defining factors. Unique pairings 
Figure 11: Multimodal Data generated using CSTR simulation over a duration of 8000 hours with a seed 
60, where the red line indicates the simulation results without noise and the blue describe the simulation 




of these variables define the various modes. The dataset displayed in Figure 11 resulted from the input 
variable pairings described in Table 19 in Appendix A. It should be noted that Table 19 may repeat certain 
pairings, in these cases no transitions occurred. Figure 11 shows both the noisy and noise free simulation 
results, indicated by the blue and red lines. It is therefore clear that the auto correlated process noise 
and measurement noise have a considerable impact on the results. 
Careful analysis of all variables in Figure 11 allows for the six modes to be identified as described in 1.2. 
However, due to the large number of variables that need to be considered, this is not an easy task, in the 
offline case and especially if the modes need to be identified online. Literature discussed in 2.6. is 
therefore justified, resulting in less effort required to analyse multivariate/multimodal process data.  
Further, it can be seen in Figure 11 that certain variables reflect the multimodality of the dataset more 
effectively than other variables. The cooling water flowrate (more clearly seen in Figure 12), which is the 
manipulated variable for the temperature control of the CSTR, seems to be one of the more indicative 






The red lines in Figure 12 are actually shaded regions displaying the transient states. Due to the fact that 
the transient periods make up such a small fraction of the entire dataset, they appear as lines. Figure 13 
clearly shows some of the transitions occurring within the process data. These transient periods were 
Figure 12: Closer look at the cooling water flowrate displaying the 6 modes, where 
the blue and black lines indicate the noisy and noiseless simulation results. The red 




determined from the noise free simulation as described in the 3.1.2. In Figure 13 a) and b) a magnified 
representation of some of the transients occurring in the simulation can be seen.  
 
Comparing Figure 13 a) and b) it is clear that the transitions occurring here differ not only in duration, 
but also in the dynamic process response. The approximately 20 hour transient period displayed in Figure 
13 a) resulted due to a set point change of the level controller, as described in Table 19 in Appendix A. 
Figure 13 b) on the other hand displays a 25 hour transient period resulting from a temperature controller 
set point change. In both cases the temperature controller had to make adjustments to the flowrate of 
cooling water. A lower CSTR level resulted in a smaller reactor volume and consequently less heat being 
generated. Less cooling water is therefore required to maintain the CSTR at its set point temperature. 
Similarly when the set point of the temperature controller is increased, less cooling water is required to 
reach the desired CSTR temperature. Figure 13 therefore clearly shows that varying dynamic responses 
occur within the simulated CSTR process data, simulating industrial process data.  
Figure 13 also shows the extent of the introduced measurement and process noise on the cooling water 
flowrate. The difference in responses of the noise free and noisy CSTR simulations is clear. What should 
also be visible in Figure 11, Figure 12 and Figure 13 is that the common cause variation (mode covariance) 
occurring throughout the sequence of the process data is not constant, even though the magnitude of 
variance introduced remains constant. The controllers were tuned to effectively diminish variation in 
certain modes, however as the process switches modes, the process dynamics also differ therefore the 
controllers may become more or less effective.  
Figure 13: a) Magnified representation of transition occurring 570 hours b) Magnified representation of 




The inertial effect of the autocorrelated process noise introduced in the process variables is also visible 
in Figure 13, therefore simulating effects seen in actual process data. A graphical representation of the 













Figure 14 a) clearly shows that a correlation between the cooling water flowrate and its previous values 
exists within a single mode or quasi steady state. The persistence or inertia of measurements seen in 
Figure 13 is therefore more clearly visible in Figure 14 a). As mentioned in 2.3.2.3, autocorrelation poses 
difficulties in MSPC, as well as in steady state detection (Brown and Rhinehart, 2000). Approaches used 
to diminish the effects of auto correlated noise on analysis have been to make use of DPCA (not 
considered within this investigation) or simply increasing sampling interval (Rhinehart, 2013). Figure 14 
b) shows the impact of increasing the sample interval, the degree of correlation between subsequent 
samples clearly decreases.  
The simulated dataset considered within this analysis is therefore somewhat representative of datasets 
that could be found in industry due to its multimodality, complex nonlinear interactions between the 
variables, controller interactions and varying process dynamics occurring during transitions. Table 8 
describes various basic key properties. These properties need to be taken into consideration when 



















1970.2 250.3 31.9 7.3 10 6 0.98
Table 8: CSTR simulation dataset properties, where the simulation seed was 60 and simulation duration 
was 8000 hours 
Figure 14: a) Cooling water flowrate plotted against a 1 hour lagged version of itself 




4.1.2 Stationarity Analysis 
4.1.2.1 Default SSD hyper-parameter settings 
Table 9 describes the tuning parameters set as described by the guidelines of Kelly and Hedengren  
(2013). The guidelines state that key variables considered within the analysis should be the manipulated 
and controlled variables of the system. For the CSTR the reactor temperature, level, cooling water 
flowrate and reactor outlet flowrate are thus considered within the multivariate analysis. 
Recommendations state that the window size should be set to three to five times the time constant of 
the process. The window considered should not be too short, otherwise the process may not reach 
stability. The window should however not be too long, otherwise periods of unsteadiness may be deemed 
to be quasi steady. Process knowledge should be used in setting the significance and threshold 
parameters, such that the overall tuning works effectively for the application.  
 
 
According to the guidelines it is clear that considerable process knowledge is required for effective tuning. 
Table 8 describes some of this required knowledge. An issue however is that the process such as in this 
case has relatively complex dynamics, and as a result cannot be described by a single time constant. 
Figure 15 visually displays the results obtained from the SSD at its default tuning performed as described 
in 3.2.2. The performance of the SSD technique is evaluated as described in 3.3.1. 
Table 9: Default Tuning Parameters for SSD 
Figure 15: SSD results obtained from default tuning, where yellow and red shaded regions denote 
detected and actual transient periods. The blue data points describe the probability of a time window 
being stationary and the dotted line denotes θ𝑠𝑠 
Window Size (n ) Variables Threshold (θss) Significance (α)




At the defaulting tuning the SSD resulted in a MTR (missed transient rate) of 51 % and a FTR (false 
transient rate) of 12 %. Figure 15 visually agrees with the MTR metric, where many of the actual transients 
are missed. The transient period detected is however far longer than the actual transient as seen in Figure 
16. The estimated probability of a time window being stationary also remains high, even if the given 
window is actually transient, resulting in the high MTR. This can be seen at 570 hours in Figure 15, where 
level set point change occurred. The default SSD tuning seems to be less effective in detecting transients 
resulting from level set point changes.  
Various false transients are also detected, such as at approximately 2000 hours seen Figure 15. Here SSD 
setting seems to be too sensitive, such that measurement and process noise is deemed as transient 
behaviour. The FTR metric however does not reflect these false detections well, due to the fact that the 
stationary periods outweigh the transient periods drastically.  
All in all, the default tuning is not very effective as seen in Figure 15, Figure 16 and the high MTR. It is 
clear that the complex dynamics occurring within the CSTR pose a difficulty to SSD, firstly due to the fact 
that various types of transitions occur and secondly process noise during quasi steady operation is often 
indistinguishable from a transition. It is critical that the SSD tuning/technique is able to effectively deal 
with such issues. Literature however rarely discusses procedures in setting SSD tuning parameters and 
how sensitive the SSD method is to these parameters (Quiñones-Grueiro, Prieto-Moreno and Verde, 
2019).  
Figure 16: Magnified SSD results displaying that the detected transient (yellow) is far longer than the 




4.1.2.2 SSD Hyper parameter Investigation 
Xu et al. (2018) stated that SSD tuning is crucial for an effective implementation to a specific application. 
For both online and offline application of various SSD techniques, it is clear that the window size (𝑛) is a 
key tuneable parameter that needs to be set effectively for accurate detection. Further, the variables 
considered and the significance are also important parameters that can be tuned such that transients 
become distinguishable from quasi steady states. Finally, the threshold (Θ𝑆𝑆) is used as the distinguishing 
parameter. Therefore, if the previous three parameters are not set effectively, setting of Θ𝑆𝑆 will also be 
difficult. The investigation will therefore be structured as follows, first the effect of varying window size 
will be investigated. Then the effect of varying significance and considered variables at set window sizes 
will be investigated. 
Figure 17 displays the mean estimated probability of stationarity of the actual stationary and transient 
periods. The analysis was performed on the manipulated and controlled variables with a significance of 
5 %. As can be seen in Figure 17, the window size varies from 10 to 2000 samples in size. The threshold 











Firstly, Figure 17 shows that as the window size changes, the threshold (Θ𝑆𝑆) would also have to be varied 
such that the SSD remains effective. For example, according to Figure 17 if the SSD was applied with a 
window size of 600 samples, θ𝑆𝑆 would have to be between 0.4 and 0.5. However, if the window 
contained 200 samples, then θ𝑆𝑆 would have to be between roughly 0.2 and 0.4. It should therefore be 
clear that SSD hyper parameters would have to be tuned simultaneously, since certain settings may no 
longer be applicable once the other is varied.  
Secondly, the fundamental premise of this SSD technique is to tune the hyper parameters such that 
transient and quasi steady states become distinguishable by means of a threshold (θ𝑠𝑠). This threshold 
can range from 0 to 1, thus ideally the greater the difference between the stationarity (estimated 
Figure 17: The effect of window size on the mean (averaged over the periods) estimated probability of 




probability of stationarity) of the actual transient and the actual quasi-steady, the more effectively the 
SSD will operate. Figure 17 clearly shows that at small window sizes (below 100 samples) the actual 
transient and steady probability of being stationary is very similar, thus making it difficult to distinguish 
these different states by means of a threshold. Figure 17 shows that as the window size increases the 
difference between the actual transient and stationary becomes larger, thus allowing for more leniency 
in setting the threshold. The larger the window size, the less prone the SSD technique is to process noise, 
allowing the signal to reach some level of stability (Kelly and Hedengren, 2013).  
However, Figure 17 also shows that as the window size continues to increase, the distinguishability of 
actual transient and stationarity reduces. At a window size of 1600 samples, the transient and stationary 
states are once again not distinguishable. This can be explained by the fact that too long of a window size 
will reduce the impact of a short transition period, therefore resulting in the window seeming stationary.  
Transient and steady data therefore become indistinguishable, which are well known effects termed 
aliasing (Kelly and Hedengren, 2013). It should be noted that the mean stationarity of the actual 
stationary states in Figure 17 remains relatively constant at larger window sizes. The dataset mainly 
consists of stationary states, thus the inclusion of transient data within the analyses has minor effects on 
the overall mean of the actual stationary states.  
Although the mean stationarity of actual transient and steady states effectively convey the effects of 
varying window size, these metrics are not very useful for evaluating the overall performance of SSD 
tuning and technique. This is due to the fact that these metrics do not take into account the SSD model 
sensitivity to the threshold θ𝑆𝑆. A useful technique used to compare various fault detection models is 
known as the Receiver Operating Characteristic (ROC) plot. The ROC curve can be used to depict the 
trade-off between fault detection and false alarm rates by means of determining the area under the curve 
(Quiñones-Grueiro, Prieto-Moreno and Verde, 2019). The higher the area under the curve (AUC), the 
better the performance of the monitoring approach. The ROC curve however only becomes useful when 
the training data contains faults, allowing for an optimal threshold to be chosen depending on the goals 
of the monitoring approach (Addo, 2019).  
The ROC curve is thus ideal for the evaluation and comparison of SSD results and tunings. The ROC curve 
obtained from the default tuning parameters described in Table 9 (with the exclusion of θ𝑆𝑆, which is 












The sensitivity seen in Figure 18 can be seen as the true transient rate (1 − MTR) of the SSD model, 
whereas the false positives (FTR) can be related to the specificity of the SSD model. Figure 18 shows that 
the sensitivity of a SSD technique is intrinsically linked to the specificity of the technique. When the SSD 
threshold is varied usually both sensitivity and specificity vary, however in different directions. As a result 
sensitivity and specificity have to be considered together, which can make the analyses difficult (Halligan, 
Altman and Mallett, 2015).  
The AUC is thus an ideal measure that combines the specificity and sensitivity into a single diagnostic 
measure. The need to “juggle” between specificity and sensitivity is thus not required (Halligan, Altman 
and Mallett, 2015). The dashed red line seen in Figure 18 is known as the chance diagonal, which has an 
AUC of 0.5. If a SSD monitoring model has an AUC larger than 0.5, it detects transients more effectively 
than if they were detected with no discrimination.  
AUC is certainly useful, the metric does however have certain issues. Firstly, certain ROC curves may have 
the same AUC, but one would be more preferable than the other, the AUC metric does not contain this 
information. Further, if AUC is used as an evaluation metric, it is assumed that specificity and sensitivity 
are of equal importance. The use of SSD in this investigation is to filter out transient data, such that steady 
states can be analysed effectively as described in 3.2.3. For the dataset described in Table 8, steady states 
compromise 98 % of the entire dataset. Figure 18 shows that at a certain SSD threshold (θ𝑆𝑆 at 0.33) 88 % 
of the transients are detected and can be removed, however 33 % of the steady sates will be removed 
along with the transient data. Since the steady state data forms most of the dataset, this will result in 
roughly 33 % of the entire dataset being removed. If the dataset was for example made up of a single 
mode and various transients, this would not be such a drastic issue. However as described in Table 8, the 
Figure 18: ROC curve obtained from default SSD settings described in Table 9 with an AUC of 0.79, here 
the dashed line indicates the chance diagonal and the solid line indicates the SSD performance at 0.01 




dataset was composed of 6 modes. An entire mode could have been removed, resulting in essential 
information being lost from the dataset. The AUC fails to display this information. 
Keeping AUC issues in mind a hyper parameter investigation of varying the window size, significance and 
variables considered can be seen in Table 10. Table 10 columns are made up of different window sizes 
(number of samples) and the rows at different significance levels. A different set of variables is considered 
for each different block of Table 10. Here 2 PCs denotes that the first two principle components were 
considered within the SSD analyses. The coloured cells display the different AUC results obtained from 
the different SSD parameter settings.  
 
Table 10 shows that all SSD tunings resulted in AUC results that performed better than chance (>0.5), 
except for the setting where only one PC was considered, with a window size of 100 samples and a 
significance of 1 %. At this setting, the SSD technique seems to switch transients with steady states. Table 
10 also shows that analyses of cooling water or the first PC only results in the worst results in overall. It 
can thus be concluded that key information of transients is lost if the other variables are not considered.  
Surprisingly, analyses of all variables resulted in the best AUC. Even better than if only the manipulated 
and controlled variables are considered, as seen in Table 10. This result is surprising due to the fact that 
most of the process variables of the CSTR are correlated to the manipulated and controlled variables. 
Thus, it is expected that consideration of solely these variables would be sufficient (Kelly and Hedengren, 
2013). For this dataset however it is clear that at the specified significance levels, consideration of only 
the manipulated and controlled variables, would result in a SSD tuning that is not sensitive or specific 
enough to transients, therefore with the inclusion of all other variables the AUC can be improved.  
In terms of window size and significance, it seems that the choice of these is highly dependent on the 
variables considered and vice versa. In general it seems that the larger window size with a lower 
Table 10: SSD hyper parameter investigation on dataset described in Table 8 
100 300 500 100 300 500 100 300 500
0.01 0.627 0.603 0.580 0.798 0.863 0.877 0.824 0.888 0.880
0.05 0.721 0.729 0.714 0.742 0.847 0.745 0.772 0.896 0.777
0.1 0.714 0.769 0.677 0.702 0.824 0.670 0.746 0.901 0.711
100 300 500 100 300 500 100 300 500
0.01 0.304 0.632 0.629 0.543 0.721 0.701 0.630 0.731 0.745
0.05 0.700 0.794 0.721 0.724 0.763 0.661 0.746 0.768 0.697
0.1 0.745 0.773 0.661 0.718 0.740 0.619 0.727 0.763 0.675
100 300 500 100 300 500 100 300 500
0.01 0.780 0.774 0.875 0.742 0.727 0.841 0.731 0.721 0.827
0.05 0.784 0.841 0.802 0.771 0.782 0.708 0.761 0.760 0.661
0.1 0.749 0.826 0.673 0.730 0.753 0.562 0.733 0.724 0.509
1 PC 2 PCs 3 PCs
Window Size (n )Window Size (n ) 
Only Cooling Water All MVs and CVs All Variables
Window Size (n) Sig (α)




significance performs SSD more effectively. However, from Table 10 it is clear that for the chosen SSD 
technique the hyper parameters have to be set simultaneously, thus obtaining an effective SSD analysis 
is quite difficult.  
Further, Table 10 shows that the analysis of four PCs resulted in an AUC of 0.875, at a window size of 500 
samples and 1 % significance. The consideration of PCs within SSD is thus validated and may achieve 
similar performance to when all variables are considered. It is also clear that from one to four PCs the 
AUC improves in overall, however with the inclusion of more PCs the AUC diminishes. It can therefore be 
concluded that the first four PCs contain enough information for SSD to be performed effectively. Figure 
19 corresponds quite well to the results shown in Table 10. As discussed in 2.3.2.1 various methods of 
selecting PCs exist. One of these methods is known as the scree test, which states that the dimension of 
the PC space should be set to the dimension where the variance explained profile is no longer linear 






















Since the variables of the CSTR system are highly correlated, Figure 19 firstly shows that the 
dimensionality of the CSTR data can be explained to a great extent by only a few PCs. The bars of Figure 
19 however do not display a single “elbow” (no longer linear profile), making the scree test challenging 
(Addo, 2019). Upon subjective analysis however, taking into account the cumulative variance explained 
and the “elbows”, it is clear that the selection of the first four PCs would be sufficient, describing 98 % of 
the variance.   
 
Further, similar to the issue of testing multiple univariate control charts, performing multiple t-tests may 
reduce the accuracy of SSD technique (Xu, Wu and Tseng, 2018).  This phenomena can clearly be seen in 
Table 10 when analysing the PC results. Based on Figure 19, PCs five to fourteen explain no useful 
Figure 19: Pareto Chart of the dataset described in 4.1.1 displaying 




information, the inclusion of these within the SSD analysis will increase the number of t-tests that need 
to be performed, decreasing the AUC, as seen in Table 10.  
Analysis of Figure 17 and the results from Table 10, it is clear that the SSD algorithm is not robust to 
window size. The data partitioned into windows method as described in section 3.2.2, results in erratic 
behaviour in the results, best seen in Figure 17. The effectiveness of the algorithm very much depends 
on the manner the window “falls” on the data. Further tuning of the other SSD parameters can then be 
implemented such that transient detection becomes effective at a specific window size, however 
considerable knowledge of the ground truth would be crucial for this. The unpredictable nature of the 
algorithm is a major drawback of the explained SSD technique.  
Key outcomes of SSD hyper parameter tuning can therefore be summarised as follows: 
1. Considerable ground truth of quasi steady and transient states must be known 
2. Varying process dynamics, such as different time constants of transitions, short quasi steady 
periods and various modes may reduce the effectiveness of a single SSD tuning. Thus setting the 
window size according to the time constants of transitions is a good starting point, but may 
oversimplify the issue. 
3. The window size is an extremely important hyper parameter which is difficult to set. a) Due to 
the erratic nature in effectiveness resulting from the manner the data is segmented into 
windows, b) the window may not be too large (insensitive to transients) or small (sensitive to 
process noise). 
4. Performing SSD on PCs may ease tuning, especially for processes with many more variables. 
5. The scree test may be an effective method of selecting the number of PCs to perform SSD on. 
6. The hyper-parameters are highly interlinked and have to be tuned simultaneously. 
7. SSD tuning is specific to the process data. Similar to the “No Free Lunch Theorem” (discussed in 
2.4.1), a SSD tuning may work on a specific set of data, but could completely fail on another. This 
may even occur within the same dataset (refer to point 2.).  
4.1.2.3 Best SSD tuning 
Based on the ROC curve and its AUC, a preferred SSD tuning is described in Table 11, achieving an AUC of 
0.91 (by varying the SSD threshold). The SSD tuning described in Table 11 resulted in all transients being 
detected (MTR of 0 %), however also resulted in a 24 % FTR. This tuning was selected over various trailed 
configurations and chosen since it achieved a low MTR with a relatively low FTR (ie. based on ROC). It 
should be noted that this selection procedure can only be performed since the ground truth of the 
process state is known. In an industrial setting this cannot be done.  
   
 
Table 11: Adequate parameter settings for SSD 
Window Size (n ) Variables Threshold (θss) Significance (α)




The results are visually displayed in Figure 20, where it is clear that all transients (red regions) were 
detected (yellow regions). Thus resulting in the 0 % MTR. Figure 20 however also shows that the detected 
transients are far longer than the actual transients, as well as the fact that certain transients were 
detected where no actual transition occurred, thus the high FTR.  
As discussed with the issues of AUC, the determination of an effective SSD threshold is difficult. The role 
of SSD in this investigation is to filter out all transients, since their effect may be detrimental to 
subsequent steps. Thus ideally, a MTR of 0 % would be required. However determining an acceptable FTR 
is an issue. In this case, it was decided that a FTR is acceptable when the majority of the quasi steady 
state data structure remains within the filtered dataset. In other words, all modes occurring within the 
original data must be somewhat present in the filtered data. This was the case at the chosen threshold, 
as can be seen in Figure 21.   
Figure 20: SSD results obtained from default tuning, where yellow and red shaded regions denote 
detected and actual transient periods. The blue data points describe the probability of a time window 
being stationary and the dotted line denotes Θ𝑠𝑠 
 
Figure 21: Multimodal CSTR data in the PC space where red and blue dots display the filtered and 




Modes or quasi steady states are concentrated in small ellipses, in contrast transitions are scattered over 
a larger area in the latent space (Srinivasan, Wang and Ho, 2004). PCs 1 and 4 effectively displayed all 6 
modes separately, thus served as an ideal sub space to visualize SSD performance. Figure 21 clearly shows 
these effects, as well as the fact that the detected steady states visually correspond well to the “true” 
steady states which were determined as explained in section 3.1.2.  
It can therefore be concluded that in this case a false transient detection rate or FTR of 24 % sufficiently 
maintained the structure of the CSTR data (within the considered dimensions). Further, it can be seen 
that the “true” steady state did not always conform to the statement that modes are concentrated in 
small ellipses. This can be seen in Figure 21 and more clearly in Figure 22, where the magenta crosses 
(“true” quasi-steady state) over lay the red dots (detected transients), in the latent space it is clear that 
these data points should rather be deemed as transient data. The specific transition discussed here 
resulted due to decrease in methanol inlet molar flowrate, effects of which propagate to the entirety of 
the CSTR system. Thus even minor changes in inlet molar flowrate will have considerable effect on the 




It should therefore be clear that obtaining the “true” steady state even from noise free data is quite a 
difficult task in itself and in a sense is somewhat subjective (procedure 3.1.2). One should thus be careful 
when performing SSD and filtering data, that the “structure” of the data is not manipulated to an extent 
where it is of no use.  
  
Figure 22: Magnified view of Figure 20, where red and blue dots display the filtered 





4.1.2.4 Effect of sample rate on SSD  
Further, as described in 3.2.2 and 3.3.1, SSD in this investigation is applied to historic data only. This 
historic data may however only be maintained at a lower sample rate, for example due to storage 
concerns. The sample rate of data will have an effect on the effectiveness of SSD. This effect can be seen 
in Table 12. It should be noted that the window time duration investigated is the same as in Table 10, 
however since the sample rate is reduced, the window size in samples (𝑛) is reduced by a factor of 10.  
 
Comparing the results from Table 12 and Table 10, it can be seen that the overall performance of SSD at 
a higher sample rate (6 samples per hour) is better (in terms of AUC). The degradation in performance is 
however not drastic, thus gives a good indication that SSD could be performed on datasets where the 
historic data has been reduced in sample rate. A reason for the somewhat maintained performance may 
be due to the fact that autocorrelation within the data could have been removed to a certain extent (as 
seen in Figure 14). Autocorrelation is not accounted for in the test statistic (in this case the t-test) and 
may thus negatively impact the results (Rhinehart, 2013). However, the reduced sample size or window 
size (not window time duration) increases uncertainty, which in this case has a more detrimental effect 
on the SSD performance.  
Within this CSTR simulation, transients are preceded and succeeded by relatively long quasi steady states 
or modes. This is key property of continuous processes data as a result of the control objectives, 
specifically to allow for smooth operation and production. Altering the sample rate of process data such 
that transient data is minimized could be a valid approach for many continuous processes. An example 
of this method can be seen in Figure 23. 
  
Table 12: SSD hyper parameter investigation on dataset described in Table 8, however at a sample rate 
of 1 sample per hour 
10 30 50 10 30 50 10 30 50
0.01 0.280 0.465 0.485 0.468 0.812 0.874 0.549 0.875 0.884
0.05 0.550 0.716 0.729 0.714 0.834 0.742 0.739 0.882 0.768
0.1 0.673 0.776 0.676 0.708 0.801 0.656 0.713 0.874 0.662
10 30 50 10 30 50 10 30 50
0.01 0.067 0.324 0.430 0.134 0.511 0.665 0.150 0.594 0.773
0.05 0.407 0.797 0.684 0.611 0.789 0.596 0.683 0.810 0.710
0.1 0.724 0.807 0.671 0.717 0.770 0.619 0.718 0.854 0.745
10 30 50 10 30 50 10 30 50
0.01 0.224 0.672 0.871 0.296 0.659 0.854 0.314 0.657 0.829
0.05 0.732 0.866 0.809 0.710 0.774 0.674 0.668 0.738 0.662
0.1 0.739 0.848 0.696 0.690 0.750 0.544 0.634 0.727 0.508
1 PC 2 PCs 3 PCs
4 PCs 5 PCs 6 PCs
Sig (α)
Only Cooling Water All MVs and CVs All Variables





Comparing Figure 21 and Figure 23, it is clear that the transient data has effectively been reduced in this 
manner without the need of a complex algorithm. As a result, subsampling data may be a useful 
alternative to SSD. However, even though the CSTR data was sub sampled to a sample every five hours, 
certain transient data still remained. Cases of this can be seen in Figure 23 where the blue dots are not 
accompanied by magenta crosses.  Further, it is clear that important mode information is lost when data 
is subsampled. Subsampling data results in the covariance structures of the various modes being altered 
to a certain extent, most likely due to the reduction in autocorrelation within the data. This was not the 
case in Figure 21. SSD is therefore more difficult to tune and apply to data, but may be more effective in 
preserving the structure of the data.  
4.1.2.5 Sliding Window SSD  
The randomness in performance of the SSD algorithm (3.2.2) resulting from data being partitioned into 
windows is a major issue, which further thwarts effective SSD tuning.  A more robust approach to SSD 
would therefore be to adjust the SSD algorithm seen in 3.2.2 such that it is applied with a sliding window. 
The code of which can be found https://github.com/FrancoisNoelle/DecisionSupport. The effect of 
“chance” will thus be reduced, allowing for improved tuneability, which is a difficult task in itself. Further, 
the adjusted SSD technique will become more viable for real time or online implementation. The 
implementation of the threshold SSD technique with a sliding window has not yet been discussed in 




Figure 23: Blue dots represent the subsampled data (sampled every 5 hours) and the magenta crosses 
describe the “true” quasi steady data (normal sample rate) in the latent space 
Table 13: Sliding window SSD parameters settings   
Window Size (n ) Variables Threshold (θss) Significance (α) Assignement Delay




As seen in Table 13 an additional tuning variable is required. The assignment delay hyper-parameter 
specifies to which sample within the window (𝑛𝑖) the estimated probability of stationarity of the entire 
window is assigned to. Therefore, an assignment delay of 0 would result in the final sample being assigned 




Firstly, a transient period from samples 0 to 699 occurs as result of the nature of the algorithm. In this 
case however, this is not too much of an issue, since the initial data is transient as a result of the CSTR 
start-up. Secondly, it seems that at this tuning, all instances, the yellow (detected) and red (“true” quasi 
steady states) shaded regions correspond. Thirdly, it is clear that the stationary fraction results seen in 
Figure 24 do not exhibit the “stepped” results seen in Figure 20, due to all samples within the dataset 
being assigned a steadiness value. Further, only infrequently and for short periods does false transient 
detection occur without being in the vicinity of an actual transient.  
Figure 25 more clearly displays some of the results seen in Figure 24. Here however it is clear that the 
detected transients succeed the actual transients. As a result the performance of the tuning is quite poor 
in terms of FAR and TAR. This is mostly due to the fact that the delay is tuned improperly, a better set 
delay could result in better SSD performance. This delay will have to be adjusted with window size, larger 
window sizes will require a larger assignment delay. In Figure 25 for example, the transient occurring at 
around 3600 hours was consistently detected 56 hours too late. Here consistent refers to a considerable 
amount of transient samples in consecutive order.  
Figure 24: Sliding Window SSD results obtained from tuning in Table 13, where 
yellow and red shaded regions denote detected and actual transient periods. The 
blue data points describe the probability of a time window being stationary and 




Comparing Figure 16 to Figure 25 it can also be seen that the detection resolution of the sliding window 
(actual transient duration is similar to detected transient duration) outperforms that of the data 
partitioning method, however at a delay. If this technique is therefore tuned properly a lower FTR can be 
expected. Including a tuning parameter denoting a minimum transient period could be effective in further 
reducing FTR (similar to an alarm detection delay). The adjusted SSD algorithm becomes more robust in 
overall, but at the expense of an additional tuning parameter. Setting the assignment delay hyper- 
parameter is also a major concern addressed in literature (Xu, Wu and Tseng, 2018) and crucial for online 
SSD implementation.  
For offline implementation however this additional hyper parameter makes filtering transient data 
especially difficult, since the alignment of the detected transient and the true transient must be achieved 
effectively. Due to varying process dynamics occurring as result of various transitions it is not an easy task 
aligning this data effectively. Further, varying the SSD threshold (Θ𝑆𝑆𝐷) will also affect the detection 
resolution.  The partitioning window SSD method (3.2.2) achieves satisfactory results without the need 
of tuning this additional hyper parameter.  
4.1.2.6 Concluding remarks 
The various steady state analysis configurations are effectively able to detect transients, however certain 
concerns of the technique have to be addressed. Firstly, in industry transient or mode switching 
operations are usually more complex, unlike with the CSTR data. Operators usually wait for the effect of 
one set of actions to stabilize before proceeding to the next set, therefore multi-step procedural 
operation manifests as an alternating sequence of transient and quasi steady behaviour (Srinivasan, 
Viswanathan and Vedam, 2005).  From the investigation, it is clear that the window size (in time duration) 
is required to be considerably long, to increase the SSD techniques robustness to process noise. As a 
result these short modes or quasi steady periods will most likely be deemed transient, thus filtered from 
the data for subsequent procedures. Similar issues may be experienced when the subsequent mode is 
not much longer (follow-up transition occurs quickly) than the transition itself. Fault or abnormal data 




will most likely also not manifest into a quasi-steady state since operator intervention will usually occur 
prior to this (Liu and Chen, 2010), and as a result will most likely be filtered from the dataset. Depending 
on the goals of the subsequent analyses this may be advantageous or disadvantageous.  
Further, industrial processes most likely have higher dimensions, various time constants and more 
complex non-linear interactions, all of which may pose challenges to the described SSD algorithms. Long 
process settling times and time delays may pose serious challenges to the effective implementation of 
SSD as well (Chen and Howell, 2001). Plant-wide stationary processes are hard to meet within the 
industrial context, the steady state requirement is  quite demanding (Kruger and Xie, 2012). Different 
plant sections can undergo state changes independently, hierarchical division of plant units and their 
process data is therefore essential before analysis is performed (Srinivasan, Viswanathan and Vedam, 
2005). Effective SSD implementation therefore requires the integration of expert knowledge, both for 
data segmentation and tuning.  
However once SSD is tuned and applied effectively, it poses various benefits. For example, SSD has been 
implemented in a fully integrated oil refinery, where its results serve as a key process performance 
indicator (Kelly and Hedengren, 2013). SSD has also been implemented for data reconciliation and 
process optimisation, where process models require the system to be steady (Mansour and Ellis, 2008). 
In a sense SSD can also be implemented for fault detection itself and assist in the isolation of temporal 
root causes of process incidents, even if the data is multimodal (Chen and Howell, 2001). Further, SSD 
has for example been used to identify operating points in engine flight data, which could then be used 
for condition monitoring purposes (Simon and Litt, 2011). Finally, SSD is a useful tool for data pre-
processing or filtering as the case in this investigation, which is able to effectively maintain the quasi 
steady state “structure” of process data. The discovery and identification of modes using clustering 




4.2 State Based Analysis Applied in a Supervised Approach 
4.2.1 The need for stationarity analysis and GMM  
The following investigation will be conducted on the CSTR simulation dataset described in 4.1.1. As 
mentioned in 2.6.1 and 2.6.2, in literature it is often assumed that process data does not contain 
transients, in industry however this is usually not the case (Thomas, Zhu and Romagnoli, 2018). The 
investigation that that follows will therefore discuss the effects of transient data on the suggested 
procedure described in 3.2.3. 
4.2.1.1 Variable Selection 
As discussed in the 3.2.1 and 2.4.2.3, the dimensionality of the CSTR data is first reduced to address issues 
of overfitting and the curse of dimensionality by means of PCA. Dimensionality is however also reduced 
to assist in data visualization such that experts or human agents can effectively analyse the process data. 
Ideally, all key data features should be presentable within three dimensions.    
Figure 26 shows the CSTR data from 4.1.1 projected into various PC spaces, where the various colours 
indicate the different states. It should be noted that the dark blue data points represent transient states, 
all of which are grouped into a single state. The various transitions are therefore not distinguished. The 
remaining colours distinguish the different modes or quasi-steady states. Figure 26 d) is most effective in 
displaying the six different modes (information from Table 8), this PC space is therefore useful to visualize 
results from the various procedures (SSD, K-means clustering, GMM).  
Figure 26: Visualizing CSTR simulation data in various latent spaces where the various colors represent 
the various states (including transient) a) 4 Modes visible b) 4 or 5 modes visible, however not well 




It should be noted that the start-up period is removed from Figure 26 to improve the interpretability of 
the modes in the PC space (not removed during training). The PC space including start-up can be seen in 
Appendix A Figure 54. Further, the GMM training and testing procedure can be implemented on higher 
dimensions, however for this section of the investigation it is crucial for the results to be visually 
interpretable. It was therefore decided to conduct further investigation considering principal 
components 1 and 4 only, as seen in Figure 27. This investigation is therefore performed in a supervised 
manner, selecting only variables that best separate the 6 modes within as few dimensions as possible. 
The unsupervised approach will be discussed later. 
 
 
Comparing Figure 27 and Figure 21 it should be realised that both these figures are the same, however 
in Figure 27 the various modes are distinguished by means of the input variable pairings and the “true” 
SSD results obtained from the noise free CSTR simulation. In other words, Figure 27 represents the ground 
truth, obtained as discussed in the 3.1.2.  
4.2.1.2 Analysis via K-means 
Often it is considered to be that modes can be effectively monitored/detected by simply comparing the 
distance of a data point to the multivariate mean of a mode (Srinivasan, Wang and Ho, 2004). This 
investigation is performed to determine if such a detection/monitoring scheme is effective on the CSTR 
simulation data. 
For the purposes of this investigation, it is assumed that the number of modes is known prior to the 
parameter fitting. As shown in Table 8, the CSTR dataset contains 6 modes. Here it is decided to make 
use of K-means clustering, since it separates modes/clusters based on the Euclidean distance of data 
points from cluster centres/means. It should further be noted, that the K-means algorithm needs a 
method of initialization, in this investigation the K-means clustering algorithm, described by Arthur 
(2007), was used to initialize clustering.  The clustering results achieved for both the filtered steady state 




(transients removed using SSD tuning described in Table 11) and unfiltered CSTR process data (no 
detected transients removed) can be seen in Figure 28.  
Comparing the true modes seen in Figure 27 with the detected modes seen in Figure 28, K-means 
clustering is reasonably effective at segmenting the modes. From Figure 28 a) however it can be seen 
that the transient data is not distinguished from the modes, rather transient data is assigned to various 
modes, as a result of the hard cluster assignments. The K-means algorithm attempts to fit data into hyper-
spherical clusters, therefore resulting in the long, narrow transitions between steady states being 
assigned with modes (Thomas, Zhu and Romagnoli, 2018). 
Figure 28 b) visually reflects the true clustering seen in Figure 27 more accurately, with the exclusion of 
transient data. It should be noted that the same modes are described by different colours Figure 27 and 
Figure 28 (even a) and b), as a result of varying mode indexing (mode identifying indices). This is an 
important issue that has to be considered, especially in literature. Since the ground truth is known here, 
it has to be ensured that the “detected” states and the “true” states have the same identifying indices. 
Only then can the performance of the monitoring scheme be evaluated effectively as discussed in 3.3.2. 
Since the K-means clustering algorithm initializes the first cluster (index 1) at random, the indices are in 
a sense randomly assigned. The need for the state identifying scheme described in section 3.1.2 is thus 
validated, identifying modes based on their weight or fraction of data.  
Since Figure 28 b) achieves good visual clustering performance, it may be thought that an effective 
monitoring model can be setup simply by using purely K-means clustering (especially when transients are 
removed prior).  However as seen in Figure 29, this is not the case. 
Figure 28: Clustering Results obtained with K-Means Algorithm where the 1st and 4th PCs are considered 
with 6 clusters fit to the CSTR Data, Crosses denote the cluster means a) All CSTR Data Clustered b) Only 





Figure 29 shows that detection thresholds for both a) and b) are “spherical”, as a result of the K-means 
algorithm. Since K-means assigns data to clusters/modes based on their Euclidean distance from the 
cluster centres, the detection thresholds will also be based on the Euclidean distance. Thus, it is assumed 
that cluster/mode variance is equal in both latent dimensions, which is clearly not the case in both the 
displayed modes. As a result thresholds determined from K-means clustering may be predisposed to 
similar issues described with univariate detection thresholds described in 2.3.2.2. The detection 
boundaries do not describe the true modes well in both Figure 29 a) and b). Both transient data (blue 
data points) are contained and true mode data (green/yellow) are not contained within the detection 
boundary. Transient data will thus often be falsely identified as being part of the modes, as well as the 
modes being mistaken for each other.  Further, it is clear that even if the covariance of a mode is 
effectively modelled, certain transitions will still not be distinguished from the modes within the chosen 
dimensions.  
Comparing Figure 29 a) and b), it can be seen that no clear differences in in the detection boundaries 
exist. Figure 29 a) however has larger confidence boundaries around the modes compared to b). From 
Figure 29 however it is unclear which monitoring scheme would result in better performance (balancing 
false positives and false negatives). From this investigation it is clear that K-means clustering has issues 
from the monitoring perspective, mostly contributed due to the facts that data points have hard cluster 
assignments and that the covariance of modes is not effectively modelled. The K-means algorithm 
however remains important since it is able to somewhat effectively separate mode data as seen in Figure 
28 without extensive computation.  
Figure 29: Determined Mode Thresholds displayed on magnified true Mode and Transients in Latent 
Space a) 99th percentile of Euclidean Distance Training Data Determined from K-means clustering   where 
transients were not removed b) 99th percentile of Euclidean Distance Training Data Determined from K-




4.2.1.3 Implementing GMM 
The use of an alternative multimodal monitoring/detecting technique is thus validated. In this 
investigation GMM is the chosen technique. Similar to K-means certain initialization parameters are 
required prior to fitting the GMM to the data. As mentioned in 2.4.2.3, it is crucial for the initialization 
parameter estimates (Θ0) to be as accurate as possible to prevent the EM algorithm (2.4.2.1) from 
converging to a local maximum or not converging at all. This is however a difficult task due to the 
unsupervised manner the data has to be dealt with. Since the number of actual modes or quasi steady 
states within the data is usually unknown, it further complicates initial parameter estimation.  For this 
investigation however it is assumed that the number of modes is known (6 modes), as in the K-means 
investigation in 4.2.1.2. 
Various methods exist for selection of these initialization parameters, for example initialization 
parameters can be set randomly. Most notably K-means clustering discussed in 2.4.1 has been widely 
implemented to estimate the EM initialization parameters (Yu, 2011). Due to the effectiveness and 
simplicity of the algorithm as determined in 4.2.1.2. 
Visual results of the GMM fit on the CSTR dataset containing both stationary and transient data are shown 
in Figure 30. Here the EM algorithm was initialised with parameter estimates obtained from K-means 
clustering, which was replicated 10 times with different seeds. The K-means cluster analysis with the 
lowest sum of squared distances was chosen as the seed (Θ0) for the GMM fitting procedure.  Further, 
the GMM covariance was set to full, thus is not constrained in any analysed dimension. The covariance 
was also not tied, therefore a different covariance could be fit to each mode. All in all 36 parameters have 
to be fit to the CSTR data via EM.  
 
Figure 30: a) Surface Plot of the GMM fit on the CSTR data containing transitions b) Red bounding box in 




Figure 30 a) shows four peaks at the multivariate means of the true modes. Visually it is clear that 
Gaussians were effectively fit to these modes (the height of the peaks however is not indicative of the fit 
accuracy, but rather the variance of the modes). The dataset however contained 6 modes, Figure 30 a) 
fails to display these modes. The probability density of the remaining two modes is so low (relative to the 
other four) that they do not appear on Figure 30 a). Figure 30 b) displays a magnified contour plot of the 
red bounding box in Figure 30 a). Figure 30 b) shows that Gaussians are fit to both modes. However it can 
be seen that the covariance of one of the Gaussians (orange) does not accurately describe the “true” 
covariance of the mode. Similar to the K-means, transient data tends to stretch the covariance in various 
dimensions since all data points are considered during EM convergence. Therefore the EM algorithm is 
more likely to converge to a local maximum, not effectively describing the true parameters of the 
multimodal data. Figure 30 however also shows that certain modes are more prone to these issues than 
others. Unlike the detection boundary achieved with K-means which is theoretically constrained to being 
hyper-spherical, GMMs are able to effectively take into account the covariance of the various modes. 
Comparing contour plots in Figure 31 b) and Figure 30 b), it can be seen that when transient data is 
removed prior to fitting, the overall parameter estimation by means of EM is improved. The stretching 
effect (tendency to increase eigenvalues of covariance matrix) transient data has on the covariance 
matrix is avoided. The initialisation parameters obtained via K-means are also closer to the true 
parameters, and as a result EM procedure is less likely to converge on a local maximum.  
 
  
Figure 31: a) Surface Plot of the GMM fit on the CSTR data containing only stationary data b) Red 




The convergence per iteration can be seen in Figure 32. Strictly speaking a direct comparison of stationary 
and transient data convergence due to the nature of Equation 2-30 is not possible. Since all data samples 
are considered within Equation 2-30, in theory if a GMM is fit perfectly, a dataset containing both 
transient and stationary data should achieve a higher maximum likelihood. In this investigation however 
the transient data made up only a small percentage of the entire set, therefore it seems valid to compare 



















Figure 32 a) shows the EM convergence when the EM initialisation parameters (Θ0) are obtained from 
the K-means algorithm. Here it is clear that the EM algorithm converges faster (within less iterations) as 
well as to a higher log-likelihood when only stationary data is considered, even though less samples occur 
within the analysis (perhaps indicative of convergence to a local maximum likelihood). Further, it can be 
seen that the initial parameter estimates obtained from K-means (iteration 1 in Figure 32 a)) lie closer to 
the maximum likelihood, it can therefore be deduced that K-means clustering is more effective on only 
stationary data.  
Alternatively only mode mean estimates are obtained via K-means. Mode/Gaussian weights are assumed 
to be uniform and the covariance is initialised to be equal to the variance of the dimensions. That is the 
covariance is set to a diagonal matrix (variables are independent). MATLABS default method of parameter 
initialization is achieved in this manner. Figure 32 b) displays the EM convergence with Θ0 set in this 
manner. Comparing Figure 32 a) and b) it can clearly be seen that the initialization parameter estimates 
were not as close to “global” maximum. This is most likely due to the fact that the covariance estimate is 
poor, since describing a single mode covariance with the variance of a multimodal dataset will not be 
very effective. Even though it took more iterations to reach the assumed “global” maximum (dashed 
Figure 32: Comparison of EM convergence on only stationary data (red) and all data (blue) a) Initial 
Parameters obtained via K-means b) Default Parameter Estimation, where the dashed lines indicate the 




lines) for the stationary data with a poor parameter initialisation, the same maximum log-likelihood is 
achieved (as in Figure 32 a)). This is not the case for the transient data, since it converges to a lower 
maximum than in Figure 32 a). It can therefore be deduced, that if the initialisation parameter estimates 
are not ideal, the EM algorithm is more likely to converge to a global maximum when only stationary data 
is analysed. It is thus assumed that the entire GMM fitting procedure becomes more robust to poor 
initialisation parameter estimates.  
4.3 State Based Analysis Applied in a Unsupervised Approach 
As discussed, the number of modes present within the data sets is usually not available. Further, the 
selection of specific PCs to represent data is also unrealistic. Investigations performed in 4.2.1.1 were 
done purely for visualisation and demonstration purposes. In this investigation however the 
unsupervised data analysis approach will be revisited, thus assuming that information seen in Table 8 is 
unknown. In this investigation the unsupervised analysis approach of the simulated CSTR data (described 
in Figure 11) with and without transients (removed via the SSD tuning described in Table 11) are 
compared.  
As in section 4.2.1.1, PCs have to be selected to describe the data in a reduced dimensional space. Since 
the true structure of the data is unknown, the choice of PC selection will be purely based on the scree 
test described in 4.1.2.2. According to Figure 19, the first 4 PCs should be sufficient to describe the CSTR 
dataset, explaining 98 % of the variance. 
4.3.1 Determination of the Number of Modes 
Strictly speaking the analyses performed in 4.2.1.2 and 4.2.1.3 were biased towards the analyses of 
stationary data, since the dataset with transient data contained more than 6 states. Transient data could 
be described by Gaussians as well, however due to their most likely non-linearity and dynamic behaviour, 
a single transient would have to be described by multiple Gaussians (Zhang et al., 2015). Therefore if 
more modes are considered when fitting the GMM, the stretching mode covariance may be reduced, and 
monitoring could improve. Gaussians containing transient data would however have to be distinguished 
from Gaussians containing quasi steady states. 
Increasing the number of Gaussians when fitting a GMM however also increases the complexity of the 
fitting (EM) procedure. The EM procedure suffers from two major issues that have to be addressed. The 
issue is not only that the number of modes must be known prior to fitting but also the following 
(Figueiredo, Member and Jain, 2002): 
 EM is highly dependent on the initialization parameters (especially the mean). Similarly to what 
is seen in Figure 32, if poor initialization parameters are utilized, the algorithm will converge to 
local maximum, poorly fitting the desired modes.  
 The EM algorithm may converge to the boundaries of the parameter space. When the number of 
modes fit becomes large (larger than the true or optimal number), one of the mode weights may 
approach zero during the M-step. The corresponding covariance matrix may also not be positive 




As a result the EM algorithm may converge poorly or not at all. As mentioned in this investigation K-
means clustering will be implemented to determine the initial parameters. Further, to prevent covariance 
matrices from becoming ill conditioned, a small regularization value (0.00001) will be added to the 
diagonals of the covariance matrices during EM. Therefore the covariance matrices are constrained to 
remaining linearly independent. This may result in a reduced maximum likelihood, however since the 
regularization value is so small, its effect is considered minor.  
Figure 33 shows the Bayesian Information Criterion (BIC) obtained at different GMM configurations (as 
described in 3.2.3). Here the covariance matrices were not constrained (except for the regularisation 
value). Each EM was initialised by the centroids obtained from K-means. The initial estimates for the 
mode weights were uniform and all covariance were assumed to be a diagonal matrix of the considered 
dimension variances (MATLAB default). 
Firstly, a GMM configuration containing 13 Gaussians was determined to best describe the standardised 
high dimensional space, as seen in Figure 33 a). On the other hand Figure 33 b) shows that a GMM with 
9 Gaussians should best describe the transient and stationary data within the first four latent dimensions. 
That is that the likelihood is maximised without overfitting the data.  
Secondly, for the stationary data and EM initial estimates obtained by K-means it can be seen that the 
best GMM configuration (according to BIC) consists of 8 Gaussians, as seen in Figure 33 c). This is 
surprising, since it is expected for the best GMM configuration to consist of 6 Gaussians, same as the true 
number of modes. Especially since all the transients were removed prior to GMM fitting. It can therefore 
be concluded, that the BIC suggests an overfitting model as a result of poor initialization estimates 
obtained from K-means. Since poor initialization estimates are provided, the EM converges to a local 
maximum when 6 Gaussians are considered. Figure 34 a) clearly shows that K-means clustering at this 
Figure 33: BIC for different GMM configurations, where the best determined setups are indicated by red 
circles. a) BIC determined from CSTR data including transitions on all standardized 14 process variables 
b) BIC determined from quasi steady and transients CSTR data on first four PCs c) BIC determined from 




configuration resulted in a poor data segmentation, since single clusters are described by various indices 
or multiple clusters described by a single index. These issues are then carried forward to the GMM fit, 
resulting in the EM converging to a local maximum. This therefore explains the high BIC seen for 6 
Gaussians in Figure 33 c).  
Firstly, K-means clustering may fail as the result of the curse of dimensionality. As mentioned in 2.3.2.1, 
when the dimensionality becomes high, the distinguishability of the Euclidean distance metric reduces. 
More dimensions increase the Euclidean distance, such that if infinite dimensions are considered, the 
Euclidean distance will also extend to infinity. Thus making it impossible to compare. Since the 
dimensionality here is however fairly low, the curse of dimensionality should not be too much of an issue. 
Secondly, as seen in Figure 26, the inclusion of PCs 2 and 3 don’t seem to introduce much mode 
distinguishing variance. These variables may therefore carry more inter-mode variance as opposed to 
intra-mode variance. In the context of segregating/clustering modes this is not ideal and can therefore 
be seen as variables introducing only noise. For example, linear discriminant analysis (LDA) which closely 
resembles PCA, is often used as a dimensionality reduction technique prior to classification. LDA finds 
discriminant vectors that result in the maximum ratio of between-class (inter-mode) variance to within-
class (intra-mode) variance and are thus able to compute a reduced dimensional space that is ideal for 
classification (Choi, Park and Lee, 2004). However since the classes (modes) are not known prior to the 
analyses, LDA cannot be utilised. PCA is rather used to compute orthogonal vectors which result in the 
maximum variance (as described in 2.3.2). It should therefore be clear that the fundamental premise of 
PCA is not to segregate modes and as a result certain PCs may not improve clustering.    
Figure 34: a) K-Means clustering result obtained when the first four PCs are considered, however 
displayed in PCs 1 and 4 b) Clustering result obtained from GMM using highest posterior probability again 




Lastly and most importantly in this case, the CSTR dataset is imbalanced (skewed distribution). Figure 35 
b) clearly shows that the CSTR data is not perfectly centred on the multivariate mean. Since the variables 
were standardised prior to PCA, if the dataset was balanced, one would expect all modes to be 
equidistant from the multivariate mean. In this CSTR dataset (Table 8) however it is clear that only certain 
modes are near the multivariate mean, samples of these modes make up most of the dataset as seen 
when comparing Figure 35 a) and b).  
 
The issue of class imbalance is rarely discussed within the context of process monitoring or process 
optimisation, this should however not downplay the importance of the issue. As seen in Figure 34, 
class/state imbalance can have a detrimental effect on the analysis. The yellow and green modes are 
some of the “lighter” modes (seen in Figure 35), K-means clustering groups these modes into a single 
cluster, as seen in Figure 34 a). On the other hand, the darker blue modes (not transients) are the 
“heavier” modes, which K-means clustering splits into various clusters, as seen in Figure 34 a). This 
phenomena is described as the “uniform effect”, where the majority class is divided into various minority 
classes, resulting in clusters having relatively uniform sizes (Xiong, Wu and Chen, 2009).   
The issue of class imbalance does not only reduces the performance of K-means, but also diminishes the 
viability of performing PCA on a dataset. Since PCA only considers the mean and covariance of the data, 
it is a globality-based projection technique and therefore fails to extract local intrinsic information (Yu, 
2016).  For example, if a mode (quasi-steady state) occurs within process data, but only occurs for an 
extremely short duration relative to the other modes, the variance it contributes to the dataset is minor. 
Even if it is considerably different to the other data. PCA could deem this mode/variance direction as 
“irrelevant” and assign this variance direction to components which don’t describe a lot of variance. Since 
the scree test only selects variables based on the cumulative variance explained, this mode may be “lost” 
from the data in the PC space.  
Similarly, traditional PCA only minimises the sum of squared errors, if data however contains outliers, 
these may dominate the sum (Ding, 2006). Outliers are bound to occur within process data. For example, 
Figure 35: a) Pie chart describing the percentage of the total duration the CSTR was in each state b) Latent 




operations which are completely different to normal operations, such as shutdown or start up 
procedures. Such data may dominate the sum and may alter the PC directions such that the latent space 
does not effectively describe normal operations.  
In the case of this CSTR dataset, all modes are only distinguished once the 4th PC is considered. In other 
words, PCs 1, 2 and 3 carry more variance than PC 4, but don’t effectively distinguish all modes. It is 
assumed that due to the data imbalance or the presence of outliers (start-up),  PC 2 and 3 explain intra 
mode variance rather than important process behaviour (multimodality). Since PCs 2 and 3 explain more 
variance, they also contribute more to the Euclidean distance, however without distinguishing modes. 
This issue propagates to K-means clustering, since it only tries to minimize the sum of distances. As a 
result of these issues, K-means clustering fails, providing poor initial estimates to the EM algorithm of 
GMM which therefore converges to a local maximum likelihood.  
These issues are difficult to overcome and may require a completely different approach. Methods of 
locality preserving projections (LPP) may assist with the issues of PCA and subsequently a more advanced 
clustering approach could improve on K-means clustering, such as DBSCAN (Thomas, Zhu and Romagnoli, 
2018).  
4.3.2 Evaluation of GMM for Mode Identification on Testing Data 
In this investigation different GMM configurations are chosen to identify the various modes. Once again, 
here the effectiveness of determining a GMM from both transient and stationary data is compared. 
Model configurations resulting in the lowest BIC, as seen in Figure 33, were chosen as discussed in step 6 
of the state based procedure (3.2.3). The training procedure until this far is therefore purely 
unsupervised, “expert knowledge” was however introduced in SSD tuning and setting of a regularisation 
value. It should be noted that testing a mode identifying model (monitoring) is only possible if the ground 
truth of the process is known or in other words the samples are labelled. In this case, the process was 
labelled based on the procedure described in section 3.1.2.  
As seen in Figure 33, the best BIC occurs when the number of Gaussians exceeds the number of modes. 
This is an issue from the evaluation perspective, since the true identifying indices of the modes have to 
correspond to the identifying indices of the model. This is however not possible if the number of fit modes 
exceeds the true number. The only way a confusion matrix can therefore be obtained from the testing 
data, is if methods of mode merging/deletion occur prior to the evaluation, if possible. The GMM model 
therefore has to undergo a refining procedure with the help of expert knowledge. The refining procedure 
is discussed in steps 8 and 9 of the state based procedure (3.1.2).  
An issue of GMM is said to result from the fact that when data is clustered, the sequence of the 
information is not taken into account (Song, Tan and Shi, 2016). Strictly speaking, this is true, since the 
convergence of the EM algorithm is purely based on the spatial information of data within the input 
space. However, subsequent analysis of the training data mode assignments can be performed, thus the 




In this investigation expert knowledge of the dynamic behaviour of the CSTR is implemented to assist 
with cluster merging, such that the same number of true clusters occur within the GMM as in the ground 
truth.  The approach is as such, the time sequence of modes within the data is analysed. If the determined 
modes switch between each other repetitively, they most likely describe the same mode. These modes 
can then be merged, and used as new initialisation parameters when the GMM is refit (this procedure is 
described in 3.2.3 step 8).  
As seen in Figure 36 b), modes 4 and 6 as well as modes 2 and 3 switch to and from each other an 
unrealistic amount given the dynamic behaviour of the CSTR. It can therefore be concluded that these 
Gaussians most likely describe the same state. Thus the number of Gaussians within the GMM that 
describe the training set should be reduced to 6 and refit with the new initialization parameters based 
on the merged Gaussians. Figure 36 a) on the other hand does not display any unrealistic switching 
patterns, as a result it was decided not to merge any of these modes.  
It should however be noticed that the number of remaining modes remain above the true number of 
modes for Figure 36 a). This occurs as result of the transient data present within the analysis, to which 
most likely three Gaussians are fit within the GMM. Therefore if stationarity analysis is not effectively 
performed prior to fitting of a GMM, an additional refining procedure (step 9 in procedure 3.2.3) to the 
GMM is required.  
Figure 36: Connectivity graphs where nodes are the various Gaussians within the GMM fit to the training 
data and edge weights are the number of times these modes followed after each other sequentially            
a) Best BIC configuration for Steady and Transient Data (Figure 33 a)) b) Best BIC configuration for Steady 




Comparing Figure 37 and Figure 35 a) data make up percentages, it can be seen that determined data 
distribution reflects the ground truth quite well. The issue however is that the remaining approximately 
2 % is split into various states, these states are however transient and should not be considered for mode 
identification.  
Here a minimum GMM Gaussian weight (0.037) is set, such that any Gaussians below this threshold are 
removed from the GMM along with the data that is assigned to these Gaussians (based on highest 
posterior probability). It is crucial for the relevant data to be removed as well, so that it does not have 
the stretching effect described in 4.2.1.3 on the remaining Gaussians (when the thresholds are 
determined). The process of removing such Gaussians from a GMM is denoted as filtering (described in 
3.2.3 step 9).  
The performance of the state identification procedure is shown Table 14, which was determined as 
discussed in 3.3.2. Here, the various variations of the developed state analysis procedure (3.2.3) are 
performed on the training data and evaluated on testing data (obtained as discussed in 3.1.1). The best 
BIC configurations here refer to those indicated in Figure 33. The supervised configurations refer to those 
discussed in 4.2. Further Table 14 indicates which steps of procedure 3.2.3 were performed, resulting in 
the performance. PCA here refers to if the dimensionality of the data was reduced, stationarity analysis 
refers to if the detected transients were removed from the training set (at SSD tuning described in Table 
11), K-means refers to if the clustering algorithm was used to determine initial parameter estimates. 
Merging refers to if Gaussians were merged and finally G-filtering refers to if the removal of Gaussians 
and their assigned data occurred within the procedure. Further, a transient detection delay was also 
implemented, such that short transient periods (shorter than three sequential samples) are set to the 
most frequently occurring mode within the window. Detection delays can be used to suppress false alarm 
rates, in this case false transients.  Details on detection delays are discussed by Addo (2019).   
Figure 37: Pie chart describing percentage of various states in the CSTR data set obtained from the highest 





As seen in Table 14 the various best BIC configurations considered in Figure 33 are evaluated, as well as 
additional configurations that may be applicable. These results however only display the macro averages 
of the evaluation metrics, the separate evaluation metrics for each state can be seen Appendix A Table 
21. 
As described in section 3.1.2, the GMM training (obtaining thresholds) and testing procedures that make 
use of NLLP. If the NLLP of a sample lies above the chosen local threshold (based on the Gaussian with 
the highest posterior probability), the state of the CSTR is deemed to be transient. If however the NLLP 
lies below the local threshold, the process is deemed to be within that mode. This procedure can be seen 
in Figure 38, where the NLLP lies above the thresholds for most of the transition. From Table 20 in 
Appendix A it can be seen that the transition resulted due to a set point change in the level controller. 
Further it should be noticed that the NLLP threshold varies based on a samples highest posterior 
probability, thus the threshold is a local threshold.   
Figure 38: NLLP determined on testing data with training configuration c) in Table 14, where the red 
shaded region denotes a transient 
Best BIC Configuration PCA 
Stationarity 
Analysis
K-means Merging G-Filtering Precision Recall F1-score
a) Best BIC on standardized variables O O P P P 0.919 0.932 0.924
b) Best BIC all data P 4 PCs O P O P 0.954 0.944 0.948
c)  Best BIC steady data only P 4 PCs P P P O 0.950 0.946 0.947
Supervised Configurations
d) 6 modes all data P 4 PCs O P O O 0.740 0.726 --
e) 6 modes steady data only P 4 PCs P P O O 0.776 0.778 --
f) 6 modes all data P PCs 1 & 4 O P O O 0.873 0.868 0.858
g)  6 modes steady data only P PCs 1 & 4 P P O O 0.927 0.922 0.924
Table 14: Evaluation of various CSTR process state identification procedures on testing data with an 




Figure 38 however also shows that the NLLP remains below the threshold for a short duration while the 
transition has occurs. Similarly, the NLLP exceeds the threshold even after the transition has settled. Both 
these effects effect the evaluation metrics displayed in Table 14. From Table 15 it can be seen that CSTR 
modes or quasi steady states are never mistaken for each other (at that configuration), however 
transition states are occasionally mistaken to be modes and vice versa. It is however clear from Table 14 
and Table 15 that the developed approach to CSTR state identification works well on testing data.  
 
From Table 14 it can be seen that both procedures b) and c) achieved good performance. Both these 
procedures made use of PCA, K-means clustering and GMM/data refinement procedures. However it can 
be seen that the state identification performance achieved without the removal transient periods prior 
to analysis (Table 14 b) ) is even better than if SSD is implemented (based on macro F1 scores). Thus, if 
analysis procedures of PCA, GMM, BIC, Gaussian merging and filtering are implemented, very much 
similar results can be achieved as with utilisation of SSD, with much less effort. The reason for the minor 
improvement in performance is assumed to be as a result of a larger training set. When SSD is performed, 
in this case all transients are removed, however false transients are also removed (FTR of 24 %). This 
results in less samples being available during GMM fitting and thus results in a poorer fit.  
From Table 14 it also clear that if a specific number of modes (from expert knowledge) are fit to the data, 
the results are likely to be poor. This is the case for Table 14 d) and e), achieving worse performance 
based on recall and precision. Here the macro F1 scores could not be calculated since modes were 
completed “lost” from the analysis. In both cases mode 6 was incorrectly identified throughout the 
testing set. This can be seen in Table 21 Appendix A, most likely due to reasons discussed in 4.3.1. It is 
therefore clear that the BIC (or any similar metric penalizing model fit quality with complexity) is crucial 
to effectively fit GMMs to data. Since the number of Gaussians required based on BIC usually is more 
than the true number of Gaussians, it is clear that a “quantity over quality” approach is required when 
fitting GMMs, however with subsequent GMM refining (merging/filtering). The improvement in 
performance compared to if the true number of Gaussians are fit to the data can be attributed to the fact 
that the EM algorithm is less likely to converge to a local maximum (more resilient to outliers and less 
Table 15: Multiclass Confusion Matrix obtained from testing data using state identification configuration 
c) in Table 14, where state 0 indicates a transition state 
1 2 3 4 5 6 0
1 28724 0 0 0 0 0 59
2 0 19423 0 0 0 0 35
3 0 0 14263 0 0 0 80
4 0 0 0 7710 0 0 11
5 0 0 0 0 5841 0 86
6 0 0 0 0 0 2364 11














sensitive to varying degrees of variance in PCs).  Thus it is better to fit more Gaussians and refine the 
GMM than to fit too few and converge to a local maximum. 
It also has to be said that if steady state analysis can effectively be achieved on a dataset, it may be more 
beneficial than the filtering approach. Firstly, the chances of a mode being merged with a transient do 
not exist. The effect of transient data being considered can be seen in Table 14 f), here it is clear that the 
performance of a state identifying model diminishes, due to the stretching of the covariance matrices 
(compared to Table 14 g) ). Secondly, the simplistic filtering procedure is not required and thus may 
improve the discoverability of “light” (few samples) modes, which may in fact be the interesting modes 
within a dataset. Data may be such that the weight of transient data is more than the weight of certain 
modes, thus filtering based on purely Gaussian weight could be problematic. In a sense data is blindly 
removed. This is an issue that becomes more prevalent with increased transient data in a set. Since data 
filtering using SSD takes into account more complex features of data, such as the sequence of data, it is 
a more effective filtering approach. Lastly, SSD may provide a set of estimates which experts can use to 
initialize the EM of the GMM. Filtering by means of SSD is however also more difficult to achieve, as 
discussed in 4.1.2.6.  
Additionally the effect of the chosen variables is also investigated, as seen in Table 14. Comparing the 
performance of Table 14 b) and f), it can be seen that if 4 PCs are considered, the state identifying scheme 
is better. Thus it can be concluded that even if all modes are visible within a reduced dimensional space, 
further variables may still have to be included. Similar results can be seen when comparing Table 14 c) 
and g). Interestingly it seems that the state identifying (monitoring) approach works quite well even if all 
CSTR variables are considered as seen in Table 14 a). At higher dimensionality however a detection delay 
becomes more important, due to reasons discussed in 2.3.2.1. It assumed that the decrease in 
performance relative to Table 14 b) for example is as a result of the GMM overfitting to the training data. 
The number of parameters required to be estimated by the EM algorithm was 1266 (after merging), this 
far exceeds the number of parameters required when only the PCs are considered. As a result the GMM 
is extremely sensitive to slight variance from the training dataset to the testing dataset. This can clearly 
be seen by the low precision of the transient state (state 0) in Table 21 Appendix A. Samples of various 
modes are continuously mistaken as transients, similar to increased false alarm rates. The decrease in 
performance is however minor thus it seems that the procedure is able to effectively deal with issues of 
high dimensionality. This is important to note, since PCA may not be useful in all situations. Especially 
when data contains a large number of outliers, which may dominate the PCs.  
Based on the results in Table 14, the described monitoring approaches work quite well. It is clear that a 
good state identifying approach makes use of GMM, BIC, the sequence of data (merging) and some sort 





4.3.3 Mapping process states 
Now that the applicability of the state identifying approach has been proven to work quite well on testing 
data (online) for both methods using SSD and without, the training data can be mapped as described in 
3.2.4.  It should therefore be clear that the process map is determined from the training (historical) data, 
however the map would be of no use if the online state within the map is not identifiable. The monitoring 
(state identifying) approach was thus evaluated prior to mapping the states, in industry this would not 
be the case.  
SSD is still implemented within the connectivity analysis (3.2.4), due to the fact that it provides an ideal 
data structure on which targeted transition analysis can be performed. Adjustments of the procedure 
discussed in 3.2.4 can most likely be made such that SSD is not required, however since SSD was found 
to work quite effectively on the simulated CSTR data set, development of this procedure is not considered 
within this investigation. 
As discussed in 2.1.2.2, various factors need to be considered when optimising processes. The 
optimisation could be achieved with the use of a fundamental model, but these models are sometimes 
difficult to develop and may not account for abnormal process behaviour. Human supervisory control 
therefore remains critical. Thus as mentioned in 1.3, key features of the data-driven approach should be 
to able identify the current state a process is in (investigated in 4.3.2), identify operating states that 
maximise a certain economic objective (KPI) and determine the set of actions required to reach these 
states, if possible.  
However since process states are usually only discernible within higher variable dimensions (Aldrich et 
al., 2014), efforts should be made to reduce the dimensionality of the state space such that it is 
interpretable by human supervisory staff. Connectivity graphs as seen in Figure 36 are ideal techniques 
that digest states present at high dimensions into a 2D state map, which could effectively describes the 
relationship between states. The 2D state map with the various KPIs for the states obtained from 
procedures discussed in 3.2.4 for the CSTR dataset described in 4.1.1 can be seen in Figure 39. 
 
Data seen in Figure 11 and Table 20 Appendix A is therefore condensed into an easily interpretable map, 
which can be effectively used by human supervisory staff to operate the CSTR. Here the node edges 
describe the transitions between the modes of operation (the nodes), thus displaying the accessibility of 
the various modes. It should be noticed that the node edge description displays the procedures required 
to shift from one process state to another. The node description in this case described the average 




controlled variable conditions for the various modes, which are the CSTR temperature and the CSTR level. 
The node/mode colours are set to the KPI of the mode (as determined in 3.2.4), thus CSTR can be 
operated according to its economic objectives using the map. All in all such a data map will assist human 
supervisory staff to effectively navigate processes.  
4.4 Unsupervised Approach Evaluated on a Complex CSTR Dataset 
To demonstrate the usefulness of the state map and the ability of providing actionable advisories, the 
developed state based system is evaluated on a more complex CSTR dataset. This dataset contained 15 
unique modes and extends a period of 9000 hours. For the generation of this dataset however the 
minimum steady state time is set to be shorter than in the previous investigations, thus a larger fraction 
of the dataset contains transient data (see section 3.1.1). Approximately 7 % of the dataset is transient, 
more details about the training and testing data set can be seen in Appendix B. The analyses here will be 
performed as in 4.3. Thus procedures 3.2.1, 3.2.2, 3.2.3 and 3.2.4 are all performed on the training 
dataset seen in Appendix B Figure 55 a). Based on the scree test, 5 PCs are considered within the analysis, 
explaining 99 % of the variance, as seen in Appendix B Figure 55 b). 
As with the analysis in 4.3, the state analyses (3.2.3) is evaluated for both analyses with and without SSD. 
The BIC achieved when all transients are removed prior to the analysis and not removed can be seen in 
Figure 40. Transients are removed using the SSD tuning described in Table 24 in Appendix B, achieving 
the visual results displayed in Figure 56 (Appendix B).  
 
 
Figure 40: Standardized BIC for Complex Dataset described in Table 22 where detected transients are 




It should be noted that the BICs in Figure 40 were standardized by dividing each set by their maximum, 
this was done for visualization purposes only. Based on Figure 40, a GMM configuration containing 32 
Gaussians would be best if transient data was removed prior to the analysis. Similarly, a GMM 
configuration containing 30 Gaussians would be best for the entire dataset.  
4.4.1.1 Analysis Containing Transient Data 
The information required to refine (steps 8 and 9 of procedure 3.2.3) the “transient containing” GMM 
can be seen in Figure 41. Usually, as in the previous analysis, Gaussian merging is performed prior to 
Gaussian filtering. The order at which these refining procedures should be performed should be 
determined by the expert performing the analysis. It is crucial to note that different output GMMs could 
be obtained based on the order of the procedure. Figure 41 shows the mode connectivity graph, here 
however the Euclidean distances between the mode means (only the connected modes) are used as 
attractive forces between nodes, such that modes with small distances between them lie close to each 
other in the graph. Further, the colour of the nodes indicate the Gaussian weight of each “mode”.  
Based on Figure 41, it is clear that certain modes should be merged, however for some cases, the decision 
to merge modes is less obvious. For example, modes 1 and 13 should be merged based on the large 
number of sequential switches and the relatively small Euclidean distance between these modes. 
Similarly modes 6/22, 10/25 and 11/12 should all be merged. A more clear view of the connectivity graph 
can be seen in Appendix B Figure 58. Modes 4 and 20, and modes 7 and 17 could also be merged. Based 
on the larger (relative) Euclidean distance between the modes it is decided not to merge these modes. 
Thus both the Euclidean distance and the number of sequential switches were considered during 
merging.  
Figure 41: Graph assisting the GMM refining procedure based on the data sequence, Euclidean distance 





Although the Gaussian weight is informative of perhaps the importance of the mode, it gives no real 
indication as if the Gaussian is transient or not.  It is once again unclear which Gaussians to remove. This 
highlights a serious issue of suggested refining procedure. Removing Gaussians purely based on their 
weight may result in the loss of valuable mode information. The hope is that transient data is contained 
within the Gaussians of lower weight, however the larger the number of modes present within the data, 
most likely the larger the number of transitions within the data.  
To allow a confusion matrix to be setup from the GMM, it is decided to set the threshold Gaussian weight 
to 0.012 (this is after merging), thus removing 11 Gaussians from the GMM and their assigned data (4 % 
of the dataset). Approximately 2 weeks of simulated data are removed. The remainder of the procedure 
3.2.3 is performed and the state identifying performance of the resulting GMM on testing data 
(procedure 3.2.5 steps 1 to 4) can be seen in Table 16. 
 
It should be noted that the determined identifying indices (see procedure 3.2.3 step 7) of states 14 and 
13 had to be swapped. This is due to the fact that the true fraction of the data of states 13 and 14 were 
almost identical, making procedure 3.1.2 prone to error. Comparing macro results from Table 16 to Table 
14, it is clear that the procedure 3.2.3 did not achieve as good of a performance. The transition states 
(state 0) and state 14 (mode 14) were identified poorly (based on 𝐹1), however all other states achieved 
good performance. The low precision of state 14 indicates a poor Gaussian fit. The high recall yet low 
precision is a clear indication of stretched covariance, suggesting that the mode is usually detected when 
it occurs but many false detections occur as well. Specifically, transient data is often mistakenly identified 
Table 16: Performance Evaluated as discussed in 3.3.2, 
here state 0 refers to the transient state 
State F1 Precision Recall
1 0.997 0.997 0.998
2 0.986 0.989 0.984
3 0.995 0.992 0.998
4 0.994 0.992 0.996
5 0.989 0.993 0.985
6 0.997 0.998 0.996
7 0.991 0.986 0.996
8 0.994 0.990 0.999
9 0.991 0.992 0.990
10 0.994 0.995 0.993
11 0.985 0.975 0.995
12 0.949 0.903 1.000
13 0.981 0.965 0.997
14 0.404 0.253 1.000
15 0.773 0.642 0.971
0 0.188 0.605 0.111




as mode 14 as seen in the confusion matrix in Appendix B Table 25. Transient data remaining within the 
analyses during EM convergence once again results in a stretched covariance (converging to local 
maximum). 
A very important metric here is the 𝐹1 score of the transients (state 0), which indicates the models ability 
in discerning a mode (quasi steady state) from a transient. It is clear that the model did not perform very 
well in this aspect. The low recall of state 0 again indicates that not all transient data was effectively 
filtered from the dataset. In general the model seemed to be able to identify true “heavy” modes quite 
well (since modes are indexed in descending order of Gaussian weight), but had more difficulty in 
discerning “light” modes from transients.  
4.4.1.2 Analysis Containing only Stationary Data 
The following analyses is performed as in 4.4.1.1, here however SSD is utilised to remove transients from 
the data. The ROC curve (determined using tuning parameters shown in Table 24 in Appendix B) can be 
seen in Figure 57 in Appendix B, achieving an AUC of 0.96. It is therefore clear that SSD works well for the 
specific dataset. When the stationarity threshold (Θ𝑠𝑠) is set to 0.64, a FTR of 4 % and a MTR of 13 % is 
achieved, visual results of which can be seen in Figure 56 in Appendix B. Figure 42 once again shows the 
switching frequency, Gaussian weight and the relative Euclidean distance of the mode means, however 
with most transients removed prior to the analysis.  
Here Gaussian merging (based on Euclidean distance and switching frequency) occurs prior to Gaussian 
filtering. This is also the suggested procedure, since Gaussian merging is actually based on fundamental 
concepts of process control. That is that a process should be operated smoothly (2.1), if excessive mode 
Figure 42: a) Considerations when refining the GMM based on the data sequence b) Considerations when 




switching occurs this is not the case. A more clear display of which modes were merged can be seen in 
Appendix B Figure 59. It is clear that modes that lie close to each other, usually have a high frequency of 
sequential switches.  The overall decision to merge process is thus as follows: 
1. If modes have large Gaussian weights (signifies their importance), large number of sequential 
switches and are close to each other in terms of Euclidean distance, they should be merged. 
2. If modes have a large number of sequential switches, but lie far apart, then one should be 
cautious when deciding to merge the modes.  
3. If either of the modes in 2. has a low Gaussian weight (assumed to be transient), then they should 
probably not be merged.  
4. If modes have a small number of sequential switches, but lie close to each other, then the modes 
should probably not be merged.  
Even though SSD was performed on the dataset prior to the analyses, SSD did not achieve a MTR of 0 % 
(rather 13 %), thus some transient data is still present within the analyses. Setting the filtering threshold 
to 0.006, 6 Gaussians and their assigned data are removed from the model (as discussed in 3.2.3). Issues 
as discussed in 4.4.1.1 apply here as well. The rest of the procedure 3.2.3 is performed and evaluated on 
a testing set (as described in 3.2.5  steps 1 to 4), the state identifying performance of the resulting GMM 
can be seen in Table 17. 
 
Comparing Table 17 and Table 16 it is clear that performing SSD prior to the analysis allows the state 
based procedure to be more effective, reflecting the results seen in Table 14. The difference in 
performance here is however more profound. The major difference in performance is assumed to 
originate from the increased presence of transient data within the training dataset (refer to phenomena 
Table 17: Performance Evaluated as discussed in 
3.3.2, here state 0 refers to the transient state 
 State F1 Precision 
Recall
1 0.997 0.997 0.998
2 0.984 0.991 0.976
3 0.995 0.992 0.998
4 0.992 0.992 0.993
5 0.989 0.992 0.986
6 0.997 0.998 0.996
7 0.992 0.986 0.997
8 0.994 0.989 0.998
9 0.991 0.992 0.990
10 0.993 0.996 0.990
11 0.984 0.975 0.994
12 0.931 0.993 0.877
13 0.982 0.996 0.968
14 0.943 0.925 0.962
15 0.877 0.796 0.975
0 0.819 0.816 0.823




discussed in 4.2.1.3). The less transient data present within the analysis, the better K-means clustering is 
able to provide good estimates of the initialisation parameters. 
Table 17 shows that as in Table 16, the state identifying model seems to improve with increasing Gaussian 
weight. Modes containing less data will be more prone to the stretching effect of transient data. This can 
be clearly seen analysing the precision of state 15 (“lightest” mode). The lower precision on 0.796 
indicates that mode 15 was falsely detected more often, a clear indication of a poor (stretched) 
covariance fit (ie. low precision, high recall). Further, it is clear that this GMM is far better at distinguishing 
modes from transients, as seen from the relatively high 𝐹1 score of Table 17. More information of the 
state identifying performance can be seen in Appendix B Table 26. 
4.4.2 Mapping the Complex Dataset Process States and providing Actionable Advisories 
Here procedure 3.2.4 is utilised to map the process states, using the GMM obtained from 4.4.1.2. The 
procedure discussed in 3.2.4 could be adjusted such that SSD is not required (using a moving window for 
example). However, since it was determined that the use of SSD performs well on the discussed simulated 
datasets as well as improves the GMM, the development of this algorithm is not considered within this 
investigation.  
The process map of the dataset can be seen in Figure 43. The process map seen in Figure 43 is clearly 
more complex than the map seen Figure 39, in this case providing an accurate mode map will be far more 
useful. Training data seen in Figure 55 a) Appendix B are thus digested into a 2D format, allowing humans 
to effectively navigate the considered process.  






From Figure 43 it can be seen that certain mode mappings are however not entirely correct. For example, 
the cause for a state shift from mode 3 to 11 is determined to be the result of a disturbance. A mode 
switch from 3 to 11 however never occurred in historical data (training data), rather a mode switch from 
3 to 12 to 11. The reason for this incorrect mapping is determined to be due to the SSD, a true transient 
occurring within the training data was not detected. As a result procedure 3.2.4 failed to establish a 
connection between modes 3 and 12. Further, the connectivity (reverse) between modes 5 and 6 does 
not appear as well. It is therefore clear that supervisory staff needs to ensure that the produced state 
map reflects their experience. The remainder of the map is however an accurate representation of the 
ground truth map, which can be seen in Appendix B Figure 60. 
A process map can be used in real-time operation, providing actionable advisories that can be used by 
supervisory staff to allow them to interpret, plan and finally execute operation more effectively. It should 
be clear that in Figure 44 a distinction between standard operating procedure (SOP) and disturbance 
caused transitions are made, this distinction is crucial when providing actionable advisories. In literature 
regarding optimality assessment, the details of the connectivity between modes are not taken into 
account (Ying, Li and Yang, 2020). Advisories are simply based on modes to switch to that have a higher 
economic index or KPI, but fail to take into account the fact that these modes may not be reachable.  
For example, when the CSTR is within state 15 (approximately at samples 1000 of testing data) it is clear 
that the system is not operating optimally (mode 15 KPI is low), but rather at an “global” optimality of 
approximately 0.5 (determined as discussed in procedure 3.2.5). Actionable advisories in this case are 
therefore that the CSTR could be operated more effectively if it is transitioned to mode 6. This transition 
can be achieved by first changing the temperature controller set point to 55 oC, then waiting for a steady 
state to be achieved (mode 7). After which the CSTR level set point should be set to 0.8 m and steady 
state should be achieved (mode 5). Finally the temperature set point of the CSTR should be set to 66 oC 
to reach the most optimal accessible mode (mode 6). 
Figure 44: Example of Actionable Advisories Provided. Here the red node displays the current mode of 




What should be clear is that the actionable advisories are based on historic actions only. The system will 
never advise the human supervisor to perform an action that has never been performed in history 
(training data).  This may increase the reliability of the state based decision support system, but will 
ultimately limit its versatility. The previous suggested procedure of shifting from mode 15 to mode 6 may 
not in fact have been the best advisory, since simply raising the CSTR temperature to 66 oC could have 
been better (shift to mode 14). However, since the data is generated randomly, this operation logic is not 
contained within the data, this should not be the case for industrial process data.  
What is clear is that if the discussed data analysis procedures are performed perfectly (see 3.2) then the 
resulting state based system can provide actionable advisories in a “human-centred” manner, without 
the development of fundamental models. Thus raising the levels of trust within the control environment, 
as well as reducing the reliance of processes on their human supervisors. However as seen in the previous 
sections, perfectly developing such a model may be difficult even from simulation data. Actual process 





5 APPLICATION OF DEVELOPED PROCEDURES ON INDUSTRIAL DATA 
In this section the developed analysis procedures are applied to industrial process data obtained from an 
Anglo Platinum concentrator operation. This dataset contained over 8761 data samples collected over 
the period of a year (sampling rate of a sample per hour) for approximately 4100 variables. The site is 
made up of approximately 14 sections, each of which performs a different task such as crushing, milling, 
flotation, etc.  
Based on a preliminary analysis of the entire dataset, it is decided that a state based analysis of the milling 
circuit of the plant could be useful. Specifically a single mill and its related variables are considered within 
the following investigation. A total of 62 variables and 8488 samples were considered within this analysis. 
A simplified process flow diagram of the circuit can be seen in Figure 45.  
 
Figure 45: Simplified process flow diagram of the milling circuit. The sensor tag descriptions can be found 




5.1 Major issues of discussed approach on industrial process data 
As discussed in section 2.2.1 industrial process data poses many challenges to the developed state based 
analysis which do not occur within the CSTR simulation data. All system support functions (see 2.2.2) 
were kept in mind during the development of the final state based model, except for the deviation 
analysis. Deviation analysis was not considered for the CSTR simulation data, since no process deviation 
(commonly known as process drift) was included in the model (see section 3.1). This is however not the 
case for industrial data and may pose a serious challenge to the developed approach. Addressing this 
system support function is however not considered within this investigation, further insight into these 
issues are discussed by A. Prince (2019) as well as Xie and Shi (2012).  
Further, the connectivity procedure discussed in section 3.2.4 is considered to be too simplistic to be 
applied to this dataset. Although the procedure achieved a reasonably accurate mapping of both CSTR 
datasets, real process data is far more complex. The secondary milling section had a total of 7 controllers, 
each of which had variable set points. Two of these controller set points can be seen in Figure 46. 
 
 
From the frequency of set point changes within Figure 46, especially that of the screen flow inlet 
controller, it is clear that some sort of adaptive control strategy is implemented within this process. Set 
point changes are constantly made throughout operation. Further complicating the analysis are 
hierarchical control layers such as regulatory, optimisation, and supervisory control.  Thus distinction 
between set point caused transitions and disturbance related transitions will be difficult to determine, 
limiting the applicability of procedure 3.2.4. It is therefore clear that the approach described in procedure 
3.2.4 is an over simplification of the actual approach that would be required, it does however 
demonstrate a valuable concept. The following industrial data analysis will thus only be concerned with 
procedures 3.2.1, 3.2.2 and 3.2.3. 
Figure 46: Blue shows the set points of the screen flow inlet 





5.2 Stationarity Analysis on Industrial Data 
A total of 62 variables were considered within the state based analysis, these variables were selected 
based on an estimated variable quality. A description of these variables can be found in Appendix C. It is 
clear that the number of variables here high relative to the number of variables considered within the 
CSTR analysis. Performing SSD on the PCs of the data is thus ideal within the industrial context.  
The PCs were obtained as described in procedure 3.2.1. Based on Figure 47, it is clear that a scree test 
would not be effective. It is rather decided to retain 6 PCs, retaining approximately 90 % of the variance. 
The process seemed to experience inertia over long durations (auto correlated noise), thus SSD tuning 
parameters shown in Table 18 are implemented.  
The shifting window is implemented here due to its improved robustness. The visual results of the SSD 
analysis can be seen in Figure 48. Based on the SSD results the longest stationary period lasted 370 hours 
whereas the longest transient lasted 68 hours (excluding the initial transient resulting from the nature of 
the algorithm). Further, based on the analysis approximately 20 % of the dataset should be considered 
to be transient.  
 
Figure 47: Pareto Chart of the milling circuit dataset displaying how the PCs explain the variance 
Table 18: Shifting window SSD parameters for mill circuit  
Window Size (hours) Variables Threshold (θss) Significance (α) Delay 




 It is clear that stationarity analysis can give some useful insight into the properties of a dataset, however 
the accuracy of the insight depends on the quality of the tuning parameters. Comparing Figure 48 and 
Figure 46 it seems that some of the same patterns in transitions vs. set point changes exist. However for 
reasons discussed in 4.1.2.6, it is decided not use SSD as a data filter prior to the state analysis procedure 
(3.2.3).  
5.3 State Based Analysis on Industrial Data 
Here the state based procedure 3.2.3 is performed on the 6 PCs obtained from the milling circuit data. It 
is extremely important to note that no expert knowledge on the dynamics of the process are known, this 
is a major inconvenience. As stated in previous sections, knowledge of the system is of crucial importance 
when providing number of modes, initialisation parameters and determining how to refine the GMM. 
The BIC results for the secondary mill data can be seen in Figure 49 a), where a GMM configuration 
containing 15 Gaussians is determined to be the best. Although it may be thought that selection a GMM 
configuration with for example 24 Gaussians may be better, a larger number of Gaussians also increase 
the complexity of subsequent refining procedures. It should therefore be clear that as the number of fit 
Gaussians increases, so does the network complexity and as a result decisions to merge modes or not 
becomes more difficult. The unrefined connectivity network can be seen in Appendix C Figure 63, which 
clearly indicates that the majority of the “heavy” Gaussians lie relatively close to each other. Figure 49 b) 
shows the Gaussian weights of the various Gaussians in descending order.  
Figure 48: Sliding Window SSD results obtained from tuning in Table 18, where the red shaded regions 
denote detected transient periods. The blue data points describe the probability of a time window being 





Within this analysis it was decided not to perform Gaussian merging based on sequential analysis since 
the dynamics of the process are completely unknown. It is only recommended to perform Gaussian 
merging based on the time sequence if a clear idea of the mode switching conditions within the process 
are known. Based on Figure 49 b) it is assumed that Gaussians 11 until 15 contain transient data only, the 
importance of the clusters/modes is based purely on their Gaussian weight. Throughout the various 
investigations on simulated and industrial data, the need for unsupervised cluster quality metrics has 
become very apparent, less so when SSD can effectively be performed. Metrics such as multivariate 
skewness and kurtosis could be implemented to determine the normality of the data assigned to the 
various Gaussians. Thus, the decision to remove Gaussians will not be purely based on their weight. 
The final obtained state time series is shown in Figure 51(from training data), here it should be noted that 
the state index is based on the descending order of the Gaussian weight. Although Figure 51 gives a useful 
indication of the periods during which a process was in which state, it is difficult seeing the switching 
conditions between the states. Here the connectivity diagram seen in Figure 50 (determined as in 3.2.3 











It should also be noticed that that the node colour in Figure 50 displays the mill power to load ratio, thus 
conveniently summarising key information that could assist with decision making. Ideally the particle size 
of the mill discharge would be assigned to each mode, this data was however not available. The states 
within the PC dimensions can be seen in Figure 62 in Appendix C, here it is clear that the modes are not 
effectively visualised (due to outliers/transient data). If however all assumed transient data is removed 
from the original high dimensional space and PCA is performed on that data, the previously detected 
modes are far more visible in Figure 52 a). 
Figure 50: Connectivity diagram of the mode switches occurring within the milling circuit, where the 
node color indicates the mill power to load ratio 





The state analysis seems to be quite effective at segmenting the modes. Based on the switching 
conditions seen in Figure 50 and the vicinity of the modes from each other in Appendix C Figure 63 (based 
on Euclidean distance), it is assumed that modes 1,2 and 6 are in fact the same mode. The merged results 
in the PC space can be seen in Appendix C Figure 61. Further, based on the switching conditions in Figure 
50 it could also be assumed that modes 1 and 5 are the same, however in Appendix C Figure 63 it can be 
clearly seen that these modes are dissimilar (based on Euclidean distance) from one another.  
Unlike the CSTR simulation dataset, it is clear that for the Industrial dataset considered here (milling 
circuit) the modes are far less distinct from one another. That is the variance resulting from a mode 
transition relative to the within mode variance is minor, making the analysis more difficult. Process drift 
further exacerbates this phenomena. For cases such as those discussed for modes 1,2 and 6, it is 
recommended that a further “in depth” analysis is performed. This “in depth” analysis entails performing 
PCA on purely those modes (high dimensional space) and following the same procedures of section 3.2.3. 
Thus an improved “resolution” of the modes could be achieved. Selection of adequate input data prior 
to PCA using expert knowledge of the process would also definitely improve all procedures, since 
unnecessary variables may mask data patterns.   
 
Figure 52: a) PC space that separates most detected modes b) Pie chart describing the percentage of the 




5.4 Causal Analysis for Mode Shifts 
As discussed in section 5.1, procedure 3.2.4 is not applicable to the milling circuit as a result of an adaptive 
control implementation. Alternative methods of determining the “causes” of a process shifts therefore 
have to be determined. In the case of this investigation, methods of contribution plots are utilised. Here 
it is assumed that the normal mode of operation is the “heaviest” (most frequently occurring) mode 
within the data (ie. mode 1).  
Using PCA to determine the subspace that best describes the normal mode of operation (procedure 3.2.1 
only performed on mode 1), the contributions of each variable resulting in the mode shift from the 
“normal” can be determined. Figure 53 shows the total error contributions of the most important 20 
variables (over the “abnormal” mode duration) that may have resulted in the mode transitions (from 
normal to the specific mode). The squared prediction error is determined by implementing Equations 
2-19. 
For example, the 30 transitions from mode 1 to mode 7 may have resulted due to changes in the mill 
recycle stream from the sump, similarly mode 8 occurs due to changes in the mill power to load ratio. It 
is thus assumed that modes 7 and 8 are related to process shutdowns, mode 7 most likely being a 
transient state. Comparison of the contribution plots of mode 5 and mode 10 in Figure 53, it is deemed 
that these modes should most likely also be merged (Appendix C Figure 63 corresponds with this 
observation). These contribution plots can thus not only be used in GMM refining decisions, but can also 
be used to provide decision support during process operation. Information from Figure 50 could be 
combined with contribution plots, providing a useful tool for visualizing variables involved in specific 
transitions as well as mode shifting constraints. However, as discussed in 2.3.2.2, contribution plots don’t 
distinguish transition causes from “symptoms” (Aldrich and Auret, 2013). Further, time lags between 
Figure 53: Variable contributions to the squared prediction error (SPE) of the various “abnormal” modes 




process units were also not taken into account during this analysis. Data samples of the various process 
unit variables may thus not be synchronised, thus time delays between the causes and effects of 
transitions may exist (Aldrich and Auret, 2013). More sophisticated techniques and expert knowledge of 
the process topology is crucial for the determination of the root cause of a transition and the time delays 
within an actual process, only then can an effective process state map be determined.  
Similarly, controller set point logs or datasets can be leveraged to determine the cause of a transition, as 
in this investigation. If however multiple process units are considered as within this industrial 
investigation, analysis of controller set point data becomes high dimensional in itself. If, however, a state-
based analysis is performed on the controller data itself (as with mode discovery), “complex” controller 
states (rather multivariate distributions than specific set point values) could be assigned to specific 






Within this investigation, a state-based decision support system for continuous multimodal processes is 
developed, which assists supervisors with process navigation, such that more optimal process conditions 
can be achieved. With the use of PCA, steady state detection, K-means clustering, and GMMs, modes are 
effectively discovered within historical simulated multimodal CSTR data. Key performance indicators are 
assigned to the discovered modes, based on the CSTR profitability. Set point datasets are leveraged to 
identify the causes of transients within the historical simulated data. Knowledge of the discovered modes, 
their KPIs, and switching conditions are then used to construct a process map. Further, Gaussian mixture 
modelling also serves as an ideal technique to model the linear relationship among variables as well as 
the operating points of the various discovered modes, such that modes can be identified within testing 
data. Thus, on simulated process data, the final state-based decision support system is effectively able to 
identify the current mode of operation, its optimality, the optimal process conditions (based on historical 
data), and the procedures required to transition to the optimal mode. Finally, the overall approach is 
evaluated on actual milling circuit process/set point data. Although the mode discovery procedure seems 
to work effectively without extensive process knowledge, it is determined that the “diagnosis” of 
switching conditions is difficult, thus the developed procedure may not be adequate.  A more advanced 
approach taking into account the topology of a process may be required for the effective “diagnosis” of 
switching conditions within complex actual processes. 
Based on literature it was hypothesized that steady state detection would be the ideal approach of 
dealing with transient states within data (Quiñones-Grueiro, Prieto-Moreno and Verde, 2019). In this 
investigation, it is determined that steady state detection is effective at removing transients from the 
multimodal CSTR data. However, determining effective hyper-parameter settings may be difficult to 
achieve and will require extensive process knowledge. A single SSD hyper-parameter setting may also not 
be effective for the varying dynamics that may occur within process data. Most importantly, extensive 
hierarchical process sectioning is required prior to steady state detection. This is due to the multivariate 
extension of the steady state detection technique, stating that an entire process is transient if a single 
variable is transient. Plant or even section wide stationarity is a demanding condition that is rarely met 
within the industrial context. The unique application of steady state detection on principal components 
within this investigation could, however, somewhat alleviate this implementation issue. Based on the 
steady state detection parameter settings applied to the milling circuit, it is determined that the mill was 
within a transient state 20 % of the time, information which could be useful for further analyses.  
Within this investigation, it is determined that failing to remove transient data from the analysis, results 
in a model that less effectively identifies modes within testing data. A novel GMM refinement procedure 
is developed, which can effectively simplify a process map as well as remove transient data from the 
analysis. By leveraging the switching frequency between modes, the Euclidean distance between mode 
means, and their Gaussian weight, Gaussians can be merged or removed from the model. This refinement 
procedure can be used in conjunction with steady state detection or as an alternative, such that transient 
data can be effectively excluded from the state analysis. However, within the context of complex 




expert knowledge. Further, a novel state visualization approach is developed, projecting high dimensional 
multimodal data into a two-dimensional space. Human-machine interactions are therefore maximised, 
allowing supervisors to effectively navigate processes. This same connectivity visualisation approach is 
especially useful when refining GMMs. Thus, this work provides useful techniques for the discovery of 
modes within historical process data (which is often not thoroughly addressed in literature) and the 
identification of modes within real-time data. Future research should leverage these techniques to more 
effectively “diagnose” causes of transitions between modes.  
Ultimately, the described state-based decision support system assimilates real-time measurements, 
projects these measurements to a specific state, indicates the path of the operating point in the state 
space in real-time, and identifies the most important variables which are responsible for the operational 
state change (Wang, 1999). This creates a virtual environment that allows for comprehensible assessment 
of process performance and the factors which determine it, which will provide guidance to supervisors 
by creating useful information from data that will ultimately help in decision making (Wang, 1999). Faster 
and more effective decision making concerning operating mode shifts will form a key strategic tool for 
enhancing business competition (Wang, 1999). 
7 RECOMMENDATIONS 
The described state-based system does not take into account process deviation or drift. For certain 
processes, this may be a serious issue. Implementations of adaptive techniques within the suggested 
approach could be useful (Addo, 2019). The addition of new modes to the model was also not considered, 
in a sense this also corresponds to the adaptive extension of the model. If stationarity analysis can 
effectively be applied to a dataset, it will be especially useful here (ie. a set of samples are not identified 
to be any of the known modes but are not transient, then a new mode should most likely be added to 
the model). 
Many more advanced clustering algorithms have been developed that could be used to provide initial 
parameter estimates to the EM of the GMM (Thomas, Zhu and Romagnoli, 2018). Locality preserving 
projections or robust extensions of PCA may in certain cases be more effective at reducing dimensionality 
than “vanilla” PCA (Yu, 2016). Sometimes it may be useful to perform a more in-depth analysis on specific 
modes. That is performing the state-based analysis approach on specific modes, improved detection 
resolutions could be achieved in this manner. Additional cluster evaluation metrics can be utilised during 
GMM refining, the multivariate skewness and kurtosis of data assigned to a cluster may be useful. The 
probability density (for example the maximum 𝑁𝐿𝐿𝑃 of a Gaussian) of a Gaussian may also be a useful 
metric indicating the extent of variance it models. Gaussians which model large variance most likely fit 
transient data.  
Further, incorporating time lags and a processes’ topology will definitely improve the decision support 
system (Aldrich and Auret, 2013). Linking controller states (for example performing the state analysis on 
set point datasets) to process states may give a better indication of the switching conditions required to 
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APPENDIX A: SIMPLE CSTR DATA DESCRIPTION AND APPROACH PERFORMANCE 
Table 19: Noiseless Input Variable Pairings for the Dataset used in stationarity analysis and training data 

















0 0,98 305 279 271 45,36 453,59
571,6 0,78 305 279 271 45,36 453,59
882,4 0,98 305 279 271 45,36 453,59
1158,3 0,98 305 279 271 36,29 453,59
1402 0,98 305 279 271 36,29 453,59
1632,8 0,98 310 279 271 36,29 453,59
1942 0,98 310 279 271 36,29 453,59
2193,9 0,98 310 279 271 36,29 453,59
2453,1 0,98 310 279 271 36,29 453,59
2838,6 0,98 310 279 271 36,29 453,59
3075,7 0,98 310 279 271 36,29 453,59
3297,1 0,98 310 279 271 36,29 453,59
3625,6 0,98 321 279 271 36,29 453,59
3866,1 0,98 321 279 271 36,29 453,59
4179,9 0,98 321 279 271 36,29 453,59
4442 0,98 321 279 271 36,29 453,59
4825,8 0,98 321 279 271 36,29 453,59
5035,5 0,78 321 279 271 36,29 453,59
5335,6 0,98 321 279 271 36,29 453,59
5640 0,98 321 279 271 36,29 453,59
5911,1 0,98 321 279 271 36,29 453,59
6166,1 0,98 321 279 271 36,29 453,59
6417,5 0,98 321 279 271 36,29 453,59
6626,7 0,78 321 279 271 36,29 453,59
6950,8 0,78 321 279 271 36,29 453,59
7191,3 0,78 321 279 271 36,29 453,59
7522,6 0,78 321 279 271 36,29 453,59




   










230,9 0,98 323 297 289 45,36 453,59
540 0,78 323 297 289 45,36 453,59
791,9 0,98 323 297 289 45,36 453,59
1051,2 0,98 323 297 289 36,29 453,59
1436,6 0,98 323 297 289 36,29 453,59
1673,8 0,98 328 297 289 36,29 453,59
1895,1 0,98 328 297 289 36,29 453,59
2223,6 0,98 328 297 289 36,29 453,59
2464,1 0,98 328 297 289 36,29 453,59
2777,9 0,98 328 297 289 36,29 453,59
3040 0,98 328 297 289 36,29 453,59
3423,9 0,98 328 297 289 36,29 453,59
3633,5 0,98 339 297 289 36,29 453,59
3933,6 0,98 339 297 289 36,29 453,59
4238 0,98 339 297 289 36,29 453,59
4509,1 0,98 339 297 289 36,29 453,59
4764,1 0,98 339 297 289 36,29 453,59
5015,6 0,78 339 297 289 36,29 453,59
5224,8 0,98 339 297 289 36,29 453,59
5548,8 0,98 339 297 289 36,29 453,59
5789,4 0,98 339 297 289 36,29 453,59
6120,6 0,98 339 297 289 36,29 453,59
6450,1 0,98 339 297 289 36,29 453,59
6750,1 0,78 339 297 289 36,29 453,59
6980,7 0,78 339 297 289 36,29 453,59
7220,9 0,78 339 297 289 36,29 453,59
7598 0,78 339 297 289 36,29 453,59
7919,3 0,78 339 297 289 36,29 453,59






a) F1 Precision Recall b) F1 Precision Recall c) F1 Precision Recall
1 0.998 0.999 0.998 1 0.998 0.998 0.998 1 0.998 0.999 0.997
2 0.996 0.992 0.999 2 0.996 0.993 0.999 2 0.996 0.993 0.998
3 0.998 0.999 0.997 3 0.996 0.998 0.994 3 0.994 0.998 0.990
4 0.964 0.980 0.949 4 0.988 0.979 0.996 4 0.988 0.981 0.995
5 0.951 0.984 0.919 5 0.982 0.983 0.980 5 0.984 0.982 0.986
6 0.971 0.948 0.996 6 0.972 0.946 0.999 6 0.970 0.946 0.994
0 0.589 0.528 0.667 0 0.707 0.783 0.644 0 0.702 0.746 0.662
d) F1 Precision Recall e) F1 Precision Recall f) F1 Precision Recall
1 0.998 0.998 0.998 1 0.951 0.998 0.908 1 0.995 0.995 0.996
2 0.996 0.993 0.999 2 0.996 0.993 0.998 2 0.992 0.992 0.991
3 0.996 0.998 0.994 3 0.994 0.998 0.990 3 0.993 0.993 0.994
4 0.846 0.734 1.000 4 0.848 0.737 0.999 4 0.984 0.970 0.997
5 0.970 0.943 0.998 5 0.984 0.982 0.986 5 0.937 0.888 0.993
6 NaN 0.000 0.000 6 NaN 0.000 0.000 6 0.942 0.890 1.000
0 0.156 0.513 0.092 0 0.634 0.720 0.567 0 0.162 0.382 0.103
g) F1 Precision Recall
1 0.995 0.995 0.995
2 0.994 0.991 0.996
3 0.991 0.994 0.988
4 0.985 0.976 0.995
5 0.979 0.978 0.980
6 0.965 0.937 0.994
0 0.558 0.620 0.508
Figure 54: CSTR dataset including start-up in the PC space 




APPENDIX B: SIMULATED CSTR DATA AND APPROACH PERFORMANCE 
 















0 0,98 323 297 289 45,36 453,59
349,9 0,98 323 297 289 45,36 453,59
534,6 0,98 323 297 289 54,43 453,59
676,6 0,98 323 297 289 54,43 408,23
785,9 0,98 328 297 289 54,43 408,23
984,3 0,98 328 297 289 54,43 408,23
1093 0,98 328 297 289 54,43 408,23
1229,5 0,98 328 297 289 36,29 408,23
1421,9 0,98 328 297 289 36,29 408,23
1552 0,98 328 297 289 36,29 408,23
1734,5 0,98 328 297 289 36,29 408,23
1837,9 0,78 328 297 289 36,29 408,23
1993,3 0,98 328 297 289 36,29 408,23
2131,2 0,98 328 297 289 36,29 408,23
2253 0,98 328 297 289 36,29 408,23
2368,5 0,98 328 297 289 36,29 408,23
2523 0,98 328 297 289 36,29 453,59
2649 0,98 328 297 289 36,29 453,59
2778,6 0,98 328 297 289 36,29 453,59
2971,3 0,98 328 297 289 36,29 453,59
3089,9 0,98 328 297 289 36,29 453,59
3200,6 0,98 328 297 289 36,29 453,59
3364,9 0,98 339 297 289 36,29 453,59
3485,1 0,98 339 297 289 36,29 453,59
3642 0,98 339 297 289 36,29 453,59
3773 0,98 339 297 289 36,29 453,59
3965 0,98 339 297 289 36,29 453,59
4069,8 0,78 339 297 289 36,29 453,59
4219,8 0,98 339 297 289 36,29 453,59
4372 0,98 339 297 289 36,29 453,59
4507,6 0,98 339 297 289 36,29 453,59
4635,1 0,98 339 297 289 36,29 453,59
4760,8 0,98 339 297 289 36,29 453,59
4865,4 0,78 339 297 289 36,29 453,59
5027,4 0,78 339 297 289 36,29 453,59
5147,7 0,78 339 297 289 36,29 453,59
5313,3 0,78 339 297 289 36,29 453,59
5478,1 0,78 339 297 289 36,29 453,59
5628,1 0,78 339 297 289 36,29 408,23
5743,4 0,78 328 297 289 36,29 408,23
5863,5 0,78 328 297 289 36,29 408,23
6052,1 0,78 328 297 289 54,43 408,23
6212,7 0,78 339 297 289 54,43 408,23
6384,6 0,78 339 297 289 54,43 408,23
6507,5 0,78 339 297 289 54,43 408,23
6629 0,78 339 297 289 54,43 453,59
6812,7 0,78 339 297 289 54,43 453,59
6985,9 0,78 339 297 289 54,43 453,59
7153,1 0,98 339 297 289 54,43 453,59
7307,5 0,98 339 297 289 54,43 453,59
7459,1 0,98 339 297 289 54,43 453,59
7618,9 0,98 339 297 289 54,43 453,59
7762,1 0,98 339 297 289 54,43 408,23
7876,9 0,98 328 297 289 54,43 408,23
7985,2 0,98 328 297 289 54,43 408,23
8086,1 0,78 328 297 289 54,43 408,23
8202,4 0,78 328 297 289 54,43 408,23
8325,7 0,78 328 297 289 54,43 408,23
8486,9 0,78 339 297 289 54,43 408,23
8598,5 0,78 328 297 289 54,43 408,23
8759,7 0,78 339 297 289 54,43 408,23
8897,2 0,78 339 297 289 36,29 408,23
Table 22: Noiseless Input Variable Pairings for the Dataset used as training data 






















198,4 0,98 323 297 289 45,36 453,59
307,2 0,98 323 297 289 45,36 453,59
443,7 0,98 323 297 289 54,43 453,59
636,1 0,98 323 297 289 54,43 408,23
766,2 0,98 328 297 289 54,43 408,23
948,6 0,98 328 297 289 54,43 408,23
1052 0,98 328 297 289 54,43 408,23
1207,4 0,98 328 297 289 36,29 408,23
1345,3 0,98 328 297 289 36,29 408,23
1467,1 0,98 328 297 289 36,29 408,23
1582,6 0,98 328 297 289 36,29 408,23
1737,2 0,78 328 297 289 36,29 408,23
1863,1 0,98 328 297 289 36,29 408,23
1992,7 0,98 328 297 289 36,29 408,23
2185,5 0,98 328 297 289 36,29 408,23
2304 0,98 328 297 289 36,29 408,23
2414,7 0,98 328 297 289 36,29 453,59
2579 0,98 328 297 289 36,29 453,59
2699,2 0,98 328 297 289 36,29 453,59
2856,1 0,98 328 297 289 36,29 453,59
2987,2 0,98 328 297 289 36,29 453,59
3179,1 0,98 328 297 289 36,29 453,59
3283,9 0,98 339 297 289 36,29 453,59
3434 0,98 339 297 289 36,29 453,59
3586,2 0,98 339 297 289 36,29 453,59
3721,7 0,98 339 297 289 36,29 453,59
3849,2 0,98 339 297 289 36,29 453,59
3974,9 0,78 339 297 289 36,29 453,59
4079,5 0,98 339 297 289 36,29 453,59
4241,6 0,98 339 297 289 36,29 453,59
4361,8 0,98 339 297 289 36,29 453,59
4527,5 0,98 339 297 289 36,29 453,59
4692,2 0,98 339 297 289 36,29 453,59
4842,2 0,78 339 297 289 36,29 453,59
4957,5 0,78 339 297 289 36,29 453,59
5077,6 0,78 339 297 289 36,29 453,59
5266,2 0,78 339 297 289 36,29 453,59
5426,8 0,78 339 297 289 36,29 453,59
5598,7 0,78 339 297 289 36,29 408,23
5721,6 0,78 328 297 289 36,29 408,23
5843,1 0,78 328 297 289 36,29 408,23
6026,8 0,78 328 297 289 54,43 408,23
6200 0,78 339 297 289 54,43 408,23
6367,2 0,78 339 297 289 54,43 408,23
6521,6 0,78 339 297 289 54,43 408,23
6673,2 0,78 339 297 289 54,43 453,59
6833 0,78 339 297 289 54,43 453,59
6976,2 0,78 339 297 289 54,43 453,59
7091 0,98 339 297 289 54,43 453,59
7199,4 0,98 339 297 289 54,43 453,59
7300,2 0,98 339 297 289 54,43 453,59
7416,5 0,98 339 297 289 54,43 453,59
7539,9 0,98 339 297 289 54,43 408,23
7701 0,98 328 297 289 54,43 408,23
7812,6 0,98 328 297 289 54,43 408,23
7973,8 0,78 328 297 289 54,43 408,23
8111,3 0,78 328 297 289 54,43 408,23
8296,5 0,78 328 297 289 54,43 408,23
8411,7 0,78 339 297 289 54,43 408,23
8531,3 0,78 328 297 289 54,43 408,23
8668,8 0,78 339 297 289 54,43 408,23
8814 0,78 339 297 289 36,29 408,23
Table 23: Noiseless Input Variable Pairings for the Dataset used as testing data 






Figure 55: a) Complex CSTR process data generated using random seed 50 and a minimum steady state 





Table 24: SSD tuning for the complex dataset 
Figure 57: ROC curve obtained on complex CSTR dataset at tuning settings 
described by Table 24, achieving an AUC of 0.963 
Figure 56: Visual SSD results obtained on complex CSTR simulation data 
Window Size (n ) Variables Threshold (θss) Significance (α)




    
Figure 58: Graph of Figure 41 dataset, however with Euclidean distance between modes means not accounted for 














Table 25: Confusion Matrix obtained when analyzing the complex simulated data including transients 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0
1 14325 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30
2 0 10037 0 0 0 0 0 0 0 0 0 0 0 0 0 162
3 0 0 8345 0 0 0 0 0 0 0 0 0 0 0 0 16
4 0 0 0 8199 0 0 0 0 0 0 0 0 0 0 0 33
5 0 0 0 0 6846 0 0 0 0 0 0 0 0 52 0 51
6 0 0 0 0 0 7238 0 0 0 0 0 0 0 1 0 26
7 0 0 0 0 0 0 6920 0 0 0 0 0 0 0 26 2
8 0 0 0 0 0 0 0 4359 0 0 0 0 0 0 0 5
9 0 0 0 0 0 0 0 0 4321 0 0 0 0 27 0 16
10 0 0 0 0 0 0 0 0 0 3691 0 0 0 0 0 27
11 0 0 0 0 0 0 0 0 0 0 4094 0 0 18 0 3
12 0 0 0 0 0 0 0 0 0 0 0 2263 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0 1620 2 0 3
14 0 0 0 0 0 0 0 0 0 0 0 0 0 1151 0 0
15 0 0 0 0 0 0 15 0 0 0 0 0 0 2 817 7











1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0
1 14321 0 0 0 0 0 0 0 0 0 0 0 0 0 0 34
2 0 9958 0 0 0 0 0 0 0 0 0 0 0 0 0 241
3 0 0 8342 0 0 0 0 0 0 0 0 0 0 0 0 19
4 0 0 0 8171 0 0 0 0 0 0 0 0 0 0 0 61
5 0 0 0 0 6851 0 0 0 0 0 0 0 0 0 0 98
6 0 0 0 0 0 7236 0 0 0 0 0 0 0 0 0 29
7 0 0 0 0 0 0 6926 0 0 0 0 0 0 0 18 4
8 0 0 0 0 0 0 0 4355 0 0 0 0 0 0 0 9
9 0 0 0 0 0 0 0 0 4322 0 0 0 0 0 0 42
10 0 0 0 0 0 0 0 0 0 3682 0 0 0 0 0 36
11 0 0 0 0 0 0 0 0 0 0 4089 0 0 0 0 26
12 0 0 0 0 0 0 0 0 0 0 0 1985 0 0 0 278
13 0 0 0 0 0 0 0 0 0 0 0 0 1573 0 0 52
14 0 0 0 0 0 0 0 0 0 0 0 0 0 1107 0 44
15 0 0 0 0 0 0 17 0 0 0 0 0 0 0 820 4
















Figure 59: Graph of Figure 42 dataset, however with Euclidean distance between modes means not 














Figure 62: PC space of the milling circuit containing all data 









Variable Index Variable Description Variable Index Variable Description
1 Hydrocylone 1 Pessure 34 Mill Bearing Temperature 15
2 Sump Level 35 Mill Bearing Temperature 16
3 Sump Flow Promoter 36 Mill To Screen Flow (P-01)
4 Sump Concentration 1 37 Mill Lube Heat Exchanger Temperature 1
5 Sump Concentration 2 38 Mill Lube Heat Exchanger Temperature 2
6 Sump Flow Collecter 39 Mill Lube Heat Exchanger Temperature 3
7 Sump Total Mass Flow 40 Mill Lube Heat Exchanger Flow
8 Pump Current 41 Mill Lube Tank Temperature 2
9 Pump 1 Flow 42 Mill Lube TankTemperature 1
10 Pump 2 Total Mass Flow (P-02) 43 Mill Lube Pump Pressure 1
11 Mill Power To Load Ratio 44 Mill Lube Pump Pressure 2
12 Mill Load 1 45 Mill Lube Pump Flow 9
13 Mill Load 2 46 Mill Lube Pump Flow 10
14 Mill Motor Power 47 Mill Lube Pump Pressure 3
15 Mill Motor Temperature 1 48 Mill Lube Pump Pressure 4
16 Mill Motor Temperature 2 49 Mill Lube Pump Flow 1
17 Mill Motor Temperature 3 50 Mill Lube Pump Flow 2
18 Mill Motor Temperature 4 51 Mill Lube Pump Flow 3
19 Mill Motor Temperature 5 52 Mill Lube Pump Flow 4
20 Mill Bearing Temperature 1 53 Mill Lube Pump Flow 5
21 Mill Bearing Temperature 2 54 Mill Lube Pump Flow 6
22 Mill Bearing Temperature 3 55 Mill Lube Pump Flow 7
23 Mill Bearing Temperature 4 56 Mill Lube Pump Flow 8
24 Mill Bearing Temperature 5 57 Mill Lube Pump Pressure 5
25 Mill Bearing Temperature 6 58 Mill Lube Pump Pressure 6
26 Mill Bearing Temperature 7 59 Mill Lube Pump Pressure 7
27 Mill Bearing Temperature 8 60 Mill Lube Pump Pressure 8
28 Mill Bearing Temperature 9 61 Mill Lube Pump Pressure 9
29 Mill Bearing Temperature 10 62 Mill Lube Pump Pressure 10
30 Mill Bearing Temperature 11
31 Mill Bearing Temperature 12
32 Mill Bearing Temperature 13
33 Mill Bearing Temperature 14





Figure 63: Graph assisting the GMM refining procedure on milling circuit data based on the data 




APPENDIX D: CSTR MODEL PARAMETER DESCRIPTION 
 
Table 28: CSTR Simulation Parameters 
Description Value 
CSTR Volume (𝑉) 1.89 𝑚3 
CSTR Radius 0.78 𝑚 
























Cooling Water Temperature  (𝑇𝑐) 289 K 
























Propylene Glycol Cost Parameter (𝑝𝑔𝑙𝑦𝑐) R 22/kg 









































Reactor Temperature (𝑇) 297 K 
Reactor Feed Temperature (𝑇𝑜) 297 K 
Reactor Cooling Water Temperature (𝑇𝑐) 289 K 




It should be noted that each simulation contains the same initial start-up mode or in other words achieves 
the same initial steady state for a short duration. 
Table 30: CSTR Controller Parameters 
Description Simple Simulation Complex Simulation 
Temperature Controller Integral Time  2 0.5 
Temperature Controller Proportional Gain -10 -10 
Level Controller Integral Time 0.2 0.2 
Level Controller Proportional Gain -20 -20 
 
Table 31: Process Noise and Measurement Noise Parameters 








Inlet Flowrate (𝑉𝑖𝑛) -- -- 0.5  
Inlet Concentration (𝐶𝑎𝑜) -- -- 2.5 × 10
−6   
𝐶𝑏𝑜 -- -- 2.5 × 10
−6   
𝐶𝑚𝑜 --  2.5 × 10




Level -- -- 2 × 10−4 
Outlet Flowrate (𝑉𝑜𝑢𝑡) -- -- 0.5 
𝐶𝑎 -- -- 2.5 × 10
−6   
𝐶𝑏 -- -- 2.5 × 10
−6   
𝐶𝑐 -- -- 2.5 × 10
−6   
𝐶𝑚 -- -- 2.5 × 10
−6   
Feed Inlet Temperature (𝑇𝑜) 0.05 0.7 0.5 
CSTR Temperature (𝑇) -- -- 5 × 10−3 
Cooling Water Temperature (𝑇𝑐) 0.05 0.7 0.5 
Cooling Water Flowrate (𝑚𝑐) -- -- 0.5 
𝐹𝑎𝑜 0.005 0.7 -- 
𝐹𝑏𝑜 0.005 0.7 -- 




Table 32: First Order Disturbance Response Parameters 
Description Time Constant 
Methanol Molar Inlet Flowrate (𝜏𝑀) 10 
Water Molar Inlet Flowrate (𝜏𝐵) 10 
Cooling Water Temperature  (𝜏𝑇𝑐) 8 
Feed Inlet Temperature  (𝜏𝑇𝑐) 8 
Level SP Filter Time Constant 4 
 
Table 33: Low and High Settings of Certain Input Variables for Random Multimodal Data Generation 
Description Low High 

















Cooling Water Temperature 289 K 289 K 
Feed Inlet Temperature 297 K 297 K 
Level SP 0.78 m 0.98 m 
Temperature SP 328 K 339 K 
 
Table 34: CSTR Random Multimodal Simulation Details 
Simulation Details Randomising Seed Minimum Steady State Time Simulation Duration 
Simple CSTR Simulation 
(6 modes) 
60 200 h 8000 h 
Complex CSTR Simulation 
(15 modes) 
50 100 h 9000 h 
 
CSTR Assumptions: 
 No mass transfer effects to the atmosphere 
 Perfect mixing 
 Constant physical properties 
 Negligible shaft work 
 Single irreversible reaction 
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