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Capítulo 1: Justificación del Proyecto 
 
1.1.- Introducción 
El objetivo de este Proyecto Fin de Carrera es la implementación del lazo de control del  
espejo tip-tilt del coronógrafo FastCam
FastCam-Coro es un coronógrafo desarrollado por la Universidad de Cantabria, el 
Instituto de Astrofísica de Canarias y 
instrumento tiene por objetivo la obtención de imágenes de alto contraste y alta 
resolución para la detención de planetas extrasolares.  FastCam
coronografía con la técnica Lucky
significativamente las imágenes coronográficas convencionales. 
La Universidad de Cantabria ha diseñado y construido la parte óptica del instrumento, 
cuyo aspecto es mostrado en la figura 1.




la Universidad Politécnica de Cartagena.  Dicho 
-Coro combina la 

















Figura 1: Mesa óptica y reco
 
El instrumento FastCam-Coro será instalado en el telescopio William Herschel (WHT), 
un telescopio de 4.2 metros situado en el Observatorio del Roque de Los Muchachos del 
Instituto de Astrofísica de Canarias. Al ser este un telescopio 
obtenga a través de él estará aberrada (distorsionada) por los efectos de la atmosfera.
El efecto más significativo que la atmosfera produce sobre el frente de onda proveniente 
de una estrella, es provocar un desplazamiento de l
telescopio. Este desplazamiento se conoce como aberración de tip
la inclinación media del frente de onda.
Para un coronógrafo terrestre la corrección de tip
puede conseguir mediante el uso de un espejo activo (móvil) que corrige en contra
el movimiento de la imagen producido por la atmosfera. Este espejo móvil se denomina 
espejo tip-tilt  y su posición dentro del instrumento FastCam
figura 1. 
La contribución de la UPCT a dicho instrumento ha sido precisamente la 
implementación de la parte electrónica y lazo de control del espejo tip
trabajo ha sido desarrollado en este proyecto, en concreto, la implementación del 
algoritmo de control bajo LabView
tip-tilt consta de un espejo dorado de 25 mm de diámetro montado sobre una plataforma 
de tres actuadores piezoeléctricos de la empresa Physiks Instruments (PI). Dicha 
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rrido de la luz. 
terrestre, la imagen que se 
a imagen en el plano focal del 
-tilt y es causado por 
 
-tilt es absolutamente necesaria y se 
-Coro es mostrada en la 
-tilt. Parte de este 







-tilt.  El espejo 
 -----------------------------------------------------------------------------------------------------------------------------
 
plataforma permite mover el espejo mediante la aplicación de dos tensiones Vx y Vy 
comprendidas entre +-5V. En la figura 2 se muestra en detalle el espejo tip
más plataforma).  
 
En la siguiente sección describiremos el co
 
1.2.- Coronografía estelar e imagen directa de exoplanetas: 
aspectos básicos 
Por definición, un planeta extrasolar o exoplaneta  es un planeta que no pertenece al 
sistema solar, esto es, un planeta orbitando alrededor de una estrella distinta de nuestro 
Sol.  
 
El primer planeta extrasolar fue descubierto en 1995 por Michel Mayor y 
Queloz del departamento de Astronomía de la Universidad de Ginebra. Desde entonces 
y hasta la fecha (septiembre de 2012) se ha descubierto 838 planetas extrasolares. La 
mayoría de estos planetas han sido descubiertos por métodos indirectos, esto es,
obtener una imagen directa del planeta. Estos métodos indirectos están basados en el 
estudio de determinados parámetros de la estrella principal a partir de los cuales se 
puede inferir la existencia de un planeta aunque este no es visto.
 
La primera imagen directa de un exoplaneta se obtuvo en el año 2004, se trata del 
planeta 2M1207 b con 4 veces la masa de 
2012) se han conseguido obtener 31 imágenes directas de exoplanetas.
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Figura 2: Imagen del espejo 
 
ntexto científico del proyecto.
 












Obtener una imagen directa de un exoplaneta es de gran importancia para la 
caracterización de su atmosfera, condiciones de habitabilidad o incluso dilucidar la 
posible existencia de vida. No obstante, la obtención de imágenes directas de 
exoplanetas conlleva una gran dificultad técnica debido a la pequeña separación angular 
y a la gran diferencia de brillo que existe entre la estrella y el exoplaneta. Por ejemplo, 
en el espectro visible, la diferencia de brillo entre una estrella como el Sol y un planeta 
rocoso como la Tierra es típicamente de 9 
que recibimos del planeta recibimos 10^9 fotones de la estrella). Además, para 
exoplanetas en la zona de habitabilidad, la separación angular con respecto a su estrella 
principal es del orden de algunos milisegundos de arco, una separación angular 
extraordinariamente pequeña.
De todo lo anterior, es evidente que para obtener imágenes directas  de exoplanetas es 
necesario un instrumento de muy alto contraste y alta resolució
este problema es el uso de un coronógrafo estelar, como el FastCam
memoria. 
Un coronógrafo estelar es un instrumento que se usa junto a un telescopio. La finalidad 
del coronógrafo es bloquear la luz de la estre
luz del planeta. Para ello se usa una 
óptico entre el telescopio y la cámara científica.  
En el infrarrojo cercano, se han desarrollado coronógrafos junto a sis
adaptativa. Estos instrumentos, instalados en telescopios de clase 8 metros, han logrado 
la detección en la banda citada de Super
Este es el caso de la estrella HD 8799, el primer sistema pla
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Figura 3: Sistema planetario 2M1207b 
 
órdenes de magnitud (esto es, por cada fotón 
 
n. Una posible solución a 
-Coro objeto de esta 
lla principal y dejar pasar tan solo la débil 
máscara opaca o apodizada insertada en el camino 
 
-Júpiters alrededor de algunas estrellas jóvenes. 




temas de óptica 
 -----------------------------------------------------------------------------------------------------------------------------
 
una imagen directa. En la figura 3 se muestra la imagen coronográfica de la estrella HD 
8799 y su sistema planetario de 3 exoplanetas descubiertos en el año 2008.  Obsérvese, 
como la mascará coronográfica ha bloqueado la mayor par
Figura 4
    
Una mejor alternativa científica a la detección en el infrarrojo cercano es la detección en 
el visible. En este rango, la luz reflejada por el planeta puede ser captada con detectores 
ópticos que en general tienen un mejor comportamiento frente al ruido el
mejor eficiencia cuántica. FastCam
trabajando en el visible. Dicho instrumento, será instalado en el telescopio WHT 
durante la campaña de observación de diciembre de 2012.  
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: Sistema planetario visto con coronógrafo 






















Cada uno de los elementos que intervienen en el sistema: cámara, telescopio, atmosfera 
y estrella debe ser completamente modelado. Puesto que lo que pretendemos con el 
presente proyecto es realizar una corrección fruto de las imperfecciones de la atmosfera
debidas a sus corrientes de aire, es necesario que todo aquello que interviene en su 
cálculo y control deba ser convenientemente modelizado físicamente por medio de una 
maqueta del sistema. 
Por este motivo todos y cada uno de las entidades que forman part
integrado  en la mesa óptica en la que se van a realizar los ensayos para diseñar el 
control. Así pues, en el presente 
dispositivos, funcionamiento básico y modo en el que interviene en la captura. 
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2.2.-Elementos disponibles para el control. 
Como se comentó anteriormente el presente proyecto trata sobre el control de un es
Tip-Tilt que modifica la posición del centroide de 
para poder hacerla pasar por un coronógrafo. Para la realización del mismo y la 
simulación del sistema, se ha trabajado con la mesa óptica que se muestra en la imag
siguiente, que simula cada uno de los elementos que intervienen en la captura de 
imágenes del cielo nocturno.
 
Los elementos presentes en la mesa son los siguientes:
 
 · Laser.  
En la imagen anterior no aparece, pero se encuentra
incorporándose al sistema por medio de la misma. Hay dos láseres con el objeto de 
simular un sistema estelar binario, o para recrear el brillo que refleja un planeta y el  de 
la estrella a la que orbita, 
coronógrafo. La composición de los dos láseres en una misma imagen se lleva a cabo 
por medio de un espejo polarizado.
Al igual que las estrellas, este laser genera un frente de onda esférico
hace necesario hacerlo plano para reproducir las condiciones de luz reales. Esto se 
realiza por medio de los colimadores (cabezales a los que se unen los cables de fibra 
óptica amarillos que salen del laser) que hacen paralelos los rayos procedentes de la 
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una imagen aberrada de una estrella 
 
Figura 5: Mesa óptica 
 
 al otro lado de la fibra óptica 








 (figura 6) y se 
 -----------------------------------------------------------------------------------------------------------------------------
 
fuente. De este modo queda totalmente reproducida la estrella y su exoplaneta o estrella 
compañera del sistema. 
Figura 6: Representación de ondas esféricas al paso de un colimador
 · Placa fase.  
Este elemento actúa para aberrar la imagen proveniente del laser 
como lo haría la atmosfera. Realmente es un plástico unido a un motor de CC, de tal 
manera que con su giro hace que la distorsión sea dinámica. El motor que mueve la 
placa fase lleva incorporada una reductora de manera que el giro del mot
lento, pudiendo ser regulada desde 0.1 a 0.01Hz. Aun con esta velocidad es tal la 
aberración que se produce, que en un análisis de la distorsión generada, la frecuencia 
obtenida de la posición del centroide de la imagen es de entorno a 10Hz, y la
variabilidad de unos 40 pixeles tanto en el eje X como en el eje Y.
frecuencia se ha estimado que un periodo de variación del centroide es el tiempo que 
pasa entre 2 máximos locales, quedando entre ellos un mínimo local. Estos máximos y
mínimos son los que aparecen en la representación del error del centroide con respecto 
al Set Point introducido por nuestra placa fase.
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de igual manera a 














 ·Diafragma.  
Este elemento simula el telescopio en sí. 
que llega a la cámara del telescopio depende de la que es capaz de recoger el espejo 
primario, es decir, de su tamaño. Por ser finito y circular se generan una serie de anillos 
concéntricos denominados patrones
la luz y de este modo quedaran reproducidos en nuestra imagen final.
 
 ·Sistema de lentes
A continuación la imagen aberrada se hace pasar por un sistema de lentes con el fin de 
focalizar la luz en el CCD de las cámaras que se emplearan para el control y captura de 
imagen científica. Las lentes que hay en la mesa óptica se encargan de focalizar la luz 
de igual manera a como lo harían las lentes y espejos de un telescopio. 
En la imagen anterior se puede 
continuación del diafragma, el cual se encarga de hacer converger los rayos luminosos a 
un punto focal donde se encontraran las cámaras. Antes de que el haz llegue al destino 
final se dividirá en dos par
segundo sistema de lentes se encuentra antes de la cámara científica y su posición 
relativa viene determinada por el coronógrafo el cual se explicará más adelante.
 
 ·Espejo polarizado
Después el haz de luz se hace pasar por este espejo que divide la luz en 2 haces con el 
50% de fotones cada uno. Esta separación es para poder obtener 2 imágenes de la 
estrella. En un primer momento se pusieron como estarían en el telescopio, una de 
control y una científica, puestas ambas después del espejo y por tanto de su corrección. 
Pero esto hacía que tuviésemos 2 imágenes exactamente iguales, lo cual resultaba 
innecesariamente redundante. Posteriormente se decidió sacar una de las cámaras y 
hacer que le llegara la luz del laser sin corregir, consiguiendo así una 
completa del control del sistema, y poder realizar los estudios que posteriormente se 
mostrarán sobre la bondad del mismo.
 
 ·Coronógrafo.  
Para el estudio de los exoplanetas y para poder ten
directa de los mismos, es necesario eliminar el exceso de luz proveniente de la estrella a 
la que orbitan. Esto se lleva a cabo por medio del coronógrafo, que es una lámina de 
Capítulo 2: Hardware utilizado para el control
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 7: Distorsión del haz por la placa de fase. 
Básicamente limita la luz. La cantidad de luz 




observar 2 sistemas de lentes. El primero, situado
a poder visualizar la imagen en cada una de las cámaras. El 
.  
 









vidrio con un punto opaco. Este punto hace
se quiere observar, de manera que los rayos que emanan de ella no perjudiquen la vista 
directa del planeta.  
Para poder eclipsar una estrella es necesario focalizar los rayos que provienen 
directamente de la misma en un punto, de modo en las inmediaciones del mismo se 
interponga el coronógrafo y así no dejar pasar la luz del centro de la fuente. El hecho de 
interponer el coronógrafo en la trayectoria de los rayos focalizados permite, usar el 
mismo coronógrafo para “eclipsar” estrellas de distinto tamaño aparente. Solo será 
necesario mover el coronógrafo entre la lente y el foco para que quede perfectamente 
ajustado. Obviamente después del foco la imagen  debe ser restituida poniendo una 
nueva lente que colime los rayos y de nuevo una segunda que los focalice en el CCD.
Figura
 
 · Cámara USB. 
La cámara es el modelo DMK 21AU04.AS. En el anexo II se adjuntará la hoja de 
características detallada. De ellas las más relevantes so
• Resolución: 640x480
• FPS: desde 3 a 60
• Profundidad de pixel: 0 a 255
• Imágenes por segundo: Hasta 60
• Ganancia: Amplificación de 260 a 1023
• Tiempo de exposición: de 100
Como se comentará en el capítulo 7
por LabView por lo que fue necesario modificar el funcionamiento del sistema y no se 
pudo trabajar a la velocidad máxima permitida par
cámara permitía era de 60fps está solo
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 que se “eclipse” la estrella del sistema que 
 








µs a 16s 
 hubo problemas en el reconocimiento de la cámara 
a el control. Si el máximo que la 









 · Cámara FireWire
La cámara es el modelo DMK 21AF04.AS. En el anexo III se adjuntará la hoja de  
detallada de sus características. De ellas las más importantes son:
• Resolución: 640x480
• Profundidad de pixel: 0 a 255
• Imágene
• Ganancia: Amplificación de 180 a 1023
• Tiempo de exposición: de 100
En este caso la cámara si fue reconocida por LabView y se le pudieron asignar sus 
propios drivers, haciendo posible que pudiesen modificarse todas sus car
funcionamiento. 
Hay que destacar que también se probaron 2 cámaras Stingray con características 
mucho mejores a las expuestas anteriormente, pero fue imposible poner las dos cámaras 
ya que no eran reconocidas por el software.
que tiene por defecto y no los que instala el CD de las cámaras, manteniendo por este 
motivo unas características similares a las cámaras ImagingSource.
 
 ·Espejo de control
 En el gobierno de este espejo es en lo que estriba el presente proyecto. Este espejo se 
mueve por elementos piezoeléctricos que controlan la posición del mismo. La 
posibilidad de movimientos del espejo es muy reducida y cuando está en 
funcionamiento es visualmente imperceptible. Es capaz de corregir posiciones de menos 
de un pixel en distancias de 20 a 30 cm con respecto al punto focal. Esta precisión es 
posible por el uso de estos elementos para su control y por el amplio rango de voltajes 
que reciben que van desde los 0 a los 100V por piezoeléctrico.
La posición del espejo es regulada por 3 piezoeléctricos en base a unas coordenadas 
triangulares. Los niveles de tensión, cuando salen de la tarjeta de adquisición de datos, 
con niveles de -5 a 5 voltios, pas
coordenadas cartesianas (que van desde los 
para el Y) a coordenadas triangulares adecuadas para el espejo. Los piezoeléctricos 
ponen al espejo en posición de reposo 
intermedia, con sus elementos de gobierno a una tensión de  50V. A partir de este nivel 
de tensión, en cada uno de ellos puede variar desde 0 hasta 100V, aunque de forma 






s por segundo: Hasta 60fps 
 
µs a 16s 




an por una etapa de potencia que convierte de 
-5 a los 5 voltios tanto para el eje X como 







interna se limitarán los niveles de ten
ensayos. Siendo los rangos de salida de +/
Los piezoeléctricos están encapsulados en una estructura metálica que se ancla en la 
mesa óptica y cuya frecuencia de resonanci
dato se obtuvo de un proyecto previo realizado sobre la caracterización del espejo en la 
universidad de Santander. 
Figura 9: 4iveles de tensión y tipo de coordenadas de los elementos.
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En el presente capítulo se hará un estudio de control del espejo. 
modelo físico a un modelo matemático por medio de la interpretación de un diagrama 
de bloques.  
Tras el estudio del sistema, lazos de control y señales que circulan por cada rama, se 
establecerá cual es el mejor control a emplear, y el modo en que las señales entran en el 
espejo para su correcto funcionamiento.
Finalmente se hablará de la primera ele
se emplearon en el desarrollo del control del espejo por Matlab, y los problemas que 
surgieron para descartarlo y buscar un nuevo software para el control.
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 3: Esquemas del control y 
elección del software
Se pretende llevar el 
 
















3.2.- Predefinición del control. Estudio de los ele
intervienen. 
Antes de implementar el código o diagramas en LabView del control final del espejo 
hay que realizar unos estudios previos de cómo se hará dicho control y que factores 
intervienen. Esto permitirá una programación modular por fases in
de las cuales será posible, mediante su integración, un control total del espejo.
La explicación a groso modo del sistema es la siguiente: En primer lugar se tomará un 
cubo (o matriz) de mil imágenes del objeto que se quiere visualizar. Tras ello se 
calculará el centroide de cada una de ellas y la media de los mismos. Con ello 
conseguimos el centroide de referencia o Set Point sobre el que se redirigirán todas las 
imágenes controladas. A continuación se procederá a la captura y control de las 
imágenes nuevas. Lo que se realizará es una captura de una imagen, posteriormente se 
calculará el error con respecto al Set Point, y se enviara al espejo la señal eléctrica 
correspondiente que haga que ese error sea nulo.
Figura 10: Pasos que han de seguir para controlar el espejo
 
El diagrama de bloques que se corresponde con el sistema óptico es en lazo cerrado. 
Esto, conceptualmente, admite la posibilidad de introducir un 
minimizar el error. Se ha utilizado este tipo de controlador por ser muy sencillo y muy 
robusto, características muy interesantes a nivel de programación.
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En el diagrama la rama principal
movimiento del espejo dentro del lazo, y
realimentación, puesto que se calcula 
sistema. El diagrama de bloques es el siguiente:
Figura 11: Diagrama de bloques del sistema como lazo cerrado
En el diagrama se puede observar cómo se realimenta el sistema. La entrada de 
consigna es el Set Point calculado. Este valor permanecerá constante durante todo el 
proceso de control, y solo cambiará cuand
posición de la imagen actual con respecto al Set Point es la realimentación. La 
diferencia entre ambos será el 
PID (se explicará más adelante
admisible por la tarjeta y por el espejo. La señal va entonces al espejo 
imagen final. Esta finalmente 
propios del telescopio) y a la cámar
posteriormente se hablará)
sistema.  
Antes de comenzar con el código a partir del diagrama de bloques es necesario definir 
un poco más las funciones de transf
que circulan por cada línea.
 
3.3.- El diagrama de bloques
En primer lugar hay que mencionar cómo funciona el espejo. 
posición del espejo está regulada únicamente por 3 piezoeléctricos
como un motor de posición
esperar que por tratarse de un motor la parte integral inherente al mismo 
error en estacionario del sistema fuese nulo
espejo y por cómo se calculan las señales de salida aparece un integrador como se 
explica a continuación.  
En primer lugar es muy importante a tener en cuenta es la forma del movimiento del 
espejo, es decir, como es s
aparamenta con la que contamos se hace imposible la comprobación de la respuesta del 
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 engloba el cálculo del error, la salida por tarjeta y
 se considera la entrada del centroide como 




o el objeto a visualizar sea distinto .L
error que se comete. Este error previamente pasará por un 
) y se adecua de manera que sea un valor de tensión 
será capturada por la cámara científica (
a de control (la cámara Andor de la que 
 para realimentar con el nuevo centroide calculado todo el 




. Básicamente actúa 
 pero con diferencias por tratarse de piezoeléctricos
. En efecto por el modo en que opera el 











haría que el 
 -----------------------------------------------------------------------------------------------------------------------------
 
espejo ante entrada a escalón. Para una total 
monitorizado como mínimo a
sistema, pero esto es imposible
Para la supuesta frecuencia natural del espejo, en torno a los 2 kHz
frecuencia de muestreo de 4 a
que a 60Hz de velocidad en el cambio de la señal (y máxima de captura de las cámaras), 
el espejo llega ya en régimen estacionario, por lo que el transitorio es bastante inferior a 
10ms. Según las especificaciones previas que se tienen del espejo, este puede seguir 
señales de hasta 1kHz sin problemas. El único contratiempo que podría aparecer es 
debido a que las señales de control final 
resonancia, y convendría que se alejase a una octava o una década. En cualquier caso la 
frecuencia de resonancia del espejo es modificable cambiando aspectos del anclaje de la 
estructura a la bancada que lo soport
De lo anteriormente citado se extrae que la función de tra
simplemente una constante, que cambia el valor en pixeles que le llega por un valor de 
tensión equivalente que generará el movimiento. Para obtener el valor de esta constante 
es necesario modelar el espejo. Esta caracterización 
saquen las curvas del ciclo de histéresis del mismo.
El segundo aspecto importantísimo de este control es la obtención de la señal del error. 
El error es el valor del centroide de la imagen actual con respecto al Set Point. Esto 
implica que a la hora de enviar la señal al espejo, no puede ser referida al estado de 
reposo, sino que debe ser incremental con respecto al error anterior, es decir, respecto la 
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 debido a que nuestros tiempos de muestreo son de 15ms
, sería necesaria una 
 20kHz. Por tanto, lo único que se ha podido comprobar es 
irán a la mitad de frecuencia de la de 
a. 
nsferencia del espejo es 
se verá más adelante cuando se 
 
 








posición previa. Esto es debido a la forma en que los piezoeléctricos mueven el espejo. 
Estos piezoeléctricos modifican su estructura eléctrica en presencia de un camp
eléctrico cambiando así su volumen. Es por medio del cambio de este volumen por el 
cual se lleva a cabo el movimiento angular del espejo. Como los movimientos se 
realizan a partir del cálculo de errores en imágenes ya corregidas, el movimiento del 
espejo tendrá que referirse de igual manera a estados de tensión anteriores y no con 
respecto a los de reposo. Veámoslo con un ejemplo: 
Para facilitar el ejemplo se va a suponer un espejo con 4 actuadores controlado por 
coordenadas cartesianas (figura 
(actuadores del grupo A sometidos al mismo nivel de tensión y del B también). Además 
consideraré que la función de transferencia del espejo es una constante de valor 
0.1V/pixel. Partimos del estado de reposo
el Set Point en el centro de la imagen, (posición [0,0] de los gráficos). En la primera 
imagen (figura 13) se mide un error en el eje X de 3 pixeles con respecto al Set Point, a 
este error le corresponde un val
espejo los someterá a 50.3V para los del grupo A y 49.7V para los del grupo B. 
Ahora nos centraremos en la segunda imagen sin control incremental. Esta se toma con 
el centroide anterior ya corregido
imagen se calcula un error de 3 pixeles a la derecha de nuevo, la señal de tensión que irá 
al espejo volverá a ser de 0.3V y la de los actuadores será de nuevo de 50.3V para los 
del grupo A y 49.7V para los
segundo error, y al tomar una tercera imagen, el error se suma al anterior, en el caso de 
la figura 13 de 4 pixeles. 
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12) y además solo se va a considerar el control del eje X 
 del espejo, con todos sus actuadores a 50V y 
or de tensión de 0.3V que traducido a los actuadores del 
 por el movimiento del espejo. Si en esta segunda 










Consideramos ahora el caso en el
partiendo de la primera imagen en la que la tensión de los actuadores era 50.3V para los 
del grupo A y 49.7V para los del grupo B. Al tomar la nueva imagen, el error es de 3 
pixeles y la señal de error generad
la anterior, siendo el valor de la salida de 0.6V y las de los actuadores de 50.6V para los 
del grupo A y 49.4V para los del grupo B. De este modo el error está completamente 
corregido, y en la tercera imagen se parte de un error de 1 pixel con respecto del centro 
como se muestra en la figura XX.
necesario que aparezca un integrador, del mismo modo a como lo hace en un motor de 
control de posición. 
Acoplando un nuevo bloque para el control proporcional del sistema, el nuevo diagrama 
de bloques queda como se muestra a continuación:
Figura 14: Diagrama de bloques del sistema real de la mesa.
3.4.- Primeros pasos con Matlab.
En un primer momento el control del espejo Tip
Matlab. Es por ello que los primeros pasos fueron para el control integro del sistema por 
medio de este software.  
En principio no hubo ningún tipo de problema a la hora d
cámaras destinadas tanto a la captura de imágenes científicas, como al control, ni 
tampoco los hubo en la captura de imágenes y su posterior tratamiento matricial gracias 
al Image Acquisition Toolbox de Matlab. El problema llego cu
realizar el control del espejo por medio de las salidas analógicas de la tarjeta de 
adquisición de datos.  
La tarjeta mencionada (NI PCI 6251), cuyas características se adjuntaran al final de la 
presente memoria en el Anexo I
Data Acquisition Toolbox de Matlab. Las salidas analógicas generan unas señales 
eléctricas a la salida de hasta 2Msps, pero esta velocidad solo se consigue introduciendo 
un vector de datos precalculado al bu
sacar datos no es válido, porque en cada iteración se hace necesario calcular el centroide 
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 13: Ejemplo con y sin señal incremental 
 que el error se calcule de forma incremental, 
a es de 3V. Al llevar la señal al espejo, esta se suma a 




-Tilt se decidió que fuese a través de 
el reconocimiento de las 
ando se hizo necesario 
II, no permitía un control rápido, a tiempo real, con el 







de la imagen y enviar las señales pertinentes al espejo de una en una. El proceso de 
introducir los datos en el buffer
en periodos de cómo máximo 500ms, haciendo impracticable la posibilidad de uso de 
Matlab para el control de esta tarjeta en tiempo real.
Cabe reseñar que tanto los códigos para el reconocimiento de c
del ciclo de histéresis del sistema cámaras/espejo, así como la captura de imágenes, 
cálculo del centroide y generación de las señales eléctricas estaba plenamente 
desarrollado en varios scripts de Matlab, y fue por no poder generar
analógicas a la velocidad necesaria por lo que el
Scripts de Matlab para el reconocimiento y control de las cámaras y 
hasta donde se llego con la tarjeta de adquisición de datos se adjunta
 
3.5.- Búsqueda de nuevo software de control.
Después del problema con Matlab se hizo necesario decantarnos por un nuevo sistema 
de control para el espejo que permitiera una captura y control rápido del mismo. Para 
ello se consideraron varias soluciones. 
La primera de ellas, por la velocidad que permitía, fue usar el lenguaje de programación 
C++ directamente, de manera que tras la compilación los problemas de tiempos en lo 
que a cálculo computacional se refiere, se reducirían en gran medi
volvía a surgir era el del control de la tarjeta, por si se volvía a hacer imposible 
conseguir señales analógicas muy lentas.
La segunda solución fue llevar a cabo un sistema de control por medio de electrónica 
dedicada basada en FPGA. 
salida, generando a partir del microcontrolador la señal analógica necesaria para el 
control. Esta solución es bastante más compleja que desarrollar el sistema de control por 
medio de software, y además es sin duda la solución final que debería tener el espejo 
con la cámara Andor (que será la que realice las imágenes para el control del espejo)
control, ya que se exigen controles con periodos de en torno a 1ms. Además, llevar a 
cabo esta solución antes de realizar pruebas para simular el control por medio de algún 
software para observar los detalles del mismo, y buscar una solución optimizada es muy 
dificultoso. 
Como solución al problema del control de la tarjeta se optó por el software de NI 
Instruments, LabView, ya que en el propio software que se instaló con los controladores 
de la misma, se instaló también un LabView Signal Express. Este realizaba unas 
pruebas de testeo a la tarjeta de adquisición y permitía enviarle los datos de salida a la 
tarjeta, aunque no señales en tiempo real, asentándose sobre la plataforma de LabView.
Capítulo 3: Esquemas del control y elección del software
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Elegido el nuevo software para la programación del control se consideró una nueva 
opción, que pronto se descartaría, que fue trabajar con LabView para la salida de los 
datos y con Matlab para la captura de imágenes y para el cálculo del centroide, pero esto 
llevaba problemas asociados tales como el paso de datos entre Matlab y LabView 
asentados ambos sobre Windows y con las limitaciones que ello conlleva, pudiendo ser 
muy dificultoso, o directamente imposible.
Por tanto como solución a la imposibilidad de realizar el control en Matlab se determinó 
que todo el control sería por medio de LabView en su versión de 2010.











Capítulo 4: Primeros pasos en 
pruebas y caracterización del espejo.
 
4.1.- Introducción. 
Una vez superados todos los problemas que aparecieron hasta encontrar el software 
definitivo, comenzamos a estudiar más a fondo LabView. En el presente 
hace una breve introducción explicando su interfaz gráfica y un esbozo de su particular 
método de programación. 
Además como prefacio al control propiamente dicho, se muestran y explican las pruebas 
realizadas para la captura de imágenes, mediante unos 
las características del espejo, se diseñará un programa que lo caracterice para saber si la 
no linealidad en el barrido de su recorrido afecta de manera acusada al control.
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Finalmente se explican los diagramas de una serie de “bloques especiales” necesarios 
para hacer más intuitivo los diagramas finales, puesto que su uso se repite haciendo así 
el diagrama mucho más esquemático
4.2.- LabView y su entorno
LabView es un Software de programación
control de una gran variedad de procesos. Soporta el control de casi cualquier 
dispositivo que se conecte al ordenador y además es capaz de controlar casi cualquier 
proceso en tiempo real. Ad
matemático para operaciones de cálculo que haya que realizar en los controles de 
proceso. 
Si bien, este programa cuenta con la posibilidad de una programación por líneas de 
código, como se realizarí
programación, LabView se diferencia del resto por la posibilidad de realizar una 
programación por bloques de muy alto nivel. Este sistema de programación permite que 
sea una forma muy visual e intuitiva de rea
método de programación varia un poco con respecto al código, pero los resultados son  
exactamente los mismos, ya que aparentemente puede cambiar el orden lógico de 
ejecución con respecto a un sistema de programación por líneas, el desarrollo del 
programa al final es exactamente
El software se compone de una serie de paquetes, como los toolbox de Matlab o las 
librerías de C++ que vienen con los bloques (o funciones) para el control o gobierno de 
los distintos elementos que se pueden conectar al ordenador. Además cada uno d
paquetes viene con software independiente para el testeo o realización de tareas menos 
complejas sobre los distintos elementos. 
 
4.2.1.- Entorno de LabView.
En primer lugar se va a explicar el 
los subprogramas, y a su vez sobre el que se simula el código que ejecutará el 
programad de control requerido.
Al ejecutar el programa básico de 
ventanas son Block Diagram (Figura X) y Front Panel (Figura X)
 
4.2.1.1.- Block Diagram:  
En esta ventana se crea el cuerpo del código, el cuerpo del programa. Esto se realiza por 




 desarrollado por National Instruments
emás permite la posibilidad de utilizar un fuerte aparato 
a en C++, Matlab u otras muchas plataformas de 




programa base de LabView, sobre el cual se asientan 
 





 para el 
e estos 




un tratamiento de las mismas generarán unas salidas. Lo
funciones, y son estos los que crean el código en sí. Existen varios tipos de bloques: 
básicos (bloques utilizados para realizar operaciones básicas como sumas restas o 
comparaciones) de alto nivel (que engloban varios bloques
cálculo de una media) o de muy alto nivel (engloban los bloques de alto nivel como 
puede ser el control de una cámara)
 
La introducción de los bloques al diagrama se realiza por medio de una ventanita 
auxiliar que aparece cuando 
Diagram. 
 
Los tipos de bloques que pueden ser introducidos en el programa según categorías son:
- Programming: Permite introducción de bloques tales como 
matemáticas simples, operaciones lógicas, operaciones booleanas, conteo de 
tiempos, etc. y todo lo que tenga que ver con la programación básica típica de C 
o C++ como por ejemplo los bucles for o las sentencias If
encuentran los bloques de más bajo nivel o más básicos.
- Measurement I/O: En este apartado hay bloques de detección de Flags y puesta 
en sincronía del programa por medio de llamadas para programas de control en 
redes Ethernet. 
- Instrument I/O: Tiene los bloques de re
medida que se puedan conectar al PC por medio de puertos serie, paralelo, USB, 
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Figura 15: Ventana de Block Diagram 
 
. En este apartado se 
 











etc. como pueden ser instrumentos de medida de señales eléctricas tales como 
osciloscopios. 
- Vision and Motion: Contiene los bloques par
como para la adquisición y tratamiento de imágenes. Puesto que es uno de los 
elementos más importantes para el presente trabajo más adelante se le hará una 
descripción más detallada.
- Mathematics: incorpora una gran varie
matemáticas de complejidades muy variadas que van desde una simple suma, al 
cálculo diferencial pasando por el algebra lineal, calculo de funciones u 
obtención de parámetros estadísticos.
- Signal Processing: Los bloqu
señales analógicas. En esta clase encontramos bloques para medida de 
parámetros característicos de señales periódicas y no periódicas además de 
filtros de señal y generación de las mismas.
- Data comunication: Aquí encontramos bloques para el control de sistemas 
conectados en red, así como los necesarios para comunicar distintas aplicaciones 
de LabView. Además contiene algunos bloques para la programación interna de 
los programas tales como variables locales
- Comunication: en estos bloques se permite trabajar con objetos de tipo .net, así 
como aplicaciones con AtiveX habilitado, otros dispositivos de entrada, 
direcciones de registro, direcciones Web y también claves de registro de 
Windows. Este blo
LabView. 
- Control design & Simulation: Este tipo de bloques están destinados a la 
ingeniería de control propiamente dicha. Contiene bloques donde se pueden 
introducir funciones de transferencia, PID, g
- Express: contiene los bloques que NI considera  más utilizados en LabView con 
un acceso rápido. Podemos encontrar bloques de los apartados anteriores.
- Addons: son bloques especiales que implementan los creadores de algunos 
dispositivos para que puedan ser reconocidos por LabView. Por el uso extendido 
que tiene este programa ya son muchas las Webs de fabricantes que incorporan 
en los descargables tanto el software para el reconocimiento del dispositivo por 
medio de LabView, como otra ser
los datos aasentados sobre LabView.
- Favorites: LabView además posee un apartado fuera del Express donde se 
permite al usuario incorporar los bloques que desee.
- User Libraries: LabView no solo posee sus bloques 
que los usuarios creen los suyos. Por ejemplo si en un programa se necesita que 
varias veces se ejecute un conteo del 1 al 1000 no es necesario copiar la misma 
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4.2.1.2.- Front Panel:  
 
En esta ventana es donde el usuario interactúa con el programa. En muchas ocasiones es 
necesario que al ejecutarse el programa se pida una serie de datos o parámetros para el 
funcionamiento del programa o mostrar datos o graficas de resultados del mismo. Todo 
ello aparece en la ventana de Front Panel. Un símil del programa en su conjunto puede 
ser una radio. Block Diagram sería como se presenta la circuitería interna de la radi
que se encarga del funcionamiento de la misma. Front Panel sería 
interactuar de la radio, donde seleccionamos el dial y donde escuchamos la música. 
 
 
De igual manera que la ventana anterior tenemos 
esta ventana. En este caso tenemos:
- Num Ctrls: son los elementos para que el usuario del pro
parámetros necesarios para su funcionamiento.
- Buttoms: son controles binarios que pueden ser tipo switc
- Text Ctrls: entrada de datos al programa de cadenas de caracteres
- User Ctrls: en este apartado encontramos los controles realizados por el usuario.
- Num Inds: son los indicadores numéricos para visualizar los resultados.
- Leds: visualizan resulta
- Text Inds: son indicadores de cadenas de caracteres




con lo que podemos 
Figura 16: Ventana de Front Panel 
distintas categorías de actuación sobre 
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4.3.- Ejemplo de uso de LabView. 
Para un mejor entendimiento del funcionamiento del método de programación por 
bloques a continuación se muestra un ejemplo sencillo. En este ejemplo se introducirán 
2 números y se visualizara en cuatro indicadores el resultado de su suma, resta, 
multiplicación y división.  
Para ello en primer lugar es necesario introducir en Front Panel lo controles donde se 
introducirán los números, así como los indicadores numéricos. Para introducirlos 
únicamente hay que seleccionarlos del menú y arrastrarlos a la ventana
Figura 
Tras la introducción de los controles e indicadores la ventana de Front
Diagram quedan como se muestra en la figura siguiente. En este ejemplo se han 
introducido varios tipos de indicadores para mostrar algunas de sus posibilidades. 
Aparte de los que se muestran a permite la creación de nuevos tipos de indicadores de 
forma grafica. Además hay que destacar que no solo existen indicadores que muestren 
datos numéricos sino que también se pueden mostrar caracteres, 
etc. en definitiva existen indicadores para cualquier
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Figura 18: Algunos indicadores y controles en Front Panel y su vista en Block Diagram
Una vez introducidos en Front Panel los distintos elementos, se generan de forma 
automática los bloques para la conexión en el Block Diagram. De Block Diagram 
que destacar el borde de los bloques así como el color de los hilos de conexión. Según 
el color que tenga el cable o borde del bloque será el tipo de dato que por el transcurre. 
Se puede observar como el naranja se reserva apara datos Double, el azul p
con o sin signo, naranja doble para arrays numéricos, etc. En este ejemplo se hará un 
cambio de tipo de dato para la visualización en indicador de barra.
Del mismo modo a como se procedió antes se hará para la introducción de bloques de 
Block Diagram. En cada uno de ellos (+,
entradas  a los datos que llegan desde los controles de Front Panel.
Figura 19: Menú desplegable de Block Diagram
Antes de correr el programa hay que mencionar los tipos de ejecución de programas que 
hay. El primero de ellos, representado por una única flecha, ejecuta el programa solo 
una vez desde el principio hasta el final. 




-,* y /) se han cableado cada una de sus 
  
 y diagrama ejemplo.
 















haya terminado el programa
para. El segundo método es el representado por dos flechas. Este ejecuta el pr
una y otra vez, por lo que si cambiamos en cualquier momento los números de los 
controles se verá afectado de forma inmediata el resultado. El tercer modo es para la 
depuración de errores y se hace activando la casilla con la bombilla de Block Diagr
En este modo se ve como circulan las señales por los hilos de forma lenta
y se ve el tipo de datos que circulan, y si es numérico o booleano lo muestra. De esta 
forma se hace muy fácil la detección de fallos en el programa. 
Figura 20:
La imagen que se muestra es del modo de ejecución lento para la depuración de errores. 
Como se observa en ella se puede ver sobre cada línea el valor numérico del dato que 
circula por ella. 
Una vez explicada la metodología de programación y haber dado unas pequeñas 
pinceladas sobre su funcionamiento más básico se abordarán las estrategias para el 
control del espejo y su traducción al diagrama de bloques.
 
4.4.- Detección de dispositivos en LabView
Antes de comenzar con el diseño del control es necesario que LabView detecte todos los 
elementos necesarios para el mismo, que en este caso son la cámara y la tarjeta de 
salida. En el comienzo del proyecto se emplearon dos cámaras de la marca Imaging 
Source, una firewire y otra USB. Estas cámaras vienen con sus controladores vía CD 
para el correcto funcionamiento en el PC, pero cuando se reconocen con LabView es 
necesario asignarle los unos drivers propios de este software para poder comandar tanto 
la cámara como la tarjeta y para poder modificar 
funcionamiento. 
La asignación de estos nuevos controladores se llevan a cabo en NI
Automiation. Para ello hay que acceder a este programa que por lo general se instala
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la vez que LabView. El NI
de reconocer y configurar los dispositivos que el programa general debe manejar.
Como se dijo anteriormente LabView tiene a parte del programa base algunos 
subprogramas para el reconocimiento de los distintos 
conectar o para hacer alguna manipulación de datos que no se permite en el programa 
base, así como el cambio de características internas en los dispositivos conectados al 
ordenador y reconocidos por LabView
de adquisición es necesario instalar los paquetes de NI
respectivamente. Instalados estos elementos ya se pueden reconocer estos elementos en 
el NI M&A. 
Al ejecutar el Measurement & Automation de NI lo que se observa es la ventana de 
gestión, donde podemos navegar tanto por los dispositivos conectados al PC como por 
el software y controladores instalados para su correcto manejo.
ventana se muestra en la figura siguiente:
 
Antes de comenzar con el control de la cámara y dar valor a sus parámetros desde el 
M&A hay que asignarle unos 
poder modificar todos los atributos de la cámara.
Me gustaría hacer mención en este apartado
serias dificultades que tuvimos para reconocer las cámaras con LabView,
cantidad de controladores y paquetes asociados a LabView
para el reconocimiento de las cámaras. Esto fue debido a que al parecer cuando en 
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M&A se le asignan al elemento los controladores de NI ya no es reconocido por
propio software del elemento, pero s
cuando esto sucedía en LabView no se podía cambiar ningún atributo. Por este motivo 
se tuvieron que instalar varias versiones del Vision Asistant Software
que se asienta el NI-IMAQdx
versiones del NI-IMAQdx (hasta la versión 3.5) tras varios días de pruebas al final se 
consiguió que funcionase correctamente la cámara FireWire, mientras que la USB qu
funcionaba con los drivers básicos de LabView solo se p
En  el uso de las cámaras en LabView es desde el M&A donde se definen los 
parámetros de captura básicos de la cámara. En la siguiente imagen se puede ver una 
imagen del M&A y de algunas opciones que permite cambiar en la captura.
imagen anterior no se corresponde con los parámetros de las cámaras que se usaron en 
la mesa óptica aunque es muy parecido)
En la figura 5, en las pestañas de abajo aparece una denominada “Acquisition Atributes” 
que es para cambiar la configuración de los parámetros básicos de 
cámara. Entre estos son modificables la profundidad de bit, imágenes por segundo y los 
más importantes que son la ganancia y el tiempo de exposición, aunque estos como se 
verá más adelante se configuraran directamente desde Front Panel en tiempo real para 
observar sus efectos sobre la imagen adquirida.
Además en los atributos de adquisición se puede
profundidad del pixel (aunque en nuestro caso es fija y de 8 bits)
transmisión de datos, el rechazo de la primera imagen, y otros parámetros de la
como el brillo y el parámetro
 
4.5.- Ejemplo de captura de imagen.
Para no desviarnos más adelante de la explicación integra del control y las estrategias 
que se llevaran a cabo para ello, antes se explicarán los diagramas necesarios para la 
captura de imágenes, así como la modificación de los parámetros necesarios para la 
captura. 
Para ello, en primer lugar se va a crear un programa que sirva para capturar imágenes. 
Cuando se usa el bloque de Block Diagram este permite varias opciones de captura de 
imagen en un único bloque, de forma integrada, y genera la estructura
que permita ejecutar la opción deseada (según el 
un bucle For y si es infinito un While) En la 
captura. 
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En  la primera de ellas únicamente toma una imagen. El proceso de captura de una única 
imagen y repetirlo de forma indefinida para cubrir nuestros intereses no es práctico por 
el modo en que se almacenan las imágenes con este tipo de captura. 
Los pasos internos que realiza el programa para la captura de una imagen son los 
siguientes: en primer lugar se crea un objeto donde se guardara la matriz que contiene la 
información de cada pixel. Después se inicializa la cámara enviándole los atributos para 
la captura. Luego se envía la señal de trigger para que capture la imagen, se envía la 
imagen al PC, se almacena en el objeto, se visualiza y finalmente se borra el objeto. En 
este proceso lo que más tiempo tarda es la creación y destrucción del objeto así como 
inicialización de la cámara (todo ello en torno a 0.5s). En el caso de que se quisiera una 
captura de muchas imágenes se volvería a repetir todo el proceso por lo que únicamente 
se podrían tomar imágenes a una frecuencia de 2Hz, lo cual es impracticable
nuestras especificaciones. 
 Figura 22
El siguiente tipo de adquisición es el denominado 
postprocesado. Este es el que se usara en el código del proyecto pero de forma 
modificada para una captura y tiempo de procesamientos menores. Este realiza todo el 
proceso anterior pero solo inicializa la cámara crea y destruye el 
En el mismo objeto se van almacenando cada una de las imágenes
dimensiones que van a ser visualizadas o tratadas en un mismo buffer sin llegar a 
destruir el objeto.  
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En este caso el tratamiento posterior que se haga
propia captura. En este caso en el buffer de salida 
almacenando mientras se trataba la imagen anterior. Por este motivo este bloque permite 
la posibilidad de tratar únicamente la 
resto. Este método de captura de imágenes se modificará un poco en el control con 
respecto al que da el programa y se verá más adelante.
Los siguientes métodos de adquisición son una finita con proceso en línea
tiempo de captura, o bien un posprocesado de un paquete de N imágenes en un bucle 
posterior. 
Seleccionado el tipo adquisición deseado se procede a la configuración de los 
parámetros de la cámara. Esto 
Aquí se puede modificar parámetros tales como la ganancia, Brillo, Tiempo de 
exposición y Gamma. Estos valores pueden ser fijados de forma manual o automática. 
Además si se habilita la forma manual en la siguiente ventana se permite un po
control desde el programa de LabView de estos parámetros de manera que puedan 
cambiarse mientras corre el programa desde el Front Panel. Importante destacar que 
todo lo que se ha comentado de este bloque no se configura desde LabView, sino que, 
una vez se introduce el bloque de captura,  automáticamente se abre una ventana del 
Vission Assistant para configurar la cámara. La integración de los subprogramas en 
bloques de LabView dan una mayor rapidez a la hora de programar, permitiendo aun así 
control de los dispositivos a partir de bloques de bajo nivel para poder configurar
placer aunque de forma un poco más compleja cada uno de los dispositivos.
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La imagen siguiente muestra la imagen de la ventana final de 
eligen cada uno de los elementos que el usuario quiere que se puedan configurar desde 
el programa principal mientras este está ejecutándose. Además permite generar una 
serie de indicadores, como del número de imágenes y de los fps.
 
Figura 24: Ventana de selección de visualización de Front Panel
 
Lo que se genera tanto en Block Diagram como en Front Panel es lo siguiente:
Figura 25
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A la izquierda tenemos el cuadro de Front Panel donde se visualizará la captura de la 
imagen a la derecha el bucle que repite el proceso de captura y que internamente tiene 
implementado el bloque de captura de imagen como grabación, es decir, manteniendo el 
mismo objeto. Como se puede observar por tratarse de una secuencia indefinida de 
imágenes el bloque se encuentra dentro de un bucle While. El programa se ejecutará y 
parará cuando se pulse el botón de Stop que hay en Front Panel, o bien al botón de 
parada del programa. El resto de entradas que aparecen en Front Panel y que se ven 
reflejadas en Block Diagram son para el control de la Ganancia y del tiempo de 
exposición que serán los únicos parámetros que variaremos en lo sucesivo.
Para el proyecto se procederá 
LabView de la librería “Vision and Motion” que ha aparecido tras la 
paquete NI-IMAQdx y del “Vision Adquisition Software”. Los distintos bloques de la 
librería que se van a utilizar se muestr
En estos bloques se encuentran los necesarios para la captura de imágenes así como para 
la visualización de una secuencia. En la imagen siguiente se muestra un diagrama de 
bloques que realiza las mismas funciones
diagrama anterior. Básicamente la captura de la imagen la haremos directamente con los 
bloques de más bajo nivel necesarios para ello, sin recurrir a los generados por el 
Vission Assistant. De este modo es posible eliminar 
ralentizar el programa. 
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an en la ventana siguiente. 
Figura 26: Vista del menú desplegable. 
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Figura 27: Vista del esquema final de captura y visualización en Front Panel.
Como se comento con anterioridad para realizar las capturas de las imágenes es 
necesario en primer lugar inicializar la cámara y crear un objeto. La inicialización de 
esta se lleva a cabo por medio del bloque primero cuya entrada es el nombre de la 
cámara, Cam3. LabView ya tiene reconocida la cámara en M&A por lo que solo 
referenciando su nombre el programa sabe
bloque al que le llega el nombre de la cámara es el que tiene en el cuerpo IMAQ. Este 
crea un objeto matricial tridimensional capaz de albergar paquetes de imágenes, cuya 
extensión en filas, columnas y tamaño de paquete aun no están definidos, pero si tiene 
reservado un espacio en memoria. Este objeto va directamente al bloque que está en el 
interior del While. 
De la salida del bloque de inicialización sale una línea común que acompañar
los hilos que conecten bloques de esta cámara junto con el del cable de error. Este hilo 
de sesión manda la información de que la cámara ya esta inicializada, por lo que los 
bloques posteriores pueden iniciar su proceso
programa ordenando la ejecución del mismo
configuración de la captura. Este bloque debe ejecutarse antes de la configuración de los 
atributos para que el programa tenga constancia de los registros de 
que modificar para que la adquisición sea de la forma deseada. Con esto el programa ya 
sabe que atributos de la cámara son modificables. Justo a continuación de este bloque 
están los Porperty Node. Estos elementos por lo general entran 
de los dispositivos a los que se refiere, modificando algunos de sus atributos. A estos 
nudos de propiedades les debe llegar la sesión iniciada del dispositivo al que tienen que 
cambiar alguna propiedad así como el nombre de la mis
nombre de la propiedad se le introduce por medio de una cadena de caracteres constante 
(puesto que va a hacer referencia siempre al mismo atributo) mientras que el valor le 
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vendrá desde un control en Front Panel para que s
imagen a la misma vez que se modifican los parámetros de captura. 
En este caso se ha incluido en Front Panel la posibilidad de modificar, tanto la ganancia, 
como el tiempo de exposición.
La elección de estos valores se ha
fotones que le lleguen al CCD desde el laser. Conviene que la imagen no sature ya que 
si así fuera se perdería información de los pixeles que pueden contener más de 255 
cuentas, quedando modificado as
mantener el valor máximo de cuentas de la imagen entre 100 y 200 pixeles, de manera 
que el cálculo del centroide sea lo más fiable posible
esté saturado, sino porque nos e
CCD. Además para que la imagen sea lo 
ganancia a su nivel mínimo. Esto es debido a que el sistema electrónico de 
amplificación que lleva la cámara hace que también
cuentas en pixeles donde se hayan generado por efectos térmicos, conteniendo la 
imagen pixeles con niveles de cuentas distintos de cero sin que a ellos haya llegado luz
Esto es, se amplifica una serie de errores que al final
centroide como la imagen final
a 180 para la cámara USB y de 230 para la cámara FireWire (niveles mínimos) y 
tiempos de exposición de 2
Aunque no se ha mencionado aun el cableado del hilo de error es muy importante, sobre 
todo a la hora de realizar las primeras ejecuciones del programa para saber donde 
producen fallos de ejecución
elemento del programa ha fallado. 
Todos los cables anteriormente citados (sesión, objeto imagen y error) van dentro del 
bucle While y se conectan al bloque Grab. Este bloque se dedica a capturar imágenes y 
a almacenarlas en el apartado de memoria correspondiente con los p
captura definidos en los Property Nodes y con  los atributos de la cámara (como 
velocidad de transferencia o imágenes por segundo) definidas previamente en el M&A.
Cada vez que se ejecuta el bucle se extrae la 
muestra en Front Panel. 
Hay que destacar un detalle y es que la cámara está configurada para trabajar a 60fps. 
Eso implica que podrá sacar imágenes cada 15ms. En el proceso de tratamiento de la 
imagen, cada acción que se quiera realizar lleva con
que si este excede de los 15ms la velocidad del sistema no se verá limitada por la 
cámara sino por el software. Por este motivo hay que optimizar al máximo los procesos 
que se han de llevar a cabo
ralentizar el control. 
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El bucle While está gobernado por un botón de Stop que lo parará cuando el usuario lo 
desee. Esto hará que continúe el programa por los dos últimos bloques. El primero de 
ellos cierra la sesión de la cámara, y el segundo muestra los mensajes de error. Hay que 
destacar la importancia de parar el programa por medio del botón Stop y no por el de 
paro de programa. Si se hace con el botón de Stop, te aseguras de que el bucle While 
termina y que la sesión de la cámara finaliza. Si se para con el botón de paro de 
programa, la ejecución se corta en cualquier punto, por lo que es posible que la sesión 
de la cámara no finalice y en la próxima ejecución del programa de error.
Este es el método por bloques bá
imágenes en el proyecto, tanto para el Set Point como para el control y cálculo del 
centroide. Hay que mencionar también que solo se han introducido los controles de 
Ganancia y Tiempo de Exposición pero se po
Gamma como la posibilidad de que todos ellos fuesen automáticos.
 
 
4.6.- Ejemplo de control de la tarjeta de adquisición de datos.
Es el segundo elemento importante del control ya que de él depende la señal  que le 
llegará al espejo. Las características más importantes de la tarjeta son su velocidad de 
envío de señales y la precisión de la misma. Como se verá más adelante la precisión de 
la tarjeta va íntimamente ligada a la constante proporcional del espejo que relacio
incrementos de pixeles con los incrementos de tensión. 
Como ya se comento para que LabView reconozca la tarjeta de adquisición (NI 6251) es 
necesario instalar el paquete de control de tarjetas PCI. Este es el denominado 
NIDAQmx. Este paquete permit
el tipo de conexión al PC. A partir de la instalación en el M&A de LabView se permite 
reconocer cada elemento 
paquete se pueden controlar: Tar
mismos conectados por PCI, tarjetas conectadas por USB, Tarjetas en la misma red 
Ethernet y tarjetas conectaras en equipos remotos comunicando ambos equipos por 
medio de LabView.  
Para comprobar cómo funcionaba la tarjeta y ver si realmente se ajustaban los tiempos 
de salida de datos con los necesarios para el proyecto se realizaron 2 sencillos 
experimentos. La finalidad de los mismos era por un lado ver como se tenía que incluir 
en un diagrama de bloques, y también para comprobar su funcionamiento.
Hay que reseñar que no se obtuvieron imágenes de las pruebas con la tarjeta de 
adquisición, pero se explicará cual fue el experimento y se mostrarán sus esquemas. Las 
imágenes que habría que mostrar son de la
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la señal de salida de la tarjeta. Aun así se incorporaron en LabView unos displays de 
señal que mostrarán como eran las señales generadas a la salida.
El primer experimento que se realizó fue una prueba de sal
alternante de entre +/-5V generada a partir de unos bucles for. Los esquemas de 
generación de la señal triangular que se aplicará son idénticos, salvo por los niveles de 
tensión, que se emplearán para la caracterización del espe
explicarán ahora de forma superficial, ahondando 
caracterización. 
El esquema del experimento el LabView se muestra en el anexo III debido a su 
extensión. En él aparece un gran bucle while en el que hay anidados 3 bucles for. A 
grosso modo lo que hacen es lo siguiente: el primer bucle genera una señal en rampa 
que va de los 0 a los 5V en el 
segundo de ellos lleva la señal desde los +5V a los 
primero. El tercero, lleva de nuevo la señal desde los 
consigue con el bucle While en el que se asientan es que no cesen de generarse estos 
patrones de señales de manera que quede una señal triangular entre los +/
genera mientras no se pulsa el botón de Stop.
Las señales que se generan son las que se muestran en la siguiente imagen que no es 
más que una imagen de Front Panel de los visualizadores que se in
comprobar si la salida de la tarjeta seguía a la salida de LabView.
Figura 28: Vista de la rampa generada para la salida de la tarjeta.
 
Estas señales fueron monitorizadas
de 1Msps y eran totalmente seguidas por la tarjeta. 
lleva un bloque que permite el control de la velocidad de simulación. Este bloque es el 
que aparece en la esquina inferi
interior un metrónomo. Junto al mismo hay otro bloque que lleva en su interior un 
cronómetro. Esto hace que cada bucle for se ejecute cada vez que el cronometro, que 
lleva el conteo de tiempos del pr
múltiplo del número que aparece conectado como constante al bloque del metrónomo. 
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Esto quiere decir que como LabView se asienta sobre Windows tiene una velocidad de 
ejecución de 1ms por operación, por tanto e
pues cuando el cronometro tenga en su interior un múltiplo de 10 ejecutará una nueva 
iteración. Por tanto el bucle for ejecutará un escalón cada 10ms, por tanto cada rampa 
tarda 500ms y el total es de 2 seg. Est
0.5Hz. 
Viendo que la salida era satisfactoria, se intento generar a la salida un patrón de señales 
que pusiera las posibilidades de que disponemos al límite. Para ello se creó el diagrama 
de bloques que se muestra a continuación.
Figura 29: Esquema de generación de patrón arbitrario de señales.
 
Lo que se consiguió con este Diagrama de bloques es generar por medio del bloque 
representado por los dados de la izquierda una señal arbitraria entre 0 y 1. A 
se le resta 0.5 para centrarla en 0 y que recorra valores de 
multiplica por 10 para que tome valores entre 
tarjeta de adquisición a la frecuencia máxima permitida por LabVi
En la figura siguiente se muestra una señal arbitraria generada por el diagrama y 
representada en Front Panel. En ella se puede ver como realmente se genera una señal 
que no sigue ningún patrón, moviéndose de forma 
señal fue monitorizada por el osciloscopio a la salida de la tarjeta y se constato por 
medio de una captura de pantalla del mismo que la señal de salida seguía exactamente al 
generado en LabView.  
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Hasta ahora se ha comentado como se probó la tarjeta de adquisición pero no como se 
configura desde LabView. La configuración de la misma no tiene 
Una vez introducido el bloque DAQ Assistant de la librería de NI
forma automática una nueva ventana, que se muestra en la figura siguiente, en la que se 
selecciona tanto si se quiere generar o recibir 
En nuestro caso la señal que queremos generar es de tipo analógico. Seleccionado el 
mismo se abre una nueva ventana con los parámetros configurables,
la figura 26.  
En ella aparece en la parte superior una tabla en la que pueden introducir los valores 
manuales que queremos que saque por la tarjeta para las pruebas inici
la parte central aparecen los canales que se van a configurar, este es el caso del canal Y. 
A la derecha de esta aparece la configuración del rango de voltajes que se van a emple
y que en caso de superarlos 
Finalmente en el menú desplegable inferior, de Timming settings se elegirá el modo en 
el que se generarán las señales. Estas pueden ser una única señal repetida N veces, 
señales continuas o, como en nuestro caso, una única se
demanda desde LabView. 
Figura 31: Ventana de selección del tipo de salida por la tarjeta.
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Por último, con respecto a la tarjeta, hay que resaltar el modo en que se para el 
programa cuando se rebasa uno de los limites de salida impuestos. Como se ha dicho el 
programa se para generando una ventana de error, siendo la parada súbita. Esto quiere 
decir que si esto sucede cuando en el programa 
se interrumpirá estén como estén el resto de bloques. Por tanto cuando esto sucede 
durante una adquisición de imágenes el programa la corta pero sin cerrar la sesión de 
cámara. Así pues, cuando el programa lo volvemos a 
error, puesto que se estará intentando abrir una segunda sesión, sin haber cerrado la 
anterior. Por tanto para cerrarla o bien se reinicia LabView, con los costos de tiempo 
que eso implica, o bien se crea un diagrama auxiliar
sesión. He creído conveniente reseñar esto debido a los terribles dolores de cabeza que 
nos dio cuando apareció este error por primera vez.
 
4.7.- Bloques especiales
Como se comentó LabView no solo trae los bloques pro
subprogramas para el control de dispositivos especiales, sino que permite la posibilidad 
de crear nuevos bloques o SubVI. Estos nuevos bloques, que no son más que diagramas 
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de bloques que se agrupan en uno solo, son como las func
una librería de C++ o las funciones
Su creación tiene la finalidad de englobar operaciones que son de cierta envergadura a 
la hora de programar y que se van a repetir en muchas ocasiones durante la ejec
los programas. Englobando funciones que conceptualmente se conocen hace que el 
programa quede visualmente más intuitivo y conceptualmente más claro. Los bloques 
que se han creado y que se usan para todos los programas son para la conversión de una
imagen en una matriz y para el cálculo del centroide. 
La necesidad de crear un bloque especial para el tratamiento matemático de imágenes es 
porque cuando se adquiere una imagen y se almacena en el objeto, esta no se interpreta 
como una matriz numérica 
conjunto de pixeles al que puede aplicar una serie de tratamientos propios y exclusivos 
de los objetos imagen. Entre estos tratamientos no se encuentra el cálculo del centroide, 
ni la posibilidad de hacerlo de forma directa, ya que este cálculo habría que hacerlo con 
un elemento numérico aceptado matemáticamente por LabView, pero no sobre una 
imagen. Es por este motivo por lo que hay que convertir el objeto imagen en una matriz 
numérica con valor en su
matemáticas con ella. 
 
4.7.1.-Bloque Im_2_Mtrx.vi
El bloque creado es el Im_2_Mtrx.vi. A continuación se presenta tanto el bloque como 
el diagrama que engloba. 
Figura
El bloque tiene una única entrada y una única salida. Como entrada tiene una tipo 
imagen y como salida una matriz. Básicamente lo que realiza es recibir una imagen, que 
llega a un bloque denominado Cast Image. En este bl
formato de la imagen en caso de que esta no esté en el formato correcto. Para nuestro 
cálculo del centroide, que sea apropiado para la imagen que tenemos esta debe estar en 
escala de grises, con una profundidad de 8 bits y sin
de una constante que se crea directamente en el pin de entrada inferior del bloque como 
se muestra en el diagrama. Generado el control él solo genera una lista con todas las 
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 33: Diagrama y vista del bloque Im2mtx 
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posibilidades de imagen que admite este bloque
imagen con un nombre (usando para ello la entrada pertinente) así como definir sus 
dimensiones. Si estas quedan sin definir, 
este tendrá las dimensiones de la imagen de entrada 
Del bloque anterior la imagen con el formato adecuado pasa a  otro que la pasa a un 
array numérico de 2 dimensiones. Existen diferencias entre el array numérico y la 
matriz. Principalmente en las operaciones que se pueden hacer con ellos, mient
una matriz es un elemento puramente 
que pueden interpretarse de formas distintas. El bloque  que convierte la imagen en un 
array de valores, puede sacar los datos tanto con 8 bits de profundidad como c
tipos de datos. Antes de calcular el centroide es necesario convertir este array en una 
matriz para que el programa pueda realizar las operaciones. Para ello hay que introducir 
un elemento denominado Array to Matrix con una única entrada y una úni
salida ya será por tanto la salida del bloque que hemos creado.
Para la conversión de un diagrama de bloques en un único bloque es necesario 
seleccionar todos los elementos que se quieran englobar y darle a la opción en el menú 
“Edit” llamada “Create a New SubVI” y se genera automáticamente el nuevo bloque. Es 
posible modificar, como se puede observar en la imagen anterior su apariencia 
pudiendo, tanto dibujar su aspecto, como definir la disposición de los pines de entrada y 
salida. Para ello hay que hacer doble clic en el bloque creado y cliquear en su imagen 
que aparecerá en la esquina superior de la ventana
Una vez definida su función, así como su aspecto ya se podrá acceder a él desde el 
menú “Select a VI” de la ventana de 
seleccionar la localización donde se guardó y aparecerá el bloque diseñado.
4.7.2.-Calculo del centroide
El siguiente bloque también tuvo que ser definido debido a la gran cantidad de veces 
que se usa en todos los programas de LabView. Este se encarga de calcular el centroide 
de la imagen, previamente definida como matriz, y devuelve el valor de la localización 
del pixel que es el centro de masas de la imagen.
Para obtener el centroide de la imagen hay que multipl
cuentas de cada pixel por su posición y sumar todos los resultados. Una vez hecho se 
divide todo por el valor de la suma de todas las cuentas de los pixeles de la matriz. 
este modo obtendremos el centro de masas en pixel
Sus expresiones son: 
x
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Esta expresión llevada al diagrama de bloques de LabView queda como se muestra a 
continuación: 
Figura
Como se observa en la figura la entrada al diagrama es una matriz de números reales, de 
valores entre 0 y 255. El producto de la posición de cada elemento con el 
cuenta de cada pixel se realizar
tienen la misma función. 
Antes de pasar a explicar el funcionamiento de los diagramas, hay que aclarar que 
existen varios tipos de entradas a los bucles for que lo harán operar de distinta manera. 
Si su entrada es un número constante el bucle for tomará 
permanente y se ejecutará tanteas veces como lo indique la constante que hay cableada 
al número de iteraciones del bucle. Por otra parte, si su entrada es un array de una 
dimensión, el bucle for tomará en cada iteración, como en
que se encuentra en la posición de la iteración actual del bucle. Además el bucle se 
ejecutará tantas veces como elementos tenga el array, sin necesidad de que le sea 
indicado. Por último si el array es de 2 dimensiones, es dec
dimensión MxN, el bucle se ejecutará M veces tomando como entrada como un array 1
D de N elementos.  
En nuestro caso los datos que llegan al primer bucle son de tipo 2D y las que este toma 
como entrada en cada iteración son 1D. E
segundo bucle anidado, de manera que este en cada iteración toma como entrada 
independiente el elemento i
De este modo el primer bucle separa los M arrays de 
elementos de cada uno de ellos. Por tanto el número de ejecuciones que se realizarán 
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 34: Diagrama  y vista del bloque Centroide. 
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para separar los elementos tanto para el eje X como para el Y son 640x480, es decir, 
307.200 veces. Además en el segundo bucle se multiplica el v
iteración i, que a fin de cuentas será la posición del pixel en la fila, obteniéndose así el 
término xi·mi. El hecho de sumarle 1 a la iteración es porque la iteración 0 también 
cuenta, y de conectarla tal cual se perdería la infor
Por otro lado también hay que comentar que las salidas de los bucles for y while pueden 
ser de dos tipos, indexadas o no. El indexado es hacer un array con los datos de la salida 
de cada iteración. En el caso de los bucles se almacenará cada uno de los resultados de 
la operación de forma que todos puedan ser tratados. Si solo interesa el 
las iteraciones es posible quitar el indexado deshabilitándolo con el botón secundario. 
En nuestro caso es necesario almacenar todos los valores ya que tienen que ser 
sumados. 
A la salida del primer bucle For encontramos un bloque con una Sigma mayúscula en su 
interior, con ello lo que hacemos es sumar todos los valores del array de salida 
obteniendo así un único valor. Este se vuelve a llevar a la salida del segundo bucle for 
que lo vuelve a sacar como un array de una dimensión cuyos elementos son las sumas 
del valor en cuentas de cada columna de  pixeles multiplicados por sus posiciones. A 
continuación se hace pasar este array por un nuevo elemento sumatorio obteniendo 
como su resultado el valor del numerador de la expresión del cálculo del centroide. Si 
hacemos pasar el valor del array 2D inicial 
de los bucles anteriores, lo que haremos será sumar todos los elementos de la matriz, 
obteniendo de este modo el valor del denominador de la expresión. Dividiendo el 
primer resultado entre el segundo obtendremos el valor de la posición X del centroide. 
Para el cálculo del valor Y del centroide lo único que se hará será invertir la posición de 
las filas y columnas haciendo la matriz traspuesta, de manera que se operará 
exactamente igual que en el caso anterior y como resultado obtendremos el valor en Y 
del centroide. 
A la izquierda de la imagen anterior tenemos la apariencia que se ha creado para
bloque, donde como se intuye tenemos una única entrada matricial y dos salidas 
numéricas. Este bloque se empleará tanto para el cálculo del centroide de cada una de 
las imágenes capturadas, como para el cálculo del Set Point del cubo inicial.
  
4.8.- Caracterización
Como se comentó anteriormente para realizar el control del espejo es necesario obtener 
su función de transferencia para adecuar el control a la misma y poder así conseguir 
resultados satisfactorios. 
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Tras un análisis de velocidades del sistema, y la aparamenta que se ha empleado, no se 
ha podido realizar ningún experimento que permita determinar la función de 
transferencia del espejo. La posibilidad de funcionamiento del mismo en frecuencias de 
señal de, en torno a 1kHz n
incluso a 500µs. Con ello se requieren elementos para la medida de su transitorio con 
tiempos de muestreo de la señal inferiores al periodo natural del espejo de los cuales 
carecemos. Solo tenemos cámaras con posibilidad de captura de imágenes de 15ms. Es 
por este motivo por el que siempre trabajaremos con el periodo permanente del espejo, 
haciéndose innecesario modelar el transitorio con ningún tipo de función
transferencia, puesto que no va a
Con lo expuesto anteriormente la función de transferencia que modela al espejo y que a 
partir de un valor de tensión mueve los pixeles deseados es únicamente una constante.
El espejo es un elemento no lineal, por lo que habrá que caracterizar su 
histéresis y así poder adecuar el valor de la constante o bien a un valor medio, o bien 
distintos valores para movimientos de distinto 
se va a realizar un barrido de movimientos del espejo tanto para el eje
con el fin de de caracterizar las constantes para cada eje. Recordemos que aunque el 
espejo funcione con piezoeléctricos y en coordenadas triangulares, se introducen en la 
etapa previa las coordenadas cartesianas a niveles de tensión bajo
elemento de potencia donde se cambian a triangulares y donde se eleva el valor de la 
tensión. 
Los niveles de tensión máximos que se pueden introducir en el espejo son de ±5V tanto 
para el eje X como para el eje Y, por ello el experi
constantes mueve al espejo entre un rango de tensión entre ±3V. Con estos niveles de 
tensión nos aseguramos que no se llegan a los valores máximos de no linealidad 
sabiendo además que para el control tampoco se van a re
capturarán las imágenes para cada uno de los niveles de tensión y se graficarán los 
centroides de cada imagen. A partir de las graficas se podrá obtener una constante que 
relacione las tensiones con el movimiento en pixeles.
El diagrama de bloques en LabView tiene cierto grado de complejidad, se intentar
explicar paso a paso, de manera que no solo quede claro 
en concreto sino como trabaja LabView un poco más en profundidad.
Nota: Los esquemas del diagrama
Planos I y II del Anexo I: Diagramas.
A grandes rasgos el programa hace lo siguiente: En Front Panel se introduce el número 
de incrementos de tensión que se deseen entre los ±3V para la caracterización, y re
un barrido de tensión desde los 0 a 3V luego de 3 a 
cada incremento de tensión se realiza un cálculo del centroide y se almacena el valor en 
un vector de manera que al final de la secuencia puedan ser representados.
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Comenzaré explicando el diagrama de izquierda a derecha
En primer lugar, como se explicó en el ejemplo de la captura de la imagen y 
reconocimiento de la cámara, los primeros bloques del diagrama son para tal efecto. 
Estos generan un objeto imagen y cambian 
importantes, a saber, ganancia y tiempo de exposición.
Figura 35: Diagrama de configuración de parámetros de captura
 
Al igual que en el ejemplo los valores modificables de la cámara se controlan durante la 
ejecución del programa desde Front Panel. Por la secuencia que sigue el programa 
dichos parámetros solo podrán ser modificados al inicio y no en cada momento. 
Una vez configurada y detectada la cámara se procede al grueso del programa. Este 
consta de una disposición de bloques que se repite 6 veces en todo el diagrama y que se 
explicará con detalle a continuación. La estructura es la siguiente:
Figura 36: Uno de los 
Esta estructura es un bucle For. La finalidad del mismo es generar una rampa numérica 
de N pasos desde el 0 hasta el 3. El funcionamiento del bucle for en LabView es 
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idéntico al de cualquier lenguaje de 
definido de veces. En este caso el número de repeticiones son introducidas por el 
usuario desde Front Panel antes de ejecutar el programa. El control va conectado al 
bloque N de color azul en la esquina super
el número de iteración (i) por el número total de iteraciones (N) con ello conseguiremos 
una rampa entre 0 y 1. Multiplicando el valor resultante por 3 obtendremos la rampa 
final de voltajes entre 0 y 3 voltios.
bloque de salida analógica de la tarjeta. 
Conectados tanto al número de la iteración como al número de repeticiones del bucle 
hay un bloque que compara ambos números. Como siempre habrá un desfase en el 
número de iteraciones totales porque la iteración 0 se ejecuta, es necesario o sumarle 1 a 
la iteración actual o restarle 1 al número total de repeticiones. Con
comparación realizamos dos
de subida, dar la señal de parada a la tarjeta de adquisición, y la segunda, puesto que 
debe ser secuencial, ejecutar el segundo bucle for como se explicará más adelante. 
Hay que mencionar que la 
adquisición no va unida únicamente a la salida del comparador para que este se detenga 
en caso de que el bucle for haya terminado, sino que también lleva unida un interruptor 
booleano (StopX_1). A modo
Panel de manera que en caso de algún funcionamiento anómalo el programa pare de 
sacar datos pulsando dicho interruptor. Ambas señales se cablean al terminal de Stop 
del bloque con un bloque Or que par
Siguiendo con la explicación del bucle el siguiente bloque a mencionar ya se explicó 
con anterioridad, este es el bloque para la captura de imágenes por medio de una 
grabación continua, sin eliminar en ningún
en él las capturas. De nuevo le entran las señales del objeto imagen, de la sesión de la 
cámara y del error. Sus señales de salida van fuera del bucle para ir entrando de forma 
sucesiva en todos los bloques que t
La imagen obtenida se visualiza en Front Panel y es procesada después. El procesado 
que se realiza es el cálculo de su centroide con los bloques que se explicaron en el 
apartado anterior, Im_2_Mtrx y Cen
la salida del bucle de forma indexada para obtener el array de una dimensión que luego 
se representará en función de la tensión aplicada en una gráfica. A la salida del 
centroide hay un bloque que resta 
debido a que en un primer momento, cuando se caracteriz
anteriormente, las cámaras estaban posicionadas justo después de la corrección. 
Después la imagen pasaba por el polariz
que simulaba la científica, y la imagen reflejada a la que se usaba para el control. Por 
este motivo, hay que corregir el centroide de la imagen del control en todo el proceso, 
ya que no está referenciada como 
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Solo quedan por explicar los dos bloques que aparecen a la en la esquina inferior 
izquierda del bucle. Este conjunto de bloques
vaya a una velocidad de ejecución determinada y esta n
velocidad de cálculo del programa, por captura de imagen o por salida de señales de la 
tarjeta de adquisición. El que tiene como símbolo interno un cronometro simplemente 
cuenta tiempos a la velocidad máxima que le permita el progr
ejecución del bucle for. Puesto que el programa se asienta sobre la plataforma de 
Windows la velocidad máxima de conteo de tiempos es de 1ms. El segundo el ellos que 
tiene como símbolo un metrónomo, tiene conectado una constante. Este
constantemente el valor del bloque anterior, y permite que el bucle for corra una 
iteración si el valor del tiempo del cronometro es múltiplo del valor numérico de la 
constante. De este modo el bucle for da el tiempo suficiente entre 2 movimien
espejo como para que, aunque se comentó que no iba a influir, no afecten los 
transitorios. Para cada escalón se ha dejado un tiempo de 200ms. Considerando así que 
no queden afectados los resultados por ningún tipo de comportamiento anómalo por 
velocidades elevados.  
Los bloques segundo y tercero tienen lo mismo en el interior del bucle for pero este está 
dentro de una estructura Swith case. Este tipo de estructura tiene a parte de las entradas 
y salidas necesarias para el funcionamiento correcto d
tipo binario. Esta entrada selecciona la parte del switch que se va a ejecutar. El 
contenido del modo verdadero y falso de esta estructura es el siguiente.
Figura 37: Partes verdadera y falsa de un Switch del diagrama de
El funcionamiento es exactamente igual a sus homólogos en otros lenguajes, de modo 
que se ejecuta la parte verdadera, si le viene una señal True a la entrada verde, y se 
ejecuta la parte falsa en caso contrario. De este modo se consigue 
forma secuencial y que no haya bloques que se ejecuten en paralelo, con los posibles 
errores en la tarjeta y las cámaras a los que podría inducirse en ese caso.
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En la parte de ejecución falsa, para que el programa pueda ejecutarse si
puesto que estas señales son entradas para bloques posteriores
conexión, por ello es necesario cablearlas a constantes con su valor inicial en 0, de 
manera que no se vean alterados los bloques posteriores. 
Como diferencias entre los bucles segundo y tercero al primero podemos ver como 
varían las rampas generadas
superior del bucle. En el caso mostrado en la figura anterior, la rampa generada tiene 
que recorrer valores desde +3 a 
valores de la rampa debe ser del doble que la primera, por tanto hay que multiplicar por 
2 el número de veces que se itera en el bucle for. 
La estrategia empleada para generar la rampa decreci
lugar se multiplica el valor de la iteración actual por 2 y se hace negativa restándosela a 
cero. Si este valor lo dividimos por el número total de iteraciones conseguiremos unos 
valores que van en incrementos de 1/N desde e
multiplica por 3 y se le suma al resultado final un 3. Con esto se consigue tener una 
rampa que va del 0 hasta el 
valores buscados entre 3 y -
Figura
En la figura de la derecha se muestran los bloques empleados para generar la rampa que 
va desde los -3 hasta los 0 voltios. La única diferencia con respecto a la primera 
se le restan los 3 voltios antes de entrar a la tarjeta de adquisición por lo que la rampa es 
exactamente igual que la primera pero con los valores limites cambiados.
Con la secuencia de las señales arriba explicadas concluye el barrido de tensiones
eje X. A continuación se vuelve a cablear la señal de sesión y de objeto imagen a una 
nueva estructura que contiene de nuevo las rampas de tensión pero en este caso son para 
el eje Y. La única diferencia es que estos bloques están incluidos en un “S
con el fin de hacer secuencial el sistema. Una vez concluido el barrido en el eje X se 
envía la señal a la segunda parte para que comience. De nuevo la programación de la 
parte falsa del “Switch Case” ha sido poniendo a 0 todas las salidas.
Es necesario hacer secuencial el barrido ya que si la representación de las señales en el 
eje X e Y fuese simultanea, pequeñas variaciones del funcionamiento 
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espejo en ambos ejes podría dar lugar a errores acumulados. La única diferencia en 
cuestión de bloques con respecto al eje X es el cambio de canal en el bloque que 
controla la salida analógica. 
Cada uno de los bucles y estructuras tienen 2 salidas. Una de ellas es la salida  del nivel 
de tensión de entrada al espejo en un array, y la otra
uno de los niveles de tensión en otro. Para componer la grafica que nos dará la curva de 
histéresis es necesario tomar cada vector de datos de tensión o posición y unirlos en uno 
solo, uno para cada eje. Para ello es ne
Recordemos que las señales de tensión se dividían en 3 partes, la primera de 0 a 3 que 
daba N muestras, la segunda de 3 a 
a 0 que da N muestras. Para poder unir tod
todos tengan el mismo número de elementos, por lo que hay que dividir en 2 el que 
contiene los 2N datos de la rampa y de la salida del centroide. Para ello usaremos el 
bloque “Split 1D Array”. Este bloque tiene 2 
contiene el array que se desea dividir, y en la segunda el número de elementos que 
queremos que tenga el primer array, que en nuestro caso es de N elementos. A la salida 
por tanto tendremos 2 arrays de igual longitu
los 0V y de los 0 a los -3. De este modo tendremos ahora 4 arrays con N valores cada 
uno, que debemos unir por medio del bloque “Build Array”. Este bloque tiene tantas 
entradas como arrays queramos unir y una úni
siendo M el número de entradas
esto lo único que se hace es crear un array de 4 dimensiones a partir de 4 de una sola. 
Para obtener el vector final es necesario desg
dimensión. Esto lo haremos con el bloque “Reshape Array” que tiene como entrada el 
array en 4D y el valor de la longitud que queramos que tenga, en nuestro caso 4N. El 
proceso se puede ver de forma visual en el es
Figura 39: Esquema explicativo de lo que sucede con los Arrays.
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- 1: Obtención de los vectores de datos.
- 2: División del segundo vector en 2
- 3: Creación del array de 4 dimensiones
- 4: Generación de un único vector de datos a partir
Finalmente tendremos, 1 array de una dimensión para los valores de tensión y de 
tamaño 4N y otros dos con las mismas dimensiones que el anterior pero con los valores 
del centroide en X e Y. Estos vectores numéricos se llevan a un nuevo 
denominado “Convert to dynamic data” que convierte los valores tipo double del array 
al tipo de dato necesario para poder ser representado gráficamente en el “Waveform 
Chart”. Además los valores del centroide se visualizaran en 2 listados de valores
esquema de lo anteriormente explicado  es el siguiente:
Figura 40: Diagrama de los bloques que representan el centroide para cada valor de 
A continuación pasaré a explicar la secuencia de simulación del programa una vez se 
ejecuta, de modo que se comprenda tanto el funcionamiento del mismo como el modo 
de trabajo de LabView tanto con arrays numéricos como con estructuras.
En cuanto se ejecuta el programa lo primero que se hace es leer de Front Panel el valor 
de los campos numéricos que será
el valor de N (número de muestras por tramos de rampa de 3 voltios) el valor de la 
ganancia y el valor del tiempo de exposición
mínimo permitido por la cámara y 
número de cuentas en unos valores intermedios (entre 100 y 200 cuentas por pixel) para 
las zonas más iluminadas. Los valores cargados irán en Block Diagram a los property 
nodes y a los bucles for respectivam
A continuación se genera el objeto imagen y se inicializa la cámara modificando los 
parámetros de tiempo de exposición y ganancia especificados. La sesión de la cámara y 
el objeto, así como la señal de error pasan al primer bucle que comienza a ejec
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botón de Stop en el Front Panel. Por otro lado toma una imagen, la saca por pantalla, la 
pasa a matriz, calcula el centroide y lo almacena en una lista e
valores y almacenándolos.  
Una vez se haya completado el bucle for, N
señal true a la estructura switch siguiente habilitándola. El vector de datos de centroides 
completo así como el de la rampa de tensiones se transferirán al bloque que los unirá al 
resto de vectores. Este no se ejecutará hasta que tenga las cuatro entradas listas
habiendo finalizado los tres tramos de las rampas
cada uno de las estructuras y se van transfiriendo cada uno de los vectores de datos a los 
respectivos bloques los cuales no se ejecutarán mientras no tengan todas sus entradas 
con datos. Finalmente y con la composición de arrays que se comentó se genera el 
gráfico. 
Los resultados obtenidos para el circuito arriba mostrado y representados con un pl
Matlab son los que se muestran en la figura 30.
 Estos gráficos fueron adquiridos por el Dr. Isidro Villó Pérez, director del proyecto, 
previamente al desarrollo del mismo. Debido a 
demás elementos para su calibración y su posterior montaje en el telescopio William 
Herschel, no se pudo disponer de él en la redacción del proyecto. Por ese motivo 
algunas gráficas y resultados que se muestran en
realizadas con anterioridad, o vectores de datos de salida de las simulaciones en 
LabView que más adelante se explicarán.
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Las condiciones de esta prueba se dif
bloques de LabView únicamente en los niveles de tensión a los que se llega, siendo los 
incrementos de tensión de 0.05.
A primera vista se puede observar un claro ciclo de histéresis del espejo por efectos de 
una no linealidad en el comportamiento del mismo. Además esta no es simétrica, por lo 
que el comportamiento en barridos en valores crecientes de tensión es distinto al de 
barridos con valores decrecientes. En las condiciones del ensayo el espejo mueve el 
centroide de la imagen sin distorsionar 80 pixeles para el eje X y de 67 para el Y. En 
este caso los valores comienzan desde 
para luego disminuir de nuevo hasta el valor inicial.
Por cambios en la óptica de la me
con la que se realizaron las pruebas en LabView, los datos obtenidos fueron algo 
distintos. En nuestro caso el centroide se desplazaba 66.7 pixeles para el eje X y 75 para 
el eje Y con 200 muestras re
curva obtenida tenía exactamente el mismo aspecto que las mostradas arriba aunque con 
los valores limites cambiados.
Para el cálculo de la constante del espejo tanto para el eje X como el Y solo hay 
determinar el valor de tensión que le corresponde para 1 pixel que es de 0.09V para el 
eje X y de 0.08V para el Eje Y. Como se comentará posteriormente estos valores serán 
ajustados para un funcionamiento del espejo más seguro quedando su valor en 
0.08V/pixel para el eje X y de 0.07V/píxel para el eje Y. Estas constantes para ambos 
ejes no solo serán la ganancia del sistema sino que también son la función de 
transferencia del espejo. 
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Resta por tanto mencionar como afecta el ciclo de histéresis al sistem
espejo. Esta explicación se basa en la imagen siguiente
se realiza sobre el espejo barre niveles de 
podría afectar al comportamiento global. 
Matlab, tenemos que, para un rango de +/
alcanza un 10%. Este error
perpendicular a la recta que caracteriza la constante del es
un 7% (línea verde del gráfico). Para el caso de nuestro control, los rangos de tensiones 
que se tomarán son de +/-2.5V por lo que la histéresis se reducirá aproximadamente a la 
mitad, considerando que la variación de la no linea
sea lineal. Así pues el error será por tanto de la mitad, 
considerar que para llegar a la posición central en el canal Y
bien por arriba o bien por abajo, por tanto h
que queda dividida la línea del error, por tanto el error final a considerar es 
aproximadamente de un 2%
reflejar en nuestro rango de 20 pixeles en to
entraña problemas debido a que se hace indetectable, pero además este error se corrige
en caso de que por probabilidad alguna vez supere el pixel
asociado el funcionamiento del espe
Figura 42: Análisis
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 (línea marrón). Es decir el error de no linealidad se puede 
rno a 0.5 pixeles. Este error por 
, por el integrador que lleva 
jo. 




a de control del 
en 
 la línea violeta, 
r como la línea 







Una vez conocido el Software, las particularidades de uso frente a otro tipo de 
programación y los bloques generados para la realización de control final, se explicará 
el diagrama que realiza el movimiento del espejo para la corrección del centroide de la 
imagen. 
En el presente capítulo se explicará el diagrama de control final
para poder casar las velocidades de las cámaras y la variación 
fase y los sistemas de protección del espejo.
Finalmente se explicarán a continuacion los cambios realizados sobre la mesa óptica 
para que los datos obtenidos puedan compararse con las imágenes sin corregir. Estos 
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5.2.- Obtención del d
Este diagrama ha sido el resultado de la unión de varios subprogramas independientes 
creados para descubrir como programar las distintas partes del diagrama, 
optimizarlas reduciendo así
subprogramas entran tanto el cálculo de errores dinámicos, como el movimiento del 
espejo, cálculos estadísticos salida los mismos gráficamente y por medio de archivos 
*.txt. 
A continuación iré explicando las dis
modificaciones de las estructuras iniciales debido a los problemas surgidos. 
A grandes rasgos es programa se puede dividir en 2 partes separadas. En primer lugar el 
cálculo del Set-Point y en segundo lugar el contro
 
5.3.- Calculo del Set Point.
Como se comentó con anterioridad la atmosfera distorsiona la imagen que llega de una
estrella. Esta distorsión no solo afecta a la calidad de la imagen sino que también 
modifica su centroide. Es por ello que el control debe redirigir la posición del centroide 
de la imagen a las coordenadas del Set Point. Este variará cada vez que se haga 
nueva observación puesto que variará la dimensión del mismo
posición relativa en el CCD
El set Point es por tanto un valor que se obtendrá como media de las posiciones del 
centroide de la imagen. Para obtener un valor fidedigno d
número de imágenes que se emplean para su cálculo sea el suficiente como para que las 
variaciones de los centroides con respecto a él, queden dentro de una circunferencia con 
un número constante de pixeles como radio
Para determinar el número de imágenes que han de componer el cubo, partimos de que 
la frecuencia de la distorsión atmosférica está en torno a los 100Hz para la luz visible y 
a los 2kHz para el infrarrojo. 
centroide por los efectos tan 
distorsiones máximas que se pueden producir cuando se observa el cuerpo, quedarán 
registradas si se toman imágenes durante un periodo
capturen 1000 imágenes, que para cámaras científicas a 1kfps tardará en torno a 1 
segundo. Se considera que en este tiempo la atmosfera habrá cambiado lo suficiente 
como para que queden registrados los valores más extremos
En la mesa óptica las condiciones de trabajo son algo distintas a las reales. Como 
tenemos una cámara que opera
cubo de imágenes en unos 16.6s. Además para ser consecuentes con la velo
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 el tiempo global de computación. Dentro de estos 
tintas etapas del programa así como las 




el Set Point es necesario que el 
 sobre el que se mueve el error a corregir
Además hay que tener en cuenta la variabilidad del 
azarosos de la atmosfera. Por ello se considera que las 
 de tiempo suficiente para que se 
 de la variación.
 a 60fps y no a 1000 (16.6 veces menor), se tomarán el 














captura de nuestro modelo, el motor que mueve la placa de fase se debe regular de tal 
forma que la frecuencia de 
visible no considerando la infrarroja. Se ha comprobado también en la mesa, que para 
frecuencias de revolución completas del motor de 0.01Hz, la frecuencia de la distorsión 
sobre el centroide es de 10Hz, por lo que regulando el motor a esa vel
conseguirán de forma aproximada 
con valores límite de distorsión
Los límites a los que nos referimos son los de distorsión máxima que es capaz de 
generar la atmosfera. Mientras que en un caso real esta distorsión queda dentro de un 
radio de 10 pixeles, en nuestro experimento alcanza valores de 15 pixeles. Esto es 
favorable en caso de que el control tenga éxito puesto que en condiciones reales de 
operación, los resultados podrían ser mejores que los obtenidos en la mesa óptica.
A continuación se muestra la posición del centroide con respecto al origen de 
coordenadas bajo las condiciones antes expuestas de velocidad de motor, para un cubo 
de 1000 imágenes. 
Figura 43: 
Esta nube de puntos es el recorrido del centroide en las 1000 imágenes tomadas. En 
imágenes consecutivas se puede observar como el centroide sigue trayectorias, puesto 
que su variación es continua. Estas variaciones que introduce la placa de fase se puede 
observar cómo están dentro de un radio de unos 15 pixeles
que tenemos que corregir por medio del control y redirigirlas al punto central. 
En LabView el cálculo del 
calculando su media. En el diagrama nos encontramos por tanto de nuevo los bloques de 
inicialización de la cámara y del objeto imagen, 
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 algo superiores a los que realmente se producen
 
Variación del centroide por efectos de la placa fase.  
 
, y son estas las
Set Point se realizará tomando el cubo de imágenes y 
así como los usados para cambiar los 
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valores de exposición y ganancia. La cámara emple
la imagen es la USB, por tanto el valor de la ganancia será el 
que el valor del tiempo de exposición será el adecuado para que no se sature la imagen
y obtener así el valor del centroide 
Figura 44: Diagrama de los bloques de configuración de la cámara.
 
La inicialización de la cámara (en el esquema anterior es hasta el 
incluirlo) genera las señales de sesión y del objeto imagen 
señales irán a parar al bloque de captura que se encuentra encerrado en una estructura 
for de manera que se tomen 
Point. La estructura es la siguiente:
Figura
 
El número de imágenes que componen el cubo se introducirá de forma externa desde 
Front Panel de manera que pueda variar según las necesidades. El tamaño del cubo 
definirá el número de veces que se ejecuta el bucle for. En el interior del bucle se puede 
observar el bloque de captura que se encarga de obtener las imágenes de la cámara y 
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último
así como las de error. Estas 
el número de imágenes necesarias para el 
 
 45: Diagrama del cálculo del Set Point.  
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posteriormente se visualizan en Front Panel. Seguidamente estas imágenes se pasan a 
objeto matricial de manera que sea posible operar con ellas. 
En este bucle aparece un nuevo elem
ambos lados de la estructura. Esto es un registro 
izquierda en  la iteración actual lo que había en el registro de la derecha en la iteración 
anterior. Para el cálculo del Set Point no se calculará la media de los centroides de cada 
imagen sino que se irán sumando todas y de la matriz resultante de la suma de las 1000 
se calculará el centroide. Este procedimiento tiene que dar exactamente el mismo 
resultado que si se analizaran de forma independiente. Se ha optado por esta 
por velocidad de computación. Es 
únicamente la ultima y calcular su centroide que calcular el centroide de cada una de las 
matrices y hacer la media de los mismos. 
Como se observa en el esquema anterior, unido al shift de la derecha hay un valor 
constante de tipo matricial. Este valor es necesario puesto que se necesita dar un valor 
en la iteración 0 para el registro
valor es una matriz de ceros con las dimensiones de la imagen. En el bucle se irá 
sumando el valor de cada imagen actual al valor acumulado de las anteriores. Cuando 
concluya el bucle se transferirá a la siguiente estructura únicamen
de la última iteración, deshabilitando el indexado
Dentro del bucle for hay también unos bloques comparativos de manera que cuando 
finalice se active la estructura Switch Case
al programa y evitando que se calcule el centroide de las 999 matrices generadas previas 
a la valida. Además en Front Panel se muestra por medio de un indicador la iteración en 





ento, que son las flechas naranjas que aparecen a 
“shift” que pone en la parte de la 
más rápido sumar matriz a matriz y luego tomar 
 
, puesto que no hubo ninguna iteración anterior. Este 
te el valor resultante 
, puesto que el resto no son necesarias. 
 (Figura 40) posterior dándole secuencialidad 
a instante.  
            
: Diagrama del switch que calcula el Set Point.  
 








Ha sido necesario incluir la estructura Switch case para el cálculo del centroide debido a 
la necesidad de tener que mantener una señal fija con el valor del centroide a
de los bloques de control. Para ello esta estructura tendrá valores nulos mientras el bucle 
precedente no termine (esté en false), y una vez que lo haga (true) calculará el centroide, 
pondrá a la salida el valor del mismo, y se realimentará de 
de 2 bucles (de nuevo estado false). Los elementos de realimentación tienen precargado 
el valor de 0 que será el que pongan a su
La apariencia del Front Panel de esta parte del diagrama se muestra a
Figura 47: Imagen obtenida como la media de un cubo de 3000 imágenes.
Además se muestra por pantalla el valor del centroide medio, en coordenadas X e Y. 
Para la muestra de valores anterior el set Point calculado como media de todos los 
individuales se muestra en rojo en el centro 
En la siguiente imagen se puede observar la variación total que introduce la placa fase. 
Como se comentó esta se ha seleccionado de manera que los efectos sobre el centroide 
sean muy próximos a la de la atmosfera.  Del control del espejo y el redireccionam
de las imágenes se obtendrá como se muestra 
de las imágenes redireccionadas se quedan en torno a este punto central.
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Figura 48: Situación del centroide para el cubo de 3000 y la variación total del centroide.
5.4.- Control del espejo.
A partir de aquí ya comienza el control propiamente dicho. Conocido por tanto el valor 
de consigna donde se debe redirigir la imagen a partir de su centroide es posible 
establecer el método de control 
Como se comentó, el espejo es una constante puesto que sus tiempos de respuesta son 
muy inferiores, incluso, a los que somos capaces de medir, es por ello que su modelo 
matemático será un valor proporcional que rel
mover, con el valor de tensión que debe aplicar al espejo. Debido a la inexistencia de 
sobrepicos ni retardos detectables, en primer lugar únicamente será necesario un 
controlador proporcional, que puede ser ajus
comportamiento por ensayo y error.
Puesto que el sistema se comporta como un solo proporcional es posible que existan 
errores en el estacionario, de este modo se podría incluir un PI. Pero como se comentó 
también, el método en que se mandan las señales de forma incremental al espejo
tomando como referencia la posición de reposo, hace que de forma implícita exista un 
integrador. A este se le introducirá una constante que magnifique el error de forma que 
se minimicen los errores en el estacionario. 
El control del espejo esta dentro de una estructura While que se ejecuta una vez le llega 
la señal del centroide y finaliza cuando se pulsa el botón de Stop que se encuentra en 
Front Panel. Además se ha incluido para las 
bucle se pare una vez hayan transcurrido un 
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En el bucle además del sistema de generación de las señales de control contiene una 
serie de bloques que protegen al espejo por medio de limitaciones en la señal 
salida de la tarjeta como se verá más adelante
En primer lugar se limita el valor diferencial de la tensión de salida de manera que el 
espejo no pueda moverse más de un voltio o su equival
constante del mismo es de  13 pixeles. De este modo si desde la posición actual del 
centroide se calcula un error de 15 pixeles en el eje X, el espejo únicamente podrá 
corregir 13 acumulando los 2 restantes para la corrección 
En segundo lugar se antepone a la entrada de los bloques que mandan la señal a la 
tarjeta de adquisición una serie de bloques que limitan la señal a un máximo de +/
saturando la señal de salida, de manera que no se llegue a 
tensión pudiendo poner en peligro la integridad del espejo. Como se comentó en el 
ejemplo de las  señales analógicas, dentro del bloque de control de la tarjeta también 
existe un valor que limita la tensión de salida de la misma. En
valor de tensión el programa genera una señal de error y se detiene. Con estos sistemas 
de seguridad tenemos por tanto 2 barreras para que la tensión se dispare. La primera que 
pone el límite máximo en +/
tensión, y el segundo el límite de los bloques que 
supere dicho valor. 
Finalmente a la salida del bucle While hay una serie de bloques que 
vectores de datos para realizar una serie de tratamientos estadísticos.
Entrando a la explicación del grueso del bucle While como entradas al mismo 
encontramos el valor del Set Point y las señales de sesión y del objeto imagen para el 
funcionamiento del bloque que controla la cámara como se muestra a continuación:
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Como se observa en el diagrama, a continuación del bloque de la cámara, la imagen se 
visualiza en Front Panel, 
tratamiento numérico y se calcula el centroide de la imagen. Justo después de la entrada 
a la estructura de los valores del Set Point hay unos bloques que modifican el valor del 
mismo. Estos bloques se han
capacidad de respuesta ante cambios en el valor de consigna. La variación del valor se 
realiza por medio de unas entradas desde Front Panel que suman su contenido al valor 
del Set Point calculado y poster
Aguas abajo del diagrama anterior tenemos tanto el valor del centroide de la imagen 
actual como el valor del Set Point al que hay que redirigir el espejo ambos valores en 
pixeles. Para la obtención del error de la imagen en pixeles ú
ambos valores como se muestra a continuación:
Figura 50: Adecuación
A la salida de los bloques sustractores tendremos el valor del error en pixeles del 
centroide con respecto al Set Point. Esta señal debe multiplicarse por el valor de las 
constantes del espejo de manera que lo que se 
error. Por ello se multiplica el error por las constantes del espejo tanto para el eje X 
como para el Y que se introducen desde unos campos numéricos que hay en Front 
Panel. Además al sistema se le ha añadido una nueva 
modo que multiplique toda la señal a modo de controlador para hacer 
sistema en caso de que no sea posible un correcto seguimiento de la consigna. 
Básicamente lo que se introduce tras las constantes de los canales X e Y 
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 introducido para realizar pruebas al control de su 
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nicamente hay que restar 
 
 
 del error en pixeles al movimiento en Voltios del espejo. 
 
envíe sea el equivalente en voltios del
constante de proporcionalidad de 










aumenta su valor de forma más rápida, aunque brusca a como debiera minimizando 
el error que pudiese aparecer por efectos de la no linealidad en el espejo.
Se hicieron pruebas para sin
cuando se le daba valores de 1.05, el funcionamiento del sistema era peor que cuando 
estaba a 1. Los errores que aparecían eran cada vez mayores apareciendo rebotes y 
llegando para valores de1.08 a i
del espejo. Es por ello que se determinó que lo mejor era dejar su valor a 1.
Los valores del error en pixeles 
numéricos en Front Panel. 
al tiempo de manera que sea posible ver su evolución temporal. Estos 
realizado por medio de bloques Chart que muestran el valor de las muestras en cada 
iteración. 
A la salida de estos bloques t
por una constante Kp. Esta señal ira a los bloques que limitan la señal de salida 
diferencial con respecto a la tensión de la iteración anterior por motivos de seguridad y 
que se muestran a continuación.
Figura
Los bloques triangulares con 3 entradas y una salida que aparecen se denominan 
“Select”. Estos tienen 3 entradas, 2 de tipo double y una booleana de manera que 
cuando la entrada booleana es verdadera ponen a la salida el valor de su terminal 
superior y en caso de que sea falsa el inferior. La entrada booleana 
terminal de comparación que compara el valor del error en voltios con el 
predefinido de valor máximo de incremento de 
iteraciones y que se estab
primero de los cuatro bloques es el siguiente: llegada la señal de error se compara con el
valor máximo, 1 en este caso,
seleccionada será el propio valor del error, y
será de 1V. De este modo se limita con este par de bloques el valor de 
errores positivos del eje X. Para limitar el sistema
mismo para los valores negativos de error, y para los valores positivos y negativos del 
error en Y. La salida del error en voltios de estos limitadores evitará que el espejo se 
mueva de forma brusca evitando golpes, vibraciones y errores acumulados.
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así como en voltios son mostrados por indicadores 
Además los errores en X e Y son representados con respecto 
enemos por tanto, la señal de error en voltios y afectada 
 
 
 51: Limitador de tensión diferencial. 
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lece en 1 Voltio. El funcionamiento para, por ejemplo, el 
 en caso de ser inferior a este, la señal de salida 
, en caso de ser superior, la señal de salida 
 al completo hay que realizar lo 
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Esta salida de tensión va a parar a los integradores. Como se comentó en el 
funcionamiento del espejo, las señales de 
estar referidas con respecto a su posición de reposo, sino que han de referirse a su 
posición anterior, de manera que e
no se magnifique en las siguientes iteraciones en caso de que tenga el mismo signo, 
pudiendo incluso llegar a inestabilizar el sistema. Es por ello que se hace necesario 
sumar el valor del error actual 
que el espejo se debe mover en voltios. El diagrama que se muestra a continuación 
muestra la solución para la integración:
Figura
Básicamente son 2 sumadores los cuales tienen la señal de salida cableada a una de las 
entradas de manera que en cada iteración se sume el error actual al acumulado de las 
anteriores. La precarga de valores a los lazos no es tan sencilla como cabria de esperar 
debido a los segundos limitadores de la señal del sistema que se encuentran aguas 
de los integradores. Esta no tiene un valor directo e igual al de la salida de los 
integradores puesto que la señal que llega a la tarjeta puede estar truncada. 
Antes de comentar la precarga se explicará el segundo sistema de limitación para poder 
comprender que sucede con el valor de la tensión del error acumulado. De nuevo para 
limitar los valores de tensión se utilizan los bloques selectores que se mostraron 
anteriormente, siendo en este caso el diagrama el que se muestra a continuación:
Figura
La señal que llega a estos limitadores es la de la posición absoluta del espejo, es decir, 
el valor en voltios al que está
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l error que se calcula sobre una imagen reposicionada 
al acumulado hasta la presente iteración para obtener lo 
 
 
 52: Realimentación de los integradores.  
 
 
 53: Limitador de tensión a la salida. 
 
 sometido. Aunque el valor incremental no pueda superar 








el voltio, o los incrementos de la 
llevar iteración a iteración la señal de salida a valores bastante altos. Por este motivo es 
necesario hacer que no rebasen cierto valor. El valor 
introducido desde Front Panel. 
Hay que hacer una mención especial sobre la influencia de este bloque de limitación 
para el buen funcionamiento del control. Como se ha comentad
salida a un valor máximo de 
es más que una limitación en la posibilidad de movimientos del tip
sobrepasado el valor límite
suma el error aumenta más
ya que puede estar introduciendo tensiones muy elevadas. Este fenómeno fruto de la 
saturación de la salida se conoce como Windup y puede dar l
muy abruptos en el integrador pudiendo llevar al sistema a la inestabilidad. Existen 
filtros que minimizan estos comportamientos por medio de reducir los efectos de las 
señales anteriores al sumarla a la actual. E
eliminación del error estacionario cuando la señal esta dentro de los valores permitidos 
sea mucho más lenta. Realmente en nuestro caso el integrador no lo hemos introducido 
para eliminar estos errores 
funcionamiento incremental de la posición
motivo no es necesario que afectemos a la señal de error acumulada con valores de 
señales previas superiores a 2 voltios. 
tenemos conectado el filtro que satura la señal, no hay problema en no realimentar los 
integradores con valores por fuera de +/
Por lo arriba expuesto los elementos de la realimentación del integrador t
precarga en cada iteración el valor de la 
la salida del sistema. 
Se podrían plantear varias alternativas al d
simple vista. Una de ellas podría ser realimentar la entrada de los sumadores 
directamente desde la salida de los limitadores. Esto realmente fue lo que se realizo la 
primera vez, pero dio muchos problemas que no se supieron solventar
podría ser el introducir la realimentación dentro del bucle While, pero siendo así la 
precarga de dicho lazo de realimentación siempre sería 0 para el inicio de cada 
iteración, realimentando con 0 la precarga del sumador. 
del lazo de realimentación del sumador, tenga el valor de salida por la tarjeta de la 
iteración anterior. 
Además, en caso de no realimentarse de este modo
se vuelva a reanudar, la precarga que le entraría al lazo es nula
errores del mismo signo el error acumulado generado 
sistema. De este modo, la precarga tomará el valor del error anterior retomando todo el 
proceso por donde se quedó. 
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o se trunca la señal de 
tensión de entrada al espejo. Esta limitación de 
-
 el error acumulado se va haciendo cada vez mayor
 rápido), lo cual puede ser muy peligroso para el integrador 
ugar a comportamientos 
sto trae como consec
del estacionario, sino que aparece por e
 para corregir el error del centroide
Es decir, puesto que a la salida de
-2V puesto que la señal quedará truncada.
tensión a la salida del limitador, que es a su vez 
iagrama diseñado para la realimentación
Así se consigue que la precarga 
 y que se pause el bucle de control y 
, haci
se elevara haciendo oscilar el 
 





tilt y, por tanto, 
 (en cada 
uencia que la 
l modo de 





. Otro cambio 
endo que para 
 -----------------------------------------------------------------------------------------------------------------------------
 
El sistema integrador, limitación realimen
muestran en el diagrama siguiente:
Figura 54: Diagrama final de la realimentación de los integradores.
Anteriormente se comentó que el sistema de control para el espejo quedaría bajo la 
forma de un PI aunque realmente su existencia únicamente es debida al propio 
funcionamiento del sistema. Es por ello que la introducción de constantes de integración 
o proporcional llevaría al sistema a comportarse de forma anómala. En las pruebas 
realizadas se han introducido distintos valores para las constantes y los resultados 
obtenidos han sido los siguientes:
 
- Constante de proporcionalidad. 
Se introdujo una ganancia al sistema de forma independiente a las constantes de 
proporcionalidad que relacionan para cada cana
Puesto que el espejo se mueve con la velocidad suficiente no hay necesidad de incluir 
ningún valor que disminuya el transitorio, puesto que no se han podido realizar pruebas 
sobre él. 
- Constante de integración.
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l el valor de los pixeles con los voltios. 
 







Previo a la entrada del sumador realimentado se antepuso una constante de integración 
para cada canal y se realizaron varias pruebas para ver el comportamiento. Cuando el 
valor de la constante afecta al valor del error calculado y lo mayora el espejo se lleva
más rápidamente a estados de saturación y, en casos extremos, este oscilaba entre los 
dos valores de saturación. Además cuando la señal está dentro de los rangos permitidos 
los movimientos del espejo son mucho 
diferencial es anterior al bloque de integración mayorar el error puede dar lugar a 
incrementos de señal superiores a +/
Por otro lado se optó por introducir una constante en el lazo de realimentación, de 
manera que se minoraran los 
opción ralentizaba el sistema haciendo que el error total se aumentara. Por lo arriba 
expuesto se concluye que el sistema de control funciona mejor para valores unitarios en 
las constantes. 
La parte del control que se muestra en Front Panel es la que aparece en la imagen XXX. 
En ella aparece un gráfico a la derecha de la imagen corregida que muestra la posición 
del centroide de la imagen en cada iteración. El diagrama de bloques empleado para la 
visualización de los bloques con este tipo de 
Figura 55: Diagrama de visualización de los datos en un diagrama de puntos. 
El gráfico es capaz de representar parejas numéricas que toma como coordenadas. Estas 
parejas numéricas son creadas a partir de elementos de 2 arrays de una dimensión y se 
denominan “cluster” por tanto previo al gr
elementos de los arrays que le entran en parejas de números para ser representados. 
Como se ha comentado, se nec
un array, pero como queremos representar una pareja en cada iteración el array que 
introducimos en el bloque cluster tendrá una dimensión y solo un valor
generar estos arrays se emplean lo
Array” los cuales tienen como entrada los datos del centroide y el 
del array (uno en nuestro caso) y como salida el array creado.
De este modo se irá visualizando en Front Panel la posic
iteración. Graficar estos valores es de gran utilidad ya que da una idea de la variación 
del centroide una vez corregido y para comparar el movimiento del mismo con el 
comportamiento del centroide sin corrección.
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efectos del error acumulado sobre el error actual. Esta 
gráfico es el siguiente: 
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Finalmente los bloques que quedan por explicar del diagrama de control únicamente dan 
información estadística del control para determinar realmente la capacidad del control y 
si tiene un funcionamiento correct
número finito de imágenes que se introducirá desde Front Panel. Los bloques 
estadísticos se muestran en la imagen siguiente.
Los bloques se encuentran conectados al bucle While y toman como entradas lo
indexados de todas las iteraciones en forma de array una vez se hayan completado el 
número predefinido de iteraciones. Estos bloques visualizan en Front Panel el valor de 
la media, la desviación típica y la varianza tanto del valor del centroide pa
para el Y. Además muestran un histograma de los resultados, representando la 
frecuencia con la que aparecen los errores en pixeles. 
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 56: Vista final del centroide, errores e imagen. 
o. Para ello es necesario realizar un control sobre un 
 
 





ra el eje X y 
 -----------------------------------------------------------------------------------------------------------------------------
 
Acoplados a las salidas del bucle While también se han incluido 2 bloques que se 
encargan de almacenar los da
en el directorio que indiquemos una vez haya terminado el programa.
Figura 57: diagrama de salida de datos en ficheros y análisis estadístico. 
En Front Panel aparece lo siguiente:
Figura 58: Visualización de los datos estadísticos de los resultados.
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El diagrama en su conjunto 
Los bloques que restan por explicar a la salida del bucle While son los destinados a 
cerrar la sesión de la cámara de modo que no hayan errores en simulaciones posteriores.
 
5.5.- Datos obtenidos del control.
Como se ha comentado en el diagrama final se obtuvieron una serie de vectores 
numéricos para poder extraer las conclusiones necesarias sobre el 
tendencias del error. Además hubo variaciones en la disposición de los elementos en la 
mesa óptica para poder comprobar los resultados.
El análisis que se muestra a continuación esta realizado en Matlab. Como se comentó el 
programa almacena los datos en un fichero .txt de modo que son accesibles de forma 
independiente a LabView, por lo que se pueden analizar con cualquier software de 
cálculo matemático. 
Antes de comentar los resultados hay que hacer mención de los cambios que se 
realizaron sobre la mesa y sobre el programa de LabView para su análisis. 
 
5.5.1.- Cambios en el recorrido óptico
Los diagramas mostrados anterior
ejecutar el programa como única salida obtendremos las imágenes, valores y datos 
estadísticos de los centroides de cada iteración. Para una mejor interpretación 
resultados se hace necesario poder hacer una comparativa directa entre los centroides de 
la imagen sin corregir y la imagen corregida obtenidos ambos para la misma distorsión 
atmosférica. Es por ello que no solo se ha modificado el programa sino que se ha 
modificado también la posición de algu
continuación. 
 
5.5.1.1.- Recorrido óptico real.
Para la reproducción del sistema estrella
debería llevar y que se lleva explicando desde el principio de la memoria, el recorrido 
que hace el haz de luz es el siguiente
lleva a los colimadores por medio de la fibra óptica. Ambos láseres componen una única 
imagen gracias al espejo polarizado que toma el 50% de luz de cada uno de ellos. Luego 
el haz pasa por la placa de fase y posteriormente po
el sistema óptico del telescopio. A continuación la luz va al espejo  que elimina el error 
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mente son los que realizan el control del espejo. Al 
nos elementos de la mesa óptica como se verá a 
 
-atmosfera-telescopio en la posición que 
 (ver figura siguiente): La luz sale del laser y se 
r el diafragma y la lente que simulan 









con respecto al Set Point y finalmente el haz de luz se divide en 2 con otro espejo 
polarizado, uno de los haces va a la cámara
por el coronógrafo y por las 2 lentes posteriores.
Esta disposición, tal y como
tener imágenes de la imagen corregida y de la imagen con el foco eclipsado
la imagen sin corregir. Es por lo que se cambio la mesa para tener imágenes que nos 
permitieran sacar conclusiones por comparación. 
Figura 59: Recorrido óptico de la luz inicial.
 
5.5.1.2.- Recorrido óptico modificado.
En esta nueva disposición uno de los láseres se elimina, de modo que solo tendremos en 
consideración una única “estrella
la imagen. Se mantiene la placa de fase, el diafragma y la primera lente en su posición, 
y justo a continuación se divide el haz en 2. Uno de ellos pasa por el espejo y va directo 
a la cámara de control, y el segundo pasa a la cámara que antes era la que hacia el papel 
de la científica, sin ningún tipo de corrección de manera que sea posible o
imágenes del laser distorsionado con y sin control.
El diagrama por tanto también se debe modificar introduciendo dentro del bucle While 
de control la adquisición de imágenes de la cámara a la que llega el haz sin control. Por 
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 de control y el otro a la científica pasando 
 




” y se quita el primer espejo polarizado que componía 
 
5: El control 
---------------------------- 
 





tanto en cada iteración se obtendrán los datos de los centroides de la imagen corregida y 
sin corregir. 
 
5.5.2.- Adecuación del programa a los cambios.
Como se comentó con anterioridad para la realización del control y poder analizar
resultados comparándolos con la imagen sin corregir se ha modificado el diagrama. Las 
modificaciones que se han incluido realmente solo incluyen los bloques necesarios para 
la obtención de las imágenes sin corregir gracias a la modificación del camino
la mesa. 
La nueva cámara que se usará es la USB de igual manera que la FireWire. Para su 
reconocimiento por LabView es necesario que esta sea reconocida desde el 
Measurement & Automatization. 
Hubo problemas a la hora de reconocer la cámara debi
bastante genérico, por su amplio uso, LabView tiene unos drivers propios para su 
reconocimiento y manejo. Cuando se les asignan estos drivers no se pueden seleccionar 
todas las características de la cámara, sino que solo s
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Figura 60: Recorrido de la luz modificado. 
 
 
do a que al ser un tipo de cámara 
e permite el uso de las opciones 





 óptico en 
 -----------------------------------------------------------------------------------------------------------------------------
 
que permite el controlador. Por este motivo se intentó instalar reiteradamente los drivers 
propios de la cámara, pero cuando se instalaban, LabView dejaba de reconocerla y 
pedía que se actualizaran de nuevo. 
Es por lo arriba expuesto por lo que el control que realiza el programa, para poder se 
contrastable con las imágenes de ambas cámaras, se realiza a 30fps que es lo que 
permite LabView.  
La incorporación de la nueva cámara se hace exactamente igual, con la creación del 
objeto y la sesión. De igual modo se calcula el centroide realimentando el sistema para 
que la entrada al bucle sea constante. En este caso el bucle donde se gestiona la imagen 
para el cálculo del centroide tiene que ser el mismo. Si se gestionasen los cent
bucles separados, debido a que el número de operaciones que hay que hacer en uno y en 
otro son distintos, las imágenes obtenidas estarían desfasadas. Por tanto la captura de 
imágenes y el cálculo de los centroides se realizan dentro del mismo buc
esquema del diagrama modificado se muestra en el anexo I de los planos.
Hay que puntualizar un detalle en el cálculo de los centroides de ambas imágenes para 
su posterior comparación. Como se comentó el haz de luz se separa en dos por medio de
un cristal polarizado (como se muestra en la figura 59)
la luz que irá  a parar a la cámara de 
parar a la cámara de control
con la corregida que es directa, es necesario cambiar, para el cálculo de errores, la 
referencia de la imagen de la cámara de control en el eje X. Además en el tratamiento 
matemático de la imagen como matriz cambia la referencia de la posición
Mientras que en una imagen la posición de referencia está en la esquina superior 
izquierda, en la imagen la posición de referencia está en la esquina inferior izquierda. 
Figura 
Por este motivo hay que resta




. Este cristal deja pasar el 50% de 
científica, mientras que el otro se refleja y va a 
. Por estar comparando una imagen reflejada y 
61: Cambio de referencia de la imagen  
rle en el cálculo del centroide la altura de la imagen para 













el diagrama que se muestra a continuación, al valor del centroide se le resta a 640 y 480 
para X e Y de la cámara de control y solo 480 para el eje Y de la cámara que muestra la 




5.5.3.- Análisis e interpretación
Una vez realizadas las simulaciones, con el esquema anteriormente comentado y un 
cubo de 1000 imágenes para el cálculo del Set Point, se han obtenido los valores de los 
centroides de 10000 imágenes. Se han generado en la simulación 4 ficheros dos de ellos 
contienen los valores de los centroides de la imagen corregida y los otros 2 de los 
valores de la imagen sin corregir. 
Hemos de reseñar que los datos de los centroides corregido y sin corregir están 
mínimamente desfasados puesto que la obtención de los mi
una única estructura While, siendo su desfase generado por los tiempos de computación 
para los tratamientos de la imagen y el cálculo de los centroides.
Para el análisis en Matlab se generarán las variables que contendrán los va
centroides corregidos y sin corregir. 
La representación de los datos en Matlab permite ver que existe una repetición de los 
desplazamientos del centroide sin corregir, debido a que en las 10000 muestras la placa 
de fase da 2 vueltas completas
se tomarán los valores de un ciclo, tomando los datos que hay entre la posición 3370 y 
la 6790 haciendo un total de 3420 muestras. La placa de fase tiene una abertura de 
manera que en una fracción 
permanece constante. Por tanto los datos representados son los que hay entre 2 mesetas.




        
: Modificación de la referencia de las matrices. 
 de los resultados con Matlab.
 
smos ha sido realizada bajo 
 
 
. Por este motivo, para que la visualización sea más clara 
de vuelta la imagen no se distorsiona y el centroide 














 63: Errores en X sin corregir, y corregidos 
 
 64: Errores en Y sin corregir, y corregidos 







En ambas gráficas se puede observar el desplazamiento del centroide de las imágenes 
sin el control en azul y con el control del espejo en rojo. A primera vista se puede 
observar como para el eje X el desplazamiento del centroide sin controlar varía entre l
+20 y los -15 pixeles mientras que para el eje Y varía entre los +/
por el sistema de control el centroide varia para el eje X con valores máximos de +3.22 
y -2.63 y para el eje Y +1.43 y 
A continuación se muestra la v
diagrama de bloques de LabView no se configuró una salida a archivo que contuvieses 
un vector de valores, como se hizo con los errores, por este motivo se ha calculado la 
señal de tensión de salida como el valor del error del centroide de la imagen corregida,
más el error cometido en la imagen anterior con respecto al set point y ello multiplicado 
por las constantes para cada canal. Las muestras en las que el error varía más 
rápidamente son entre la nú
En las señales de tensión se observa (grafica azul para el eje X y roja para el eje Y) 
como existe una variación de tensiones elevada, mucho mayor que en el resto de las 
muestras, esto puede motiva
 
Figura
Un análisis más esclarecedor de la relación entre el error existente y el valor de la 
tensión de control del espejo, puede ser obtenido observando la derivada del mismo. 
Puesto que es el error diferencial el que limita la movilidad del espejo entre 2 muestras, 
se  considera que la tensión diferencial será el valor de dicho error por las constantes 
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 65: Salida de tensión al espejo en el eje X e Y. 
 








según el canal. Los errores diferenciales para el canal X (Corregido en rojo y sin 
corregir en azul) se muestran a continuación.
Figura 66: Representación del error en pixeles y la salida en voltios.
Con lo mostrado arriba se puede observar como realmente el valor de la tensión 
diferencial en voltios, obtenida como el producto del error por la constante
supera nunca el voltio. Tomando el error máximo para un valor de 2 pixeles, siendo 
entonces el valor de la tensión máxima diferencial de 0.16V que es muy inferior a 1. Por 
este motivo el hecho de que el error llegue a los 3 pixeles no es debi
limitaciones, sino al propio control.
A continuación se van a analizar los errores diferenciales de la señal sin corregir y los 
errores totales de la imagen corregida, justo en el rango donde estos se hacen máximo
El resultado se muestra en la i
En esta imagen se puede observar como las tendencias del error son iguales para el error 
diferencial de la imagen sin corregir y el error de la imagen corregida. Es decir, el error 
que se comete a la salida es exactamente igual que
centroides de las imágenes sin corregir
comentarán en el capítulo siguiente, así como la solución a este problema y, por tanto, 
los experimentos a realizar para que el control haga que el e







 la diferencia de errores entre 2 
. Las conclusiones sobre este fenómeno se 
rror permanezca por debajo 





 del canal no 




Figura 67: Error diferencial del la imagen sin corregir y de la salida corregida.
Lo anteriormente expuesto 
únicamente un integrador como control el valor del error que se anula es el global con 
respecto al set point, por ello cuando se hace la media de las señales de salida, la media 
del error es 0.  
El resultado final en cómputo global de X e Y de los centroides para la muestra de 3421 




es motivado por el efecto integral del control. Teniendo 










En la figura anterior se muestra el re
corregido en verde. Se puede observar cómo afecta realmente el control al centroide de 
la imagen pasando de movimientos de radio en torno a 15 pixeles a centroides que 
quedan recogidos en in circunferencia de ra
unitario dato a dato se podría concluir que el control mejora en torno a 10 veces el error 
del centroide. De todos los datos tomados antes y después de corregir se muestran para 
ambos canales en los siguientes histo
En el caso de las señales en X se puede observar como en la imagen sin corregir hay una 
distribución centrada en torno a 0 y que va desde los 
variación queda muy centrada tras el control que mantiene el 98.3%
con errores por debajo del pixel y el 1.7% restante queda entre +/
En el caso del canal Y sucede exactamente lo mismo manteniendo en el histograma de 
las imágenes sin corregir cierta simetría con respecto a 0 pero con valores 
entre +/-15 pixeles. Tras el control el valor de la señal en Y mantiene el 99.9% de los 
pixeles en torno a +/-1pixel, quedando el 0.1% restantes entre los +/
 
Figura 69: Histograma del centroide corregido y sin corregir.
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corrido del centroide sin corregir en azul y 
dio inferior a 2 pixeles. En un análisis 
gramas (figura 60). 
-15 a los +19 pixeles. Esta 

















En este último Capítulo se explicarán las conclusiones obtenidas del capítulo anterior. 
Estas se basan en la interpretación de los gráficos. Seguidamente se obtendrán los 
resultados más directos del proy
pueden mejorar el control final.
Cada una de las conclusiones obtenidas harán referencia a los graficos que se 
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De las gráficas que representan el valor del centroide sin control y su valor controlado 
(figuras 63 y 64) hay que mencionar que e
eje X y el y son debidos a la desv
se puede observar como estos valores máximos para el eje X  e Y están aislados del 
resto de valores que se mantienen en rangos de errores siempre inferiores a +/
En estas zonas donde el erro
variaciones, es decir, el centroide varia muy rápido y debido a las limitaciones 
impuestas en el crecimiento diferencial de la señal, la tensión aplicada al espejo no varía 
lo suficiente como para hacer var
Para corroborar el efecto diferencial se 
Realmente no se observa que la tensión llegue al límite de 1 voltio en 2 señales 
consecutivas, por lo que no hay efectos de limitación en la
tanto, puede conducir a pensar en el estudio de un control mejor, modificando el 
existente.  El control a probar puede contener constantes de integración que mayoren los 
efectos de la señal actual que se está sumando y acoplarl
derivativa con lo que de este modo se suavicen las señales de control generadas 
evitando que se entre en zonas inestables. Más adelante se expondrá si realmente es 
necesario. 
El gráfico que más información sobre el motivo por el que 
el representado en la figura 
vio que lo que realmente sucede es que el error que se visualiza es exactamente el 
mismo que se le envía a la tarjeta de adquisición pa
centroide previa multiplicación por las constantes. Es por ello que un error real que 
defina la bondad del control debería medirse después del movimiento del espejo, y en 
tiempo real con respecto a la posición del set point, y 
espejo. De este modo lo que  se mide es el error que se llega a producir en la imagen 
justo antes de su corrección. Este error máximo diferencial que en definitiva es el que se 
produce al final, no se puede disminuir si no es au
decir, si aumentamos la velocidad de captura de las imágenes, de manera que el error 
que se produce entre 2 capturas sea inferior a un pixel, este será completamente 
corregido con el control propuesto, siempre y cuando 
velocidad necesaria para ello.
Finalmente como dato más esclarecedor de la consecución de los objetivos del presente 
proyecto se observa en la imagen siguiente. En ella, como se comentó, el centroide 
corregido queda encerrado 
las condiciones de los experimentos, el error en torno a 10 veces su magnitud. Este 
resultado es satisfactorio, y fácilmente mejorable aumentando la velocidad de captura de 
las cámaras como se comentará más adelante.
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 de los resultados 
stos errores máximos que se producen para el 
iación del centroide justo en esos tramos. En la gráfica 
r aumenta, la señal sin corregir presenta grandes 
iar los suficiente al centroide.  
analizó la señal de tensión (figura 
 señal de tensión. Esto, por 
e al sistema una parte 
se supera el pixel de error es 
67. Con un análisis posterior del diagrama y de los datos se 
ra modificar la posición del 
no previo al movimiento del 
mentando la velocidad de captura. Es 
el espejo pueda responder a la 
 










Para hacer un ratio de corrección más exacto relacionando los errores corregidos y no 
corregidos se procede a calcular la media del valor absoluto del centroide corregido y 
del centroide sin corregir. De la división de ambos se obtendrá la razón de correcc
que depende a su vez, no solo de la amplitud del error sino que en mayor medida de la 
variación de este, en su componente diferencial. El valor de la media para el eje X es de 
4.5994 para los centroides no corregidos, mientras que para los corregidos l
de 0.2188. Esto da un ratio de corrección de 21. Por otro lado para el eje Y hay un valor 
de 3.4008 para el centroide sin corregir y de 0.1396 para el valor absoluto del centroide 
corregido. Esto da un ratio para el eje Y de 24.
Estos ratios se ajustan a lo que se puede observar en las graficas de error, siendo una 




Los resultados obtenidos pueden ser mejorables para que el 100% de los datos queden 
con un error entre los +/-
Como se comento, los fenómenos que se reproducen con la mesa óptica tienen 
velocidades de variación de aberraciones y velocidades de captura proporcionales a los 
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a media es 
 -----------------------------------------------------------------------------------------------------------------------------
 
que finalmente llevaría la cámara científica real, pero sus valores máximos de error son 
superiores. 
Para la obtención de los datos las cámaras tuvieron que operar a una velocidad inf
la máxima debido a la imposibilidad de configurar correctamente la cámara USB. Este 
cambio en la velocidad de captura hizo que se produjera un desajuste de la velocidad de 
las cámaras con la velocidad de giro de la placa fase que aberraba la imagen
de ser proporcionales a los reales.
En el caso real para los rangos de longitud de onda de interés, que en nuestro caso es el 
rango visible, la frecuencia de variación con la que se considera que la atmosfera 
distorsiona la imagen es de 100Hz, 
1000Hz. El hecho de que las capturas sean 10 veces más rápidas que la variación afecta 
muy positivamente a la captura, porque se corregirán los errores al máximo, ya que se 
detectarán variaciones del centroide 
superen una circunferencia de radio de 1 pixel.
En el experimento lo que se consiguió fue que la placa fase introdujese variaciones de 
3Hz pero estos son algo especiales como se verá a continuación, ya que el e
puede interpretar como una superposición de 2 errores independientes. Es por ello que 
aunque el ratio de velocidades sea también de 10, en ocasiones la corrección alcanzaba 
errores de 2 pixeles. 
Se calculó para la mesa un error de 10Hz y con este c
compone de dos señales independientes de error. La primera de ellas es el error suave 
que da forma a la señal de error, es decir, la que genera los montes y valles de los 
gráficos y que va desde los 20 a los 
segunda componente del error es el rizado que presenta la primera señal en el 
es la componente diferencial que hace que con los aparatos con los que disponemos no 
se obtengan mejores resultados.
Mientras que el primer error se elimina por medio del integral que lleva el diagrama,  el 
otro error no puede ser eliminado. Este rizado o error diferencial tiene un valor máximo 
de 3 pixeles y se produce exactamente a la misma frecuencia que la de captura. Esto 
hace que si bien el ratio de las velocidades entre la cámara y la variación del error 
integral era de 10 el de la velocidad de la cámara y el del error diferencial es de 1. Así 
pues, si en el caso real la velocidad de la cámara también es 10 veces superior a la 
variación atmosférica, los resultados muy probablemente estén todos dentro del margen 
permitido. 
Es por ello que va íntimamente li
consideramos dos capturas consecutivas y analizamos el error entre ambas, suponiendo
lineal la variación del error entre ambas capturas, tendremos la siguiente variación del 
error. 
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En este caso, como en el nuestro cuando nos referimos al error diferencial, entre 2 
capturas, el centroide se ha movido linealmente desde la posición del set point hasta el 
valor máximo de error que se ha registrado. Siendo este el error total que se produce una 
vez eliminado el error integral supongamos ahora que se introduce una captura y 
corrección intermedia, pasando de una corrección de 30 a 60fps, para las mismas 
condiciones en el experimento.
Figura 72: Error máximo entre 2 capturas con una intermedia
Como se aprecia, si no existe ninguna no linealidad en la evolución entre las dos 
capturas consideradas al principio, el error, por medio de la corrección intermedia se 
habrá reducido a la mitad. Si seguimos aumentando el 
seguirá disminuyendo. 
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Figura 73: Error máximo entre 2 capturas con 3 intermedias.
Por tanto se puede concluir con que este error es solventable con un aumento de la 
velocidad de captura de la cámara. En el caso real con la cámara Andor, la velocidad es 
30 veces superior a las de la mesa. Esto no quiere decir que se reduzca el error 
diferencial 30 veces, puesto que el error diferencial que puede presentar la atmosfera 
puede tener una frecuencia mayor que los 30 Hz, pero en el caso de que se mantengan 
cercanos a los 100Hz siendo la cámara de 1000fps el error quedará dentro de una 
circunferencia de radio 1 pi
Ahora bien, como las variaciones que presentan la atmosfera, en condiciones normales 
son continuas, debido a que es el aire el que las genera, posiblemente este error 
diferencial sea inferior a un pixel, y por tanto los requerimientos de velocidad de 
corrección menores. 
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Anexo I: Tratamiento de los datos de salida 
%--------------------------------------------------------------------------
%El presente Script visualiza los datos del fichero 
%--------------------------------------------------------------------------
  
%Definicion de las variables
%xc= valor del centroide corregido en el eje X
%yc= valor del centroide corregido en el eje y
%xsc= valor del centroide sin corregi








%La siguiente variable almacena todos los datos en una matriz de 4x10001
%los datos se introducirar desde el fichero datos.xcl copiandolos directa














%las siguientes variables eliminan el desfase de 1600 muestras de los datos 








% Seguidamente nos quedamos con un unico giro de la placa fase entre 2


















































%En la siguiente ventana se visualiza el 









%Calculo del ratio de correccion









%Representacion de los valores en su situacion





title('Errores en X vs Y con y sin correccion'
hold on 
  
 for i=1:length(sc) 




% las siguientes variables contendran el vector de derivadas de las señales
% corregidas y sin corregir para ver la variacion del centroide en cada










error integral, restando al valor
 como el cociente de la media de todos los



























    dxcr(i-1,1)=xcr(i)-xcr(i
    dycr(i-1,1)=ycr(i)-ycr(i
    dxscr(i-1,1)=xscr(i)-xscr(i




%finalmente se muestran las variaciones de los errores en dos ventanas
%distintas, una para el eje X y otra para el eje Y.
     
figure(4) 














%obtencion de las tensiones a la salida. La tension en cada punto se puede
%considerar igual al valor del error real que tenemos con respecto al set
%point sin corregir menos el error que existe despues de la correccion





    vx(i,1)=0.08*(xsc(i)-xc(i




%Acotamos los vectores para tener los valores de X e Y para que coincidan






%Y representando ambos valores.
  
figure(6) 
































%en la siguiente ventana se representan los valores de tension con los de
%la evolucion del error para el centroide corregido tanto para el eje X

















%A continuacion se hará un histograma de los errores con y sin correccion
















%A continuacion se visualiza la variacion del centroide temporal real, asi





       for i=1:1000 
           k=double(floor(i*3.421))
           plot(sc(k,1),sc(k,2),
           axis([-20 20 -20 20])
           F(:,i) = getframe(fig);
           k 
       end 
movie(fig, F, 1, 100); 
close(fig) 
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Las ventanas que se generan del 
- Error en X sin corrección (en azul) y corregido (en rojo)
 
- Error en X sin corrección (en azul) y corregido (en rojo)
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- Ejemplo de error en X con valor absoluto.
- Error diferencial a la salida en el canal X
 












- Error diferencial a la salida en el canal Y
- Tensión en los canales X (azul) e Y (rojo)













- Comparativa de la señal de error en X con la de tensión asi como de la señal sin 
corregir. 
- Comparativa de la señal de error
corregir. 
Anexo I: Tratamiento de los datos de salida en Matlab
96 











- Histograma del error. 
- Vista final de la película generada de la variación del centroide.






















V.1.- Antes de LabView.
Como en todo proyecto este no ha estado exento de una gran cantidad de problemas que 
nos han ido surgiendo a lo largo 
surgiendo todo tipo de contratiempos que he creído necesarios añadir, puesto que 
podrían ser soluciones a contemplar en futuras modificaciones del mismo, pero que por 
falta de tiempo, por infraestructuras y apa
solucionadas. 
El primer gran problema apareció con el uso de LabView. En primer lugar el proyecto 
fue concebido para ser desarrollado con Matlab. Por este motivo los primeros pasos del 
control fueron con este software. Haciendo uso de los Toolbox de Image Acquisition y 
Data Acquisition, fue posible adquirir imágenes y enviar señales al espejo. Con la 
capacidad de procesado de imágenes de forma matricial de Matlab también fue sencilla 
la programación del cálculo 
ser programada en Matlab. 
El problema surgió con la tarjeta de adquisición de datos. Esta tarjeta en su uso con 
Matlab solo permitía sacar por la salida analógica a su velocidad máxima datos 
precargados en un vector. De este modo se podrían alcanzar hasta 2Msps. Puesto que el 
control tiene que realizarse en tiempo real, precargar un vector de datos para sacarlo es 
imposible. De este modo había que realizar un código que permitiese sacar datos de un
en uno pero esto tampoco lo permitía la tarjeta deja sacar datos de 6 en 6 como mínimo. 
Se opto por tanto sacar los datos de 6 en 6 pero siendo estos idénticos, de modo que la 
señal analógica se repitiese haciéndola constante. Apareció entonces otro prob
fue el tiempo que tarda Matlab en sacar los datos a la tarjeta.
Cuando se quieren sacar datos por la tarjeta en primer lugar hay que crear un objeto 
donde se configurará el modo de funcionamiento de la tarjeta, numero de datos a la 
salida, etc. Posteriormente hay que inicializar el objeto y seguidamente poner en el 
buffer de salida dos datos. Tras esto, finalmente, hay que dar la señal de salida de datos. 
Una vez la tarjeta termina de sacar los datos el objeto se para y hay que volver a repetir 
el proceso. La serie de líneas de código necesarias para realizar lo arriba mencionado 
tardan unos 150ms en poner un dato a la salida. Además el dato cargado no permanecía 
todo el tiempo a la salida por lo que se hacía imposible realizar un control bajo esta
condiciones. Aun mas habría que tener en cuenta que el periodo de control era 10 veces 
menor al que permitían las cámaras y de 150 veces menor que el que se espera del 
espejo, por lo que el control sería sumamente precario, debido a su lentitud.
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Se hicieron multitud de pruebas para intentar solventar el problema pero el toolbox de 
Matlab no contiene un comando a modo de trigger que pudiese poner los datos a la 
salida de la tarjeta pero sin parar el objeto.
Por este motivo fue necesario buscar otra solució
que puesto que la tarjeta era de National Instrument, su software LabView no tendría 
problemas en realizar tareas con la tarjeta en tiempo real. Se han incluido en el anexo IV 
una breve explicación de los comandos de
estudiaron, para el control de las cámaras con el Image Acquisition Toolbox y para la 
tarjeta de datos con el Data Acquisistion Toolbox de Matlab, 
 
V.2.- LabView. 
Con LabView el camino fue un poco mas escabroso
mentalidad a la hora de programar y posteriormente y de forma muy reiterada 
problemas con el reconocimiento de los distintos dispositivos.
 
V.2.1.- Reconocimiento del Hardware.
El problema fundamental de LabView es la asig
LabView a los dispositivos que encuentra conectados. Esto hace que en muchos casos 
no sea posible explotar las mejores características de los dispositivos porque 
directamente los drivers no lo contemplan. Si bien es
adquisición, puesto que los drivers sí que son de NI, si que pasaba con las cámaras, y en 
concreto con la cámara USB.
En un primer momento se realizaron subprogramas independientes para comprender 
como LabView trabajaba con 
necesarios y realizar posibles modificaciones sobre ellos para acelerar el 
funcionamiento del código.
A raíz estos programas comenzaron a surgir los problemas con los controladores. Si 
bien los de la tarjeta de adquisición funcionaban a la perfección, alcanzando las 
velocidades máximas que podíamos detectar a la salida, ahora lo que no marchaban bien 
eran las cámaras. LabView asignaba los drivers genéricos a la cámara USB propios de 
las Webcam, y por tanto
importantes, la más relevante el numero de fps. A la hora de cambiar los parámetros 
desde el M&A de NI este solo permitía cambiar el brillo y el contraste. Por otro lado la 
cámara FireWire a la que no
LabView y este trabajaba con los de ImagingSource funcionaba a la perfección. Se 
realizaron multitud de pruebas para intentar que se le asignaran los controladores 
propios de la cámara pero fue imposib
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realizar con una velocidad límite de 30fps cuando se empleaban ambas cámaras para 
comprobar el control y una velocidad de 60fps cuando el control se realizaba 
únicamente con una de las cámaras.
De este modo, en LabView se consiguió reconocer las dos cámaras, con los problemas 
arriba mencionados y sacar la señal de control por la tarjeta a una velocidad adecuada. 
Tras el reconocimiento del hardware se comenzaron a realizar pruebas sobre el 
tratamiento de imágenes. 
imagen y no como una matriz sobre la que se puedan realizar operaciones, cosa 
totalmente distinta a Matlab. Por otro lado LabView incorpora un subprograma (Vision 
Acquisition System o VAS 2009, equiva
procesamiento de imágenes. Realmente lo único que hace falta del procesado es el 
cálculo del centroide, que ya traía implementado. Apareció entonces otro nuevo 
problema, y es que el VAS2009 detectaba las cámaras como
son monocromo, y a imágenes compuestas por 3 matrices no se puede calcular el 
centroide. Por este motivo fue necesario crear el bloque del cálculo del centroide de 
forma manual. Y además se crearon los bloques que hacían pasar la i
imagen a matriz, y posteriormente el del cálculo del centroide. 
Una vez realizados los bloques arriba mencionados, se optó por usar 2 cámaras 
StingRay con una resolución un poco mayor y con conexión por FireWire. Con estas 
cámaras que tienen una velocidad máxima de captura de imágenes de 60 fps y debido a 
su conexión era posible que LabView no diese problemas para detectarlas y 
configurarlas. Pero esto no fue así. De nuevo y solo para estas cámaras el programa 
asignaba sus controladores int
cámaras. Por este motivo no se siguió por esta vía, aunque estas cámaras aparentemente 
darían mejores resultados para el control.
Finalmente se optó por usar las cámaras citados a lo largo de todo e
quedándose únicamente la cámara con conexión por Firewire para correr el programa 
únicamente para visualizar los resultados del control y la USB en el caso de que se 
quisiesen comparar los resultados para ver la bondad del control.
 
V.2.2.- Problemas con el control.
Tras los problemas con las cámaras y los distintos cambios en las mismas el control que 
se realizó se comprobó con las cámaras de Imaging Source. Como se comentó 
anteriormente, el programa de control recogía imágenes de 2 cámaras dis
primera mostraba la imagen del laser aberrado pero sin modificar su posición. La 
segunda imagen mostraba la del laser con el centroide modificado. Así lo que se 
consiguió fue obtener 2 valores de centroides, uno corregido y otro sin corregir par
poder realizar los análisis estadísticos pertinentes, y obtener un factor de corrección.
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A la hora de realizar el control, y puesto que la cámara USB no podía ser configurada 
correctamente por el tema de los controladores, todo el sistema, incluso el giro del 
motor que movía la placa fase, fue corregido para que tuviese todo una velocidad 
coherente. Ambas cámaras tomaban imágenes a 30fps y el motor se movía a un periodo 
de 112ms afectado por la reductora. En este caso la frecuencia de variación del 
centroide era de entorno a 3Hz de modo que mantenía el mismo ratio de variación que 
tendría la atmosfera con la cámara Andor. El único problema es la velocidad a la que es 
capaz de corregir el espejo, pero puesto que no se dispone de la aparamenta no ha sido 
posible realizar pruebas de velocidad.
Con esta configuración de funcionamiento e incluyendo a
programación del diagrama se hizo de tal forma que fuese posible obtener de cada punto 
del centroide, 2 imágenes, una corregida y otra sin corregir, y que no hubiese disparidad 
de imágenes por el tratamiento posterior que hay que hacer de 
posible obtener los vectores de 10000 datos usados a lo largo del capítulo de análisis de 
resultados. 
Durante el control fueron probados multitud de constantes y combinaciones para 
intentar mejorar el error remanente que en algun
comentó en el capítulo de análisis de resultados, el error no era siempre inferior a un 
pixel, sino que en los momentos en los que este error superaba los 2 pixeles haciéndose 
cercano a 3. Como se vio, este error seguía cas
producía en cada iteración, y se sacaron conclusiones sobre dicho error. En definitiva 
para la disminución de este error solo es posible aumentando la velocidad de captura de 
imágenes de manera que el error difere
este modo el error total también lo será.
Aun así para disminuirlo se incluyeron controladores proporcionales, derivativos e 
integrales. Consiguiendo con ellos, o resultados prácticamente sin mejoras o ll
control total del espejo a una serie de inestabilidades que podían dañar su integridad. Es 
por todo ello que se dejaron de plantear distintas alternativas y quedarnos únicamente 
con los controles iniciales. 
Después de las comprobaciones el programa
perfectamente válido para el control fue modificado eliminando todos los bloques 
innecesarios para aumentar al máximo la velocidad, intentando disminuir la carga 
computacional al máximo. Como resultado de ello quedó el esque
explicado para el control. Cabría de esperar que un control doble sobre los niveles 
máximos de tensión que se sacan por la tarjeta incremente de forma innecesaria la carga 
computacional del programa, pero no es así, ya que si no se introdujera
sobrepasaran esos límites de tensión, la tarjeta se pararía y el programa también por lo 
que habría que volver a iniciar el proceso.
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Lo último que queda por destacar sobre la problemática en el proyecto es el uso de la 
cámara Andor Ixon-830. A diferencia de las cámaras USB o FireWire la cámara Andor 
va conectada al PC por medio de una tarjeta especial que también suministra el 
fabricante. Además hay que destacar que desde la página web de Ixon se pueden 
descargar las librerías para poder controlar la cámara desde LabView. El problema de 
esta librería es que incluía unos 400 bloques para su control. Estos bloques tenían que 
ser configurados en el mismo orden que en la programación de las librerías de C con la 
problemática de la inclusión de los parámetros de la cámara. Por la gran complejidad de 
la programación no fue posible realizar las capturas con esta cámara, aunque de en los 
manuales si aparece como debe ser la configuración de la misma de forma sencilla en C 
de modo que puede ser usada en posibles controles en lenguaje C para poder 
implementarlo luego en una FPGA.
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 o USB CCD Monochrome Camera 
o 1/4 " Sony CCD, progressive scan 
o 640x480 pixel 
o Up to 60 images/s 
o Software included 
Subject to change 
GEERAL BEHAVIOR 
Video formats @ Frame rate 640x480 Y800 @ 60, 30, 15, 7.5, 3.75 fps 
Sensitivity 0.03 lx 
Dynamic range 8 bit 
ITERFACE (OPTICAL) 
IR cut filter no 
Sensor specification  Sony ICX098BL [PDF] 
Type progressive scan 
Format 1/4 " 
Resolution H: 640, V: 480 
Pixel size H: 5.6 µm, V: 5.6 µm 
Lens mount C/CS 
ITERFACE (ELECTRICAL) 
Supply voltage 4.5 to 5.5 VDC 
Current consumption approx 500 mA at 5 VDC 
ITERFACE (MECHAICAL) 
Dimensions H: 50.6 mm, W: 50.6 mm, L: 56 mm 
Mass 265 g 
ADJUSTMETS (MA) 
Shutter 1/10000 to 30 s 
Gain 0 to 36 dB 
Offset 0 to 511 
ADJUSTMETS (AUTO) 
Shutter 1/10000 to 30 s 
Gain 0 to 36 dB 
Offset 0 to 511 
EVIROMETAL 
Max. temperature (operation) -5 °C to 45 °C 
Max. temperature (storage) -20 °C to 60 °C 
Max. humidity (operation) 20 % to 80 % non-condensing 
Max. humidity (storage) 20 % to 95 % non-condensing 
 
 
Lens not included 
o FireWire CCD Monochrome Camera 
o 1/4 " Sony CCD, progressive scan 
o 640x480 pixel 
o Up to 60 images/s 
o Software included 
 
 
Subject to change 
GEERAL BEHAVIOR 
Video formats @ Frame rate 640x480 Y800 @ 60, 30, 15, 7.5, 3.75 fps 
Sensitivity 0.03 lx 
Dynamic range 8 bit 
ITERFACE (OPTICAL) 
IR cut filter no 
Sensor specification  Sony ICX098BL [PDF] 
Type progressive scan 
Format 1/4 " 
Resolution H: 640, V: 480 
Pixel size H: 5.6 µm, V: 5.6 µm 
Lens mount C/CS 
ITERFACE (ELECTRICAL) 
Supply voltage 8 to 30 VDC 
Current consumption approx 200 mA at 12 VDC 
ITERFACE (MECHAICAL) 
Dimensions H: 50.6 mm, W: 50.6 mm, L: 56 mm 
Mass 265 g 
ADJUSTMETS (MA) 
Shutter 1/10000 to 30 s 
Gain 0 to 36 dB 
Offset 0 to 511 
ADJUSTMETS (AUTO) 
Shutter 1/10000 to 30 s 
Gain 0 to 36 dB 
Offset 0 to 511 
EVIROMETAL 
Max. temperature (operation) -5 °C to 45 °C 
Max. temperature (storage) -20 °C to 60 °C 
Max. humidity (operation) 20 % to 80 % non-condensing 
Max. humidity (storage) 20 % to 95 % non-condensing 
 
Diagonal 4.5mm (Type 1/4) Progressive Scan CCD Image Sensor with Square Pixel for B/W Cameras
Description
The ICX098BL is a diagonal 4.5mm (Type 1/4)
interline CCD solid-state image sensor with a square
pixel array which supports VGA format. Progressive
scan allows all pixels signals to be output
independently within approximately 1/30 second.
Also, the adoption of monitoring mode supports 60
frame/s. This chip features an electronic shutter with
variable charge-storage time which makes it possible
to realize full-frame still image without a mechanical
shutter. Further, high sensitivity and low dark current
are achieved through the adoption of HAD (Hole-
Accumulation Diode) sensors.
This chip is suitable for applications such as second-
dimensional bar-code reader, PC input cameras, etc.
Features 
• Progressive scan allows individual readout of the
image signals from all pixels.
• High horizontal and vertical resolution (both approx.
480TV-lines) still image without a mechanical shutter.
• Supports monitoring mode
• Square pixel
• Supports VGA format
• Horizontal drive frequency: 12.27MHz
• No voltage adjustments (reset gate and substrate
bias are not adjusted.)
• High resolution, high sensitivity, low dark current
• Continuous variable-speed shutter
• Low smear 
• Excellent antiblooming characteristics
• Horizontal register: 3.3V drive
• 14-pin high precision plastic package (enables dual-surface standard)
Device Structure
• Interline CCD image sensor 
• Image size: Diagonal 4.5mm (Type 1/4)
• Number of effective pixels: 659 (H) × 494 (V) approx. 330K pixels
• Total number of pixels: 692 (H) × 504 (V) approx. 350K pixels
• Chip size: 4.60mm (H) × 3.97mm (V)
• Unit cell size: 5.6µm (H) × 5.6µm (V)
• Optical black: Horizontal (H) direction: Front 2 pixels, rear 31 pixels
Vertical (V) direction: Front 8 pixels, rear 2 pixels
• Number of dummy bits: Horizontal 16
Vertical 5
• Substrate material: Silicon
– 1 –
E01409-PS
Sony reserves the right to change products and specifications without prior notice. This information does not convey any license by
any implication or otherwise under any patents or other right. Application circuits shown, if any, are typical examples illustrating the
operation of the devices. Sony cannot assume responsibility for any problems arising out of the use of these circuits.
ICX098BL

















VDD, VOUT, φRG – φSUB
Vφ2A, Vφ2B – φSUB
Vφ1, Vφ3, VL – φSUB
Hφ1, Hφ2, GND – φSUB
CSUB – φSUB
VDD, VOUT, φRG, CSUB – GND
Vφ1, Vφ2A, Vφ2B, Vφ3 – GND
Hφ1, Hφ2 – GND
Vφ2A, Vφ2B – VL
Vφ1, Vφ3, Hφ1, Hφ2, GND – VL
Voltage difference between vertical clock input pins
Hφ1 – Hφ2
Hφ1, Hφ2 – Vφ3















Vertical register transfer clock
Vertical register transfer clock 
Vertical register transfer clock























Horizontal register transfer clock
























































Note) : Photo sensor
9 10 11 12 13 148
1234567
Block Diagram and Pin Configuration 
(Top View)








































Item Ratings Unit Remarks


























































































































Symbol Min. Typ. Max. Unit Remarks
DC Characteristics
Item
Supply current IDD 6.0 mA
Symbol Min. Typ. Max. Unit Remarks
∗1 VL setting is the VVL voltage of the vertical transfer clock waveform, or the same power supply as the VL
power supply for the V driver should be used.




Clock Equivalent Circuit Constant
Item


















































Capacitance between vertical transfer
clocks
Capacitance between horizontal 
transfer clock and GND
Capacitance between horizontal transfer 
clocks
Capacitance between reset gate clock 
and GND
Capacitance between substrate clock and 
GND
Vertical transfer clock series resistor
Vertical transfer clock ground resistor
Horizontal transfer clock series resistor
Reset gate clock series resistor






















Reset gate clock equivalent circuit
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Drive Clock Waveform Conditions
(1) Readout clock waveform

























VφV1 = VVH1 – VVL01
VφV2A = VVH02A – VVL2A
VφV2B = VVH02B – VVL2B
VφV3 = VVH3 – VVL03
VVH = VVH02A































(3) Horizontal transfer clock waveform
Cross-point voltage for the Hφ1 rising side of the horizontal transfer clocks Hφ1 and Hφ2 waveforms is VCR. 
The overlap period for twh and twl of horizontal transfer clocks Hφ1 and Hφ2 is two.





VRGLH is the maximum value and VRGLL is the minimum value of the coupling waveform during the period from
Point A in the above diagram until the rising edge of RG. In addition, VRGL is the average value of VRGLH and
VRGLL.
VRGL = (VRGLH + VRGLL)/2
Assuming VRGH is the minimum value during the interval twh, then:
VφRG = VRGH – VRGL
Negative overshoot level during the falling edge of RG is VRGLm.





























































































twh twl tr tf
Min. Typ. Max. Min. Typ. Max. Min. Typ. Max. Min. Typ. Max.
Unit Remarks





∗1 When vertical transfer clock driver CXD1267AN is used.
∗2 tf ≥ tr – 2ns, and the cross-point voltage (VCR) for the Hφ1 rising side of the Hφ1 and Hφ2 waveforms must be

























Spectral Sensitivity Characteristics (excludes lens characteristics and light source characteristics)
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Zone 0 and I
Zone 0 to II'
Ta = 60°C
Ta = 60°C
Symbol Min. Typ. Max. Unit Measurement method Remarks




















CCD signal output [∗A]
Signal output [∗B]
Note) Adjust the amplifier gain so that the gain between [∗A] and [∗B] equals 1.
– 9 –
ICX098BL
Image Sensor Characteristics Measurement Method
Readout modes

















Progressive scan mode Monitoring mode
Note) Blacked out portions in the diagram indicate pixels which are not read out.
1. Progressive scan mode
In this mode, all pixel signals are output in non-interlace format in 1/30s.
The vertical resolution is approximately 480TV-lines and all pixel signals within the same exposure period
are read out simultaneously, making this mode suitable for high resolution image capturing.
2. Monitoring mode
The signals for all effective areas are output in approximately 1/60s by repeating readout pixels and non-readout
pixels every two lines. The vertical resolution is approximately 240TV-lines.




1) In the following measurements, the device drive conditions are at the typical values of the bias and clock
voltage conditions.
2) In the following measurements, spot blemishes are excluded and, unless otherwise specified, the optical
black level (OB) is used as the reference for the signal output, which is taken as the value measured at
point [∗B] of the measurement system.
Definition of standard imaging conditions
1) Standard imaging condition I:
Use a pattern box (luminance : 706cd/m2, color temperature of 3200K halogen source) as a subject.
(pattern for evaluation is not applicable.) Use a testing standard lens with CM500S (t = 1.0mm) as an IR cut
filter and image at F8. The luminous intensity to the sensor receiving surface at this point is defined as the
standard sensitivity testing luminous intensity.
2) Standard imaging condition II:
Image a light source (color temperature of 3200K) with a uniformity of brightness within 2% at all angles.
Use a testing standard lens with CM500S (t = 1.0mm) as an IR cut filter. The luminous intensity is adjusted
to the value indicated in each testing item by the lens diaphragm.
1. Sensitivity
Set to standard imaging condition I. After selecting the electronic shutter mode with a shutter speed of
1/100s, measure the signal output (VS) at the center of the screen, and substitute the value into the
following formula.
S = VS × [mV]
2. Saturation signal
Set to standard imaging condition II. After adjusting the luminous intensity to 10 times the intensity with the
average value of the signal output, 150mV, measure the minimum value of the signal output.
3. Smear
Set to standard imaging condition II. With the lens diaphragm at F5.6 to F8, first adjust the luminous
intensity to 500 times the intensity with the average value of the signal output, 150mV. Then after the
readout clock is stopped and the charge drain is executed by the electronic shutter at the respective H
blankings, measure the maximum value (Vsm [mV]) of the signal output and substitute the value into the
following formula.
Sm =           × × × 100 [%] (1/10V method conversion value)
4. Video signal shading
Set to standard imaging condition II. With the lens diaphragm at F5.6 to F8, adjust the luminous intensity
so that the average value of the signal output is 150mV. Then measure the maximum (Vmax [mV]) and
minimum (Vmin [mV]) values of the signal output and substitute the values into the following formula.
SH = (Vmax – Vmin)/150 × 100 [%]
5. Dark signal
Measure the average value of the signal output (Vdt [mV]) with the device ambient temperature 60°C and











6. Dark signal shading
After measuring 5, measure the maximum (Vdmax [mV]) and minimum (Vdmin [mV]) values of the dark
signal output and substitute the values into the following formula.
ΔVdt = Vdmax – Vdmin [mV]
7. Lag
Adjust the signal output value generated by strobe light to 150mV. After setting the strobe light so that it
strobes with the following timing, measure the residual signal (Vlag). Substitute the value into the following
formula.
Lag = (Vlag/150) × 100 [%]



































































































































































Sensor readout clocks XSG1 and XSG2 are used by

















Sensor readout clock XSG1 is used by
composing XV2A.




















   
   














































































































   
   
























































































































   
   
































































   
   









































1) Static charge prevention
CCD image sensors are easily damaged by static discharge. Before handling be sure to take the following
protective measures.
a) Either handle bare handed or use non-chargeable gloves, clothes or material. 
Also use conductive shoes.
b) When handling directly use an earth band.
c) Install a conductive mat on the floor or working table to prevent the generation of static electricity.
d) Ionized air is recommended for discharge when handling CCD image sensor.
e) For the shipment of mounted substrates, use boxes treated for the prevention of static charges.
2) Soldering
a) Make sure the package temperature does not exceed 80°C.
b) Solder dipping in a mounting furnace causes damage to the glass and other defects. Use a ground 30W
soldering iron and solder each pin in less than 2 seconds. For repairs and remount, cool sufficiently.
c) To dismount an image sensor, do not use a solder suction equipment. When using an electric desoldering
tool, use a thermal controller of the zero cross On/Off type and connect it to ground.
3) Dust and dirt protection
Image sensors are packed and delivered by taking care of protecting its glass plates from harmful dust and
dirt. Clean glass plates with the following operation as required, and use them.
a) Perform all assembly operations in a clean room (class 1000 or less).
b) Do not either touch glass plates by hand or have any object come in contact with glass surfaces. Should
dirt stick to a glass surface, blow it off with an air blower. (For dirt stuck through static electricity ionized
air is recommended.)
c) Clean with a cotton bud and ethyl alcohol if the grease stained. Be careful not to scratch the glass.
d) Keep in a case to protect from dust and dirt. To prevent dew condensation, preheat or precool when
moving to a room with great temperature differences.
e) When a protective tape is applied before shipping, just before use remove the tape applied for
electrostatic protection. Do not reuse the tape.
4) Installing (attaching)
a) Remain within the following limits when applying a static load to the package. Do not apply any load more
than 0.7mm inside the outer perimeter of the glass portion, and do not apply any load or impact to limited















b) If a load is applied to the entire surface by a hard component, bending stress may be generated and the
package may fracture, etc., depending on the flatness of the bottom of the package. Therefore, for
installation, use either an elastic load, such as a spring plate, or an adhesive.
c) The adhesive may cause the marking on the rear surface to disappear, especially in case the regulated
voltage value is indicated on the rear surface. Therefore, the adhesive should not be applied to this area,
and indicated values should be transferred to the other locations as a precaution.
d) The notch of the package is used for directional index, and that can not be used for reference of fixing.
In addition, the cover glass and seal resin may overlap with the notch of the package.
e) If the lead bend repeatedly and the metal, etc., clash or rub against the package, the dust may be
generated by the fragments of resin.
f) Acrylate anaerobic adhesives are generally used to attach CCD image sensors. In addition, cyano-
acrylate instantaneous adhesives are sometimes used jointly with acrylate anaerobic adhesives. (reference)
5) Others
a) Do not expose to strong light (sun rays) for long periods. For continuous using under cruel condition
exceeding the normal using condition, consult our company.
b) Exposure to high temperature or humidity will affect the characteristics. Accordingly avoid storage or
usage in such conditions.
c) The brown stain may be seen on the bottom or side of the package. But this does not affect the CCD
characteristics.
d) This package has 2 kinds of internal structure. However, their package outline, optical size, and strength
are the same.
The cross section of lead frame can be seen on the side of the package for structure A.
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iXon3 860
> 500 fps 
Ultra-Fast Imaging EMCCD
Features and Benefits
 •	 513	full	frames	per	sec 
  Fast frame rates ideal for ion signalling  
  microscopy and adaptive optics
	 •		TE	cooling	to	-100°C 
  Critical for elimination of dark current  
  detection limit
	 •	 OptAcquire 
  Optimize the highly flexible iXon3 for  
  different application requirements at the  
  click of a button
	 •	 Count	Convert 
  Quantitatively capture and view data in  
  electrons or incident photons. Real-time or  
  post-processing
  •	 RealGain™
      Absolute EMCCD gain selectable directly  
  from a linear and quantitative scale
	 •	 Spurious	Noise	Filters 
  Intelligent algorithms to filter clock induced  
  charge events from the background. Real  
  time or post-processing
	 •	 Cropped	Sensor	Mode 
  Specialised acquisition mode for continuous  
  imaging with fastest possible temporal  
  resolution
	 •		iCam	
  The market-leading exposure time  
  fast-switching software
	 •	 UltraVac™ •1
  Critical for sustained vacuum integrity  
  and to maintain unequalled cooling and QE  
  performance, year after year
	 •	 Superior	Baseline	Clamp	and	EM	stability 
  Quantitative accuracy of dynamic   
  measurements
	 •	 Real	Time	Signal	Averaging 
  Recursive and frame averaging functions for  
  improved SNR
	 •	 Built-in	C-mount	compatible	shutter		
	 	 (optional) 
  Easy means to record reference dark images
Lightning Speed & Ultra-Sensitivity
Andor’s iXon3 860 back-illuminated EMCCD is designed for very rapid imaging of low light 
events, combining > 500 frames/sec with single photon detection capability and > 90% 
Quantum Efficiency.  Thermoelectric cooling down to -100°C minimizes EM-amplified 
darkcurrent, whereas Andor’s ‘overclocked’ vertical shift speeds minimize both clock induced 
charge noise and vertical smear during frame transfer. 
The iXon3 860 benefits from an advanced set of user–requested features, including OptAcquire, 
Count Convert, Spurious Noise Filters & Signal Averaging. RealGain™ provides quantitative EM 
gain calibration.
Sub-millisecond biology is readily accessible through use of sub-array selection, pixel binning 
and Cropped Sensor Mode pushes frame rates to new extremes. The speed and sensitivity of 
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Sensor	options BV: Back Illuminated CCD, Vis optimized
UVB: Back Illuminated CCD with UV coating
Active	pixels 128 x 128
Pixel	size 24 x 24 μm







Digitization True 14 bit @ 10, 5, 3 & 1 MHz readout rate (16 bit available @ 1 MHz)
Triggering Internal, External, External Start, External Exposure, Software Trigger
System	window	type Single window with double-sided AR coating (standard for BV model)
Blemish	specification Grade 1 sensor (CCD60), as defined by the sensor manufacturer e2V
For further details see www.e2v.com

























Linear	absolute	Electron	Multiplier	gain 1 - 1000 times via RealGain™ (calibration stable at all cooling temperatures)
Linearity	•7 Better than 99%
Vertical	clock	speed 0.0875 to 0.45 µs (variable)
Frame Rates (Standard Mode) •8
Array	size
Binning 128	x	128 64	x	64 32	x	32	&	128	x	32 16	x	16 128	x	1
1	x	1 513 943 1639 2500 4348
2	x	2 926 1588 2439 3333 -
4	x	4 1515 2272 3125 3704 -
Frame Rates (Cropped Mode) •8
Array	size
Binning 64	x	64 32	x	32	&	128	x	32 16	x	16 128	x	1
1	x	1 1044 1975 3551 14025
2	x	2 1937 3503 5841 -
4	x	4 3385 5711 8620 -
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iXon3 860
> 500 fps 
Ultra-Fast Imaging EMCCD
Quantum Efficiency Curves •9 QE v Fluorophores Curve




























Conventional (A) and PALMIRA (B) super-resolution image of stained 
a-tubulin intact PtK2 cell imaged with the high speed 860 model operating at 
500 fps. PALMIRA is a single molecule super-resolution approach, employing 
an asynchronous acquisition mode in which readout and photo-switching 
are independently operated.
Courtesy of Alexander Egner and Stefan Hell, Department of 
NanoBiophotonics, Max Planck Institute for Biophysical Chemistry, 
Gçttingen, Germany.
Slope Detection and Ranging (SLODAR) double star technique using the 
860 model with 2 ms exposure time. The camera is shown at the European 
Southern Observatory (ESO) site at Cero Paranal in Chile, mounted on a 
40cm Schmidt-Cassegrain telescope and operated through Linux. The image 
shows an example Shack-Hartmann wavefront sensing frame. 
Courtesy of Dr Richard Wilson, Centre for Advanced Instrumentation, 
University of Durham.
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> 500 fps 
Ultra-Fast Imaging EMCCD
Creating The Optimum 
Product for You
How to customise the iXon3 860 :
Simply select from the 2 digitisation 
options that best suit your needs from 
the selection opposite. 
Step 1.
Please indicate if you require a shutter 
fitted to your  iXon3 860.
Step 2.
Please indicate which software and 
controller card you require.
Step 5.
For compatibility, please indicate 
which accessories are required.
Step 6.
C S #BV- -
Step 1.
Choose digitisation option
D: 10, 5, 3 & 1 MHz readout @ 14 bit
E: 10, 5, & 3 MHz readout @ 14 bit and  
1 MHz @ 16 bit
example shown
Choose sensor finish option
 
#BV: Standard back illuminated sensor






S: Standard built-in mechanical shutter 
0: No shutter
The iXon3 860 comes with 2 options 
for sensor types. Please select the 





CCI-23 PCI Controller card.
CCI-24 PCIe Controller card.
Solis	Imaging A 32-bit application compatible with 32 and 64-bit Windows (XP, Vista and 7) 
offering rich functionality for data acquisition and processing.  AndorBasic provides macro 
language control of data acquisition, processing, display and export.
Andor	SDK A software development kit that allows you to control the Andor range of cameras 
from your own application. Available as 32 and 64-bit libraries for Windows (XP, Vista and 7), 
compatible with C/C++, C#, Delphi, VB6, VB.NET, LabVIEW and Matlab. Linux SDK compatible 
with C/C++.
Andor	iQ A comprehensive multi-dimensional imaging software package. Offers tight 
synchronization of EMCCD with a comprehensive range of microscopy hardware, along with 
comprehensive rendering and analysis functionality. Modular architecture for best price/
performance package on the market.
Third	party	software	compatibility
Drivers are available so that the iXon3 range can be operated through a large variety of third 
party imaging packages. See Andor web site for detail: andor.com/software/
Step 6.
The	following	accessories	are	available:
OPTOMASK Optomask microscopy 
accessory, used to mask unwanted 
sensor area during Cropped Sensor mode 
acquisition. 
XW-RECR Re-circulator for enhanced 
cooling performance
ACC-XW-CHIL-160 Oasis 160 Ultra 
compact chiller unit
OA-CNAF C-mount to Nikon F-mount 
adapter
OA-COFM C-mount to Olympus adapter
OA-CTOT C-mount to T-mount adapter
The iXon3 860 with #BV sensor is supplied with an AR coated Quartz window as standard, optimized 
for the 400 to 900 nm. The UVB sensor is supplied with an uncoated Quartz window.
The following alternative AR coated window choices are available and must be ordered at time of 
build (if selected):
WIN-35MM-250/450-W Quartz window, AR coated for 250-450 nm. 97% transmission at 260 nm
WIN-35MM-600/1100-W Quartz window, AR coated for 600-1100 nm. 98% transmission at 1000 nm
Step 4.
(Optional)
Please indicate alternative window 
option if required.
Step 4.
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Fluorescence Correlation Spectroscopy (FCS)
Product Drawings
Dimensions in mm [inches]
Connecting to the iXon3
Camera	Control
Connector type: PCI or PCIe
TTL	/	Logic
Connector type: SMB, provided with SMB - BNC cable
Fire (Output), Shutter (Output), Arm (Output), External Trigger (Input)
I2C	connector
Compatible with Fischer SC102A053-130, pinouts as follow:




























































4 off M5 x 5mm deep















Mounting points, 6 off 1/4-20 UNC
Tapped x 15mm deep 









MDR 36 interface connector,
 42 x 42 x 12, cable is attached at 60°
SolidWorks Detached drawing - Out-of-Sync Print
Connector panel
Third-angle projection
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iXon3 860
> 500 fps 
Ultra-Fast Imaging EMCCD
Order Today
Need more information? At Andor we are committed to finding 
the correct solution for you. With a dedicated team of technical 
advisors, we are able to offer you one-to-one guidance and 
technical support on all Andor products. For a full listing of our 
local sales offices, please see:
Our regional headquarters are:
Europe     Japan
Belfast, Northern Ireland    Tokyo
Phone +44 (28) 9023 7126   Phone +81 (3) 3518 6488
Fax +44 (28) 9031 0792   Fax +81 (3) 3518 6489
North	America    China
Connecticut, USA     Beijing
Phone +1 (860) 290 9211   Phone +86 (10) 5129 4977
Fax +1 (860) 290 9566   Fax +86 (10) 6445 5401
LiXon3860SS 0612 R1
1x PCI or PCIe controller card + SATA adapter
1x Controller card splitter/fly-lead (if required)
1x 3m iXon3 detector cable 
2x 2m SMB - BNC conection cables
1x Power supply with mains cable
1x Quick launch guide 
1x CD containing Andor user manuals
1x Individual system performance booklet
1x Disposable ESD wrist strap
Items	shipped	with	your	camera:
Footnotes: Specifications are subject to change without notice
1. Assembled in a state-of-the-art cleanroom facility, Andor’s  UltraVac™ vacuum process combines a 
permanent hermetic vacuum seal (no o-rings), with a stringent  protocol to minimize outgassing, including 
use of proprietary materials.
2. Figures are typical unless otherwise stated.
3. The dark current measurement is averaged over the sensor area excluding any regions of blemishes.
4. Using Electron Multiplication (EM) the iXon3 is capable of detecting single photons, therefore the true 
camera detection limit is set by the number of ‘dark’ background events. These background events consist 
of both residual thermally generated electrons and Clock Induced Charge (CIC) electrons (also referred to as 
Spurious Charge), each appearing as random single spikes that are well above the read noise floor. 
 A thresholding scheme is employed to count these single electron events and is quoted as a probability of an 
event per pixel. Acquisition conditions are full resolution and max frame rate (10 MHz readout; frame-transfer 
mode; 0.1 µs vertical clock speed; x 1000 EM gain; 10 ms exposure; -85°C).
5. The EM register on CCD60 sensors has a linear response up to 400,000 electrons maximum and a full well 
depth of ~800,000 electrons maximum. 
6. Readout noise is for the entire system. It is a combination of sensor readout noise and A/D noise.  
Measurement is for Single Pixel readout with the sensor at a temperature of -75°C and minimum exposure 
time under dark conditions. Under Electron Multiplying conditions, the effective system readout noise is 
reduced to sub 1e- levels.
7. Linearity is measured from a plot of counts vs exposure time under constant photon flux up to the saturation 
point of the system.
8. All measurements are made with 0.1 µs vertical clock speed. It also assumes internal trigger mode of 
operation. 











Operating Temperature 0°C to 30°C ambient
Relative Humidity < 70% (non-condensing)
Storage Temperature -25°C to 50°C
Power	Requirements












Anexo IV: Planos y vistas en LabView
Anexo IV: Planos y vistas en LabView
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