Abstract. This paper examines the possibility of providing a unified account of the projection properties of presuppositions, conventional and conversational implicatures. I discuss the solution offered in (Roberts et al. 2009 ) and show that the central notion we need to cover the spectrum of observations is that of attachment.
Introduction
The most basic observations about presuppositions concern what is called their projection behaviour. Roughly speaking, a presupposition can be characterised as an implication which is able to project. A sentence S presupposes a proposition φ whenever S implies φ and certain 'suitably modified' versions of S also imply φ (projection). The 'suitably modified' qualification encompasses negation, interrogation and a variety of embeddings. For instance, Mary knows that Paul cheated on the exam and its modified versions (Mary does not know / Does Mary know) that Paul cheated on the exam all imply that Paul cheated.
Projection is not automatic. It depends on context and the properties of embedding, as studied in the vast literature on presupposition projection. A less well-known property concerns the limitations on attachment. Ducrot (1972) had noted that it is difficult to attach a discourse constituent to a presupposition. For instance, the salient reading of (1) is that Paul does not cheat (asserted content) because he was behind in his work. The probably more natural interpretation that Paul was in the habit of cheating (presupposed content) because he was always behind cannot be construed.
(1)
Paul has stopped cheating on exams because he was always behind in his work
The question naturally arises whether these two properties can be unified in some way and perhaps ultimately viewed as two sides of the same coin. In the next section, I describe in more detail the symmetry between projection and attachment constraints. In section 3, I present the approach of Roberts et al. (2009) , based on the notion of Question Under Discussion (QUD) and highlight the possibility of deriving attachment constraints from it. In section 3.2, I show that attachment is not limited to some carefully chosen examples but has a clear experimental reflection . Finally, in section 4, I discuss the QUD-based approach and show that attachment is a fundamental notion to analyse the interaction between discourse and projection.
Extending the Symmetry between projection and attachment
There is little doubt that presuppositions tend to project and do not provide a natural attachment site. Roberts et al. (2009) suggest that projection extends to conventional implicatures (CIs) For instance, they borrow from Chierchia and McConnell-Ginet the observation that non-restrictive relative clauses project. An example parallel to (1) is (2). According to Potts (2005) , non-restrictive trigger a CI and, indeed, (2b) entails that Paul cheated.
(2) a. Paul, who has cheated on the exam, might be dismissed b. Do you think that Paul, who has cheated on the exam, might be dismissed? Roberts et al. recall Simons'(2005) observation that certain conversational implicatures (cis) project. Consider (3) (Simons' example 27) . Answer B1 makes sense only if one assumes some sort of negative connection between rain and going on a picnic. This connection is preserved in B2 variants.
(3) A -Are we going on a picnic? B1 -It's raining B2 -It's not raining / Is it raining?
Attachment limitations have also been investigated with a similar result. Ducrot's (1972) loi d'enchaînement ('linking law') targets presuppositions. In a nutshell, the linking law forbids any attachment to a presupposition, whether by way of a subordinating or coordinating conjunction, except for et ('and') and si ('if'), or by way of a 'logical relation'. In (Jayez 2005, Jayez and Tovena 2008) , it is claimed that CIs are subject to the same limitations. For instance, in (4), the preferred interpretation is that John being unable to register for the next term is the cause of his failure. The more natural interpretation that it is bad luck for him since he cannot register would involve recruiting the CI trigger unfortunately for the attachment (see Potts 2005 for evaluative adverbs and Jayez and Rossari 2004 for parentheticals).
(4) Unfortunately, Paul has failed his exam because he cannot register for the next term
Finally, it has been noted in various works that CIs cannot provide natural targets for refutation, see Rossari 2004, Potts 2005 ). E.g. the refutations in (5) target only the asserted proposition that Paul has failed his exam, leaving aside the evaluative CI trigger unexpectedly. In a refutation, the attempt by an addressee to attach a new constituent to a presupposition or to an implicature is bound to be perceived as artificial. In this respect, refutations belong to the category of attachments. As noted by David Beaver (p.c.), a similar observation and conclusion holds for confirmations ('You are right', 'Quite so', etc.).
It is of course tempting to hypothesize that there is a common source behind the projection and the attachment observations, and that presuppositions, CIs and cis can be grouped into a natural class, whose members differ essentially by specific lexical profiles.
3 Accounting for the Symmetry: the QUD Approach
Basics
Recently, Roberts et al. (2009) have proposed that presuppositions, CIs and cis, which they group under the generic term of not-at-issue content (henceforth non-AI content), after Potts' term for CIs, share indeed a central property: they do not necessarily address the Question Under Discussion (QUD). Assuming that each discourse is organised around at least one common topic (the QUD), they offer the following principle. (6) QUD principle All and only the non-AI content may project. Two important points are to be mentioned at this stage. First, if we decide to see presuppositions and implicatures as members of a common family, it is no longer possible to attribute their common behaviour to properties that do not hold for the whole class. So, anaphoric or dynamic theories of presuppositions, whatever their merits, are not plausible candidates for unifying presuppositions, CIs and cis since, for instance, they do not make room for CIs (Potts 2005) . Roberts et al. make the same point for common ground theories of presuppositions.
Second, if the QUD theory is correct, it should allow one to derive the attachment properties. Roberts et al. include the refutation test among those properties that characterise the projecting elements but they do not tackle the general question of attachments. Generalising from Potts, I assume that the semantic and pragmatic contribution of a discourse constituent can be seen as a n-tuple q, a 1 . . . a n , where the first element (AI content) addresses the QUD and the other ones are presupposed or implicated material. Appropriate functions can extract the relevant material. If C is a constituent, AI(C) extracts the AI content of C, pres(C) the presuppositions, etc. Consider now a pair of adjacent constituents (C 1 , C 2 ) in a monologue, typically two successive sentences or clauses that convey a proposition. By using C 1 , the speaker signals that she contributes to the QUD with AI(C 1 ). If the next constituent is connected to an element of C 1 different from AI(C 1 ), the speaker abandons the QUD. In most contexts, this is an odd move because the speaker just addressed the QUD via AI(C 1 ), hence the impression of a non sequitur. In dialogues, the situation is a little different since we cannot, in general, assign to participants a unique discourse strategy. It may be the case that participants disagree on certain issues. This accounts for the fact, noted by Jayez and Rossari and von Fintel (2004) , that it is perfectly possible to interrupt the discourse trajectory ascribed to a participant, for instance by questioning a presupposition or a CI she endorses, in general at the cost of a metalinguistic effect.
A -Unfortunately, Paul has failed his exam B -(Well, I wouldn't call that 'unfortunate' / It's not really unfortunate, you know,) he's so lazy. He got what he deserves In monologues, the price to pay for abandoning the QUD is higher since the speaker is supposed to have a coherent strategy. This is not quite impossible, however. A speaker may signal explicitly that she is abandoning the QUD with a special discourse marker such as by the way. In that case, the speaker may sound uncooperative, especially if she abruptly shifts the topic in the middle of a serious discussion, but she is not incoherent since she makes clear that she is not currently following a plan to tackle the QUD (8). (8) Paul stopped smoking. By the way, Mary never took to smoking
Simple Experimental Evidence
One might argue that the QUD hypothesis, in its current stage, is only a clever guess. However, preliminary experimental evidence is clearly consonant with the hypothesis. If the QUD approach is right, competent speakers should process more easily an attachment to the AI content than to the non-AI content. In order to evaluate this prediction, I carried out a simple categorisation experiment. 46 French students were asked to classify 40 French two-sentence pairs, including 8 fillers, as either banale (ordinary) or bizarre (weird). They were all native speakers, with an age range of 17-27 and an age mean of 20.1. The test was administered collectively (all the subjects rated the pairs together). Subjects had to read and rate pairs following the order on the test sheet and were not allowed to correct a previous choice. They were asked to run through the pair list as fast as possible. In each pair, the sentences were related by a consequence discourse marker (donc or alors ≈ 'therefore', 'so') or by a causal/justification subordinating conjunction (parce que ≈ 'because' or puisque ≈ 'since'). The pairs exploited either an AI or a non-AI linking and featured a presupposition or conventional implicature trigger. The following table shows the translations of four pairs, with the expected answer in the last column. The general idea was to have a markedly selective preference for attaching either to the AI or to the non-AI content in each case. For instance, in the fourth example, assuming an analysis of almost like in Jayez & Tovena (2008) , attachment to the AI content (Laetitia was near to desperation) would not make much sense whereas attachment to the non-AI content (Laetitia was not (entirely) desperate) is plausible. A simple comparison of means suggests that there is a sharp contrast between the AI and non-AI conditions: 88% of OK answers for the first, 18%(presuppositions) and 12% (CIs) for the second. The results can be analysed in several ways, which I illustrate briefly. The most obvious possibility is to examine the differences between individual sentence pairs. I used the Mac Nemar test for paired samples to compare the proportions of binary responses of the subject group in two different conditions, two types of sentence pairs in our case. The sentence pairs (excluding fillers) were classified into different categories, according to their connection mode (AI or non-AI) and the presupposition or CI triggers they contained. They were compared pairwise and the 300 resulting tests were themselves classified into different categories according to (i) which mode of connection (AI, non-AI with presupposition, non-AI with CI) each pair exhibited and (ii) whether the trigger was identical in the two pairs. When the trigger is the same, there are 5 pairs (out of 6) that show a significant difference in the AI vs. presupposition attachment conditions, and 7 pairs (out of 10) that show a significant difference for CIs. A second technique is to cluster the responses in order to see whether and how they pattern together. Figure 2 shows the result of an application of the R pvclust package for hierarchical clustering.
1 The rectangles represent the best guesses of the algorithm (with an estimated probability of error inferior to 0.05). The left rectangle contains only AI attachment pairs, the right rectangle contains three AI attachment pairs which are rejected (p9) or nor significantly accepted by the subjects (p28 and p36) and all non-AI attachment pairs. This suggests again that the perception of AI and non-AI attachments tends to diverge. Finally, one can fit a series of linear mixed models using the lme4 R package.
2 Subjects are considered as groups and the reference level of the attachment type factor is rotated to highlight the different hierarchies between levels (AI, non-AI+presupposition, non-AI+CI). The results are shown in figure 1. They are all significant (P < 0.05). In a nutshell, table 1 says that the probability of getting an 'OK' (vs. 'weird') answer from subjects decreases as the proportion of presuppositional or CI attachments increases and increases with attachments to the AI content. Presuppositions partially compensate for CIs, as shown by the figures where CI constitutes the reference level (line 3). In other terms, they have a lesser negative influence than CIs. However, this might reflect a bias in the data rather than a general tendency and more work is needed to evaluate the import of the present difference. 
The attachment approach
In spite of its attractiveness, the QUD approach faces some problems and I will defend the view that the notion of attachment (i) is a better candidate to address them and (ii) provides a basis for explaining why, in most examples, projective meaning does not address the QUD, as made clear by Roberts et al.
The attachment principle
In some cases, the non-AI content does address the QUD. In (9), B uses the double fact that Paul has been smoking and that he does not smoke as an argument in favour of her conclusion that Paul has a strong will.
A -Does Paul have a strong will? B -Generally speaking, yes. He has stopped smoking, for instance A variation on this type of configuration is illustrated by (10). The preferred interpretation of B's answer is that Paul answers to mails, but not very quickly. Thus, the proposition that Paul answers to mails survives the negation and projects. However, it is difficult to say that it does not address the QUD, at least not if we consider what is relevant to the topic made salient by A's question. (10) A -Is Paul a good partner? B -He does not answer to mails very quickly Note that with (10) or with (9) we do not base our understanding only on a general or circumstantial rule like [addiction ; no strong will]. It is necessary to make the fact that Paul answers to mails or that he has smoked enter the picture, in order to draw from B's answers various inferences relevant to the QUD. So, the situation cannot be reduced to the type of examples studied by Simons that we mentioned in section 2.
(10) and (9) illustrate the possibility that information pieces which address the QUD nonetheless project. Crucially, in both cases, one observes attachment limitations. E.g. it is impossible to interpret (11a) and (11b) as meaning that Paul answers to mails because he is professional and that he smoked because he liked smoking. (11) a. He does not answer to mails very quickly because he is very professional b. He didn't stop smoking, for instance, because he liked that Such observations have two consequences. First, they show that material usually considered as implicated or presupposed can address the QUD and be projected. Second, if attachment limitations were a reflection of not addressing the QUD, as I have propose, they should disappear. In view of these problems, I introduce a new, different principle for dealing with projective meaning. The intuition behind it is that the only strongly preferred attachment in linguistic communication is to AI content.
(12) Attachment Principle In linguistic communication, the AI content provides the preferred site for attachment.
In other terms, one cannot 'ignore' the AI content. It is possible to attach to presupposed or implicated material only if there is a simultaneous attachment to the AI content, as in (9). Three questions remain open. What is AI content? Can we motivate the attachment principle? How come that QUD addressing generally patterns with attachment?
One How and two Whys
How do we discern attachable content? Every linguistic piece of communication can come with conventionally attachable and non-attachable content. The linguistic marking of AI content vs. presuppositions or CIs provides a typical case. I leave open the possibility that a linguistic item contains no conventionally attachable content, as might be the case for interjections (Wharton 2003) . Conventionally attachable content contains those elements which contribute to 'what is said' in the Gricean sense, that is, all the non-presupposed and non-implied propositions resulting from exploiting the linguistic code and assigning values to those indexical arguments that occur in the predicates of such propositions. This amounts to saying that the conventionally atachable content comprises entailments and certain explicatures 3 (Sperber and Wilson 1986) . For instance, in (13a) the attachable content includes all the entailments of the proposition that it is raining at t, where t is the value assigned to the time indexical associated with the sentence tense. In contrast, whereas the existence of a consequence relation between the rain and staying at home in (13b) is also considered as an explicature in some recent approaches (see Ariel 2008 for a survey), it is not integrated into the attachable content under the present analysis, since non-metalinguistic attachment to the consequence relation is odd. Answer A1 is perfectly standard. Admittedly, it exploits an inferential connection (rain ; staying at home) which is not part the of AI content, but it also targets directly the AI content of the second clause. In this respect, the AI content is not ignored and the attachment principle is not violated. In contrast, answer A2 is clearly off the track because it is intended to falsify the non-AI content associated with so (see Jayez 2004 for a discussion of the (non-) AI content of discourse markers).
(13) a. It is raining b. It is raining, so I prefer to stay at home A1 -Rain should not prevent you from going out A2 -??It's false, there is no relation between the two things
In cases such as (10), mentioned in (Schlenker 2008) , there is (at least) a strong preference for the adjunct to bear the presuppositional non-AI content. Whether this is the result of a conventional preference or a pragmatic inference via (an equivalent of) the Quality maxim is open to discussion. In any case, it is not necessary in the proposed approach to postulate that AI content, which is conventionally attachable, must be itself strictly conventional, since nothing essential depends on this assumption. Why is there an attachment principle at all? Could not we be 'free' to attach, in the limits of inferential plausibility? Consider an example like I have to pick up my sister at the airport and suppose that it can be represented as a set of Boolean combinations of literals {L 1 = pick-up(x) & x = y, L 2 = sister(y)}, where the second element stands for the presupposition. These two elements are 'unrelated', in a sense I am going to clarify. First, the fact that I have a sister does not make it intuitively more plausible that I must pick her up at the airport. Second, the fact that I have to pick up my sister at the airport entails that I have a sister. However, in using the sentence, I am not asserting that I have a sister but that I must fetch at the airport the person who is described by the presupposition. This assertion can come out false in several ways, including those cases in which I have no such obligation and those in which the person I must fetch at the airport is not correctly described by the presupposition, as, for instance, when I must pick up my father or my aunt. This granted, can we imagine a proposition that would be related to the two pieces of information that I have a sister (presupposition) and that I must pick up at the airport a person who is correctly described by the presupposition? It is very unlikely that we can spontaneously produce such a proposition. The task is inferentially too complex.
In most situations, AI and non-AI contents are unrelated. There is no selfevident proposition that would be a common consequence of both contents or would entail them jointly. More generally, given the contribution of a discourse constituent, L 1 , . . . , L n , there is no guarantee that L 1 . . . L n can be jointly connected to a common proposition through some discourse relation. If attachment were unconstrained, the general independence of the contribution members would make the construction of an interpretation in discourse even more difficult than it is. For instance, assuming a simple two-sentence dialogue of the form (A:S1=
2 ), B would have to eliminate one of L 1 , L 2 to determine which part of the contribution is intended by A to require a continuation. More generally, the relation of this problem to the notion of entropy is hard to miss. If we represent a conversational move as a tuple of information pieces cm = a 1 . . . a n , every participant different from the speaker has to choose an intended attachment site among the components of the cm vector and to provide an appropriate reaction. We can assimilate such reactions to messages. By her reaction, the addressee gives an indication as to the attachment site she has chosen, thus sending a message which consists of a partial ordering of cm, according to which elements of cm the addressee's reaction applies more naturally to. In addition, the addressee creates a new conversational move, cm ′ to which other participants can react. A series of conversational moves can be seen as a sequence (cm
, where x, y, u, z etc., are discourse participants and o(cm 1 , cm 2 ) is the ordering on cm 1 induced by the explicit response cm 2 . Consider the probability of an ordering at each stage; if there is no guidance as to preferred attachments, every information piece of the last move can provide an equally plausible attachment site and Shannon entropy is maximum.
4 After the addressee's move, the probability of an attachment by the addressee is estimated with respect to the move itself, which may lead to inferential overload as the discourse grows. Given the cognitive difficulty of dealing with massive equiprobability or inference, a plausible conjecture is that languages have developed conventionalised preferences for attachment in order to streamline discourse management.
Finally, why is the QUD approach empirically robust? The elements that are marked for attachment are preferably interpreted as addressing the QUD because the constraints on attachment help keeping the thread in discourse evolution. Accordingly, when an element is marked for attachment, it is very likely that it contributes to the discourse topic at the current point. Elements that are not so marked can project, since they are subtracted from the current discussion thread. As we saw in the previous section, this does not prevent something from addressing the QUD and projecting, if this element is not conventionally marked as attachable.
Conclusion
The upshot of the previous discussion is that an element can address the QUD and nonetheless project. This is so because projection is (negatively) associated with conventionalised attachment preferences, that do not noticeably vary with the context. Several important issues are still pending. I will mention three of them. First, additional experimental work is necessary to construct models of cognitive processing for non-AI content. In particular, recent work on anticipatory effects (Chambers and San Juan 2008) might complicate the debate over the role of common ground and, more generally, the dynamic character of presuppositions, questioned in various approaches (Abbott, Schlenker) . Second, the status of non-conventional elements, so called 'conversational implicatures', is unclear. Since they do not necessarily correspond to a segment of linguistic code, their integration into a layered conventional system, as is proposed here, has to be reconsidered. Last, it must be determined whether all discourse relations are equally sensitive to attachment or whether there is a significant variation and why, see (Winterstein 2009 ) on too for an illustration of this problem.
