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1. Introduction
Conformal symmetry is the highest space-time symmetry. In addition to the trans-
formations of the Poincare group it includes the transformations which preserve angles
between world lines:dilatations and the special conformal transformations.The last trans-
formation is singular in the Minkowski space, but on R × S3 it is well defined. Global
space-time may differ from Minkowski space, while being locally very similar to it, and
the new ”energy”, the translation operator P0 from the conformal algebra, will corre-
spondingly differ from the special relativistic energy, although again being very close to
it in the case of sufficiently localized phenomena. The difference in energy-eigenvalues
should be very small for localized states, but there is a considerable lost of symmetry in
the replacement of R× S3 by Minkowski space.
The second chapter deals with geometrical objects, with curvature related quantities:
Riemann tensor, Ricci tensor, Ricci scalar. The conformal Killing-equations are pre-
sented. Next, the electromagnetic field will be constructed on the manifold R×S3. This
manifold is a special case of the Robertson-Walker spaces. R × S3 has 15 generators of
the conformal group and therefore is a maximal conformally symmetric manifold. The
space of the rays on the lightcone in R2,4 is isomorphic to the (S × S3)/Z2. This fact is
helpful to find out the conformal Killing-vectors, that describe the conformal symmetry
of the curved manifold. R × S3 is a universal covering space of (S × S3)/Z2.
In the third chapter the electromagnetic field is considered. The Lagrangian that is
invariant under the conformal transformations of the dynamical fields Am only is written.
The Maxwell field in four dimensions is a vector field and in contrast to the scalar field
there is no need to introduce densities in order to obtain a conformally invariant theory.
For the eigenmode expansion of the field Am the eigenfunctions of the ”four-momentum”
operator, the operator that plays the role of the momentum in the conformal algebra,
will be used. At the end of this chapter, a gauge-fixing term is found, which makes
strongly apparent the similarity to the flat case.
In the fourth chapter the Green’s function is found. It allows us to carry out the
quantization. Here the creation and annihilation operators of photons on the curved
space will be discussed. The interaction of the Maxwell field with the charged scalar
density fields φ(x) is considered. The question whether such terms break the conformal
invariance, or give raise to some new vertex-factors for the Feynman diagrams is inves-
tigated. Finally the energy-spectrum of the dynamical field Am(x) will be considered.
Due to the gauge invariance of the field there exist the unphysical degrees of freedom
which lead to the negative-norm states. The BRS method will be used to solve this
problem.
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2. Mathematical background
2.1. The Conformal transformations
Suppose we have a region M of the space Rn with coordinates x1, . . . , xn, and some
mapping T of points x to points x′ : x′ = T (x). On M tangential vectors to curves are
defined :
dx′m
ds |
x′(x)
=
∂x′m
∂xn
dxn
ds |x
(2.1)
An invertible transformation is called conformal if the length-square of all vectors will
change at most by some coordinate dependent factor eλ(x):
∂x′m
∂xk
dxk
ds |x
∂x′n
∂xl
dxl
ds |x
gmn(x
′(x)) = eλ(x)
dxk
ds |x
dxl
ds |x
gkl(x) (2.2)
This must be valid for every vector, so:
∂x′m
∂xk
∂x′n
∂xl
gmn(x
′(x)) = eλ(x)gkl(x) (2.3)
The last formula shows us that after a conformal transformation the new metric ten-
sor g′mn(x
′) is proportional to the original one gmn(x′) if both are expressed in the same
coordinates. The transformation is called isometry if the conformal factor eλ(x) = 1 and
hence length-square of the vector does not change. Equation (2.3) describes the finite
conformal transformations.
The one parameter-group of transformations Tα maps points x to points x
′ of the
manifold. If one varies the group parameter α, one gets a curve with the tangential
vectors:
ξm(Tα(x)) =
(Tαx)
m
dα
. (2.4)
Inserting α = 0 one obtains vector at the original point x.
Considering infinitesimally small transformations: x′m = xm+ ξm, if one differentiates
(2.3) with respect to the transformations parameter at α = 0 and uses the equations:
∂(Tαx)
m
∂xk |α=0
= δmk , ∂α
∂(Tαx)
m
∂xk |α=0
= ∂kξ
m (2.5)
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one gets:
∂kξ
mδnl gmn + δ
m
k ∂lξ
ngmn + δ
m
k δ
n
l ∂αgmn(x) + ǫgkl = 0. (2.6)
Here we have used the notation: ǫ = −∂αλ|α=0.
Finally one receives the conformal Killing equation :
ξk∂kgmn + ∂mξ
kgkn + ∂nξ
kgmk + ǫgmn = 0. (2.7)
From the last equations one can find the conformal Killing vectors, if the components
of the metric tensor are known. This vectors describe the symmetry of the manifold.
Because of the symmetry of the metric tensor (2.7) there are at most d(d+1)/2 equations,
where d is the dimension of the manifold.
2.2. Isometries
Isometries are transformations that do not change lengths of vectors. The Killing vectors
generate such transformations. This vectors can be found from the Killing equation. The
last one is received from the equation (2.7) if one sets the parameter ǫ = 0:
ξk∂kgmn + ∂mξ
kgkn + ∂nξ
kgmk = 0. (2.8)
If the components of the metric tensor are known one can find the Killing vectors from
equations (2.8). We will compute the components of one Killing vector. In our case, for
manifold R× S3 we get the following equations:
(11) ∂1ξ
1 = 0 (2.9)
(22) ξ1 cosα∂2ξ
2 sinα = 0 (2.10)
(33) ξ1 cosα sin θ + ξ2 sinα cos θ∂3 + ξ
3 sinα sin θ = 0 (2.11)
(12) ∂1ξ
2 sin2 α + ∂2ξ
1 = 0 (2.12)
(13) ∂1ξ
3 sin2 α sin2 θ + ∂3ξ
1 = 0 (2.13)
(23) ∂2ξ
3 sin2 α sin2 θ + ∂3ξ
2 sin2 α = 0. (2.14)
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The numbers in brackets indicate the indices of the metric tensor. Here we assume
that the numbers 0, 1, 2, 3 correspond to the coordinates t, α, θ, φ accordingly. To solve
this system of equations we will use the Ansatz:
ξ1 = A sin(θ + a)
ξ2 = A cos(θ + a) cotα + b (2.15)
Here A, a, b are some unknown constants. From the equation (2.11) one gets:
ξ3 = −φ
(
A sin(θ + a) cotα + (A cos(θ + a) cotα + b) cot θ
)
. (2.16)
If we insert this into (2.13) we will receive the following condition onto the a’s: a = pin
2
,
where n = 0,±1,±2,±3, . . .. From equation (2.14) we receive for a = π/2 that b = 0.
Now we can insert this values for the constants a and b into the last expression for ξ3
and we get ξ3 = 0. So one can now write down the following Killing vector:
ξm = (cos θ,− sin θ cotα, 0). (2.17)
2.3. Covariant Differentiation
The gradient of a tensor does not behave like a tensor under general coordinate trans-
formations xi = xi(y1, . . . yn), i = 1 . . . n. The components of a tensor T˜k in the y
i
coordinates satisfy:
T˜ j,l =
∂T˜k
∂yl
=
∂
∂yl
(
T i
∂xj
∂yi
)
=
∂T i
∂yl
∂yj
∂xi
+ T i
∂
∂yl
∂yj
∂xi
=
∂T i
∂xp
∂xp
∂yl
∂yj
∂xi
+ T i
∂2yj
∂xi∂xk
∂xk
∂yl
. (2.18)
The second term vanishes under linear coordinate transformations yi = aijx
j , but not
under general coordinate transformations. So, it is necessary to generalize the concept
of the gradient. The covariant derivative of (1,1) tensor has the form:
DkT
i
j =
∂T ij
∂xk
+ ΓilkT
i
j − ΓljkT il , (2.19)
and there exist similar expressions for tensors of different rank. Covariant differentiation
is a linear operation and commutes with the operation of contraction. For a zero-rank
tensor it is the usual gradient of the function. The covariant derivative of a product of
tensors is calculated using the Leibniz product rule.
The Γ-s are called Christoffel symbols or affine connections. The coordinates are
said to be (Psuedo)Euclidean (with respect to a given connection), if in terms of those
coordinates the Γ’s are identically zero:
Γikl ≡ 0 i, j, k = 1, . . . , n. (2.20)
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On the other hand, the coordinates x1, . . . , xn are said to be Euclidean if in terms of
these coordinates the metric gij is given by:
gij = δij , (2.21)
where δ is the Kronecker symbol.
A connection Γijk is said to be compatible with a metric gij if the covariant derivative
of the metric tensor gij is identically zero:
Dkgij ≡ 0 i, j, k = 1, . . . , n. (2.22)
For a vector field :
DkDlT
i = Dk
(
∂T i
∂xl
+ ΓinlT
n
)
=
∂
∂xk
(
∂T i
∂xl
+ ΓinlT
n
)
+ Γipk
(
∂T p
∂xl
+ ΓpnlT
n
)
−
−Γplk
(
∂T i
∂xp
+ ΓinpT
n
)
=
∂2T i
∂xk∂xl
+
∂T n
∂xk
Γinl + Γ
i
pk
∂T p
∂xl
− Γplk
∂T i
∂xp
+ T n
∂Γinl
∂xk
+
+ΓipkΓ
p
nlT
n − ΓplkΓinpT n. (2.23)
If one exchanges the order of differentiation and after that subtracts this two expres-
sions from each other, one gets:
(DkDl −DlDk)T i =
(
∂Γinl
∂xk
− ∂Γ
i
nk
∂xl
)
T n +
(
ΓipkΓ
p
nl − ΓiplΓpnk
)
T n
−(Γplk − Γpkl)
(
∂T i
∂xp
+ ΓinpT
n
)
. (2.24)
Introducing the notation:
− Rinkl =
∂Γinl
∂xk
− ∂Γ
i
nk
∂xl
+ ΓipkΓ
p
nl − ΓiplΓpnk, (2.25)
T pkl = Γ
p
lk − Γpkl, (2.26)
finally one obtains :
(DkDl −DlDk)T i = −RinklT n + T pklDnT i (2.27)
One can write analogous equations for the tensors with lower indices:
(DkDl −DlDk)Ti = RniklTn + T pklDnTi. (2.28)
The Rinkl are the components of so-called Riemann curvature tensor and T
p
kl is the
torsion tensor. If the connection is symmetric T pkl ≡ 0.
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One can write the conformal Killing equation (2.7) in the following form:
Dmξn +Dnξm + ǫgmn = 0, (2.29)
where the ξ’s are the conformal Killing vectors. If one multiplies both sides with the
inverse metric tensor one gets: ǫ = −2
d
Dkξ
k, where d is the dimension of the space.
For isometries one obtains the Killing equation:
Dmξn +Dnξm = 0. (2.30)
If one uses (2.30) in the equation for the commutator of the covariant derivatives
(2.28) one gets: DkDlξi + DlDiξk = −Rniklξn. (We assume that T ≡ 0). Using the
Bianchi-identity D(kDlξi) = 0 one receives:
DiDkξl = −Rniklξn (2.31)
So the second derivatives of the Killing vectors are completely determined through this
vectors and the Riemann tensor. In the Taylor expansion of the analytical Killing vector
fields around a point P at most the coefficients ξ and the antisymmetric coefficients Dkξl|p
are free. In d space-time dimensions these are in total d + 1
2
d(d − 1) coefficients and
hence there exist at most 1
2
d(d+ 1) linear independent Killing vectors.
2.4. The manifold R× S3
As R × S3 we will consider the following overlapping of the manifold S1 × S3 which is
a submanifold of the flat space R2,4:
(t, α, θ, φ)→ (y−1, y0, y1, y2, y3, y4) =
(cos t, sin t, sinα sin θ cosφ, sinα sin θ sinφ, sinα cos θ, cosα) (2.32)
Here y’s are the coordinates on R2,4 and S1 × S3 is described through the equation:
0∑
i=−1
(yi)2 =
4∑
i=1
(yi)2 = 1 (2.33)
The angles α and θ take values from 0 to π, φ from 0 to 2π, and t takes all real
numbers. From R2,4 one can write down the metric on R× S3 :(
dy
ds
dy
ds
)
=
(
dy−1
ds
)2
+
(
dy0
ds
)2
−
(
dy1
ds
)2
−
(
dy2
ds
)2
−
(
dy3
ds
)2
−
(
dy4
ds
)2
=
(
dt
ds
)2
−
(
dα
ds
)2
− sin2 α
(
dθ
ds
)2
− sin2 α sin2 θ
(
dφ
ds
)2
(2.34)
hence :
gmn =


1 0 0 0
0 −1 0 0
0 0 − sin2 α 0
0 0 0 − sin2 α sin2 θ

 .
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2.5. Curvature of R× S3
The curvature of a manifold is described through the Riemann tensor:
Rlijk =
∂Γlij
∂xk
− ∂Γ
l
ik
∂xj
+ ΓmijΓ
l
mk − ΓmikΓlml (2.35)
which are called Riemann symbols of the second kind, where the Christoffel symbols Γ’s
are:
Γmkl =
1
2
gmn(∂kgnl + ∂lgnk − ∂ngkl) (2.36)
The components of the corresponding covariant tensor of fourth order :
Rmjik = gmhR
h
jik (2.37)
are called the Riemann symbols of the first kind. They satisfy the following identities:
Rmjik = −Rjmik, (2.38)
Rmjik = −Rmjki, (2.39)
Rmjik = Rikmj , (2.40)
and
Rmjik +Rmikj +Rmkji = 0. (2.41)
From (2.38) it follows that for non-vanishing components neither the first two nor the
second two indices can be alike. Due to (2.38) there are n(n− 1)/2 ≡ n2 cases in which
the first pair of indices are equal to the second pair, and n2(n2−1)/2 cases in which the
first pair and the second pair are different. Hence there are total n2(n2 + 1)/2 distinct
symbols as regards (2.38). Additionally there are n(n−1)(n−2)(n−3)/4! ≡ n4 equations
of the form (2.41). Consequently there are
N = n2(n2 + 1)/2− n4 = n2(n2 − 1)/12 (2.42)
distinct symbols of the first kind.
For the space R× S3 one gets that the componets of the Christoffel symbols are:
Γφαφ = Γ
φ
φα = cotα
Γθαθ = Γ
θ
θα = cotα
Γφθφ = Γ
φ
φθ = cot θ
Γαθθ = − sinα cosα
Γαφφ = − sinα cosα sin2 θ
Γθφφ = − sin θ cos θ
12
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All other components vanish.
The number of the non-vanishing Riemann symbols of the first kind are less than
predicted by the formula (2.42) because of the symmetries of our space. They have the
following form:
Rα,θ,α,θ = − sin2 α
Rα,φ,α,φ = − sin2 α− sin2 θ
Rθ,φ,θ,φ = − sin4 α− sin2 θ
and other components that can be received through exchange of the indices, in accor-
dance with (2.38), which makes 12 components in total.
The Ricci tensor is computed through the formula:
Rmn = g
klRkmln. (2.43)
For R× S3 the Ricci tensor takes the form:
Rmn =


0 0 0 0
0 −2 0 0
0 0 −2 sin2 α 0
0 0 0 −2 sin2 α sin2 θ

 . (2.44)
The Ricci Scalar is:
R = gmnRmn (2.45)
and for R× S3 one gets R = 6.
One can compute the curvature of R × S3 in a different way. The curvature is com-
pletely determined through its three dimensional curvature tensor Pplmn of S
3. The
manifold S3 belongs to the class of the maximally symmetric spaces. The Riemann
tensor of such a completely isotropic space is:
Pplmn = k(gpmgln − glmgpn), (2.46)
where k is some constant. Then the Ricci tensor is:
Pmn = 2kgmn,
and the Ricci scalar:
P = 6k. (2.47)
The line element on S3 is: dl2 = γmndx
mdxn, where γmn is the three-dimensional
metric. So, the curvature of such spaces are described only through the constant k,
and we will try to find its value for S3. One can consider S3 as embedded in some
four-dimensional flat space. The equation of the hyper-sphere with unit radius has the
form:
x21 + x
2
2 + x
2
3 + x
2
4 = 1, (2.48)
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and the line element on it is: dl2 = dx21 + dx
2
2 + dx
2
3 + dx
2
4. With the help of (2.48) one
can rearrange the last formula to give:
dl2 = dx21 + dx
2
2 + dx
2
3 +
(x1dx1 + x2dx2 + x3dx3)
2
1− x21 − x22 − x23
, (2.49)
so the metric tensor is:
γmn = δmn +
xmxn
1− x21 − x22 − x23
. (2.50)
One can choose to compute the curvature of S3 at the origin, this means at the north
pole. The curvature at any other point of the sphere is the same. So in the neighborhood
of the north pole the first derivatives of the metric γmn vanish and so do the quantities
γmn. The second derivatives are:
∂m∂nγkl|x=0 = δmkδnl + δmlδnk, (2.51)
and the Ricci tensor is:
Rik|x=0 = ∂lΓ
l
ik − ∂kΓlil. (2.52)
Using (2.36) one gets:
Rik = 1/2γ
lm(∂l∂iγmk + ∂l∂kγmi − ∂l∂mγik)
−1/2γlm(∂k∂iγml + ∂k∂lγmi − ∂k∂mγil)
= γlmδlmδik − γlmδkmδil = 2δik.
Finally the scalar curvature is: R = Rikγ
ik = 6.
2.6. Generators of the conformal transformations
We can now write down the Generators of SO(2, 4):
L−1,0 = ∂t
L−1,1 = − sin t sinα sin θ cosφ∂t + cos t cosα sin θ cosφ∂α
cos t cos θ cosφ
sinα
∂θ − cos t sin φ
sinα sin θ
∂φ
L−1,2 = − sin t sinα sin θ sinφ∂t + cos t cosα sin θ sinφ∂α
cos t cos θ sinφ
sinα
∂θ +
cos t cosφ
sinα sin θ
∂φ
L−1,3 = − sin t sinα cos θ∂t + cos t cosα cos θ∂α − cos t sin θ
sinα
∂θ
L−1,4 = − sin t cosα∂t − cos t sinα∂α
L0,1 = cos t sinα sin θ cos φ∂t + sin t cosα sin θ cosφ∂α
14
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sin t cos θ cos φ
sinα
∂θ − sin t sinφ
sinα sin θ
∂φ
L0,2 = cos t sinα sin θ sinφ∂t + sin t cosα sin θ sin φ∂α
sin t cos θ sin φ
sinα
∂θ +
sin t cosφ
sinα sin θ
∂φ
L0,3 = cos t sinα cos θ∂t + sin t cosα cos θ∂α − sin t sin θ
sinα
∂θ
L0,4 = cos t cosα∂t − sin t sinα∂α
L1,2 = ∂φ
L2,3 = sin φ∂θ +
cos θ cosφ
sin θ
∂φ
L3,1 = − cos φ∂θ + cos θ sinφ
sin θ
∂φ
L1,4 = sin θ cos φ∂α + cotα cos θ cos φ∂θ − cotαsinφ
sin θ
∂φ
L2,4 = sin θ sin φ∂α + cotα cos θ sinφ∂θ + cotα
cosφ
sin θ
∂φ
L3,4 = cos θ∂α − cotα sin θ∂θ (2.53)
La,b = −Lb,a (2.54)
In Appendix A, as an example, L0,3 is computed.
The generators D of dilatations, K of special conformal transformations, and Pm, Jmn
of the Poincare´ group fulfill the following commutation relations:
[Pm, Pn] = 0 [Jmn, Pk] = −(ηmkPn − gnkPm)
[Jmn, Jkp] = ηmpJnk + ηnkJmp − ηmkJnp − ηnpJmk
[D,Pm] = −Pm [D, Jmn] = 0
[D,Km] = Km [Kn, Km] = 0
[Km, Pn] = −2(ηmnD + Jmn) [Jmn, Kp] = −(ηmpKn − ηnpKm) (2.55)
where ηmn is the Minkowski metric. One can verify that this algebra is fulfilled through
the following combinations of the Killing vectors of SO(2, 4):
Pm = L−1,m + Lm,4, Km = L−1,m − Lm,4,
Jmn = Lm,n, D = −L−1,4 (2.56)
In appendix B one of this commutator relations is proven.
2.7. Noether’s Theorem
The physical systems can have a symmetry under transformations of the dynamical
fields, this means that under corresponding infinitesimal transformations δφi the action
15
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of the system does not change: δW = 0. If Tα is a one-parameter group that maps
fields into fields, then infinitesimal transformations are defined as the derivatives of the
transformations at α = 0:
δφi =
d
dα
Tαφi(x)|α=0 . (2.57)
The action will change as:
δW =
∫
d4xδφi
δW
δφi
. (2.58)
The transformation Tα is called a symmetry of the action if the integrand in the last
expression can be written as the total derivative of some function:
δφi
δW
δφi
+ ∂mj
m = 0 (2.59)
To the current the term jm = ∂nB
nm , the total divergence of the functions that are
antisymmetric under the exchange of the indices, can be added. For physical fields the
equations of motion are δW
δφi
= 0, so to each symmetry there corresponds a conserved
current jm. The variation of the Lagrangian is:
δL = δφl ∂L
∂φl
+ (∂kδφl)
∂L
∂(∂kφl)
= δφl
(
∂L
∂φl
− ∂k ∂L
∂(∂kφl)
)
+ ∂k
(
δφl
∂L
∂(∂kφl)
)
. (2.60)
The term in brackets in the first term is called the Euler derivative:
∂ˆL
∂ˆφl
=
∂L
∂φl
− ∂k ∂L
∂(∂kφl)
, (2.61)
so, the variation of the Lagrangian is:
δL = δφl ∂ˆL
∂ˆφl
+ ∂k
(
δφl
∂L
∂(∂kφl)
)
= ∂mK
m, (2.62)
where:
Km = δφl
∂L
∂(∂mφl)
− jm. (2.63)
and (2.59) was used. From here the formula for the conserved current follows:
jm = δφl
∂L
∂(∂mφl)
−Km + ∂nBnm. (2.64)
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A transformation of the fields is a symmetry transformation if the corresponding vari-
ation of the Lagrangian is the total derivative of some function. On the other hand
to each conserved currents there corresponds a symmetry transformation of the action.
One can write:
0 = ∂mj
m +Rl
δW
δφl
+Rml ∂m
(
δW
δφl
)
, (2.65)
where Rl, R
m
l are some functions of the coordinates, the fields and their derivatives. One
can bring the last equation into the form:
0 = ∂m
(
jm +Rml
δW
δφl
)
+ (Rl − ∂mRml )
δW
δφl
, (2.66)
according to (2.59) to the conserved current there corresponds a symmetry transforma-
tion:
δφl = Rl − ∂mRml . (2.67)
The corresponding conserved charge is:
Q(t) =
∫
d3xj0(t, ~x). (2.68)
2.8. The flat coordinates
The Killing-vectors corresponding to the momentum operators of the conformal algebra
(2.56) are:
ξn0 =
[
1 + cos t cosα, − sin t sinα, 0, 0
]
ξn1 =
[
− sin t sinα sin θ cosφ, sin θ cosφ(1 + cos t cosα),
cos θ cosφ(cos t+ cosα)
sinα
, −sin φ(cos t+ cosα)
sinα sin θ
]
ξn2 =
[
− sin t sinα sin θ sinφ, sin θ sin φ(1 + cos t cosα),
cos θ sin φ(cos t+ cosα)
sinα
,
cosφ(cos t+ cosα)
sinα sin θ
]
ξn3 =
[
− sinα sin t cos θ, cos θ(1 + cos t cosα),
−sin θ(cos t+ cosα)
sinα
, 0
]
(2.69)
Here we introduce the following quantities:
βm = (t, α, θ, φ), (2.70)
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xm =
(
sin t
cos t+ cosα
,
sinα sin θ cosφ
cos t+ cosα
,
sinα sin θ sinφ
cos t+ cosα
,
sinα cos θ
cos t+ cosα
)
(2.71)
m = 0, 1, 2, 3.
In terms of this expression we can write the Killing vectors as:
ξna =
∂βn
∂xa
. (2.72)
Here we define the inverse Killing-vectors in the following sense:
ξ¯am =
∂xa
∂βm
, (2.73)
ξ¯amξ
m
b = δ
a
b , ξ¯
a
mξ
n
a = δ
n
m. (2.74)
So, one has four inverse vectors corresponding to the vectors in (2.69):
ξ¯0n =
[ 1 + cos t cosα
(cos t + cosα)2
,
sin t sinα
(cos t + cosα)2
, 0, 0
]
ξ¯1n =
[sin t sinα sin θ cosφ
(cos t + cosα)2
,
sin θ cos φ(1 + cos t cosα)
(cos t + cosα)2
,
sinα cos θ cos φ
cos t+ cosα)
, −sinα sin θ sinφ
cos t+ cosα
]
ξ¯2n =
[sin t sinα sin θ sinφ
(cos t+ cosα)2
,
sin θ sin φ(1 + cos t cosα)
(cos t+ cosα)2
,
sinα cos θ sin φ
cos t+ cosα
,
sinα sin θ cosφ
cos t+ cosα
]
ξ¯3n =
[ sin t sinα cos θ
(cos t + cosα)2
,
cos θ(1 + cos t cosα)
(cos t+ cosα)2
,
− sinα sin θ
cos t+ cosα
, 0
]
(2.75)
In our case the following relations hold:
gmnξ
m
a ξ
n
b = (cos t+ cosα)
2ηab, (2.76)
gmnξ¯amξ¯
b
n = (cos t+ cosα)
−2ηab, (2.77)
ξ¯am = ξ
n
b gmnη
ab(cos t+ cosα)−2. (2.78)
The Jacobian of the transformation from flat xm coordinates to curved coordinates
βm is:
det4 ‖ ∂x/∂β ‖ = sin
2 α sin θ
(cos θ + cosα)4
, (2.79)
det3 ‖ ∂x/∂β ‖ = det4 ‖ ∂x/∂β ‖ (1 + cos t cosα). (2.80)
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In Minkowski space the line element has the form:
ds2 = (dx0)2 − (dx1)2 − (dx2)2 − (dx3)2 (2.81)
One can rewrite this in the spherical polar coordinates (t, r, θ, φ):
ds2 = dt2 − dr2 − r2(dθ2 + sin2 θdφ2) (2.82)
This metric is singular for r = 0 and sin θ = 0 but this is only a coordinate singularity.
To get rid of it one has to restrict the coordinates to the ranges: 0 < r < ∞, 0 < θ <
π, 0 < φ < 2π and one needs two such coordinate patches to cover the whole Minkowski
space. Further one introduces the advanced and retarded null coordinates:
v = t+ r
w = t− r (2.83)
Then one has:
ds2 = dvdw − 1
4
(v − w)2(dθ2 + sin2 θdφ2) (2.84)
Also this coordinates can take infinite values. In the new coordinates p and q:
tan p = v
tan q = w
−1
2
π < p <
1
2
π, −1
2
π < q <
1
2
π, p ≥ q (2.85)
this infinities are transformed to finite values and the metric takes the form:
ds2 = sec2 p sec2 q(dpdq − 1
4
sin2(p− q)(dθ2 + sin2 θdφ2)) (2.86)
One defines new coordinates:
t′ = p+ q, r′ = p− q
with
− π < t′ + r′ < π, −π < t′ − r′ < π, r′ ≥ 0 (2.87)
The original metric g is conformal to the metric g¯ given by:
ds¯2 = (dt′)2 − (dr′)2 − sin2 r′(dθ2 + sin2 θdφ2)) (2.88)
Thus the Minkowski space-time is given by the region (2.87) of the metric:
ds2 =
1
4
sec2(t′ + r′) sec2(t′ − r′)ds¯2 (2.89)
One can see that the metric (2.88) is locally identical to that of the space R × S3,
Einstein static universe. In the later the r′ coordinate is not limited. Suppressing two of
the coordinates one can represent Einstein’s static universe as the cylinder x2 + y2 = 0
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in the three-dimensional Minkowski space: ds2 = −dt2 + dx2 + dy2.
2.9. Infinitesimal transformations
Under coordinate transformation the components of tensors of the second rank transform
as:
F
′n
m (y) =
∂xk
∂ym
∂yn
∂xl
F lk(x). (2.90)
For an infinitesimal transformation:
ym = xm + ξm, (2.91)
(2.90) in the first order of ξm takes the form:
δξF
l
k = ξ
m∂mF
l
k(x) + ∂kξ
mF lm(x)− ∂mξlFmk (x). (2.92)
This expression is called the Lie derivative along a vector field ξm. For tensors of different
rank the derivative has an analogous form.
The tensor densities transform in different way under the coordinat transformations:
D
′n
m(y) =‖
∂x
∂y
‖n/4 ∂x
k
∂ym
∂yn
∂xl
Dlk(x). (2.93)
The quantity n in the power of the Jacobian is the conformal weight of the tensor
density. The infinitesimal transformations for such objects is of the form:
δξD
l
k = ξ
m∂md
l
k(x) + ∂kξ
mDlm(x)− ∂mξlDmk (x) +
n
4
∂mξ
mDlk. (2.94)
The conformal Killing equatio can be shortly written as:
δξgmn = ǫgmn. (2.95)
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3.1. The vector Field
The Lagrangian for an electromagnetic field is:
Lvec = −1
4
√
ggmkgnlFmnFkl, (3.1)
where:
Fmn = ∂mAn − ∂nAm. (3.2)
The equations of motion are:
∂m(
√
gFmn) = 0. (3.3)
This Lagrangian is invariant under gauge transformations of the type:
Am → Am + ∂mλ. (3.4)
The form of the Lagrangian shows us that the Am are vectors (no densities) and they
transform under the general coordinate transformations according to:
δAm = A
′
m(x)− Am(x) = ξl∂lAm + ∂mξlAl. (3.5)
Due to the gauge-freedom we may add a divergence term to it:
δ′Am = δAm − ∂m(ξlAl) = ξlFlm (3.6)
⇒ δ′Fmn = ∂m(ξlFln)− ∂n(ξlFlm). (3.7)
We will now prove that the action is invariant under (3.5) for ξ’s corresponding to
conformal transformations. The Lagrangian of the electro-magnetic field transforms as
a scalar density of weight 4 under general coordinate transformations, so the variation:
δGL = ∂m(ξmL) = ∂m(ξm√gFmnFmn), (3.8)
and so the variation of the action vanishes: δGW = 0.
Under conformal transformations the metric tensor transforms as δgmn = ǫgmn. One
can check that the expression g1/4gmk is invariant under conformal transformations:
δ(g1/4gmk) = δ(g1/4)gmk + g1/4δgmk
=
1
4
g1/4gnlǫgnlg
mk − g1/4ǫgmk = 0 (3.9)
21
3. Classical field theory
because gnlgnl = 4. From this one gets:
δ(
√
ggmkgnp) = δ(g1/4gmk)g1/4gnp + g1/4gmkδ(g1/4gnp)
= 0
So one can conclude that conformal transformations of the whole action (3.1) are equal
to conformal transformations of the dynamical fields Am only. Because of this and (3.8)
the action is invariant under conformal transformations of the fields Am.
The equation of motion (3.1) can be written with covariant derivatives:
∂m(
√
gFmn) =
√
g(∂mF
mn + ΓmmlF
ln + ΓnmlF
ml) =
√
gDmF
mn, (3.10)
here is used that the partial derivative: ∂m
√
g = 1
2
√
g
ggkl∂mgkl =
√
g Γkmk and the fact
that an antisymmetric tensor times a symmetric tensor vanishes, so one can add the last
term. Hence the Maxwell equation is:
√
gDmF
mn = 0. (3.11)
Since the Christoffel symbols Γ′s are symmetrical in the lower indices one can rewrite
the stress tensor Fmn with covariant derivatives: Fmn = DmAn−DnAm and the equations
of motion take the form:
Dm(DmAn −DnAm) = 0. (3.12)
We would like to rearrange the second term. The covariant derivatives do not commute.
After formula (2.27) with vanishing torsion one has:
DmDnA
m = [Dm, Dn]A
m +DnDmA
m = RmmnrA
r +DnDMA
m. (3.13)
In the second term the trace of the Riemann tensor gives the Ricci tensor, so the equa-
tions of motion are:
DmDmAn +RnmA
m −DnDmAm = 0. (3.14)
One can see that in curved space the Maxwell equation contains a term with the Ricci
tensor that had no analogous term in the flat space equations.
We can express the fields A as the superposition of the momentum eigenfunctions um,
which are defined by the following equation:
ξla∂lum + ∂mξ
l
aul = −ikaum, (3.15)
where the ξla are the Killing-vectors corresponding to the momentum generator Pa in
the conformal algebra. We will now show that this equation is fulfilled by:
um = ∂m(εx) exp(−ikx), (3.16)
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where x’s are the β dependent functions we have introduced above.
Proof:
ξla∂lum + ∂mξ
l
aul
=
∂
∂xa
um + ∂m(ξ
n
aun)− ξna∂mun
=
∂um
∂xa
+ ∂m(εbξ
n
a ξ¯
b
n exp(−ikx)) − ξna (∂m∂nεx) exp(−ikx)−
−ξna∂n(εx)∂m exp (−ikx)
=
∂um
∂xa
+ εa∂m exp (−ikx) − ξna∂n
(
∂m(εx) exp (−ikx)
)
+
+ξna∂m(εx)∂n exp (−ikx)− εa∂m exp (−ikx)
=
∂um
∂xa
− ∂um
∂xa
+ ∂m(εx)
∂
∂xa
exp (−ikx)
= ∂m(εx)(−ika) exp (−ikx)
= −ikaum.
Here we have used that through the inverse Killing-vectors the solution can be rewrit-
ten in the form:
um = εaξ¯
a
m exp (−ikx). (3.17)
3.2. The gauge-fixing term
One defines the tensor fmn as:
fmn = ∂mun − ∂num
= iεakb(ξ¯
a
mξ¯
b
n − ξ¯anξ¯bm) exp(−ikx). (3.18)
Inserting this terms into the Maxwell equations one gets:
Dmf
mn = Dm
(
gkmglniεakb(ξ¯
a
k ξ¯
b
l − ξ¯al ξ¯bk)e−ikx
)
= gkmglniεakbDm(ξ¯
a
k ξ¯
b
l − ξ¯al ξ¯bk)e−ikx) + gkmglniεakb(ξ¯ak ξ¯bl − ξ¯al ξ¯bk)Dme−ikx)
=
(
igkmglnεakbDm(ξ¯
a
k ξ¯
b
l − ξ¯al ξ¯bk)−
ηcb
(cos t+ cosα)2
kbkcεaξ¯
a
l g
ln +
+
ηca
(cos t+ cosα)2
εakckbξ¯
b
l g
ln
)
e−ikx. (3.19)
It can be shown that first term is zero. We see that the second term is proportional to
k2 and the last term to εk .
Setting (3.19) equal to zero we obtain conditions for the k’s and ε’s such that the u’s
are special solutions of the equations of motion.
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We would like to impose a gauge-condition upon the u’s that leads to εk = 0. In order
to find such a condition, we consider the following condition for some unknown function
f(β):
∂m(fu
m) = ∂m
(
fεaξ¯
a
ng
mne−ikx
)
= −ikbεafgmnξ¯anξ¯bme−ikx + ∂m(fgmnξ¯an)εae−ikx
= −ikbεaηab 1
(cos t+ cosα)2
fe−ikx +
+∂m(fg
mnξ¯an)εae
−ikx
= 0. (3.20)
As we see the first term is proportional to εk. We will now find an f(β) such that the
second term vanishes. This leads to the following:
∂m(fg
mnξ¯an) = g
mnξ¯an∂mf + f∂mξ¯
am = 0
gmnξ¯an∂mf = −f∂m(ξ¯am)
ξlag
mnξ¯an∂mf = −ξlaf∂m(ξ¯am)
glm∂mf = −fξla∂m(ξ¯am)
∂pf = −fξap∂m(ξ¯am). (3.21)
This equation is satisfied by :
f =
√
g
(cos t+ cosα)2
. (3.22)
So we choose the gauge-condition to be :
∂m(
√
g
(cos t+ cosα)2
Am) = 0. (3.23)
From equation (3.19) we get a condition for k0:
k0 =
√
k21 + k
2
2 + k
2
3 (3.24)
The εa’s can be developed in basis of linearly independent vectors ε
v
a.
Then the A’s can be written as :
Am =
∫
d3k
(2π)3
√
2k0
(avε
v
aξ¯
a
m exp(−ikx) + a+v εvaξ¯am exp(ikx)). (3.25)
We now enlarge the Lagrangian by a gauge-fixing term:
L = −1
4
FmnF
mn − 1
2
√
gT 2
[∂m(
√
gTAm)]2, (3.26)
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where:
T =
1
(cos t + cosα)2
, (3.27)
The equations of motion now take the form:
Dm(F
mn) + Tgmn∂m(
1√
gT 2
∂l(
√
gTAl)) = 0. (3.28)
The gauge-fixing term is a scalar density of the weight 4, so it is invariant under
general coordinate transformation δG. One can rewrite the gauge-fixing term in the
form:
Lgauge = 1
(g1/4T )2
[∂m(
√
ggmnTAn)]
2. (3.29)
The term g1/4T has weight 2 and one can show that for Poincare´ transformations:
δP (g
1/4T ) = ξl∂l(g
1/4T ) +
1
2
∂lξ
l(g1/4T ) = 0, (3.30)
with the Killing-vectors corresponding to the translation and the Lorentz transforma-
tions from the conformal algebra (2.56). Using the last equality, the fact that for the
conformal transformations δc(g
1/4gmn) = 0 and the chain rule, finally one gets:
0 = δPLgauge = 1
(g1/4T )2
[∂m(
√
ggmnTδPAn)]
2 (3.31)
So the gauge-fixing term is invariant under the Poincare´ transformations. However it is
not invariant under conformal transformations.
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4.1. Propagator quantization
The Green’s function of the equation of motion (3.28) is:
Gmn(x, x
′) =
∫
d4k
(2π)4
−i
k2 + iε
uam(x)u
b∗
n ηab
=
∫
d4k
(2π)4
−i
k2 + iε
ξ¯am(x)ξ¯
b
n(x
′)ηab exp (ik(x− x′)), (4.1)
with uam ≡ ξ¯am exp(−ikx).
To prove this we insert Gmn in the equation of motion (3.28). The x dependent part
under the integral is uamηab. In the following computation we will use only this part.
With the results of the computations in (3.19) and (3.20), replacing ǫa by ηab, one gets:
Dm
(
gsmgln(∂su
a
l ηab − ∂luasηab
)
+ Tgmn∂m
(
1√
gT 2
∂l(
√
gTglsuasηab)
)
=
= −k2Tηabξ¯al glne−ikx + ηcaηabTkckdξ¯dl glne−ikx −
−Tgmn∂m
(
1√
gT 2
ikdηabη
adT 2
√
ge−ikx
)
= −k2Tηabξ¯al glne−ikx. (4.2)
Finally the action of the operator of the equation of motion Lln on the Green’s function
gives:
LlnGlr =
∫ d4k
(2π)4
i
k2 + iε
ξ¯br(x
′)k2Tηabξ¯al (x)g
ln exp (ik(x− x′)) = iδnr δ4(x− x′). (4.3)
Here according to (2.76) it has been used that: Tηabξ¯
a
l (x)ξ¯
b
r(x) = glr.
One can perform the k0 integration in the Green’s function (4.1):
Gmn(x) = −
∫
d3k
(2π)32k0
ηabξ¯
a
m(x)ξ¯
b
n(x
′)
{
θ(x0 − x′0)e−ik(x−x′) + θ(x′0 − x0)eik(x−x′)
}
(4.4)
with k0 =
√
k21 + k
2
2 + k
2
3.
On the other side one has the expression:
Gmn(x) = 〈0|θ(x0 − x′0)Am(x)An(x′) + θ(x′0 − x0)An(x′)Am(x)|0〉
=
∫
d3k
(2π)3
√
2k0
∫
d3p
(2π)3
√
2p0
{
θ(x0 − x′0)[aa(k), a+b (p)]ξ¯am(x)ξ¯bn(x′)e−ikx+ipx
′
+
+θ(x′0 − x0)[aa(p), a+b (k)]ξ¯an(x′)ξ¯bm(x)eikx−ipx
′
}
. (4.5)
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The comparison with the formula (4.4) shows that the creation and annihilation op-
erators must fulfill the equality:
[aa(k), a
+
b (p)] = −ηabδ3(k − p) (4.6)
From one side the momentum operator acts on the field as:
[iPb, Am] =
∫
k˜[iPb, aa]ξ¯
a
me
−ikx + [iPb, a+a ]ξ¯
a
me
ikx (4.7)
On the other side we know how the momentum operator acts on its eigenmodes u(x):
δbAm =
∫
k˜aa(−ikb)ξ¯ame−ikx + a+a ikbξ¯ameikx (4.8)
Comparing the last two formulas one gets for the operator:
[iPb, a
+
a ] = ikba
+
a (4.9)
showing that a+a is indeed a creation operator, in the sense that it creates momentum.
4.2. Creation and annihilation operators
In this section a and a+’s will be expressed as functions of the fields and its canonical
momentum. For mathematical simplicity computations will be carry out for x0 = 0.
The mode expansion of the field for the polarisazion vector: ενa = δ
ν
a is:
Am =
∫
d3k
(2π)3
√
2k0
(aa(k)ξ¯
a
me
−ikx + a+a (k)ξ¯
a
me
ikx). (4.10)
Multiplying both sides with a term and integrating over the β = (t, α, θ, φ) curved
coordinates one gets:
∫
d3β
√
gT ξ¯00 ξ¯
m
b e
ipxAm =
=
∫
d3k
(2π)6
√
2k0
∫
d3β
√
gT ξ¯00(ab(k)e
−i(k−p)x + a+b (k)e
i(k+p)x),
where T is given through the formula (3.27) and the zero component of the inverse
Killing-vector is: ξ¯00 = (1− cos t cosα)/(cos t+cosα)2. From the formula (2.79) one can
see that the combination
√
gT ξ¯00 is the Jacobian det3 ‖ ∂x/∂β ‖, and one can carry out
the integration over β on the right side. So finally:
∫
d3β
√
gT ξ¯00 ξ¯
m
b e
ipxAm =
∫ d3k
(2π)3
√
2k0
[ab(k)δ(k − p) + a+b (k)δ(k + p)] =
=
1
(2π)3
√
2p0
[ab(~k) + a
+
b (−~k)]. (4.11)
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These are four equations and one needs some additional four to solve for the eight
unknown functions aa, a
+
a .
The canonical conjugate momentum is:
Πm =
∂L
∂(∂0Am)
. (4.12)
In the formula for the Lagrangian (3.26) the first term gives the following contribution
to the momenta:
Πm = −√g(∂0Am − ∂mA0)
= −√g
∫
d3k
(2π)3
√
2k0
{
aa(k)[∂0ξ¯
a
m − ikbξ¯b0ξ¯am]e−ikx + a+a (k)[∂0ξ¯am + ikbξ¯b0ξ¯am]eikx −
−aa(k)[∂mξ¯a0 − ikbξ¯bmξ¯a0 ]e−ikx − a+a (k)[∂mξ¯a0 + ikbξ¯bmξ¯a0 ]eikx
}
=
√
g
∫
d3k
(2π)3
√
2k0
{
aa(k)ikb[ξ¯
b
0ξ¯
a
m − ξ¯bmξ¯a0 ]e−ikx −
−a+a (k)ikb[ξ¯b0ξ¯am − ξ¯bmξ¯a0 ]eikx
}
(4.13)
Multiplying both sides with the expression Tξmc e
ipx, for t = 0 (initial time) on the
right side one gets :
aa(k)kb[ξ¯
b
0ξ¯
a
m − ξ¯bmξ¯a0 ]ξmc = ac(k)kbξ¯b0 − aa(k)kcξa0 =
= [ac(k)k0 − a0(k)kc]ξ¯00 . (4.14)
Here is used that for t = 0 (x0 = 0) only the inverse Killing vector ξ¯
0 has a non-
vanishing zero component: ξ¯00 6= 0 and for the other three vectors: ξ¯0i = 0 with i = 1, 2, 3
(2.75).
Integrating the last expression over the curved coordinates β one gets:
∫
d3βTξmc e
ipxΠm =
∫
d3k
(2π)3
√
2k0
∫
d3βi
√
gT ξ¯00
{
[ac(k)k0 − a0(k)kc]e−i(k−p)x −
[a+c (k)k0 − a+0 (k)kc]ei(k+p)x
}
. (4.15)
Remembering that
√
gT ξ¯00 is the Jacobian (2.79),with T = 1/(cos t+ cosα)
2, one can
carry out the x integration that leads to a delta functions. At the last step one integrates
over the momenta on the right side and finally:
∫
d3βTξmc e
ipxΠm =
1
−i√2p0
{
ac(p)p0 − a0(p)pc − a+c (−~p)p0 + a+0 (−~p)p¯c
}
, (4.16)
with p¯ ≡ (p0,−~p).
The second term in the Lagrangian (3.26) gives the following contribution:
Π′n = −δ0n
1
T
∂k(
√
gTAk) = −δ0n
{ 1
T
∂k(
√
gT )gklAl +
√
g∂kAlg
kl
}
. (4.17)
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For the metric of R×S3 one has: ∂kgkl = 0. In the following both sides will be multiplied
with some unknown vector f 0c (β), with c = 0, 1, 2, 3. During the computations one can
see which choice is convenient for this vector (which allows us to carry out the integration
over the β coordinates). Integrating (4.17) over β one gets:
−
∫
d3βΠ′0f
0
c e
ipx =
∫ d3k
(2π)3
√
2k0
∫
d3βf 0c g
kl
{ 1
T
∂k(
√
gT )[aa(k)ξ¯
a
l e
−i(k−p)x +
a+a (k)ξ¯
a
l e
i(k+p)] +
√
g
(
aa(k)[∂kξ¯
a
l − ikbξ¯bkξ¯al ]e−i(k−p)x + a+a (k)[∂k ξ¯al +
+ikbξ¯
b
kξ¯
a
l ]e
i(k+p)x
)}
. (4.18)
Using (3.21) one can see that on the space R×S3 the inverse conformal Killing-vectors
fulfill the equality:
1
T
∂k(
√
gT ξ¯al ) = g
kl
(√
g∂kξ¯
a
l +
1
T
∂k(
√
gT )ξ¯al
)
= 0. (4.19)
So two terms remain on the right side(containing the ξ¯bkξ¯
a
l products) and with (2.76) one
gets:
−
∫
d3βΠ′0f
0
c e
ipx =
∫
d3k
(2π)3
√
2k0
∫
d3β
√
gf 0c
{
−iaa(k)kbηabTe−i(k−p)x +
+ia+a (k)kbη
abTei(k+p)x
}
(4.20)
One can see that for f 0c = Tξ
0
c (c = 0, 1, 2, 3) it is easy to take the integral on the right
side. Actually evaluating this at initial time t = 0 (x0 = 0) this vector has non-vanishing
components only for c = 0. Again we use the fact that the combination
√
gT ξ¯00 is equal to
the three Jacobian of the transformation from the coordinates (x1, x2, x3) to the curved
ones (β1, β2, β3). ∫
d3k
(2π)3
√
2k0
iδ0c
{
−aa(k)kaδ(k − p) + a+a (k)kaδ(k + p)
}
=
=
δ0c
(−i)√2p0
(
−aa(~p)pa + a+a (−~p)p¯a
)
. (4.21)
The results (4.16) and (4.21) give:
(−i)
√
2p0
∫
d3βΠmf
m
c e
ipx =
= ac(p)p0 − a0(p)pc − a+c (−~p)p0 + a+0 (−~p)p¯c + (aa(~p)pa − a+a (−~p)p¯a)δ0c . (4.22)
Here fmc denotes the summarized four-vector that was multiplied in the formulas
(4.16)and (4.21) to simplify the integration:
fmc =


Tξ0c
Tξ1c
Tξ2c
Tξ3c

 , (4.23)
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with T from (3.27) and the Killing-vectors from (2.69).
Introducing the vectors:
Mb(~p) =
√
2p0
∫
d3β
√
gT ξ¯00 ξ¯
m
b e
ipxAm,
Nb(~p) = i
√
2p0
∫
d3βΠmf
m
c e
ipx, (4.24)
one gets the following system of the eight algebraic equations for unknown functions
aa(~k) and a
+
a (−~k), with the subindex a = 0, 1, 2, 3 :
aa + a
+
a =Ma
−a0p0 + a1p1 + a2p2 + a3p3 + a+0 p0 + a+1 p1 + a+2 p2 + a+3 p3 = N0
−a1p0 + a0p1 + a+1 p0 + a+0 p1 = N1
−a2p0 + a0p2 + a+2 p0 + a+0 p2 = N2
−a3p0 + a0p3 + a+3 p0 + a+0 p3 = N3.
(4.25)
The solution of this system for x0 = 0 is:
a0(~p) =
p0M0 + p1M1 + p2M2 + p3M3 −N0
2p0
ai(~p) =
piM0 + p0Mi −Ni
2p0
a+0 (~p) =
p0M¯0 + p1M¯1 + p2M¯2 + p3M¯3 + N¯0
2p0
a+i (~p) =
piM¯0 + p0M¯i + N¯i
2p0
. (4.26)
where M¯(~p) ≡M(−~p), N¯(~p) ≡ N(−~p) and i = 1, 2, 3.
4.3. The Interactions with a scalar density field
One can introduce the couplings with a vector field into the free scalar theory through
a substitution in the scalar Lagrangian:
pm → pm + iAm, (4.27)
where Am is a gauge field. The conformally invariant Lagrangian of the charged scalar
field:
Lscalar = g1/4gmn∂mφ∗∂nφ− 1
6
Rˆ | φ |2 (4.28)
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where Rˆ is a Ricci scalar corresponding to the metric g1/4gmn and the φ′s are scalar
densities of weight 1. Together with the free vector field Lagrangian (3.1), and using
(4.27), one gets:
L = Lmaxwell + g1/4gmn(∂m − iAm)φ∗(∂n + iAn)φ− 1
6
Rˆ | φ |2
= Lrmmaxwell + Lscalar + ig1/4gmnAm(φ∂nφ∗ − φ∗∂nφ) +
g1/4gmnAmAn | φ |2 . (4.29)
This Lagrangian describes the interaction of the scalar with an vector field.
The last term in this expression is invariant under general coordinate transformations,
because it is a product of the scalar gmnAmAn and the scalar density g
1/4 | φ |2 of weight
4. As the metric tensor just enters through the conformally invariant combination:
g1/4gmn, this term is invariant under conformal transformation of the fields Am
δc(g
1/4A2 | φ |2) = ∂n(ξng1/4A2 | φ |2). (4.30)
The third term is conformally invariant because φ∂nφ
∗ − φ∗∂nφ transforms as a vector
density of weight 2:
δ(φ∂nφ
∗ − φ∗∂nφ) = (ξl∂lφ+ 1
4
∂lξ
lφ)φ∗ + φ(ξl∂lφ
∗ +
1
4
∂lξ
lφ∗)−
−(ξl∂lφ∗ + 1
4
∂lξ
lφ∗)φ− φ∗(ξl∂lφ+ 1
4
∂lξ
lφ)
= ξl∂l(φ∂nφ
∗ − φ∗∂nφ) + ∂nξl(φ∂lφ∗ − φ∗∂lφ) + 1
2
∂lξ
l(φ∂nφ
∗ − φ∗∂nφ) (4.31)
Hence the whole third term in the Lagrangian is a scalar density of weight 4. The
equations of motion now are:
√
gDmF
mn + ig1/4gmn(φ∂nφ
∗ − φ∗∂nφ) + 2g1/4gmnAm | φ |2= 0, (4.32)
and
∂m
(
g1/4gmn(∂n + iAn)φ
)
+ ig1/4gmnAn(∂n + iAn)φ+
1
6
Rˆφ = 0. (4.33)
For the field φ one has:
φ =
∫ d3k
(2π)3
√
2k0
(
b(k)w + c+(k)w∗
)
φ+ =
∫
d3k
(2π)3
√
2k0
(
b+(k)w∗ + c(k)w
)
(4.34)
In the case of the scalar density the eigenfunctions of the momentum operator w are:
w = g1/8
√
Te−ikx (4.35)
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with T from (3.27) and xm from (2.71). b+(k) creates particles with momentum km and
c+(k) creates the corresponding antiparticles. For convenience we call the factor in front
of the exponent f :
f ≡ g1/8
√
T . (4.36)
In order to find the vertex factor in the Feynman diagrams one must consider the
interaction terms in the Lagrangian (4.29). The Fourier transformed of the fields Am(x)
and φ(x) have the form:
Am(x) =
∫
d4p ξ¯ame
ipxA˜a(p)
φ(x) =
∫
d4p g1/8
√
Teipxφ˜(p) (4.37)
In the third term the derivatives ∂nφ and ∂nφ
∗ contain also derivatives of f . Next,
this part will be investigated:
φ∂nφ
∗ − φ∗∂nφ→
→
∫ ∫
d3k
(2π)3
√
2k0
d3p
(2π)3
√
2p0
(b(p)fe−ipx(∂nf)b+(k)eikx +
+b(k)fe−ipx(∂nf)c(k)e
−ikx + c+(p)feipx(∂nf)b
+(k)eikx +
+c+(p)feipx(∂nf)c(k)e
−ikx − b+(p)feipx(∂nf)b(k)e−ikx −
−b+(k)feipx(∂nf)c+(k)eikx − c(p)fe−ipx(∂nf)b(k)e−ikx −
−c(p)fe−ipx(∂nf)c+(k)eikx). (4.38)
Exchanging in the last four terms the k′s and p′s there remain only four terms:
∫ ∫
d3k
(2π)3
√
2k0
d3p
(2π)3
√
2p0
[b(p), b+(k)]f(∂nf)e
i(k−p)x + [c+(p), c(k)]f(∂nf)e−i(k−p)x
=
(
[b(p), b+(k)]− [c(p), c+(k)]
)
f(∂nf)e
i(k−p)x = 0. (4.39)
Where in the last term k and p have been exchanged again. Furthermore it has been
used that the b and c operators fulfill the same commutation relations:
[b(p), b+(k)] = (2π)3δ(p− k),
[c(p), c+(k)] = (2π)3δ(p− k). (4.40)
So the terms with derivatives of the functions f ( 4.36) vanish.
The last computation has shown that the vertex contribution from the first part of
the third term is:
i
∫
d4β g1/4gmnAmφ∂nφ
∗
= i
∫
d4β
∫
d4p
(2π)4
d4k1
(2π)4
d4k2
(2π)4
g1/4gmnξ¯amg
1/4Tei(p+k1)x
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(∂ne
−ik2x)A˜a(p)φ˜(k1)φ˜∗(k2)
= −i
∫
d4β
∫
d4p
(2π)4
d4k1
(2π)4
d4k2
(2π)4
gmng1/2T ξ¯ami(k2)bξ¯
b
n
×ei(p+k1−k2)xA˜a(p)φ˜(k1)φ˜∗(k2)
=
∫ d4p
(2π)4
d4k1
(2π)4
d4k2
(2π)4
ηab(k2)be
i(p+k1−k2)xA˜a(p)φ˜(k1)φ˜∗(k2)
=
∫
d4p
(2π)4
d4k1
(2π)4
d4k2
(2π)4
ηab(k2)b(2π)
4δ4(p+ k1 − k2)
×A˜a(p)φ˜(k1)φ˜∗(k2). (4.41)
Then for the whole third term one has:
i
∫
d4β g1/4gmnAm(φ∂nφ
∗ − φ∗∂nφ)
=
∫
d4p
(2π)4
d4k1
(2π)4
d4k2
(2π)4
ηab ((k1)b + (k2)b) (2π)
4δ4(p+ k1 − k2)
×A˜a(p)φ˜(k1)φ˜∗(k2), (4.42)
that gives the factor: ((k1)
a + (k2)
a)(2π)4δ4(p+ k1 − k2)
From the fourth term in the Lagrangian one gets for the vertex factor:
i
∫
d4β g1/4gmnφφ∗AmAn
= i
∫
d4β
∫
d4p1
(2π)4
d4p2
(2π)4
d4k1
(2π)4
d4k2
(2π)4
g1/2Tgmnξ¯amξ¯
b
n
×e−i(p1−p2+k1+k2)xφ˜(p1)φ˜(p2)A˜a(k1)A˜b(k2)
= i
∫ d4p1
(2π)4
d4p2
(2π)4
d4k1
(2π)4
d4k2
(2π)4
(2π)4δ4(p1 − p2 + k1 + k2)
×φ˜(p1)φ˜(p2)A˜a(k1)A˜b(k2), (4.43)
that gives the factor: (2π)4δ4(p1 − p2 + k1 + k2)
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4.4. The energy spectrum
Using the formulas (2.64) and (3.8) one can write the conserved current corresponding
to the momentum operators Pf :
jnf = δAm
∂L
∂∂nAm
− ξnfL
= δAm
[
−√gFmn − 1
T
gnm∂k(
√
gTgklAl)
]
+
+ξnf
(
1
4
FmnF
mn +
1
2
√
gT 2
[∂m(
√
gTAm)]2
)
. (4.44)
Next the offdiagonal terms will be computed, so in the mode expansion for the
Am’s (4.10) only the part acu
c
m is considered. For convenience it will be used: d˜k ≡
d3k/(2π)3
√
2k0. Using (3.15) one gets for the first term in the last expression:
(W1)
n
f =
∫
d˜k
∫
d˜p (−i)kfac(k)ξ¯cm(−
√
g)gknglmiaa(p)pb[ξ¯
a
k ξ¯
b
l − ξ¯al ξ¯bk]e−i(k+p)x
with (2.76) one further gets:
(W1)
n
f = −
∫
d˜k
∫
d˜p kfac(k)
√
ggknaa(p)pbT [η
bcξ¯ak − ηacξ¯bk]e−i(k+p)x
= −
∫
d˜k
∫
d˜p kf
√
ggknaa(p)Tη
abξ¯ck[pbac(k)− pcab(k)]e−i(k+p)x. (4.45)
For the second term in the formula (4.44) one has:
(W2)
n
f =
∫
d˜k
∫
d˜p ikfac(k)ξ¯
c
m
1
T
[
∂k(
√
gTgkl)aa(p)ξ¯
a
l e
−i(k+p)x +
+
√
gTgklaa(p)(∂kξ¯
a
l − ipbξ¯al ξ¯bk)e−i(k+p)x
]
.
One can compute that the inverse Killing-vectors fulfill the following equality:
gkl∂k(
√
gT ξ¯al ) = 0. (4.46)
Using this, one can see that the first two terms in W2 vanish and that only the last term
remains:
(W2)
n
f =
∫
d˜k
∫
d˜p pbkfac(k)aa(p)ξ¯
c
kg
kn√gTηabe−i(k+p)x. (4.47)
This term cancels with the first term of W1 and:
(W1)
n
f + (W2)
n
f =
∫
d˜k
∫
d˜p kfTaa(p)ab(k)η
abpcξ¯
c
k
√
ggkne−i(k+p)x. (4.48)
From (2.76) one has:
ξ¯dkg
knηedη
ec = Tξne η
ec, (4.49)
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and finally:
(W1)
n
f + (W2)
n
f =
∫
d˜k
∫
d˜p kfaa(p)ab(k)T
2ξne η
ecηabpc
√
ge−i(k+p)x, (4.50)
The third term in (4.44) is:
(W3)
n
f = −
1
4
ξnf
√
ggmkgnl
∫
d˜k
∫
d˜p aa(k)kbac(p)pd(ξ¯
a
mξ¯
b
n − ξ¯anξ¯bm)(ξ¯ckξ¯dl − ξ¯cl ξ¯dk)e−i(k+p)x
= −1
4
ξnf
√
g
∫
d˜k
∫
d˜paa(k)kbac(p)pd2T
2(ηacηbd − ηadηbc)e−i(k+p)x (4.51)
and for the fourth term, from (4.44) and using once more the equality (4.46), there
remains:
(W4)
n
f = −ξnf
1
2
√
gT 2
∫
d˜k
∫
d˜p ηabaa(p)pbη
cdac(k)kde
−i(k+p)x. (4.52)
Adding up all four terms one gets:
(joffdiag1)
n
f = (W1)
n
f + (W2)
n
f + (W3)
n
f + (W4)
n
f
= −1
2
√
gT 2
∫
d˜k
∫
d˜p e−i(k+p)xηabηcd
[
ξnf aa(p)pbac(k)kd
+ ξnf aa(p)pcab(k)kd − ξnf aa(p)paac(k)kb − 2ξndaa(p)pfab(k)kc
]
. (4.53)
The subindex 1 in joffdiag1 means that it contains only the annihilation operators.
One gets the same result as (4.53) for the part a+c u
c∗
m from the formula (4.10), but the
annihilation operators a must be replaced by the creation operators a+. The correspon-
ing current is denoted as joffdiag2. So the part of the Hamiltonian corresponding to the
offdiagonal terms for initial time t = 0 (x0 = 0) is:
H1 =
∫
d3β(joffdiag)
0
0 =
∫
d3β(joffdiag1)
0
0 + (joffdiag2)
0
0
= −1
2
∫
d3k
(2π)32k0
[
ηabηcd(aa(−k)ac(k)k¯bkd + aa(−k)ab(k)k¯ckd −
− aa(−k)ac(k)k¯dkb)− 2ηabk20aa(−k)ab(k)
]
+ [a→ a+]. (4.54)
Here is used that
√
gT 2ξ00 is the determinant of the Jacobian ‖ ∂β∂x ‖3 and hence:∫
d3β
√
gT 2ξ00e
−i(k+p)x = (2π)3δ(k + p). (4.55)
The second and the fourth terms cancel:
H1 = −
∫
d3k
(2π)34k0
ηabηcd
[
aa(−k)ac(k)k¯bkd − aa(−k)ac(k)k¯dkb
]
+ [a→ a+], (4.56)
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one can give a simpler form to this expression:
H1 = −
∫ d3k
(2π)32k0
ηabηcdaa(−k)ac(k)k0[δ0bkd − δ0dkb] + [a→ a+]
= −
∫
d3k
2(2π)3
ηab[a0(−k)ab(k)ka − a0(k)ab(−k)ka] = +[a→ a+]
=
∫
d3k
2(2π)3
δija0(−k)aj(k)ki + [a→ a+] (4.57)
with i, j = 1, 2, 3.
For the diagonal terms, containing aa(k)a
+
b (p), one has an expression similar to (4.53),
but with reversed signs and where the exponential function has a different power:
(jdiag1)
n
f =
1
2
√
gT 2
∫
d˜k
∫
d˜p e−i(k−p)xηabηcd
[
ξnf a
+
a (p)pbac(k)kd
+ ξnf ab(k)kca
+
a (p)pd − ξnf ac(k)kba+a (p)pd − 2ξndab(k)kfa+a (p)pc
]
. (4.58)
The remaining diagonal terms, containing a+a (k)ab(p), give the same result as the
last expression, so together the diagonal terms give (4.58) without the factor 1
2
. In the
Hamiltonian one finally has for the time x0 = 0:
H2 =
∫
d3β2(jdiag1)
0
0 =
∫
d3k
(2π)32k0
[
ηabηcd
(
a+a (k)ac(k)kbkd + a
+
a (k)ab(k)kckd −
− a+a (k)ac(k)kbkd
)
− 2ηabk20a+a (k)ab(k)
]
= −
∫
d3k
(2π)3
k0η
aba+a (k)ab(k). (4.59)
Here it was used again that:
∫
d3β
√
gT 2ξ00e
−i(k−p)x = (2π)3δ3(k − p). (4.60)
and the fact that only the Killing vector ξm0 has nonvanishing zero component at time
x0 = 0 and for other three ξ
0
i = 0 by i = 1, 2, 3. at this time.
The total Hamiltonian is the sum of the diagonal and the offdiagonal parts and for
the original time :
H = H1 +H2 = −
∫
d3k
(2π)3
k0η
aba+a (k)ab(k) +
+
1
4k0
ηabηcd
[
aa(−k)ac(k)k¯bkd − aa(−k)ac(k)k¯dkb
]
+
+
1
4k0
ηabηcd
[
a+a (−k)a+c (k)k¯bkd − a+a (−k)a+c (k)k¯dkb
]
. (4.61)
We will come back to this formula at the end of the next section.
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4.5. The Physical States
In formula (4.61) not all creation and annihilation operators correspond to physical
states. One introduces an hermitian operator, the BRS operator: s = s+. This operator
is nilpotent: s2 = 0.
One can decompose the creation operator, in the parts in the direction of the light-like
momentum k, in the direction k¯a = (k0,−k1,−k2,−k3), and in two directions ni, i = 1, 2
(orthogonal to those and one-another ).
a+m(
~k) =
∑
ν=k,k¯,1,2
ǫνma
+
ν (
~k). (4.62)
Here ǫνm is a polarization vector. One possible choice is:
ǫνa =
(
ka√
2k0
,
k¯a√
2k0
, n1a, n
2
a
)
. (4.63)
The inverse vector is:
ǫ¯aν =
(
k¯a√
2k0
,
−ka√
2k0
, (n1)a, (n2)a
)
, (4.64)
because it is fulfilled:
ǫν ǫ¯ν
′
= ηabǫνaǫ¯
ν′
b =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 . (4.65)
The scalar product of two polarization vectors is:
ǫνǫν
′
= ηabǫνaǫ
ν′
b =


0 1 0 0
1 0 0 0
0 0 −1 0
0 0 0 −1

 . (4.66)
The physical states have a gauge freedom:
A′m = Am + ∂mC, (4.67)
where the field C has to satisfy the equation:
∂m(
√
gTgmn∂mC) = 0 (4.68)
Using the result of the formula (3.20) and the condition k2 = 0 one can see that:
∂mC = kaξ
a
me
−ikx. (4.69)
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So the general solution of the equation (4.68) is the superposition:
∂mC =
∫
d˜k
(
ckaξ
a
me
−ikx + c+kaξame
ikx
)
, (4.70)
where c and c+ are the annihilation and creation operators of the field C. Finally:
C =
∫
d˜k
(
ce−ikx + c+eikx
)
. (4.71)
The physical states N are defined as equivalence classes of the states that vanishes
under the action of the BRS operator:
N = {|ψ〉 : s|ψ〉 = 0, |ψ〉mod s|Λ〉, ∀ |Λ〉} (4.72)
. So the states |ψ〉 and |ψ〉+ s|Λ〉 are equivalent because of the nilpotency.
One can add to the Lagrangian a term of the form: isX(φ, ∂φ, . . .), the total La-
grangian will remain invariant under the BRS transformations: sLtotal = 0. Here as
fields φ are understood the real bosonic vector field Am, the auxiliary fields B, the real
fermionic ghost C and antighost fields C¯. One defines the action of the BRS operator
on this fields as follows:
sC¯(x) = iB(x), sB(x) = 0,
sAm(x) = ∂mC(x), sC(x) = 0. (4.73)
This fields have ghost numbers:
gh(C¯) = −1, gh(B) = 0, gh(Am) = 0, gh(C) = 1. (4.74)
The Lagrangian must have ghost number 0 and so gh(X) = −1. A possible choice for
it is:
X = C¯
(
−1
2
B +
4
g1/4T
∂m(g
mnT
√
gAn)
)
. (4.75)
Here T is always: T = (cos t+ cosα)−2. Acting on this function with the BRS operator
one gets:
is
[
C¯
(
−1
2
B +
1
2g1/4T
∂m(g
mnT
√
gAn)
)]
=
= −B
2
(
−B + 1
g1/4T
∂m(g
mnT
√
gAn)
)
+
i
2g1/4T
C¯∂m(g
mnT
√
g∂nC)
=
1
2
(
B − 1
g1/4T
∂m(g
mnT
√
gAn)
)2
− 1
2
√
gT 2
[∂m(g
mnT
√
gAn)]
2 +
+
i
2g1/4T
C¯∂m(g
mnT
√
g∂nC). (4.76)
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From the equation of motion for the field B it follows that:
B =
1
g1/4T
∂m(g
mnT
√
gAn)
=
1
g1/4T
∂m
(
gmnT
√
g
∫
d3k˜(a+a ξ¯
a
ne
ikx + aaξ¯
a
ne
−ikx)
)
= i
∫
d3k˜
1
g1/4T
gmnT
√
gξanξ
b
m(a
+
a ξ¯
a
ne
ikx − aaξ¯ane−ikx)
= ig1/4T
∫
d3k˜ηabkb(a
+
a e
ikx − aae−ikx). (4.77)
For the field C one gets from the equation (4.76):
δL
δC¯
=
i
g1/4T
∂m(g
mnT
√
g∂nC) = 0, (4.78)
and the solution of this equation, as was already seen, is:
C =
∫
d˜k
(
ce−ikx + c+eikx
)
. (4.79)
The variation of the Lagrangian with respect to the field C is:
δL = i
g1/4T
C¯∂m(g
mnT
√
g∂nδC) = −∂m
(
i
g1/4T
C¯
)
gmnT
√
g∂nδC
= i∂n
(
gmnT
√
g∂m
1
g1/4T
C¯
)
δC¯ (4.80)
Here has been used that boundary terms vanish under the integral. The solution of the
equation
∂n
(
gmnT
√
g∂m
1
g1/4T
C¯
)
= 0 (4.81)
has the form:
C¯ = g1/4T
∫
d˜k
(
c¯e−ikx + c¯+eikx
)
. (4.82)
where c(k) and c¯+(k) are the fermionic creation and annihilation operators.
Using the definition of action of the BRS operator on the field C¯ : sC¯ = iB and the
formulas (4.77) and (4.82) one gets:
sc¯+ = −ηabkba+a = −ǫνaǫν
′
b η
abaνkν′ = −k0a+k¯ . (4.83)
Hence for the one-particle states one has:
sc¯+|0〉 = −k0a+k¯ |0〉. (4.84)
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From the other definition sAm = ∂mC one has:
sa+m = kmc
+. (4.85)
Decomposing the creation operators into the four, earlier introduced, orthogonal direc-
tions and multiplying both sides with the inverse polarization vector one gets:
sa+ν = ǫ¯
m
ν kmc
+, (4.86)
and finally using (4.64):
sa+k |0〉 =
√
2k0c
+|0〉. (4.87)
The formulas (4.84) and (4.87) show that a+k |0〉 and c¯+|0〉 are not invariant under the
action of the BRS operator and so do not correspond to physical states.
The states a+
k¯
|0〉 and c+|0〉 are equivalent to 0.
The two transverse creation operators a+1 and a
+
2 generate the physical states.
From formula (4.6) one gets:
[aν(k), a
+
ν′(k
′)] = ǫ¯aν ǫ¯
b
ν′(2π)
3ηabδ
3(k − k′). (4.88)
Using (4.64) one gets for the physical degrees of freedom:
[a1(k), a
+
1 (k
′)] = −(2π)3δ3(k − k′),
[a2(k), a
+
2 (k
′)] = −(2π)3δ3(k − k′). (4.89)
In the formula for the Hamiltonian (4.61) one can see that the second and the third
line correspond to the unphysical degrees of freedom. Decomposing the operators in the
second term of this expression one obtains:
1
4k0
ηabηcdaa(−k)ac(k)k¯bkd =
=
1
4k0
ηabηcdǫνaǫ
ν′
b aν(−k)k¯ν′ǫµc ǫµ
′
d aµ(k)kµ′
= k0ak(−k)ak¯(k) (4.90)
and due to the fact that ak¯(k) are unphysical: ak¯(k)|phys〉 = 0, this term gives no
contribution to the energy-eigenvalues for physical states. An analogous computation
for the last three terms in (4.61) show the same result, they are all unphysical. So the
physical part of the Hamiltonian is:
Hphys = −
∫
d3k
(2π)3
k0η
aba+a (k)ab(k). (4.91)
This result is analogous to the flat case.
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5. Summary
The curved manifold R × S3 is locally conformal to the Minkowski space. The vector
field is constructed on R×S3. The free field Lagrangian on the curved space is invariant
under conformal transformations of the dynamical fields Am(x). The gauge-fixing term
is not conformally invariant, but it is invariant under Poincare´ transformations of the
fields Am(x). As the breaking of conformal invariance has occurred in the unphysical
part of the Lagrangian, it would be interesting to investigate if the physical subspace
still maintains conformal symmetry. Propagator quantization is carried out. The energy-
spectrum of the physical subspace is analogous to the spectrum of flat quantum field
theory.
The interaction terms with the charged scalar density field are also conformally in-
variant. It is shown that this terms introduce no new vertex diagrams, but just the same
that are known from scalar QED in Minkowski space. The Lagrangian for the free scalar
density does not break conformal symmetry [3].
At the borders of the patch representing R4 the local flat coordinates are singular.
This makes it difficult to relate fields that live on different patches. Physically it should
be possible for fields to propagate from one patch to another, but because of fixed
points (points where the vector fields vanish) of the Killing fields corresponding to the
momentum operators in the conformal algebra, this does not seem to be possible. This
leads to the conclusion that the momentum operators of the conformal algebra are
probably not a suitable choice for the physical momentum operators on R×S3. Another
possible choice for the operator corresponding to the energy would be the one creating
time translations L−1,0.
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A. The Lorentz generator
As an example, the generator L−1,3 will be computed. For this consider the transforma-
tions:
δy−1 = y3 − ay−1 (A.1)
δy3 = y−1 − ay3 (A.2)
δym = −aym (A.3)
where m = 1, 2, 4, 5, and a = y−1y3. From (2.32) we get:
δy−1 = − sin tδt = sinα cos θ − sinα cos θ cos2 t
δt = − sin t sinα cos θ, (A.4)
δy4 = − sinαδα = − cos t sinα cos θ cosα
δα = cos t cosα cos θ, (A.5)
δy3 = δ(sinα cos θ) = cos t− cos t sin2 α cos2 θ
cosα cos θδα− sinα sin θδθ = cos t(1− sin2 α cos2 θ), (A.6)
δy1 = cosα sin θ cosφδα + sinα cos θ cosφδθ − sinα sin θ sin φδφ
= − cos t sin2 α cos θ cosφ, (A.7)
δy2 = cosα sin θ sin φδα+ sinα cos θ sinφδθ − sinα sin θ cosφδφ
= − cos t sin2 α cos θ sinφ. (A.8)
If we use (A.4) and (A.5) then we get from the last three formulas:
δθ = cotα cot θ
(
cos t cosα cos θ − cos t
cosα cos θ
+ cos t
sin2 α
cosα
cos θ
)
, (A.9)
δα + tanα cot θδθ − tanα tanφδφ = − cos tsin
2 α
cosα
cos θ,
δα + tanα cot θδθ + tanα cotφδφ = − cos tsin
2 α
cosα
cos θ.
(A.10)
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From the last two equations we obtain:
(tanφ+ cotφ)δφ = 0
δφ
cos2 φ
= 0
δφ = 0. (A.11)
After some computation equation (A.9) gives:
δθ = −cos t sin θ
sinα
. (A.12)
Finally we have deduced the generator:
L−1,3 = − sin t sinα cos θ∂t + cos t cosα cos θ∂α − cos t sin θ
sinα
∂θ. (A.13)
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B. Checking the commutation relation
Now the following commutation relation will be proved:
[D,P1] = −P1. (B.1)
According to (2.56) this commutator is equal to:
[−L−1,4, L−1,1 + L1,4] =
= [sin t cosα∂t + cos t sinα∂α,− sin t sinα sin θ cosφ∂t +
cos t cosα sin θ cosφ∂α +
cos t cos θ cos φ
sinα
∂θ − cos t sinφ
sinα sin θ
∂φ + sin θ cosφ∂α
+cotα cos θ cosφ∂θ − cotαsinφ
sin θ
∂φ]
= − sin2 t cos2 t sin θ cosφ∂α + sin t cos t sinα cosα sin θ cosφ∂t −
sin2 t cosα cos θ cosφ
sinα
∂θ +
sin2 t sinφ cosα
sinα sin θ
∂φ
+ sin t sinα sin θ cosφ∂t − sin t cos t sinα cosα sin θ cos φ∂t
− sin2 t sin2 α sin θ cosφ∂α − cos2 t sin2 α sin θ cosφ∂α −
cos2 t cos2 α sin θ cosφ∂α − cos
2 t sinα cos θ cosφ
sin2 α
∂θ
+
cos2 t sinα sinφ
sin2 α sin θ
∂φ − cos t cosα sin θ cosφ∂α − cos t sinα cos θ cosφ
sin2 α
∂θ +
cos t sinφ
sinα sin θ
∂φ
= sin t sinα sin θ cosφ∂t + (−1− cos t cosα) sin θ cos φ∂α
−cos t + cosα
sinα
cos θ cosφ∂θ +
cos t+ cosα
sinα sin θ
= −(L−1,1 + L1,4) (B.2)
Thus the commutation relation is fulfilled.
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