Abstract-In this letter, we investigate how to extract deep feature representations based on convolutional neural networks (CNN) for high-resolution remote-sensing imagery retrieval (HRRSIR). Two effective schemes are proposed to generate the final feature representations for similarity measure. In the first scheme, the deep features are extracted from the fully-connected and convolutional layers of the pre-trained CNN models, respectively; in the second scheme, we fine-tune the pre-trained CNN model using the target remote sensing dataset to learn dataset-specific features. The deep feature representations generated by the two schemes are evaluated on two public and challenging datasets. The experimental results indicate that the proposed schemes are able to achieve state-of-the-art performance due to the good transferability of the CNN models.
I. INTRODUCTION
ITH the rapid development of remote sensing sensors over the past few decades, a considerable volume of high-resolution remote-sensing imagery is now available. The high spatial resolution of the imagery makes it possible for detailed imagery interpretation and many remote sensing applications. However, how to efficiently organize and manage the huge volume of remote sensing data has always been a challenge in the field of remote sensing.
High-resolution remote-sensing imagery retrieval (HRRSIR), which aims to retrieve and return the interested imageries from a large database, is an effective and indispensable method for the management of the large amount of remote sensing data. An integrated HRRSIR system roughly includes two components, feature extraction and similarity measure, and both of them play an important role. Feature extraction focuses on the generation of powerful feature representations for the imagery, while similarity measure focuses on measuring the similarity between the query imagery and other imageries in the database.
The focus of this work is feature extraction component due to the fact that the retrieval result largely depends on whether the extracted feature representations are representative enough. Conventional HRRSIR methods are mainly based on low-level feature representations, such as global features including spectral features [1] , shape features [2] , and especially texture features [3] , [4] , which can achieve satisfactory performance to some extent. In contrast to these global features, local features are generally extracted from image patches centered at the interesting points, thus having desirable properties such as local property, invariance and robustness. Remote-sensing imagery analysis has benefited a lot from these desirable properties of local features, and many methods have been developed for remote sensing tasks. Yang et al. [5] investigated local invariant features for content-based geographic image retrieval for the first time. Extensive experiments on a publicly available dataset indicated the superiority of local features over global features such as simple statistics, color histogram and homogeneous texture. However, both global and local features mentioned above are essentially low-level features. More importantly, these features are hand-crafted features where it is usually a very challenging task to design a powerful feature representation.
Recently, deep learning methods have dramatically improved the state-of-the-art in speech recognition as well as object recognition and detection [6] . Inspired by such a great success, some researchers started investigating the application of unsupervised deep learning methods for remote-sensing scene classification [7] and imagery retrieval [8] . The unsupervised feature learning framework [8] can learn sparse feature representations from the images for HRRSIR. Though the performance of the proposed framework is comparative to state-of-the-art method, the improvement is small, which is mainly because the feature learning framework is based on a shallow network with a single hidden layer, making it incapable of generating sufficiently powerful feature representations. Therefore a deep network is necessary in order to generate powerful feature representations for HRRSIR. Convolutional neural networks (CNN), which generally consists of convolutional, pooling and fully-connected layers, has already been regarded as the most effective deep learning approach due to its remarkable performance on benchmark dataset such as ImageNet [9] . Nevertheless, a large number of labeled training samples are needed in order to train a powerful CNN model. In practice, a common strategy for tackling this problem is to transfer deep features from the CNN models pre-trained on ImageNet and then apply them to practical applications such as scene classification [10] - [12] and image retrieval [13] - [15] [13] , they only consider features extracted from the last fully-connected layer. In this letter, we investigate using deep features extracted from the convolutional and fully-connected layers for HRRSIR task. To this end, two effective schemes are proposed to generate the final feature representations for similarity measure. Concisely speaking, in the first scheme, feature representations are extracted from the fully-connected and convolutional layers, respectively, and in the second scheme, the pre-trained CNN models are fine-tuned using the target retrieval dataset to learn dataset-specific features. The reminder of this letter is organized as follows. In Section II, we first introduce the brief architecture of a CNN model and then present the two proposed schemes. Experimental results and analysis are shown in Section III. Finally, in section IV, we draw conclusions for this work.
II. METHODOLOGY
In this section, we first briefly introduce the typical architecture of CNN and review several pre-trained CNN models evaluated in our work. Then we present the two proposed schemes for HRRSIR in detail. The software MatConvNet [16] is used for the proposed schemes.
A. The Architecture of CNN
The main building blocks of CNN consist of different types of layers including convolutional layers, pooling layers and fully-connected layers. Generally, each convolutional layer has a certain number of filters (also called kernels, weights) which can output the same number of feature maps by sliding the filters through feature maps of the previous layer. The polling layers conduct subsampling operation along the spatial dimension of feature maps to reduce the size of feature maps via max or average pooling. The fully-connected layers usually follow the convolutional and polling layers and constitute the final several layers. Fig.1 shows the typical architecture of a CNN model. Note that generally the component-wise rectified linear units (ReLU), i.e. ( ) max(0, ) f x x  is applied to the convolutional and fully-connected layers to generate non-negative features. 
B. The Pre-trained CNN Models
Several successful CNN models trained on ImageNet are evaluated in our work. One of these CNN models is AlexNet [17] which was regarded as a baseline model and achieved the best performance in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC-2012). AlexNet contains five convolutional layers followed by three fully-connected layers.
The other three CNN models [18] are developed to evaluate the performance of different CNN models on challenging image recognition and object detection tasks, and they are referred to as VGGF (the fast version), VGGM (the medium version) and VGGS (the slow version), respectively. In fact, these three CNN models have similar architecture except for some small differences such as the number and size of convolution filters as well as the convolution and pooling stride in certain convolutional layers. These differences result in the different efficiency of these CNN models.
These CNN models have the same number of convolutional and fully-connected layers. The readers can refer to corresponding works for more details.
C. First Scheme: Features Extracted from the Pre-trained Layers
In the first scheme, the deep feature representations can be directly extracted by the pre-trained CNN models. We refer to features extracted from the fully-connected and convolutional layers as "Fc" and "Conv" features, respectively. 
1) Features Extracted from the Fully-connected Layers
Though there are three fully-connected layers in a pre-trained CNN model, the last layer is usually fed into a softmax activation function for classification. Therefore the first two layers (Fc1 and Fc2) are used to extract Fc features in this work, as shown in Fig.2 . Both Fc1 and Fc2 can generate a 4096-dimensional feature vector that can be directly used for similarity measure.
2) Features Extracted from the Convolutional Layers
Fc features can be considered as global features to some extent, while previous works have concluded that local features have better performance than global features when used for HRRSIR. Therefore it is of great importance to investigate whether CNN can generate local feature representations.
Feature maps of the current convolutional layer are computed by sliding the filters through feature maps of the previous layer with a fixed stride, thus each unit of a feature map corresponds to a local region in the image. To achieve the feature representation of this local region, the units of these feature maps need to be recombined. Fig.2 illustrates the process of extracting Conv features from the convolutional layers. The feature maps are firstly flattened to obtain a feature matrix consisting of a set of feature vectors. Then each column rep- The local descriptor set is of high dimension, thereby using it directly for similarity measure is inadvisable. Here, improved fisher kernel (IFK) [19] , which is a widely used feature coding method, is introduced to aggregate these local descriptors into compact features. In addition, average pooling (AP) and max pooling (MP), two simple but effective feature coding methods are also considered. In contrast to IFK, AP and MP have few parameters and can be defined as: 
D. Second Scheme: Features Extracted from the Fine-tuned Layers
In the second scheme, the CNN model pre-trained on ImageNet is fine-tuned using the target retrieval dataset, which is able to adjust the trained parameters to better suit the target dataset and to learn dataset-specific features. Fig.3 shows the process of fine-tuning the pre-trained CNN model.
The pre-trained and fine-tuned CNN models have equal numbers of convolutional and fully-connected layers. However, they differ greatly in the number of neural units in the Fc3 layer. Generally, the last fully-connected layer of a CNN model is used for classification, thus the number of units in this layer usually equals to image classes of the dataset. The Fc3 layer is revised to output a 21-dimensional vector to fit the target retrieval dataset. 
III. EXPERIMENTS AND ANALYSIS
In this section, extensive experiments are conducted to evaluate the performance of the proposed schemes on two publicly available datasets. We first introduce the datasets and experimental setup and then present the experimental results.
A. Dataset
The UC Merced dataset (UCMD) [5] contains 21 land-use classes, which are agricultural, airplane, baseball diamond, beach, buildings, chaparral, dense residential, forest, freeway, golf course, harbor, intersection, medium density residential, mobile home park, overpass, parking lot, river, runway, sparse residential, storage tanks, and tennis courts. Each image class has 100 images with the size of 256 × 256 pixels and a spatial resolution of about 30 cm.
RSSCN7 dataset [20] consists of 7 land-use classes, which are grassland, forest, farmland, parking lot, residential region, industrial region as well as river and lake. For each image class, there are 400 images sampled on four different scales with 100 images per scale. Each image has a size of 400 × 400 pixels.
B. Experimental Setup
The images are resized to 227×227 pixels for AlexNet and to 224×224 pixels for VGGF, VGGM and VGGS due to the required input dimension of the pre-trained and fine-tuned CNN models. In addition, mean subtraction is used as a preprocessing step before feeding the images into the CNN models in order to improve the performance.
Regarding the fine-tuning process, the weights of the convolutional layers and the first two fully-connected layers are transferred from corresponding layers of the pre-trained CNN model, while the weights of the last fully-connected layer are initialized from a Gaussian distribution (the mean is 0 and the standard variance is 0.01). The learning rates of the first 50 epochs and the rest 42 epochs are set to 0.001 and 0.0001, respectively. Considering the first several layers are difficult to train with limited training samples, the weights of the first four convolutional layers are kept fixed during fine-tuning. In addition, the dropout layers [21] are added to Fc1 and Fc2 layers to prevent over-fitting. The training samples are randomly selected from UCMD with 80 images per class and the rest constitute the testing images to evaluate the retrieval performance.
The dictionary size of IFK is empirically assigned to be 100. Following the work [5] , the average normalized modified retrieval rank (ANMRR) is used to evaluate the retrieval performance. ANMRR ranges from zero to one with lower values indicating better performance.
C. Experimental Results

1) Results of the First Scheme
The retrieval performances of Fc and Conv5 features extracted by the pre-trained CNN models are shown in Table I . For the four CNN models except for VGGS, the Fc features extracted from Fc2 layers considerably outperform that extracted from Fc1 layers, indicating the performance improves with the increase of layer depth. However, this finding is inconsistent with the conclusion drawn in a previous work [15] which evaluates several CNN models on natural dataset. A possible explanation for this phenomenon might be the CNN models are trained on natural dataset that is very different from remote sensing images, and the deeper layer (Fc2) is able to learn higher-level semantic information thus representing remote sensing images well than lower layer (Fc1) To give an extensive evaluation of the deep feature representations, we investigate the performances of these features using different configurations. More specially, the effect of ReLU on Fc and Conv features is investigated. In addition, the Conv features extracted from each convolutional layer using different feature coding methods are compared to investigate the effect of layer depth and aggregation strategy. Though VGGS has an overall better performance than the other three CNN models, VGGM performs better when the Fc and Conv5 features are separately considered. Therefore VGGM is taken as an example CNN to explore these factors.
The performances of Fc features with and without the use of ReLU are shown in Table II . It can be observed that Fc features (especially extracted from the Fc1 layer) without the use of ReLU result in better performance. Meanwhile, Fc features extracted from the Fc2 layer outperform that extracted from the Fc1 layer regardless of ReLU, which is consistent with the results achieved by AlexNet, VGGF and VGGM in Table I . 
Fc1 Fc2
Fc-ReLU Fig.4 (a) shows the results of Conv5 features extracted from each convolutional layer using different feature aggregation strategies. For each feature coding approach, the overall performance is improved with the increase of layer depth, and for each convolutional layer aside from Conv3, IFK achieves the best performance. Therefore IFK is an effective feature aggregation method not only for traditional local descriptors but also for deep Conv features. We also investigate the effect of ReLU on the Conv features, and the results are shown in Fig.4  (b) . With the increase of layer depth, Conv features with the use of ReLU considerably outperform Conv features without the use of ReLU, which reveals that non-negative Conv features are beneficial to feature aggregation.
In the following experiments, Fc features without the use of ReLU and Conv features with the use of ReLU are extracted without specification.
In previous experiments, the Fc and Conv features are individually evaluated. However, the combined features are supposed to improve the performance. The Fc and Conv features are first preprocessed using L2 normalization and then concatenated into individual feature vectors. Table III The best performance achieved by the first scheme is compared against several state-of-the-art methods on UCMD, which are local invariant features [5] , VLAD-PQ [22] and morphological texture [3] . The results are shown in Table IV . 
2) Results of the Second Scheme
In the second scheme, VGGM is fine-tuned using UCMD to extract dataset-specific Fc and Conv features. Table V shows the performances of Fc and Conv features extracted using the pre-trained and fine-tuned CNN architectures, respectively. According to the results, the fine-tuned deep features outperform the pre-trained deep features by a significant margin, which indicates that fine-tuning a pre-trained CNN using the target dataset contributes to the performance improvement.
An interesting phenomenon is that the fine-tuned Fc features perform better than the fine-tuned Conv features, while the opposite results are achieved in terms of the Fc and Conv features extracted by the pre-trained CNN. The result makes sense because the higher Fc layers can better suit the target dataset than the lower Conv layers after fine-tuning, thereby resulting in better performance. 
3) Transferability of the Fine-tuned Model
In the second scheme, VGGM is fine-tuned using UCMD to learn dataset-specific features. However, it is necessary to investigate the model transferability over new remote sensing dataset. For tackling this problem, the fine-tuned model is applied to a new land-use dataset (i.e., RSSCN7) that is different from UCMD. Fig.5 shows the retrieval performances of Fc and Conv features extracted by the pre-trained and fine-tuned CNN models, respectively. It is obvious that the fine-tuned model still achieves better performance, although RSSCN7 is different from UCMD, which indicates the fine-tuned model has good transferability. 
IV. CONCLUSION
We present two effective schemes to extract deep feature representations for HRRSIR. In the first scheme, the features are extracted from the fully-connected and convolutional layers of a pre-trained CNN architecture, respectively. The Fc features are directly used for similarity measure, while the Conv features are encoded by feature aggregation methods to generate compact features before similarity measure. We also investigate the performance of deep features using different configurations in order to obtain the best configuration. In the second scheme, VGGM is fine-tuned using the target dataset (i.e., UCMD) to extract dataset-specific features. The experimental results show that the fine-trained model can better suit the target dataset, thereby achieving better performance. The fine-tuned model is also applied to a new land-use dataset in order to evaluate its transferability. The experimental results on RSSCN7 indicate the good transferability of the fine-tuned model.
Though the deep feature representations are extracted for HRRSIR, they can be applied to other remote sensing tasks such as scene classification as well.
