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Abstract. We review results on the exponential convergence of multi-
dimensional Ornstein-Uhlenbeck processes and discuss notions of char-
acteristic time scales by means of concrete model systems. We focus, on
the one hand, on exit time distributions and provide explicit expressions
for the exponential rate of the distribution in the small-noise limit. On
the other hand, we consider relaxation time scales of the process to its
equilibrium measure in terms of relative entropy and discuss the connec-
tion with exit probabilities. Along these lines, we study examples which
illustrate specific properties of the relaxation and discuss the possibility
of deriving a simulation-based, empirical definition of slow and fast de-
grees of freedom which builds upon a partitioning of the relative entropy
functional in connection with the observed relaxation behaviour.
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1 Introduction
The characteristic time scales of a random dynamical system, e.g. a diffusion
process are often associated with the speed at which the dynamics reaches an
equilibrium state or samples its invariant measure. For dynamical systems with
several metastable equilibria (also: “metastable states”), such as molecular sys-
tems [SS13], chemical reaction networks [HTB90], or earth and climate systems
[IVS01,LB17], the speed of convergence is often related to the characteristic
time scale of transitions between these equilibria. Here, specifically, we are con-
cerned with the speed of convergence of linear ergodic diffusion processes to their
unique stationary probability distribution, and we review different concepts of
such characteristic time scales in terms of exponential estimates for entropy
decay, exit probabilities and mean hitting times. In doing so, we focus on the re-
lations between the different concepts from a computational perspective and on
the basis of concrete case studies. Understanding the characteristic time scales
of a random dynamical system is not only important in statistical physics (to
which the aforementioned applications belong), but it is also relevant to assess
the asymptotic properties of Markov chain Monte Carlo (MCMC) algorithms
[CC96], or failure probabilities in system reliability and risk analysis [MSB14],
to mention just two more examples.
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Related work The analysis of characteristic time scales and exponential con-
vergence to equilibrium is system specific, and various different approaches have
been developed in the past. We refrain from giving a complete list of refer-
ences (which would be difficult anyway), but focus on approaches that are most
relevant for statistical mechanics applications. Specifically, for reversible and
metastable Markov chains and diffusion processes that are relevant for the mod-
elling and the simulation of many-particle systems and critical phase transitions,
the analysis of the eigenvalues of the infinitesimal generator become a standard
tool; see e.g. [BdH15,HS06] and the references therein. For a certain class of
non-reversible diffusions, spectral properties have furthermore been analysed in
connection with small-noise limits; see e.g. [Ven73,NH05] or [Ber13] for a tutorial
review. Despite the limitation to reversible systems (satisfying detailed balance)
or perturbations of such systems, the spectral approach is appealing, since it
allows for an hierarchical decomposition of the dynamics, based on the eigen-
values and eigenfunctions of the associated semigroup or its generator [SS13].
The key observation here is that the eigenvalues close to the principal eigen-
value λ = 0 represent characteristic time scales (sometimes called “implied time
scales”) that can be associated with the local transitions between metastable
sets [BGK05,HMS04]; related results for small-noise diffusions that establish a
link between dominant eigenvalues of a diffusion and exit times are discussed in,
e.g., [EK87,Day87].
A more global perspective to the relaxation dynamics is provided by entropy
estimates that can be used to prove exponential convergence to the stationary
distribution. These approaches are based on certain functional inequalities like
the Poincare´ and the (logarithmic) Sobolev inequality, and provide bounds for
the convergence to the stationary distribution in the L1 norm in terms of relative
entropy. These bounds utilize the celebrated Csisza´r-Kullback-Pinsker inequal-
ity, and for reversible systems with potentials that are growing quadratically
at infinity, the use of logarithmic Sobolev constants and relative entropy (or:
Kullback-Leibler divergence) can be attributed to Bakry and E´mery [BE85].
These results have then been generalized to nonlinear [MV00], non-reversible
[ACJ08] and linear diffusions with degenerate noise [AE14], including general-
izations of the Csisza´r-Kullback-Pinsker inequality to relative entropies beyond
the Kullback-Leibler divergence (see e.g. [AMTU01, Ch. 2.2]). For a survey of en-
tropy techniques, functional inequalities and exponential convergence estimates,
with a special focus on applications in molecular dynamics, we refer to [LS16].
An attempt to make the entropy estimates hierarchical, like it is done in spectral
approaches, has been undertaken in [MS14], but a truly hierarchical approach
is, to our knowledge, yet missing.
One motivation for studying exponential rates for the convergence to equilib-
rium is to devise MCMC methods that either sample the stationary distribution
at a higher exponential rate (e.g. [KJZ17])) or reduce the variance of certain
statistical estimators (e.g. [HSZ16]). Importance sampling and related variance
reduction methods are naturally connected to large deviations principles, in that
they are often applied in the context of small-noise diffusions [DW04,VEW12],
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for which MCMC methods are known to converge poorly, or ergodic sampling
problems [CT15,RBS15] that can benefit from faster convergence to equilibrium;
see also the seminal articles [FS97,FM95] for a discussion of the theoretical con-
nection between large deviations and stochastic control from the viewpoint of
viscosity solutions, and [JS14,SWH12] for applications in molecular dynamics.
Outline The rest of the article is structured as follows: In Section 2 we intro-
duce the multidimensional Ornstein-Uhlenbeck (OU) process and briefly discuss
its asymptotic properties for large times. Section 3 is devoted to a review of
relevant entropy estimates for reversible, non-reversible and degenerate OU pro-
cesses, which is contrasted with the Donsker-Varadhan and Freidlin-Wentzell
large deviations approaches to the corresponding exit problem in Section 4. Nu-
merical examples that illustrate the theoretical results are shown in Section 5,
with a special focus on degenerate diffusions of Langevin type and slow-fast
systems. The discussion is summarised in Section 6, and an outlook to possible
future research directions is given.
2 Linear Systems
In this section we review some known results about linear stochastic differential
equations based on the works [AE14] and [VF70] and discuss some concrete
specifications for the problem at hand. For this we assume the following setting.
Consider an Ornstein-Uhlenbeck process (Xt)(t≥0) where for each t, Xt ∈ Rn
which is described by the SDE
dXt = AXt dt+ C dWt. (1)
Here A ∈ Rn×n is referred to as drift matrix, C ∈ Rn×m as diffusion matrix and
Wt is standard m-dimensional Brownian motion and m ≤ n.
The corresponding Fokker-Planck equation, which describes the time evolu-
tion of the probability density function ρt according to the dynamics given by
(1), reads
∂tρt = −∇ · (Aρt) + 1
2
∇2 : (CCT ρt), (2)
where ∇2 is the Hessian matrix and A : B is the Frobenius inner product of two
matrices A and B.
In order to guarantee a unique invariant distribution for our process, we impose
the following assumptions on the matrices A and C.
Assumption 1 The drift matrix A is stable (Hurwitz), i.e. all eigenvalues of A
have strictly negative real part.
Assumption 2 No eigenvector v of AT is in the kernel of CT .
Assumption 1 guarantees asymptotic stability of the dynamics and entails posi-
tive recurrence, whereas Assumption 2 guarantees spreading of the noise in every
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direction of state space (irreducibility). Assumption 2 has many equivalent for-
mulations, one of which is the complete controllability of the matrix pair (A,C);
given a controlled ODE x˙(t) = Ax(t)+Cu(t) with A, C as before, controllability
means that there exists a bounded and measurable control u such that the origin
x = 0 can be reached from any point y ∈ Rn in finite time. For further details
we refer to [Zab09, Thm. 1.2] or [Ant05, Thm. 4.5]. With these assumptions at
hand we are now ready to characterize the unique invariant distribution of (1).
Proposition 1. Assume that Assumptions 1 and 2 hold true. Then the Fokker-
Planck equation (2) has a unique stationary state ρ∞, given by the probability
density function of the normal distribution N (0, Σ∞), with mean zero and covari-
ance Σ∞. Furthermore the covariance matrix Σ∞ is the unique positive definite
solution to the Lyapunov equation
AΣ∞ +Σ∞A
T = −CCT . (3)
We will also refer to ρ∞ as the invariant distribution of the process (Xt)(t≥0)
described by (1). For a detailed proof we refer the reader to [AE14, Thm. 3.1].
Here, we aim at giving an intuitive explanation of the result. Consider the
analytic solution to the SDE (1) for a deterministic initial condition X0 = x0,
i.e. the initial covariance Σ0 fulfills Σ0 = 0, which reads
Xt = e
Atx0 +
∫ t
0
eA(t−s)C dWs.
The mean µt and covariance Σt of the process at time t are easily calculated.
They fully characterize the distribution of the process at time t, since the dy-
namics are linear and hence the distributions will be gaussian at all times. Mean
and covariance are calculated to be
µt = E(Xt) = e
Atx0,
Σt = E
(
(Xt − µt)(Xt − µt)T
)
=
∫ t
0
eA(t−s)CCT eA
T (t−s) ds.
Clearly, µt → 0 as t → ∞, since all eigenvalues of A have negative real part
according to Assumption 1. For Σt we first note that, again by Assumption 1,
limt→∞Σt = Σ∞ is well-defined. Further we observe that limt→∞Σt = Σ∞ is
equivalent to limt→∞ Σ˙t = 0. Now,
Σ˙t = AΣt +ΣtA
T + CCT
and thus
lim
t→∞
Σt = Σ∞ ⇔ AΣ∞ +Σ∞AT + CCT = 0.
The same calculation goes through when the initial condition is not deterministic
(i.e. when Σ0 6= 0), but follows a absolutely continuous probability distribution.
Uniqueness of the solution is not hard to prove either, and we refer to [Zab09,
Thm. 2.7] for the details.
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3 Entropy decay
In this section we mainly review results by [AE14] who proved exponential con-
vergence to equilibrium for densities evolving according to (2) under Assump-
tions 1 and 2. To this end, we first sketch the general procedure how to prove
such results for the case of non-degenerate Fokker-Planck equations, which means
rank(C) = n in our case. Afterwards we explain how the procedure is modified
for the degenerate case, i.e. rank(C) < n and state the final result at the end of
the section.
3.1 Non-degenerate case
We start with the non-degenerate case which corresponds to an SDE of the form
dXt = AXt dt+ C dWt. (4)
where A fulfills Assumption 1 and rank(C) = n. We assume the Bakry-E´mery
criterion
Σ−1∞ ≥ 2λ D−1 (5)
to hold, where we introduced the shorthand notation D = CCT .
Exponential decay to equilibrium in relative entropy then follows from the
steps described in the sequel. In the first step the time derivative of relative
entropy is computed
−I(ρt|ρ∞) := d
dt
H(ρt|ρ∞) = −1
2
∫ (
∇ log ρt
ρ∞
)T
D
(
∇ log ρt
ρ∞
)
ρt dx ≤ 0.
(6)
The functional I is called Fisher information. One would like to find an estimate
of form −I(ρt|ρ∞) ≤ −λH(ρt|ρ∞) since integration of this inequality yields
exponential convergence of H(ρt|ρ∞) to zero with rate λ > 0. In the second
step - aiming at finding such an estimate - the time derivative of the Fisher
information is computed (for details see e.g. [AMTU01,ACJ08])
d
dt
I(ρt|ρ∞) = −1
2
∫ (
∇ log ρt
ρ∞
)T
DΣ−1∞ D
(
∇ log ρt
ρ∞
)
ρt dx− F, (7)
where F ≥ 0. The third step consists of applying the Bakry-E´mery condition (5)
to (7) which yields
d
dt
I(ρt|ρ∞) ≤ −λ
∫ (
∇ log ρt
ρ∞
)T
D
(
∇ log ρt
ρ∞
)
ρt = −2λI(ρt|ρ∞). (8)
Integrating the last inequality in time from 0 to t and using Gronwall’s Lemma,
we get exponential decay of the Fisher information I(ρt|ρ∞) ≤ e−2λtI(ρ0|ρ∞).
Integrating instead from t to ∞, using −I = dH/dt, we find
−I(ρt|ρ∞) ≤ −2λH(ρt|ρ∞) , (9)
which is the sought inequality. Integration of (9) from 0 to t, Gronwall’s Lemma
then yields
H(ρt|ρ∞) ≤ H(ρ0|ρ∞)e−2λt . (10)
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3.2 Degenerate case
In the degenerate case, i.e. rank(D) < n the usual Bakry-E´mery condition (5)
cannot hold since D is not invertible. Also, due to the rank deficiency of D, I is
not strictly positive anymore but only positive semidefinite. Hence the decay in
relative entropy may not be strictly monotonous, but can also exhibit plateaus.
In order to achieve strict monotonicity in the decay of relative entropy, the
Fisher information I is replaced by a modified Fisher information S where the
degenerate diffusion matrix D is replaced by a non-degenerate matrix P > 0
S(ρt|ρ∞) =
∫ (
∇ log ρt
ρ∞
)T
P
(
∇ log ρt
ρ∞
)
ρt dx.
The key ingredients in order to obtain exponential decay in relative entropy
are then to prove exponential decay of the functional S(ρt|ρ∞) and to see that
P ≥ cP2 D for some positive constant cP , by which the exponential decay of the
Fisher information follows and hence (8).
In order to establish exponential decay of S(ρt|ρ∞) its time derivative is
computed, yielding (cf. [AE14, Prop. 4.5])
d
dt
S(ρt|ρ∞) = −
∫ (
∇ log ρt
ρ∞
)T [
QP + PQT
](∇ log ρt
ρ∞
)
ρt dx− FP , (11)
where Q := Σ∞A
TΣ−1∞ and FP ≥ 0. The result which replaces the Bakry-E´mery
criterion (5) is given in [AE14, Lem. 4.3] and is indispensable for the proof. It
yields the existence of a positive definite matrix P such that
QP + PQT ≥ 2λP (12)
where either λ = ν = min {ℜ(λ) : −Av = λv} > 0 if A is diagonalizable (i.e. if all
eigenvalues have the same geometric and algebraic multiplicity) or λ = ν− ε for
some ε > 0 if at least one eigenvalue is defective (i.e. if geometric and algebraic
multiplicity do not agree). Equations (11) and (12) then take the role of (7) and
(5), which yields the exponential decay of the functional S. Noting that we can
find a constant cP such that P ≥ cP2 D, it follows that the Fisher information
decays exponentially, which entails the exponential decay of the relative entropy.
The results are summarized in the following Theorem (cf. [AE14, Thm. 4.9]).
Theorem 1. Consider the SDE (1) with associated Fokker-Planck equation (2),
and let Assumptions 1 and 2 hold. Define ν = min {ℜ(λ) : −Av = λv} > 0 to be
the smallest eigenvalue of −A and suppose that H(ρ0|ρ∞) <∞.
(i) If all eigenvalues of A are non-defective, then there exists a constant c ≥ 1
such that
H(ρt|ρ∞) ≤ cH(ρ0|ρ∞)e−2νt ∀t ≥ 0 .
(ii) If one or more eigenvalues are defective, then there exists a constant cε > 1
for all ε ∈ (0, ν), such that
H(ρt|ρ∞) ≤ cεH(ρ0|ρ∞)e−2(ν−ε)t ∀t ≥ 0 .
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The actually observed relaxation behaviour is explored in section 5 where we
investigate the influence of temperature and the choice of initial conditions.
Further, we study the occurence of plateaus in the decay and processes with
multiple time scales.
4 Small noise
If the principal eigenvalue of the drift matrix A in the SDE (1) is simple, then
the Csisza´r-Kullback-Pinsker inequality together with the entropy estimate in
Theorem 1 implies that (see e.g. [BV05] and the references therein)
‖ρt − ρ∞‖L1(Rn) ≤
√
2cH(ρ0|ρ∞) e−νt , (13)
where ν is minus the real part of the principal eigenvalue of A and c ≥ 1 is
a constant. Note, however, that at low temperature (i.e. for small noise) the
stationary distribution ρ∞ of (1) shrinks to a point mass δ0 concentrated at the
origin x = 0, and as a consequence the upper bound in (13) degrades for most
initial data.
In this case the above estimate may not be so informative, and spectral
estimates come into play. Under the Assumptions 1 and 2 it is a known result
from [MPP02] that the infinitesimal generator
L =
1
2
CCT : ∇2 + (Ax) · ∇ (14)
associated with (1) has a compact resolvent and therefore a discrete spectrum in
Lp(Rn, ρ∞) for 1 < p <∞ that can be completely characterized in terms of the
eigenvalues of the matrix A; in particular, all eigenvalues of L have multiplicity
1 if and only if A is diagonalizable, and the eigenvalues are independent of p for
1 < p <∞. (For p = 1, the spectrum of L is the closed left-half plane [MPP02].)
For reversible systems with A = AT and C being a scalar multiple of the
identity In×n, the spectral properties of L imply exponential convergence of
the weighted density ηt = ρt/ρ∞ to η∞ = 1 in L
2(Rn, ρ∞). For this reason
time scales in molecular dynamics are conventionally associated with the dom-
inant eigenvalues of L (see e.g. [SS13]), but it is easy to see that this setting
requires that η0 ∈ L2(Rn, ρ∞) which is equivalent to the assumption that ρ0
is in L2(Rn, ρ−1∞ ); even in the simple situation at hand, this is quite restrictive
in that it excludes many standard cases, such as sharp Gaussian or point-like
initial conditions.
4.1 Large deviations: exit from a set
Here we describe an alternative characterization of the speed of convergence that
is based on large deviations arguments and that includes non-reversible systems.
To this end, we scale the diffusion matrix according to
C 7→
√
β−1C , β > 0 . (15)
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We are interested in the situation β ≫ 1, and, specifically, we want to study the
probability that the process Xt = X
β
t leaves a bounded and open set O that
contains the unique stable fixed point x = 0. Looking at exit probabilities and
exit rates is motivated by the observation that the convergence of MCMC meth-
ods for sampling general multimodal distributions depends on the probability
that the process leaves a basin of attraction [Liu04]; other applications in which
characteristic time scales are associated with exit events are reliability analysis
or risk assessment [MSB14]. Now let
τ = inf{t > 0: Xt /∈ O} (16)
be the first exit time from the set O. As a consequence of the Donsker-Varadhan
large deviations principle (see, e.g., [DV75,Ell85]), the quantity
γ = − lim
t→∞
1
t
logP (τ > t |X0 = x) (17)
is the principal eigenvalue of −L equipped with homogeneous Dirichlet boundary
values on ∂O that we assume to be smooth. That is, γ is the eigenvalue with the
smallest real part that solves the eigenvalue problem
−Lϕ(x) = γϕ(x) , x ∈ O
ϕ(x) = 0 , x ∈ ∂O . (18)
Note that ϕ > 0 in the interior of the domain as a consequence of the Perron-
Frobenius theorem and Assumptions 1 and 2. Formally, the relationship (18)
can be derived using the Feynman-Kac theorem for parabolic boundary value
problems (e.g. [Øks03, Chapters 8–9]), with the separation ansatz
P (τ > t|X0 = x) ≃ ϕ(x) exp(−γt) as t→∞ (19)
that can be justified by the ergodicity of (1) under Assumptions 1 and 2; see
also [SWH12]. This implies that for large t we have the asymptotics
P (τ > t) ≃ e−γt as t→∞ , (20)
independent of the initial condition X0 = x. The interpretation of the princi-
pal eigenvalue of reversible metastable systems is straighforward: the closer the
principal eigenvalue γ > 0 is to zero, the smaller is the probability to observe an
exit from the set O before time t, where the dependence is exponential in γ.
Remark 1. It can be shown that the exit probability is exactly exponential when
the initial probability density for X0 is the solution of the eigenvalue equation,
with L being replaced by its formal L2 adjoint L∗. The corresponding eigen-
function is called the quasi-stationary distribution, and it has the property that
exit times are exponentially distributed, which is relevant in the context of par-
allelized molecular sampling algorithms [LBLLP12].
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4.2 Small-noise approximation of the principal eigenvalue
We seek a computable and easily interpretable expression for γ, and we will argue
that γ can be computed from the stationary covariance matrix Σ∞. To this end,
we exploit a specific stochastic control interpretation of the principal eigenvalue
that is due to Fleming and co-workers (see [Fle77,FM95,FS97]). Specifically,
using that the strong maximum principle implies that the function ϕ in (18) is
strictly positive in the interior of the domain, it follows that v = −β−1 logϕ
solves the nonlinear boundary value problem
Lv − 1
2
|∇v|2CCT = γ/β (21)
with |w|CCT =
√
wTCCTw denoting a weighted Euclidean pseudo-norm with
weight CCT ≥ 0 and the specification
v(x)→∞ as dist(x, ∂O)→ 0 (22)
for the function v when its arguments approach the boundary of O. Noting that
−1
2
|w|2CCT = min
a∈Rn
{
1
2
|a|2 + (Ca) · w
}
, (23)
we observe that (21) is the dynamic programming equation of an ergodic stochas-
tic control problem, which implies the following result (cf. [SWH12]):
Proposition 2. Under the previous assumptions, it holds that a.s.
γ = min
u∈U
lim
T→∞
β
T
E
(
1
2
∫ T
0
|ut|2 dt− log 1{τ>T}
)
(24)
where τ = τu is the first exit time of the set O under the controlled process
dXut = (Cut +AX
u
t )dt+
√
β−1C dWt. (25)
and the minimization is over all Markovian controls u ∈ U such that (25) has
a unique strong solution. Furthermore the minimum is unique and attained at
u∗t = β
−1CT∇ logϕ(Xu∗t ) with ϕ ∈ C2(O) ∩ C(O) being the solution of (18).
In the limit β →∞, the corresponding dynamic programming equation (21)
can be explicitly solved and it can be shown [FW12,EK87] that
γ ≃ e−βR as β →∞ . (26)
Here R = min{Φ(x) : x ∈ ∂O} is the large deviations rate function, with
Φ(x) = lim
T→∞
min
u
{
1
2
∫ T
0
|u(t)|2 dt : y(0) = 0, y(T ) = x
}
(27)
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being the associated quasi-potential and y(t) = y(t; t0, y0) being the solution of
y˙(t) = Ay(t) + Cu(t) , y(t0) = y0 . (28)
Note that (27)–(28) is the deterministic counterpart to the stochastic control
problem Proposition 2 with β = 1. (The large parameter β has been absorbed
in the exponent in (26). The dynamic programming equation corresponding to
(27) then reads
(Ax) · ∇Φ− 1
2
|∇Φ|2CCT = 0 , Φ(0) = 0 , (29)
where Φ is—in contrast to the solution of the dynamic programming equation
(21)—bounded on O, as a consequence of the complete controllability of the
control system (28). A simple calculation shows that
Φ(x) =
1
2
xTΣ−1∞ x , (30)
with Σ∞ ∈ Rn×n being the unique symmetric and positive definite solution of
the Lyapunov equation AΣ∞ + Σ∞A
T + CCT = 0. The next statement is a
straight consequence of the previous considerations (cf. [Zab85]):
Corollary 1. If O = {x ∈ Rn : |x| < 1}, then
lim
β→∞
β−1 log γ = −(2Λ)−1 , (31)
where Λ > 0 is the largest eigenvalue of the asymptotic covariance matrix Σ∞.
We can interpret this result as follows: Recalling the large deviations principle
(20) for large t, we can conclude that the probability of observing an exit from
the n-dimensional unit sphere before time t behaves like
P (τ ≤ t) ≃ 1− exp
(
−t exp
(
− β
2Λ
))
, t, β →∞ (32)
in the low-temperature regime. In other words, the probability of observing an
exit before time t is large whenever the system is “easily controllable” (i.e. has
large variance in some direction), whereas it is small if the system is “hardly
controllable” (i.e. has uniformly small variance in all degrees of freedom).
4.3 Mean first exit times
Even though our asymptotics is not very precise, Corollary 1 has an interesting
interpretation in terms of mean first exit times that is due to Zabczyk. In [Zab85,
Thm. 6] it is shown that the mean first exit time satisfies
E[τ ] ≃ exp
(
β
2Λ
)
, β →∞ , (33)
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which implies that
P (τ ≤ t) ≃ 1− exp
(
− t
E(τ)
)
, t, β →∞ . (34)
For reversible diffusions with A = AT and C = In×n, the largest non-zero eigen-
value λ1 of the operator L with Dirichlet boundary data satisfies λ1 ≃ −(E(τ))−1
as β → ∞, and thus the last equation is consistent with the well-known inter-
pretation of the principal eigenvalue of a reversible diffusion as an exponential
decay rate; for details we refer to [BGK05].
The following Proposition establishes a relation between the two exponen-
tial time scales that are determined by ν = min {ℜ(λ) : −Av = λv} and Λ =
max {λ : Σ∞v = λv}; cf. [DSC96, Lem. 3.1] and Remark 2 below.
Proposition 3. Let A and C fulfill Assumptions 1 and 2, and let Σ∞ solve
the corresponding Lyapunov equation (3) for β = 1. Let w be the normalized
eigenvector of −A which corresponds to ν, i.e. −Aw = νw. Introduce the splitting
of w = wKer+wIm, where wKer ∈ ker(D), D = CCT and wIm ∈ Im(D). Further
denote by λmin(D) the smallest non-zero eigenvalue of D. Then
ν ≥ λmin(D)
2Λ
|wIm|. (35)
Proof. First note, that due to Assumption 2 we have wIm 6= 0, but wKer = 0
is possible. Multiplying the Lyapunov equation AΣ +ΣAT = −D from the left
and right by wT and w we find that 2νwTΣw = wTDw.
Now, wTΣw ≤ Λ and wTDw = wTImDwIm ≥ λmin(D)|wIm| which together yields
the assertion.
Remark 2. The inequality (35) is sharp. In the reversible case with A = AT
negative definite and C = In×n, the matrix A = −∇2V can be interpreted as
the Hessian of a quadratic potential
V (x) = −1
2
xTAx , (36)
such that the stationary distribution ρ∞ of (1) has a density proportional to
exp(−V/2). As a consequence, the Lyapunov equation AΣ+ΣA+ In×n = 0 has
an explicit solution Σ with 2Σ = −A−1 and 2ν = 1/Λ. In view of the exponential
bound in Theorem 1 and the relation λ1 ≃ −(E(τ))−1 for reversible diffusions,
(35) furnishes the known connection between the principal eigenvalue of a fi-
nite Markov chain and the logarithmic Sobolev constant of the corresponding
invariant measure (see [DSC96, Lem. 3.1]).
5 Numerical Examples
We will restrict ourselves to two and three dimensional examples, since the inten-
tion here is to only illustrate certain characteristics of the convergence behaviour
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of the system. As in the previous section we consider processes described by a
SDE of the general form
dXt = AXt dt+
√
β−1C dWt (37)
where A and C fulfill the necessary Assumptions 1 and 2.
We will first discuss general dependencies for a given system (A,C) with
respect to the temperature and initial conditions. Further, we shortly discuss the
occurence of plateaus and the case where the system has multiple time scales.
5.1 Dependencies on the temperature and initial conditions
In order to study the influence which temperature has on our system we split up
the relative entropy into three different terms of which the first two correspond
to the relaxation of the covariance and the last one to the relaxation of the mean.
H(t) :=
∫
log
(
ρt
ρ∞
)
ρt dx
=
1
2

Tr(ΣtΣ−1∞ )− n︸ ︷︷ ︸
=a(t)
+−(log det(ΣtΣ−1∞ ))︸ ︷︷ ︸
=b(t)
+µTt Σ
−1
∞ µt︸ ︷︷ ︸
=c(t)

 .
Specifically, we can interpret these terms in the following sense. The term a
embodies the relaxation of the covariance Σt to Σ∞, whereas b ensures the nor-
malization of the densities and finally c comprises the relaxation of the mean µt
to 0.
We consider the following example where drift and diffusion are given by
A = −
(
1 3
0 2
)
, C =
(
0 0
0 1
)
.
In Figure 1 we illustrate temperature-effects. Recall that for a process given
by (37) and Σ0 = 0, the covariance Σt at time t is given by
Σt = β
−1
∫ t
0
eA(t−s)CCT eA
T (t−s) ds. (38)
Hence, the only term which is temperature dependence is c(t), due to Σ−1∞ .
Furthermore c(t) grows as β → ∞, i.e. for small temperatures c(t) dominates
the relaxation behaviour. The terms a(t) and b(t) do not have any temperature
dependence because of the multiplication by another temperature dependent
term Σt, such that β and β
−1 cancel. This means that for larger temperatures
the relaxation is governed by a and b, which describe the equilibration of the
covariance (see Figure 1 right panel and Figure 2 upper right panel). Note that
a and b always have opposite signs, and they change sign depending on whether
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Σt > Σ∞ or Σt < Σ∞. In the first case, i.e. when Σt > Σ∞, a(t) is strictly
positive and contributes the most, in the second case it is b(t) that dominates.
For small temperature c(t) plays this role (see Figure 1 left panel), and the
overall relaxation is mainly determined by the relaxation of the mean.
0 1 2 3 4 5
time
0
0.2
0.4
0.6
0.8
1
H
(t)
/H
0
H(t)
e -2  t
a(t)+b(t)
c(t)
0 1 2 3 4 5
time
0
0.2
0.4
0.6
0.8
1
H
(t)
/H
0
H(t)
e -2  t
a(t)+b(t)
c(t)
Fig. 1. Temperature-effects: the initial conditions are fixed. Left: low temperature (β =
103), right: high temperature (β = 10−2).
Figure 2 shows the strong influence of the initial conditions on the relax-
ation behaviour, which is the only parameter varied in this figure. If we choose
an eigenvector of the drift matrix A as a deterministic initial condition, this
will yield exponential decay with the corresponding eigenvalue (left panel). The
initial conditions can also be chosen such that one observes a plateau where
H˙(t) = 0 (upper right and lower panel). This also leads to the constant c of
Theorem 1 being strictly greater than 1. Which term contributes the most to
the total relaxation behaviour then depends on the choice of the initial covari-
ance Σ0. If Σ0 > Σ∞ then a(t) is the governing term (if the temperature is not
too low), otherwise c(t) will take this role.
Remark on the occurence of plateaus We shortly discuss the occurence
of plateaus here. Relaxation to the equilibrium state pauses if and only if the
time derivative of H(t) vanishes (i.e. when H˙(t) = 0), which is equivalent to the
Fisher information being zero. Indeed, this can only happen if the diffusion is
degenerate, for otherwise the Fisher information is strictly positive due to (6).
Still, we can find regimes that are almost plateaus, even though the diffusion is
non-degenerate.
Let us consider the example given by
A = −
(
1 18
0 10
)
, Cdeg =
(
0 0
0 1
)
and C =
(
1 0
0 1
)
.
We can choose the initial conditions such that in the degenerate case H˙(t)|t=0.25 =
0 and in the non-degenerate case H˙(t)|t=0.25 ≈ 0, and we find that we almost
cannot distinguish between the two cases, see Figure 3.
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Fig. 2. Influence of the initial conditions when the temperature is fixed β = 20. Upper
left: x0 = (
20
3
, 10
3
)T (eigenvector of A corresponding to λ = 2); upper right: x0 ∼
N ((1.2840,−0.9023)T , Σ0), Σ0 > Σ∞; lower: x0 = (1.2840,−0.9023)
T , Σ0 = 0.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
time
0
0.2
0.4
0.6
0.8
1
H
/H
0
degenerate diffusion matrix
full rank diffusion matrix
Fig. 3. Comparison of the relaxation behaviour for two processes with the same drift
and degenerate or non-degenerate diffusion.
5.2 Multiple time scales: partitioning into slow and fast
We now split up the relative entropy into two terms, where one depends on con-
ditional distributions and the other on marginal ones. More specifically, consider
a process (Zt)(t≥0) which consists of two components Z = (X,Y ). We will think
of X being the slow component and Y the fast one. Denote by ρ(z) the den-
sity of the joint process, by ρ¯(x) the marginal density of X and by ρˆ(y;x) the
conditional density of Y where X = x is given. We can always do the following
computation which yields a partition of the relative entropy into conditional and
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marginal terms:
HZ(t) : = H(ρt|ρ∞)
=
∫ ∫
ρ¯t ρˆt log
(
ρ¯t
ρ¯∞
)
dy dx+
∫ ∫
ρ¯t ρˆt log
(
ρˆt
ρˆ∞
)
dy dx
= H(ρ¯t|ρ¯∞) +
∫
H(ρˆt|ρˆ∞)ρ¯t dx
= HX(t) + Eρ¯t(HY |X=x(t)).
In the example of this section we investigate the contribution of the two terms,
namely the conditional and the marginal term, to the overall decay in relative
entropy.
From Langevin to overdamped Langevin The example we consider here
is given by a Langevin equation with a time scale parameter 0 < ε ≤ 1 (and all
constants set equal to one). The coefficients read
A =
(
0 −ε−1
ε−1 ε−2
)
, C =
(
0
ε−1
)
.
Note that for ε → 0, the first component of the dynamics approaches the over-
damped Langevin equation [Pav14].
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HZ(t)
e -2  t
HX(t)
E(HY|X(t))
Fig. 4. Decay of the relative entropy for Langevin dynamics and no time scale separa-
tion, i.e. ε = 1 (left) and ε = 0.08 (right) and initial condition z0 = −(5, 5)
T .
No time scale separation This case is depicted in Figure 4 in the left panel
and we see that c > 1 again. Additionally, the conditional and marginal terms
are not monotonically decreasing in time, but can in fact increase. This is due
to the fact that when computing the time derivative of e.g. H(ρ¯t|ρ¯∞) one finds
as usually the Fisher information, but furthermore another term appears which
can be estimated by the empirical measure large deviations rate functional ; see
[Sha17, Ch. 2]. The empirical measure large deviations rate functional of ρ¯t and
ρ¯∞ will in general be non-zero, since the time evolution of ρ¯t is still described
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by the Fokker-Planck equation of the full process which differs from the Fokker-
Planck equation which has ρ¯∞ as equilibrium.
Note that the increase of the relative entropy in time cannot be traced back to
the irreversibility of the process, but can also be observed for reversible processes
with appropriate initial conditions.
Time scale separation We introduce a time scale separation by setting
ε = 0.08 (see Figure 4 right panel) ands now refer to X as the slow process
and Y as the fast one. The a priori assignment of slow and fast degrees of
freedom agrees with the observation in the plots: for ε→ 0 the conditional term
HY |X=x(t) relaxes almost instantaneously to its equilibrium. Accordingly, the
marginal term HX(t) governs the long term behaviour of the overall relaxation.
This observation suggests that we can use the partitioning of relative entropy
into conditional and marginal terms as a definition for fast and slow degrees of
freedom.
Furthermore, we observe that as ε → 0 both terms, conditional and marginal,
become monotonically decreasing.
6 Outlook and Discussion
In the previous section we have seen that relative entropy may be used as a
tool to define fast and slow degrees of freedom. That is, the fast variable is
defined via an almost immediate relaxation of its conditional density ρˆt, with
the slow variable being fixed. At the same time the slow variable is defined via
the comparatively slow relaxation of its marginal density ρ¯t. Furthermore, the
slow variable will govern the collective relaxation after very short time once
the fast one has relaxed. This definition of fast and slow agrees with the coarse-
graining concepts of averaging and homogenization in the reversible case and the
conditional expectation (cf. [LL10]) in the general case. These methods seek low
dimensional effective dynamics which are built by computing expectations of the
slow variables’ dynamics with respect to the conditional invariant distributions
of the fast variables given the slow ones. The underlying idea is that the fast
variables relax almost instantaneously such that their force on the dynamics is
well captured by the statistics of their invariant distribution.
Moreover, being able to identify fast and slow degrees of freedom in the linear
case brings up the question whether this can be extended to a more general, i.e.
non-linear setting. In the case of a reversible diffusion described by
dXt = −∇V (Xt) dt+
√
β−1 dWt (39)
with V being a confinement potential which grows sufficiently fast at infinity, it is
known that, in the small temperature limit, the slowest processes—given by mean
first passage times across the highest energy barriers—can be associated with
the eigenvalues of the generator in a hierarchical manner [BGK05]. Furthermore,
the eigenvalues describe the convergence to equilibrium in the ρ−1∞ weighted L
2
norm. This analysis is inherent to the reversible case but a natural generalization
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of convergence to equilibrium in L2 is given by convergence in relative entropy.
Hence, the question of whether one is able to formulate a hierarchical ordering of
the systems processes according to the relaxation time scales determined by the
convergence in relative entropy—for reversible as well as irreversible processes—
is reasonable (cf. [MS14, Remark 2.16])
Another topic that we have not touched here is the acceleration of the conver-
gence to equilibrium by changing the drift and diffusion. Improving the conver-
gence speed by making a reversible process irreversible, such that the equilibrium
distribution is preserved has been intensively discussed in the last few years, see
e.g. [LNP13], [GM16] or [KJZ17]. In [GM16] the eigenvalues of the drift ma-
trix are optimized by changing both drift and diffusion while keeping the total
amount of randomness, i.e. Tr(D) fixed. In [LNP13], in contrast, a reversible
diffusion of the form (39) with V being quadratic is altered by adding a skew-
symmetric drift term. We want to emphasize that the skew-symmetric term can
be interpreted as a control as in (25) where accelerating the dynamics by min-
imizing the real part of the eigenvalue of the drift matrix then corresponds to
what is called a stabilization problem in control theory (see e.g. [Zab09, Ch. 2]).
An alternative is to apply a control so as to maximise the probability of making
large excursions or an exit from a metastable set, without changing the station-
ary distribution. Similar ideas have been proposed by Pavon and Ticozzi [PT06],
and we leave the application to numerical sampling problems for future work.
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