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Abstract
Quantum control spectroscopy denotes the combination of optical quantum cohe-
rent control with femtosecond spectroscopy. The molecular response to a photo
induced process, controlled by shaped ultrashort light pulses, carries information
about the system and the induced chemical reaction not obtainable by unsha-
ped pulses. In this work quantum control spectroscopy is used to investigate the
photochemical process of β-carotene during its first few hundred femtoseconds,
which are important in the photosynthesis of light harvesting complexes.
A special class of shaped pulses, called pulse trains, are investigated. Pulse
trains are obtained from Fourier limited pulses, by modulation with a sinusoidal
phase mask φ(ω) = a sin(bω0 + c), leading to a sequence of three or more phase
stabilized Gaussian shaped pulses in the time domain. The intensities of these
pulses are defined by a, they are separated by equal interpulse distances b and
have a distinct phase relation which is defined by c. In this work it will be
shown that it is possible to draw a very unique relation between molecular
properties and the molecular response to the electrical field in dependance of
these parameters.
In terms of quantum coherent control, sinusoidal modulated pulse trains ha-
ve attracted special attention in the context of mode selectivity. In a series of
experiments it was observed that pulse train excitation can suppress spectral
features in the detection signal when the interpulse distance is adjusted to mole-
cular characteristics like vibrational frequencies. Furthermore, in many control
experiments aiming to steer a chemical reaction, the use of learning loops for
field optimization leads to pulse shapes that could be reduced to sequences of
pulses, comparable to the pulse trains introduced.
Replacement of optimized light fields by appropriate adjusted pulse trains
were successful in experiments controlling the energy flow in a light harvesting
complex. Control could be obtained by variation of the phase parameter c, sug-
gesting that the achieved effect was of coherent origin. The assumption that the
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carotene units in LH2 were responsible for the successful control, was the moti-
vation for the presented work of quantum control spectroscopy of β-carotene.
Although many efforts have been made to understand the non-linear effects
induced by pulse trains, the underlying mechanism is not yet clear. Neither the
background of mode selectivity nor the mechanism of chemical reaction control
could be deciphered satisfactorily. For spectroscopical investigations, however,
the knowledge of the underlying process and its connection to the molecular
response is inevitable and are analyzed in detail.
Starting with a simple model of bound states in a diatomic molecule, the in-
duced dynamics of the molecular system and the characteristics of the response
field are analyzed. First phenomenological investigations of the pulse train in-
duced wave packet dynamics show dependancies between the populations and
coherences of the generated molecular state and the choice of the sinusoidal mask
parameters. Further investigations imply a mechanism connecting the outcome
of the control experiment with the pulse train parameters and the molecular pro-
perties which is confirmed by derivation of a formula based on time dependent
perturbation theory. The proposed mechanism leads to results which are in ac-
cordance with many experimentally observed effects. It is found that pulse train
excitation generates vibrational wave packets that can exhibit symmetric phase
space structures. Comparable structures appear during long time evolution after
excitation with Fourier limited pulses and are known as partial revival states.
Experimentally observed effects, like annihilation of spectral signals, are attribu-
ted to temporal interference effects between phase shifted vibrational coherences
of these symmetric phase space structures. Contribution of such temporal inter-
ference effects are found to be essential for the signal interpretation in the case
of time limited detection periods in the femtosecond regime.
From a detailed analysis rules are extracted which serve to predict and to
interprete the outcome of quantum control experiments using sinusoidally mo-
dulated pulse trains. It is found that the degree of rotational symmetry of the
generated phase space pattern is determined by the ratio of the classical oscil-
lation period of a vibrational mode to the interpulse distance b. In contrast, at
a fixed value of b, the variation of the phase parameter c causes an oscillatory
exchange between phase shifted components of the generated phase space struc-
tures, leading to an oscillatory disturbance of the phase space symmetry. While
the phase space symmetry induced by b leads to destructive interference of spec-
tral signals, this effect can be partially removed by c. The resulting oscillations
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of the peak amplitudes with c reflect the symmetry of the b-generated phase
space structures.
In a next step the model is extended towards the description of complex bio-
logical systems. Investigated are environmental effects, the model expansion to
polyatomic molecules and the influence of electronic coupling elements, leading
to the participation of additional electronic states. Using the density matrix
description, the influence on the pulse train mechanism of elastic and inelastic
environmental processes is investigated. Limits are figured out, defining the sco-
pe of the extracted rules for the two mask parameters b and c in dissipative
environment. Increasing the dimensionality of the model, it is found that the
derived mechanism still holds in polyatomic molecules. In accordance with ex-
perimental results, it is possible to damp spectral signals of selective vibrational
modes by the mentioned destructive interference effects, adapting the interpulse
distance to participating modes. By combination of the effects of b and c it is
even possible to selectively damp near resonant modes. To come closer to the
description of β-carotene, the model system is extended by an additional diaba-
tically coupled electronic state. Now the spectroscopic response function after
Fourier limited excitation, recording the evolution of the excited state popula-
tion, comprises information exclusively of the reactive coupling modes. Thus,
the electronic coupling process can be traced without disturbance of inreactive
spectator modes by detection of the excited state population, acting as a win-
dow to coupling modes. Additionally it is shown, that the mechanism of pulse
train excitation found for bound state potentials still holds in the presence of
electronic coupling.
The described interference effects appearing in the spectroscopical signals after
pulse train excitation, show that a rethinking is required in the interpretation of
pulse train control experiments. On the other hand, the different aspects of pulse
train control offer a manifold of new applications in various fields of spectroscopy.
Parallels to experiments, applying pulse trains under different conditions, like
for example nonresonant excitation, lead to the assumption, that the introduced
effects are more general. Pulse trains in spectroscopy may enhance the sensitivi-
ty and the selectivity of spectral features and could be applied to achieve higher
contrast in coherent microscopy. By selective damping of near-resonant modes,
application of pulse trains in combination with transient spectroscopy could pro-
vide access to the direct observation of dynamical processes. Furthermore, the
characteristic response to parameter variations under pulse train excitation can
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serve to differentiate between vibrational and electronic origins of spectral featu-
res. It is this method, that is used in the present work to apply quantum control
spectroscopy to the early steps of the photochemical process in β-carotene, i.e.
the energy loss channel due to quenching via a conical intersection.
Based on experimental observations, by the described modular construction
a model system for β-carotene is proposed, comprising the key components of
the induced photochemical energy transfer process during the first few hundred
femtoseconds. The outcome of quantum control experiments of β-carotene could
be predicted and interpreted. By comparison with results of quantum control
experiments on β-carotene, performed in the group of M. Motzkus (Heidelberg
University), it is possible to verify the key assumptions made for the construction
of the model system. Observed spectral features in dependance of the parameters
b and c can be definitely assigned to vibrational coherences, indicating that a low
frequency mode is responsible for the electronic coupling between the excited
states S2 and S1 of β-carotene. The achieved agreement between simulations and
experimental results allow to conclude that the process of investigation is descri-
bed well within the constructed β-carotene model. The photochemical quenching
process takes place on solely two excited states and no further electronic state
plays a mentionable role.
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1 Einfu¨hrung in die Thematik
Photochemische Reaktionen sind ubiquita¨r. Neben Prozessen in der Atmospha¨-
renchemie und Anwendungen in der chemischen Synthese nehmen sie insbeson-
dere in zahlreichen biologischen Vorga¨ngen eine bedeutende Rolle ein. Beispiele
hierfu¨r sind die lichtinduzierte Isomerisierung des Retinals, die die erste Stufe
des Sehvorgangs bildet, die lichtinduzierte Synthese des Vitamin D, sowie die
Umwandlung von Sonnenlicht in chemische Energie im Rahmen des Photosyn-
theseprozesses [1].
Von großer Bedeutung ist dabei die enorme Geschwindigkeit vieler dieser Pro-
zesse. Durch Lichtanregung wird das molekulare System aus seiner Gleichge-
wichtslage gelenkt, wodurch die Atome des Kerngeru¨stes zu schwingen beginnen.
Je nach Beschaffenheit der energetischen Landschaft des Moleku¨ls, die durch
Zusammensetzung und geometrische Anordnung seiner Atome und Elektronen
bestimmt wird, ero¨ffnen sich unterschiedliche Reaktionswege, deren einzelne Sta-
tionen bereits innerhalb weniger Schwingungsperioden, also im Femtosekunden-
regime, durchlaufen werden ko¨nnen. Maßgeblich beteiligt an schnellen Prozes-
sen sind sogenannte konische Durchschneidungen [2]. In Regionen energetischer
Entartung entsteht durch elektronische Kopplungen die Mo¨glichkeit eines effi-
zienten strahlungslosen U¨berganges zwischen elektronischen Zusta¨nden. Diese
schnellen elektronischen Kopplungsprozesse werden auch als interne Konversion
bezeichnet. Sie sind eine Besonderheit photochemischer Reaktionen und haupt-
sa¨chlich verantwortlich fu¨r die auftretenden hohen Reaktionsgeschwindigkeiten.
Aufgrund der kurzen Zeitskala, auf der die einzelnen Prozesse stattfinden, die
Zeitauflo¨sung photochemischer Reaktionen experimentell zuna¨chst nicht zuga¨ng-
lich.
Technische Voraussetzungen fu¨r die spektroskopische Erfassung schneller Pro-
zesse wurden erst mit der Entwicklung der Modenkopplung im Resonator des
Lasers geschaffen. Hierdurch war es mo¨glich, einzelne Moden der elektromagneti-
schen Strahlung eines Lasers soweit in Phase zu bringen, dass durch konstruktive
1
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Interferenz Laserpulse mit Pulsdauern weniger Femtosekunden generiert werden
konnten.
Diese Laserpulse mit einer Pulsdauer von 60− 100 fs nutzte Achmed Zewail,
um ultraschnelle photochemische Prozesse auf derselben Zeitskala, in Echtzeit,
zu verfolgen. Es gelang ihm kurzlebige U¨bergangszusta¨nde spektroskopisch zu
erfassen und dadurch Ru¨ckschlu¨sse auf die zugrunde liegenden Mechanismen
entsprechender Reaktionen zu ziehen [3, 4]. Fu¨r seine umfassenden Arbeiten in
der transienten Spektroskopie wurde er 1999 mit dem Nobelpreis der Chemie
ausgezeichnet.
Nach diesen ersten Erfolgen zeigte die Spektroskopie im Femtosekundenre-
gime rasante Fortschritte [5]. Wurden zuna¨chst noch kleine Moleku¨le betrachtet,
ru¨ckten bald auch gro¨ßere molekulare Systeme in den Fokus. Experimentelle
Techniken sowohl in der Laseranregung, wie auch der Detektion des molekula-
ren Signals wurden weiter entwickelt. Viele Anwendungen wurden aus Nachbar-
gebieten u¨bernommen, wobei hier insbesondere die verwandte und recht weit
entwickelte kernmagnetischen Resonanzspektroskopie zu nennen ist [6–8]. Mit
zunehmender Komplexita¨t experimenteller Anordnungen und molekularer Sys-
teme wurde auch die Interpretation spektroskopischer Daten, sowie deren theo-
retische Beschreibung anspruchsvoller.
Eine besondere Rolle in der Entwicklung der Femtosekundenspektroskopie
nimmt vor allem die koha¨rente Natur der beteiligten elektromagnetischen Fel-
der ein. Neben dem Laserpuls, der fu¨r die Anregung des molekularen Systems
verwendet wird, besitzt ebenfalls die induzierten Polarisation, die der systems-
pezifische Antwort entspricht, koha¨rente Eigenschaften. Diese festen Phasenbe-
ziehungen zwischen Photonenzusta¨nden des Signals wirken sich ebenfalls auf
seine Dechiffrierung aus, durch die in der Spektroskopie Information u¨ber das
molekulare System erhalten wird. Die bestehende Koha¨renz kann in diesem Zu-
sammenhang Interferenzeffekte im Systemsignal induzieren, die zur Auslo¨schung
von Informationen fu¨hren. Genau diese Eigenschaft wird im Rahmen der nicht-
linearen Spektroskopie genutzt.
Da einhergehend mit der Betrachtung immer gro¨ßerer Systeme, auch die in
dem Signal u¨berlagerte Informationsvielfalt exponentiell ansteigt, ist es ein Ziel,
durch Interferenzeffekte selektiv einzelne Komponenten herauszufiltern. Ein Bei-
spiel fu¨r die Nutzung ra¨umlicher Interferenzeffekte ist die Phasenanpassung
(’phase matching’), die auch im Rahmen der konventionellen Spektroskopie
Verwendung findet. In Analogie zu der kernmagnetischen Resonanzspektrosko-
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pie, werden hier fu¨r die Anregung des molekularen Systems Sequenzen von
Laserpulsen verwendet. Die hierdurch induzierte nichtlineare Polarisation ent-
ha¨lt unterschiedliche Komponenten, die sich in ihrer ra¨umlichen Ausbreitung
unterscheiden. Durch entsprechende geometrische experimentelle Anordnungen
ko¨nnen nun einzelne Komponenten des Signals selektiv angesprochen werden.
Variation der Verzo¨gerungszeiten zwischen den Pulsen der Sequenzen fu¨hrt zu
zeitabha¨ngiger transienter Spektroskopie. Bei Betrachtung mehrerer Zeitdelays,
auch in Kombination mit Fourier-Transformation, fu¨hrt dies zu zwei- und ho¨her
dimensionalen Techniken der koha¨renten Korrelationsspektroskopie, mit denen
Kopplungen zwischen molekularen Freiheitsgraden, sowie Lo¨semitteldynamik be-
trachtet werden ko¨nnen [9–20].
Neben der gebra¨uchlichen Manipulation von Signalen durch ra¨umliche Inter-
ferenzeffekte besteht außerdem die Mo¨glichkeit die Polarisation durch zeitliche
Interferenzeffekte zu beeinflussen. Durch die Entwicklung von Pulsformern wur-
de diese Technik experimentell realisierbar [21–24]. Mit Hilfe eines Pulsformers
ko¨nnen einzelne Frequenzkomponenten eines Laserpulses gezielt vera¨ndert wer-
den. Durch die definierte Zusammensetzung der resultierenden Laserpulse in
Zeit- und Frequenzdoma¨ne, die mit Hilfe des Pulsformers nahezu beliebig vari-
iert werden kann, ero¨ffnete sich das Gebiet der koha¨renten Kontrolle [25–29].
Allgemein definiert sich der Begriff der koha¨renten Kontrolle als die gesteuerte
Einflussnahme auf die Dynamik von Quantensystemen. Im Speziellen wird hier
das molekulare System als Quantensystem betrachtet, wa¨hrend das Laserfeld
das Steuer bildet. Die Wirkungsweise dieser Methode ist vor allem auf Interfe-
renzeffekten der Materie begru¨ndet, die sich aus ihrer Quantennatur ergeben.
Durch Wahl der Form des Laserfeldes werden destruktive und konstruktive In-
terferenzen genutzt, um den induzierten Prozess in Richtung eines definierten
Kontrollziels zu lenken.
Die große Variationsbandbreite der mittels Pulsformung generierten Laserfel-
der ero¨ffnet eine große Mannigfaltigkeit neuer Reaktionspfade. Nicht unbedingt
fu¨hren diese auch zu dem gewu¨nschten Ziel. Ist die Kontrollierbarkeit des Quan-
tensystems gewa¨hrleistet [30], so muss aus der Vielfalt der Mo¨glichkeiten eine
geeignete ausgewa¨hlt werden. Um Formen des Lasers zu finden, die zu Erreichen
des gewu¨nschten Kontrollziels fu¨hren, werden meist Optimierungsverfahren ge-
nutzt. Theoretische Arbeiten stu¨tzen sich dabei vor allem auf die Theorie der
Optimalen Kontrolle [31–33], wa¨hrend in experimentellen Arbeiten sogenannte
3
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Lernschleifen [34, 35] eingesetzt werden, die eine Optimierung u¨ber verschiedene
evolutiona¨re Algorithmen [36–40] erreichen.
Bestand zuna¨chst vorwiegend der Wunsch, mittels koha¨renter Kontrolle che-
mische Synthesen zu steuern [41], so entstanden recht bald weitere Ideen fu¨r
den Einsatz dieser Methode. Es wurden Konzepte fu¨r die Verwendung koha¨ren-
ter Kontrolle entwickelt, die von der Anwendung in optischen Schaltern und
molekularen Quantencomputern [42–46], u¨ber das Ku¨hlen von Quantensyste-
men [47, 48] und gezielter ra¨umlicher Ausrichtung von Moleku¨len [49–51], bis
hin zu Anwendungen in der Spektroskopie und Mikroskopie [15, 16, 52–56] rei-
chen. Unter Entwicklung verschiedenster Strategien konnten diese Ansa¨tze in
theoretischen Arbeiten erfolgreich umgesetzt werden.
Auch experimentell konnte das Konzept der koha¨renten Kontrolle bereits an
vielen Moleku¨len realisiert werden [27, 57]. Nach ersten Erfolgen an kleineren
Moleku¨len ru¨ckten auch hier im Laufe der Zeit gro¨ßere molekulare Systeme in
den Fokus. Von besonderem Interesse sind dabei die Berichte u¨ber die Kontrolle
biologischer Prozesse [58–68]. In ersten Arbeiten gelang es u¨ber die Form von
Laserfeldern Einfluss auf die Effizienz des Energietransfers in dem Lichtsam-
melkomplex LH2 zu nehmen, der einen Teil des Photosyntheseapparates bildet
[68, 69]. Auch die Isomerisierungsreaktion von Retinal in Bacterio-Rhodopsin
konnte in Kontrollexperimenten beeinflusst werden [58].
Auf dem Anwendungsgebiet der Kontrolle fu¨r synthetische Zwecke ist die
Forschung noch in den Anfa¨ngen. Fu¨r einen praktischen Einsatz mu¨ssen die
Effizienzen der Steuerungen und die Produktausbeuten noch deutlich gesteigert
werden. Die Anwendung koha¨renter Kontrolle in der Spektroskopie fu¨hrt zu dem
Namen der Quanten-Kontroll-Spektroskopie. Hier treffen sich die beiden Gebie-
te der koha¨renten Kontrolle und der Spektroskopie. Die Phasenstabilita¨t der
durch Pulsformung erhaltenen Laserfelder ero¨ffnet hier die Mo¨glichkeit zeitliche
Interferenzeffekte zu nutzen, um die komplexe Systemantwort zu dechiffrieren.
Erste Ansa¨tze, koha¨rente Kontrolle fu¨r die Analyse photochemischer Prozesse
zu nutzen, sind bereits sehr vielversprechend. Dies a¨ußert sich deutlich in den
ju¨ngsten vero¨ffentlichten Arbeiten auf dem Gebiet der koha¨renten Kontrolle,
deren Schwerpunkt sich auf spektroskopische Aspekte verlagert. Auch von spek-
troskopischer Seite wird die Verwendung geformter Laserfelder diskutiert und
experimentell angewendet [15, 16, 27, 53, 55, 70–84].
Ein Ansatz Kontrollexperimente in spektroskopischer Hinsicht zu nutzen, ver-
wendet optimierte Laserfelder, die sich aus Experimenten mit Lernschleifen er-
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geben [59, 85–89]. Aus der komplexen Struktur der optimierten Laserfelder wer-
den wesentliche Komponenten extrahiert [90], deren Einfluss auf die Kontrolle
des molekularen Systems dann untersucht wird. In einem na¨chsten Schritt wird
nach Beziehungen zwischen Pulsparametern der extrahierten Komponenten und
Charakteristika des molekularen Systems gesucht. In diesem Verfahren wird ins-
besondere die Beobachtung genutzt, dass sich in Kontrollexperimenten ha¨ufig
Laserfelder ergeben, deren Struktur sich aus einer Sequenz von zeitlich getrenn-
ten Subpulsen zusammensetzt [58, 68, 88, 91, 92].
Von Vorteil ist hier, dass sich solche Strukturen leicht mit einem Pulsformer ge-
nerieren lassen. Durch Anwendung parameterisierter sinusoidaler Phasenmasken
entstehen Pulszu¨ge mit einer ungeraden Anzahl von Subpulsen, die sich durch
einen konstanten Subpulsabstand, sowie eine klar definierte Phasenbeziehung
zwischen den Subpulsen auszeichnen [36]. U¨ber die Maskenparameter lassen sich
Subpulsabstand und Phase dieser Pulszu¨ge selektiv ansprechen. Die Paramete-
risierung erlaubt des Weiteren einen einfachen Zugang zu der Interpretation
der erhaltenen Kontrollresultate. Diese Eigenschaften machten Pulszu¨ge zu ei-
nem beliebten Werkzeug in Kontrollexperimenten [69, 93–96]. Allgemein zeigte
die Anwendung von Pulszu¨gen bereits in einer Reihe von Kontrollexperimenten
sowohl theoretischer, als auch praktischer Natur deutliche Erfolge [97–99]. In
theoretischen Arbeiten fu¨hrte die Anwendung von Pulszu¨gen zu einer Kontrol-
le u¨ber Rotationsfreiheitsgrade [51, 100]. Ersten erfolgreichen Experimenten, in
denen Phononen eines Kristalls durch Pulszu¨ge ohne Phasenbeziehungen kontrol-
liert wurden [101], folgten verbesserte Ansa¨tze unter Verwendung phasenstabi-
ler Pulssequenzen [102]. Erst ku¨rzlich wurde von der erfolgreichen Verwendung
von Pulszu¨gen in der Kontrolle chiralita¨ts-selektiver Anregung in Kohlenstoff-
Nanoro¨hren berichtet [103]. Ebenso wurde eine selektive Versta¨rkung oder auch
Minderung molekularer Schwingungsmoden [104–106], sowie die gezielte A¨nde-
rung der Besetzung molekularer Zusta¨nde [95, 96, 107, 108] durch Pulszu¨ge mit
sinusoidaler Phase erreicht.
Um aus den Ergebnissen dieser Kontrollexperimente spektroskopische Infor-
mationen zu extrahieren, ist das genaue Versta¨ndnis der Pulszug induzierten
Dynamik unabdingbar. In der Literatur wurden fu¨r diesen Mechanismus ver-
schiedene Ansa¨tze diskutiert. Die Vorstellung, in der die Anregung molekularer
Freiheitsgrade durch wiederkehrenden Antrieb der Subpulse sukzessive versta¨rkt
wird, a¨hnlich wie ein Kind auf der Schaukel, das durch wiederholtes Anstoßen
immer ho¨her schwingt [101], wurde von anderer Seite bald widerlegt. Die be-
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obachteten Effekte wurden auf makroskopische Zusammenha¨nge ohne jeglichen
Einfluss der quantenmechanischen Natur der Materie zuru¨ckgefu¨hrt [109]. Da in
Kontrollexperimenten beobachtete Phaseneffekte jedoch auf Interferenzeffekte
hindeuten, schien auch diese Erkla¨rung nicht ausreichend zu sein. Die zahlrei-
chen Versuche, den der Pulszugkontrolle zugrundeliegenden Mechanismus voll-
sta¨ndig zu entziffern, fu¨hrten bisher nicht zum gewu¨nschten Erfolg.
In der vorliegenden Arbeit wird eine Analyse des Kontrollmechanismus vor-
gestellt, der in molekularen Systemen durch Pulszu¨ge mit sinusoidaler Phase
induziert wird. Ziel ist es, die so gewonnenen Erkenntnisse zu nutzen, um mit
Hilfe von Kontrollexperimenten spektroskopische Information u¨ber photochemi-
sche Prozesse komplexer biologischer Systeme zu erhalten. Der Fokus liegt dabei
auf der spektroskopischen Anwendung der Pulszugkontrolle an β-Carotin, an
dem zeitgleich in der Arbeitsgruppe um M. Motzkus (Universita¨t Heidelberg)
entsprechende Experimente durchgefu¨hrt wurden. Initiiert durch die erfolgrei-
che Kontrolle des Lichtsammelkomplexes LH2 und seiner ku¨nstlichen Analoga
[68, 110], wurde β-Carotin ausgewa¨hlt, da es eines der photoreaktiven Chromo-
phore des Antennenkomplexes darstellt [111]. Durch Aufkla¨rung des induzierten
Mechanismus ko¨nnen in einem Vergleich von Modellstudien und experimentellen
Ergebnissen neue Erkenntnisse u¨ber diesen chemischen Prozess der Photosynthe-
se gewonnen werden.
Die Komplexita¨t des induzierten Prozesses, sowie des molekularen Systems
erfordern ein systematisches Vorgehen bei der Analyse. Eine vollsta¨ndige theo-
retische Erfassung ist im Falle großer Moleku¨le wie β-Carotin unmo¨glich. Die
Betrachtung wird daher auf die prozessrelevanten Komponenten beschra¨nkt. Fu¨r
die Analyse der lichtinduzierten Vorga¨nge wird der Anregungsprozess zuna¨chst
in einem stark vereinfachten System betrachtet. Als Referenz wird hier die Dyna-
mik unter Fourier limitierter Anregung verwendet. Durch Vergleich mit Pulszug
induzierter Dynamik wird der Anregungsprozess aufgeschlu¨sselt, wobei verschie-
dene essentielle dynamische Charakteristika und deren zugeho¨rige experimentel-
le Observablen untersucht werden. Unter sukzessivem Aufbau des Modells aus
den molekularen Einzelkomponenten kann somit auch der Mechanismus der Puls-
zugkontrolle in einem komplexen biologischen System wie β-Carotin verstanden
werden.
Nach dieser Strategie ist auch die vorliegende Arbeit strukturiert: In Kapitel 2
wird zuna¨chst ein U¨berblick u¨ber allgemeine, fu¨r die Analyse wesentliche quan-
tenmechanische Grundlagen gegeben und diese zueinander in Beziehung gesetzt.
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Desweiteren werden die quantenmechanische Betrachtung molekularer Systeme
und Laserfelder, sowie technische Details bezu¨glich der quantendynamischen Be-
handlung und der Analyse der entsprechenden Vorga¨nge eingefu¨hrt.
Auf dieser Grundlage wird dann in Kapitel 3 an einem eindimensionalen Mo-
dellsystem bestehend aus zwei gebundenen elektronischen Zusta¨nden eine de-
taillierte Analyse des Pulszug-Kontrollmechanismus am Beispiel zweiatomiger
Moleku¨le vorgestellt. In einem Vergleich mit der Anregung unter Fourier limi-
tierten Laserpulsen wird dabei insbesondere auf den Zusammenhang zwischen
molekularen Eigenschaften, induzierter Kerndynamik und spektroskopischen Si-
gnaturen eingegangen. Da die spektroskopischen Untersuchungen an β-Carotin
in Lo¨sung stattfinden, wird in Kapitel 4 der Einfluß inkoha¨renter Umgebungsef-
fekte untersucht. Anschließend wird in Kapitel 5 das Modellsystem auf mehrere
Dimensionen erweitert, um den Kontrollmechanismus in gro¨ßeren Moleku¨len zu
simulieren. Aus spektroskopischen Untersuchungen wird vermutet, dass im Falle
des β-Carotin eine konische Durchschneidung eine wesentliche Komponente des
photoinduzierten Prozesses darstellt. In Kapitel 6 wird daher das Modellsystem
um einen zusa¨tzlichen elektronischen Zustand, sowie elektronische Kopplungs-
elemente erweitert. Um spektroskopische Ergebnisse in β-Carotin interpretieren
zu ko¨nnen, wird zuna¨chst die Wirkung verschiedener Modellparameter auf die
Dynamik und spektroskopischen Observablen nach Fourier limitierter Anregung
analysiert und anschließend die Ergebnisse auf die Anwendung von Pulszu¨gen
erweitert. Danach werden in Kapitel 7 die gewonnenen Erkenntnisse spektrosko-
pisch angewendet: In einem Vergleich theoretischer und experimenteller Ergeb-
nisse wird in Abschnitt 7.1 die spektroskopische Interpretation der Pulszugkon-
trolle in β-Carotin vorgestellt. Anschließend wird ein Konzept fu¨r eine weitere
spektroskopische Anwendung von Pulszu¨gen in Abschnitt 7.2 pra¨sentiert. Ab-
schließend in Kapitel 8 werden die wesentlichen Ergebnisse der Arbeit zusam-





Die vorliegende Arbeit verbindet fu¨nf wesentliche Begriffe: Quantenmechanik,
Photochemie, biologische Systeme, Spektroskopie und Kontrolle.
In Anlehnung an Kontrollexperimente wird ein ein Modellsystem fu¨r β-
Carotin erstellt, an dem aufgezeigt wird, wie die spektroskopischen Informatio-
nen u¨ber den Kontrollprozess erhalten und verwendet werden ko¨nnen. Neben der
Modellierung des Prozesses mu¨ssen zu diesem Zweck die Zusammenha¨nge zwi-
schen Systemeigenschaften, Dynamik und spektroskopischen Daten genau ver-
standen werden. Die Grundlagen dieser Studie reichen daher von allgemeinen Be-
griffen der Quantenmechanik und Quantendynamik u¨ber die konkrete Modellie-
rung von Moleku¨len, optischen Feldern und den Feld-Materie-Wechselwirkungen
bis hin zu Charakterisierungsmo¨glichkeiten der induzierten Dynamik, die auch
die spektroskopischen Observablen mit einschließen.
2.1 Quantenmechanik
Die Grenze zwischen klassischer und quantenmechanischer Beschreibung von
Systemen wird durch das Planck’sche Wirkungsquantum h = 4.14 · 10−15 eVs
definiert. Stellt h in einem System eine nicht verschwindende Gro¨ße dar, so
kann sein Verhalten nicht mehr klassisch beschrieben werden. Divergenzen der
Phasenraumstrukturen, verursacht durch den Welle-Teilchen Dualismus der Ma-
terie fu¨hren in diesen Gro¨ßenordnungen zu Interferenzeffekten die im Rahmen
der Quantenmechanik erfasst werden. Begriffe wie Quantisierung, Unscha¨rfe und
Koha¨renz, die aus der klassischen Mechanik nicht bekannt sind, spielen hier eine
große Rolle und sollen im Folgenden in einen Kontext gebracht werden [112].
2.1.1 Wellenfunktionen
Ein Zustand eines Systems der die vollsta¨ndige Information u¨ber alle Charakte-
ristika eines Systems entha¨lt wird als ein reiner Zustand bezeichnet. In der klas-
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sischen Mechanik wird ein solcher Zustand durch einen Punkt im Phasenraum
des Systems beschrieben. Die Quantenmechanik dagegen ordnet, dem Welle-
Teilchen Dualismus entsprechend, diesen reinen Zusta¨nden eine Wellenfunktion
|Ψ〉 zu. Diese Wellenfunktionen sind Elemente des Hilbert-Raumes H, der als
komplexer dualer Vektorraum die mathematische Grundlage der Quantenmecha-
nik darstellt. Mit einer vollsta¨ndigen Basis |ψn〉 von H kann jeder beliebige reine
Systemzustand |Ψ〉 als Linearkombination der Basiszusta¨nde mit komplexen Ko-




Es resultieren Wellenpakete, die in der dynamischen Betrachtung zu oben er-
wa¨hnten Interferenzeffekten fu¨hren ko¨nnen. Die Wellenfunktionen haben kei-
ne direkte physikalische Interpretation. Sie dienen lediglich dazu, den Zustand
des Systems zu beschreiben. Nach physikalischer Interpretation wird jedoch der




die Wahrscheinlichkeit zugeordnet, das System in dem entsprechenden Zustand
anzutreffen.
2.1.2 Quantisierung
Neben Wellenfunktionen spielen Operatoren in H eine große Rolle. So werden
physikalischen Observablen, wie zum Beispiel Ort, Impuls und Energie hermi-
tesche Operatoren in H zugeordnet. Die Darstellung der entsprechenden Ope-
ratoren in H wird nach dem Korrespondenzprinzip aus den klassischen Gro¨ßen
hergeleitet. In Analogie zu Gl. (2.2) wird zu einem gegebenen Systemzustand
|Ψ〉 durch den Erwartungswert einer physikalischen Observablen O
〈O〉 = 〈Ψ|O|Ψ〉〈Ψ|Ψ〉 (2.3)
die mittlere Wahrscheinlichkeit des Messwertes der Observablen beschrieben.
Die Menge der mo¨glichen Messwerte einer Observablen kann durch Lo¨sen ih-
rer Eigenwertgleichung ermittelt werden. Sie entspricht der Gesamtheit der Ei-
genwerte, die deswegen auch als Spektrum bezeichnet wird. Im Gegensatz zur
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klassischen Mechanik kann infolge besonderer Randbedingungen eine Diskreti-
sierung des Spektrums auftreten. Diese Quantisierung physikalischer Messwerte
hat der Quantenmechanik zu ihrem Namen verholfen. Die Eigenfunktionen des
Operators bilden eine vollsta¨ndige Basis von H, wenn durch die physikalische
Observable das System vollsta¨ndig charakterisiert werden kann. Man nennt diese
Basis Eigenbasis des Operators.
Die Energie ist eine solche Observable, durch die ein System vollsta¨ndig be-
schrieben wird. Der zugeho¨rige OperatorH wird als Hamilton-Operator bezeich-
net. Er setzt sich zusammen aus der kinetischen T und der potentiellen Energie
V und ist damit eine Funktion der kartesischen Impuls- und Orts-Koordinaten
aller Teilchen aus denen sich das System zusammensetzt.
H(p,x) = T (p) + V (x) (2.4)
Die Eigenwertgleichung des Hamilton-Operators wird auch stationa¨re
Schro¨dinger-Gleichung genannt.
H|Ψ〉 = E|Ψ〉 (2.5)
Sie beschreibt das energetische Spektrum eines Systems.
Die Messung eines Systemzustandes entspricht der Wirkung der gemessenen
Observablen auf den Systemzustand und somit der Projektion des Systemzustan-
des auf einen konkreten Eigenzustand dieser Observablen. Der erhaltene Mess-
wert ist der Eigenwert dieses Zustandes. Hierdurch wird der Zustand vollsta¨ndig
charakterisiert und auf die gemessene Eigenfunktion des Operators festgelegt.
Man bezeichnet diesen Vorgang auch als Pra¨paration eines reinen Zustandes.
2.1.3 Die Heisenberg’sche Unscha¨rfe Relation
Bei Betrachtung unterschiedlicher physikalischer Observablen kann es vorkom-
men, dass sie unterschiedliche Eigenbasen haben. Sie werden dann als nicht
kommutierende Observablen bezeichnet. Solche Paare von Operatoren zeichnen
sich dadurch aus, dass die Hintereinanderschaltung dieser Operatoren von ihrer
Reihenfolge abha¨ngt. Diese Eigenschaft la¨sst sich mit Hilfe des Kommutators
[A,B] = AB −BA zweier Operatoren A und B ausdru¨cken:
[A,B] 6= 0 (2.6)
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Einer vollsta¨ndigen Charakterisierung der einen Observablen bewirkt somit die
Projektion auf einen Zustand, der nur nur als eine U¨berlagerung von Eigenzu-
sta¨nden der anderen Observablen beschrieben werden kann. Dies hat zur Folge,
dass u¨ber die beiden Observablen nur begrenzt gleichzeitig Kenntnis erlangt
werden kann. Dieser Umstand wird auch als Heisenberg’sche Unscha¨rfe Relati-
on bezeichnet und la¨sst sich fu¨r die beiden Observablen, den Ort x und den
Impuls p, die den Phasenraum aufspannen, beschreiben durch:
∆x∆p ≥ ~2 (2.7)
Ein Gauss’sches Wellenpaket von Eigenzusta¨nden mit einheitlicher Phase, be-
schreibt einen solchen Zustand minimaler Unscha¨rfe zwischen x und p und wird
auch als koha¨renter Zustand bezeichnet. Wa¨hrend klassische Zusta¨nde im Pha-
senraum durch einen Punkt beschrieben werden, fu¨hrt die Unscha¨rferelation
dazu, dass quantenmechanische Zusta¨nde eine Ausdehnung im Phasenraum ha-
ben. So wird zum Beispiel ein koha¨renter Zustand im Phasenraum durch einen
Kreis beschrieben.
2.1.4 Koha¨renz
Die allgemeine Definition der Koha¨renz stammt aus der Wellenlehre und be-
schreibt die Phasenbeziehungen von Wellen. In der Quantenmechanik bezieht
sich der Koha¨renzbegriff auf die Phasenbeziehung zwischen Systemzusta¨nden.
Diese lassen sich durch die Verwendung des Dichteoperators ρ = |Ψ〉〈Ψ| erfas-






Seine Diagonalelemente ρii = |ci| beschreiben die Besetzungen der Basiszusta¨nde
und werden deswegen auch Populationen genannt. Die Außerdiagonalelemente
ρij = c∗i cj beschreiben die Phasenbeziehungen zwischen den Basiszusta¨nden |ψi〉
und |ψj〉 und werden als Koha¨renzen bezeichnet. Die Phasenraumstruktur eines
quantenmechanischen Zustandes wird von den Koha¨renzen bestimmt. Phasen-
differenzen ko¨nnen Interferenzeffekte verursachen, die zu komplexen Strukturen
fu¨hren. Diese spiegeln sich auch in Messungen wider. Voraussetzungen fu¨r solche
Interferenzeffekte sind jedoch definierte Phasenbeziehungen, also reine Zusta¨nde,
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die das System vollsta¨ndig charakterisieren. Wird eine Messung an einem En-
semble durchgefu¨hrt, so kommt es ha¨ufig nicht zu einer vollsta¨ndigen Erfassung
des Systems. Vielmehr kann nur eine Wahrscheinlichkeit festgestellt werden, mit
der sich eine Komponente des Ensembles in einem bestimmten Zustand befinden
wird. Solche unvollsta¨ndig charakterisierten Zusta¨nde werden als gemischt, oder
auch inkoha¨rent, bezeichnet. Sie unterscheiden sich von reinen Zusta¨nden durch
einen Informationsverlust, der sich in einem Phasenverlust zwischen den Teilkom-
ponenten a¨ußert. Da sie ein statistisches Mittel von reinen Zusta¨nden darstel-
len, ko¨nnen diese Zusta¨nde nicht als Linearkombination von Hilbert-Vektoren
beschrieben werden. Der Dichteoperator, der darum auch als statistischer Ope-
rator bezeichnet wird, stellt eine Mo¨glichkeit dar, solche Ensemblezusta¨nde im
Rahmen der Quantenmechanik zu erfassen. Zu diesem Zweck werden seine Ele-
mente als Wahrscheinlichkeiten interpretiert. So la¨sst sich der Zustand eines
Teilsystems in einem Ensemble, das sich mit den Wahrscheinlichkeiten pm in





Fu¨r den Erwartungswert einer Observablen O im gemischten Zustand gilt somit




= Tr (Oρ) (2.11)
In der Spektral-Darstellung des Dichteoperators (2.8) a¨ußert sich der Verlust der
Phasenbeziehung eines gemischten Zustandes in einer Minderung des Betrages
der Koha¨renzen: |ρij|(gem.) < |ρij|(rein). Um reine und gemischte Zusta¨nde zu un-
terscheiden, kann das Quadrat des Dichteoperators ρ2 als Maß fu¨r die Koha¨renz
eines Zustandes verwendet werden. Fu¨r reine Zusta¨nde gilt stets: Tr (ρ2) = 1,
wa¨hrend fu¨r gemischte Zusta¨nde gilt: Tr (ρ2) < 1.
Wie bereits angedeutet, geht die beschriebene statistische Mittelung ebenfalls
in die Phasenraumstruktur gemischter Zusta¨nde ein. Diese entsprechen der in-
koha¨renten U¨berlagerung der Phasenraumstrukturen der reinen Zusta¨nde |Ψm〉.




2.1.5 Die zeitabha¨ngige Schro¨dinger-Gleichung
Um quantenmechanische Effekte vollsta¨ndig zu erfassen, muss die bisherige stati-
sche Betrachtung um dynamische Aspekte erweitert werden. Diese werden durch
die zeitabha¨ngige Schro¨dinger-Gleichung beschrieben:
i~∂t|Ψ〉 = H|Ψ〉 (2.12)
Als quantenmechanische Analogon zur klassischen Hamilton’schen Bewegungs-
gleichung beschreibt sie die zeitliche Entwicklung der betrachteten Zusta¨nde.
Ihre Lo¨sung ist Gegenstand der Quantendynamik. Durch formale Integration
der zeitabha¨ngigen Schro¨dinger-Gleichung erha¨lt man die Vorschrift fu¨r die Be-
rechnung der Systemzusta¨nde in Abha¨ngigkeit der Zeit:
|Ψ(t)〉 = e−iHt|Ψ(t0)〉 (2.13)
Die Exponentialfunktion des Hamilton-OperatorsU(t) = e−iHt wird auch Propa-
gator genannt. Abha¨ngig von der gewa¨hlten Basis kann H nicht kommutierende
Anteile enthalten. In diesem Fall muss U durch Verwendung spezieller Rechenre-
geln, die die Kommutatorrelationen beru¨cksichtigen, explizit berechnet werden.
Auf verwendete Berechnungen fu¨r Propagatoren wird in Kapitel 2.3 na¨her ein-
gegangen.
Die zeitliche Entwicklung eines Systems, die im klassischen Bild durch Phasen-
raumbahnen beschrieben wird, nimmt in der Quantenmechanik komplexere Ge-
stalt an. Aufgrund der Ausdehnung der Systemzusta¨nde im Phasenraum ko¨nnen
hier zusa¨tzlich zeitliche A¨nderungen in der Phasenraumstruktur auftreten. Ent-
scheidend hierfu¨r ist die zeitliche Entwicklung der Populationen und Koha¨renzen,
die nach der zeitabha¨ngigen Schro¨dinger-Gleichung von dem Hamilton-Operator
des Systems bestimmt wird. Im Rahmen quantenmechanischer Bewegungsglei-
chungen ko¨nnen Systeme und deren beschreibende Hamilton-Operatoren, bezu¨g-
lich ihrer Wirkung auf die zeitliche Entwicklung von Zusta¨nden, generell in drei
Klassen unterteilt werden 1:
1. Konservative isolierte Systeme
Die Beschreibung erfolgt durch zeitunabha¨ngige Hamilton-Operatoren.
1Die Darstellung erfolgt hier im Schro¨dinger-Bild,in dem die zeitabha¨ngige Entwicklung eines
Systems von den Zusta¨nden getragen wird.
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2. Konservative geschlossene Systeme
Eine Wechselwirkung mit a¨ußeren Feldern wird durch zusa¨tzliche zeitab-
ha¨ngige Komponenten des Hamilton-Operators beschrieben.
3. Dissipative Systeme
Ungerichtete Wechselwirkungen mit der Umgebung werden durch nicht
hermitesche Anteile im Hamilton-Operator beschrieben.
Die zeitliche Entwicklung eines Zustandes im isolierten System wird durch
eine Drehung der Energie-Eigenzusta¨nde |ψn〉 in der komplexen Ebene mit den




Ausgehend von einem koha¨renten Zustand bewirkt die zeitliche Entwicklung der
Koeffizienten die zeitliche A¨nderung der Aufenthaltswahrscheinlichkeit im Orts-
raum ‖Ψ(x, t)‖, die auch als Laufen des Wellenpaketes bezeichnet wird. Sind
die Energiedifferenzen zwischen den Eigenzusta¨nden nicht a¨quidistant, so tritt
neben dem Laufen zusa¨tzlich eine Dephasierung der Zusta¨nde auf, die auch als
Dispersion bezeichnet wird. Die Dispersion bewirkt ein Breitfließen des Wellen-
paketes, d.h. eine zeitliche Verbreiterung der Wahrscheinlichkeitsverteilung im
Phasenraum. Systemspezifische Bedingungen ko¨nnen dazu fu¨hren, dass die be-
schriebene Dephasierung reversibel ist. Dieser Effekt ist gleichzusetzen mit einer
Richtungsumkehr der Impulskomponenten des Systems und fu¨hrt zu Interferenz-
effekten im Phasenraum. Ein Beispiel fu¨r solch ein reversibel dephasierendes
System ist der anharmonische Oszillator, der ha¨ufig fu¨r die Beschreibung mole-
kularer Schwingungen verwendet wird. In Fa¨llen der reversiblen Dephasierung
treten zeitabha¨ngige Extrema der Wahrscheinlichkeitsamplitude auf. Die zeit-
liche Abfolge dieser Extrema ist systemspezifisch und la¨sst sich experimentell
bestimmen. Aus den Messdaten lassen sich Ru¨ckschlu¨sse u¨ber die Charakteristik
des beobachteten Systems und Prozesses ziehen. Einen Zugang zu der Entschlu¨s-
selung der experimentell erhaltenen Daten bietet die Revivaltheorie. Sie setzt die
zeitabha¨ngige Entwicklung der Wahrscheinlichkeitsamplituden mit dem betrach-
teten System und der Zustandsentwicklung im Phasenraum in Zusammenhang
und bietet somit eine Mo¨glichkeit komplexe quantendynamische Prozesse zu
analysieren.
In geschlossenen konservativen Systemen kann das System durch den Einfluss
a¨ußerer Felder aus seinem Gleichgewichtszustand gelenkt werden. Die Felder
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bewirken sowohl einen Populationsaustausch wie auch eine Phasena¨nderung der
Koha¨renzen. Durch Wahl der Frequenz, Amplitude und Phase des Feldes ko¨nnen
diese Effekte beeinflusst und somit der Ausgangszustand, sowie dessen zeitliche
Entwicklung kontrolliert werden. Ziele der Kontrolle ko¨nnen dabei das Erreichen
eines spezifischen Endzustandes, oder auch der Weg eines Prozesses sein. Im Be-
zug auf molekulare Systeme bedeutet dies im ersteren Fall die Steuerung eines
chemischen Prozesses in Hinblick auf ein chemisches Produkt. Der zweite Fall
bezieht sich meist auf die spektroskopische Untersuchung molekularer Systeme,
die die systemspezifische Antwort auf a¨ußere Sto¨rungen nutzen, um Information
u¨ber das System zu erhalten. Durch die gezielte Steuerung des induzierten Pro-
zesses ko¨nnen Interferenzeffekte genutzt werden, um die komplexe Antwort des
Systems zu entschlu¨sseln. Speziell in der nichtlinearen Spektroskopie werden Se-
quenzen von Laserfeldern und Phasen feldfreier Entwicklung dazu genutzt, um
aus der komplexen Vielfalt der in der Systemantwort enthaltenen Information
Teilkomponenten zu selektieren. Voraussetzung hierfu¨r ist das Versta¨ndnis des
induzierten Prozesses, sowie der Zusammenhang mit dem experimentell erhalte-
nen Signal.
Die Dynamik eines dissipativen Systems beschreibt den Einfluss ungerichteter
a¨ußerer Felder auf quantendynamische Prozesse. Erinnerungseffekte der a¨ußeren
Freiheitsgrade werden dabei meist im Rahmen der Markov-Na¨herung vernach-
la¨ssigt. Die erfassten Wirkungen auf das System sind rein inkoha¨renter Natur.
Die vollsta¨ndige Beschreibung der Dynamik dissipativer Systeme ist aus diesem
Grund nur mit dem statistischen Operator ρ (2.9) mo¨glich. Die zeitliche Ent-
wicklung des Dichteoperators wird durch die Liouville-von-Neumann-Gleichung
beschrieben:
∂tρ = Lρ = i~ [ρ,H ] +LDρ (2.15)
Der Liouville-Operator L, der eine Funktion der Komponenten des Hamilton-
Operators darstellt, erlaubt das selektive Ansprechen der Elemente des Dich-
teoperators, das insbesondere im Falle offener Systeme beno¨tigt wird. Fu¨r die
Beschreibung des inkoha¨renten Anteils des Liouville-Operators LD existieren
unterschiedliche Ansa¨tze, wobei in der vorliegenden Arbeit die Lindblad-Form
verwendet wird [113]. Eine konkrete Form fu¨r LD wird in Kapitel 2.1.9 gegeben.
In der Betrachtung der durch die Umgebung induzierten Prozesse wird zwischen
elastischen und inelastischen Prozesse unterschieden. Diese unterscheiden sich in
ihrer Wirkung auf die Elemente des Dichteoperators. Erstere besitzen einen rein
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dissipativen Charakter, der lediglich eine inkoha¨rente irreversible Dephasierung
des Systems bewirkt. Dagegen besitzen Zweitere neben dem dissipativen einen
zusa¨tzlichen fluktuativen Charakter. Dieser bewirkt energetische Umverteilun-
gen in dem System. Die beschriebenen Prozesse bewirken einen exponentiellen
Abfall der Koha¨renz bzw. der Energie des Systems. Die charakteristischen Zeiten
dieser Prozesse werden als Relaxationszeiten T1 fu¨r fluktuative Prozesse, und
als Dephasierungszeiten T2 fu¨r dissipative Prozesse bezeichnet. Die Dephasie-
rungszeiten setzen sich zusammen aus denen fu¨r elastische (T ∗2 ) und inelastische








Energetische Verschiebungen, wie auch der einhergehende Koha¨renzverlust, ha-
ben Auswirkungen auf die gesamte Dynamik des Systems. Sowohl eine Vera¨nde-
rung der Steuerung des Systems durch a¨ußere Felder, sowie eine Vera¨nderung der
Interferenzeffekte sind mo¨glich. Die Betrachtung dissipativer Effekte ist daher
wichtig fu¨r das Versta¨ndnis quantendynamischer Prozesse in reeller Umgebung,
sowie die Interpretation der entsprechenden experimentellen Daten.
Die quantenmechanische Betrachtung Laser induzierter molekularer Reaktio-
nen resultiert in einem System von gekoppelten Differentialgleichungen, dessen
Lo¨sung nur noch na¨herungsweise erhalten werden kann. Insbesondere bei der Be-
trachtung der quantenmechanischen Bewegungsgleichungen ist die Behandlung
nur noch in wenigen Dimensionen mo¨glich. Um den induzierten Prozess dennoch
beschreiben zu ko¨nnen, muss daher das molekulare System auf die wesentlichen
am Prozess beteiligten Bestandteile reduziert werden. Zwar werden durch dieses
Vorgehen einige Komponenten vernachla¨ssigt, jedoch vereinfacht sich dadurch
auch die Analyse des Prozesses erheblich. Im Folgenden wird ein U¨berblick u¨ber
die Vorgehensweise zur quantenmechanischen Betrachtung photochemischer Re-
aktionen gegeben. Dabei werden, falls nicht anders erwa¨hnt, von nun an atomare
Einheiten verwendet, in denen ~ = 1 gilt.
2.1.6 Molekulare Systeme
Der Hamilton-Operator fu¨r die quantenmechanische Betrachtung molekularer
Systeme setzt sich aus den kinetischen Energien der Kerne und der Elektronen,




Hmol(xnuc, xel) = T nuc(x˙nuc) + T el(x˙el) + V (xnuc, xel) (2.17)
Die molekulare Wellenfunktion Ψmol ist somit eine Funktion der kartesischen
Koordinaten der Kern- (xnuc) und Elektronen- (xel) Koordinaten des Moleku¨ls.
Aufgrund ihrer unterschiedlichen Massen unterscheiden sich die Zeitskalen der
Kern- und Elektronen- Bewegungen deutlich. Dies ermo¨glicht es, bei der Betrach-
tung molekularer Prozesse die Dynamik von Elektronen und Kernen separat zu
behandeln. Die Trennung erfolgt in einem adiabatischen Separationsansatz. Da-
bei wird Ψmol in Produkte aus Kernwellenfunktionen ψnuc und nur parametrisch







Durch Integration u¨ber die Kernkoordinaten erha¨lt man aus der stationa¨ren
molekularen Schro¨dinger-Gleichung die elektronische Schro¨dinger-Gleichung:
(T el + V (xel;xnuc))φk(xel;xnuc) = Vk(xnuc)φk(xel;xnuc) (2.19)
Die Lo¨sung dieser gekoppelten Differentialgleichung ist nur na¨herungsweise mo¨g-
lich und fa¨llt in den Bereich der Quantenchemie. Eine Vielzahl kommerzieller
quantenchemischer Programme sind zuga¨nglich, mit denen auf Basis unterschied-
licher Ansa¨tze Lo¨sungen gefunden werden kann. Die elektronischen Wellenfunk-
tionen beschreiben die elektronischen Zusta¨nde in parametrischer Abha¨ngigkeit
der Kernkoordinaten. Die ebenfalls von den Kernkoordinaten abha¨ngigen Eigen-
werte Vk(xnuc) gehen als adiabatische Potential-Hyperfla¨chen in die zeitabha¨ngi-
ge Schro¨dinger-Gleichung der Atomkerne ein.
Die nukleare Schro¨dinger-Gleichung
Diese wird auch als nukleare Schro¨dinger-Gleichung bezeichnet und beschreibt
die Zeitabha¨ngigkeit der Kernbewegungen im Moleku¨l. Unter der diabatischen
Na¨herung, die auch unter Born-Oppenheimer-Na¨herung bekannt ist, werden
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Kopplungen zwischen elektronischen Zusta¨nden vernachla¨ssigt. In diesem Fall
reduziert sich die nukleare Schro¨dinger Gleichung zu:
i∂tψ(xnuc, t) = (T nuc(x˙nuc) + Vk(xnuc))ψ(xnuc, t) (2.20)
Die Born-Oppenheimer-Na¨herung ist gu¨ltig, solange die Energien der elektro-
nischen Schro¨dinger-Gleichung klar getrennt sind. Kommen sich die Energie-
Hyperfla¨chen unterschiedlicher elektronischer Zusta¨nde (k und l) nahe, so findet
eine Kopplung zwischen ihnen statt. Diese wird durch sogenannte nichtadiaba-
tische Kopplungselemente Ck,l(x˙nuc) beschrieben, die den nuklearen Hamilton-
Operator erga¨nzen. Sie beschreiben die Wirkung von T nuc auf die elektronischen
Wellenfunktionen. In großen molekularen Systemen kann es zu einer Vielzahl sol-
cher Entartungspunkte zwischen elektronischen Zusta¨nden kommen. Beschra¨nkt
man sich auf die Betrachtung eines Entartungspunktes zweier elektronischer Fla¨-
chen k und l, so kann eine Basis von elektronischen Wellenfunktionen gefunden
werden, in der der von den Impulskoordinaten der Kerne abha¨ngige Anteil des
nuklearen Hamilton-Operators (T nuc + Ck,l) diagonal ist. Diese Basis wird als
diabatische Basis bezeichnet.
Durch Transformation der nuklearen Schro¨dinger-Gleichung in die diabati-
sche Basis erha¨lt der potentielle Anteil des Hamilton-Operators Anteile auf den
Außerdiagonalen, Vkl = Vlk, die die Kopplung zwischen den elektronischen dia-





















In der vorliegenden Arbeit wird ausschließlich die Darstellung in der diabatischen
Basis verwendet.
Die nukleare Schro¨dinger-Gleichung beschreibt die Bewegung sa¨mtlicher
Atomkerne im Moleku¨l, die fu¨r N Atome in 3N Freiheitsgraden resultieren. Die
Separation der a¨ußeren Freiheitsgrade fu¨r Translation und Rotation, fu¨hrt zu
den (3N − 6) (im Falle linearer Moleku¨le: (3N − 5)) internen Vibrationsfrei-
heitsgraden. Diese beschreiben die Schwingungen der Atomkerne im Moleku¨l.
Die Potentialhyperfla¨che kann in eine Taylor-Reihe um ihr Minimum entwickelt
werden. Durch Diagonalisierung des harmonischen Teils erha¨lt man eine Basis
der internen Koordinaten, die auch als Normalmodenbasis bezeichnet wird. Der
anharmonische Charakter der einzelnen Normalmoden, sowie die Kopplungen
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unter den unterschiedlichen Normalmoden werden von den ho¨heren Termen in
der Taylor-Entwicklung beschrieben. Der Einfluss der Kopplungen gewinnt erst
mit zunehmendem Abstand vom Potentialminimum an Bedeutung. In erster
Na¨herung ko¨nnen Kopplungen zwischen den Normalmoden daher vernachla¨ssigt
werden. Die Bewegung des molekularen Systems kann somit aus Bewegungen der
einzelnen Normalkoordinaten im Produktraum zusammengesetzt werden. Unter
diesen Voraussetzungen reduziert sich die nukleare Schro¨dinger-Gleichung zu
der Bewegungsgleichung fu¨r ungekoppelte anharmonische Oszillatoren. Die Dar-
stellung kann im Ortsraum oder auch in der Energieeigenbasis der Oszillatoren
erfolgen.
In einem Separationsansatz wird die Wellenfunktion der Kerne als Produkt-
funktion der einzelnen Normalmoden angesetzt. Die Integration u¨ber unbeteilig-
te Moden erlaubt eine Reduktion der Dimensionalita¨t auf die dynamisch rele-
vanten Moden. Entscheidend fu¨r die Dynamik eines Prozesses sind Moden, die
im Laufe des Prozesses eine starke Auslenkung aus ihrer Gleichgewichtslage er-
fahren. Nach dem Franck-Condon Prinzip wird elektronische Anregung durch
einen senkrechten U¨bergang zwischen den elektronischen Potentialfla¨chen be-
schrieben. Die Differenz der Minimumskoordinaten von elektronischem Grund-
und angeregtem Zustand bestimmt somit die Auslenkung der Moden aus der
Gleichgewichtslage des elektronisch angeregten Zustands. Normalmoden, die
einen großen Unterschied in den Minimumsgeometrien der beteiligten elektroni-
schen Fla¨chen aufweisen werden als Franck-Condon aktiv bezeichnet. Sie bestim-
men die Dynamik des induzierten Prozesses sowie die experimentell erhaltenen
zeitaufgelo¨sten Messungen.
2.1.7 Schwingungseigenfunktionen
Ausgehend von der Darstellung des nuklearen Hamilton-Operators Hk =
T k + V k eines elektronischen Zustandes im Ortsraum, ko¨nnen durch Filter-
Diagonalisierung seine Schwingungseigenfunktionen |ψn〉 berechnet werden [114,
115]. Eine beliebige Ausgangswellenfunktion, |Ψ0〉 = ∑
n
cn|ψn〉, die eine Su-
perposition der Schwingungseigenfunktion darstellt, wird unter dem nuklearen
Hamilton-Operator in imagina¨rer Zeit (ti = −it) entwickelt (U(ti) = e−iHti).
Das Einfu¨hren der imagina¨ren Zeit kann mit nicht hermiteschen Anteilen im
Hamilton-Operator verglichen werden. Hierdurch wird eine Relaxation der Aus-
gangswellenfunktion auf die energetisch tiefste Eigenfunktion des Hamilton-
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‖U(ti)|Ψ0〉‖2 = |ψmin〉 (2.22)
Anschließendes Anwenden des Projektionsoperators P = (1− |ψmin〉〈ψmin|) auf
Ψ0 filtert |ψmin〉 aus der Spektraldarstellung der Ausgangswellenfunktion heraus.
DurchN -maliges Wiederholen der Propagations- und Filter-Schritte wird so eine
N -dimensionale Basis erhalten, die bereits eine gute Na¨herung der Schwingungs-
eigenfunktionen ist. Die tatsa¨chlichen Eigenfunktionen werden durch Diagonali-
sierung des Hamilton-Operators in dieser Basis erzeugt. Mit der so erhaltenen
Eigenbasis (|ψn〉) ko¨nnen durch die Transformationsmatrix (T )nm = 〈ψn|xm〉
Wellenfunktionen und Operatoren aus der Darstellung im Ortsraum in die Ei-
genbasis transformiert werden:
〈ψ|Ψ〉 = T 〈x|Ψ〉
〈ψ|O|ψ〉 = T 〈x|O|x〉T † (2.23)
2.1.8 Laserwechselwirkung
Die Wechselwirkung molekularer Systeme mit elektrischen Feldern wird im all-
gemeinen semiklassisch behandelt. In die quantenmechanische Betrachtung des
Moleku¨ls fließt das Feld (x, t) als klassische Gro¨ße ein. Die Ortsabha¨ngigkeit
des Strahlungsfeldes kann dabei im Rahmen der Dipolna¨herung vernachla¨ssigt
werden. Unter diesen Na¨herungen reduziert sich der zeitabha¨ngige Anteil des
Hamilton-Operators fu¨r die elektronische Anregung zwischen zwei Potentialfla¨-
chen V g(x) und V e(x) zu:






Der Dipoloperator µ fu¨r elektronische U¨berga¨nge ist in der diabatischen Basis
nur geringfu¨gig von den Kernkoordinaten abha¨ngig und kann daher nach der
Condon-Na¨herung als konstant angesehen werden [116, 117].
2.1.9 Umgebungseffekte
Bei der Betrachtung molekularer Prozesse in Lo¨semitteln mu¨ssen Umgebungs-
effekte beru¨cksichtigt werden. Durch Bewegungen und Sto¨ße werden elastische
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und inelastische Prozesse induziert, die im Rahmen eines offenen Systems er-
fasst werden ko¨nnen [118, 119]. Der dissipative Anteil des Hamilton-Operators in
Lindblad-Form LD ermo¨glicht die Beschreibung dieser Umgebungseffekte durch















Die Lindblad-Operatoren Ci beschreiben die jeweiligen dissipativen Kana¨le des
Systems. Fu¨r selektive dissipative Kana¨le der einzelnen 2-dimensionalen Subsys-
teme (α, β) des Systems in der Energie-Eigenbasis ko¨nnen Lindblad-Operatoren

















und ihrer Linearkombinationen definiert werden.
σ+ =
1
2 (σx + iσy) , σ− =
1
2 (σx − iσy) (2.27)
Damit werden inelastische Prozesse zwischen Schwingungszusta¨nden (α, β) be-
schrieben durch die Lindblad-Operatoren:
C+αβ = Γ+αβ σ+ , C−αβ = Γ−αβ σ− ; α < β (2.28)
Durch den fluktuativen Anteil dieser Lindblad-Operatoren erfolgen U¨berga¨nge
zwischen den Schwingungszusta¨nden mit den Raten Γ±αβ. In harmonischer Na¨-
herung ko¨nnen die Relaxationsraten fu¨r 1-Quantenu¨berga¨nge durch die Lebens-
dauer T1 = 1Γ01 der vibronischen Zusta¨nde definiert werden:




Das Verha¨ltnis zwischen Energieverlust (Γ−αβ) und Energiegewinn (Γ+αβ) ist durch




Der dissipative Anteil der inelastischen Prozesse bewirkt einen exponentiellen
Koha¨renzabfall der durch die Zeitkonstante T ′2v = 12Γ01 beschrieben wird.
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Die Beschreibung elastischer Prozesse erfolgt durch die Lindblad-Operatoren:
Czαβ = γαβ σz (2.31)
In diesem Fall heben sich die fluktuativen Anteile auf und es findet lediglich
ein Koha¨renzverlust statt, der durch den dissipativen Anteil erzeugt wird. Der
Koha¨renzverlust wird darum auch als reines Dephasieren bezeichnet und wird
durch die Zeitkonstante T ∗2 = 1γ01 beschrieben. Allgemein wird angenommen,
dass die Dephasierungsraten zwischen den Zusta¨nden α und β proportional zum
Quadrat des energetischen Abstandes sind:
γαβ = ∆ω2αβγ01 (2.32)
Die reinen Dephasierungszeiten elektronischer Zusta¨nde (T ∗2,e) sind in Lo¨sung
im Allgemeinen wesentlich schneller als die vibronischer Zusta¨nde (T ∗2,v). Aus
elastischen und inelastischen Prozessen resultiert die gesamte Dephasierungszeit
T2 gema¨ß (2.16). Abha¨ngig von dem betrachteten molekularen System und Lo¨se-
mittel differieren die Lo¨semittelwirkungen und fu¨hren zu unterschiedlichen Zei-
ten fu¨r die betrachteten dissipativen Prozesse. Als grober Richtwert kann jedoch
die Femtosekunden- bis untere Pikosekundenskala festgelegt werden [117, 124–
126].
Unter Verwendung des dissipativen Anteils des Liouville-Operators LD wird
die zeitliche Entwicklung des Systems in dissipativer Umgebung durch die
Liouville-von-Neumann-Gleichung (2.15) beschrieben. Die Matrixelemente des
Dichteoperators ρ in der molekularen Energie-Eigenbasis mit den Energien En





−i(t) [µnkρkn − ρnkµkn] +
N∑
k
[Γknρkk − Γnkρnn] (2.33)
∂tρnm = −i
[






In der Entwicklung der Populationen ρnn (2.33) erkennt man den koha¨renten
Einfluss der Laserwechselwirkung, sowie den inkoha¨renten Energietransfer durch
fluktuative Anteile inelastischer Prozesse. Der koha¨rente Anteil der Entwick-
lung der Koha¨renzen ρnm (2.34) wird durch die Energiedifferenzen der betei-
ligten Zusta¨nde und die Laserwechselwirkung bestimmt, wa¨hrend die dissipati-
ven Anteile elastischer und inelastischer Prozesse sich hier in einer Da¨mpfung
γ′nm = (γnm + 2Γnm) der Koha¨renzen auswirken.
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2.2 Charakterisierung der Laserfelder
Die Beschreibung elektrischer Felder kann in der Zeit- oder Frequenzdoma¨ne








(t)e−iωt dt = F ((t)) (2.36)

















und unter der Voraussetzung, dass die Abweichung der spektralen Breite ∆ω





kann das reellwertige Laserfeld (t) dargestellt werden, durch das Produkt
einer reellwertigen langsam variierenden Amplitudenfunktion E(t) und einer
reellen, mit der Tra¨gerfrequenz ω0 des Lasers oszillierenden Phasenfunktion





= E(t) cos (ω0t+ φ(t)) (2.40)
Die zeitabha¨ngige Phase φ(t) la¨sst sich unter (2.39) durch eine Taylor-Reihe um
den Zeitpunkt t0 = 0 entwickeln:
φ(t) = φ0 + ∂tφ0t+ ∂2t φ0t2 + · · · (2.41)
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Die absolute Phase des elektrischen Feldes relativ zur Einhu¨llenden E(t) wird
durch den ersten Term beschrieben. Sie spielt erst bei sehr kurzen Pulsen eine
Rolle. Lineare und nichtlineare Abweichungen des Feldes von der Tra¨gerfrequenz
ω0 werden durch den zweiten, sowie durch die ho¨heren Terme der Entwicklung
erfasst.
Die zeitliche Intensita¨t I(t) eines Pulses in einem Medium mit Brechungsindex
n ist definiert als das zeitliche Mittel von 2(t) u¨ber eine optische Schwingung






2(t′) dt′ = 120cn
2(t) (2.42)
Hier beschreibt 0 die Dielektrizita¨tskonstante im Vakuum. Die Intensita¨t des








la¨sst sich analog zu der zeitlichen Intensita¨t die spektrale Intensita¨t im Frequenz-
raum definieren:
I(ω) = 20cn˜2(ω) (2.44)
Pulsdauer τp und spektrale Breite ∆ωp eines Laserfeldes werden durch die Halb-
wertsbreiten (fwhm = full width at half maximum) der Intensita¨tsverteilungen
definiert:
τp = fwhm(I(t)), ∆ωp = fwhm(I(ω)) (2.45)
Da sie nach (2.35) und (2.36) durch die Fourier-Transformation miteinander
verknu¨pft sind, ergibt sich eine Unscha¨rfe fu¨r die zeitlich spektrale Bandbreite:
∆ωpτp ≤ 2picB (2.46)
Dabei ha¨ngen der Parameter cB von der Pulsform und die Parameter τp und
∆ωp von der Definition der Halbwertsbreite ab. Fu¨r eine Gauss-fo¨rmige Ampli-
tudenfunktion E(t) mit den Definitionen (2.45) ergibt sich cB = 4 ln(2)2pi = 0.441.
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2.2.1 Fourier limitierter Puls
Als Fourier limitierter Puls wird ein Laserfeld minimaler Zeit-Frequenz-
Bandbreite bezeichnet (vgl. (2.46)). In der vorliegenden Arbeit werden Fourier








wobei ε0 die maximale Feldamplitude darstellt und τG = τp√2ln2 .
2.2.2 Pulszu¨ge
Gegenstand der vorliegenden Arbeit ist die Analyse der Dynamik in molekularen
Systemen, die durch Anregung mit speziellen phasenstabilen Pulszu¨gen induziert
wird.
Diese Pulszu¨ge ko¨nnen in der Frequenzdoma¨ne aus Fourier limitierten Pulsen
(2.47) unter Verwendung einer sinusoidalen parameterisierten Maskenfunktion
(2.48)
φM(ω) = a sin (bω + c) (2.48)
mit Hilfe eines Pulsformers generiert werden [21, 94]:
PT (ω) = FL(ω)eiΦM (ω) (2.49)
Die drei Parameter a,b und c beschreiben die Amplitude der Phasenmodulation,
die Frequenz der Sinusoszillation und einen absoluten Phasenversatz.
Mit den Bessel-Funktionen erster Art Jn und unter Verwendung der Jacobi-
Anger Identita¨t (2.50) [127]




kann ein analytischer Ausdruck fu¨r diese Pulszu¨ge in der Zeitdoma¨ne gefunden
werden, der auch fu¨r sa¨mtliche Pulszu¨ge in der vorliegenden Arbeit verwendet
wurde:





2.2 Charakterisierung der Laserfelder
Abbildung 2.1: Durch Anwenden einer sinusoidalen Phasenmaske (2.48) wer-
den in der Zeitdoma¨ne Pulszu¨ge mit definierten Phasenbeziehungen gene-
riert. Die Anzahl der Subpulse und ihr Intensita¨tsverha¨ltnis werden durch
den Amplitudenparameter a und der Abstand zwischen den Subpulsen
durch den Parameter b bestimmt. Der Parameter c definiert den Phasen-
sprung zwischen benachbarten Subpulsen. Die Phase der Tra¨gerwelle ist
hier so gewa¨hlt, dass der zentrale Subpuls eine Phase von 0 besitzt. Die
Phasendifferenz zwischen vorangehenden Subpulsen betra¨gt ∆φ = c, wa¨h-




Der Einfluss des Amplitudenparameters wurde bei den Untersuchungen nicht
explizit behandelt, sondern konstant auf einem Wert von a = 1.23 gehalten,
wodurch sich die Anzahl der Subpulse eines Pulszuges auf n = 5 beschra¨nkt
und die Subpulse eine nahezu Gauss-fo¨rmige Intensita¨tsverteilung erhalten. Die
Gesamtenergie der Pulszu¨ge entsprechen jeweils den Fourier limitierten Feldern,
deren induzierte Dynamik zum Vergleich herangezogen wird.
Der Effekt der beiden Parameter b und c in der Zeitdoma¨ne wird in Abbil-
dung 2.1 dargestellt. Die Zentralfrequenz ω0 des Lasers ist hier erheblich re-
duziert, um die Phasenbeziehungen zeigen zu ko¨nnen. Deutlich lassen sich die
5 phasenverschobenen Subpulse des Pulszuges erkennen, die jeweils die Gauss-
fo¨rmige Amplitudenfunktion des Ausgangspulses aufweisen. Die ebenfalls na-
hezu Gauss-fo¨rmige Intensita¨tsverteilung, die die maximalen Amplituden der
einzelnen Subpulse bestimmt, ergibt sich aus dem Wert des Amplitudenparame-
ters a = 1.23 und wird in (2.51) durch die Bessel-Funktionen beschrieben. Die
einzelnen Subpulse sind zeitlich verschoben und haben eine definierte Phasenbe-
ziehung. Die Phase zwischen Tra¨gerfrequenz und Einhu¨llender (’carrier envelope
phase’), wurde hier so gewa¨hlt, dass die Phase φ des mittleren Subpulses Null
ist. Hier in der Zeitdoma¨ne bestimmt der Parameter b den zeitlichen Abstand
zwischen aufeinanderfolgenden Subpulsen. Die Phasenbeziehungen zwischen den
einzelnen Subpulsen werden durch den Phasenparameter c festgelegt: Subpulse,
die dem zentralen Puls vorangehen weisen eine Phasendifferenz von ∆φ = c
zu ihrem na¨chsten Nachbarn auf, wa¨hrend Subpulse, die dem zentralen folgen,
Phasendifferenzen von ∆φ = pi − c haben. Durch diese Parameterisierung las-
sen sich nun Subpulsabsta¨nde und -phasen anhand der beiden Parameter b und
c beliebig wa¨hlen, um die induzierte Dynamik zu kontrollieren. Vorteil dieser
Pulszu¨ge ist die Parameterisierung, die neben einem einfachen Zugriff auf Form
und Phase des Pulses auch einen Weg fu¨r die Interpretation der erzielten Er-
gebnisse ero¨ffnet. Neben der direkten Verwendung finden diese Pulszu¨ge auch
in in vielen Experimenten mit Lernschleifen Anwendung, in denen oft die ein-
zelnen Parameter einer U¨berlagerung von Pulszu¨gen optimiert werden, um ein
bestimmtes Kontrollziel zu erreichen [37, 107].
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2.3 Lo¨sung der quantendynamischen
Bewegungsgleichungen
Aus den Bewegungsgleichungen (2.12) und (2.15) eines Systems ergeben sich
durch formale Integration die Rechenvorschriften fu¨r die zeitliche Entwicklung
der Zusta¨nde, bzw. Dichteoperatoren. Das Zeitintegral kann dabei durch eine
Summe u¨ber zeitliche Perioden τ = (t − t0) konstanter Entwicklung gena¨hert
werden. Fu¨r die zeitliche Entwicklung von Systemzusta¨nden wa¨hrend einer sol-
cher Periode ergibt sich aus der zeitabha¨ngigen Schro¨dinger-Gleichung:
Ψt = e−iHτΨ0 (2.52)
Analog dazu ergibt sich aus der Liouville-von-Neumann Gleichung fu¨r die zeitli-
che Entwicklung des Dichteoperators:
ρt = eLτρ0 (2.53)
Die Exponentialfunktionen der Operatoren H und L werden als Propagatoren
U(τ) bezeichnet. Die explizite Berechnung der Propagatoren ist prinzipiell in
den Eigenbasen der Operatoren H und L mo¨glich. Dieses Vorgehen ist jedoch
aufgrund des hohen rechnerischen Aufwands der erforderlichen Diagonalisierung
insbesondere unter zeitlich vera¨nderlichen Laserfeldern ineffizient. Es existieren
jedoch unterschiedliche Ansa¨tze, die Propagatoren ohne Diagonalisierung na¨he-
rungsweise zu berechnen. In der vorliegenden Arbeit wurden sowohl auf Poly-
nomentwicklung basierende (Chebychev-, Faber-Propagator), sowie auf Expo-
nentialzerlegung basierende (Split-Propagator) Verfahren verwendet [128, 129].
Um den Mechanismus der Pulszuganregung zu analysieren wurde außerdem die
Wirkung der Laserfelder mit zeitabha¨ngiger Sto¨rungstheorie behandelt. Im Fol-
genden wird ein U¨berblick u¨ber diese Ansa¨tze gegeben.
2.3.1 Split-Propagator
Der Split-Propagator ist eine Methode den Propagator U(τ) fu¨r kleine Zeit-
schritte τ zu na¨hern. Die Exponentialfunktion des Hamilton-Operators wird
dabei durch das Produkt von Exponentialfunktionen nicht-kommutierender An-
teile gena¨hert. Exemplarisch fu¨r die Zerlegung des Hamilton-Operators in Orts-
und Impuls-abha¨ngige Komponenten gema¨ß H(p, x) = T (p)+V (x) ergibt sich:
U(τ) = e−i(T+V )τ ≈ e− i2V (x)τFT−1e−iT (p)τFTe− i2V (x)τ +O(τ 3) (2.54)
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Die einzelnen Exponentialfunktionen werden in ihrer Eigenbasis explizit berech-
net. Von Vorteil im Falle der Zerlegung in Orts- und Impuls- abha¨ngige Kompo-
nenten ist dabei, dass die Transformation zwischen den jeweiligen Eigenbasen der
Fourier-Transformation (FT) entspricht, fu¨r deren Berechnung effiziente Tech-
niken bekannt sind.
2.3.2 Chebychev-Propagator
Polynomentwicklungen des Propagators stellen meist eine globale Na¨herung dar,
die im Falle zeitunabha¨ngiger Hamilton-Operatoren auch fu¨r gro¨ßere Zeitschrit-
te τ ihre Gu¨ltigkeit behalten. Im Chebychev-Propagator, der in erster Linie in
konservativen Systemen Anwendung findet, wird die Orthogonalita¨t der gleich-
namigen komplexen Chebychev-Polynome φn(ω) genutzt, um den Propagator
U (τ) als Polynomentwicklung darzustellen:









Da die komplexen Chebychev-Polynome auf dem Bereich ω ∈ [−i; i] definiert
sind, muss in (2.55) der normierte Hamilton-Operator HN verwendet werden,
dessen Eigenwertspektrum von dem urspru¨nglichen Bereich ω ∈ [min; min +∆]











Durch den Phasenfaktor θN = ei(
∆
2 +min)τ wird die Normierung ausgeglichen.
Die Berechnung der Chebychev-Polynome erfolgt u¨ber die Rekursionsrelationen:
φ0 = 1
φ1 = −iHN
φn+1 = −2iHNφn + φn−1 (2.57)
Die zeitabha¨ngigen Entwicklungskoeffizienten αn werden aus den Bessel-












1, n = 02, n > 0 (2.58)
Der Grad N der Entwicklung kann durch N ≥ ∆2 τ abgescha¨tzt werden.
30
2.3 Lo¨sung der quantendynamischen Bewegungsgleichungen
2.3.3 Faber-Propagator
Fu¨r die quantendynamische Behandlung offener Systeme mit dem Propagator
U(τ) = eLτ wird der Faber-Propagator verwendet [130–132]. A¨hnlich wie der
Chebychev-Propagator stellt er ein polynomielles Verfahren zur Na¨herung des
Propagators dar, das jedoch auch fu¨r Hamilton-Operatoren mit komplexen Ei-
genwerten anzuwenden ist. Die Polynomentwicklung des Liouville-Propagators
wird durch die mit einer konformen Abbildung ψ assoziierten Faber-Polynome
Fn beschrieben:




Um die Konvergenz der Polynomentwicklung zu garantieren, muss zuna¨chst eine
konforme Abbildung ψ(ω) : C → C gewa¨hlt werden, durch die der imagina¨re
spektrale Bereich des Hamilton-Operators auf ein komplexes abgeschlossenes
Gebiet G ausgewa¨hlter Geometrie und Gro¨ße mit dem Radius ρ abgebildet wird.






Sowohl die Faber-Polynome Fn, wie auch die Entwicklungskoeffizienten γn wer-
den durch die Geometrie des Bildgebietes G von ψ bestimmt. Die Koeffizienten
γn ∈ C ergeben sich aus der Laurent-Reihenentwicklung von ψ(ω) um ∞:
ψ(ω) = ω + γ0 + γ1ω−1 + γ2ω−2 + . . . (2.61)
In der vorliegenden Arbeit wurde fu¨r die Entwicklung der Liouville-
Propagatoren ψ gewa¨hlt als [131, 132]:
ψ(ω) = ω +m+ d
ω
, m, d ∈ C (2.62)
Das Bildgebiet G dieser Abbildung beschreibt eine Ellipse in der komplexen











. Die Ellipsenparameter m und d sind
dabei durch die relative Gro¨ße der Eigenwerte des Hamilton-Operators und sei-
ner dissipativen Anteile bestimmt. Fu¨r den Ellipsen-Mittelpunkt gelten dabei
die Abscha¨tzungen: m = 0 in konservativen Systemen, m ∈ [−1; 0] in schwach
dissipativen Systemen und m ∈ [−2 : −1] in stark dissipativen Systemen.
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Zusa¨tzlich muss eine Skalierung des Liouville-Operators und der Zeitschritt-
gro¨ße erfolgen
eτL = eστσ−1L = eτσLσ , (2.63)
wodurch gewa¨hrleistet wird, dass sich die Eigenwerte des Liouville-Operators
in G befinden. Das Eigenwertspektrum λn des dissipativen Hamilton-Operators












Aus dem Eigenwert λmax mit gro¨ßtem Betrag, lassen sich die Ellipsenparameter,
sowie der Skalierungsfaktor σ bestimmen aus den Gleichungen:
0 = (1 + r2)m3 + (6r2 − 2)m2 + 12r2m+ 8r2
r = Im (λmax)Re (λmax)






1 + r2 2rm(2 +m)
2
(m2 + r2(2 +m)2) (2.65)
Fu¨r die Familie der Faber-Polynome Fn, die mit der konformen Abbildung (2.62)
assoziiert sind, ergeben sich die Rekursionsrelationen zu:
F0(Lσ) = 1
F1(Lσ) = (Lσ −m1)
F2(Lσ) = (Lσ −m1)F1(Lσ)− 2d
Fk+1(Lσ) = (Lσ −m1)Fk(Lσ)− dFk−1(Lσ) , k > 1 (2.66)
Die entsprechenden skalierten Koeffizienten γn(τσ) fu¨r die konforme Abbildung







wobei Jn die Besselfunktionen erster Ordnung bezeichnen. Die Konvergenz der
Faber-Polynomentwicklung kann abgescha¨tzt werden durch die Frobenius-Norm
(2.64) des letzten Terms Fn der Entwicklung.
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2.3.4 Zeitabha¨ngige Sto¨rungstheorie
Der Einfluss zeitabha¨ngiger Laserfelder geringer Intensita¨t kann im Rahmen
der zeitabha¨ngigen Sto¨rungstheorie beschrieben werden [133, 134]. Insbesondere
im Rahmen koha¨renter nichtlinearer Spektroskopie wird diese Methode ha¨ufig
angewendet um Spektren zu interpretieren und vorherzusagen. Zwar werden
einige Komponenten der Laserwechselwirkung nicht in Betracht gezogen, jedoch
lassen sich die komplexen Vorga¨nge durch Entwicklung analytischer Formeln
besser verstehen.
Fu¨r die sto¨rungstheoretische Behandlung der Laserwechselwirkung wird zu-
na¨chst ein Ordnungsparameter λ eingefu¨hrt:
H = H0 + λH int(t) (2.68)
Die Wellenfunktion wird dann als Potenzreihe des Ordnungsparameters entwi-
ckelt:




Einsetzen in die zeitabha¨ngige Schro¨dinger-Gleichung (2.12) und Gleichsetzen
von Termen a¨quivalenter Potenz in λ ergibt ein Differentialgleichungssystem der
einzelnen Terme der Entwicklung fu¨r die Korrekturterme der Wellenfunktion
n-ter Ordnung Ψ(n):
i∂tΨ(0) = H0Ψ(0)
i∂tΨ(1) = H0Ψ(1) +H intΨ(0)
i∂tΨ(2) = H0Ψ(2) +H intΨ(1)
...
i∂tΨ(n) = H0Ψ(n) +H intΨ(n−1) (2.70)
Durch Integration ko¨nnen die Lo¨sungen der einzelnen Gleichungen bestimmt
werden, wobei sich die ungesto¨rte Entwicklung (2.13) aus dem Term 0-ter
Ordnung ergibt. Unter der Annahme, dass vor Beginn der Sto¨rung, zum Zeit-
punkt t0 = 0, die Wellenfunktion noch keine Anteile ho¨herer Ordnung entha¨lt

















e−iH0(t−t′)H int(t′)Ψ(n−1)(t′) dt′ (2.71)
Durch Einsetzen der nuklearen Hamilton-Operatoren fu¨r den elektronischen
Grundzustand Hg = T + V g und den elektronisch angeregten Zustand He =
T + V e, des U¨bergangsdipolmoments µge und des elektrischen Feldes (t) in
(2.68),











sowie der Wahl der Wellenfunktion zum Zeitpunkt t0 als Schwingungsgrundzu-







la¨sst sich somit die elektronische Anregung eines molekularen Systems beschrei-
ben. Aus (2.71) ergeben sich die Korrekturterme ungerader und gerader Ord-













Im Falle kurzer Fourier limitierter Laserpulse, lassen sich die Umhu¨llenden des
elektrischen Feldes durch δ-Funktionen na¨hern:
(t) = δ(t− t1)e−iω0t (2.75)
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Die Zeitintegrale in (2.71) ko¨nnen somit leicht berechnet werden2 und die Ord-
nung der beitragenden Terme reduziert sich auf die Anzahl der Laserpulse. Da
die Phase des Ausgangszustandes beliebig gewa¨hlt werden kann, muss die zeit-
liche Entwicklung vor Lasereinwirkung nicht betrachtet werden und es kann
t0 = t1 gesetzt werden. Fu¨r den Fall eines einzelnen δ-Pulses (2.75) schwacher
Intensita¨t entspricht somit der Sto¨rterm erster Ordnung einem Wellenpaket das
auf der angeregten Potentialfla¨che unter He propagiert:
ψ(1)(t) = −i e−iHe(t−t1)µgeΨ0g (2.76)
Um Kontrolleffekte zu studieren, kann nun diese sto¨rungstheoretische Beschrei-
bung auch auf die Verwendung komplizierterer Laserfelder wie die hier betrach-
teten Pulszu¨ge erweitert werden. Eine Sequenz von Laserpulsen mit konkreter





Wirken diese auf das System ein, so resultiert damit aus (2.71) der Sto¨rungs-
term erster Ordnung als eine Summe von Wellenpaketen auf V e die aufgrund





Die einzelnen Terme der Summe in (2.78) werden auch als lineare einseitige
Feynman-Pfade bezeichnet, die durch die einzelnen Pulse der Sequenz erzeugt
werden. Von gro¨ßerer Bedeutung fu¨r die induzierte Dynamik sind im Falle ei-
ner Pulssequenz (2.77) jedoch nichtlineare Effekte, die aus den Termen ho¨herer
Ordnung resultieren. Fu¨r die Betrachtung nichtlinearer Spektroskopie genu¨gt es










wobei durch X = (ξ1, . . . , ξn) ∈ N n ein n-Tupel aus der Menge der in (2.77)
vorkommenden Zeiten beschrieben wird. Die resultierenden Feynman-Pfade, be-




δ(t′ − t1) f(t′) dt′ = f(t1)
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in ihrer zeitlichen Reihenfolge auch vertauschen, was durch die Reihenfolge in
X beschrieben wird.
Interferenzeffekte ko¨nnen dazu fu¨hren, dass im Zuge einer Messung des Sys-
tems sich einzelne Feynman-Pfade gegenseitig aufheben. Die in Kapitel 1 erwa¨hn-
te Methode der Phasenanpassung, ist eine Mo¨glichkeit solche Interferenzeffekte
gezielt auszunutzen, um selektive Informationen u¨ber das System zu erhalten.
Eine zusa¨tzliche Betrachtung von Richtungsabha¨ngigkeiten der einfallenden La-
serfelder, u¨bertra¨gt sich auch auf die einzelnen Komponenten in (2.79). Liegen
die Strahlungsquellen nicht in derselben Richtung, so ergeben sich unterschied-
liche Richtungsabha¨ngigkeiten fu¨r die einzelnen Terme, die zu ra¨umlichen Inter-
ferenzeffekten fu¨hren. Durch geschickte Wahl der geometrischen Anordnung des
experimentellen Aufbaus ko¨nnen destruktive Interferenzen genutzt werden, um
selektiv einzelne Komponenten der Systemantwort zu detektieren.
Neben diesen ra¨umlichen Interferenzeffekten ko¨nnen auch zeitliche Interferenz-
effekte auftreten, die sich bereits aus (2.79) ergeben. Diese erwiesen sich im Lau-
fe der Untersuchungen als ein wesentlicher Bestandteil der Pulszug induzierten
Spektroskopie und werden daher in Abschnitt 3.4 auf Basis der hier eingefu¨hrten
sto¨rungstheoretischen Betrachtung na¨her erkla¨rt.
2.4 Charakterisierung der Dynamik
Ziel der vorliegenden Arbeit ist es, den Mechanismus der Pulszug induzierten
elektronischen Anregung zu analysieren, um experimentelle Daten zu interpre-
tieren und Prognosen fu¨r weitere Verwendung der untersuchten Pulsfolge zu ge-
ben. Fu¨r diese Zwecke mu¨ssen die molekularen Zusta¨nde, deren Dynamik, sowie
die experimentellen Observablen genau verfolgt werden. Im Folgenden wird ein
U¨berblick u¨ber die verschiedenen Methoden gegeben, die im Weiteren verwendet
werden, um die molekularen Systemzusta¨nde und ihre Dynamik zu charakteri-
sieren.
Ausgangspunkt fu¨r die Beschreibung ist die molekulare Wellenfunktion |Ψmol〉,
die sich nach Unterabschnitt 2.1.6 als Produkt elektronischer |φ〉 und nuklearer
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Wesentlich fu¨r die Charakterisierung der Zusta¨nde sind die zeit- und basisabha¨n-
gigen Koeffizienten ckn, die sich nach Unterabschnitt 2.1.4 unter Verwendung des
Dichteoperators durch seine Populationen und Koha¨renzen erfassen lassen.
Durch die elektronischen Projektionsoperatoren P k = |φk〉〈φk|, lassen sich
aus der molekularen Wellenfunktion (2.80) die elektronischen Zusta¨nde |Ψk〉
extrahieren:




Sie beschreiben das Wellenpaket auf der jeweiligen elektronischen Potentialfla¨-
che, das einer Linearkombination der Kernwellenfunktionen entspricht. Durch
separate Betrachtung der Zusta¨nde von Elektronen und Kernen ko¨nnen auch
die Populationen und Koha¨renzen entsprechend unterschieden werden. Sie ge-
hen auf unterschiedliche Weise in Dynamik und spektroskopische Observablen
ein.
2.4.1 Populationen
Wie in Unterabschnitt 2.1.4 beschrieben, entsprechen die Diagonalelemente des
Dichteoperators den Populationen oder auch Besetzungen einzelner Basiszusta¨n-
de. Je nach Betrachtung der Freiheitsgrade kann im Falle einer molekularen
Wellenfunktion zwischen der Norm elektronischer Zusta¨nde und der Norm von
Schwingungszusta¨nden unterschieden werden.
Elektronische Population Die Besetzungswahrscheinlichkeit eines elektroni-
schen Zustandes |Ψk〉 wird auch als elektronische Population oder elektronische
Norm bezeichnet. Nach (2.81) und (2.2) entspricht sie dem Skalarprodukt von
|Ψk〉. Sie ist somit gleich der Summe der Betra¨ge der Schwingungskoeffizienten





|ckn| = Tr (ρk) =
∫
Ψ∗k(x)Ψk(x) dx (2.82)
3Im Folgenden soll unter elektronischen Zusta¨nden allgemein die Darstellung in der diabati-
schen Basis verstanden werden.
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Im Laufe eines Experimentes kann die elektronische Population durch elek-
tronische Laseranregung oder auch elektronische Kopplungen beeinflusst wer-
den. So erfolgt durch resonante Laseranregung ein Populationstransfer zwischen
den beiden involvierten elektronischen Potentialfla¨chen und einhergehend damit
wird im Franck-Condon Gebiet des optisch aktiven angeregten Zustandes ein
Wellenpaket erzeugt. Durch den Einfluss weiterer Laserfelder oder auch elek-
tronische Kopplungen zwischen den Potentialfla¨chen ko¨nnen weitere Vera¨nde-
rungen der elektronischen Populationen stattfinden. Die zeitliche Entwicklung
der elektronischen Populationen entha¨lt Informationen u¨ber den entsprechenden
Prozess der elektronischen Kopplung. Durch geeignete Pump-Probe Messungen
kann dieser Populationstransfer experimentell verfolgt werden.
Population der Schwingungszusta¨nde
Neben der elektronischen Population charakterisieren auch die Populationen der
Schwingungseigenfunktionen einen molekularen Zustand. In (2.82) geht diese In-
formation u¨ber die nuklearen Freiheitsgrade durch die Summenbildung jedoch
vollsta¨ndig verloren. Sowohl die Form, wie auch die zeitliche Entwicklung eines
Wellenpaketes ha¨ngen wesentlich von der Verteilung auf die Schwingungseigen-
funktionen ab. A¨hnlich wie die elektronischen Populationen werden auch sie
von Laserfeldern und elektronischen Kopplungen vera¨ndert. Dabei ko¨nnen durch
System- sowie Feld- charakteristische Eigenschaften die einzelnen Schwingungs-
populationen deutliche Unterschiede in ihrer zeitlichen Entwicklung aufweisen.
Um die dynamischen Prozesse zu analysieren, ist es daher wichtig die zeitliche
Entwicklung der Population der Schwingungszusta¨nde auf den einzelnen elektro-
nischen Fla¨chen zu verfolgen. Aus Propagationen im Ortsraum ko¨nnen aus den
Wellenpaketen (2.81) durch die Projektionsoperatoren auf die nuklearen Eigen-
zusta¨nde P n = |ψn〉〈ψn| (vgl. Unterabschnitt 2.1.7) die zeitlichen Entwicklungen
der Populationen extrahiert werden:
|ckn(t)| = ‖P nΨk(t)‖ (2.83)
2.4.2 Koha¨renzen
Die Außerdiagonalen des Dichteoperators werden auch als Koha¨renzen bezei-
chent. Sie beschreiben die Phasenbeziehungen zwischen den einzelnen besetzten
molekularen Zusta¨nden. Neben den Populationen spielen auch sie eine wichtige
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Rolle in dem dynamischen Verhalten eines Quantensystems. So sind sie insbeson-
dere fu¨r Interferenzeffekte der Materie verantwortlich, die sich auch auf spektro-
skopische Daten u¨bertragen. Auch hier ist eine Aufteilung der Koha¨renzen nach
den molekularen Freiheitsgraden sinnvoll. Koha¨renzen c∗knckm zwischen Schwin-
gungseigenfunktionen eines elektronischen Zustandes bestimmen die Struktur
und zeitliche Entwicklung der Kernwellenpakete auf den einzelnen Potentialfla¨-
chen. Elektronische Koha¨renzen c∗knclm dagegen beschreiben die Phasenbeziehun-
gen zwischen den elektronischen Zusta¨nden. Sie werden durch die Laseranregung
induziert und gehen in die Polarisation des Mediums ein, die der systemspezifi-
schen Antwort entspricht.
Zeit-Ort aufgelo¨ste Darstellung der Kern-Wellenpakete
Die zeitliche Entwicklung der Kernwellenpakete auf den einzelnen Potentialfla¨-
chen la¨sst sich anhand der Zeit-Ort aufgelo¨sten Darstellung der Wellenpaketam-
plitude verfolgen:
‖Ψk(x, t)‖2 (2.84)
Sie veranschaulicht die zeitliche Entwicklung der Koha¨renzen des Wellenpaketes
[135–137]. Insbesondere bei Wellenpaketen deren Komponenten keine einheitli-
che Phasenbeziehung aufweisen zeigen diese Darstellungen komplizierte Inter-
ferenzmuster mit wiederkehrenden Strukturen, weshalb sie auch als Quanten-
Teppiche (’quantum carpets’) bezeichnet werden. Diese zeitliche Wiederholung
der Interferenzpattern ist eines der Pha¨nomene die im Rahmen der Revival-
Theorie untersucht werden. An der Komplexita¨t der Quanten-Teppiche lassen
sich Anharmonizita¨ten des Systems, sowie Einflu¨sse der Anregungspulse ausma-
chen. Experimentell beobachtbar ist diese Darstellung zum Beispiel im Rahmen
von Pump-Probe Experimenten [138, 139].
Wellenpakete im Phasenraum
Einen tieferen Einblick in den Ursprung von Interferenzeffekten gewa¨hrt die
Phasenraumdarstellung eines Wellenpaketes. Diese kann mit Hilfe der Wigner-
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funktion aus dem Wellenpaket im Ortsraum erhalten werden [133, 140, 141]:





eip(x−x′)〈x′|Ψk〉〈Ψk|x〉 ds ∈ R (2.85)
x = q + s2 , x
′ = q − s2
Wegen ρk = |Ψk〉〈Ψk| ist dabei unerheblich, ob die Wellenfunktion oder der
Dichteoperator eingesetzt werden.
Die Wignerfunktion ist eine Quasi-Wahrscheinlichkeitsfunktion, die die Wahr-
scheinlichkeitsverteilung des betrachteten Zustandes im Phasenraum beschreibt.
Im Unterschied zu einer Wahrscheinlichkeitsfunktion kann sie jedoch auch nega-
tive Werte annehmen. Diese treten in Bereichen zwischen im Phasenraum inter-
ferierenden Komponenten des Wellenpaketes auf. In diesen Interferenzeffekten
manifestieren sich die Unterschiede zwischen klassischer und quantenmechani-
scher Natur eines Systems.
Ortsabha¨ngiger Erwartungswert
De- und rephasierende Eigenschaften der Wellenpaketevolution, die durch
Schwingungskoha¨renzen verursacht werden und als Interferenzeffekte in den Zeit-
Ort aufgelo¨sten und Phasenraumdarstellungen des Wellenpaketes auftreten, wir-
ken sich ebenfalls auf die zeitliche Entwicklung des Ortserwartungswertes aus
[142, 143]:
〈x(t)〉 = 〈Ψ(x, t)|x|Ψ(x, t)〉 (2.86)
Die Polarisation
Die elektronischen Koha¨renzen, die die Phasenbeziehungen unterschiedlicher
elektronischer Zusta¨nde beschreiben, gehen in die zeitliche Entwicklung des Er-
wartungswertes des U¨bergangsdipolmoments ein. Diese entspricht der durch den
Anregungspuls erzeugten Polarisation P (t) des Mediums [134, 144].
P (t) = 〈µ(t)〉 = 〈Ψmol(t)|µ|Ψmol(t)〉 = Tr (µρ(t)) (2.87)
Die messtechnisch erfasste Gro¨ße S(t) kann durch das Amplitudenquadrat der
Polarisation P 2(t) beschrieben werden:
S(t) = P 2(t) (2.88)
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Die Korrelationsfunktion
Wie (2.87) bereits zu entnehmen ist, fließen in das gemessene Signal die Wel-
lenpaketentwicklungen der an der elektronischen Anregung beteiligten Poten-
tialfla¨chen ein. Unter schwachen Feldsta¨rken wirkt sich die Dynamik des Aus-
gangszustandes kaum auf das Signal aus, weshalb hier das Betragsquadrat der






2|γi||γj| cos ((ωi − ωj) t+ ∆φi,j)
≈ S(t)
(2.89)
Hier werden durch γi = 〈φg,0|φe,i〉2 die U¨bergangswahrscheinlichkeiten zwi-
schen den Schwingungszusta¨nden der unterschiedlichen elektronischen Poten-
tialfla¨chen beschrieben, wa¨hrend der Phasenfaktor ∆φi,j ihre Phasendifferenz
beschreibt. Die Differenzen der Eigenfrequenzen der Schwingungslevel (ωi − ωj)
sind in dem Frequenzdoma¨nenspektrum zu sehen, das sich aus dem Betrags-
quadrat der Korrelationsfunktion (2.89) durch Fourier Transformation erhalten
la¨sst:









3 Dynamik in eindimensionalen
Systemen
Die Analyse Pulszug induzierter Kontrolle stellt aufgrund der Komplexita¨t des
Prozesses eine große Herausforderung dar. Trotz einiger Versuche, die erzielten
Effekte zu erkla¨ren, ist der zugrunde liegende Mechanismus noch nicht vollsta¨n-
dig gekla¨rt. Eine genaue Betrachtung erfordert daher ein mo¨glichst einfaches mo-
lekulares Modellsystem, in dem die wesentlichen Grundzu¨ge extrahiert werden
ko¨nnen. Mit nur einem internen Schwingungsfreiheitsgrad eignen sich diatomare
Moleku¨le fu¨r diesen Zweck gut.
In einer Reihe von Kontrollexperimenten an diatomaren Moleku¨len fu¨hrte
die Anwendung phasenstabilisierter Pulssequenzen bereits zu Erfolgen [85, 93,
94, 151, 152]. Sowohl Phasen der Pulse, als auch Pulsabsta¨nde erwiesen sich
als essentielle Kontrollparameter, um die induzierten Prozesse zu steuern. Aus-
fu¨hrliche Untersuchungen zu der Wirkung der in Unterabschnitt 2.2.2 vorge-
stellten Pulszu¨ge wurden am Beispiel des K2 vorgenommen [85, 93, 94]. Wie
auch in anderen Kontrollexperimenten mit Pulszu¨gen, konnte hier durch Wahl
des Subpulsabstandes b als ganzzahliges Vielfaches einer klassischen Oszilla-
tionsperiode der Kernschwingungen entsprechende spektrale Komponenten in
den spektroskopischen Daten gezielt versta¨rkt werden. Subpulsabsta¨nde dage-
gen, die einem Bruchteil der Oszillationsperiode entsprechen, bewirkten eine
Minderung der spektralen Komponente. Durch Variation der Phasen konnten
teilweise a¨hnliche Effekte erzielt werden. Erkla¨rt wurden diese Beobachtungen
durch mikroskopische Effekte, die einer erho¨hten bzw. verminderten Anregung
des entsprechenden Freiheitsgrades entsprechen oder auch durch makroskopische
Interferenzeffekte, die zwischen unterschiedlichen Moleku¨len der Probe auftreten
[101, 109, 153, 154]. Eine konsistente Beschreibung der induzierten Effekte konn-
te jedoch noch nicht gefunden werden.
Am Beispiel gebundener elektronischer Zusta¨nde in diatomaren Moleku¨len
wird im Folgenden der Mechanismus der Pulszugkontrolle analysiert. Die Ent-
43
3 Dynamik in eindimensionalen Systemen
wicklung einer einheitlichen Erkla¨rung fu¨r die experimentell beobachteten Ef-
fekte erfordert dabei ein strukturelles Vorgehen: Nach der Vorstellung des Mo-
dellsystems in Abschnitt 3.1, wird am Beispiel Fourier limitierter Anregung Ab-
schnitt 3.2 in die photochemische Dynamik eingefu¨hrt. Hier wird auf unterschied-
liche Aspekte eingegangen, die als Referenz fu¨r die Analyse des Pulszug induzier-
ten Mechanismus dienen. Anschließend wird in Abschnitt 3.3 ein U¨berblick u¨ber
generelle Effekte der Pulszug Anregung gegeben. In einer pha¨nomenologischen
Betrachtung werden dann in Unterabschnitt 3.3.2 und Unterabschnitt 3.3.3 die
Wirkungen der beiden Pulsparameter b und c na¨her analysiert und allgemeine
Regeln fu¨r induzierte Effekte extrahiert. In einem Vergleich mit der Propagati-
on im Pikosekundenbereich unter Fourier limitierter Anregung aus dem Aspekt
der Revivaltheorie, werden dann in Abschnitt 3.4 analytische Formeln fu¨r die
Pulszug Anregung entwickelt, die das genaue Versta¨ndnis, sowie eine Vorhersa-
ge der beobachteten Effekte erlauben. Auf dieser Grundlage wird dann in den
folgenden Kapiteln die Betrachtung der Pulszugkontrolle in gro¨ßeren Moleku¨len
entwickelt.
3.1 Modellsystem
Das Modell fu¨r die Betrachtung elektronischer Anregung in diatomaren Mole-
ku¨len besteht aus zwei eindimensionalen Potentialfla¨chen V g und V e, fu¨r den
elektronischen Grund- und den elektronisch angeregten Zustand, die in Abbil-
dung 3.1 dargestellt sind. Durch das U¨bergangsdipolmoment µeg sind die beiden
elektronischen Zusta¨nde optisch gekoppelt. Unter dem Einfluss des elektrischen
Feldes (t), lautet die nukleare Schro¨dinger-Gleichung fu¨r dieses System:
i∂tΨ =
(
T + V g (t)µeg






Als Ausgangszustand wird der Schwingungsgrundzustand von Vg gewa¨hlt:
|Ψ(t0)〉 = |ψg0〉 (3.2)
Das U¨bergangsdipolmoment wird nach der Condon-Na¨herung (vgl. Unterab-
schnitt 2.1.8) als ortsunabha¨ngig angenommen (µeg := 1). Die Beschreibung
der Potentialkurven fu¨r die Kernschwingungen durch Morse-Potentiale (3.3) er-
mo¨glicht neben einer einfachen analytischen Behandlung auch die Betrachtung
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Abbildung 3.1: Schematische Darstellung der eindimensionalen Modellpoten-
tiale unter elektronischer Anregung. Durch die Differenz ∆xeg der Mi-
nimuskoordinaten des elektronischen Grundzustandes V g und des elek-
tronsich angeregten Zustandes V e werden die Franck-Condon Faktoren
FCij = |〈ψgi|ψej〉|2 definiert. Diese gehen zusammen mit der energetischen
Verschiebung ∆εeg der beiden elektronischen Zusta¨nde in die, fu¨r einen elek-
tronischen U¨bergang erforderliche, Zentralfrequenz ω0 des Lasers ein.






Die genaue Gestalt der Morse-Potentiale wird durch die Grundfrequenzen ωξ,
die Asymmetrieparameter αξ = ωξ
√
m
2Dξ , die Dissoziationsenergien Dξ und die
reduzierte Masse m der Normalmoden definiert. Die verwendeten Modellparame-
ter ko¨nnen Tabelle 3.1 entnommen werden, wobei hier die beiden elektronischen
Zusta¨nde durch dieselben Morseparameter beschrieben werden. Durch die Dif-
ferenz der Gleichgewichtsgeometrien ∆xeg werden die Franck-Condon Faktoren
FCij = |〈ψgi|ψej〉|2 des optischen U¨bergangs definiert. Im vorgestellten Modell
bildet der vierte angeregte Schwingungszustand |Ψe4〉 von V e das Maximum des
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Franck-Condon U¨berlapps mit dem Ausgangszustand |Ψg0〉. Die fu¨r einen elek-
tronischen U¨bergang erforderliche Gro¨ße der Zentralfrequenz ω0 des elektrischen
Feldes wird durch den energetischen Abstand ∆eg der elektronischen Zusta¨nde,
sowie den Franck-Condon U¨berlapp bestimmt.
ω [ cm−1] D [ nm] m [ a.u.] ∆eg [ nm] ∆xeg [ a.u.]
178 152 4450.6 506 1.5
Tabelle 3.1: Parameter des eindimensionalen Modellsystems.






Abbildung 3.2: Wa¨hrend der Pra¨parationszeit findet die Entwicklung unter
Laserwechselwirkung statt. Durch den Anregungspuls FL(t) wird ein Zu-
stand pra¨pariert. In der Detektionszeit, nach Einfluss des Feldes, findet die
Entwicklung des pra¨parierten Zustandes in feldfreier Umgebung statt. Die
induzierte Dynamik bestimmt das experimentell erfasste Signal S(t).
Im Folgenden werden dynamische Aspekte der elektronischen Laseranregung
unter Fourier limitierten Feldern in eindimensionalen Systemen vorgestellt. Fu¨r
die Anregung wird das in Unterabschnitt 2.2.1 eingefu¨hrte Laserfeld FL(t) mit
einer Pulsdauer von τp = 20 fs und einer Zentralfrequenz ω0, resonant zum
U¨bergang ∆ω(g0, e4) verwendet. Die genauen Pulsparameter sind in Tabelle 3.2
zusammengefasst.
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ω0 [ cm−1 ] τp [ fs ] Imax [ GVcm−1 ]
20648 16 0.0034
Tabelle 3.2: Parameter des Fourier limitierten Feldes.
Um Effekte der Lasereinwirkung klar zu erfassen, wird die zeitliche Entwick-
lung in zwei Perioden unterteilt, die in Abbildung 3.2 schematisch dargestellt
sind. Wa¨hrend der Pra¨parationsperiode erfolgt die Propagation im Rahmen ei-
nes konservativen geschlossenen Systems. Hier wird durch Einfluss des Laser-
feldes ein Zustand pra¨pariert. Nach Beendigung des elektrischen Feldes erfolgt
die Entwicklung des so pra¨parierten Zustandes wieder im Rahmen des urspru¨ng-
lichen konservativen isolierten Systems. Wa¨hrend dieser Periode der feldfreien
Entwicklung findet die Detektion des pra¨parierten Zustandes statt. Die Sys-
temantwort, die dem spektroskopischen Signal entspricht, ergibt sich somit aus
der Entwicklung des pra¨parierten Zustandes unter ungesto¨rten Bedingungen.
Um die beiden Perioden zu unterscheiden wird in den Abbildungen der Zeitnull-
punkt auf den Beginn der Detektionsperiode gesetzt.
Abbildung 3.3: Unter Einfluss des Fourier limitierten Puls (violett) erfolgt ein
Anstieg der Population des elektronisch angeregten Zustandes V e (gru¨n).
Pra¨paration Zu Beginn befindet sich das molekulare System im elektronischen
Grundzustand. Durch das elektrische Feld wird in der Pra¨parationsperiode ein
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Populationstransfer von 4% zwischen den elektronischen Zusta¨nden induziert.
Dieser ist in Abbildung 3.3 in dem Anstieg der Population des elektronisch
angeregten Zustandes V e zu sehen.
Abbildung 3.4: Durch den Fourier limitierten Puls wird in V e ein Wellenpaket,
mit Gauss-fo¨rmiger Koeffizientenverteilung u¨ber die Schwingungszusta¨nde
erzeugt. Der Zustand mit der Schwingungsquantenzahl (vib.QN) 4 bildet
das Maximum der Verteilung.
Einhergehend damit wird in V e ein Wellenpaket |Ψe〉 mit Gauss-fo¨rmiger
Koeffizientenverteilung u¨ber den Kern-Schwingungszusta¨nden generiert ( Abbil-
dung 3.4). Die Franck-Condon Faktoren des Systems, sowie die Wahl der Laser-
frequenz fu¨hren dazu, dass der 4. angeregte Schwingungszustand das Maximum
der Verteilung bildet. Neben der Pulsdauer τp gehen die Franck-Condon Fak-
toren ebenfalls in die Breite der Verteilung ein, die sich hier u¨ber mehr als 10
Schwingungszusta¨nde erstreckt.
Detektion Nach Abklingen des Laserfeldes findet die Entwicklung des Sys-
tems wieder unter dem feldfreien Hamilton-Operator statt. Entsprechend (2.14)
bewirkt dieser eine Rotation der Schwingungszustandskoeffizienten in der kom-
plexen Ebene mit ihren Eigenfrequenzen. Im Ortsraum fu¨hrt diese zeitliche Ent-
wicklung der Schwingungszusta¨nde zu einer Oszillation des Wellenpaketes im
Potential V e mit der klassischen Oszillationsperiode Tcl = 1cω = 186 fs. Die Zeit-
Ort aufgelo¨ste Darstellung dieser Oszillation ist in Abbildung 3.5 gezeigt. Die
Auslenkung des Kernwellenpaketes in V e aus seiner Gleichgewichtslage indu-
ziert eine Schwingung des atomaren Geru¨sts, dessen Bewegung sich anhand der
Wellenpaketdynamik verfolgen la¨sst. Die induzierte Oszillation des Wellenpake-
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tes im elektronischen Potential gleicht der Bewegung eines klassischen Pendels.
Abbildung 3.5: Die Zeit-Ort aufgelo¨ste Darstellung zeigt nach Fourier limitier-
ter Anregung die Oszillation des Wellenpaketes in V e mit der klassischen
Periode von Tcl = 186 fs.
Die Dynamik des Wellenpaketes im Phasenraum kann mit Hilfe der Wigner-
Darstellung (2.85) veranschaulicht werden. In Abbildung 3.6 sind die Wigner-
Abbildung 3.6: Die Dynamik des Wellenpaketes in V e nach Fourier limitierter
Anregung entspricht einer Rotation im Phasenraum mit der klassischen
Periode von Tcl = 186 fs.
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Darstellungen von |Ψe〉 zu verschiedenen Zeitpunkten im Laufe einer Oszilla-
tionsperiode des Wellenpaketes zu sehen. An der nur leicht elliptischen Form
des Wellenpaketes ist zu erkennen, dass durch die Fourier limitierte Laseranre-
gung ein nahezu koha¨renter Zustand (vgl. Unterabschnitt 2.1.3) gebildet wurde,
der sich durch die verschwindenden Phasendifferenzen ∆φij ≈ 0 zwischen den
Schwingungszusta¨nden auszeichnet. Die Dynamik des Wellenpaketes a¨ußert sich
hier in einer Rotation im Phasenraum gegen den Uhrzeigersinn mit der Rota-
tionsperiode von Tcl = 186 fs. Aufgrund der geringen Phasenunterschiede kann
auch hier die Dynamik des Quantensystems mit der Dynamik eines klassischen
Pendels im Phasenraum verglichen werden. Unterschiede ergeben sich lediglich
in der Ausdehnung des Quantenzustandes u¨ber den Phasenraum, der in klassi-
schen Systemen nicht gegeben ist.
Experimentell kann die induzierte Dynamik durch die erzeugte Polarisation
des Mediums P (t) (2.87) verfolgt werden. Das gemessene Signal ist dabei pro-
portional zu P 2(t) und kann unter geringen Feldsta¨rken durch die Korrelati-
onsfunktion gena¨hert werden 2.89. Diese steht in engem Zusammenhang mit
der Wignerfunktion des angeregten Zustandes [155]. Die Zeit- und Frequenzdo-
ma¨nensignale der betrachteten Dynamik sind in Abbildung 3.7 zu sehen. Die
Detektionszeit betra¨gt 1.2 ps.
In dem Zeitdoma¨nensignal S(t) (vgl. Gleichung 2.88) ist die Bewegung des
Wellenpakets in V e klar zu erkennen. Die Entwicklung des Wellenpaketes a¨u-
ßert sich in einer Oszillation des Amplitudenquadrates der Korrelationsfunktion
(2.89), die sich in dem Signal wiederfinden. Zu Zeiten in denen sich das Wellen-
paket im Franck-Condon Bereich befindet, ist der U¨berlapp mit dem Ausgangs-
zustand |Ψg,0〉 am gro¨ßten und das Signal nimmt maximale Betra¨ge an.
Durch Fourier-Transformation von S(t) erha¨lt man das Spektrum S(ω)
(vgl. Gleichung 2.90) des molekularen Systems. In dem Auftreten der unter-
schiedlichen Signale zeigt sich die Quantennatur des Systems. Zu sehen sind die
Frequenzdifferenzen der einzelnen Komponenten des Wellenpaketes. Der funda-
mentale U¨bergang bei 179 cm−1 entspricht den Ein-Quanten-Koha¨renzen des
Wellenpaketes im elektronisch angeregten Zustand. Die Intensita¨ten der Multi-
Quanten-Koha¨renzen, oder auch ho¨heren Harmonischen, nehmen mit zunehmen-
der Ordnungszahl ab. Aufgrund der kurzen Messzeit von 1.2 ps reicht die Auf-
lo¨sung nicht, um die Anharmonizita¨ten des Systems zu erfassen.
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(a) Zeitdoma¨nensignal S(t)
(b) Frequenzdoma¨nensignal S(ω)
Abbildung 3.7: In dem oszillierenden Zeitdoma¨nensignal S(t) spiegelt sich Wel-
lenpaketbewegung in V e wider. Die Frequenzen der Koha¨renzen, die diese
Dynamik verursachen, sind in dem entsprechenden Frequenzdoma¨nensignal
S(ω) zu sehen.
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3.3 Pulszug Anregung
Abbildung 3.8: Die Struktur der Pulszu¨ge fu¨hrt zu einer Aufteilung der Pra¨pa-
rationszeit in Perioden unter Feldeinfluss und Perioden feldfreier Entwick-
lung. Durch den Pulsparameter b kann die Dauer feldfreier Entwicklung
zwischen den Subpulsen bestimmt werden. Der Phasenparameter c setzt
die Phasenbeziehung zwischen den Subpulsen fest.
Unter Pulszuganregung setzt sich die Pra¨parationszeit aus Perioden unter
Laserwechselwirkung wa¨hrend den Subpulsen und Perioden freier Pra¨zessi-
on zwischen den Subpulsen zusammen (vgl. Abbildung 3.8). Die in Unterab-
schnitt 2.2.2 eingefu¨hrten Pulsparameter b und c ko¨nnen beliebig variiert werden,
um das System zu kontrollieren. Die verwendeten Pulszu¨ge entsprechen Feldern,
die nach (2.49) aus dem Fourier limitierten Feld FL(t) in Abschnitt 3.2 erzeugt
werden. Die Pulsparameter werden in den Bereichen b =]0;Tcl] und c = [0; 2pi]
variiert.
3.3.1 Generelle Effekte der Pulszugparameter
Um einen ersten Eindruck der Pulszug induzierten Effekte auf die Dynamik zu
vermitteln, werden zuna¨chst generelle Effekte in Abha¨ngigkeit der Variation der
beiden Parameter b und c vorgestellt.
Pra¨paration
In Abbildung 3.9(a) sind die Entwicklungen der elektronischen Populationen
wa¨hrend der Pra¨parationszeit unter dem Einfluss unterschiedlicher Pulszu¨ge mit
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variierenden Parametern b und c gezeigt. Man sieht, dass die Subpulse der ersten
(a) Elektronische Population (b) Population der Schwingungszusta¨nde
Abbildung 3.9: Die zeitliche Entwicklung der elektronischen Population von
V e weist eine starke Abha¨ngigkeit von den beiden Pulsparametern b und
c auf. Je nach Wert dieser Parameter kann es in der zweiten Ha¨lfte des
Pulszuges auch zu einer Depopulation von V e kommen. Die zeitliche Ent-
wicklung der Population der Schwingungszusta¨nde in V e zeigt, dass diese
unterschiedlich auf die beiden Pulsparameter reagieren. Es entstehen tem-
pora¨re Defektstrukturen in der Gauss-fo¨rmigen Verteilung, die zu Ende der
Pra¨parationszeit wieder ausgeglichen werden.
Ha¨lfte des Pulszuges einen Populationstransfer V g → V e bewirken. Abha¨ngig
von der Wahl der beiden Parameter erfolgt durch die folgenden Subpulse entwe-
der einen weitere Anregung, oder einen Ru¨cktransfer V g ← V e. Die Einflu¨sse
des Phasenparameters c weisen eine starke Abha¨ngigkeit von der Wahl des Sub-
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pulsabstandes b auf. Der Betrag der elektronischen Population nach Beendigung
der Pra¨parationszeit ‖Ψe‖ variiert bei Verwendung unterschiedlicher Pulspara-
meter um 20%. Bemerkenswert ist, dass trotz a¨quivalenter Pulsenergien der
durchschnittliche Betrag von ‖Ψe‖ nach Pulszug Anregung nur etwa 5% der
Fourier limitierten Anregung betra¨gt.
Einen tieferen Einblick in den induzierten Mechanismus erha¨lt man durch
Betrachtung der zeitlichen Entwicklung der Besetzung der einzelnen Schwin-
gungszusta¨nde in Ve wa¨hrend der Pra¨parationszeit (Abbildung 3.9(b)). A¨hn-
lich wie im Falle der elektronischen Population ko¨nnen die einzelnen Subpulse
in Abha¨ngigkeit der Pulsparameter die Vibrationseigenzusta¨nde be- oder auch
entvo¨lkern. Auffa¨llig ist, dass sich die Entwicklung der Population der einzel-
nen Zusta¨nde selbst innerhalb eines Pulszuges stark voneinander unterscheidet.
In Analogie zum Fourier limitierten Fall (vgl. Abbildung 3.4), wird duch den
ersten Subpuls eine Gauss-fo¨rmige Verteilung u¨ber die Schwingungszusta¨nde
erreicht. Die folgenden Subpulse weisen unterschiedliche Wirkung auf die einzel-
nen Schwingungslevel auf. Dabei ko¨nnen je nach Pulsparametern auch wa¨hrend
eines Subpulses Rabioszillationen in den Schwingungsleveln auftreten. Im Laufe
der Pra¨parationszeit entstehen durch das unterschiedliche Populations- respek-
tive Depopulationsverhalten Defekte in der Gauss-fo¨rmigen Verteilung, deren
Ort und Gro¨ße je nach Wahl der Pulsparameter variieren. Die Abweichung von
der Gauss-fo¨rmigen Verteilung durch diese Defekte erreicht nach dem zentralen
Subpuls ein Maximum. Durch die folgende Subpulse werden die Defekte wieder
ausgeglichen. Nach Abklingen des Pulszuges, bei Beginn der Detektionszeit, ist
wieder eine nahezu Gauss-fo¨rmige Verteilung des erzeugten Wellenpaketes |Ψe〉
u¨ber die Schwingungszusta¨nde erreicht.
Detektion
Neben den Populationen des Wellenpaketes |Ψe〉 wird auch die Dynamik in V e
stark von der Pulszugeinwirkung beeinflusst. Hier scheint der Subpulsabstand
b den wesentlichen Effekt auszumachen. In Abbildung 3.10 sind die Zeit-Ort
aufgelo¨sten Darstellungen von Kernwellenpaketen |Ψe〉 gezeigt, die durch Puls-
zu¨ge mit unterschiedlichem b generiert wurden. Die Dynamik der erzeugten Wel-
lenpakete a¨ußert sich in regelma¨ßigen Mustern unterschiedlicher Komplexita¨t,
die durch Interferenzen zwischen einzelnen Komponenten der Wellenpakete ent-
stehen. Zu Abbildung 3.10(A) a¨hnliche Muster konnten bereits experimentell
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Abbildung 3.10: Die Zeit-Ort aufgelo¨sten Darstellungen der durch Pulszu¨ge
generierten Kernwellenpakete in V e zeigen mit abnehmendem Subpulsab-
stand b zunehmend komplexere Muster. Sie entstehen durch Interferenzef-
fekte zwischen einzelnen Komponenten der Wellenpakete.
in Pump-Probe Experimenten unter Anregung mit phasenstabilisierten Doppel-
pulsen beobachtet werden [138, 156–160]. Im Unterschied zu der Dynamik des
Fourier limitierten Falls, haben die beobachteten Strukturen kein klassisches
Analogon mehr. Struktur und Charakteristik solcher Quanten-Teppiche werden
insbesondere im Rahmen der Revivaltheorie untersucht. Mit sinkendem Inter-
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Abbildung 3.11: Die Phasenraumstrukturen der Kernwellenpakete in V e nach
der Pra¨parationszeit zeigen eine starke Abha¨ngigkeit von der Wahl des Sub-
pulsabstandes b. In den Fa¨llen b = 46 fs, b = 62 fs und b = 93 fs sind
Rotationssymmetrien mit vier-, drei- und zweiza¨hliger Symmetrieachse zu
erkennen. Die Quantennatur der Materie a¨ußert sich hier in dem Auftreten
von Interferenzeffekten, die an den negativen Anteilen der Wignerfunktion
zu erkennen sind. Wie bereits im Fourier limitierten Fall fu¨hrt auch hier
die zeitliche Entwicklung zu einer Rotation der Phasenraumstrukturen mit
einer Periode von Tcl = 186 fs.
pulsabstand b steigt die Komplexita¨t der Interferenzmuster und wird schwerer
zu interpretieren. Durch Betrachtung der Phasenraumstrukturen der induzier-
ten Wellenpakete in V e ko¨nnen diese komplexen Strukturen weiter aufgelo¨st
werden.
Die den Wellenpaketen in Abbildung 3.10 entsprechenden Phasenraumdarstel-
lungen zu Beginn der Detektionszeit sind in Abbildung 3.11 zu sehen. Wie im
Falle der Zeit-Ort aufgelo¨sten Darstellung der Wellenpakete, hat auch hier der
Parameter b den dominierenden Einfluss auf die Struktur. In allen Fa¨llen sind
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deutliche Abweichungen von der kreisfo¨rmigen Struktur des Fourier limitierten
Falls zu sehen. Die Verteilung der generierten Wellenpakete u¨ber den Phasen-
raum la¨sst bestehende Phasendifferenzen zwischen einzelnen Komponenten der
Linearkombination erkennen. Aufgrund der koha¨renten Eigenschaften des Quan-
tenzustandes zeigen Anteile gegenla¨ufiger Phasen Interferenzeffekte, die sich in
negativen Anteilen der Wignerfunktion (2.85) a¨ußern. Diese Interferenzeffekte
Abbildung 3.12: In den Frequenzdoma¨nenspektren wirkt sich die Wahl der
Pulsparameter b und c auf die Intensita¨ten der einzelnen Signale aus.
der Materie sind eine Besonderheit der Quantenmechanik und treten in der
klassischen Mechanik nicht auf. Hier wird bereits deutlich, dass makroskopi-
sche Eigenschaften nicht genu¨gen, um den Mechanismus der Pulszugkontrolle
zu beschreiben. Vielmehr scheinen diese Interferenzeffekte, die sich in den Pha-
senraumstrukturen erfassen lassen, ein wesentlicher Bestandteil des induzierten
Prozesses zu sein. Abha¨ngig von der Gro¨ße des Subpulsabstandes b treten kom-
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plexe Phasenraumstrukturen auf, die in einigen Fa¨llen Rotationssymmetrie auf-
weisen. Die Dynamik dieser Strukturen wa¨hrend der Detektionszeit a¨ußert sich
wie auch im Fourier limitierten Fall in einer Rotation im Phasenraum mit der
klassischen Periode Tcl = 186 fs.
Die Signale der Dynamik in der Detektionszeit zeigen ebenfalls große Un-
terschiede zu denen des Fourier limitierten Falls. In Abbildung 3.12 sind die
Frequenzdoma¨nensignale unterschiedlicher Pulsparameter gezeigt. Die Variati-
on der Pulsparameter fu¨hrt hier zu unterschiedlichen Amplituden der einzelnen
Signale der Koha¨renzen des Wellenpaketes. In U¨bereinstimmung mit experimen-
tellen Beobachtungen kann es sogar dazu fu¨hren, dass einzelne Signale vollsta¨n-
dig verschwinden.
Um die vorgestellten Effekte der Pulszugdynamik zu verstehen, werden im Fol-
genden systematisch ihre Beziehung zu der Variation der beiden Pulsparameter
b und c analysiert.
3.3.2 Einfluss des Subpulsabstandes b
Fu¨r die Analyse der Auswirkungen des Subpulsabstandes b wird dieser in Re-
lation zu der klassischen Oszillationsperiode Tcl der betrachteten Mode gesetzt,
wa¨hrend der Phasenparameter c = 0 konstant gehalten wird. Die auftreten-
den Effekte werden zuna¨chst an den zwei Beispielen b = 12Tcl = 93 fs und
b = 13Tcl = 62 fs dargestellt. Zum Abschluss werden die beobachteten Effek-
te noch einmal zusammengefasst und auf die Wahl beliebiger Subpulsabsta¨nde
verallgemeinert.
Pra¨paration In Abbildung 3.13 ist die Entwicklung der Population der Schwin-
gungszusta¨nde in V e unter dem Einfluss von Pulszu¨gen mit b = 12Tcl = 93 fs und
b = 13Tcl = 62 fs gezeigt. Wie im Falle der Fourier limitierten Anregung, wird
durch den ersten Subpuls jeweils ein Wellenpaket in V e mit Gauss-fo¨rmiger Ko-
effizientenverteilung generiert. Die weiteren Subpulse kontrollieren die zeitliche
und spektrale Zusammensetzung des elektronisch angeregten Zustandes im Lau-
fe der Pra¨parationszeit. Unter Pulszuganregung mit b = 12Tcl beobachtet man in
Abbildung 3.13(a) wa¨hrend der Pra¨parationszeit ein kontra¨res Populationsver-
halten der Schwingungszusta¨nde mit geraden und ungeraden Quantenzahlen. Im
Laufe der Pra¨parationszeit erha¨lt das generierte Wellenpaket tempora¨r eine al-
ternierende Koeffizientenverteilung. Das ausgewa¨hlte Beispiel zeigt wa¨hrend der
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(a) b = 12Tcl
(b) b = 13Tcl
Abbildung 3.13: Die Entwicklung der Population der Schwingungszusta¨nde
unter dem Einfluss von Pulszu¨gen mit b = 12Tcl = 93 fs und b =
1
3Tcl = 62 fs
la¨sst eine Selektivita¨t einzelner Schwingungszusta¨nde erkennen. So sieht
man im Falle b = 12Tcl = 93 fs eine Separation in Schwingungzusta¨n-
de gerader und ungerader Quantenzahl, wa¨hrend durch die Wahl von
b = 13Tcl = 62 fs eine Aufteilung der Schwingungszusta¨nde in drei Klassen
erfolgt. Tempora¨r treten dadurch Defektstrukturen in der Gauss-Verteilung
des Wellenpaketes auf, die jedoch zu Ende der Pra¨parationszeit wieder aus-
geglichen werden.
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ersten Ha¨lfte des Pulszuges eine selektive Anregung der geraden Schwingungszu-
sta¨nde. Ungerade Zusta¨nde werden weniger besetzt. Zum Zeitpunkt nach dem
zentralen Subpuls ist somit ein Wellenpaket mit Gauss-Verteilung u¨ber vornehm-
lich gerade Zusta¨nde generiert worden. Durch die inverse Wirkung der folgenden
Subpulse wird die Selektivita¨t der Verteilung wieder aufgehoben. Das resultieren-
de Wellenpaket, das in der Detektionszeit gemessen wird, hat seine urspru¨ngliche
Gauss-fo¨rmige Verteilung nahezu wieder erreicht.
Durch A¨nderung des Subpulsabstandes von b = 12Tcl nach b =
1
3Tcl beobach-
tet man einen Wechsel von der bina¨ren auf eine trina¨re Selektivita¨t. Fu¨r eine
Klassifizierung dieses Verhaltens soll an dieser Stelle eine Kongruenzrelation auf
die Schwingungszusta¨nde eingefu¨hrt werden. Hierzu werden A¨quivalenzklassen
r¯α := r (mod α) ;α ∈ Z definiert, als die Mengen der Schwingungszusta¨nde
|ψn〉, die denselben Rest r ∈ {0, . . . , (α − 1)} ⊂ Z ergeben, wenn die Schwin-
gungsquantenzahl n durch den Modul α geteilt wird:
r¯α :=
{
|ψn〉 |n = αk + r ; k ∈ Z
}
(3.4)
Mit dieser Definition ergibt sich im Falle α = 2 eine Aufteilung der Schwingungs-
level in die zwei Klassen 0¯2 gerader und 1¯2 ungerader Quantenzahlen und dazu
analog im Falle α = 3 eine Aufteilung in die drei Klassen 0¯3, 1¯3 und 2¯3 mit den
Quantenzahlen n = 3k, n = (3k + 1) und n = (3k + 2).
In Abbildung 3.13(b) sieht man, dass durch die Wahl von b = 13Tcl die Schwin-
gungslevel derselben A¨quivalenzklassen r¯3 von den einzelnen Subpulsen auf a¨hn-
liche Weise angesprochen werden. Das selektive Populationsverhalten fu¨hrt in
diesem Fall zum Zeitpunkt nach dem zentralen Subpuls zu einer Verteilung, die
durch die Schwingungslevel der A¨quivalenzklassen 1¯3 dominiert wird. Die Rest-
klassen 0¯3 und 2¯3 sind zu diesem Zeitpunkt deutlich geringer besetzt, und bilden
somit den in Unterabschnitt 3.3.1 erwa¨hnten Defekt in der urspru¨nglichen Gauss-
Verteilung. Auch hier wird dieser Defekt durch die folgenden Subpulse wieder
ausgeglichen und es resultiert ein Wellenpaket, das bis auf geringe Abweichungen,
die Gauss-fo¨rmige Koeffizientenverteilung aufweist, die durch Fourier limitierte
Anregung in Abschnitt 3.2 erzielt wurde.
Detektion Die zeitliche Entwicklung der entsprechenden Wellenpakete im
Ortsraum die durch Pulszu¨ge mit b = 12Tcl = 93 fs und b =
1
3Tcl = 62 fs
generiert werden wurden bereits in Abbildung 3.10 gezeigt. Durch den ersten
Subpuls wird im Franck-Condon Fenster ein Wellenpaket generiert, das wie im
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Fourier limitierten Fall, mit der klassischen Periode Tcl = 186 fs im Potential
oszilliert. Im Falle b = 12Tcl wird nach einer halben Oszillationsperiode durch
den zweiten Subpuls ein zweites Subwellenpaket generiert, das mit einer Pha-
sendifferenz von ∆φ = pi, ebenfalls mit Tcl zu oszillieren beginnt. Die folgenden
Subpulse treffen jeweils auf eines der bereits generierten Subwellenpakete und
bewirken allenfalls eine A¨nderung der Intensita¨t des entsprechenden Subwellen-
paketes. A¨hnliche Beobachtungen werden fu¨r den Fall b = 13Tcl gemacht, nur
dass hier durch die geringere Zeitdifferenz zwischen den Subpulsen drei Wellen-
pakete generiert werden, die mit Phasendifferenzen von ∆φ = 2pi3 gegenla¨ufig
im Potential oszillieren. Die Dynamik der gesamten Wellenpakete, die sich aus
den einzelnen Subwellenpaketen zusammensetzen resultieren in den bereits er-
wa¨hnten Quanten-Teppichen. Zu Zeitpunkten in denen einzelne Subwellenpake-
te aufeinander treffen entstehen hier Interferenzeffekte. Durch die resultierenden
Interferenzmuster steigt mit sinkendem Subpulsabstand b die Komplexita¨t der
Muster und bereits im Falle von b = 13Tcl ist es schwer, die einzelnen Subwellen-
pakete voneinander zu unterscheiden.
Im Gegensatz zu der Zeit-Ort aufgelo¨sten Darstellung, ist im Phasenraum
eine Differenzierung der Subwellenpakete mo¨glich. Durch ihre unterschiedlichen
Impulskomponenten sind hier die einzelnen Subwellenpakete klar voneinander
getrennt. Die entsprechenden Phasenraumstrukturen der Wellenpakete, die nach
der Pra¨parationszeit durch Pulszu¨ge mit b = 12Tcl und b =
1
3Tcl erhalten wer-
den, sind in Abbildung 3.11 (12Tcl = 93 fs und
1
3Tcl = 62 fs) dargestellt. Im Falle
b = 12Tcl ist eine Phasenraumstruktur mit zweiza¨hliger Symmetrieachse zu sehen.
In den kreisfo¨rmigen a¨ußeren positiven Komponenten der Wignerfunktion sind
die beiden Subwellenpakete klar zu erkennen. Die Symmetrie der Phasenraum-
struktur entsteht durch die bereits beobachtete Phasendifferenz von ∆φ = pi
zwischen den Subwellenpaketen. Die Dynamik der einzelnen Subwellenpakete
im Laufe der Detektionszeit fu¨hrt zu einer Rotation dieser Phasenraumstruktur
um die Symmetrieachse mit der Periode von Tcl. Die Struktur im Zentrum des
Phasenraums, ist ein Interferenzmuster zwischen den einzelnen Komponenten ge-
genla¨ufigen Impulses und kann an den auftretenden negativen Anteilen erkannt
werden. In Analogie dazu hat die Phasenraumdarstellung des Wellenpaketes,
das durch den Pulszug mit b = 13Tcl generiert wurde, eine dreiza¨hlige Symme-
trieachse. Die positiven Anteile in der a¨ußeren Spha¨re ko¨nnen entsprechend den
drei generierten, um ∆φ = 2pi3 phasenverschobenen Subwellenpaketen zugeord-
net werden. Auch hier a¨ußern sich die koha¨renten Phasenbeziehungen zwischen
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den Subwellenpaketen in einem Interferenzmuster mit negativen Anteilen in der
Wignerfunktion.
Die Auswirkungen der Dynamik auf die experimentell erfassbaren Spektren
des Systems werden in Unterabschnitt 3.3.3, in Zusammenhang mit der Wirkung
des Phasenparameters c diskutiert. Zuna¨chst sollen die beobachteten Effekte des
Subpulsabstandes b zusammengefasst und auf beliebige Werte von b verallgemei-
nert werden.
Zusammenfassung und Verallgemeinerung der Effekte des Subpulsabstan-
des b Das beobachtete Verhalten der dynamischen Effekte unter dem Einfluss
des Subpulsabstandes kann prinzipiell auf beliebige Werte von b verallgemei-
nert werden. Eine Einschra¨nkung fu¨r diese Generalisierung ist durch die Anzahl
der Subpulse, wie durch die Beteiligung der Schwingungszusta¨nde gegeben, die
ausreichen mu¨ssen, um die beschriebenen Strukturen aufzulo¨sen.
Unter der allgemeinen Definition des Wertes von b = β
α
Tcl ;α, β ∈ N lassen
sich die beschriebenen Auswirkungen des Subpulsabstandes auf die Pulszug in-
duzierte Dynamik in V e wie folgt zusammenfassen:
1. Die Schwingungszusta¨nde in V e ko¨nnen, bezu¨glich ihres Populationsver-
haltens unter den einzelnen Subpulsen, in A¨quivalenzklassen r¯α (3.4) un-
terteilt werden.
2. Diese Separation fu¨hrt zu tempora¨ren Defektstrukturen in der Gauss-
fo¨rmigen Verteilung der Schwingungskoeffizienten, die sich durch geringere
Besetzung selektiver A¨quivalenzklassen auszeichnen.
3. Nach Ablauf der Pra¨parationszeit sind die Defekte wieder nahezu ausge-
glichen und die urspru¨ngliche Gauss-Verteilung der Koeffizienten ist wie-
derhergestellt.
4. Der gegen Ende der Pra¨parationszeit generierte Systemzustand la¨sst sich
als Summe von α unterscheidbaren Subwellenpaketen mit Phasendifferen-
zen von ∆φ = 2pi β
α
beschreiben.
5. Die einzelnen Subwellenpakete entsprechen Liniearkombinationen der Ele-
mente aus den einzelnen A¨quivalenzklassen r¯α mit jeweils gleicher Phase.
6. In der Phasenraumdarstellung fu¨hrt die Phasendifferenz zwischen den Sub-
wellenpaketen zu Phasenraumstrukturen mit α-za¨hliger Symmetrieachse.
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3.3.3 Einfluss des Phasenparameters c
Der Einfluss des Phasenparameters c zeigt eine starke Abha¨ngigkeit von der
Wahl des Subpulsabstandes b. Im Folgenden werden die dynamischen Effekte
von c an den Beispielen fu¨r b = 12Tcl und b =
1
3Tcl vorgestellt. Die extrahierten
Zusammenha¨nge werden anschließend zusammengefasst und verallgemeinert.
Pra¨paration Die zeitliche Entwicklung der elektronischen Population von V e
in Abha¨ngigkeit des Phasenparameters c ∈ [0; 2pi] sind in Abbildung 3.14 fu¨r
Subpulsabsta¨nde von b = Tcl, b = 12Tcl und b =
1
3Tcl gezeigt. Die einzelnen
Stufen in der zeitlichen Entwicklung entstehen durch die Wirkung der einzelnen
Subpulse. Deutlich erkennt man in einigen Stufen oszillative Abha¨ngigkeiten der
Population von der Wahl des Phasenparameters c. Je nach Wahl des Subpuls-
abstandes unterscheiden sich Auftreten und Struktur dieser Oszillationen. Der
c-Effekt kann als Interferenzeffekt zwischen Subpulsen und bereits pra¨parierten
Subwellenpaketen in der Franck-Condon Region interpretiert werden. Durch Va-
riation von c im Bereich [0; 2pi] erfa¨hrt die elektronische Population eine Oszil-
lation mit der Periodizita¨t von b, falls ein bereits pra¨pariertes Wellenpaket das
erste Mal von einem Subpuls getroffen wird. Subpulse, die nicht mit der Wellen-
paketbewegung synchronisiert sind, bewirken keine c-abha¨ngige Entwicklung der
Population. In einem weiteren Koinzidenzfall steigt die Komplexita¨t der durch
Variation von c induzierten Oszillation.
Die c-Abha¨ngigkeit der Entwicklung der Population der Schwingungszusta¨n-
de unter Pulszuganregung mit b = β
α
Tcl kann durch Verwendung der A¨quiva-
lenzklassendefinition (3.4) beschrieben werden. In ihrem Populationsverhalten
unter der Variation von c ko¨nnen die Schwingungszusta¨nde in die α Klassen
r¯α , r ∈ (0, . . . , (α − 1)) unterteilt werden. Abbildung 3.15 zeigt Beispiele fu¨r
die entsprechenden Klassen fu¨r die beiden Fa¨lle b = 12Tcl und b =
1
3Tcl. Dass
Angeho¨rige derselben A¨quivalenzklasse a¨hnliches Verhalten aufweisen, ist hier
im Falle von b = 12Tcl fu¨r die Schwingungszusta¨nde ν2 und ν4 zu sehen, die beide
Elemente der Klasse 0¯2 sind. Die unterschiedlichen Klassen weisen in Abha¨ngig-
keit von c ein kontroverses Populationsverhalten auf. Durch die Wahl von c kann
eine A¨quivalenzklasse ausgewa¨hlt werden, die die Koeffizientenverteilung nach
dem zentralen Subpuls dominiert. Die Subpulse der zweiten Ha¨lfte des Pulszuges
gleichen die Populationsdifferenz wieder aus.
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Abbildung 3.14: Wirken Subpulse zu Zeiten, in denen sich ein bereits erzeug-
tes Wellenpaket in V e in der Franck-Condon Region befindet, so weist die
Effizienz des elektronischen Transfers oszillative Abha¨ngigkeit von der Wahl
des Phasenparameters c auf.
Detektion Die Phasenraumdarstellungen der Wellenpakete nach Pra¨parations-
zeit fu¨r Subpulsabsta¨nde von b = 12Tcl und b =
1
3Tcl sind fu¨r ausgewa¨hlte Werte
von c in Abbildung 3.17 gezeigt. Durch die Variation von c wird die Symmetrie
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Abbildung 3.15: Das Populationsverhalten der einzelnen Schwingungszusta¨n-
de in Abha¨ngigkeit von c ha¨ngt von der Wahl des Subpulsabstandes b ab.
Unter Pulszuganregung mit b = 12Tcl (linke Spalte) ist die Unterteilung der
Schwingungzusta¨nde in gerade und ungerade Quantenzahlen zu erkennen.
Die beiden Schwingungszusta¨nde v2 und v4 werden durch Wahl des Phasen-
parameters c a¨hnlich besetzt, wa¨hrend der ungerade Schwingungszustand v3
entgegengesetztes Populationsverhalten aufweist. Unter Pulszuganregung
mit b = 13Tcl (rechte Spalte) ist die Aufteilung in drei A¨quivalenzklassen
gema¨ß (3.4) zu erkennen, die unter der Wahl von c jeweils unterschiedliches
Populationsverhalten aufweisen.
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der Phasenraumstrukturen, die durch b erzeugt wird gesto¨rt. Die Sto¨rung beruht
darauf, dass durch Variation von c zwischen jeweils zwei der induzierten Subwel-
lenpakete Intensita¨t ausgetauscht wird. In den Fa¨llen, in denen die Subwellen-
pakete dieselbe Intensita¨t aufweisen, treten symmetrische Phasenraumstruktu-
ren auf, wa¨hrend eine ungleichma¨ßige Intensita¨tsverteilung zu unsymmetrischen
Phasenraumstrukturen fu¨hrt.
In den spektroskopischen Signalen, die von den Phasenraumstrukturen in der
Detektionszeit bestimmt werden, spiegelt sich dieser Effekt ebenfalls wider.
Abbildung 3.16: Die Zeitdoma¨nensignale unter Pulszug Anregung mit b =
Tcl
2 zeigen die beiden Subwellenpakete, die mit einem zeitlichen Abstand
von Tcl2 im Potential oszillieren. Deutlich zu sehen ist auch der c-induzierte
Intensita¨tsaustausch zwischen den beiden Subwellenpaketen.
In den Zeitdoma¨nensignalen in Abbildung 3.16, die sich aus Anwendung von
Pulszu¨gen mit b = Tcl2 und c = 0, c = 0.25 und c = 0.5 ergeben, ist die
induzierte Dynamik der Wellenpakete zu erkennen. Jedes Subwellenpaket ergibt
ein zeitliches Signal mit einer Periode von Tcl, wobei die Signale der beiden
Subwellenpakete entsprechend ihrer Phase zeitlich um Tcl2 versetzt sind. A¨hnliche
Signale wurden zum Beispiel in Kontrollexperimenten an NaI unter Verwendung
einer Doppelpulssequenz erhalten [161]. Der c-induzierte Intensita¨tsaustausch
zwischen den beiden Subwellenpaketen a¨ußert sich hier im Falle des Pulszuges
in einer Variation der entsprechenden Signale.
Die resultierenden Frequenzdoma¨nensignale S(ω) sind in Abbildung 3.17 den
entsprechenden Phasenraumstrukturen beigefu¨gt. Im Falle symmetrischer Pha-
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Abbildung 3.17: Die Wahl des Phasenparameters c bestimmt die Intensita¨ts-
verteilung u¨ber die einzelnen Subwellenpakete, wodurch Symmetrische oder
auch unsymmetrische Phasenraumstrukturen entstehen. Im Falle symmetri-
scher Phasenraumstrukturen fu¨hren Interferenzeffekte dazu, dass einzelne
Signale nicht mehr im Spektrum zu sehen sind.
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senraumstrukturen fu¨hren Interferenzeffekte zu Auslo¨schungen einzelner Signale,
wa¨hrend unsymmetrische Phasenraumstrukturen keine Interferenzeffekte aufwei-
sen und alle Signale zu sehen sind. Ein Pulszug mit den Parametern b = 12Tcl
und c = 0.25pi induziert eine Phasenraumstruktur mit zweiza¨hliger Drehachse,
in deren Spektrum lediglich die Signale der geraden Harmonischen zu sehen
sind. Die Phasendifferenz zwischen den Subwellenpaketen fu¨hrt zu Interferenz-
effekten, durch die die Signale der ersten und ho¨herer ungerader Harmonischen
ausgelo¨scht werden. Die Sto¨rung der Symmetrie der Phasenraumstruktur un-
ter Varion von c sto¨rt ebenfalls die induzierten Interferenzeffekte, wodurch die
entsprechenden Signale wieder im Spektrum zu sehen sind. Dazu analog, wird
im Falle eines Pulszuges mit b = 13Tcl eine Phasenraumstruktur mit dreiza¨hliger
Symmetrieachse erzeugt, in deren Spektrum lediglich die Signale der dritten Har-
monischen zu sehen sind. Durch Variation von c kann auch hier die Intensita¨t
der ausgelo¨schten Signale wieder leicht versta¨rkt werden.
Die c-Abha¨ngigkeit der Frequenzdoma¨nensignale fu¨r Subpulsabsta¨nde von
b = 12Tcl und b =
1
3Tcl fu¨r den gesamten Bereich von c ∈ [0; 2pi] ist in Abbil-
dung 3.18 gezeigt. Hier zeigen sich die Interferenzeffekte, die unter geeigneten
Werten von c zu Auslo¨schungen der Signale fu¨hren. Mit Variation von c ist eine
Oszillation der Fourier Amplituden mit einer Oszillationsperiode von 2α zu se-
hen. Auslo¨schungen sind bei Werten von c = 2(n+1)pi2α , n ∈ N zu sehen. Im Falle
der Koha¨renzen 0 (mod α) ist die Oszillation abgeschwa¨cht, so dass es hier nicht
zu Auslo¨schungen kommt. Abschließend soll noch erwa¨hnt werden, dass durch
eine Variation des Subpulsabstandes b im Bereich weniger Femtosekunden um
die dargestellten Werte eine Verschiebung der Oszillationen entlang c bewirkt
wird.
Zusammenfassung und Verallgemeinerung der Effekte des Phasenparame-
ters c Die Effekte des c Parameters ko¨nnen in Abha¨ngigkeit des Subpulsab-
standes b = β
α
Tcl ;α, β ∈ N wie folgt in verallgemeinerter Form zusammengefasst
werden:
1. Durch die Wahl des Parameters c kann eine A¨quivalenzklasse r¯α von
Schwingungszusta¨nden selektiert werden, die tempora¨r die Koeffizienten-
verteilung dominiert.
2. Der exakte Wert von c fu¨r die Selektion einer A¨quivalenzklasse r¯α ist
abha¨ngig von der genauen Wahl von α.
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Abbildung 3.18: Die Signale der Frequenzdoma¨nenspektren weisen eine os-
zillative Abha¨ngigkeit von dem Phasenparameter c auf. Interferenzeffekte
zwischen den phasenverschobenen Schwingungseigenzusta¨nden ko¨nnen un-
ter geeigneten Werten von c zu Auslo¨schungen in den Signalen der ersten
bis (α− 1).ten Harmonischen fu¨hren.
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3. Durch c wird die Gleichma¨ßigkeit der α-za¨hligen Symmetrie der Phasen-
raumstruktur bestimmt.
4. Symmetrische Phasenraumstrukturen werden durch c-Werte erhalten, die
im Laufe der ersten Ha¨lfte der Pra¨parationszeit eine ausgeglichene Popu-
lationsverteilung u¨ber die A¨quivalenzklassen r¯α erreichen.
5. c reguliert die Amplitude der Peaks in den Frequenzdoma¨nenspektren.
6. Interferenzeffekte zwischen phasenverschobenen Schwingunszusta¨nden fu¨h-
ren im Falle symmetrischer Phasenraumstrukturen zu Auslo¨schungen der
Signale im Frequenzdoma¨nenspektrum.
7. Die Anzahl der Amplitudenminima im Spektrum unter Variation von c ∈




Durch die bisherige pha¨nomenologische Betrachtung der Pulszug induzierten Ef-
fekte konnten bereits einige allgemein gu¨ltige Regeln fu¨r die Abha¨ngigkeit der
Dynamik von den Pulsparametern extrahiert werden. Um diese zu besta¨tigen
und ein u¨bergreifendes Versta¨ndnis fu¨r den Mechanismus der Pulszuganregung
zu erreichen wird der induzierte Prozess im Folgenden analytisch betrachtet.
Durch die Verbindung von systemspezifischen Parametern, Pulsparametern, in-
duzierter Dynamik und gemessenen Spektren soll somit ein Ausdruck ermittelt
werden, durch den der Ausgang eines Pulszug induzierten Kontrollexperimen-
tes vorhergesehen und angemessen interpretiert werden kann. Die hergeleiteten
Ergebnisse werden in Kapitel 5 genutzt, um den Mechanismus der Pulszuganre-
gung auf molekulare Systeme ho¨herer Dimension zu erweitern.
3.4.1 Wellenpaketdynamik in der Revival Theorie
Quantendynamische Pha¨nomene, die auf dem reversiblen Dephasieren von Wel-
lenpaketen begru¨ndet sind, werden in der Revival-Theorie betrachtet. In diesem
Rahmen wurde eine analytische Behandlung fu¨r die Dynamik von Wellenpaketen
entwickelt, in die im Folgenden eingefu¨hrt werden soll [135, 143, 162, 163].
Ausgehend von einem Gauss-fo¨rmigen Wellenpaket u¨ber Schwingungszusta¨n-
de eines anharmonischen Systems, mit Maximum im n˜-ten Zustand, wie es durch
Fourier limitierte Anregung in V e erzeugt wird (vgl. (2.1) und Abbildung 3.4),
ko¨nnen die Frequenzen des Systems in eine Taylor-Reihe der Schwingungsquan-
tenzahlen um n˜ entwickelt werden:












(n− n˜)2 + . . . (3.5)







Aufgrund der Anharmonizita¨t des Systems gehen aus den Termen ho¨herer Ord-
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Abbildung 3.19: Das Zeitdoma¨nensignal S(t) nach Fourier limitierter An-
regung spiegelt im Pikosekundenregime das reversible De- und Rephasie-
ren der Schwingungszusta¨nde wider, das sich aus der Anharmonizita¨t der
Schwingung ergibt. Neben den globalen Maxima, zu Beginn der Detektion
und nach der Revivalzeit Trev, treten lokale Nebenmaxima auf, die durch par-
tielles refokussieren der Phasen einzelner Zusta¨nde verursacht werden. Die-
ses Rephasieren der Schwingungszusta¨nde kann anhand der Phasenraum-
darstellung des Wellenpaketes verfolgt werden. Zu Wiederkehrzeiten von
tR = 12ATrev sieht man die Formation von A Subwellenpaketen mit Phasen-
differenzen von ∆φ = 2piA .
Sie beschreibt die, in Unterabschnitt 2.1.5 angesprochene, Dispersion des Wellen-
paketes. Zu beobachten sind die unterschiedlichen Zeiten in den experimentellen
Zeitdoma¨nensignalen, die aus der zeitlichen Entwicklung der Koha¨renzen des
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Wellenpaketes ergeben. Wie bereits erwa¨hnt, ko¨nnen diese durch das Betrags-
quadrat der Korrelationsfunktion des Wellenpaketes (2.89) beschrieben werden,
in die die Dynamik des induzierten Wellenpaketes in V e eingeht.
Durch den energetischen Unterschied zwischen den besetzten Schwingungszu-
sta¨nden entsteht im Femtosekundenbereich die bereits vorgestellte Oszillation
des Signals mit der Periode Tcl (vgl. Abbildung 3.8(a)). Im Pikosekundenbereich
a¨ußert sich die Anharmonizita¨t des Systems in einem reversiblen De- und Repha-
sieren der Schwingungszusta¨nde. Dieses Verhalten spiegelt sich in dem Zerfall
und Wiederaufleben der Korrelationsfunktion wider, das in Abbildung 3.19 zu
sehen ist. Systemzusta¨nde, die vollsta¨ndig oder teilweise rephasiert sind, werden
als volle oder partielle Revivalzusta¨nde bezeichnet. Sie resultieren in globalen




2ATrev ;A,B ∈ N (3.8)
kann ihre Gestalt charakterisiert werden, indem die Taylor-Entwicklung der Fre-
quenzen (3.5) in die zeitliche Entwicklung des Systemzustandes (2.14) eingesetzt















Betrachtet man den Exponenten in (3.9), so sieht man, dass bei einem partiel-
len Revival zur Zeit tR die Schwingungszusta¨nde |ψn〉, bezu¨glich der Differenz
ihrer Quantenzahl n zu n˜, in Restklassen r¯A von A mit gleichen Phasenfakto-
ren unterteilt sind. Die Phasendifferenz zwischen den einzelnen Klassen betra¨gt
∆φ = 2pi BA .
Das reversible De- und Rephasieren kann in der Phasenraumdarstellung sehr
klar veranschaulicht werden. In Abbildung 3.19 sind der Korrelationsfunktion die
Wignerfunktionen partieller Revivalzusta¨nde beigefu¨gt. Die auftretenden Pha-
senraumstrukturen zeigen Analogien zu den Phasenraumstrukturen in Abbil-
dung 3.11, die durch Pulszug Anregung erhalten wurden. Die Momentaufnahme
des Wellenpaketes in V e nach 21 ps zeigt einen sogenannter kollabierter Zustand,
dessen Phasen u¨ber den gesamten Phasenraum gestreut sind. Zu fraktionellen
Revivalzeiten tR bu¨ndeln sich die Phasen der Schwingungszusta¨nde der Rest-
klassen r¯A. Es ist die Entstehung von A Subwellenpaketen zu beobachten, die
jeweils eine Phasendifferenz von ∆φ = 2piA zu ihrem na¨chsten Nachbarn aufwei-
sen. In Kombination mit dem Interferenzmuster zwischen den Subwellenpaketen
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entstehen Strukturen mit A-za¨hliger Symmetrieachse, vergleichbar mit denen in
Abbildung 3.11, die unter Pulszuganregung mit b = β
α
Tcl erzeugt wurden.
Durch Fourier-Transformation des Signals in Abbildung 3.19 erha¨lt man das
Frequenzdoma¨nenspektrum in Abbildung 3.20, in dem die Frequenzen der Ko-























Abbildung 3.20: In dem Frequenzdoma¨nensignal S(ω), das durch Fourier-
Transformation aus dem Zeitdoma¨nensignal in Abbildung 3.19 erhalten
wird, sind aufgrund der langen Detektionszeit von 300 ps die Anharmo-
nizita¨ten des Systems aufgelo¨st. Die vergro¨ßerten Ausschnitte zeigen die
resultierenden Aufspaltungen der Signale der Ein- und Multiquantenkoha¨-
renzen.
in Abbildung 3.7 mit einer Detektionszeit von 1.2 ps, ist hier die Detektionszeit
von 300 ps lang genug, um die Anharmonizita¨ten des Systems aufzulo¨sen. In den
vergro¨sserten Bereichen sieht man die Aufspaltungen der Signale der Einquan-
tenkoha¨renzen bei 179 cm−1, sowie der Multiquantenkoha¨renzen bei ho¨heren
Energien. Durch die hohe Auflo¨sung des Signals in der Frequenzdoma¨ne geht
jedoch die zeitabha¨ngige Information u¨ber die spektralen Beitra¨ge der Phasen-
raumstrukturen verloren. Zu Lasten der Frequenzauflo¨sung, kann diese aus der
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Korrelationsfunktion mit Hilfe einer gleitenden Kurzzeit Fourier-Transformation




S(t)g(t− τ)e(−iωt) dt (3.10)
In der resultierenden Zeit-Frequenz aufgelo¨sten Darstellung des Spektrums in
T    /6rev revT    /4 revT    /2
45ps 67ps 135ps
Abbildung 3.21: In der Zeit-Frequenz aufgelo¨sten Darstellung des Signals
sind deutlich die tempora¨ren Interferenzeffekte zu sehen. Zu Zeiten t = 0,
t = 135 ps = Trev2 und t = 270 ps = Trev, in denen die Schwingungs-
zusta¨nde in Phase sind erscheinen alle Signale im Spektrum. Zu Zeiten
t = 67 ps = Trev4 und t = 45 ps =
Trev
6 fu¨hren Phasendifferenzen zwischen
A¨quivalenzklassen von Schwingungszusta¨nden zu symmetrischen Phasen-
raumstrukturen, vergleichbar mit denen, die durch Pulszug Anregung er-
halten wurden. In diesen Zeiten werden durch destruktive Interferenz pha-
senverschobener Koha¨renzen einzelne Signale im Spektrum ausgelo¨scht.
Abbildung 3.21 sieht man, dass zu fraktionalen Revivalzeiten tR einzelne Signa-
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le im Spektrum verschwinden. Zu Zeiten t = Trev und t = 12Trev, in denen das
Wellenpaket vollsta¨ndig refokussiert ist, erscheinen sa¨mtliche Signale. Zu Revi-
valzeiten tR ,A = 1, 2, 3 beobachtet man dieselben Charakteristika, sowohl in
den Phasenraumstrukturen, als auch in den Signalamplituden, wie zuvor unter
Pulszuganregung mit b = 1
α
Tcl , α = 1, 2, 3 (vgl. Abbildung 3.17). Phasendifferen-
zen ∆φi,j zwischen Schwingungszusta¨nden unterschiedlicher A¨quivalenzklassen
r¯A fu¨hren hier zu tempora¨ren Interferenzeffekten, die zu einer Auslo¨schung der
jeweiligen Signale fu¨hren.
Die beobachteten Effekte im Phasenraum und den resultierenden Spektren,
lassen auf eine Verwandtschaft der Dynamik unter Fourier limitierter Anregung
im Pikosekundenbereich und Pulszug induzierter Dynamik im Femtosekunden-
bereich schließen. Eine Besta¨tigung dieses Zusammenhanges, der neben einer
einfachen Interpretation der Pulszug induzierten Effekte auch eine Verknu¨pfung
der Spektren mit der Multilevelstruktur des molekularen Systems erlaubt, wird
im folgenden Kapitel gegeben.
3.4.2 Sto¨rungstheoretische Behandlung
Unter Verwendung zeitabha¨ngiger Sto¨rungstheorie werden im Folgenden
die Analogien zwischen Pulszug induzierter Dynamik und der in Unterab-
schnitt 3.4.1 vorgestellten Dynamik unter Fourier limitierter Anregung im Pi-
kosekundenbereich herausgearbeitet. In diesem Zuge wird eine analytische For-
mel entwickelt, die die Effekte der Pulszugparameter b und c in Anlehnung an
Fourier limitierte Anregung verdeutlicht.
Um eine einfache Formel zu erhalten wird der Pulszug durch drei δ-Funktions





δ (t− tξ) e−iωLteiφξ (3.11)
Die Zentralfrequenz ωL = ωres − ω0 des Lasers wird resonant zu dem Schwin-
gungszustand mit maximalem Franck-Condon Faktor gewa¨hlt, wobei ω0 und ωres
die Eigenfrequenzen des Schwingungsgrundzustandes in V g und des resonanten
Schwingungszustandes in V e bezeichnen. Durch Einfu¨hren der energetischen Ab-
sta¨nde ω˜n = ωn−ωres erha¨lt man aus den allgemeinen sto¨rungstheoretischen Ent-
wicklungen der Wellenfunktionen (2.78) und (2.79) die Beschreibung des durch
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Die um ωres verschobenen Schwingungsenergien der Schwingungslevel in V e wer-
den durch ω˜(e,n) beschrieben. Mit T wird die Menge der Zeiten bezeichnet, die








den einseitigen Feynman-Pfad, der durch den zentralen Subpuls induziert wird.
Analog dazu wird in (3.13) der einseitige Feynman-Pfad dritter Ordnung, der
durch den zentralen Subpuls induziert wird, durch das Wellenpaket
ψ
(3)










Die einzelnen Terme in den Summen von (3.12) und (3.13) beschreiben somit
die Phasenunterschiede der jeweiligen Feynman-Pfade zu demjenigen Pfad, der
lediglich Anteile des zentralen Subpulses entha¨lt. Mit diesen Gleichungen kann
nun der Effekt der beiden Pulszugparameter b und c analysiert werden.
Effekt des Subpulsabstandes Der Effekt des Subpulsabstandes b erschließt
sich bereits aus der Wellenfunktion erster Ordnung (3.12). Hierzu werden zu-
na¨chst die Frequenzen ω˜(e,n) von V e durch die Taylor-Reihe (3.5) bis zu zweiter
Ordnung beschrieben. Durch Einsetzen der systemspezifischen Zeiten Tcl (3.6)
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und Trev (3.7), sowie Substitution der zeitliche Differenz (tn − t2) zwischen den























In einem Vergleich mit (3.9) erkennt man, dass sich fu¨r das Wellenpaket nach
Pulszug Anregung dieselben Phasenbeziehungen ergeben, wie sie sich fu¨r das
Wellenpaket nach Fourier limitierter Anregung finden. Auch hier werden die
Phasen der einzelnen Komponenten zu Einen durch die Differenz der Schwin-
gungsquantenzahlen bestimmt. Zum Anderen bestimmt hier der Subpulsabstand
b, der in Relation zu der systemspezifischen Zeit Tcl der Mode gesetzt wird,
die genauen Phasenbeziehungen zwischen den einzelnen Schwingungszusta¨nden.
Durch ihn wird die Separation der Schwingungszusta¨nde in die A¨quivalenzklas-
sen (3.4) erreicht, die unter Fourier limitierter Anregung durch Wahl eines spezi-
ellen Zeitpunktes erfolgte. Interessant ist dabei der Unterschied der auftretenden
Zeitskalen, in denen die Formierung entsprechender Revivalmuster mit symme-
trischer Phasenraumstruktur durch die Separation in A¨quivalenzklassen erreicht
wird. Wa¨hrend im Fourier limitierten Fall solche Systemzusta¨nde erst nach Pi-
kosekunden, in dem durch Trev bestimmten Bereich, erreicht werden, so ko¨nnen
diese durch Pulszug Anregung unter geeigneter Wahl von b bereits nach Femto-
sekunden, in dem durch Tcl definierten Regime, generiert werden.
Effekt des Phasenparameters Der Effekt des Phasenparameters c auf die
Struktur des Wellenpaketes im Phasenraum und die induzierte Dynamik zeigt
wesentlich komplexere Zusammenha¨nge, fu¨r die keine einfache Formel entwickelt
werden konnte. Bereits in die sto¨rungstheoretische Entwicklung erster Ordnung
des Wellenpaketes (3.12), die Feynman-Pfade zwischen zwei Subpulsen entha¨lt,
geht die konkrete Phasenbeziehung zwischen den Subpulsen ein. In U¨bereinstim-
mung damit, konnte in Experimenten an diatomaren Moleku¨len unter Verwen-
dung phasenstabiler Doppelpulssequenzen Kontrolle u¨ber den Phasenparameter
erreicht werden [70, 93, 94, 166, 167]. Im Rahmen der Wellenpaketinterferome-
trie werden solche Effekte bereits experimentell genutzt, um spektroskopische
Information u¨ber molekulare Systeme zu erhalten [70, 157, 159, 168]. In den
hier betrachteten Phaseneffekt geht die definierte Phasenverteilung der sinus-
modulierten Pulszu¨ge mit ein. Durch Variation von c werden gezielt einzelne
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Subwellenpakete generiert oder vernichtet, wodurch die durch b induzierte Sym-
metrie der Phasenraumstrukturen erhalten oder gesto¨rt werden kann. Hierdurch
ero¨ffnet sich die Mo¨glichkeit einer gezielten Steuerung von tempora¨ren Interfe-
renzeffekten, die ebenfalls in den Spektren zu sehen ist. Im Falle sinusmodulierter
Pulszu¨ge treten diese Effekte in den sto¨rungstheoretischen Termen erster Ord-
nung nicht auf. Die fu¨r eine vollsta¨ndige Beschreibung erforderliche Ordnung der
Sto¨rung wird durch die Anzahl der Subpulse bestimmt. Im Falle dreier Subpul-
se ist erst in Termen dritter Ordnung (3.13) ein Intensita¨tsaustausch zwischen
den einzelnen Subwellenpaketen durch Variation von c zu beobachten. Dabei
stellt sich heraus, dass diese Effekte sich erst aus der Summe u¨ber sa¨mtliche
Feynman-Pfade in (3.13) ergeben.
Wichtig ist hier, dass die beschriebenen Effekte unter der in spektroskopischen
Berechnungen ha¨ufig verwendeten RWA-Na¨herung (RWA=’rotating wave appro-
ximation’) nicht reproduziert werden ko¨nnen. Im Rahmen dieser Na¨herung wer-
den einzelne Komponenten vernachla¨ssigt, die in Spektren nur geringe Anteile
ausmachen. Nach Transformation in das mit ωL rotierende Koordinatensystem,
ergeben sich zum einen Feynman-Pfade die eine Rotation in der komplexen Ebe-
ne mit Frequenzen im Bereich der Schwingungsfrequenzen beschreiben, und zum
anderen Feynman-Pfade, die im Bereich der doppelten Laserfrequenz in der kom-
plexen Ebene rotieren. In der RWA-Na¨herung werden diese schnell oszillierenden
Terme vernachla¨ssigt, da sie im Vergleich zu den langsamen rotierenden Termen
in den Spektren meist sehr klein ausfallen. In dem betrachteten c-Mechanismus
sind jedoch genau diese Terme verantwortlich, fu¨r die Population und Depopula-
tion der einzelnen A¨quivalenzklassen der Schwingungszusta¨nde. Die zu Ende der
Pra¨parationszeit erreichte Gauss-Verteilung u¨ber die Schwingungszusta¨nde wird
durch die charakteristische Phasenverteilung sinusoidaler Pulszu¨ge erreicht. Dass
sich die beobachteten c Effekte im Rahmen dieser Na¨herung nicht rekonstruie-
ren lassen, la¨sst sich bereits aus den in (3.13) auftretenden Exponenten mit der
doppelten Laserfrequenz 2ωL erahnen. In Simulationen unter RWA-Bedingungen
konnte dies besta¨tigt werden.
3.5 Zusammenfassung
In einem Modellsystem diatomarer Moleku¨le wurde der Kontrollmechanismus
unter Pulszu¨gen mit sinusoidaler Phasenmaske untersucht. In U¨bereinstimmung
mit experimentellen Beobachtungen wurde durch Variation der Pulsparameter b
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und c eine Vera¨nderung der Amplituden einzelner Komponenten in den Spektren
erreicht. In einer eingehenden Analyse dynamischer Charakteristika konnten die-
se Resultate auf reine mikroskopische Interferenzeffekte zuru¨ckgefu¨hrt werden.
Als wesentlicher Faktor fu¨r die beobachteten Effekte, stellte sich dabei die Zu-
sammensetzung des Kernwellenpaketes als U¨berlagerung mehrerer Schwingungs-
zusta¨nde heraus. Durch Variation der Pulsparameter konnten Amplituden und
Phasen der einzelnen Koeffizienten des Wellenpaketes selektiv angesprochen wer-
den. In ihrer Wirkung unterscheiden sich die beiden Pulsparameter deutlich. Sie
lassen sich jeweils mit charakteristischen Eigenschaften des Systems in Verbin-
dung bringen.
Der Subpulsabstand b steht in engem Zusammenhang mit der klassischen Os-
zillationsperiode Tcl der Kernschwingung. Diese bestimmt vorwiegend die Pha-
senentwicklung der Schwingungszusta¨nde in Perioden freier Pra¨zession wa¨hrend
der Pra¨parationszeit, deren Dauer durch b definiert wird. Da Richtung und
Betrag des Populationstransfers von dem Phasenfaktor der jeweiligen Schwin-
gungszusta¨nde abha¨ngen, ko¨nnen diese durch Wahl des Subpulsabstandes selek-
tiv angesprochen werden. Die resultierenden Wellenpakete haben wie im Fourier
limitierten Fall eine Gauss-fo¨rmige Koeffizientenverteilung, unterscheiden sich je-
doch in den Phasen der Koeffizienten. Falls b einem Bruchteil der Oszillationspe-
riode entspricht, sind in dem Phasenraum der Kernwellenpakete symmetrische
Strukturen zu erkennen. Diese bestehen aus phasenverschobenen Subwellenpa-
keten und Interferenzmustern, die durch die koha¨rente Natur der molekularen
Zusta¨nde entstehen. Die Interferenzen dieser Materiezusta¨nde u¨bertragen sich
ebenfalls auf die experimentellen Spektren. Phasendifferenzen einzelner Koha¨-
renzen fu¨hren hier zu destruktiver Interferenz der induzierten Polarisation, wo-
durch abha¨ngig von der Symmetrie der Phasenraumstrukturen selektiv einzelne
spektrale Komponenten tempora¨r geda¨mpft werden. Unter Fourier limitierter
Anregung sind solche symmetrischen Phasenraumstrukturen auch als partielle
Revivalzusta¨nde bekannt. Zusta¨nde, die durch Pulszu¨ge generiert wurden, zei-
gen im Falle a¨quivalenter Phasenraumsymmetrie dieselben zeitabha¨ngigen spek-
tralen Interferenzeffekte wie partielle Revivalzusta¨nde nach Fourier limitierter
Anregung. Wa¨hrend unter Fourier limitierter Anregung die Symmetrie der Pha-
senraumstruktur und der resultierenden spektralen Interferenzmuster durch die
Revivalzeit Trev im Pikosekundenregime bestimmt wird, ko¨nnen diese Zusta¨nde
unter Pulszuganregung bereits im Femtosekundenbereich durch die Wahl von b
in Relation zu Tcl erreicht werden. Der spektroskopische Nutzen der auftretenden
80
3.5 Zusammenfassung
tempora¨ren spektralen Interferenzeffekte zeigt sich bereits in dem Vergleich mit
Revivalzusta¨nden, deren Auftreten und Struktur von der genauen energetischen
Zusammensetzung des molekularen Systems bestimmt sind.
Der Phasenparameter c stellt einen zusa¨tzlichen Kontrollparameter dar, der
sich ebenfalls auf die Phasenraumstruktur auswirkt. Wa¨hrend durch b die Pha-
sendifferenz zwischen Komponenten des Wellenpaketes definiert werden, kann
durch die Wahl von c eine partielle Aufhebung der induzierten Differenz erreicht
werden. Dies erkla¨rt sich durch die Phasendifferenz zwischen den Subpulsen
(vgl. Unterabschnitt 2.2.2), die nach der ersten Ha¨lfte des Pulszuges von ∆φ = c
zu ∆φ = pi − c wechseln. Durch das Zusammenspiel von Pulsphase und Phase
der Schwingungszusta¨nde, kann die Verteilung der Schwingungszusta¨nde auf die
phasenverschobenen Subwellenpakete vera¨ndert werden. Im Phasenraum fu¨hrt
dies zu einer Sto¨rung der Symmetrie, wodurch die erzeugten Interferenzeffekte
sowohl im Phasenraum, wie auch in den Spektren gemindert werden. Unter Va-
riation von c wird somit eine oszillative Abha¨ngigkeit der Fourier-Amplituden
in den Spektren beobachtet, die auf Interferenzeffekte zwischen Subpulsen und
angeregten Schwingungszusta¨nden zuru¨ckzufu¨hren ist. In der Oszillation der
Amplituden ist somit die Information u¨ber die genaue Phasenverteilung der
Schwingungszusta¨nde im angeregten Zustand enthalten. Die Beobachtung die-
ser c Abha¨ngigkeit kann somit als Nachweis fu¨r die mikroskopische Natur der
beschriebenen Interferenzeffekte genutzt werden.
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Die vorgestellte Analyse der Pulszugkontrolle in Kapitel 3 erfolgte im Rahmen ei-
nes konservativen Systems, frei von a¨ußeren Sto¨rungen. Hier konnte das Prinzip
der koha¨renten Kontrolle, das die koha¨renten Eigenschaften von Photonen und
Materie nutzt, uneingeschra¨nkt angewendet werden. Die festen Phasenbeziehun-
gen fu¨hrten zu Interferenzeffekten destruktiver und konstruktiver Natur, die sich
u¨ber die Pulsparameter kontrollieren ließen. Interferenzeffekte im Phasenraum
der Materiezusta¨nde u¨bertrugen sich auf die spektroskopischen Observablen, wo-
durch im Spektrum gezielt einzelne Komponenten unterdru¨ckt werden konnten.
Spektroskopische Untersuchungen finden jedoch meist in kondensierter Mate-
rie statt. Hier ko¨nnen a¨ußere Einflu¨sse nicht mehr vernachla¨ssigt werden. Neben
einem Einergieaustausch mit der Umgebung, der durch intermolekulare Sto¨ße
induziert wird, ko¨nnen auch Unterschiede in der na¨heren Umgebung zu einer irre-
versiblen Dephasierung des betrachteten Systems fu¨hren. Inkoha¨rente Prozesse
dieser Art sto¨ren die Koha¨renz des molekularen Systems, die eine Voraussetzung
fu¨r erfolgreiche Kontrolle ist. Die Auswirkungen dissipativer Umgebung auf Kon-
trollprozesse sind daher ein wichtiger und wohlstudierter Aspekt auf dem Gebiet
der koha¨renten Kontrolle [89, 169–176].
Im Folgenden wird die Analyse des Pulszug induzierten Kontrollmechanis-
mus um die Betrachtung dissipativer Umgebungseffekte erweitert. Im Rahmen
der reduzierten Dichtematrixtheorie (vgl. Unterabschnitt 2.1.5 und Unterab-
schnitt 2.1.9) wird der Einfluss elastischer und inelastischer Prozesse auf die
Pulszugkontrolle untersucht. Nach einer Einfu¨hrung des Modellsystems in Ab-
schnitt 4.1, werden zuna¨chst in Abschnitt 4.2 die Auswirkungen der verschiede-
nen dissipativen Parameter am Beispiel Fourier limitierter Anregung vorgestellt.
Anschließend werden in Abschnitt 4.3, die in Kapitel 3 abgeleiteten Regeln fu¨r
die Pulszugkontrolle auf ihre Besta¨ndigkeit unter dem Einfluss dissipativer Um-
gebung u¨berpru¨ft und die Grenzen einer mo¨glichen Kontrolle festgesteckt.
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4.1 Modellsystem
Als Grundlage des Model fu¨r die Betrachtung dissipativer Effekte dient das Mo-
delsystem fu¨r elektronische Anregung aus Abschnitt 3.1. Nach Berechnung der
Schwingungsenergien und Zusta¨nde gema¨ß Unterabschnitt 2.1.7 wird das Sys-
tem in die Energieeigenbasis transformiert. Fu¨r eine vollsta¨ndige Beschreibung
genu¨gt es, die Basis auf die unteren 16 Schwingungszusta¨nde der beiden elektro-
nischen Zusta¨nde V g und V e zu reduzieren. In der Eigenbasis werden die dissipa-
tiven Lindblad-Operatoren konstruiert, wie es in Unterabschnitt 2.1.9 beschrie-
ben wurde. Bei der Konstruktion der Operatoren wird zwischen elektronischen
Dephasierungsprozessen, Schwingungsdephasierungsprozessen und Schwingungs-
relaxationsprozessen unterschieden, die jeweils durch die charakteristischen Zei-
ten T2e, T2v und T1 ihrer fundamentalen U¨berga¨nge beschrieben werden. Um
die Auswirkungen der verschiedenen Zeiten zu untersuchen, werden diese im
Bereich von Ti = [0.1; 3] ps variiert, in dem dissipative Prozesse in realistischer
Umgebung anzusiedeln sind [117, 124–126]. Die zeitliche Entwicklung der Dich-
tematrix wird durch die Liouville-von-Neumann-Gleichung (2.15) beschrieben.
Die verwendeten Laserfelder sind a¨quivalent zu den Feldern, die in Kapitel 3
eingefu¨hrt wurden.
4.2 Fourier limitierte Anregung
Aufgrund der kurzen Pulsdauer unterscheidet sich die Dynamik in der Pra¨para-
tionszeit unter Fourier limitierter Anregung durch den Einfluss der Dissipation
nicht wesentlich von der Dynamik des konservativen Systems. Auf die Beset-
zung der Schwingungszusta¨nde von V g in der Detektionszeit wirkt sich ledig-
lich die Schwingungsrelaxation aus. Die entsprechende Entwicklung ist fu¨r den
Fall der fundamentalen Relaxationszeit von T1v = 500 fs in Abbildung 4.1 ge-
zeigt. Einhergehend mit einer Verminderung der Breite verschiebt sich die Gauss-
Verteilung u¨ber die Schwingungszusta¨nde zu kleineren Schwingungsquantenzah-
len und endet schließlich im Schwingungsgrundzustand von V e. Die einzelnen
Schwingungslevel erfahren dabei einerseits einen Zuwachs an Population von
energetisch ho¨her gelegenen Zusta¨nden und verlieren andererseits Besetzung an
energetisch tiefer liegende Zusta¨nde. Nach ca. 3 ps ist nur noch der Grundzu-
stand besetzt.
Die Koha¨renzen des induzierten Wellenpaketes in V e werden von zwei Pro-
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Abbildung 4.1: Unter Schwingungsrelaxation mit einer fundamentalen Zeit-
konstante von T1v = 500 fs verschiebt sich die Koeffizientenverteilung des
Wellenpaketes in V e allma¨hlich in Richtung des Schwingungsgrundzustan-
des.
zessen beeinflusst. Zum Einen verursachen elastische Prozesse eine inkoha¨rente
Dephasierung der Schwingungslevel, die durch die Raten γv beschrieben wer-
den und zum Anderen bewirken die dissipativen Anteile inelastischer Prozesse
Dephasierung die durch die Raten Γv beschrieben werden. Elektronische Depha-
sierung wirkt sich dagegen nicht auf die Koha¨renzen in V e aus. Die irreversiblen
Koha¨renzverluste zwischen Schwingungszusta¨nden ko¨nnen am deutlichsten im
Phasenraum dargestell werden. In Abbildung 4.2 ist die Dynamik des induzier-
ten Wellenpaketes in V e unter dem Einfluss der reinen Schwingungsdephasie-
rung mit einer fundamentalen Geschwindigkeitskonstanten von T2v = 500 fs
gezeigt. Der Verlust der Phasenbeziehung zwischen den Schwingungszusta¨nden
a¨ußert sich in einem Breitfließen des Zustandes u¨ber den Phasenraum. Bereits
zu Ende der dritten Schwingungsperiode, zum Zeitpunkt t = 556 fs erstreckt
sich die Breite der Verteilung u¨ber die Ha¨lfte des Phasenraums. Der blaue kreis-
fo¨rmige Schatten zeigt Anteile mit vollsta¨ndigem Informationsverlust u¨ber die
Phasen. Im Gegensatz zu der koha¨renten Verteilung u¨ber den Phasenraum, die in
Kapitel 3 beobachtet wurde, haben die Wignerdarstellungen der inkoha¨rent de-
phasierten Zusta¨nde keine negativen Anteile. Interferenzeffekte treten hier nicht
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Abbildung 4.2: Unter Einfluss der Schwingungsdephasierung mit einer funda-
mentalen Zeitkonstanten von T2v = 500 fs verteilen sich die Schwingungs-
zusta¨nde des Wellenpaketes in V e zunehmend u¨ber den Phasenraum. Der
Koha¨renzverlust a¨ußert sich in fehlenden Interferenzeffekten: im Gegensatz
zu den koha¨rent dephasierten Wellenpaketen in Abbildung 3.11 treten hier
zwischen Komponenten gegenla¨ufiger Phase keine negativen Anteile in der
Wignerfunktion auf.
auf, da die Information u¨ber die Phasenbeziehungen zwischen Komponenten
unterschiedlicher Phasen verloren ist.
Unter Einfluss der Schwingungsrelaxation findet zusa¨tzlich zu der inkoha¨ren-
ten Dephasierung ein Energieverlust statt. Die entsprechende Phasenraumdar-
stellung der Entwicklung mit einer fundamentalen Zeitkonstanten von T1 =
500 fs sind in Abbildung 4.3 gezeigt. Der inkoha¨rente Energietransfer in Rich-
tung des Schwingungsgrundzustandes a¨ußert sich in einer spiralfo¨rmigen Trajek-
torie des Schwerpunktes entgegen des Phasenraumursprungs.
Durch Tr (ρ2e) kann die Reinheit des Zustandes auf V e dargestellt werden.
Sie entspricht dem Informationsgehalt u¨ber die Phasenbeziehungen der Schwin-
gungszusta¨nde. Die zeitliche Entwicklung Tr (ρ2e) (t) ist in Abbildung 4.4 fu¨r die
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Abbildung 4.3: Unter dem Einfluss der Schwingungsrelaxation mit der funda-
mentalen Zeitkonstanten T1v = 500 fs sind in der zeitlichen Entwicklung
des Wellenpaketes in V e zwei Effekte zu sehen. Neben der inkoha¨renten
Dephasierung, die durch die dissipativen Anteile des Prozesses verursacht
werden, a¨ußert sich der Energieverlust, der durch die fluktuativen Anteile
beschrieben wird, in einer spiralfo¨rmigen Bahn in Richtung des Phasenraum-
ursprungs.
beiden vorgestellten Fa¨lle der Schwingungsdephasierung und der Schwingungs-
relaxation gezeigt.
Im Gegensatz zu 2-Level-Systemen, in denen der Zerfall der Reinheit durch
eine monoexponentielle Kurve dargestellt werden kann, entstehen hier durch
das Zusammenspiel der individuellen Zerfallskonstanten der besetzten Schwin-
gungszusta¨nde Zerfallskurven, die anna¨hernd durch biexponentielle Kurven be-
schrieben werden ko¨nnen. Fu¨r fundamentale Zeitkonstanten im Bereich T2v =
[0.1; 3] ps bewegen sich die resultierenden Zeitkonstanten des biexponentiellen
Zerfalls in den Bereichen τa . 200 fs und τb ≈ T2v2 . Die Wirkung des Dephasie-
rungsprozesses in der Pra¨parationszeit a¨ußert sich hier in dem Wert der Reinheit
zu Anfang der Detektionszeit, t0 = 0, der mit abnehmenden T2v-Zeiten sinkt.
Im Falle der Schwingungsrelaxation ist nach Erreichen eines Minimums ein zu-
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sa¨tzlicher Anstieg der Reinheit zu beobachten. Dieser entsteht durch die Relaxa-
tion in Richtung des Grundzustandes. Im Falle elektronischer Dephasierungspro-
zesse bleibt die Reinheit in V e erhalten, da diese sich nicht auf die Koha¨renzen
zwischen Schwingungsleveln auswirken.
(a) Schwingungsdephasierung T2v (b) Schwingungsrelaxation T1v
Abbildung 4.4: Der Koha¨renzverlust in V e kann durch Tr (ρ2e) (t) darge-
stellt werden. Dephasierungsprozesse zeigen einen biexponentiellen Zerfall,
der sich aus den Zerfallskurven der verschiedenen Schwingungszusta¨nde
des Kernwellenpaketes zusammensetzt. Im Falle der Schwingungsrelaxati-
on steigt nach Erreichen eines Minimums die Reinheit wieder an. Ohne
Betrachtung weiterer Prozesse endet das System hier in dem geku¨hlten
Schwingungsgrundzustand von V e.
A¨hnliche Zusammenha¨nge sind im Falle der elektronischen Koha¨renz zu be-
obachten, die in die Polarisation des Systems einfließen und somit in den expe-
rimentellen Spektren erfasst werden. Sowohl unter dem Einfluss elektronischer
Dephasierungsprozesse mit der fundamentalen Zeitkonstanten T 2e, wie auch un-
ter Schwingungsrelaxationsprozessen, zerfallen die einzelnen elektronischen Ko-
ha¨renzen c∗eicgj monoexponentiell mit ihren charakteristischen Zerfallszeiten. Die
entsprechenden Zerfallsraten sind nach (2.32) proportional zu dem energetischen
Abstand der jeweiligen Zusta¨nde. Fu¨r die Polarisation des Gesamtsystems erge-
ben sich in beiden Fa¨llen monoexponentielle Zerfallskurven, die in Abbildung 4.5
dargestellt sind. Die Zerfallszeiten dieser Kurven bezeichnen die effektiven Zer-
fallszeiten der Polarisation τeff des Multilevelsystems. Neben den Dephasierungs-
zeiten sind sie abha¨ngig von der energetischen Zusammensetzung des Systems,
wie auch von der Verteilung des pra¨parierten Zustandes u¨ber die Schwingungs-
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(a) T2e (b) T1
Abbildung 4.5: Die Intensita¨t der Zeitdoma¨nensignale S(t) zerfa¨llt sowohl un-
ter dem Einfluss der elektronischen Dephasierung, wie auch unter Schwin-
gungsrelaxation monoexponentiell. In die effektiven Zerfallszeiten des Si-
gnals τeff gehen neben den Dephasierungszeiten der fundamentalen U¨ber-
ga¨nge T2 auch die energetische Zusammensetzung des Systems und die Ver-
teilung u¨ber die Schwingungszusta¨nde ein.
zusta¨nde. Da elektronische Koha¨renzen durch reine Dephasierungsprozesse zwi-
schen Schwingungsleveln nicht beeinflusst werden, zeigen Vera¨nderungen von
T2v keinerlei Auswirkungen auf die Entwicklung der Polarisation.
Abbildung 4.6: In Abbildung 4.5 gilt fu¨r die Signalzerfallszeiten unter elektro-
nischer Dephasierung und Schwingungsrelaxation: τeff ≈ T2e2 und τeff ≈ T1v4 .
Fu¨r das Modellsystem und das verwendete Laserfeld sind resultierende effek-
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tive Zerfallszeiten der Polarisation τeff unter unterschiedlichen fundamentalen
Zeiten T01 := T1 und T01 := T2e in Abbildung 4.6 gezeigt. Fu¨r τeff sind lineare
Abha¨ngigkeiten von den fundamentalen dissipativen Zerfallszeiten T01 zu erken-
nen. Die resultierenden effektiven Zerfallszeiten ergeben sich im Falle der elek-
tronischen Dephasierung zu τeff ≈ T2e2 und im Falle der Schwingungsrelaxation
zu τeff ≈ T1v4 .
Der durch Dephasieren der elektronischen Koha¨renzen induzierte Zerfall des
Signals wirkt sich ebenfalls auf die Spektren der Frequenzdoma¨ne aus. In Abbil-
dung 4.7 sind die Frequenzdoma¨nensignale zu Abbildung 4.5 unter T1v und T2e
gezeigt. Nach Fourier-Transformation wurden die Signale auf die gro¨ßte, von
Null abweichende Komponente normiert. Mit ansteigenden Dephasierungszei-
ten, induziert durch T1v oder T2e, a¨ußert sich der exponentielle Zerfall in einer
zunehmenden Verbreiterung der Signale der einzelnen Koha¨renzen. Unter sehr
schnellen Dephasierungszeiten im Bereich unter 100 fs sind Multiquantenkoha¨-
renzen kaum noch zu erkennen.
(a) T1v (b) T2e
Abbildung 4.7: Die normierten Frequenzdoma¨nen Spektren zeigen eine deut-
liche Abha¨ngigkeit von den Schwingungsrelaxationszeiten T1v und den rei-
nen elektronischen Dephasierungszeiten T2e. Der exponentielle Zerfall des





Bei der Betrachtung Pulszug induzierter Dynamik unter dissipativer Umgebung
stellt sich die Frage, inwiefern die in Kapitel 3 abgeleiteten Effekte der beiden
Pulsparameter b und c noch gu¨ltig sind und von dissipativen Effekten beeinflusst
werden. Diesbezu¨glich soll die durch den Subpulsabstand b induzierte Selekti-
vita¨t der Population der Schwingungslevel in Restklassen r¯α (3.4) betrachtet
werden, sowie der damit verbundene Phasenshift zwischen Subwellenpaketen,
der sich in einer Da¨mpfung der entsprechenden Koha¨renzen in den Frequenzdo-
ma¨nen Spektren auswirkt. Zum Anderen soll die c-abha¨ngige Sto¨rung der Pha-
Abbildung 4.8: Auch unter Einfluss von Schwingungsrelaxationsprozessen mit
der fundamentalen Zeitkonstanten T1v = 100 fs ist in der zeitlichen Entwick-
lung der Population der Schwingungszusta¨nde wa¨hrend der Pra¨parationzeit
noch die b induzierte Selektivita¨t gerader und ungerader Schwingungszu-
sta¨nde zu erkennen.
senraumsymmetrie untersucht werden, durch die in konservativen Systemen die
Da¨mpfung der Signale gezielt aufgehoben werden kann. Im Folgenden wird die
Auswirkung dissipativer Prozesse auf diese Effekte unter Pulszuganregung mit
Subpulsabstand b = Tcl/2 = 93 fs untersucht. Im konservativen System fu¨hrte
dieser zu einer Separation in gerade und ungerade Schwingungslevel in V e und
somit zu Phasenraumstrukturen mit zweiza¨hliger Symmetrieachse. Materieinter-
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ferenzeffekte u¨bertrugen sich auf die Polarisation und fu¨hrten im Spektrum zu
einer Da¨mpfung der Signale der ungeraden Koha¨renzen. Wie in Abschnitt 4.2,
werden die fundamentalen dissipativen Zeitkonstanten T1v, T2v und T2e im Be-
reich von [0.1; 3] ps variiert.
Betrachtet man die Entwicklung der Population der Schwingungszusta¨nde in
der Detektionszeit, so ist sowohl unter dem Einfluss von vibrations und elektroni-
schen reinen Dephasierungszeiten T2v und T2e, wie auch unter Schwingungsrela-
xationszeiten T1v im betrachteten Bereich nach wie vor eine selektive Population
gerader und ungerader Schwingungszusta¨nde durch die einzelnen Subpulse zu
sehen. Die sta¨rkste Abweichung von der Entwicklung des konservativen Systems
finden unter Schwingungsrelaxationsprozessen statt. Die zeitliche Entwicklung
der Schwingungspopulationen in V e unter Schwingungsrelaxation mit einer fun-
damentalen Relaxationszeit von T1v = 100 fs sind in Abbildung 4.8 gezeigt.
Trotz der U¨berlagerung von dem durch den Relaxationsprozess induzierten Po-
pulationstransfer ist auch hier noch eine selektive Anregung der geraden und
ungeraden Schwingungszusta¨nde durch die Subpulse schwach zu erkennen.
(a) T2v = 100 fs (b) T1v = 500 fs
Abbildung 4.9: In den Phasenraumstrukturen von V e sind auch unter Einfluss
von Schwingungsdephasierung mit T2v = 100 fs und Schwingungsrelaxation
mit T1v = 500 fs noch Interferenzeffekte zwischen koha¨renten Anteilen un-
terschiedlicher Phasen zu sehen (Farbskala wie in Abbildung 3.11). Schwach
erkennt man unter Pulszu¨gen mit c = 0.3, die durch den Subpulsabstand b
induzierte zweiza¨hlige Symmetrieachse. Wie im konservativen System kann
auch hier die Symmetrie durch den Phasenparameter c gesto¨rt werden.
Die Selektivita¨t der Schwingungsa¨quivalenzklassen r¯2 unter dissipativen Ein-
flu¨ssen u¨bertra¨gt sich ebenfalls auf die Phasenraumstrukturen. In Abbildung 4.9
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sind Pulszug induzierte Phasenraumstrukturen unterschiedlicher Phasenpara-
meter c = 0 und c = 0.3 unter Einfluss reiner Schwingungsdephasierung mit
T2v = 100 fs und Schwingungsrelaxation mit T1v = 500 fs zu Anfang der Detek-
tionszeit gezeigt. Trotz dephasierender Effekte, die eine inkoha¨rente Verteilung
u¨ber den Phasenraum bewirken, sind im Falle von c = 0.3 noch die um ∆φ = pi
phasenverschobenen Subwellenpakete zu erkennen. Aufgrund der kurzen T2v Zei-
ten sind die phasenverschobenen Komponenten in Abbildung 4.9(a) nicht mehr
klar voneinander zu unterscheiden. Deutlich wird hier die Phasenraumstruktur
von inkoha¨renten Anteilen dominiert. Die negativen Anteile, die sich im Zentrum
des Phasenraumes in den violetten Anteilen der Wigner-Funktion a¨ußern, zeigen
jedoch schwache Interferenzeffekte zwischen koha¨renten Anteilen. Durch Variati-
on von c werden, wie auch im konservativen System, Intensita¨ten zwischen den
koha¨renten Subwellenpaketen ausgetauscht. Unter Verwendung von c = 0 fu¨hrt
dies zu der bereits beobachteten Sto¨rung der zweiza¨hligen Symmetrieachse der
Phasenraumstrukturen.
Abbildung 4.10: Unter kurzen elektronischen Dephasierungszeiten nimmt die,
durch den Phasenparameter c induzierte Sto¨rung der Phasenraumsymme-
trie ab.
Anders als im Falle der Fourier limitierten Anregung in Abschnitt 4.2 wir-
ken sich unter Pulszuganregung reine elektronische Dephasierungsprozesse auf
die Phasenraumstrukturen aus. Hier ist eine Vera¨nderung der Wirkung des Pha-
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senparameters c unter Vera¨nderung der reinen elektronischen Dephasierungszeit
T2e zu sehen. In Abbildung 4.10 sind Phasenraumstrukturen unter T2e = 100 fs
und T2e = 250 fs gezeigt, die analog zu Abbildung 4.9 unter Pulszu¨gen mit
c = 0 und c = 0.3 erzeugt wurden. Wa¨hrend unter la¨ngeren elektronischen
Dephasierungszeiten sich der c-Effekt noch deutlich auf die Symmetrie der Pha-
senraumstrukturen auswirkt, ist unter ku¨rzeren T2e Zeiten zwar noch die zwei-
za¨hlige Symmetrieachse vorhanden, wird aber nur noch geringfu¨gig durch den
Phasenparameter c gesto¨rt.
Das beschriebene Verhalten der Phasenraumstrukturen a¨ußert sich ebenfalls
in der c-Abha¨ngigkeit der Frequenzdoma¨nen Spektren. Diese zeigt unter Varia-
tion reiner Schwingungsdephasierung keinerlei Abweichungen von dem in Unter-
abschnitt 3.3.3 beschriebenen Verhalten in konservativen Systemen. Dagegen ist
unter zunehmenden Schwingungsrelaxationszeiten T1v, sowie unter zunehmen-
den reinen elektronischen Dephasierungszeiten T2e eine Abnahme der Auswir-
kung auf die Amplitudenvariation durch c zu sehen. Als Beispiele sind in Ab-
Abbildung 4.11: Unter elektronischen Dephasierungszeiten von T2e = 50 fs
2b fu¨hren die Interferenzeffekte unter Anwendung von Pulszu¨gen mit b = Tcl2
in den Spektren zu einer Da¨mpfung der Ein-Quanten- und ungeraden Multi-
Quanten-Koha¨renzen, unabha¨ngig von der Wahl des Phasenparameters c.
Erst bei elektronischen Dephasierungszeiten in der Gro¨ße des doppelten
Subpulsabstandes T2e ≈ 2b tritt der c-Effekt, der eine Sto¨rung der Interfe-
renzeffekte hervorruft, allma¨hlich ein und bei geeigneten c-Werten erschei-
nen die geda¨mpften Koha¨renzen wieder im Spektrum.
bildung 4.11 die Frequenzdoma¨nenspektren in Abha¨ngigkeit von c im Bereich
von c ∈ [0;pi] unter Einfluss von T2e = 50 fs, T2e = 170 fs und T2e = 190 fs
gezeigt. Eine elektronische Dephasierungszeit T2e = 50 fs unterhalb des doppel-
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ten Subpulsabstandes 2b = 186 fs fu¨hrt zwar in Analogie zu den Beobachtungen
des konservativen Systems in Unterabschnitt 3.3.3 noch zu einer Auslo¨schung
der Amplitude der Ein-Quanten-Koha¨renz um 179 cm−1, sowie der ungeraden
Multi-Quanten-Koha¨renzen, jedoch kann diese Auslo¨schung nicht mehr durch
Variation von c aufgehoben werden. Steigt die Dephasierungszeit auf eine Gro¨s-
se kurz unterhalb des doppelten Subpulsabstandes, T2e = 170 fs, so sind bereits
Andeutungen des Phaseneffektes zu sehen. Bereits unter T2e = 190 fs ≈ 2b ist
deutlich zu erkennen, dass die Da¨mpfung der Signalamplituden durch Variation
von c wieder aufgehoben werden kann. Diese Beobachtungen entsprechen dem
Verhalten der Symmetrie der Phasenraumstrukturen in dissipativer Umgebung
unter Variation von c in Abbildung 4.10.
Das Verhalten unter Dissipation kann durch Betrachtung der in Unterab-
schnitt 3.4.2 entwickelten sto¨rungstheoretischen Formeln erster (3.12) und drit-
ter Ordung (3.13) fu¨r Pulszuganregung erkla¨rt werden. Hier zeigte sich, dass
die durch den Subpulsabstand b induzierten Effekte, wie die Separation der
Schwingungszusta¨nde in Restklassen, Phasenraumsymmetrie und Da¨mpfung der
Signalamplituden durch Interferenzeffekte bereits in sto¨rungstheoretischer Be-
trachtung erster Ordnung beschrieben werden konnten. Diese betrachtet Terme,
die aus dem Zusammenspiel jeweils zweier Pulse bestehen. Unter dem gewa¨hlten
Subpulsabstand von b = 93 fs und fundamentalen dissipativen Zeitkonstanten
im Bereich von 0.1 − 3 ps, ist die Koha¨renz, die durch einen Subpuls erzeugt
wurde, in jedem Fall noch bis zu Wirkung des na¨chsten Subpulses vorhanden.
Terme erster Ordnung treten somit in Kraft und fu¨hren zu den beschriebenen
b-Effekten. Die Effekte des Phasenparameters c dagegen, die zu einer Sto¨rung
der Phasenraumsymmetrie und damit verbundenen Interferenzeffekten fu¨hren,
werden erst in sto¨rungstheoretischer Betrachtung dritter Ordnung beschrieben.
Hier spielen Terme eine große Rolle, die aus dem Zusammenspiel dreier Subpulse
bestehen. Fu¨r ein Auftreten des c-Effektes, mu¨ssen somit Koha¨renzen die durch
einen Subpulserzeugt werden, u¨ber eine Zeit erhalten bleiben, die dem doppelten
Subpulsabstand 2b = 186 fs entspricht. In Abbildung 4.10 und Abbildung 4.11
war deutlich zu erkennen, wie durch eine Verku¨rzung der elektronischen Koha¨-
renzzeit die Terme dritter Ordnung allma¨hlich an Gewicht verlieren und der
c-Effekt schwa¨cher wird bzw. verschwindet.
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4.4 Zusammenfassung
Die in Kapitel 3 beschriebenen Effekte der Pulsparameter b und c wurden auf
ihre Besta¨ndigkeit unter dissipativer Umgebung untersucht. Fu¨r die spektro-
skopischen Signale erwiesen sich dabei elektronische Dephasierungsprozesse als
essentielle Gro¨ße. In U¨bereinstimmung mit der sto¨rungstheoretischen Beschrei-
bung in Unterabschnitt 3.4.2, sind die, durch den Subpulsabstand b induzierten
Materie- und Signal-Interferenzeffekte noch bei Dephasierungszeiten T2e ' b
in der Gro¨ße des Subpulsabstandes zu sehen. Kontrolleffekte des Phasenpara-
meters c, die u¨ber Sto¨rung der Phasenraumsymmetrie eine gezielte Steuerung
der durch b induzierten Interferenzeffekte erlauben, sind nur zu sehen, wenn die
elektronische Koha¨renz u¨ber drei Subpulse hinweg bestehen bleibt, also wenn:
T2e ' 2b. Fu¨r eine spektroskopische Anwendung der einzelnen Pulszugeffekte
mu¨ssen somit das molekulare System, Umgebungsvariablen und Pulsdauern in-
nerhalb dieser Grenzen liegen.
96
5 Dynamik in ho¨her dimensionalen
Systemen
Die bisherigen Untersuchungen beschra¨nkten sich auf die Betrachtung diatoma-
rer Moleku¨le. Nach Separation von Translations- und Rotationsfreiheitsgraden
ließ sich dort die interne Kernschwingungsbewegung des Moleku¨ls auf eine Di-
mension reduzieren. Durch Anwendung von Pulssequenzen mit sinusoidaler Pha-
senmaske, konnten gezielt Zusta¨nde des eindimensionalen Kernwellenpaketes ge-
neriert werden, die vergleichbar mit Revivalzusta¨nden unter Fourier limitierter
Anregung sind und zu charakteristischen tempora¨ren Interferenzeffekten fu¨hren.
Auch in Kontrollexperimenten an gro¨ßeren Moleku¨len fu¨hrte die Anwendung
von Pulszu¨gen mit sinusoidaler Phase zu Erfolgen. Besondere Aufmerksamkeit
erregten dabei Kontrollexperimente an dem Lichtsammelkomplex LH2, in de-
nen das Verha¨ltnis der beiden konkurrierende Kana¨le von Energietransfer und
interner Konversion beinflusst werden konnte. Durch Variation des Phasenpa-
rameters c sinusmodulierter Pulszu¨ge gelang es, die Effizienz des Lichtsammel-
komplexes zu vera¨ndern. Die Form der Pulszu¨ge wurde dabei an Resultate von
Lernschleifenexperimenten angepasst, die zuvor durchgefu¨hrt wurden, um diesen
photochemischen Prozess zu steuern.
Weiteren Einsatz fanden sinusmodulierte Pulszu¨ge auf dem Feld der selek-
tiven Kontrolle von Schwingungsmoden. In ersten Arbeiten auf diesem Gebiet
wurde unter Verwendung von Pulszu¨gen eine gezielte Anregung einzelner Raman-
U¨berga¨nge des organischen Kristalls α-Perylen erreicht [54, 101]. Spa¨ter konnten
a¨hnliche Erfolge auch in Lo¨sung erzielt werden [104–106, 108, 177–179]. Beobach-
tet wurde, dass durch Anpassung des Subpulsabstandes an spezifische moleku-
lare Schwingungsmoden, diese selektiv angeregt und andere auftretende Moden
dagegen diskriminiert werden. Durch Anwendung dieses Prinzips konnten die in-
ternen Freiheitsgrade molekularer Systeme unterschiedlicher Gro¨ße kontrolliert
werden. Erfolge wurden in unterschiedlichen Szenarien beobachtet. Man erreich-
te Kontrolle u¨ber Schwingungsmoden im elektronischen Grund- und angeregten
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Zustand, sowohl unter resonanten, wie auch unter nichtresonanten Bedingun-
gen. Vorschla¨ge fu¨r Verwendung dieser Pha¨nomene beziehen sich vor allem auf
Gebiete der Spektroskopie und der Mikroskopie [69, 180–182].
Aufbauend auf den Untersuchungen der vorhergehenden Kapiteln soll hier der
Mechanismus der Pulszuganregung in polyatomaren Moleku¨len vorgestellt wer-
den. Die Beschreibung der internen nuklearen Freiheitsgrade erfolgt hier durch
Normalmoden, die in erster Na¨herung als ungekoppelte Oszillatoren dargestellt
werden ko¨nnen (vgl. 2.1.6). An einem Beispiel zweier ungekoppelter Normalm-
oden wird die Pulszug induzierte Dynamik elektronischer Anregungen vorgestellt
und die Erkenntnisse aus Kapitel 3 auf die Betrachtung ho¨her dimensionaler Sys-
teme erweitert.
Nach der Einfu¨hrung des zweidimensionalen Modellsystems in Abschnitt 5.1
wird zuna¨chst in Abschnitt 5.2 die analytische Betrachtung der Dynamik un-
ter Fourier limitierter Anregung aus Unterabschnitt 3.4.1 auf zweidimensionale
Systeme erweitert. Anschließend erfolgt in Abschnitt 5.3 die pha¨nomenologische
Betrachtung der dynamischen Variablen anhand von Simulationen. Nach einer
kurzen analytischen Betrachtung Pulszug induzierter Dynamik in dem zweidi-
mensionalen Modellsystem in Abschnitt 5.4 werden dann die Ergebnisse der
Simulationen unter Pulszuganregung in Abschnitt 5.5 vorgestellt. Abschließend
erfolgt in Abschnitt 5.6 eine Zusammenfassung der Ergebnisse.
5.1 Modellsystem
Die Beschreibung der elektronische Anregung in polyatomaren molekularen Sys-
temen erfolgt wie in Kapitel 3 durch die zeitabha¨ngige Schro¨dinger-Gleichung
(3.1). Werden die betrachteten Schwingungen im eindimensionalen Fall durch
die Morsepotentiale (3.3) V ξ(xA) und V ξ(xB) beschrieben, so erha¨lt man das
zweidimensionale Potential des ungekoppelten Oszillators durch Multiplikation
der beiden Potentiale:
V ξ(xA, xB) = V ξ(xA)V ξ(xB) (5.1)
Fu¨r das Modell werden die Grundfrequenzen der beiden Morsepotentiale V (xA)
und V (xB) als ωA = 500 cm−1 und ωB = 900 cm−1 gewa¨hlt. Zur Vereinfachung
wird im Folgenden die Darstellung in dimensionslosen Koordinaten gewa¨hlt. Wie
im eindimensionalen Fall werden durch die Verschiebungen ∆xeg(xA) = 2.6 und
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∆xeq(xB) = 3.0 des elektronisch angeregten Zustandes V e gegen den elektroni-
schen Grundzustand V g entlang der Koordinaten xA und xB die Franck-Condon
Faktoren fu¨r den elektronischen U¨bergang bestimmt. In den jeweiligen eindimen-
sionalen Systemen resultieren daraus Maxima in den Franck-Condon Faktoren
fu¨r die Schwingungseigenfunktionen ψe3(xA) und ψe4(xB). Das Franck-Condon
Maximum des zusammengesetzten Systems liegt in der Schwingungseigenfunk-
tion |3, 4〉 von V e. Die genauen Modellparameter sind in Tabelle 5.1 zusammen-
gefasst.
ωA [ cm−1] DA [ nm] ∆xA ωB [ cm−1] DB [ nm] ∆xB ∆eg [ nm]
500 15 2.6 900 50 3.0 1.5
Tabelle 5.1: Modellparameter des zweidimensionalen Modellsystems. La¨ngen-
einheiten sind in dimensionslosen Koordinaten angegeben.
5.2 Analytische Betrachtung der Dynamik unter
Fourier limitierter Anregung
Allgemein gilt fu¨r den U¨bergang zweier eindimensionaler Systeme A und B
auf ihren zweidimensionalen Produktraum (A ⊗ B), dass sich die Operatoren
der Teilra¨ume durch Produktbildung mit den Einheitsoperatoren der jeweiligen
Komplementa¨rra¨ume zu Operatoren auf dem Produktraum erweitern lassen:
AA⊗B = AA ⊗ 1B
BA⊗B = 1A ⊗BB
(5.2)
Der Hamilton-Operator des molekularen Systems la¨sst sich somit aus den
Hamilton-Operatoren der einzelnen Normalmoden zusammensetzen:
H = HA +HB (5.3)
Entsprechend ko¨nnen die Energien des Gesamtsystems durch Addition der Ener-
gieeigenwerte der eindimensionalen Systeme erhalten werden:
ω(n) = ω(nA) + ω(nB) (5.4)
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Ein Ausschnitt der resultierenden Energien um den Produktzustand |nA, nB〉 =
|3, 4〉 mit maximalen Franck-Condon Faktor fu¨r das in Abschnitt 5.1 vorgestellte
Modell mit den Grundfrequenzen ωA = 500 cm−1 und ωB = 900 cm−1 ist in
Abbildung 5.1 dargestellt.
Abbildung 5.1: Die Energien des zweidimensionalen Modellsystems (A ⊗ B)
setzen sich additiv aus den Energien der beiden eindimensionalen Moden
A und B zusammen. Die resultierenden energetischen Absta¨nde sind durch
Pfeile gekennzeichnet. Neben Differenzen, die Koha¨renzen der reinen eindi-
mensionalen Systeme entsprechen treten auch gemischte Koha¨renzen auf.
Die Beschreibung der Schwingungseigenfunktionen des zusammengesetzten
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Systems erfolgt durch Produkte der eindimensionalen Schwingungseigenfunktio-
nen:
|ψ(n)〉 = |ψ(nA)〉 ⊗ |ψ(nB)〉
|n〉 = |nA, nB〉
(5.5)
In einer zeitlichen Entwicklung erfahren die Produktzusta¨nde eines Kernwellen-










In Analogie zu (3.5) lassen sich auch hier die Frequenzen eines Wellenpaketes als
Taylorreihe um den Zustand n˜ = (n˜A, n˜B) mit maximalen Koeffizientenbetrag
entwickeln. Da die Frequenzen des Systems nach (5.4) von den Schwingungs-
quantenzahlen nA und nB abha¨ngen, ergibt sich eine zweidimensionale Funktion
in Abha¨ngigkeit der beiden Quantenzahlen. Unter Verwendung der Definition
∆nI = (nI − n˜I) lautet die Entwicklung bis zu quadratischen Termen in den
beiden Quantenzahlen:
ω(nA, nB) = ω(n˜A, n˜B) +
∆nA∂nAω|(n˜A,n˜B) + ∆nB∂nBω|(n˜A,n˜B) +
∆nA∆nB∂nA∂nBω|(n˜A,n˜B) +
∆n2A∂2nAω|(n˜A,n˜B) + ∆n2B∂2nBω|(n˜A,n˜B) +




ω|(n˜A,n˜B) + . . . (5.7)
Wie bereits in Unterabschnitt 3.4.1 ko¨nnen durch die Ableitungen in (5.7) cha-
rakteristische Zeiten des Systems definiert werden. Betrachtet man Terme, die
nur von einer der Quantenzahlen nA und nB abha¨ngen, so gelangt man zu den





















5 Dynamik in ho¨her dimensionalen Systemen
Sie beschreiben die Dynamik der eindimensionalen Kernwellenpakete, die sich
aus der Produktfunktion (5.6) durch Projektion auf die eindimensionalen Unter-
ra¨ume ergeben. Die resultierenden Werte der charakteristischen Zeiten fu¨r das
in Abschnitt 5.1 vorgestellte Modell sind:
T
(A,0)
cl = 67 fs T (0,B)rev = 976.154 ps
T
(0,B)
cl = 37 fs T (A,0)rev = 162.692 ps (5.9)
Aus (5.4) ergibt sich, dass die partiellen Differentiale im betrachteten unge-
koppelten Fall nur noch Funktionen einer Quantenzahl sind:
∂nIω(nI , nJ) = ∂nIω(nI) (5.10)
Gemischte partielle Differentiale ho¨herer Ordnung fallen somit weg:
∂nJ∂nIω(nI , nJ) = 0 (5.11)
Durch sie werden Abweichungen von der ungekoppelten Dynamik beschrieben,
die hier jedoch nicht betrachtet werden.
Wie in Unterabschnitt 3.4.1 erha¨lt man durch Einsetzen von (5.7) und (5.8)


































Zu Zeiten der klassischen Perioden von t = Tcl(A, 0) oder t = Tcl(0, B) stimmen
die Phasen der Schwingungszusta¨nde des entsprechenden Unterraumes u¨berein.
Die projezierten Wellenpakete befinden sich wieder in dem Franck-Condon Ge-
biet des Unterraumes. In dem Gesamtsystem findet ein U¨berlapp des Produkt-
wellenpaketes mit dem Franck-Condon Gebiet erst statt, wenn sich die beiden
projezierten Wellenpakete gleichzeitig in ihren Franck-Condon Gebieten befin-
den, d.h. die Phasen in den einzelnen Exponenten u¨bereinstimmen. Die klassi-
sche Periode Tcl(A,B) des Gesamtsystems, die zu Maxima des Signals in der







cl ; n,m ∈ N (5.13)
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Wie in 3.2 sind in dem Spektrum der Frequenzdoma¨ne die energetischen Ab-
sta¨nde zwischen den Produktzusta¨nden des induzierten Wellenpaketes zu erwar-
ten.
∆ω(n, n′) = ∆ω(nA, n′A)−∆ω(nB, n′B) (5.16)
Durch Frequenzen mit reinen Anteilen nur einer Quantenzahl nA bzw. nB werden
Koha¨renzen der jeweiligen eindimensionalen Unterra¨ume beschrieben. Terme
gemischter Anteile beschreiben Koha¨renzen, die erst durch die Kombination der
Unterra¨ume zu einem gemeinsamen Produktraum auftreten. Unterschiedliche
Frequenzkomponenten fu¨r das Modellsystem sind in Abbildung 5.1 durch Pfeile
gekennzeichnet.
5.3 Fourier limitierte Anregung
In Simulationen unter Fourier limitierter Anregung wird nun die Dynamik des
zweidimensionalen Modellsystems vorgestellt. Fu¨r die elektronische Anregung
wird die Zentralfrequenz ω0 des in Abschnitt 3.2 vorgestellten Lasers resonant
zu dem U¨bergang ∆ω = (|3, 4〉e − |0, 0〉g = 18789 cm−1 gewa¨hlt.
Pra¨paration Wie in Abschnitt 3.2 wird auch im zweidimensionalen System
durch die Einwirkung des Laserfeldes elektronische Population in V e erzeugt.
Zu Beginn der Lasereinwirkung nimmt die Verteilung der Population u¨ber die
Produktschwingungszusta¨nde in V e die Form einer nahezu symmetrischen zwei-
dimensionalen Gauss-Verteilung mit Zentrum in |3, 4〉e an. Mit zunehmender
Zeit der Lasereinwirkung bildet sich eine ellyptische Form der Verteilungsfunk-
tion aus (Abbildung 5.2(a)). Die Hauptachse der ellyptischen Verteilung ist par-
allel zu dem Vektor (nA, nB) = (9,−5), der dem Verha¨ltnis in (5.15) entspricht.
Nach wie vor bildet der resonante Produktzustand das Zentrum der Verteilungs-
funktion.
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Detektion Im Femtosekundenregime der Detektionszeit sind die Phasen des
pra¨parierten Wellenpaketes noch nicht gestreut. Hier kann die Dynamik in V e
durch die Trajektorie des Orts-Erwartungswertes dargestellt werden, die in Ab-
bildung 5.2(b) gezeigt ist. Blau gekennzeichet ist die Trajektorie bis zum Zeit-
(a) Besetzung der Produktzusta¨nde in V e
FC
(b) Trajektorie des Ortserwartungs-
wertes in V e
Abbildung 5.2: Nach Abklingen des Fourier limitierten Feldes nimmt die Beset-
zungsverteilung u¨ber die Produktzusta¨nde |nA, nB〉e eine ellyptische Form
an . Das so geformte Wellenpaket oszilliert wa¨hrend der Detektionszeit in
dem zweidimensionalen Potential. Die Dynamik des Wellenpaketes la¨sst
sich durch die Trajektorie des Ortserwartungswertes beschreiben, die eine
Lissajous-Figur im Potential V e bildet.
punkt T
(A,B)
cl = 334 fs, der nach (5.14) einer klassischen Periode des Gesamtsys-
tems entspricht. Die Dynamik des Wellenpaketes in V e beschreibt eine Lissajous-






= 5× 67 fs9× 37 fs ≈ 1 (5.17)
bestimmt ist. Nach der Periode T
(A,B)
cl = 334 fs befindet sich das Wellenpaket
wieder im Franck-Condon Gebiet des Potentials. Die Projektionen der Wellen-
paketdynamik in V e auf die eindimensionalen Unterra¨ume der beiden Moden
A und B sind in Abbildung 5.3 dargestellt. Der Vergleich mit der Dynamik
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Abbildung 5.3: Die Dynamik der einzelnen Moden ergibt sich durch Projek-
tion des Wellenpaketes auf die jeweiligen Unterra¨ume. Die resultierenden
eindimensionalen Wellenpakete oszillieren in Analogie zu Abbildung 3.5 mit
den klassischen Frequenzen TAcl und T
B
cl . Grau gekennzeichnet sind Zeiten,
zu denen sich die beiden projezierten Wellenpakete gleichzeitig in der Na¨he
ihrer Franck-Condon Gebiete befinden.
des eindimensionalen Wellenpaketes in Abbildung 3.5 verdeutlicht, dass durch
fehlende Kopplung zwischen den Moden, sich die Dynamik des Gesamtsystems
aus der U¨berlagerung der beiden Moden ergibt. Grau gekennzeichnet sind Zeit-
punkte, zu denen sich die projezierten Wellenpakete gleichzeitig in der Na¨he
ihrer Franck-Condon Regionen befinden. Neben der klassischen Zeit T
(A,B)
cl tre-
ten weitere Zeiten des gemeinsamen U¨berlapps auf.
Diese sind auch im Zeitdoma¨nen Signal der Dynamik wa¨hrend der Detek-
tionszeit zu sehen (Abbildung 5.4, oben). Sie beschreiben Zeiten zu denen das
Verha¨ltnis (5.17) anna¨hernd 1 ergibt. In Abbildung 5.2(b) sieht man, dass zu die-
sen Zeiten die Trajektorie des Wellenpaketes nur in die Na¨he des Franck-Condon
Gebietes gelangt, wodurch sich auch die reduzierte Signalintensita¨t erkla¨rt. Nach
Fourier Transformation des Signals wird das Spektrum in der Frequenzdoma¨ne
erhalten (Abbildung 5.4, unten). Neben den ersten Harmonischen der beiden
Moden bei ωA = 500 cm−1 und ωB = 900 cm−1, sowie der Kombinationsmode
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Abbildung 5.4: Wie bereits im eindimensionalen System (vgl. Abbildung 3.7)
spiegelt sich auch hier in dem Zeitdoma¨nensignal P (t) (oben) die Bewe-
gung des Wellenpaketes in V e wider. Zu Zeiten, in denen das zweidimen-
sionale Wellenpaket sich in der Na¨he des Franck-Condon Gebietes befindet,
nimmt das Zeitdoma¨nensignal maximale Werte an. In dem Frequenzdoma¨-
nenspektrum P (ω) (unten) sind die Energieunterschiede des gekoppelten
Systems aus Abbildung 5.1 zu sehen. Sie beschreiben die Ein-Quanten-
Koha¨renzen ωA = 500 cm−1 und ωB = 900 cm−1, deren Kombinationsmode
ωAB = 1400 cm−1 sowie ho¨here Multi-Quanten-Koha¨renzen.
ωAB = ωA + ωB = 1400 cm−1, sind Frequenzen von Multi-Quanten-Koha¨renzen
zu sehen, deren Ursprung bereits in Abschnitt 5.2, Abbildung 5.1 vorgestellt
wurde.
5.4 Analytische Betrachtung der Dynamik unter
Pulszug Anregung
Aus den beschriebenen Effekten der FL induzierten Dynamik zweidimensionaler
Systeme in Abschnitt 5.2 und Abschnitt 5.3 la¨sst sich bereits vermuten, dass
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sich die in Kapitel 3 beschriebenen Effekte der Pulszuganregung auf polyatoma-
re Moleku¨le erweitern lassen. Im Folgenden soll diese Vermutung anhand der
analytischen Betrachtung besta¨tigt werden. Wie in Unterabschnitt 3.4.2 wird
die Taylorentwicklung (5.7) der Frequenzen des zweidimensionalen Gesamtsys-
tems A⊗B in die sto¨rungstheoretischen Formeln fu¨r Pulszuganregung eingesetzt,
wobei hier lediglich die erste Ordnung (3.12) betrachtet werden soll. Durch ein-




























Wie in (3.16) werden durch die Exponenten die Phasen der Schwingungszu-
sta¨nde beschrieben. Dabei setzen sich wie in Abschnitt 5.2 die Wellenfunktion
des Produktraumes aus aus den Schwingungszusta¨nden der eindimensionalen
Unterra¨ume A und B zusammen, die jeweils spezifische Phasenfaktoren besit-
zen.
Ziel der Pulszug induzierten Kontrolle ist es nun, wie in Abschnitt 5.2 selektiv
einzelne Zusta¨nde anzusprechen. Dies wird durch geeignete Wahl des Subpuls-
abstandes b, sowie des Phasenparameters c erreicht. Durch das Abstimmen des
Subpulsabstandes b = β
α





cl ) lassen sich wie in Abschnitt 3.3 gezielt die Phasenrelationen zwi-
schen Komponenten der einzelnen Unterra¨ume A und B, beziehungsweise des
gemeinsamen Produktraumes A⊗B steuern. Um eine Selektivita¨t der Kontrol-
le in den einzelnen Unterra¨umen zu erreichen, mu¨ssen dabei die Phasen des
jeweiligen Komplementa¨rraumes beru¨cksichtigt werden. Unter Verwendung der
A¨quivalenzklassendefinition (3.4), erfolgt durch die Wahl von αA und αB eine
Separation der Schwingungszusta¨nde der Unterra¨ume A und B in die Restklas-
sen r¯αA und r¯αB . Um die Separation gleichzeitig in beiden Ra¨umen zu erhalten









5 Dynamik in ho¨her dimensionalen Systemen
Fu¨r die Pulszug induzierte Dynamik des zweidimensionalen Modellsystems
la¨sst sich erwarten, dass die in Abschnitt 3.3 abgeleiteten Beobachtungen sich auf
den Produktraum erweitern lassen. So sollten zum Einen wa¨hrend der Pra¨para-
tionszeit gema¨ß der Wahl des Subpulsabstandes b nach (5.19) Schwingungslevel
selektiv besetzt werden ko¨nnen. Zum Anderen sollte durch die gezielte Separati-
on der Phasen in (5.18) eine entsprechende Da¨mpfung selektiver Komponenten
in den Spektren erreicht werden ko¨nnen.
5.5 Pulszug Anregung
Durch Anwendung von Pulszu¨gen auf das zweidimensionale Modellsystem wer-
den nun die zuvor geschilderten Erwartungen verifiziert.
Als Ziel der Pulszugkontrolle soll eine selektive Separation in die Restklassen
(mod 2) der Unterra¨ume A und B bzw. des Produktraumes (A ⊗ B) erreicht
werden:
(a) r¯2A := r¯2A ⊗ 1
(b) r¯2B := 1⊗ r¯2B
(c) r¯2AB := r¯2A ⊗ r¯2B
Um diese Selektivita¨t zu erreichen erfolgt mit den systemspezifischen charakte-





























cl = 167 fs (5.20c)
Die Abha¨ngigkeit des Kontrollergebnisses von dem Phasenparameter c ist wie
bereits in Unterabschnitt 3.3.3 von der konkreten Wahl des Subpulses abha¨ngig.
Daher wird im Folgenden zuna¨chst der fu¨r das Kontrollergebnis gu¨nstigste c




Pra¨paration In Analogie zu der Anregung durch Pulszu¨ge im eindimensiona-
len Fall in Unterabschnitt 3.3.2 werden die verschiedenen Schwingungszusta¨nde
in V e im Laufe der Pra¨parationszeit unterschiedlich angesprochen. Auch hier
entstehen Defekte in der urspru¨nglich erzeugten Gauss-fo¨rmigen Koeffizienten-
verteilung (vgl. Abbildung 5.2(a)), die zum Zeitpunkt nach Einwirkung des zen-
tralen Subpulses ihr Maximum erreichen und anschließend durch die folgenden
Subpulse wieder ausgeglichen werden. Die erzielten Defektstrukturen sind in Ab-
bildung 5.5 fu¨r die Pulszu¨ge mit den ausgewa¨hlten Subpulsabsta¨nden ba, bb und
bc (5.20) gezeigt. Wie erwartet entstehen Defekte, die eine Separation der Pro-
duktzusta¨nde in die Klassen r¯2A , r¯2B und r¯2AB beschreiben. So ergibt sich fu¨r
die Populationen der Produktzusta¨nde des urspru¨nglichen Wellenpaketes durch
Anwenden der Pulszu¨ge mit entsprechenden Subpulsabsta¨nden:
(a) ba → ‖(2k)nA, nB‖ < ‖(2k + 1)nA, nB‖
(b) bb → ‖nA, (2k)nB‖ < ‖nA, (2k + 1)nB‖
(c) bc → ‖inA, jnB‖ < ‖knA, lnB‖,
mit [(i+ j) = 2m] ∧ [(k + l) = (2m+ 1)]
Detektion Die zeitliche Entwicklung der induzierten Wellenpakete ist in Form
der Projektionen auf die Unterra¨ume A und B in Abbildung 5.6 gezeigt. Der
Vergleich mit den Quanten-Teppichen des Fourier limitierten Falls (vgl. Abbil-
dung 5.3) zeigt, dass die Pulszu¨ge mit unterschiedlichen Subpulsabsta¨nden selek-
tiv auf die Wellenpakete der Unterra¨ume wirken. So wird im Falle des Subpulsab-
standes ba die Dynamik in der Mode B im Vergleich zum Fourier limitierten Fall
unvera¨ndert gelassen, wa¨hrend in der Mode A ein regelma¨ßiges Interferenzmus-
ter zu sehen ist, das auf zwei induzierte Subwellenpakete mit einer Phasendiffe-
renz von ∆φ = pi schließen la¨sst. Analoges Verhalten mit vertauschter Rolle der
Unterra¨ume ist im Falle des Subpulsabstandes bb zu sehen. Durch die Wahl von
bc werden in beiden Moden zwei Subwellenpakete erzeugt, die zu regelma¨ßigen In-
terferenzmustern fu¨hren. Die so erzeugten Interferenzmuster entsprechen somit
Wellenpaketen, die, in Analogie zu Abbildung 3.11, im Phasenraum der entspre-
chenden Unterra¨ume eine zweiza¨hlige Symmetrieachse aufweisen. Eine Variation
von c bewirkt analog zu Abbildung 3.17 einen Austausch der Intensita¨ten der
induzierten Subwellenpakete, wodurch die Regelma¨ßigkeit des entsprechenden
109
5 Dynamik in ho¨her dimensionalen Systemen
Abbildung 5.5: Nach Wirkung des zentralen Subpulses sind die Defektstruktu-
ren in der urspru¨nglichen Gauss-Verteilung der Populationen der Produkt-
zusta¨nde (vgl. Abbildung 5.2(a)) maximal. Die dargestellten Verteilungen
ergeben sich aus der Wahl der drei Subpulsabsta¨nde ba, bb und bc, die nach
(5.20) auf die Moden A, B bzw. beide Moden eingestellt sind. Deutlich er-
kennt man in (a) und (b) eine geringere Besetzung der Produktzusta¨nde, die
durch gerade Quantenzahlen der Moden A bzw. B beschreiben lassen. In (c)
fu¨hrt die Wahl des Subpulsabstandes zu einer Verteilung mit Schachbrett-
muster. Gegen Ende der Pra¨parationszeit fu¨hren die Phasenbeziehungen
der sinusmodulierten Pulszu¨ge zu einem Ausgleich dieser Defektstrukturen
und die urspru¨ngliche Gauss-Verteilung ist wieder hergestellt.
Interferenzmusters, beziehungsweise die Symmetrie der Phasenraumstrukturen
gesto¨rt wird.
Die Erzeugung von Subwellenpaketen gegenla¨ufiger Phase wirkt sich eben-
falls auf die Trajektorien des Ortserwartungswertes der induzierten Wellenpake-
te aus. In Abbildung 5.7 sind die Trajektorien fu¨r die drei Subpulsabsta¨nde ba,
bb und bc gezeigt. Blaue und rote Trajektorien entsprechen dabei der Wahl des
Phasenparameters c, die zu einer ungleichma¨ßigen, beziehungsweise gleichma¨ßi-
gen Koeffizientenverteilung u¨ber die erzeugten Restklassen der Schwingungszu-
sta¨nde fu¨hren. Man beobachtet, dass durch die gegenla¨ufigen Komponenten des
Wellenpaketes die Oszillationen der mittleren Aufenthaltswahrscheinlichkeit des
Wellenpaketes im Potential weniger ausgepra¨gt sind, als im Fourier limitierten
Fall. Durch einen Koeffizientenausgleich zwischen den erzeugten Restklassen he-
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Abbildung 5.6: Die zeitliche Entwicklung der Projektionen der zweidimen-
sionalen Wellenpakete auf die Unterra¨ume der beiden Moden zeigen die
Wirkung der unterschiedlichen Subpulsabsta¨nde ba, bb und bc, die in (a),(b)
und (c) zu sehen sind. In (a) bzw. (b) werden in den Moden A bzw. B zwei
Subwellenpakete erzeugt, die nach Ende der Pra¨parationszeit zu dem regel-
ma¨ßigen Interferenzmuster fu¨hren. Die zeitliche Entwicklung der jeweiligen
Komplementa¨rmode weist in Analogie zu Fourier limitierter Anregung nur
ein Wellenpaket auf. In (c) werden in beiden Unterra¨umen zwei Subwellen-
pakete erzeugt.
ben sich gegenla¨ufige Subwellenpakete gegenseitig auf und die Oszillation des
Erwartungswertes wird modenselektiv unterdru¨ckt. Die Abha¨ngigkeit von der
Wahl des Phasenparameters c kann dabei von den entsprechenden eindimensio-
nalen Fa¨llen in Unterabschnitt 3.3.3 abgeleitet werden.
Die beschriebene Reduktion der Oszillation des Erwartungswertes durch pha-
senverschobene Komponenten a¨ußert sich, wie bereits im eindimensionalen Fall
in Abschnitt 3.3, ebenfalls in der Struktur der Spektren. Fu¨r die drei Subpuls-
absta¨nde ba, bb und bc mit entsprechenden Phasenparametern c, die zu symme-
trischen Phasenraumstrukturen in den Unterra¨umen fu¨hren, sind die resultie-
renden Frequenzdoma¨nenspektren in Abbildung 5.8 gezeigt. Man sieht, dass die
Amplituden der beiden Moden ωA und ωB durch Pulszu¨ge mit ba und bb selektiv
unterdru¨ckt werden ko¨nnen. Die Anwendung des Pulszuges mit bc fu¨hrt zu einer
gleichzeitigen Da¨mpfung beider Moden. Die Kombinationsmode ωAB = ωA+ωB
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Abbildung 5.7: Die Reduktion der Oszillation des zeitlichen Erwartungswertes,
die sich aus der U¨berlagerung von Subwellenpakete gegenla¨ufiger Phasen
ergibt, ist deutlich in den Trajektorien unter Pulszu¨gen mit Subpulsabsta¨n-
den ba, bb und bc zu sehen. Die roten Trajektorien zeigen die selektive stark
minimierte Auslenkungen in den Moden A, B bzw. A und B. Werden die
Auslenkung in beide Moden gleichzeitig geda¨mpft, so beschra¨nkt sich die
Trajektorie nur noch auf das Zentrum der Potentialfla¨che (roter Fleck in der
Mitte von c). Eine Vera¨nderung des Phasenparameters c induziert analog
zu Abbildung 3.17 einen Populationsaustausch zwischen den Subwellenpake-
ten, wodurch in den blauen Trajektorien die Dynamik der jeweiligen Mode
wieder zu sehen ist.
erfa¨hrt in den ersten beiden Fa¨llen ebenfalls eine Da¨mpfung, wa¨hrend sie im
dritten Fall noch Intensita¨t beha¨lt.
5.6 Zusammenfassung
Anhand eines Modellsystems zweier ungekoppelter Normalmoden wurde gezeigt,
dass die in Kapitel 3 erschlossenen Ergebnisse fu¨r Anregung unter Pulszu¨gen sich
auf polyatomare Moleku¨le erweitern lassen. Die induzierte Dynamik in den ein-
zelnen Moden des Moleku¨ls, die aufgrund fehlender potentieller Kopplung durch
Projektion auf die jeweiligen Unterra¨ume verfolgt werden kann, entspricht der
Dynamik in diatomaren Moleku¨len, die in Kapitel 3 vorgestellt wurde. Die Er-
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Abbildung 5.8: Die Wahl der Subpulsabsta¨nde ba, bb und bc fu¨hrt in den
Spektren zu einer selektiven Da¨mpfung der Signale der entsprechenden
Moden im Vergleich zu Fourier limitierter Anregung. So bewirken die in-
duzierten zeitlichen Interferenzeffekte im Falle ba eine Unterdru¨ckung des
Signals der Mode A bei ωA = 500 cm−1, im Falle bb eine Unterdru¨ckung
des Signals der Mode B bei ωB = 900 cm−1, wa¨hrend unter bc die Signale
beider Moden nicht mehr im Spektrum auftauchen. Die Kombinationsmode
ωab = 1400 cm−1 ist in den ersten beiden Fa¨llen ausgelo¨scht, wa¨hrend sie
unter bc zu sehen ist.
weiterung auf ho¨her dimensionale Systeme ist analog und wurde fu¨r dreidimen-
sionale Systeme besta¨tigt.
Abha¨ngig von ihrer energetischen Struktur, weisen die einzelnen Moden des
Moleku¨ls das in Kapitel 3 beschriebene charakteristische Verhalten unter Puls-
zu¨gen auf. So ko¨nnen durch die Wahl des Subpulsabstandes in den einzelnen Mo-
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den gezielt Revivalzusta¨nde generiert werden, die sich durch die beschriebenen
tempora¨ren Interferenzeffekte der Materie und der Systemantwort auszeichnen.
In U¨bereinstimmung mit experimentellen Arbeiten, ko¨nnen in dem spektrosko-
pischen Signal hierdurch einzelne Moden ausgelo¨scht werden. Wichtig ist, dass
diese Auslo¨schung durch tempora¨re Interferenzeffekte induziert wird. Phasendif-
ferenzen zwischen Komponenten des Signals fu¨hren dazu, dass die Amplituden
der spektroskopischen Signale nicht proportional zu der Besetzung der Zusta¨nde
sind. Differenzen zwischen Signalamplituden und Besetzung molekularer Zusta¨n-
de in Kontrollexperimenten wurden bereits in anderem Zusammenhang beobach-
tet [183, 184]. Die allgemeine Bedeutung dieser tempora¨ren Interferenzeffekte in
Kontrollexperimenten zeigt sich auch in Arbeiten, in denen unter Verwendung
gechirpter Pulse eine Verschiebung der Revivalpattern des Signals beobachtet
wurde [185, 186]. Fu¨r die Interpretation von Kontrollexperimenten mu¨ssen da-
her mo¨gliche Interferenzeffekte mit in Betracht gezogen werden. Eine quantitati-
ve Interpretation der spektroskopischen Daten ist nicht mehr gewa¨hrleistet und
fu¨hrt zu fehlerhaften Resultaten. Aus den beobachteten Effekten ergeben sich
jedoch neue Mo¨glichkeiten der Interpretation.
Die betrachteten Interferenzeffekte ko¨nnen genutzt werden, um gezielt einzel-
ne Komponenten aus dem Spektrum auszublenden. So ist im Falle polyatomarer
Moleku¨le unter Verwendung von Pulszu¨gen mit sinusoidaler Phasenmaske durch
geeignete Wahl der Pulszugparameter b und c sowohl eine selektive, wie auch
eine gemeinsame Da¨mpfung der Signale der einzelnen Schwingungsmoden im
Moleku¨l mo¨glich. Um diese Selektivita¨t zu erzielen, mu¨ssen dabei die jeweiligen
Komplementa¨rmoden beru¨cksichtigt werden. Der spektroskopische Nutzen von
Pulszu¨gen ergibt sich dabei aus der direkten Zuweisung von Pulsparametern zu
molekularen Parametern.
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In den vorhergehenden Untersuchungen wurden molekulare Systeme betrachtet,
in denen die Potentialfla¨chen der angeregten Zusta¨nde klar voneinander getrennt
sind. Da hier die Born-Oppenheimer Na¨herung greift, ist die durch elektronische
Anregung induzierte Dynamik auf den optisch aktiven elektronischen Zustand
beschra¨nkt. In Fa¨llen, in denen sich die Potentialhyperfla¨chen nahe kommen, gilt
diese Betrachtung nicht mehr. Wie in Unterabschnitt 2.1.6 beschrieben, kommt
es hier zu einer Kopplung zwischen energetisch entarteten elektronischen Zu-
sta¨nden. Die auftretende potentielle Kopplung ist dabei um den Schnittpunkt
zwischen den beiden Potentialfla¨chen lokalisiert. Liegt die Kopplungsregion in
dem energetischen Bereich des induzierten Wellenpaketes, so findet ein Popula-
tionstransfer zwischen den koppelnden Potentialfla¨chen statt, der zu einer Ver-
zweigung des Reaktionspfades und zu einer begrenzten Lebensdauer des optisch
aktiven Zustandes fu¨hrt. Die Beschreibung der Dynamik muss dann um den ge-
koppelten Zustand erweitert werden. Dieser strahlungslose U¨bergang zwischen
den elektronischen Zusta¨nden findet meist im Femtosekundenregime statt und
wird auch als interne Konversion bezeichnet.
In einer Vielzahl von chemischen und biologischen molekularen Systemen
bilden solche elektronische Kopplungsprozesse einen wesentlichen Bestandteil
photochemischer Reaktionen. Ein Beispiel biologisch relevanter Systeme, deren
photoinduzierte Dynamik durch diese Umsta¨nde bestimmt werden sind Caro-
tinoide. Als Bestandteile der Photosynthese-Lichtsammelkomplexe u¨bernehmen
sie unterschiedliche Aufgaben [1, 111, 187–192]. So schu¨tzen sie die Zelle vor Pho-
tooxidation und fu¨hren u¨berschu¨ssige Lichtenergie durch dissipative Prozesse ab.
Mit einem Absorptionsspektrum zwischen 450 nm und 570 nm erweitern sie au-
ßerdem das Lichtspektrum von Lichtsammelkomplexen und sind maßgeblich an
Energietransferprozessen der Photosynthese beteiligt. Der genaue Mechanismus
der diesem Energietransfer zugrunde liegt, ist noch nicht vollsta¨ndig aufgekla¨rt
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Abbildung 6.1: Die drei elektronischen Zusta¨nde S0, S1 und S2 unterschied-
licher Symmetrien, sind an dem photochemischen Prozess in Carotinoiden
beteiligt. Durch elektronische Anregung findet ein Transfer von dem elektro-
nischen Grundzustand S0 in den Franck-Condon-Bereich (FC) des optisch
aktiven S2 Zustandes statt. Die konische Durchschneidung (CoIn) koppelt
den optisch aktiven Zustand mit dem optisch dunklen S1-Zustand. Der da-
durch induzierte strahlungslose U¨bergang zwischen den beiden angeregten
Zusta¨nden bedingt die kurze Lebensdauer von S2, die im Bereich von 180 fs
liegt.
und liegt nach wie vor im Fokus vieler Forschungsarbeiten. Hauptsa¨chlich be-
teiligt an photochemischen Prozessen in Carotinoiden, sind nach allgemeiner
Auffassung, die drei elektronischen Singulett-Zusta¨nde unterschiedlicher Sym-
metrien, S0 (11A−g ), S2 (11B+u ) und S1 (21A−g ), die in Abbildung 6.1 schematisch
dargestellt sind. Modellsysteme und Untersuchungen des vorliegenden Kapitels
orientieren sich an der grundlegenden Anordnung dieser Potentialfla¨chen und bil-
den die Basis fu¨r die spektroskopische Anwendung von Pulszu¨gen an β-Carotin
in Abschnitt 7.1. Der Beitrag der Dynamik weiterer Potentialfla¨chen zu spek-
troskopischen Beobachtungen an Carotinoiden wird in Fachkreisen diskutiert,
ist jedoch noch nicht gekla¨rt [193]. Die Symmetrien der elektronischen Zusta¨nde
fu¨hren dazu, dass lediglich der angeregte Zustand S2 optisch aktiv ist. Durch die
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Kopplung des hellen Zustandes mit dem optisch dunklen S1 Zustand wird die Dy-
namik entsprechend komplizierter als in elektronisch ungekoppelten Systemen.
Der dynamische Prozess ha¨ngt hier wesentlich von den energetischen Beziehung
zwischen induziertem Wellenpaket und elektronischer Kopplung ab. Geometri-
sche Faktoren der Potentialhyperfla¨chen, wie die energetische und die lokale
Lage der beteiligten Potentialfla¨chen fließen somit in den Prozess ein. Neben
den Franck-Condon Faktoren, die die energetische Lage des Wellenpaketes be-
stimmen, sind auch die elektronischen Kopplungselemente, die den energetischen
Bereich des Kopplungsprozesses definieren, durch die relative Lage zwischen den
Potentialfla¨chen bestimmt (vgl. Abbildung 6.1).
Diese Umsta¨nde fu¨hren dazu, dass neben den in Kapitel 4 behandelten dynami-
schen Umgebungseffekten, zusa¨tzlich statische Effekte, die die Energielandschaft
des molekularen Systems beeinflussen, sich erheblich auf die Dynamik des be-
trachteten molekularen Prozesses auswirken. So kann zum Beispiel die Polarisier-
barkeit des Lo¨semittels, durch Wechselwirkungen mit dem molekularen System,
stabilisierende und destabilisierende Effekte hervorrufen, die zu Verschiebungen
der Potentialfla¨chen und somit zu A¨nderungen der Lebenszeiten von S2 fu¨hren.
Im Falle unterschiedlicher Symmetrien der beteiligten elektronischen Zusta¨nde
kann es dabei auch zu einer gegenla¨ufiger Beeinflussung der einzelnen Zusta¨nde
kommen. Entsprechende Beobachtungen wurden in spektroskopischen Untersu-
chungen an Carotinoiden gemacht. Hier wirkt sich die Polarisierbarkeit des Lo¨-
semittels wesentlich sta¨rker auf die Energie des hellen S2-Zustandes, als auf die
des dunklen S1-Zustandes aus, wodurch sich eine Lo¨semittel-Abha¨ngigkeit der
Lebensdauer von S2 ergibt [111].
Neben den erwa¨hnten energetischen Faktoren auf den Kopplungsmechanismus,
spielt in ho¨her dimensionalen Systemen außerdem die Richtung der lokalen Lage
der elektronischen Kopplung eine Rolle. Die Richtung der Kopplungsregion wird
dabei von den Auslenkungen der Potentialhyperfla¨chen entlang der einzelnen
Moden des Systems bestimmt. Durch die Abha¨ngigkeit der Kopplungselemente
von den Koordinaten des molekularen Systems wird der elektronische Kopp-
lungsprozess nur von einzelnen reaktiven Moden reguliert, wa¨hrend die Dyna-
mik anderer Moden, die auch als Zuschauer- oder Spektatormoden bezeichnet
werden, sich nicht auf den Prozess auswirkt. Fu¨r das Versta¨ndnis des photo-
chemischen Kopplungsprozesses ist die Differenzierung zwischen reaktiven und
Spektatormoden essentiell. So ist zum Beispiel im Falle der Carotinoide noch
nicht klar, durch welche Moden der elektronische Kopplungsprozess gesteuert
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wird. Vermutet wird jedoch, dass niederfrequente Schwingungen fu¨r den Prozess
verantwortlich sind. Die spektroskopische Erfassung des Kopplungsprozesses ist
insbesondere in großen Moleku¨len wie den Carotinoiden sehr schwierig. In elek-
tronischen Spektren sind meist die Informationen u¨ber sa¨mtliche Franck-Condon
aktive Moden enthalten, wodurch eine Extraktion der kopplungsrelevanten Mo-
den problematisch ist. Die Aufkla¨rung des elektronischen Kopplungsmechanis-
mus erfordert daher tiefer greifende Untersuchungen der durch elektronische
Anregung induzierten Dynamik, sowie deren Zusammenhang mit experimentell
zuga¨nglichen Messungen. Die Relevanz dieser Aspekte ist bereits in der großen
Anzahl wissenschaftlicher Arbeiten auf dem Gebiet konischer Durchschneidun-
gen zu erkennen. Sowohl die Dynamik der internen Konversion, als auch damit
verbundene spektroskopische Signale wurden an vielen unterschiedlichen mole-
kularen Systemen untersucht [2, 150, 171, 194–211]. Trotz des entwickelten Ver-
sta¨ndnisses fu¨r die zu Grunde liegenden Mechanismen sind jedoch noch keine
Mo¨glichkeiten bekannt, aus den gemessenen spektroskopischen Signalen genaue
Information u¨ber die partizipierenden Schwingungsmoden zu erhalten.
Um die experimentellen spektroskopischen Daten im Rahmen der in Kapi-
tel 7 vorgestellten Kontrollstudien an β-Carotin interpretieren zu ko¨nnen, wird
im Folgenden der Einfluss unterschiedlicher Modellparameter sowohl auf die Dy-
namik, wie auch auf spektroskopische Daten elektronisch gekoppelter Systeme
untersucht. Begonnen wird die Betrachtung in einem eindimensionalen Modell,
das in Abschnitt 6.1 vorgestellt wird. Hier werden zuna¨chst in Abschnitt 6.2
grundlegende Eigenschaften der Dynamik und spektroskopischer Observablen in
elektronisch gekoppelten Fla¨chen unter Fourier limitierter Anregung vorgestellt.
An diesem Modell werden dann die Auswirkungen oben beschriebener statischer
Lo¨semitteleffekte auf die Dynamik und die spektroskopischen Daten untersucht.
Anschließend wird der Einfluss weiterer Schwingungsmoden vorgestellt, wobei
zwischen Spektator- und reaktiven Moden unterschieden wird. Die hierzu ver-
wendeten zweidimensionalen Modellsysteme werden in Abschnitt 6.3 eingefu¨hrt.
In Abschnitt 6.4 werden dann Dynamik und spektroskopische Observablen der
unterschiedlichen zweidimensionalen Modellsysteme analysiert. Die pha¨nomeno-
logisch erzielten Ergebnisse werden dann in Abschnitt 6.5 anhand einer ana-
lytischen Betrachtung der Dynamik unter elektronischer Kopplung begru¨ndet
und mit den energetischen Eigenschaften der Modellsysteme in Zusammenhang
gebracht. Abschließend wird in Abschnitt 6.6 kurz auf die Pulszuganregung in
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elektronisch gekoppelten Systemen eingegangen und die Ergebnisse dann in Ab-
schnitt 6.7 zusammengefasst.
6.1 Modelle eindimensionaler elektronisch
gekoppelter Systeme
Anlehnend an die Anordnung der elektronischen Zusta¨nde in Carotinoiden, wird
das Modellsystem fu¨r die Analyse elektronischer Kopplung aus drei Potential-
fla¨chen aufgebaut, die schematisch in Abbildung 6.2 dargestellt sind. Dabei sol-
len die Potentialfla¨chen zuna¨chst auf eine fu¨r den Kopplungsprozess relevante
Dimension der Kopplungsmode x beschra¨nkt werden. Das U¨bergangsdipolmo-
ment µ02, in der Condon-Na¨herung (vgl. Unterabschnitt 2.1.8), verbindet den
elektronischen Grundzustand S0 mit dem optisch aktiven elektronisch angereg-
ten Zustand S2. Dieser ist durch die elektronischen diabatischen Kopplungs-
elemente C21(x) (vgl. Unterabschnitt 2.1.6) mit dem optisch dunklen Zustand
S1 verbunden. Die Modellpotentiale basieren auf einer Normalmodenanalyse
(DFT/B3LYP (6-31G*) [212–214]) von β-Carotin im elektronischen Grundzu-
stand. Gestu¨tzt auf experimentelle Beobachtungen an β-Carotin [178], wurde
aus dieser exemplarisch eine niederfrequente Mode ausgewa¨hlt und die Potenti-
alfla¨che durch Auslenkung entlang dieser Mode berechnet. Die betrachtete Mode
von 179 cm−1 wurde dabei aufgrund ihrer A¨hnlichkeit zu der, fu¨r den elektroni-
schen Kopplungsprozess in Butadien verantwortlichen Schwingungsmode [215]
gewa¨hlt.
Fu¨r die unterschiedlichen elektronischen Zusta¨nde werden a¨quivalente Topo-
graphien angesetzt. Die energetischen Verschiebungen zwischen den Potential-
fla¨chen entsprechen in spektroskopischen Untersuchungen an β-Carotin, expe-
rimentell bestimmten Werten von ε02 = 19750 cm−1 und ε12 = 13630 cm−1
[111, 216].
Die relative Verschiebung zwischen S0 und S2 entlang der Koordinate der
Kopplungsmode x definiert die Franck-Condon Region und wird im Bereich
∆x02 = [0.8; 1.6] a.u. variiert. Der energetische und lokale Bereich der elektroni-
schen Kopplung wird durch den Schnittpunkt xI zwischen den elektronisch an-
geregten Potentialfla¨chen S2 und S1 definiert. Bei festgehaltenem energetischen
Abstand ε12 ist er abha¨ngig von der relativen Verschiebung ∆x12 der beiden
119
6 Dynamik in elektronisch gekoppelten Systemen
Abbildung 6.2: Schematische Darstellung der Modellpotentiale fu¨r β-Carotin.
Der optisch aktive Zustand S2 ist u¨ber das elektronische diabatische Kopp-
lungselement mit dem optisch dunklen Zustand S1 verbunden. Energetische
und geometrische Lage der Franck-Condon- und der Kopplungsregion (gel-
ber Punkt), werden durch die energetischen und lokalen Verschiebungen
(∆x02, ∆ε02, ∆x12 und ∆x12) der Potentialfla¨chen bestimmt.
angeregten Zusta¨nde entlang der Koordinate der Kopplungsmode x. Diese wird
im Bereich von ∆x12 = [5.9; 6.9] a.u. variiert.
Fu¨r die ortsabha¨ngigen diabatischen Kopplungselemente wird eine um den
















6.1 Modelle eindimensionaler elektronisch gekoppelter Systeme
Neben dem, durch ∆x12 definierten, U¨berlapp zwischen den Schwingungseigen-
funktionen, wird die Kopplungseffizienz von der Breite σC und der Ho¨he hC
der Gauss-Kurve reguliert. Anpassung der Lebensdauer des S2-Zustandes in Dy-
namikrechnungen an die experimentell beobachtete Lebensdauer τS2 ≈ 180 fs
in β-Carotin ergaben fu¨r das Modellsystem Werte von σC = 0.35 a.u. und
hC = 0.006 a.u..
Die erwa¨hnte Lebensdauer des S2-Zustandes kommt durch einen irreversiblen
Populationstransfer von S2 nach S1 zustande. Mit den bisher beschriebenen Kom-
ponenten wu¨rde das Wellenpaket in S1 jedoch nach einer Oszillationsperiode
wieder in den energetischen Bereich der Kopplung gelangen und zuru¨ck in den
S2-Zustand koppeln. Diese Ru¨ckkopplung wird in Carotinoiden nicht beobachtet.
Das Fehlen einer Ru¨ckkopplung kann unterschiedliche Gru¨nde haben.
Bei gegebenen energetischen Absta¨nden ε12 liegt der Schnittpunkt zwischen
den beiden elektronisch angeregten Zusta¨nden S2 und S1 in einem Bereich, der
weit von dem Minimum in S1 entfernt ist. Die Beschreibung der Potentialfla¨chen
eines polyatomaren Moleku¨ls durch den harmonischen Teil der Taylor-Reihe ist
in diesem Bereich nicht mehr ausreichend. Anteile der Entwicklung ho¨herer Ord-
nung fu¨hren hier zu potentiellen Kopplungen zwischen den Normalmoden. Es
findet eine energetische Umverteilung zwischen den Normalmoden auf S1 statt,
die das Wellenpaket aus dem energetischen Bereich der elektronischen Kopplung
lenkt. Eine Ru¨ckkopplung von S1 in S2 ist dann nicht mehr mo¨glich, wodurch der
beobachtete exponentielle Zerfall der S2-Population zustande kommt. Neben den
Kopplungen zwischen Normalmoden kann außerdem ein dissipativer Energiever-
lust einen verminderten Ru¨cktransfer bewirken. Zusa¨tzlich fu¨hrt die Beteiligung
vieler Moden zu einer reduzierten Ha¨ufigkeit des U¨berlapps der Trajektorie des
Wellenpaketes mit dem Kopplungsgebiet. Eine vollsta¨ndige Beschreibung dieser
Prozesse durch die Betrachtung zusa¨tzlicher Moden fu¨hrt schnell zu einer Gro¨ße
des Modellsystems, die die Rechenkapazita¨ten u¨bersteigen. Da in der vorliegen-
den Arbeit jedoch die Analyse des elektronischen Kopplungsprozesses im Fokus
liegt, genu¨gt es, die Dynamik auf S2 vollsta¨ndig zu beschreiben.
Die Reduktion der Anteile, die nach einer Kopplung in S1 nicht mehr an dem
betrachteten Kopplungsprozess teilnehmen, kann dann durch eine Da¨mpfung
ΓS1 des Wellenpaketes auf S1 erzielt werden. Je nachdem, ob die Beschreibung
der Dynamik im Rahmen eines konservativen oder dissipativen Systems erfolgt,
kann die Da¨mpfung durch Verwendung absorbierender Potentiale auf S1, oder
auch durch schnelle Schwingungsrelaxation auf S1 erfolgen. In der vorliegenden
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Arbeit wurden beide Beschreibungen verwendet und fu¨hrten zu vergleichbaren
Resultaten.
Im konservativen Fall wird somit die Dynamik des Modellsystems durch die
zeitabha¨ngige Schro¨dinger Gleichung wie folgt beschrieben:
i∂tΨ =

T + S0 0 (t)µ02
0 T + S1 + ΓS1 C21







Um eine Ru¨ckkehr des Wellenpaketes auf S1 zu vermeiden, wurde die Da¨mp-
fungsfunktion ΓS1 = δi,S1 mit einem zeitlichen Abstand von 1 fs angewendet.
Die Beschreibung des elektronischen Kopplungsprozesses mit der reduzierten
Dichtematrix erfolgt in Analogie zu Kapitel 4 in der Eigenbasis des elektronisch
ungekoppelten Systems aus (6.2). Die Da¨mpfung ΓS1 wurde hier durch Schwin-
gungsrelaxation auf S1 mit einer fundamentalen Zeitkonstante von T
S1
1v = 20 fs
beschrieben. Weitere dissipative Effekte wurden ausgeschlossen, um die essenti-
ellen Charakteristika der Dynamik zu extrahieren.
6.2 Fourier limitierte Anregung
Fu¨r eine Einfu¨hrung in die Beschreibung der Dynamik unter Einfluss elektro-
nischer Kopplung, werden in dem vorliegenden Absatz zuna¨chst Werte von
∆x02 = 1.5 a.u. und ∆x12 = 4.8 a.u. gewa¨hlt. Das Zentrum der elektroni-
schen Kopplung liegt damit auf Ho¨he des vierten Schwingungslevels in S2. Fu¨r
die Beschreibung der elektronischen Anregung wird ein Fourier limitierter Puls
einer Halbwertsbreite von fwhm = 16 fs und einer maximalen Amplitude von
0.00144 GVcm−1 verwendet. Die Zentralfrequenz ω0 = 20.520 cm−1 ist reso-
nant zu dem dritten Schwingungslevel v2 in S2 mit maximalem Franck-Condon
Faktor.
Nach dem Populationstransfer von dem elektronischen Grundzustand S0 in
den optisch aktiven elektronisch angeregten Zustand S2 beginnt das induzierte
Wellenpaket in S2 zu oszillieren (Abbildung 6.3, oben). Jedes Mal, wenn das Wel-
lenpaket mit der elektronischen Kopplungsregion, die um x = 1.8 a.u. zentriert
ist, ra¨umlich u¨berlappt, findet ein Populationstransfer von dem optisch aktiven
S2 in den optisch dunklen S1-Zustand statt, der in Abbildung 6.3 (unten) in der
Abnahme der S2-Population zu sehen ist. Mit jedem Kopplungsschritt nimmt
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Abbildung 6.3: Die zeitliche Entwicklung des Wellenpaketes auf S2 (oben)
zeigt wie im Falle ungekoppelter Potentiale eine Oszillation mit der Peri-
ode der koppelnden Mode. Neben einem Intensita¨tsabfall a¨ußert sich die
elektronische Kopplung in einer Dephasierung des Wellenpaketes. In der
zeitlichen Entwicklung der S2-Population S2(t) kann der Prozess der inter-
nen Konversion verfolgt werden. Die exponentielle Zerfallskurve ist von Stu-
fen u¨berlagert, die aus der koha¨renten Wellenpaketdynamik resultieren. Sie
entstehen durch den lokalen U¨berlapp des ra¨umlich zentrierten Wellenpake-
tes mit der Kopplungsregion. Der exponentielle Zerfall der S2-Population
ist ebenfalls in der Abnahme des Signals P (t) zu sehen.
dementsprechend die Intensita¨t des Wellenpaketes ab. Einhergehend damit ver-
wischt die klare Bahn des Wellenpaketes zunehmend und die Auslenkung der
Trajektorie reduziert sich.
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In der Phasenraumdarstellung des Wellenpaketes auf S2 in Abbildung 6.4
ist das beschriebene Verhalten ebenfalls zu sehen. Neben der Intensita¨tsabnah-
me durch die Kopplung findet eine zunehmende Verteilung des Wellenpaketes
im Phasenraum statt. In den negativen Anteilen der Wigner-Funktion spiegelt
sich die koha¨rente Natur des Dephasierungsprozesses wider. Dieser hat seinen
Ursprung in den energetischen Verschiebungen des Systems, die durch die Kopp-
lung zwischen den beiden elektronisch angeregten Zusta¨nden S2 und S1 zustande
kommt. Außer den Dephasierungseffekten sieht man, dass a¨hnlich wie im Falle
der dissipativen Dynamik unter Schwingungsrelaxation in ungekoppelten Po-
tentialen (Kapitel 4, Abbildung 4.3), sich das Wellenpaket dem Ursprung des
Abbildung 6.4: Die Dynamik des S2-Wellenpaketes beschreibt auch unter elek-
tronischer Kopplung eine Rotation im Phasenraum. Die spiralfo¨rmige Bahn
des Wellenpaketes in Richtung des Phasenraumursprungs zeigt den energe-
tischen Verlust durch die Kopplung an. Anders als im Falle dissipativer
Relaxation treten mit der einhergehenden Dephasierung negative Anteile
in der Wigner-Funktion auf, an denen die koha¨rente Natur des Kopplungs-
prozesses ausgemacht werden kann.
Phasenraumes in einer spiralfo¨rmigen Bahn na¨hert. In diesem Verhalten a¨ußert
sich der Verlust ho¨her energetischer Anteile des Wellenpaketes auf S2 durch die
elektronische Kopplung.
Die durch den Anregungspuls erzeugte Polarisation P (t) (Abbildung 6.3, un-
ten), verliert aufgrund des Normverlustes in S2 durch die elektronische Kopplung,
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ebenfalls mit jedem Kopplungsschritt an Intensita¨t. Zusa¨tzlich a¨ußert sich die
Dephasierung des Wellenpaketes in einer Verbreiterung der transienten Signale.
Neben der Polarisation bietet im Falle gekoppelter Potentialfla¨chen, die zeitli-
che Entwicklung der elektronisch angeregten Population S2(t) eine weitere Mo¨g-
lichkeit, das System spektroskopisch zu erfassen. Experimentell ist diese im Rah-
men nichtlinearer spektroskopischer Prozesse, wie durch die Verwendung von
Pump-Probe oder auch Pump-DFWM (DFWM=’degenerate four wave mixing’)
Sequenzen zuga¨nglich. Durch weitere Anregung des induzierten Wellenpaketes in
unbesetzte elektronische Zusta¨nde wird hier eine Polarisation induziert, die der
Population des angeregten Zustandes proportional ist [197, 198, 200, 217–220].
Entsprechend obiger Beobachtungen der induzierten Dynamik, sind in der zeitli-
chen Entwicklung der S2-Population zwei charakteristische Merkmale zu finden,
die oft in spektroskopischen Messungen beobachtet werden. So entspricht zum
Einen der exponentielle Zerfall der S2-Population der Lebenszeit des optisch hel-
len S2-Zustandes, wa¨hrend zum Anderen die Stufen in der Zerfallskurve aus der
koha¨renten Wellenpaketdynamik resultieren [124].
Nach Abzug des exponentiellen Zerfalls der S2-Population erha¨lt man eine
oszillierende Funktion, deren Fourier-Transformierte S2(ω) das Frequenzdoma¨-
nen Spektrum des Systems ergibt. Zum Vergleich sind in Abbildung 6.5 die
Frequenzdoma¨nen Spektren der Polarisation P (ω), sowie der S2-Norm S2(ω) ge-
zeigt. Es ist deutlich zu sehen, dass die Fourier-Transformierte der S2-Population
Abbildung 6.5: Sowohl das Frequenzdoma¨nenspektrum der Polarisation P (ω),
wie auch der S2-Population S2(ω) zeigt die Energien des elektronisch ge-
koppelten Systems. Neben einer Blauverschiebung der Fundamentalen von
der Frequenz des ungekoppelten Systems ω = 179 cm−1 zu ωc = 195 cm−1
bewirkt die Kopplung außerdem eine Verbreiterung der einzelnen Signale.
Die ho¨heren Harmonischen sind nur noch schwach zu erkennen.
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ebenfalls die Energien des Systems widerspiegelt. In beiden Fa¨llen sind die Ein-
Quanten-Koha¨renzen, sowie die zweite Harmonische des Systems zu erkennen.
Im Vergleich zu dem Spektrum des elektronisch ungekoppelten Systems sind
die Signale leicht verschoben. So erfa¨hrt zum Beispiel die Fundamentale einen
Shift um δω = 15 cm−1 von der Frequenz des ungekoppelten Systems von
ω = 179 cm−1 zu ωc = 195 cm−1. Diese leichte Blauverschiebung der Signale von
dem elektronisch ungekoppelten System zeigt die durch die elektronische Kopp-
lung induzierte energetische Verschiebung an, die sich bereits in den koha¨renten
Dephasierungen des Wellenpaketes u¨ber den Phasenraum andeuteten. Neben der
energetischen Verschiebung zeigen die auftretenden Signale im Vergleich zu den
Signalen des elektronisch ungekoppelten Systems in Kapitel 3, Abbildung 3.7
eine leichte Verbreiterung, sowie einen Intensita¨tsverlust in den Oberto¨nen. Auf
die genaue Charakteristik der beobachteten Signale in Zusammenhang mit den
energetischen Eigenschaften des elektronisch gekoppelten Systems wird in Ab-
schnitt 6.5 im Rahmen einer analytischen Betrachtung des Kopplungsprozesses
eingegangen.
6.2.1 Einfluss der Systemparameter
Wie die Verschiebung der Signale in Abbildung 6.5 bereits erkennen la¨sst, ist in
den Spektren des elektronisch gekoppelten Systems Information u¨ber die Kopp-
lung im energetischen Bereich des durch elektronische Anregung induzierten
Wellenpaketes enthalten. Von Bedeutung sind dabei zum Einen die energetische
Lage des Wellenpaketes, wie zum Anderen die energetische Lage der Kopplungs-
region. Wie eingangs erwa¨hnt, werden diese von experimentellen Parametern be-
einflusst und spielen daher eine wichtige Rolle bei der Interpretation spektrosko-
pischer Daten. Durch Variation systemspezifischer Parameter wird im Folgenden
gezeigt, dass eine A¨nderung der energetischen Relationen zwischen Wellenpaket
und elektronischer Kopplung sich in charakteristischer Weise auf die Spektren
S2(t) und S2(ω) auswirkt.
Energetische Lage des Franck-Condon Gebietes
Die energetische Lage des durch elektronische Anregung induzierten Wellenpake-
tes ha¨ngt von den Franck-Condon Faktoren eines molekularen Systems ab. Ihre
Gro¨ße wird bestimmt von der relativen Verschiebung ∆x02 der Potentialminima
des elektronischen Grundzustandes S0 und des elektronisch angeregten optisch
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aktiven S2-Zustandes entlang der Koordinate x (vgl. Abbildung 3.1). Wie be-
reits erwa¨hnt, kann die Gro¨ße ∆x02 neben molekularen Eigenschaften auch durch
Umgebungseffekte beeinflusst werden. Insbesondere in Carotinoiden, in denen
die energetische Lage des hellen S2-Zustandes wesentlich mehr von Lo¨semittelef-
fekten bestimmt wird, als die des dunklen S1-Zustandes, ist daher der Einfluss
der energetischen Lage des Franck-Condon Gebietes auf die Dynamik fu¨r die
Interpretation experimenteller Daten von Bedeutung. Fu¨r die Untersuchungen
wird die Verschiebung im Bereich ∆x02 = [0.8; 1.6] a.u. in Schritten von 0.2 a.u.
vera¨ndert, wodurch sich das Maximum der Franck-Condon Faktoren verschiebt.
Einhergehend mit der Verschiebung wird die Anregungsfrequenz des Lasers reso-
nant zu dem Schwingungszustand mit maximalem Franck-Condon-Faktor einge-
stellt. Der Abstand ∆x12 wird konstant gehalten. Die Auswirkungen der Varia-
tion auf die Dynamik werden anhand der Zeit- und Frequenzdoma¨nen Signale,
S2(t) und S2(ω) diskutiert, die in Abbildung 6.6 abgebildet sind. Mit steigender
(a) ∆x02: Zeitdoma¨ne S2(t) (b) ∆x02: Frequenzdoma¨ne S2(ω)
Abbildung 6.6: Mit zunehmender Auslenkung ∆x02 des optisch aktiven Zu-
standes S2 von der Geometrie des Grundzustandes S0 ru¨ckt das generierte
Wellenpaket in den energetischen Bereich der elektronischen Kopplung. Der
einhergehende Anstieg der elektronischen Kopplungseffizienz ist deutlich in
den Zerfallskurven der S2-Population S2(t) zu sehen. Der Anstieg der Kopp-
lungseffizienz bewirkt einen U¨bergang von mono- zu biexponentiellem Cha-
rakter der Zerfallskurve. In der Frequenzdoma¨ne treten die Fundamentale,
die zweite Harmonische, sowie eine niederfrequente Komponente auf. Breite
und Intensita¨t der Signale sind von der Auslenkung ∆x02 abha¨ngig.
Verschiebung ∆x02 verschiebt sich das Maximum der Franck-Condon Faktoren
zu ho¨heren Schwingungszusta¨nden. Einhergehend damit erfa¨hrt ebenfalls das
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Zentrum des erzeugten Wellenpaketes eine energetische Verschiebung entlang
des Kopplungsgebietes von tiefen zu hohen Energien.
Betrachtet man die normierten transienten Signale der Zeitdoma¨ne in Abbil-
dung 6.6(a), so sieht man, dass mit Anregung steigender Schwingungszusta¨nde
der Populationstransfer von S2 nach S1 schneller und effizienter wird. Der zu-
na¨chst monoexponentielle Trend der Zerfallskurve nimmt mit zunehmender Effi-
zienz des Kopplungsprozesses einen biexponentiellen Charakter an. Der biexpo-
nentielle Charakter bewirkt hier, dass besonders im ersten Kopplungsschritt eine
Steigerung der Effizienz des Populationstransfers erreicht wird. Liegt das gene-
rierte Wellenpaket im energetischen Bereich der Kopplung, so kann die schnelle
Komponente des biexponentiellen Zerfalls sogar eine Zerfallszeit unterhalb von
10 fs erreichen. Das Auftreten eines solchen ersten ultraschnellen Populations-
transferschrittes wurde bereits in anderen theoretischen Arbeiten beobachtet
[150, 217, 221].
In der Frequenzdoma¨ne (Abbildung 6.6(b)) a¨ußert sich die steigende Kopp-
lungseffizienz in einer zunehmenden Verbreiterung des Signals der Fundamenta-
len. Begleitet von der Verbreiterung ist eine A¨nderung der Intensita¨t, die nach
einem kurzen Anstieg bei einer Verschiebung von ∆x02 = 0.9 a.u. ein Maximum
erreicht und dann wieder abfa¨llt. Mit steigender Energie des Wellenpaketes ist
eine leichte Blauverschiebung des Signals der Fundamentalen zu beobachten. Ne-
ben der Fundamentalen sieht man zwei weitere Signale, deren Amplitude eben-
falls von der Franck-Condon Energie abha¨ngt. Die Zwei-Quanten-Koha¨renz um
400 cm−1 erreicht bei ∆x02 = 1.25 a.u. ein Maximum. Das Signal um 20 cm−1,
das sein Maximum bei einer Verschiebung von ∆x02 = 1 a.u. erreicht wurde in
vorherigen Spektren ungekoppelter Systeme nicht beobachtet. Auf den Ursprung
des Signals wird in Abschnitt 6.5 im Rahmen der Interpretation der Ergebnisse
na¨her eingegangen, es soll hier jedoch erwa¨hnt werden, dass das Signal aus ener-
getischen Verschiebungen resultiert, die durch die Kopplung induziert werden.
Energetische Lage der elektronischen Kopplung
Die energetische Lage des Kopplungselementes wird durch den Schnittpunkt der
beiden koppelnden Potentiale von S2 und S1 bestimmt. Wie das Franck-Condon
Gebiet, wird auch die elektronische Kopplung durch stabilisierende und destabi-
lisierende Umgebungseffekte beeinflusst und spielt somit ebenfalls eine wichtige
Rolle bei der Analyse experimenteller Daten. Die energetische Lage der Kopp-
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(a) ∆x12: Zeitdoma¨ne S2(t) (b) ∆x12: Frequenzdoma¨ne S2(ω)
Abbildung 6.7: Mit abnehmender Auslenkung ∆x12 zwischen den beiden ange-
regten elektronischen Zusta¨nden S2 und S1 wird der energetische Bereich der
Kopplung von ho¨heren Schwingungszusta¨nden in S2 zu niedrigeren Energi-
en verschoben, wodurch die Zusta¨nde des generierten Wellenpaketes sta¨rker
an den dunklen S1 Zustand gekoppelt werden. Die einhergehende Zunahme
der Kopplungseffizienz a¨ußert sich wie bereits in Abbildung 6.6(a) in einem
Anstieg des biexponentiellen Charakters der Kurven S2(t). Die Frequenzdo-
ma¨nensignale S2(ω) weisen a¨hnliche Abha¨ngigkeiten von der Kopplungseffi-
zienz auf, wie sie bereits in Abbildung 6.6(b) beobachtet wurden.
lung la¨sst sich, bei festgehaltenem energetischen Abstand ∆ε12 zwischen den
Minima der beiden Potentialfla¨chen, durch die relative Verschiebung ∆x12 zwi-
schen S2 und S1 variieren (vgl. Abbildung 3.1). Fu¨r die Untersuchungen wird
der Abstand der Potentialminima im Bereich ∆x12 = [5.7; 6.9] a.u. in Schrit-
ten von 0.2 a.u. vera¨ndert. Die restlichen System-, wie Pra¨parationsparameter
entsprechen den eingangs gewa¨hlten Werten und werden konstant gehalten.
Mit sinkendem Abstand der beiden Potentiale verschiebt sich das Zentrum
der elektronischen Kopplung zu niedrigeren Energien. Bei festgehaltenen An-
regungsparametern entspricht dies einer Verschiebung der effizient gekoppelten
Schwingungslevel des angeregten Wellenpaketes von hochenergetischen Schwin-
gungszusta¨nden in Richtung des Schwingungsgrundzustandes |ψS2,0〉. Wa¨hrend
im Falle der Variation des Franck-Condon Gebietes das Wellenpaket im ener-
getischen Bereich der Kopplung verschoben wurde, wird hier die Kopplung im
energetischen Bereich des Wellenpaketes verschoben. Die resultierenden Signale,
S2(t) und S2(ω), in Abbildung 6.7 weisen starke A¨hnlichkeit zu den Signalen in
Abbildung 6.6 auf. Die normierten Signale S2(t) in Abbildung 6.7(a) zeigen eine
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zunehmende Steigerung der Kopplungseffizienz mit energetischen Verschiebung
der Kopplungsregion in Richtung des Schwingungsgrundzustandes. Wie im Fal-
le der A¨nderung des Franck-Condon Gebietes fu¨hrt auch hier eine zunehmende
Kopplungsgeschwindigkeit zu einer zunehmenden biexponentiellen Form der Zer-
fallskurve, die sich prima¨r aus der Zunahme des Populationstransfers wa¨hrend
des ersten Kopplungsschrittes ergibt.
Die Abha¨ngigkeit des Signals in der Frequenzdoma¨ne von der energetischen
Verschiebung der Kopplungsregion in Abbildung 6.7(b) zeigt ebenfalls A¨hnlich-
keiten zu den Signalen in Abbildung 6.6(b). Der Verlauf der Signalintensita¨ten,
der Breiten der Signale, sowie der leichten Verschiebungen mit zunehmender
Kopplungseffizienz entspricht den zuvor geschilderten. Auch hier sind in den Be-
reichen um 20 cm−1, 190 cm−1 und 400 cm−1 drei Signale zu erkennen, deren
Amplitudenmaxima bei steigender Kopplungseffizienz in der gleichen Reihenfol-
ge erreicht werden. Die Zuordnung der Amplitudenmaxima zu ihren Zerfallskur-
ven ergeben dieselben Zerfallszeiten, die durch die entsprechende Zuordnung in
Abbildung 6.6 erhalten werden.
Die A¨hnlichkeit der Signale unter Variation der energetischen Bereiche des
Wellenpaketes und der Kopplungsregion zeigt, dass durch die Kopplung eine cha-
rakteristische energetische Verschiebung der Energiezusta¨nde erfolgt. Die ener-
getischen und dynamischen Eigenschaften im Bereich der Kopplungsregion, die
durch elektronische Anregung im Moleku¨l angesprochen werden spiegeln sich in
den Eigenschaften der Signale in Zeit- und Frequenzdoma¨ne wider. Durch Varia-
tionen der energetischen Beziehung zwischen Wellenpaket und Kopplungsregion
ko¨nnen Kopplungseffizienz, so wie die energetische Landschaft der Kopplung
gescannt werden. Analoge Beziehungen ko¨nnen daher durch eine Variation des
Lo¨semittels mit entsprechenden Auswirkungen auf die energetischen Faktoren
des Moleku¨ls erwartet werden.
6.2.2 Einfluss der Zentralfrequenz
Durch Variation systemspezifischer Parameter konnte in Unterabschnitt 6.2.1
gezeigt werden, dass die charakteristische energetische Landschaft im Bereich
der Kopplung durch relative energetische Verschiebungen zwischen induziertem
Wellenpaket und Kopplungsregion spektroskopisch erfasst werden kann. Eine
Verschiebung des Zentrums des Wellenpaketes wird unter konstanten Systempa-
rametern auch durch Variation der Zentralfrequenz des anregenden Laserfeldes
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erreicht. Unter Verwendung der eingangs gewa¨hlten Modellparameter wird im
Folgenden gezeigt, dass sich die energetische Landschaft der Kopplungsregion
des Modellsystems ebenfalls durch Abstimmen der Zentralfrequenz erreichen
la¨sst. Dazu wird die Zentralfrequenz im Bereich von ω0 = [506; 478] nm in
Schrittweiten, die etwa zwei Schwingungsquanten der betrachteten Mode ent-
sprechen, vera¨ndert. Die Signale S2(t) und S2(ω) unter Variation der Zentral-
frequenz sind in Abbildung 6.8 gezeigt. Durch den Anstieg der Zentralfrequenz
(a) ω0: Zeitdoma¨ne S2(t) (b) ω0: Frequenzdoma¨ne S2(ω)
Abbildung 6.8: Wird die Anregungsenergie des Laserfeldes erho¨ht, so wird
das Zentrum des Wellenpaketes entlang des energetischen Bereiches der
Kopplungsregion verschoben. Hierdurch lassen sich die Eigenschaften der
Kopplungsregion scannen. Die Zeitdoma¨nensignale S2(t) spiegeln die Kopp-
lungseffizienz wider, wa¨hrend die Frequenzdoma¨nensignale S2(ω) Informa-
tionen u¨ber den energetischen Bereich des Systems in der Kopplungsregion
enthalten.
wird das Zentrum der Gauss-Verteilung u¨ber die Schwingungszusta¨nde des ange-
regten Wellenpaketes zu ho¨heren Schwingungszusta¨nden verschoben. Auch hier
beobachtet man mit zunehmender Energie des Wellenpaketes in den normierten
Signalen der Zeitdoma¨ne (Abbildung 6.8(a)) einen Anstieg des biexponentiel-
len Charakters der Zerfallskurven. Die Spektren der Frequenzdoma¨ne in Abbil-
dung 6.8(b) weisen ebenfalls dieselben Merkmale der Amplitudenverteilungen
auf, die zuvor beschrieben wurden. Auch die Zuordnung der Amplitudenmaxi-
ma zu ihren Zeitdoma¨nen-Signalen ergeben dieselben Zerfallszeiten wie im Falle
der A¨nderung der systemspezifischen Parameter in Unterabschnitt 6.2.1.
Die Beobachtungen zeigen, dass durch Variation der Zentralfrequenz im ener-
getischen Bereich der Kopplungsmode, ein Scannen der Kopplungseffizienz und
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der charakteristischen energetischen Landschaft der Kopplungsregion erreicht
werden kann.
6.3 Modelle zweidimensionaler elektronisch
gekoppelter Systeme
In Abschnitt 6.2 wurde an eindimensionalen Modellsystemen gezeigt, dass der
elektronische Kopplungsprozess wesentlich von den energetischen Eigenschaften
der angeregten Schwingungszusta¨nde in der Kopplungsregion ergeben. Bei dem
U¨bergang der Betrachtung von eindimensionalen auf ho¨her dimensionale Syste-
me nimmt die Koordinatenabha¨ngigkeit der Kopplungsregion ein weiteres zen-
trales Kriterium fu¨r den Vorgang der internen Konversion ein. Wie bereits im
eindimensionalen Fall wird die Kopplungsregion auch in ho¨her dimensionalen
Systemen durch die Schnittlinie bzw. -fla¨che zwischen den koppelnden Potential-
fla¨chen definiert. Ihre Koordinatenabha¨ngigkeit ergibt sich aus den unterschied-
Abbildung 6.9: Durch die Verschiebung (∆x12,∆y12) (schwarzer Pfeil) zwi-
schen den Potentialfla¨chen der angeregten elektronischen Potentialfla¨chen
S2 und S1 wird festgelegt, ob sich die die Kopplungsregion (gelb) in Rich-
tung der Mode A (CA), in Richtung beider Moden (CAB) oder in Richtung
der Mode B (CB) befindet.
lichen Auslenkungen der einzelnen Potentialfla¨chen entlang der betrachteten
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Moden. Unter Beschra¨nkung auf zwei Franck-Condon aktive Moden A und B
mit den Koordinaten x und y ko¨nnen drei wesentliche Fa¨lle unterschieden wer-
den, die in Abbildung 6.9 dargestellt sind. Um eine Unterscheidung zwischen
Kombinationsmoden und ho¨heren Harmonischen zu gewa¨hrleisten und einen
Vergleich zu Dynamik und Spektren ungekoppelter Systeme zu erhalten, soll
dabei fu¨r das zweidimensionale Modellsystem auf die in Kapitel 5 eingefu¨hrten
Potentialfla¨chen mit den Frequenzen ωA = 500 cm−1 und ωB = 900 cm−1 zuru¨ck-
gegriffen werden. Dabei werden, wie in Abschnitt 6.1, a¨quivalente Topographien
fu¨r die drei elektronischen Zusta¨nde S0, S1 und S2 angenommen. Die genauen
Systemparameter ko¨nnen Tabelle 6.1 entnommen werden. In erstem Fall (Abbil-
dung 6.9, links (CA)) unterscheiden sich die Koordinaten der beiden Minima der
Potentialfla¨chen S2 und S1 nur in der Koordinate x. Die Auslenkung zwischen
den beiden Potentialfla¨chen wird hier durch den Vektor ∆X12 = (∆x12, 0) be-
schrieben, der als schwarzer Pfeil gekennzeichnet ist. Die Schnittlinie zwischen
den Potentialfla¨chen befindet sich in diesem Fall in Richtung der Koordinate x.
Die resultierende Kopplungsregion, la¨sst sich wie in Abschnitt 6.1, als Gauss-
Funktion um die Schnittlinie na¨hern und ist in gelb gekennzeichnet. Wird, wie
im zweiten Fall (Abbildung 6.9, Mitte (CAB)), die Auslenkung zwischen den Po-
tentialfla¨chen S2 und S1 durch den Vektor ∆X12 = (∆x12,∆y12) beschrieben,
so resultiert eine Schnittlinie, die von den beiden Koordinaten x und y abha¨ngt.
Der dritte Fall (Abbildung 6.9, rechts (CB)), der einer Auslenkung zwischen
den Potentialfla¨chen durch den Vektor ∆X12 = (0,∆y12) entspricht, resultiert
in einer Schnittlinie, die durch eine Auslenkung der Koordinate y erreicht wird.
Die Unterschiede der durch Fourier limitierte Anregung induzierten Dynamik
und der resultierenden spektralen Eigenschaften der Modelle CA, CAB und CB
sollen im Folgenden vorgestellt werden.
Modell (ωA, ωB) [ cm−1] ∆x02 ∆y02 ∆x12 ∆y12 (∆02,∆12) [ nm]
CA (500, 900) 2.6 3.0 7.4 0 (13630, 5000)
CAB (500, 900) 2.6 3.0 7.4 6.5 (13630, 5000)
CB (500, 900) 2.6 3.0 0 6.5 (13630, 5000)
Tabelle 6.1: Modellparameter der zweidimensionalen elektronisch gekoppelten
Modellsysteme. La¨ngeneinheiten sind in dimensionslosen Koordinaten an-
gegeben. Parameter der Morsepotentiale entsprechen Tabelle 5.1.
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6.4 Fourier limitierte Anregung
Da sich die Modelle CA, CAB und CB nicht in den Koordinaten der Poten-
tialfla¨chen S0 und S2 unterscheiden, sind auch die Franck-Condon Aktivita¨ten
der beiden betrachteten Moden A und B in den einzelnen Modellen a¨quivalent.
Unterschiede in der Dynamik der verschiedenen Modelle sind daher rein auf die
Natur der elektronischen Kopplung zuru¨ckzufu¨hren.
Wie in dem Falle elektronisch ungekoppelter Potentialfla¨chen in Kapitel 5,
wird auch hier durch Fourier limitierte Anregung eine Wellenpaketdynamik
in dem optisch aktiven Zustand S2 induziert, deren Trajektorie des Orts-
Erwartungswertes eine Lissajous-Figur beschreibt. Die resultierenden Lissajous-
Abbildung 6.10: Lissajous-Figuren der Trajektorien des Wellenpaketes auf
den elektronisch gekoppelten S2-Fla¨chen. Die Kopplungselemente (gelb) in
den unterschiedlichen Richtungen ((x, 0), (x,y) und (0,y)) bewirken eine
Reduktion der Auslenkungen der Trajektorien in den entsprechenden Rich-
tungen und einhergehend damit eine Verzerrung der Lissajous-Figuren.
Figuren der S2-Dynamik in den drei Modellen wa¨hrend der ersten zwei Lissajous-
Perioden sind in Abbildung 6.10 gezeigt. In einem Vergleich mit der Trajektorie
der ungekoppelten Dynamik in Abbildung 5.2 wird bereits deutlich, dass sich
fu¨r die Dynamik der einzelnen Modellsysteme Abweichungen von der regelma¨-
ßigen Lissajous-Figur des ungekoppelten Falles ergeben, die eine Abha¨ngigkeit
von den Koordinaten der Kopplungsregion aufweisen. Die Trajektorien der elek-
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tronisch gekoppelten Systeme wa¨hrend der ersten (hellgru¨n) und der zweiten
Lissajous-Periode (dunkelgru¨n) zeigen deutliche Unterschiede. Der durch die
elektronische Kopplung induzierte energetische Verlust auf S2 a¨ußert sich hier
mit fortschreitender Zeit in einer zunehmenden Verzerrung der Trajektorien der
Wellenpaketdynamik. Die drei Modellsysteme unterscheiden sich, wie bereits be-
schrieben, durch die Koordinaten ihrer Kopplungsregionen. Da eine Kopplung
zwischen den beiden angeregten Potentialfla¨chen S2 und S1 stattfindet, wenn
das Wellenpaket sich im lokalen Bereich der Kopplungsregion befindet, wirkt
sich hier die Dynamik der einzelnen Moden unterschiedlich auf den Kopplungs-
prozess aus. In Modellsystem CA findet ein U¨berlapp des Wellenpaketes mit der
Kopplungsregion bei maximaler Auslenkung des Wellenpaketes in Richtung der
Koordinate x der Mode A statt, die aus diesem Grund als Kopplungsmode be-
zeichnet werden soll. Da das Kopplungselement hier lediglich von der Koordinate
x abha¨ngt, ist auch der U¨berlapp des Wellenpaketes mit der Kopplungsregion
unabha¨ngig von dem Wert der Koordinate y. Die Koordinate der Mode B hat
somit keinerlei Einfluss auf den Kopplungsprozess und wird daher als Zuschauer-
oder auch Spektatormode bezeichnet. Die Vertauschung der Rollen der beiden
Koordinaten bezu¨glich des Kopplungsprozesses fu¨hrt zu Modellsystem CB, in
dem die Mode B die Kopplungsmode beschreibt, wa¨hrend hier A als Spekta-
tormode fungiert. In Modellsystem CAB dagegen, ist die Kopplungsregion von
beiden Koordinaten x und y abha¨ngig, wodurch beide Moden A und B zu
prozesstreibenden Kopplungsmoden werden. Der Vergleich der Trajektorien der
beiden Modellsysteme CA und CB zeigt, dass sich die beschriebenen Verzerrun-
gen aus einer Reduktion der Auslenkung der Wellenpaketdynamik vornehmlich
in Richtung der entsprechenden Kopplungsmode ergeben. Im Falle des Modell-
systems CAB wirkt sich der energetische Verlust durch die Kopplung auf die
Auslenkung entlang beider Moden aus.
Der Prozess der internen Konversion, der durch die zeitabha¨ngigen Zerfalls-
kurven der S2-Populationen in den unterschiedlichen Modellen CA, CB und
CAB verfolgt werden kann, spiegelt die beschriebene Dynamik wider (Abbil-
dung 6.11). In Analogie zu dem eindimensionalen Fall in Abbildung 6.3 zeigen
die Zerfallskurven der Modelle mit nur einer Kopplungsmode, CA und CB, Stu-
fen mit regelma¨ßigen Absta¨nden, die der klassischen Periodendauer der jeweili-
gen Kopplungsmode entsprechen. In den regelma¨ßigen Kopplungsschritten wird
deutlich, dass der Prozess der internen Konversion unabha¨ngig von der Spek-
tatormode, lediglich von der Dynamik der Kopplungsmode getrieben wird. Im
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Abbildung 6.11: Der Normverlust der S2-Population zeigt unterschiedliche
Stufen fu¨r die verschiedenen 2 dimensionalen SystemeCA,CB undCAB. In
den Systemen CA und CB sind die Repetitionsraten der Kopplungsschritte
regelma¨ßig und entsprechen in etwa den klassischen Oszillationsperioden
der Kopplungsmoden A, bzw. B. Die Zerfallskurve des Systems CAB weist
dagegen unregelma¨ßige Kopplungsschritte auf.
Falle des Modellsystems CAB dagegen sind unregelma¨ßige Kopplungsschritte zu
erkennen, die auf die Beteiligung unterschiedlicher Moden an dem Kopplungs-
prozess hindeuten. Durch die Abha¨ngigkeit des Kopplungsprozesses von beiden
Koordinaten wird im Falle des Modells CAB die Kopplungseffizienz im Gegen-
satz zu den Modellen mit nur einer Kopplungsmode erheblich vermindert. Um
vergleichbare Lebenszeiten des S2-Zustandes fu¨r die verschiedenen Modelle zu
erzielen, muss daher bei a¨quivalenten Verschiebungen der Potentialfla¨chen S2
und S1 die Kopplungssta¨rke des Modells CAB erheblich angehoben werden.
Die beschriebene Dynamik der induzierten Wellenpakete auf S2, sowie das
Kopplungsverhalten der drei Modellsysteme hat ebenfalls auf die entsprechen-
den Spektren in der Frequenzdoma¨ne unterschiedliche Auswirkungen. Wa¨hrend
die Spektren P (ω) und S2(ω) im Falle des eindimensionalen Modells (Abbil-
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dung 6.5) noch zu vergleichbaren Resultaten fu¨hrten, sind unter Hinzunahme
weiterer Dimensionen erhebliche Differenzen zwischen den verschiedenen Spek-
tren zu beobachten.
Die durch Fourier limitierte Anregung erzeugte Polarisation P (t) kann, wie
in Abschnitt 3.2 vorgestellt, u¨ber die Korrelationsfunktion (2.89) direkt mit
der induzierten Wellenpaketbewegung in Verbindung gebracht werden. In Ab-
schnitt 5.3 wurde bereits die Dynamik in zweidimensionalen elektronisch un-
gekoppelten Systemen und die induzierten Spektren der Zeit- und Frequenz-
doma¨ne, P (t) und P (ω), vorgestellt (Abbildung 5.4). Die Lissajous-Figur, die
durch die Dynamik des induzierten Wellenpaketes wa¨hrend der Detektions-
phase beschrieben wird, resultiert hier in einer Vera¨nderung des zeitabha¨ngi-
gen U¨berlapps zwischen Ausgangszustand und propagierendem Wellenpaket,
dessen Fourier-Transformierte die energetischen Eigenschaften des Systems wi-
derspiegelt. Die Frequenzdoma¨nenspektren des elektronisch ungekoppelten Sys-
tems werden vornehmlich von den Frequenzen der beiden betrachteten Moden
ωA = 500 cm−1 und ωB = 900 cm−1 dominiert. Mit zumeist geringeren Intensita¨-
ten werden daneben auch Frequenzen der Kombinationsmoden beobachtet. Ein
Vergleich mit den normierten Polarisationen P (ω) der elektronisch gekoppelten
Modelle CA, CB, und CAB in Abbildung 6.12 zeigt, dass die Kopplung sich auf
die Intensita¨ten einzelner Peaks auswirkt. Frequenzen der Kombinationsmoden
sind geringer gewichtet, als im Falle des elektronisch ungekoppelten Systems.
Betrachtet man die Spektren der Modelle mit einer Kopplungs- und einer Spek-
tatormode, CA und CB, so sieht man, dass durch die Kopplung das Verha¨lt-
nis der Amplituden der Kopplungs- und Spektatormoden beeinflusst wird. Der
durch die elektronische Kopplung induzierte energetische Verlust in der Kopp-
lungsmode, der sich, wie zuvor beschrieben, in einer Verzerrung der Lissajous-
Figur a¨ußert, fu¨hrt durch die reduzierte Auslenkung der Wellenpakettrajektorie
in Richtung der Kopplungsmode zu einer absinkenden Aufenthaltswahrschein-
lichkeit des Wellenpaketes in der Franck-Condon Region. Die damit verbundene
Da¨mpfung des U¨berlappintegrals mit dem Ausgangszustand fu¨hrt in der Fre-
quenzdoma¨ne zu einem Verlust der Intensita¨t in der Kopplungsmode. Die Fre-
quenz der Spektatormode dominiert das Spektrum, wa¨hrend die Amplitude der
prozesstreibenden Kopplungsmode deutlich reduziert ist und sich nicht mehr
klar von Multiquantenkoha¨renzen unterscheiden la¨sst. Lediglich in dem Spek-
trum des Systems CAB sind die Kopplungsmoden deutlich zu erkennen, da hier
keine Spektatormoden mit dominierenden Intensita¨ten vorhanden sind.
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Abbildung 6.12: Durch die elektronische Kopplung wird das Intensita¨tsver-
ha¨ltnis der Frequenzen der Kopplungs- und Spektatormoden in den Spek-
tren P (ω) beeinflusst. Die normierten Spektren der Modellsysteme CA und
CB, mit einer Kopplungs- und einer Spektatormode, werden von der Fre-
quenz der Spektatormode dominiert. Durch die reduzierte Amplitude ist
die Kopplungsmode von Multiquantenkoha¨renzen nicht zu unterscheiden.
Da in Modellsystem CAB keine dominierende Spektatormode vorhanden
ist, sind hier die beiden Kopplungsmoden noch zu erkennen.
Wa¨hrend die Spektren P (ω) in Abbildung 6.12 von den Frequenzen der Spek-
tatormoden dominiert werden und die Kopplungsmoden geringe Intensita¨ten
aufweisen, zeigen die Spektren S2(ω) in Abbildung 6.13 ein kontra¨res Verhal-
ten. Wie sich bereits aus den regelma¨ßigen Stufen der Zerfallskurven der Mo-
delle CA und CB in Abbildung 6.11 vermuten la¨sst, werden die resultierenden
Spektren von der Dynamik bzw. den Energien der Kopplungsmode bestimmt.
Betrachtet man das Spektrum S2(ω) des Modells CA, so sieht man ein brei-
tes Spektrum dessen globales Maximum sich im Bereich der Kopplungsmode
A = 500 cm−1 befindet. Weitere Nebenmaxima sind etwas oberhalb der dop-
pelten Kopplungsfrequenz bei 1050 cm−1, sowie bei niedrigen Frequenzen im
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Abbildung 6.13: Die Spektren S2(ω) der drei Modelle CA, CB und CAB
enthalten lediglich die Frequenzen der Kopplungsmoden, deren Dynamik fu¨r
den Prozess der internen Konversion verantwortlich sind. Spektatormoden,
die nicht an dem elektronischen Kopplungsprozess beteiligt sind erscheinen
nicht im Spektrum.
Bereich um 100 cm−1 zu sehen. Im Gegensatz zu den Spektren P (ω) ist die
Spektatormode B = 900 cm−1 in dem Spektrum S2(ω) nicht zu sehen. A¨hnliche
Beobachtungen werden im Falle des Modells der schnelleren Kopplungsmode
CB gemacht. Das Spektrum wird dominiert von einem breiten Peak im Bereich
der Kopplungsmode B = 900 cm−1. Um 1800 cm−1 ist hier nur schwach das
Signal der zweiten Harmonischen zu erkennen. Auch hier tritt die Frequenz der
Spektatormode A = 500 cm−1 im Spektrum S2(ω) nicht auf. Die unregelma¨ßi-
gen Stufen der Zerfallskurve S2(t) des Modells CAB deuten bereits darauf hin,
dass das Spektrum S2(ω) in diesem Fall von beiden Kopplungsmoden bestimmt
wird. Durch die starke Kopplung erfahren die Signale der beiden Kopplungsmo-
den hier eine leichte Verschiebung um δω = 20 cm−1 zu ho¨heren Frequenzen.
Unter der gewa¨hlten Verschiebung der Potentialfla¨chen hat das Signal der lang-
samen Kopplungsmode eine deutlich ho¨here Amplitude als das der schnellen
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Kopplungsmode. Die energetische Charakteristik des Systems und des Kopp-
lungselementes fu¨hren hier dazu, dass aus der breiten Frequenzverteilung, die
im Falle einer einzelnen Kopplungsmode zu sehen waren, nur selektive Kompo-
nenten an dem Kopplungsprozess teilnehmen. Das niederfrequente Signal um
100 cm−1, das bereits in Modellsystem CA zu erkennen war erha¨lt eine sehr
hohe Amplitude. Auch das Signal der Kombinationsmode ωB − ωA = 400 cm−1
ist deutlich zu sehen.
Die beschriebenen Ergebnisse der zweidimensionalen Modelle lassen sich eben-
falls auf das Modellsystem des β-Carotin aus Abschnitt 6.2 u¨bertragen. Hier
ist noch nicht klar, welche Schwingungsmode als prozesstreibende Kopplungs-
mode fungiert. Vermutet wird jedoch, dass im Falle der elektronischen Kopp-
lung zwischen S2 und S1 eine niederfrequente Mode diese Aufgabe u¨bernimmt
[222], wa¨hrend transiente Spektren klar von hochfrequenten Moden dominiert
werden. Um die Auswirkungen unterschiedlicher Kopplungsmoden auf die Spek-
tren S2(ω) zu untersuchen, wurde daher das eindimensionale Modellsystem fu¨r
β-Carotin um eine C−C-Streckmode einer Frequenz von ωB = 1150 cm−1 erwei-
tert, die ha¨ufig fu¨r die Dynamik in S1 verantwortlich gemacht wird. In Analogie
zu den zweidimensionalen Modellen in Abschnitt 6.3 wurden drei Modellsyste-
me konstruiert, die sich in der Funktion ihrer Moden als Kopplungsmoden un-
terscheiden. Die resultierenden Spektren S2(ω) sind in Abbildung 6.14 gezeigt.
Trotz des großen Frequenzunterschiedes der betrachteten Moden, sind auch hier
deutlich die zuvor beschriebenen Effekte zu erkennen. In den zweidimensionalen
Modellsysteme C178, bzw. C1150, sind lediglich die Moden von ωA = 178 cm−1,
bzw. ωB = 1150 cm−1 Kopplungsmoden, wa¨hrend die jeweiligen Komplementa¨r-
moden nicht an der Kopplungsdynamik beteiligt sind. Klar ist zu sehen, dass
lediglich die Kopplungsmoden in den normierten Spektren S2(ω) auftreten. In
den Spektren des Modellsystems C178,1150 dagegen, in dem beide Moden prozess-
treibend sind, sind beide Kopplungsmoden zu sehen.
Die vorgestellten Untersuchungen zeigen, dass sich die lokale Struktur der Po-
tentialfla¨chen und des Kopplungselementes in unterschiedlicher Weise auf die
vorhandenen Moden und die Dynamik des Kopplungsprozesses auswirken. Die
resultierenden Unterschiede in der Reaktivita¨t der vorhandenen Moden wirken
sich ebenfalls auf die experimentell zuga¨nglichen Messresultate aus. Durch ge-
schickte Wahl der spektroskopischen Methode kann die Information auf die reak-
tiven Moden reduziert werden, indem der zeitliche Populationstransfer zwischen




















Abbildung 6.14: Auch in zweidimensionalen Modellsystemen zu β-Carotin, die
sich in Analogie zu den zweidimensionalen Modellsystemen in Abbildung 6.9
durch die Funktionalita¨t ihrer Moden als Kopplungs- und Spektatormoden
unterscheiden, ist trotz des großen energetischen Unterschiedes der betrach-
teten Moden ωA = 178 cm−1 und ωB = 1150 cm−1 deutlich zu sehen, dass
das Spektrum S2(ω) nur die Frequenzen der Kopplungsmoden entha¨lt.
6.5 Analytische Betrachtung
Die Resultate der vorhergehenden Untersuchung an elektronisch gekoppelten
Systemen ko¨nnen anhand der Bewegungsgleichungen in der Dichtematrixdar-
stellung verstanden werden. Da nach Laseranregung kein Populationstransfer
mit dem elektronischen Grundzustand S0 mehr stattfindet, ist dieser nicht an
dem Kopplungsprozess beteiligt und es genu¨gt, die Betrachtung auf die Dynamik
der elektronisch angeregten Zusta¨nde S1 und S2 zu beschra¨nken. Der Hamilton-
Operator des elektronisch gekoppelten Systems kann in einen koha¨renten und
einen inkoha¨renten Anteil zerlegt werden. Der koha¨rente Anteil H0 beschreibt
die Dynamik der elektronisch gekoppelten Potentialfla¨chen S2 und S1 unter Ein-
fluss der elektronischen Kopplung C12. Durch den inkoha¨renten Anteil H
Γ wird
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der Relaxationsprozess auf S1 beschrieben, der wie in Abschnitt 6.1 erwa¨hnt,
einen Ru¨ckfluss der Population von S1 nach S2 verhindert.
H = H0 +HΓ
=
(
T + V S1 C12








Die zeitliche Entwicklung der Dichtematrix, die durch die Liouville-von-







Wa¨hrend elektronische Anregung, sowie Detektion aufgrund der Symmetrien der
elektronischen Zusta¨nde in der Basis der ungekoppelten Zusta¨nde stattfinden,
wird aus (6.4) klar, dass der Entwicklung des molekularen Systems die Energien
EDn der Eigenbasis des gekoppelten Systems zugrunde liegt
4 [202]. Diese ko¨nnen
durch Diagonalisierung von H0 erhalten werden. Nach (2.33) und (2.34) ergibt
















Wie bereits in elektronisch ungekoppelten Systemen, bewirkt auch hier die zeit-
liche Entwicklung der Koha¨renzen ρnm in (6.6) das Laufen des Wellenpaketes.
Auch in der Darstellung der ungekoppelten Basis, die die Grundlage fu¨r die
spektroskopische Erfassung des Systems bildet, entwickelt sich das System unter
den Energien des gekoppelten Systems. Durch die Wirkung der elektronischen
Kopplung in der Basis der ungekoppelten Zusta¨nde (6.7), ist hier zusa¨tzlich ein
Populationstransfer zwischen den Zusta¨nden zu sehen, der in Zeiten auftritt, in
denen das Wellenpaket |ψS2〉 sich im lokalen Bereich der Kopplung befindet.
H0|Ψ〉 =
(
T + V S1 C12









4Durch ein hochgestelltes D wird die Basis des diagonalisierten Systems gekennzeichnet.
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Der Ru¨cktransfer von S1 nach S2 wird durch Wirkung des Operators ΓS1 ver-
mieden. Wie in (6.5) zusehen ist, bewirkt dieser einen inkoha¨renten Relaxati-
onsprozess auf S1, wodurch das Wellenpaket aus dem energetischen Einflussbe-
reich der Kopplung gelenkt wird. Durch die fehlende Ru¨ckkopplung entsteht
der in Abbildung 6.3 beobachtete exponentielle Zerfall der S2-Population. An-
hand der Variation von System- und Pra¨parationsparametern wurde in Unter-
abschnitt 6.2.1 gezeigt, dass die Kopplungseffizienz stark von den energetischen
Beziehungen zwischen induziertem Wellenpaket und Kopplungsregion abha¨ngt.
Mit steigender Kopplungseffizienz wurde hier ein zunehmend biexponentieller
Charakter der Zerfallskurven S2(t) beobachtet. Der biexponentielle Zerfall, der
ha¨ufig durch Beteiligung zusa¨tzlicher Schwingungsmoden an dem Prozess er-
kla¨rt wird, tritt hier bereits im Falle des eindimensionalen Modellsystems auf. In
Dichtematrixpropagationen wirkten sich starke Schwingungsdephasierung auf S2
nicht auf S2-Lebenszeiten aus
5. Der biexponentielle Charakter der Zerfallskurven
bleibt hier erhalten. Lediglich die Stufen der Zerfallskurven, die aus der Koha¨-
renz des Wellenpaketes in S2 resultieren, werden durch Zersto¨rung der Koha¨renz
ausgeglichen. Untersuchungen der Dynamik des Modellsystems unter Anregung
einzelner Schwingungszusta¨nde auf S2 zeigten, dass diese jeweils monoexponen-
tielle Zerfallskurven aufweisen, deren Zerfallszeiten im energetischen Bereich der
Kopplung stark ansteigen5. Die Zerfallskurven von S2 ergeben sich aus der U¨ber-
lagerung der angeregten Schwingungszusta¨nde in dem generierten Wellenpaket.
Der biexponentielle Charakter resultiert aus der Summe der monoexponentiel-
len Zerfallskurven der einzelnen Schwingungszusta¨nde mit stark differierenden
Zerfallskonstanten. Hier wird deutlich, dass fu¨r eine Interpretation der Spektren
im Femtosekundenbereich die explizite Betrachtung der einzelnen Schwingungs-
zusta¨nde unabdingbar ist.
Dass neben Informationen u¨ber die Kopplungseffizienz in der zeitlichen A¨nde-
rungen der Population S2(t) auch Informationen u¨ber die energetischen Charak-
teristika des gekoppelten Systems enthalten sind, la¨sst sich bereits aus (6.4) ver-
muten. Unter Verwendung der TransformationsmatrixD, die sich aus der Diago-
nalisierung von H0 ergibt, la¨sst sich die zeitliche Entwicklung der S2-Population






Es wird deutlich, dass auch die Dynamik des durch die Kopplung induzierten
5Diese Simulationen wurden nicht vorgestellt.
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Populationstransfers von den Energien des diagonalisierten Systems abha¨ngt.
Besta¨rkt wird dies durch den Vergleich der Energien des diagonalisierten Sys-
Abbildung 6.15: Der Einfluss der elektronischen Kopplung a¨ußert sich in den
Energien des gekoppelten Systems in einer Mischung der elektronischen Zu-
sta¨nde S2 und S1. Einhergehend damit finden energetische Verschiebungen
δ der Koha¨renzen statt und Koha¨renzen zwischen Schwingungszusta¨nden
von S2 und S1 treten auf, deren Energiedifferenzen hier mit ∆ bezeichnet
werden. Wie deutlich zu erkennen ist, sind die Gro¨ßen δ und ∆ von der
energetischen Lage der jeweiligen Schwingungszusta¨nde abha¨ngig.
tems mit den Spektren S2(ω). Fu¨r das, in Abschnitt 6.2 eingangs vorgestellte,
eindimensionale Modellsystem sind in Abbildung 6.15 schematisch die Schwin-
gungsenergien der Potentialfla¨chen der elektronischen Zusta¨nde S2 (gru¨n) und




elektronisch gekoppelten Systems dargestellt. Die energetische Lage des Schnitt-
punktes zwischen den beiden Potentialfla¨chen ist in gelb gekennzeichnet. Durch
den Einfluss der Kopplung werden die Schwingungszusta¨nde von S2 und S1 ge-
mischt, wodurch ihre Energien leicht verschoben werden. Die energetische Ver-
schiebung der Zusta¨nde ist durch die gestrichelten Linien angedeutet, die den
Zusta¨nden des gekoppelten Systems die jeweiligen Zusta¨nde des ungekoppelten
Systems zuordnen, die den gro¨ßten Anteil in der entsprechenden Linearkombi-
nation einnehmen. Zusta¨nde mit dominantem S2-Anteil sind hellblau gefa¨rbt,
wa¨hrend Zusta¨nde mit dominantem S1-Anteil dunkelblau gefa¨rbt sind. Energeti-
sche Verschiebung, sowie Mischungsanteil steigen im energetischen Bereich der
Kopplung deutlich an, wodurch sich auch die Steigerung der Kopplungseffizienz,
sowie der Anstieg des biexponentiellen Charakters der Zerfallskurven S2(t) in
Unterabschnitt 6.2.1 und Unterabschnitt 6.2.2 erkla¨rt. Der graue Kasten bezeich-
net den energetischen Bereich der Schwingungszusta¨nde, die vorwiegend durch
elektronische Anregung besetzt werden. In der Vergro¨ßerung dieses besetzten Be-
reichs sind energetische U¨berga¨nge durch Pfeile angedeutet, deren Koha¨renzen
auch in den Spektren S2(ω) des eindimensionalen Modellsystems zu finden sind.
Es ist zu erkennen, dass die U¨berga¨nge zwischen Zusta¨nden mit dominantem S2-
Anteil (gru¨ne Pfeile) im unteren Bereich der Kopplung noch den Koha¨renzen des
ungekoppelten Systems entsprechen, wobei mit steigender Energie die Kopplung
eine Verschiebung δ zu ho¨heren Energien bewirkt. Dieses Verhalten erkla¨rt die
beobachtete Blauverschiebung des Signals der Kopplungsmode in den Bereich
um 190 cm−1, sowie die einhergehende Verbreiterung des Signals. A¨hnliches Ver-
halten ist auch im Falle der Doppelquantenkoha¨renzen (blaue Pfeile) zu sehen.
Die Anharmonizita¨ten, die durch die Kopplung induziert werden bewirken, dass
Signale ho¨herer U¨berga¨nge aufgrund der koha¨renten Dephasierung, die auch in
der Wellenpaketdynamik in Abbildung 6.3 und Abbildung 6.4 zu sehen war, in
den Spektren kaum noch erscheinen. U¨berga¨nge zwischen Zusta¨nden mit domi-
nantem S2-Anteil und dominanten S1-Anteil (violette Pfeile) ko¨nnen ebenfalls
auftreten und zu Signalen bei niedrigen Frequenzen fu¨hren. Diese setzen sich
aus den Unterschieden ∆ zwischen den Energien der jeweiligen Zusta¨nde des
ungekoppelten Systems zusammen, sowie einer zusa¨tzlichen Verschiebung δ die
durch die Kopplung induziert wird. Durch die energetische Abha¨ngigkeit des
Kopplungsshifts δ von der energetischen Lage der Kopplungsregion sind ihre
Intensita¨t, sowie ihre Lage jedoch stark Abha¨ngig von den energetischen Bezie-
hungen zwischen induziertem Wellenpaket und der Kopplungsregion. Dies a¨u-
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ßerte sich in Unterabschnitt 6.2.1 und Unterabschnitt 6.2.2 in der Abha¨ngigkeit
der niederfrequenten Signale um 20 cm−1 von den entsprechenden System- und
Pra¨parationsparametern. A¨hnliche Abha¨ngigkeiten von den energetischen Bezie-
hungen zwischen induziertem Wellenpaket und Kopplungsregion ergaben sich
auch fu¨r die Signale der ersten und zweiten Harmonischen der Kopplungsmode
in S2(ω), in die ebenfalls die durch die Kopplung induzierte Verschiebung δ ein-
fließt. Der Vergleich der energetischen Charakteristik des gekoppelten Systems
mit den Spektren S2(ω) zeigt somit deutlich, dass die Eigenschaften der Kopp-
lungsregion sich, wie beschrieben, in den Parameterabha¨ngigkeiten der Spektren
widerspiegelt.
Der U¨bergang auf zweidimensionale elektronisch gekoppelte Systeme in Ab-
schnitt 6.4 zeigte, dass die Koordinatenabha¨ngigkeit der Kopplungsregion sich
wesentlich auf die Dynamik des Kopplungsprozesses, sowie die Resultate der un-
terschiedlichen Spektren P (ω) und S2(ω) auswirkt. Durch unterschiedliche Loka-
lisierung der Kopplungsregion erfolgt eine Differenzierung der beteiligten Moden
in reaktive, den Kopplungsprozess treibende Kopplungsmoden und unreaktive
Spektatormoden. Die Beobachtungen zeigten, dass durch diese Differenzierung
die Spektren P (ω) und S2(ω) kontra¨re Informationen u¨ber das koppelnde System
und somit den induzierten Kopplungsprozess enthalten. Wa¨hrend die Spektren
P (ω) von den Signalen der Spektatormoden dominiert werden, sind in den Spek-
tren S2(ω) ausschließlich die reaktiven Kopplungsmoden zu beobachten. Auch
hier lassen sich die Ergebnisse durch na¨here Betrachtung der entsprechenden
Bewegungsgleichungen nachvollziehen.
Da keine potentiellen Kopplungen zwischen den Moden betrachtet werden,
lassen sich fu¨r die drei Modellsysteme die resultierenden Hamilton-Operatoren
H(x, y) der Produktra¨ume (A ⊗ B), in Analogie zu Abschnitt 5.2, in Kompo-
nenten der eindimensionalen Komplementa¨rra¨ume der Moden A(x) und B(y)
zerlegen:
HAB(x, y) = HA(x) +HB(y) (6.9)
Da die ortsabha¨ngigen Koordinaten kommutieren, gilt dies auch fu¨r die
Hamilton-Operatoren der Zerlegung (6.9):
[HA(x),HB(y)] = 0 (6.10)
Die zeitliche Entwicklung der Systemzusta¨nde wird nach (2.13) durch den Propa-
gator U(t) = e−iHt beschrieben. Aufgrund der Kommutatorbeziehungen (6.10)
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Wie in (6.3) setzen sich dabei HA und HB aus den Hamilton-Operatoren der
beiden elektronischen Zusta¨nde S2 und S1, dem dissipativen Anteil H
Γ
S1 und
dem diabatischen Kopplungselement zusammen, das durch die Schnittlinie der
Potentialfla¨chen definiert ist. Durch die verschiedenen relativen Auslenkungen
∆X12 zwischen den Potentialfla¨chen S2 und S1 unterscheiden sich die Kopplungs-
elemente der drei Modellsysteme in ihrer Koordinatenabha¨ngigkeit. So sind in
den beiden Fa¨llen CA und CB, in denen die Potentialfla¨chen lediglich entlang ei-
ner Koordinaten verschoben sind, die Kopplungselemente ebenfalls nur von der
ausgelenkten Koordinate abha¨ngig. Das Kopplungselement des Modellsystems
CAB dagegen, weist eine Abha¨ngigkeit von beiden betrachteten Moden auf.
Fu¨r die Hamilton-Operatoren der drei Modellsysteme ergibt sich somit, dass
nach der Zerlegung (6.9), die Operatoren der Unterra¨ume sich durch das Auf-
treten von Außerdiagonalelementen C12 unterscheiden. Diese treten dann auf,
wenn das Kopplungselement von der Koordinaten des entsprechenden Unterrau-
mes abha¨ngig ist. Ist das Kopplungselement unabha¨ngig von einer Koordinaten,
so ist auch der Hamilton-Operator des entsprechenden Unterraumes diagonal.




















= HndA +HdB +HΓAB
(6.12)
Durch die Koordinatenabha¨ngigkeit des Kopplungselementes C12(x), fu¨hrt die
Zerlegung (6.9) im Unterraum der Kopplungsmode zu einem nicht diagonalen
(nd) Anteil HndA , wa¨hrend der Anteil H
d
B des Komplementa¨rraumes der Spekta-
tormode Diagonalgestalt (d) besitzt. Eine a¨hnliche Situation findet man im Falle
des Modellsystems CB vor, in dem der Hamilton-Operator H
nd
B des Unterrau-
mes der Kopplungsmode B durch die Kopplung Außerdiagonalelemente erha¨lt,
wa¨hrend hier HdA durch fehlende Koordinatenabha¨ngigkeit des Kopplungsele-
mentes von y Diagonalgestalt besitzt. Im Modellsystem CAB dagegen, besitzen
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die beiden Komponenten,HndA undH
nd
B , der Zerlegung des Hamilton-Operators
koppelnde Außerdiagonalelemente.
Da sich die Wellenfunktion des Produktraumes, wie bereits im Falle des elek-
tronisch ungekoppelten Modells (5.5), als Produkt der eindimensionalen Wellen-
funktionen darstellen la¨sst, folgt aus (6.11) auch fu¨r die zeitliche Entwicklung
des Gesamtsystems, dass diese sich aus den zeitlichen Entwicklungen der Wel-
lenpakete in den Unterra¨umen zusammensetzt:
|Ψt〉AB = e−iHAt|Ψ0〉A ⊗ e−iHBt|Ψ0〉B (6.13)
Hier wird nun deutlich, dass die fu¨r den Kopplungsprozess verantwortliche Dy-
namik auf den Unterraum beschra¨nkt ist, in dem der Hamilton-Operator der
Zerlegung (6.9) Anteile auf den Außerdiagonalen besitzt. Entsprechende Moden
wurden aus diesem Grund als Kopplungsmoden bezeichnet. Besitzt dagegen der
Hamilton-Operator eines Unterraumes Diagonalgestalt, so nimmt die Dynamik
in diesem Unterraum keinen Einfluss auf den Prozess der internen Konversion,
wodurch sich die Bezeichnung als Spektatormode begru¨ndet.
Ebenfalls die unterschiedlichen Resultate der spektroskopischen Erfassung des
elektronisch gekoppelten molekularen Systems lassen sich somit anhand der zeit-
lichen Entwicklung der Systemzusta¨nde (6.13) verstehen.
Die durch den Anregungspuls erzeugte Polarisation P (t) kann, wie bereits
in Abschnitt 3.2, durch die Korrelationsfunktion (2.89) gena¨hert werden. Diese
entspricht der zeitlichen Entwicklung des U¨berlapps der Ausgangswellenfunk-
tion |Ψ(t0)〉S0 mit der induzierten Wellenfunktion |Ψ(t)〉S2 , deren Entwicklung
durch (6.13) gegeben ist. Die Zerlegung in die beiden Komplementa¨rra¨ume A
und B zeigt, dass die Signalkomponente der Spektatormode analog zum Fall
elektronisch ungekoppelter Potentiale entsteht, wa¨hrend im Falle der Kopplungs-
mode durch die elektronische Kopplung eine Reduktion des U¨berlapps induziert
wird. In dem Frequenzdoma¨nenspektrum P (ω) a¨ußert sich dieses Verhalten, wie
bereits in Abbildung 6.12 beobachtet, in einer Reduktion des Signals der Kopp-
lungsmode im Verha¨ltnis zu dem Signal der Spektatormode.
Das Signal S2(t) = |〈Ψ(t)S2〉|2 dagegen entspricht der zeitlichen Entwicklung
des, durch die Kopplung induzierten, Normverlustes auf S2. Da die Dynamik
des Unterraumes der Spektatormode in (6.13) durch fehlende Außerdiagonalele-
mente keinerlei Anteil an dem Prozess der internen Konversion besitzt, wirkt
sie sich auch nicht auf das Signal S2(t) aus. Lediglich die Dynamik der Kopp-
lungsmode bestimmt den Kopplungsprozess und somit den Populationstransfer
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zwischen den elektronischen Zusta¨nden S2 und S1. Somit wirkt, wie in bereits in
Abbildung 6.12 beobachtet, das Frequenzdoma¨nenspektrum S2(ω) als Fenster
auf die den Prozess der internen Konversion steuernden Kopplungsmoden.
6.6 Pulszug Anregung in elektronisch gekoppelten
Systemen
Auch in elektronisch gekoppelten Systemen lassen sich die zuvor extrahierten
Regeln fu¨r Pulszuganregung noch anwenden. Fu¨r die Darstellung dieser Effekte
wird das eindimensionale Modellsystem aus Abschnitt 6.1 verwendet. Die Puls-
zu¨ge entsprechen Laserfeldern, die nach (2.48) aus dem Fourier limitierten Puls
in Abschnitt 6.2 durch Anwenden einer sinusoidalen Phasenmaske mit den Para-
metern a = 1.23, b = 85 fs und c = [0; 2pi] erhalten werden. Der Subpulsabstand
b = 85 fs entspricht dabei einer halben Oszillationsperiode der elektronisch ge-
koppelten Mode mit Tcoup = 1ν˜coupc0 =
1
195 cm−1c0 = 170 fs
6. Die Entwicklung
der elektronischen Population des optisch aktiven Zustandes S2 ist fu¨r die drei
ausgewa¨hlten Werte des Phasenparameters c = 0.4, c = 0.7 und c = 0.9 in
Abbildung 6.16(a) gezeigt. Wa¨hrend der Pra¨parationszeit wird die Population
sowohl von dem Transfer durch die Pulsanregung, wie auch von der elektroni-
schen Kopplung beeinflusst. Unter Verwendung unterschiedlicher c-Parameter,
sind ab dem dritten Subpuls Unterschiede in dem Betrag elektronischen Anre-
gung zu sehen. Nach Beendigung des Pulszuges wirkt sich nur noch die elek-
tronische Kopplung auf die Besetzung des S2-Zustandes aus. Die resultierenden
Kurven S2(t) oszillieren in der Detektionszeit um eine biexponentielle Funktion,
die hier in schwarz dargestellt ist. Dabei resultiert diese Oszillation wie bereits
unter Fourier limitierter Anregung aus der koha¨renten Wellenpaketbewegung
in S2. Es fa¨llt auf, dass unter Verwendung unterschiedlicher c-Parameter, die
Oszillation der Populationskurven um den biexponentiellen Trend eine zeitliche
Verschiebung aufweisen.
Deutlich wird diese zeitliche Verschiebung bei Betrachtung der zeitabha¨ngigen
Signale S2(t) in der Detektionszeit in Abha¨ngigkeit des Phasenparameters c in
Abbildung 6.16(b). Zu Beginn der Detektionszeit, zum Zeitpunkt t = 0 fs, sind
zwei Maxima bei Phasenparametern von c = 0.4 und c = 1.4 zu sehen. Etwa eine
halbe Oszillationsperiode spa¨ter, zum Zeitpunkt t = 100 fs ≈ Tcoup2 , erkennt man
6c0 = 299.792.458[ms ] = Lichtgeschwindigkeit im Vakuum
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(a) S2(t) (b) S2(t): c-Abha¨ngigkeit
Abbildung 6.16: Wie bereits in elektronisch ungekoppelten Systemen, wirkt
sich auch hier, unter dem Einfluss einer elektronischen Kopplung, der Pha-
senparameter c auf den elektronischen Populationstransfer zwischen S0 und
S2, insbesondere in der zweiten Ha¨lfte des Pulszuges aus. In der Detektions-
zeit a¨ußert sich die Wirkung des Phasenparameters c in einer Verschiebung
der Zerfallsstufen der S2-Population. Unter einem Subpulsabstand, der der
Ha¨lfte der Oszillationsperiode der Kopplungsmode entspricht, resultieren
unter Variation des Phasenparameters in dem Bereich c = [0; 2pi] zeitab-
ha¨ngige Spektren S2(t), die in Abha¨ngigkeit von c zwei Maxima aufweisen.
wieder zwei Signalmaxima. Sie treten auf bei c = 0.9 und c = 1.9, verschoben
um ∆c = 0.5 von den c-Werten der ersten Maxima. In Abbildung 6.17(links),
nach Abzug des biexponentiellen Zerfalls, treten diese Effekte noch deutlicher
hervor. In einem Vergleich mit den generierten Wellenpaketen erkennt man hier
die induzierte Dynamik. Die Phasenraumdarstellungen der Wellenpakete unter
Pulszuganregung mit c = 0.4, c = 0.7 und c = 0.9, zum Zeitpunkt t = 20 fs, sind
in Abbildung 6.17(Mitte) gezeigt. Unter Anregung mit c = 0.7 ist deutlich die
Phasenraumstruktur des Revivalzustandes mit zweiza¨hliger Symmetrieachse zu
sehen, die aus der Wahl des Subpulsabstandes b = Tcoup2 resultiert. Wie bereits
bei der Behandlung elektronisch ungekoppelter Systeme in Unterabschnitt 3.3.3
geschildert, bewirkt auch hier eine Variation des Phasenparameters c einen Popu-
lationsaustausch zwischen den phasenverschobenen Subwellenpaketen und ein-
hergehend damit die Zersto¨rung der Phasenraumsymmetrie. In den Phasenraum-
strukturen zu c = 0.4 und c = 0.9 ist dabei deutlich zu sehen, wie durch Variati-
on von c jeweils das erste und das zweite Subwellenpaket generiert wird. Diese
Erzeugung phasenverschobener Wellenpakete bewirken somit die zeitliche Ver-
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schiebung der Oszillationen in Abbildung 6.16 und Abbildung 6.17(links) unter
Variation von c. Die Wellenpaketdynamik ist hier klar zu erkennen. Zeigen die
Oszillationen in Abbildung 6.17(links) mit fortschreitender Zeit einen Wechsel
von positiven Werten (rot) zu negativen Werten (blau), so befindet sich das Wel-
lenpaket in der Kopplungsregion. Umgekehrt bedeutet der Wechsel von blau zu
rot eine Phase, in der kein Populationstransfer zwischen S2 und S1 stattfindet.
Abbildung 6.17: Nach Abzug des exponentiellen Zerfalls von den Spektren
S2(t), ist der Einfluss des Phasenparameters c auf die Dynamik deutlich
an der Verschiebung der Amplitudenmaxima zu sehen (links). Auch hier,
in Gegenwart einer elektronischen Kopplung, lassen sich in der Wigner-
Darstellung die unter Pulszuganregung mit b = Tc2 generierten Phasen-
raumstrukturen mit zweiza¨hliger Symmetrieachse erkennen, die in den Fre-
quenzdoma¨nenspektren S2(ω) zu einer Auslo¨schung der Frequenz der Kopp-
lungsmode fu¨hren. Wie bereits zuvor bewirkt der Phasenparameter c eine
Sto¨rung der Symmetrie und fu¨hrt damit verbunden zu einer Sto¨rung der
induzierten Interferenzeffekte. Hier in der Frequenzdoma¨ne entspricht die
Anzahl der resultierenden Amplitudenmaxima der Kopplungsmode in dem
Bereich von c = [0; 2pi] dem doppelten der Za¨hligkeit der induzierten Pha-
senraumstrukturen.
Wie bereits in elektronisch ungekoppelten Systemen in Abbildung 3.17, u¨ber-
tra¨gt sich auch hier im Falle elektronisch gekoppelter Systeme die Interferenz
der Materiezusta¨nde auf Interferenzen des Signals. Dabei spielt es keine Rolle,
dass hier statt der induzierten Polarisation P (ω) die Spektren S2(ω) betrachtet
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werden. In den c-abha¨ngigen Spektren S2(ω) in Abbildung 6.17(rechts) ist bei
ωcoup = 195 cm−1 die Frequenz der Kopplungsmode zu erkennen. Klar zeigt sich
hier der Einfluss der von c kontrollierten Phasenraumsymmetrie. Weisen wie im
Falle von c = 0.7 die Wellenpakete eine zweiza¨hlige Symmetrieachse auf, so inter-
ferieren die Oszillationen der beiden Subwellenpakete destruktiv und das Signal
der Kopplungsmode ist im Spektrum nicht zu sehen. In Fa¨llen, in denen die
Phasenraumsymmetrie nicht besteht, findet keine destruktive Interferenz statt
und das Signal der Kopplungsmode erscheint. Dabei fu¨hren Wellenpakete, die
ihren ersten Kopplungsschritt gleich zu Beginn der Detektionszeit absolvieren
zu gro¨ßeren Signalen, als ihre um Tcoup2 zeitlich verschobenen Replika.
Die Erweiterung der Betrachtung der Pulszuganregung auf elektronisch ge-
koppelte ho¨her dimensionale Systeme eru¨brigt sich aus den Untersuchungen in
Kapitel 5 und Abschnitt 6.4. Simulationen zeigten hier, dass in Analogie zu
Abschnitt 6.4 die Erweiterungen um Spektatormoden keinerlei Auswirkungen
auf die Pulszug induzierten Spektren S2(t) und S2(ω) haben. Unter Zunahme
zusa¨tzlicher Kopplungsmoden sind dagegen Interferenzeffekte wie in Kapitel 5
zu erwarten.
6.7 Zusammenfassung
An ein- und zweidimensionalen Modellsystemen wurden Dynamik und spektro-
skopische Signale in elektronisch gekoppelten Systemen untersucht. Es zeigte
sich, dass Informationen u¨ber den Kopplungsprozess und die energetischen Ei-
genschaften in der Kopplungsregion erhalten werden ko¨nnen. Bezu¨glich des elek-
tronischen Kopplungsprozesses ko¨nnen dabei die molekularen Schwingungsmo-
den unterteilt werden, in reaktive Kopplungsmoden, die den Prozess der internen
Konversion steuern und unreaktive Spektatormoden, deren Dynamik sich nicht
auf den Kopplungsprozess auswirkt. Definiert werden diese Moden durch die
Lage der Kopplungsregion, die sich aus den Verschiebungen der elektronisch ge-
koppelten Potentialfla¨chen ergibt. Ist eine Koordinate in der Ortsabha¨ngigkeit
der Kopplungsregion enthalten, so wirkt die entsprechende Mode als reaktive
Kopplungsmode. Ist dagegen die Kopplungsregion unabha¨ngig von einer Koor-
dinate, so wird auch der Kopplungsprozess von dieser Mode nicht beeinflusst.
Reaktive und inaktive Moden fließen in unterschiedlicher Form in die verschie-
denen experimentell zuga¨nglichen Spektren ein. In den Spektren P (ω), die aus
der erzeugten Polarisation P (t) zwischen elektronischem Grundzustand S0 und
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dem optisch aktiven Zustand S2 resultieren, erfahren die Frequenzen der reakti-
ven Kopplungsmoden im Vergleich zu den inaktiven Spektatormoden eine starke
Da¨mpfung. Spektroskopische Messungen in die P (t) eingeht, werden somit von
den Frequenzen der Spektatormoden dominiert. Frequenzen der Kopplungsmo-
den sind hier kaum mehr auszumachen.
Fu¨r die spektroskopische Bestimmung der Prozess treibenden Kopplungsmo-
den sind die Spektren S2(ω) wesentlich geeigneter. Sie lassen sich aus der Popu-
lation S2(t) des optisch aktiven, elektronisch gekoppelten Zustandes S2, durch
Abzug des langsamen exponentiellen Zerfalls und anschließender Fourier Trans-
formation erhalten. Zuga¨nglich sind sie durch Erzeugung einer Polarisation mit
einem zusa¨tzlichen phasenunabha¨ngigen elektronischen Zustand. Da lediglich die
Dynamik der Kopplungsmoden sich auf den Populationstransfer zwischen den
elektronisch gekoppelten Zusta¨nden auswirkt, fließen in die Spektren S2(ω) nur
die Energien des gekoppelten Unterraumes ein. Zu sehen sind die Koha¨renzen
der reaktiven Moden, die durch die Kopplung leichte Verschiebungen von den
Frequenzen des ungekoppelten Systems erfahren. Diese Spektren wirken somit
als ein Fenster auf ausschließlich die prozesstreibenden Kopplungsmoden.
In den Zeitdoma¨nenspektren S2(t) a¨ußert sich die induzierte Wellenpaketdy-
namik in einer Oszillation um einen exponentiellen Trend, der die Lebenszeit
des optisch aktiven Zustandes beschreibt. Die exponentielle Komponente der
Zerfallskurve wird dabei von dem energetischen U¨berlapp des induzierten Wel-
lenpaketes mit der Kopplungsregion bestimmt. Sie ergibt sich aus der Summe
der monoexponentiellen Zerfallskurven der einzelnen angeregten Schwingungszu-
sta¨nde. Befindet sich das generierte Wellenpaket in einem Bereich starker Kopp-
lung, so ergibt sich fu¨r die Zerfallskurve des Wellenpaketes ein biexponentieller
Charakter. Das Auftreten dieses biexponentiellen Charakters, der in Experimen-
ten ha¨ufig verwendet wird, um die Beteiligung unterschiedlicher Schwingungen
an einem Prozess zu begru¨nden, resultiert hier aus den stark differierenden Zer-
fallszeiten der angeregten Schwingungszusta¨nde der Kopplungsmoden und tritt
auch auf, wenn nur eine Mode beteiligt ist. Die Effizienz des Kopplungspro-
zesses spiegelt sich in dem biexponentiellen Charakter der Zerfallskurve wider.
Diese kann durch statische, wie auch durch Anregungseffekte beeinflusst werden.
Umgebungs- und Lo¨semitteleffekte, sowie die molekulare Struktur wirken sich
auf die statische Lage der koppelnden elektronischen Zusta¨nde und somit der
Kopplungsregion aus. Die energetische Lage des Wellenpaketes in der Kopplungs-
region kann andererseits durch die Wahl der Anregungsenergie im energetischen
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Bereich der Kopplungsregion gesteuert werden. Hierdurch ero¨ffnet sich die Mo¨g-
lichkeit die Kopplungsregion abzutasten.
Die geschilderten Ergebnisse sind fu¨r elektronische Kopplungsprozesse allge-
mein gu¨ltig. Gestu¨tzt werden sie durch experimentelle Untersuchungen, insbe-
sondere an Carotinoiden, in denen unter Variation der Anregungs- und Detek-
tionsenergien, des Lo¨semittels sowie der molekularen Struktur entsprechende
Auswirkungen auf die Dynamik des Prozesses der internen Konversion beobach-
tet wurden [1, 111, 223–226].
Wie bereits in elektronisch ungekoppelten Systemen ko¨nnen auch in der Ge-
genwart elektronischer Kopplungen durch Pulszuganregung gezielt Revivalzu-
sta¨nde in den einzelnen Moden generiert werden. Die Za¨hligkeit der Phasenraum-
symmetrie wird auch hier von dem Subpulsabstand b bestimmt. Auch auf das
spektroskopische Signal S2(ω) werden die tempora¨ren Interferenzeffekte u¨bertra-
gen, wobei hier lediglich die Phasenraumstruktur der Kopplungsmode eine Rolle
spielt. Unter gegebenem Subpulsabstand fu¨hrt eine Variation des Phasenparame-
ters zu einer periodischen Umverteilung zwischen den generierten Subwellenpa-
keten, wodurch ebenfalls die Phasenraumsymmetrie eine periodische Sto¨rung er-
fa¨hrt. Die destruktiven Interferenzeffekte phasenverschobener Signalkomponen-
ten, die im Falle symmetrischer Phasenraumstrukturen zu einer Auslo¨schung des
Signals der Kopplungsmode fu¨hren, werden somit ebenfalls periodisch gesto¨rt.
Wie bereits im Falle elektronisch ungekoppelter Systeme, erfa¨hrt auch hier die
Amplitude des Signals unter Variation von c eine Oszillation, die dem doppelten
der Za¨hligkeit der Phasenraumsymmetrie des generierten Wellenpaketes in der
Kopplungsmode entspricht.
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Spektroskopie
In den vorhergehenden Kapiteln wurde der Mechanismus der Pulszuganregung
vorgestellt und analysiert. Beginnend mit eindimensionalen gebundenen elek-
tronischen Potentialen, wurde im Anschluß an die Analyse in dem isolierten
System die Auswirkung mo¨glicher Umgebungseffekte untersucht. In einem weite-
ren Schritt wurde die Funktionsweise auf polyatomare Moleku¨le verallgemeinert
und anschließend die Betrachtung auf elektronisch gekoppelte Systeme erweitert.
Besonderer Schwerpunkt wurde dabei auf den Zusammenhang zwischen den mo-
lekularen Eigenschaften, der induzierten Dynamik und den spektroskopischen
Observablen gelegt, sowie der Einfluss der Pulsparameter auf diese Aspekte her-
ausgearbeitet. Es konnten Regeln extrahiert werden, die eine Voraussage des
Ausganges von Kontrollexperimenten ermo¨glichen, oder aber es umgekehrt er-
lauben, Kontrollexperimente zu interpretieren, um daraus Informationen u¨ber
das System zu erhalten. Beide Richtungen stellen Vorgehensweisen dar, die im
Rahmen spektroskopischer Arbeiten genutzt werden. Im Folgenden soll fu¨r die
spektroskopische Anwendung von Pulszu¨gen jeweils ein Beispiel vorgestellt wer-
den.
Dabei stellt das erste Beispiel in Abschnitt 7.1 den Kern der vorliegenden
Arbeit dar. Hier werden die Ergebnisse der vorhergehenden Kapitel genutzt,
um Kontrollexperimente an β-Carotin spektroskopisch zu interpretieren. In Ab-
schnitt 7.2 wird abschließend dargestellt, wie auch Moden selektiv aus Spektren
herausgefiltert werden ko¨nnen, deren Frequenzen nahe beieinander liegen, sich
folglich in ihren klassischen Oszillationsperioden kaum unterscheiden und sich
daher in ihrem Verhalten unter Pulszuganregung bisher nicht unterscheiden lie-
ßen.
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7.1 Quanten-Kontroll-Spektroskopie an β-Carotin
Carotinoide bilden eine Klasse natu¨rlicher Pigmente, die sich durch ihr Grundge-
ru¨st konjugierter Doppelbindungen auszeichnen. Die Aufgabe des Energietrans-
fers, die sie im Rahmen der Photosynthese u¨bernehmen, ist einer der Gru¨nde fu¨r
die zahlreichen Forschungsarbeiten an diesen Verbindungen. Allgemein akzep-
tiert ist, dass drei elektronische Zusta¨nde S0, S1 und S2 an der photochemischen
Reaktion der Carotinoide beteiligt sind. Es wird angenommen, dass in dem Ener-
gietransfer zwischen Carotinoiden und Chlorophyllpigmenten der Lichtsammel-
komplexe der kurzlebige, optisch aktive Zustand S2 der Carotinoide eine wesent-
liche Rolle spielt [1, 111, 227]. Wie genau der zugrundeliegende Prozess abla¨uft,
und welche Bestandteile hier wichtig sind, ist noch nicht vollsta¨ndig aufgekla¨rt.
Vermutet wird, dass das Polyengeru¨st der Carotinoide in diesen Vorga¨ngen ei-
ne essentielle Komponente darstellt. Bereits dieses Polyengeru¨st erweist sich als
komplex in Elektronen- und Kernstruktur. So existieren zahlreiche Kernschwin-
gungen, die in eine Zuweisung einzelner Komponenten in Spektren insbesonde-
re in dem niederfrequenten Bereich durch auftretende U¨berlagerungen nahezu
unmo¨glich machen. Neben der großen Anzahl von Schwingungsfreiheitsgraden
finden sich außerdem eine große Anzahl elektronischer Zusta¨nde, deren Energien
sich sehr nahe kommen ko¨nnen. Spektrale Komponenten elektronischer Koha¨-
renzen in experimentell erhaltenen Spektren sind somit ebenfalls denkbar. Die
Komplexita¨t der energetischen und strukturellen Eigenschaften der Carotinoide
machen diese Verbindungen fu¨r quantenchemische Rechnungen schwer zuga¨ng-
lich und erschweren in experimentellen zeitaufgelo¨sten Arbeiten die Zuordnung
von beobachteten Oszillationen. So sind trotz zahlreicher Forschungsarbeiten auf
diesem Gebiet noch viele Fragen offen.
Ein wesentlicher Aspekt der spektroskopischen Untersuchungen ist die Ko-
ha¨renz der induzierten Dynamik. In verschiedenen Arbeiten an Lichtsammel-
komplexen, wie auch speziell an Carotinoiden, wurden Hinweise darauf gefun-
den, dass erzeugte Koha¨renz im Laufe der betrachteten photochemischen Re-
aktionen u¨ber einige hundert Femtosekunden hinweg erhalten bleibt [68, 228?
–234]. Steuerung dieser koha¨renten Prozesse konnte sowohl in natu¨rlichen, wie
auch in ku¨nstlichen Lichtsammelkomplexen erreicht werden. Insbesondere ge-
lang es hier unter Verwendung sinusmodulierter Pulszu¨ge Kontrolle u¨ber die
Dynamik des Verlustkanals zu erreichen. Durch Variation des Phasenparame-
ters c konnte die koha¨rente Natur des Prozesses nachgewiesen werden. In U¨ber-
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einstimmung mit Resultaten aus Lernschleifen-Experimenten wurden mit sinus-
modulierten Pulszu¨gen die besten Kontrollergebnisse bei Subpulsabsta¨nden im
Bereich von b = 50−300 fs erreicht. Interpretiert wurden diese Ergebnisse durch
die Kontrolle niederfrequenter Schwingungsmoden in einem Frequenzbereich von
∼ 100− 700 cm−1 der beteiligten Carotinoide [68, 69, 110, 235].
Ha¨ufig wird niederfrequenten Moden eine große Rolle in dynamischen moleku-
laren Prozessen zugesprochen. In den Carotinoid-verwandten Polyenen wird ver-
mutet, dass niederfrequente Normalmoden fu¨r die interne Konversion zwischen
S2 und S1 relevant sind [222]. Auch in transienten Messungen des S1-Zustandes
von β-Carotin konnten Frequenzen um 200 cm−1 beobachtet werden [236]. Ge-
meinsam mit oben erwa¨hnten Ergebnissen der Kontrollexperimente an Lichtsam-
melkomplexen fu¨hrten diese Beobachtungen zu dem in Kapitel 6 vorgestellten
Modellsystem elektronisch gekoppelter Potentialfla¨chen. Eine niederfrequente
Schwingungsmode um ωc ≈ 200 fs stellt hier die prozesstreibende reaktive Koor-
dinate dar. Die Koha¨renzen des induzierten Wellenpaketes in dem elektronisch
angeregten Zustand pra¨gten die spektroskopischen Observablen. Deutlich zeigte
sich, dass die koha¨rente Wellenpaketdynamik der Schwingungsmoden die Spek-
tren, sowohl in der Zeit-, wie auch in der Frequenzdoma¨ne bestimmen. Insbeson-
dere waren in den Spektren S2(ω) ausschließlich die Frequenzen der Kopplungs-
mode zu sehen. Als Fenster auf die reaktiven Kopplungsmoden ergibt sich somit
die Detektion der elektronisch angeregten Population als spektrokopische Metho-
de der Wahl, um die Dynamik des elektronischen Kopplungsprozesses zwischen
S2 und S1 zu verfolgen. Entsprechend waren unter Einfluss einer niederfrequen-
ten Kopplungsmode von ωc ≈ 200 cm−1 in den Spektren S2(t) Oszillationen mit
einer Schwingungsdauer von Tc ≈ 170 fs zu sehen.
Schwingungskoha¨renzen sind jedoch nur ein mo¨glicher Ansatz, um experi-
mentelle Beobachtungen an Carotinoiden zu erkla¨ren. Neben der Frage, welche
Schwingungsmoden den Prozess der internen Konversion steuern, ist auch die
Beteiligung zusa¨tzlicher elektronischer Zusta¨nde nach wie vor ein ungekla¨rter
Streitpunkt [1, 111, 193]. Ursache fu¨r die Diskussion u¨ber das Mitwirken wei-
terer Zusta¨nde, waren quantenchemische Rechnungen an Polyenen, in denen in
dem energetischen Bereich des optisch aktiven S2 ein weiterer elektronischer
Zustand der Symmetrie Bu− ausgemacht werden konnte [237, 238]. Neuere Be-
rechnungen konnten diese Resultate auch fu¨r Carotinoide besta¨tigen [239–243].
Da seine Symmetrie diesen Zustand fu¨r optische U¨berga¨nge aus S0 unerreich-
bar macht, ist jedoch seine Rolle in dem photochemischen Prozess der Caroti-
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noide in Frage gestellt. Modelle, die dennoch eine Beteiligung von Bu− enthal-
ten, stu¨tzen sich entweder auf einen zu dem U¨bergang S0 → S2 → S1 simul-
tanen Weg S0 → Bu− → S1, der sich in einer Sto¨rung des U¨bergangsverbotes
aus S0 begru¨nden ließe, oder aber auf eine kaskadische Schaltung der Zusta¨nde
S0 → S2 → Bu− 99K S1. Die Lebensdauer von Bu− wu¨rde dabei in jedem Fall
im Bereich bzw. unterhalb der Lebensdauer von S2, τS2 ≈ 100 − 200 fs, liegen,
wodurch eine gezielte spektroskopische Erfassung sehr erschwert wu¨rde.
Seit der Entdeckung des Bu−-Zustandes in theoretischen Arbeiten, fanden
viele Versuche statt, einen spektroskopischen Nachweis fu¨r seine Existenz, wie
auch fu¨r seine Relevanz in den betrachteten Photoreaktionen zu finden. Dabei
wurden in unterschiedlichen transienten Messungen verschiedene Pha¨nomene
im Bereich um 200 fs beobachtet, die teilweise als Beweis fu¨r die Existenz von
Bu− gewertet wurden. Nach wie vor trennen sich jedoch hier die Meinungen
u¨ber Interpretationen solcher Beobachtungen. So wurde zum Beispiel ein Teil
dieser Pha¨nomene auf nichtlineare Prozesse zuru¨ckgefu¨hrt, die sich auch ohne
Beteiligung des Bu−-Zustandes beschreiben lassen [244, 245].
Neben der, in dieser Arbeit vorgestellten Mo¨glichkeit, beobachtete Oszillatio-
nen auf Schwingungskoha¨renzen zuru¨ckzufu¨hren, existieren weitere Ansa¨tze, die
solche Pha¨nomene durch elektronische Koha¨renzen erkla¨ren. So wurde in Arbei-
ten, die die Dynamik von Carotinoiden auf S1 in transienten spektroskopischen
Untersuchungen verfolgten, ebenfalls von Oszillationen in dem Frequenzbereich
um 200 cm−1 berichtet [234, 246]. Hier wurden jedoch die auftretenden Oszillatio-
nen auf eine induzierte elektronische Koha¨renz zwischen den beiden elektronisch
angeregten Zusta¨nden S2 und Bu− zuru¨ckgefu¨hrt. Aufgrund der niedrigen Fre-
quenz wurde Schwingungsdynamik als Ursprung fu¨r die beobachteten Oszillatio-
nen ausgeschlossen. Anhand eines Vier-Niveau-Systems, in denen die einzelnen
Niveaus die elektronischen Zusta¨nde S0, S2, Bu− und S1 beschreiben, wurden
unter Vernachla¨ssigung der Schwingungsdynamik, die Oszillationen als elektro-
nische Koha¨renzen zwischen den Zusta¨nden S2 und Bu− gedeutet, wodurch auch
die Existenz des Zustandes Bu− gezeigt wurde.
Welche Mechanismen tatsa¨chlich den beobachteten Vorga¨ngen zugrunde lie-
gen, ist jedoch nach wie vor umstritten. Um genauen Einblick in die Funktiona-
lita¨t der Carotinoide sowohl in photoprotektiven Aspekten, wie auch in Energie-
transferprozessen der Photosynthese zu erlangen, ist eine eindeutige Zuweisung
der beobachteten Oszillationen notwendig. Eine mo¨gliche Unterscheidung kann
anhand der beschriebenen Kontrolle durch sinusmodulierte Pulszu¨ge erreicht
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werden. Werden die Oszillationen durch Kernwellenpaketdynamik hervorgerufen,
so sollte ein Identifizieren durch koha¨rente Kontrolle mit Pulszu¨gen anhand der
charakteristischen Interferenzeffekte generierter Revivalzusta¨nde mo¨glich sein.
Da sinusmodulierte Pulszu¨ge unter resonanten Bedingungen bereits zu erfolg-
reicher Kontrolle der Dynamik in Lichtsammelkomplexen fu¨hrten [68, 110] und
auch die Grundzustandsdynamik von β-Carotin unter nichtresonanten Bedin-
gungen gesteuert werden konnte [105, 177] ist ein entsprechender Ansatz vielver-
sprechend.
Im Folgenden wird die Analyse experimenteller Ergebnisse vorgestellt, die in
Kontrollexperimenten mit sinusmodulierten Pulszu¨gen an β-Carotin erhalten
wurden. Fokus der Untersuchung ist die photochemische Reaktion in β-Carotin,
die nach Anregung des Grundzustandes S0 im spektralen Bereich um 510 nm
induziert wird. Besonderer Augenmerk liegt dabei auf der internen Konversi-
on zwischen den angeregten Zusta¨nden S2 und S1, durch den die Lebensdauer
des optisch aktiven Zustandes S2 von τS2 ≈ 180 fs definiert wird. Insbesondere
soll hier der Ursprung der experimentell beobachteten Frequenz im Bereich von
∼ 200 cm−1 gekla¨rt werden [234, 236, 246]. In einem Vergleich mit Daten entspre-
chender Simulationen werden die Resultate der Kontrollexperimente analysiert,
um Aufschluss u¨ber die angesprochenen offenen Fragen zu erhalten:
• Welchen Ursprunges sind die, in transienten Messungen an Carotinoiden
beobachteten Oszillationen im niederfrequenten Bereich?
• Spielt der angeregte Zustand Bu− tatsa¨chlich eine wichtige Rolle in der
Photochemie der Carotinoide?
• Welche Schwingungsmode ist verantwortlich fu¨r den Prozess der internen
Konversion S2 → S1 in Carotinoiden?
Nach einer Einfu¨hrung des Modellsystems in Unterabschnitt 7.1.1, das auf
der Annahme basiert, dass die beobachteten Oszillationen aus Schwingungsko-
ha¨renzen resultieren, werden zu diesem Zwecke in Unterabschnitt 7.1.2 zuna¨chst
die Simulationen der Kontrollexperimente vorgestellt. Hier wird die Pulszug in-
duzierte Dynamik mit wesentlichen Aspekten der resultierenden Systemantwort
diskutiert, anhand derer sich experimentell das vorgeschlagene Modell verifizie-
ren la¨sst. Nach einer Darstellung der experimentellen Anordnung in Unterab-
schnitt 7.1.3 werden in Unterabschnitt 7.1.4 die experimentellen Resultate mit
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den Daten der Simulationen verglichen. Es werden U¨bereinstimmungen und Ab-
weichungen zwischen Experiment und Simulation dargestellt, Ursachen fu¨r die
entsprechenden Ergebnisse diskutiert und auf die Bedeutung bezu¨glich oben
genannter Fragestellungen eingegangen. Die wichtigsten Ergebnisse werden ab-
schließend in Unterabschnitt 7.1.5 zusammengefasst.
7.1.1 Darstellung des Modellsystems fu¨r β-Carotin
Das verwendete Modellsystem basiert auf der Annahme, dass drei elektronische
Zusta¨nde S0, S1 und S2 genu¨gen, um die wesentlichen Aspekte der photoindu-
zierten Dynamik von β-Carotin zu beschreiben und die Betrachtung von Schwin-
gungsdynamik wesentlich ist. Das Modellsystem wurde bereits in Abschnitt 6.1
vorgestellt (Abbildung 6.2). Hier sollen nur kurz noch einmal die wesentlichen
Charakteristika zusammengefasst werden.
Der elektronische Grundzustand S0 ist u¨ber das U¨bergangsdipolmoment mit
dem optisch aktiven Zustand S2 verbunden. Dieser wiederum ist mit dem op-
tisch dunklen Zustand S1 u¨ber das elektronische Kopplungselement verbunden,
das auf die Entartungsregion der beiden elektronisch angeregten Zusta¨nde loka-
lisiert ist. Die einzelnen Potentialfla¨chen der elektronischen Zusta¨nde werden in
dem Modellsystem aus potentiell ungekoppelten Schwingungsmoden zusammen-
gesetzt. Wie in Kapitel 6 eingehend beschrieben wurde, unterscheiden sich diese
in ihrer Funktionalita¨t bezu¨glich des Prozesses der internen Konversion. Wie
bereits in Kapitel 6 werden Schwingungsmoden, deren Koordinaten in die Rich-
tungsabha¨ngigkeit des elektronischen Kopplungselementes eingehen, als reaktive
Kopplungsmoden bezeichnet. Ihre Dynamik bestimmt den elektronischen Kopp-
lungsprozess. Spektatormoden dagegen, haben keinen Einfluss auf den Prozess
der internen Konversion. Die Frequenz der Kopplungsmode, die in elektronisch
ungekoppelten Systemen eine Frequenz von ω = 178 cm−1 aufweist, erfa¨hrt, wie
in Kapitel 6 beschrieben, durch den Einfluss der Kopplung eine Verschiebung
zu der Frequenz von ωc ≈ 200 cm−1. Fu¨r den Vergleich mit den experimentellen
Daten wurde das Modellsystem um zwei Franck-Condon aktive Spektatormoden
von ωB = 1157 cm−1 und ωC = 1520 cm−1 erweitert. Diese beiden Moden be-
schreiben eine C-C-, sowie eine C=C-Streckschwingung des Polyengeru¨stes von
β-Carotin und sind fu¨r sein charakteristisches Absorptionsspektrum verantwort-
lich [111, 247]. Das Absorptionsspektrum des resultierenden Modellsystems, das
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Abbildung 7.1: Das berechnete Absorptionsspektrum des dreidimensionalen
Modellsystems, bestehend aus einer Franck-Condon aktiven Kopplungs-
mode ωA = 178 cm−1 und zwei Franck-Condon aktiven Spektatormoden
ωB = 1157 cm−1 und ωC = 1520 cm−1, zeigt die typische Bandenstruktur
des β-Carotin.
in Abbildung 7.1 gezeigt ist, zeigt gute U¨bereinstimmung mit experimentellen
Daten von β-Carotin.
Die Simulation der Quanten-Kontroll-Experimente erfolgte, in Analogie zu
Kapitel 6, durch Lo¨sen der zeitabha¨ngigen Schro¨dinger-Gleichung im Wellen-
funktionsbild, bzw. unter dissipativem Einfluss, durch Lo¨sen der Liouville-von-
Neumann-Gleichung im Dichtematrixbild. Die Betrachtung der Feldwechselwir-
kung wurde dabei auf die Pulszuganregung beschra¨nkt. Die spektroskopische
Gro¨ße, die experimentell durch Verwendung einer DFWM-Sequenz erhalten
wird (eine na¨here Beschreibung der experimentellen Anordnung erfolgt in Un-
terabschnitt 7.1.3), entspricht hier der zeitabha¨ngigen Entwicklung der Popula-
tion von S1, die nach (7.1) mit der Population des S2-Zustandes gekoppelt ist
[197, 198, 200, 217–220].
〈S1(t)〉 = 1− (〈S0(t)〉+ 〈S2(t)〉) (7.1)
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Dichtematrixrechnungen, in denen lediglich eine Schwingungsrelaxation auf
S1 betrachtet wurde, die aber sonst frei von dissipativen Einflu¨ssen waren zeig-
ten dieselben Ergebnisse, wie Rechnungen im Wellenfunktionsbild, in denen ei-
ne Da¨mpfungsfunktion auf S1 verwendet wurde, um ein Ru¨ckfließen des Wel-
lenpaketes von S1 nach S2 zu vermeiden. Simulationen wurden sowohl unter
Einfluss dissipativer Umgebung, wie auch in dissipationsfreier Umgebung be-
trachtet. Bezu¨glich dissipativer Effekte wurde zwischen Schwingungsrelaxation,
reiner Schwingungsdephasierung und reiner elektronischer Dephasierung unter-
schieden. Fu¨r die fundamentalen Zeitkonstanten dieser Prozesse wurden Werte
in einem realistischen Bereich von T1v = 5 ps, T2v = 8 ps und T2e = 600 fs
angenommen.
Die in den Simulationen verwendeten Pulszu¨ge entsprechen den experimen-
tell verwendeten und werden nach (2.48) konstruiert. Experimentell werden
sie aus Fourier limitierten Pulsen der Halbwertsbreite fwhm = 17 fs, einer
Zentralfrequenz von ω0 = 20.520 cm−1 und einer maximalen Amplitude von
0.00144 GVcm−1 durch Anwenden einer sinusoidalen Phasenmaske (2.48) mit
den Parametern a = 1.23, b = 56 fs und c = [0; 2pi] erhalten. In U¨bereinstim-
mung mit den Experimenten, garantiert die geringe Pulsintensita¨t eine Beschra¨n-
kung auf Ein-Photonen-Prozesse.
7.1.2 Simulationen der Kontrollexperimente
Um das Versta¨ndnis fu¨r die Interpretation der experimentellen Ergebnisse zu
erleichtern, sollen in Anlehnung an Abschnitt 6.6 zuna¨chst die erwarteten Resul-
tate geschildert werden. Hierzu werden die wesentlichen Aspekte des Modellsys-
tems noch einmal kurz angesprochen.
Das Modellsystem basiert auf zwei wesentlichen Annahmen bezu¨glich des pho-
tochemischen Prozesses in β-Carotin, deren Richtigkeit bisher noch in Frage ge-
stellt sind. Zum Einen wird davon ausgegangen, dass die Grundzu¨ge der Reakti-
on sich auf die drei elektronischen Zusta¨nde S0, S1 und S2 beschra¨nken. Zum An-
deren wird angenommen, dass Koha¨renz zwischen Schwingungszusta¨nden wa¨h-
rend des elektronischen Kopplungsprozesses erhalten bleibt und verantwortlich
ist fu¨r Signale im niederfrequenten Bereich, die in Spektren der Dynamik von
angeregten Zusta¨nden von β-Carotin zu beobachten sind.
In Experimenten konnten bereits nach Fourier limitierter Anregung unter Ver-
wendung der in Unterabschnitt 7.1.3 beschriebenen DFWM-Sequenz in der Fre-
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quenzdoma¨ne ein Signal um 200 cm−1 beobachtet werden [236]. Die Untersu-
chungen in Kapitel 6 zeigten, dass sich entsprechende Oszillationen im Falle des
verwendeten Modellsystems auf koha¨rente Bewegung ausschließlich der Kopp-
lungsmoden zuru¨ckfu¨hren lassen. Nicht klar ist, ob das Modellsystem tatsa¨ch-
lich zutreffend ist. So werden in einem kontra¨ren Ansatz Koha¨renzen zwischen
Schwingungszusta¨nden vo¨llig negiert und beobachtete Oszillationen in dem nie-
derfrequenten Bereich auf elektronische Koha¨renzen zwischen S2 und Bu− zu-
ru¨ckgefu¨hrt [234, 246]. Die Beobachtung dieser Frequenzen wird dort als Nach-
weis fu¨r die Existenz und Relevanz des elektronischen Zustandes Bu− in der
Photochemie des β-Carotin angefu¨hrt.
Durch Kontrollexperimente mit sinusmodulierten Pulszu¨gen sollten sich nun
die hier dargestellten Annahmen der Eigenschaften von β-Carotin und der pho-
tochemisch induzierten Dynamik verifizieren lassen. Im Laufe der Arbeit zeigte
sich, dass Spektatormoden keinerlei Einfluss auf das Ergebnis der Simulationen
haben. Weder die Dynamik des elektronischen Kopplungsprozesses, noch die
spektroskopische Gro¨ße S1(t) vera¨nderte sich unter Hinzunahme bzw. Ausschluss
von potentiell ungekoppelten Spektatormoden. Aus diesem Grund genu¨gt es, die
Betrachtung auf die Kopplungsmode von ωc ≈ 200 cm−1 zu reduzieren.
Beschreibt das in Unterabschnitt 7.1.1 vorgestellte Modellsystem den indu-
zierten photochemischen Prozess in β-Carotin ausreichend, und kann angenom-
men werden, dass die beobachteten Oszillationen tatsa¨chlich aus Wellenpaket-
dynamik der Kopplungsmode resultieren, so ist anzunehmen, dass unter Ver-
wendung von sinusmodulierten Pulszu¨gen mit Subpulsabsta¨nden b, die auf die
Oszillationsperiode Tc ≈ 170 fs der Kopplungsmode abgestimmt werden, gezielt
Revivalzusta¨nde generiert werden ko¨nnen, die sich in den Spektren durch ihre
tempora¨ren Interferenzeffekte auszeichnen. Im Falle symmetrischer Phasenraum-
strukturen in der Kopplungsmode sollte durch die tempora¨ren Interferenzeffekte
zwischen Komponenten gegenla¨ufiger Phasen, die Frequenz der Kopplungsmode
in den resultierenden Spektren geda¨mpft werden. Falls dagegen die beobachteten
Frequenzen elektronischen Ursprungs sind, sind entsprechende Interferenzeffekte
in den experimentellen Spektren nicht zu erwarten.
Bei der Wahl des Subpulsabstandes von b = 56 fs fu¨r die Kontrollexperi-
mente wurde sowohl die Lebensdauer τS2 ≈ 180 fs des optisch aktiven Zustan-
des, wie auch die Periodendauer T200 ≈ 170 fs der beobachteten Frequenz von
∼ 200 cm−1 beru¨cksichtigt. So entspricht der Subpulsabstand b = 56 fs ≈ T2003
etwa einem Drittel der Periodendauer T200 ≈ 170 fs. Entsteht die Frequenz von
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200 cm−1 durch Schwingungswellenpakete, so ist zu vermuten, dass hiermit in
der entsprechenden Mode Revivalzusta¨nde mit dreiza¨hliger Symmetrieachse ge-
neriert werden ko¨nnen. Andererseits liegt der, durch die elektronische Kopplung
induzierte, elektronische Koha¨renzverlust zwischen S0 und S2 außerhalb der ef-
fektiven Pulszugdauer. Aus den Ergebnissen in Kapitel 4 folgt somit, dass unter
Wahl des Subpulsabstandes mit 2b < τS2 eine Wirkung des Phasenparameters c
gewa¨hrleistet ist, falls die elektronische Koha¨renz nicht durch zusa¨tzliche dissi-
pative Prozesse unterhalb der Lebensdauer von S2 gesto¨rt wird.
Abbildung 7.2: Die Zeitdoma¨nensignale S1(t) (links) der Simulationen unter
Pulszuganregung mit einem Subpulsabstand von b = 56 fs = Tc3 , der einem
Drittel der Oszillationsperiode Tc der Kopplungsmode entspricht, zeigen
in Abha¨ngigkeit des Phasenparameters im Bereich c = [0; 2pi] eine Oszil-
lation der Signalamplitude. Besonders deutlich wird diese Oszillation nach
Abzug des, mit der Zeit T, exponentiellen Anstiegs (rechts). Hier sind in
Abha¨ngigkeit von c drei Amplitudenmaxima zu erkennen, die bereits auf
die b-induzierte Separation der Schwingungszusta¨nde der Kopplungsmode
in drei Klassen hinweisen.
Um sicher zu stellen, dass beobachtete Auswirkungen in den Spektren tat-
sa¨chlich auf Interferenzeffekten zwischen Subwellenpaketen beruhen, kann unter
Voraussetzung entsprechender Dephasierungszeiten, dann der Nachweis generier-
ter Revivalzusta¨nde u¨ber den Phasenparameter c erfolgen. So wird anhand der
c-induzierten Sto¨rung der Phasenraumsymmetrie, eine c-abha¨ngige Oszillation
der Amplitude der Kopplungsfrequenz in den Spektren erwartet, wodurch die
Phasenraumstruktur der Revivalzusta¨nde gescannt werden kann.
In Abbildung 7.2 sind die Zeitdoma¨nensignale S1(t) der dissipationsfreien Si-
mulationen gezeigt, die durch Pulszuganregung mit dem gewa¨hlten Subpulsab-
stand b = 56 fs und variierendem Phasenparameter c = [0; 2pi] erhalten wurden.
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Zu erkennen ist ein periodisches Verhalten der Signalamplitude mit Variation
von c, das besonders nach Abzug des exponentiellen Anstieges deutlich wird. In
Unterschied zu Abbildung 6.16 und Abbildung 6.17, wo die Wahl des Subpuls-
abstandes b = Tc2 zu einem Wellenpaket mit zweiza¨hliger Phasenraumsymmetrie
in der Kopplungsmode fu¨hrte, und entsprechend die Amplitude eine Oszillation
mit zwei Maxima unter Variation des Phasenparameters aufwies, erscheinen hier
durch Wahl des Subpulsabstandes von b = Tc3 unter Variation von c im Bereich
von c = [0; 2pi] drei Amplitudenmaxima. Bereits in der Zeitdoma¨ne ist somit die
Formation des Revivalzustandes mit dreiza¨hliger Symmetrieachse zu erkennen.
Die Frequenzdoma¨nensignale S1(ω) in Abbildung 7.3, werden aus den Signalen
S1(t), nach Abzug des, mit der Zeit T, exponentiellen Anstieges, durch Fourier-
Transformation entlang T erhalten. Zu sehen ist das Signal der Kopplungsmode
bei ωc ≈ 195 cm−1, dessen Fourier-Amplitude periodische Abha¨ngigkeit von dem
Phasenparameter c aufweist. Unter Variation von c sind drei Hauptmaxima der
Fourier-Amplitude bei Werten des Phasenparameters von c = 0.1pi, c = 0.75pi
und c = 1.4pi, sowie drei Nebenmaxima bei Werten von c = 0.45pi, c = 1.1pi
und c = 1.75pi zu erkennen. Zwischen diesen Werten fu¨hrt die destruktive In-
terferenz zwischen phasenverschobenen Komponenten des detektierten Signals
zu einer Auslo¨schung der Kopplungsfrequenz in den Spektren. Die entsprechen-
den Wigner-Darstellungen des Wellenpaketes auf S2 in der Kopplungsmode zum
Zeitpunkt t = 0 sind fu¨r die Werte von c = 1.4pi, c = 1.6pi und c = 1.75pi gezeigt.
Unter einem Phasenwert von c = 1.4pi, bei dem die Fourier-Amplitude der Kopp-
lungsfrequenz ein Maximum aufweist, ist die Sto¨rung der Phasenraumsymmetrie
am deutlichsten ausgepra¨gt. Hier sind lediglich zwei der drei Subwellenpakete zu
erkennen. Unter einem Wert von c = 1.6pi haben alle drei Subwellenpakete deut-
liche Intensita¨t, die dreiza¨hlige Symmetrieachse der Phasenraumstruktur ist zu
erkennen und die Kopplungsfrequenz in dem Spektrum wird durch destruktive
Interferenz der phasenverschobenen Komponenten ausgelo¨scht. Unter Einfluss
eines Pulszuges mit c = 1.75pi ist die Phasenraumsymmetrie des generierten
Revivalzustandes gesto¨rt. Zwar ist das dritte Subwellenpaket noch zu erkennen,
aber es besitzt deutlich weniger Intensita¨t, als die anderen beiden. Im Spektrum
fu¨hrt dies zu einem Nebenmaximum in der Fourier-Amplitude.
Das Intensita¨tsverha¨ltnis von Haupt- zu Nebenmaxima wird durch dissipa-
tive Prozesse bestimmt. Unter zunehmendem Verlust der Phaseninformation
wird dabei vornehmlich die Intensita¨t der Nebenmaxima reduziert. Erst unter
schneller Dephasierung setzt in Analogie zu Kapitel 4 die Wirkung des Pha-
165
7 Pulszu¨ge in nichtlinearer Spektroskopie
Abbildung 7.3: In den Frequenzdoma¨nenspektren S1(ω) nach Pulszuganre-
gung mit b = Tc3 , die aus Abbildung 7.2(links) durch Fourier-Transformation
entlang T erhalten wurden, ist das Signal der Kopplungsmode bei ωc =
195 cm−1 zu sehen, dessen Fourier-Amplitude mit Variation des Phasenpa-
rameters im Bereich von c = [0; 2pi] 3 Haupt- und 3 Nebenmaxima aufweist.
Die Wahl des Subpulsabstandes fu¨hrt zu Revivalzusta¨nden in der Kopp-
lungsmode mit dreiza¨hliger Phasenraumsymmetrie, wodurch destruktive
Interferenz in den Spektren zu einer Auslo¨schung fu¨hrt. Durch Variation
des Phasenparameters wird die Phasenraumsymmetrie gesto¨rt und das Si-
gnal der Kopplungsmode ist wieder zu sehen. Die beobachtete Oszillation
der Amplitude kann als Nachweis fu¨r generierte Revivalzusta¨nde und somit
auch als Nachweis fu¨r den Ursprung des Signals von Schwingungskoha¨ren-
zen genutzt werden.
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senparameters aus. Unter den in Unterabschnitt 7.1.1 genannten Werten fu¨r
dissipative Prozesse werden die geschilderten Effekte unter Variation von c noch
beobachtet. Hier ist lediglich eine Reduktion der Amplituden der Nebenmaxima
zu sehen, derart, dass sich die Anzahl der beobachteten Amplitudenmaxima auf
die drei Hauptmaxima reduziert. Wie bereits in Abschnitt 3.3, in elektronisch
ungekoppelten Systemen, erwa¨hnt wurde, ist auch hier die Lage der Maxima
der Fourier-Amplituden bezu¨glich des Phasenparameters abha¨ngig von dem ge-
nauen Wert von dem Verha¨ltnis α = Tc
b
zwischen der Oszillationsperiode der
betrachteten Mode Tc zu dem gewa¨hlten Subpulsabstand b. So fu¨hrt eine gerin-
ge Variation von α zu einem Shift der Amplitudenmaxima entlang der c-Achse.
Die Simulationen zeigen, wie sich fu¨r das Modellsystem durch Verwendung
von Pulszu¨gen mit einem Subpulsabstand von b = Tc3 = 56 fs Revivalzusta¨n-
de mit einer dreiza¨hligen Phasenraumsymmetrie erzeugen lassen. Die Variation
des Phasenparameters c in dem Bereich von c = [0; 2pi] fu¨hrt in den Zeitdo-
ma¨nenspektren S1(t) zu einer Oszillation der Amplitude in Abha¨ngigkeit von c,
wobei an den drei auftretenden Maxima bereits die Separation der Schwingungs-
zusta¨nde der Kopplungsmode in drei Klassen zu erkennen ist. In den Wigner-
Darstellungen der generierten Revivalzusta¨nde sieht man, dass durch Variation
von c die dreiza¨hlige Phasenraumsymmetrie gesto¨rt wird. Diese Sto¨rung der
Phasenraumsymmetrie u¨bertra¨gt sich direkt auf die Frequenzdoma¨nenspektren
S1(ω), die nach Kapitel 6 als Fenster auf reaktive Kopplungsmoden wirken.
Hier ist in Abha¨ngigkeit des Phasenparameters c eine Oszillation der Fourier-
Amplitude der Kopplungsmode zu beobachten, wobei die Anzahl der beobach-
teten Maxima von dem Verha¨ltnis der Oszillationsperiode Tc zu dem gewa¨hlten
Subpulsabstand, wie auch von dissipativen Effekten abha¨ngt. Im Falle symme-
trischer Phasenraumstrukturen wird das Signal der Kopplungsmode durch de-
struktive Interferenz zwischen Komponenten gegenla¨ufiger Phasen ausgelo¨scht.
Ist dagegen die Phasenraumsymmetrie gesto¨rt, so werden diese Interferenzef-
fekte reduziert und das Signal der Kopplungsmode erscheint in dem Spektrum.
Die Oszillation der Fourier-Amplitude der Kopplungsmode, die unter einem Sub-
pulsabstand von b = Tc3 sechs Maxima, bzw. unter dissipativem Einfluss nur drei
Maxima aufweist, kann somit als Nachweis fu¨r die erzeugten Revivalzusta¨nde
dienen.
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7.1.3 Darstellung der experimentellen Anordnung
Die experimentellen Messungen, die diesem Kapitel zugrunde liegen, wurden
von J. Hauer und T. Buckup in der Arbeitsgruppe um M. Motzkus durchge-
fu¨hrt. Hier soll lediglich auf die wesentlichen Aspekte der experimentellen An-
ordnung eingegangen werden, die beno¨tigt werden, um die zugrundeliegenden
Mechanismen nachzuvollziehen. Die Experimente wurden an einer Lo¨sung von
all-trans-β-Carotin (Abbildung 7.4(a,oben)) in Cyclohexan durchgefu¨hrt, deren
optischen Dichte (OD) bei 485 nm etwa 0.85 OD betra¨gt. Na¨here Angaben ko¨n-
nen [177, 178, 220, 248] entnommen werden.
Zusammen mit der energetischen Anordnung der elektronischen Zusta¨nde von
β-Carotin, sind in Abbildung 7.4 die experimentell verwendeten Pulssequen-
zen schematisch dargestellt. Fu¨r die Anregung von S0 in den optisch aktiven
Zustand S2 wird ein sinusmodulierter Pump-Puls verwendet. Die Modulation
der spektralen Phase φ(ω) (2.48) des Pump-Pulses wird u¨ber einen ra¨umlichen
Lichtmodulator (’spacial light modulator’=SLM) mit 128 Pixeln in einer 4f-
Anordnung erreicht. Ausgangspuls fu¨r die Modulation ist ein Fourier limitierter
Puls mit einer Halbwertsbreite von fwhm = 17 fs und einer Zentralfrequenz
von ωPump = 510 nm. In den Experimenten wurden der Amplitudenparameter
a = 1.23 und der Subpulsabstand b = 56 fs der Maskenfunktion (2.48) konstant
gehalten, wa¨hrend der Phasenparameter im Bereich c = [0; 2pi] in Schritten von
∆c = 0.125pi variiert wurde.
Da im Falle des β-Carotin eine transiente Erfassung des optisch aktiven Zu-
standes S2 von der Dynamik des Grundzustandes S0 stark u¨berlagert ist [249],
findet die Detektion der induzierten Dynamik hier auf S1 statt. Zu diesem Zwecke
wird eine DFWM-Sequenz verwendet, deren Zentralfrequenz ωDFWM = 560 nm,
resonant zu dem U¨bergang zwischen S1 und dem ho¨her gelegenen Zustand Sn
gewa¨hlt wird. Durch die Wahl dieser Frequenz, die außerhalb des Absorptionss-
pektrums von S2 liegt, ist hier gewa¨hrleistet, dass die gemessenen Spektren sich
auf Beitra¨ge elektronisch angeregter Dynamik beschra¨nken [177, 219, 220, 248].
Um die Dynamik des elektronischen Kopplungsprozesses zwischen den beiden
elektronisch angeregten Zusta¨nden S2 und S1 zu verfolgen, wird das Signal in Ab-
ha¨ngigkeit der Zeitdifferenz T zwischen Pulszug und DFWM-Sequenz aufgenom-
men. Die Zeitdifferenzen zwischen Pulsen innerhalb der DFWM-Sequenz werden
konstant gehalten. Die ersten beiden Pulse, die auch als Pump- und Stokes-
Puls bezeichnet werden erfolgen instantan. Durch einen konstanten Abstand
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Abbildung 7.4: In den vorgestellten Quanten-Kontroll-Experimenten an β-
Carotin erfolgt die Anregung zwischen S0 und S2 mit einem sinusmodu-
lierten Pulszug, wa¨hrend die induzierte Dynamik nach der elektronischen
Kopplung auf S1, durch Verwendung einer DFWM-Sequenz resonant zu
dem U¨bergang S1 →Sn erfolgt. Die Dynamik des Kopplungsprozesses wird
durch Variation des Abstandes T zwischen Pump-Puls und DFWM-Sequenz
verfolgt, wa¨hrend die Absta¨nde zwischen den DFWM-Pulsen konstant ge-
halten werden.
zwischen Stokes- und Probepuls der DFWM-Sequenz, der hier als τ = 170 fs
gewa¨hlt wurde, kann durch das detektierte Signal die zeitliche Entwicklung des
Populationstransfers zwischen S2 und S1 verfolgt werden. Fu¨r die Anregung von
S0 nach S2 mit dem Pulszug betragen die mittleren Anregungsenergien 40 nJ
(3.1× 1015 Photonencm−2 ). Fu¨r die DFWM-Sequenz werden Anregungsenergien unter-
halb 10 nJ (7.2 × 1015 Photonencm2 ) verwendet. Durch die geringen Pulsintensita¨ten
wird sichergestellt, dass die Experimente auf Ein-Photonen-Prozesse beschra¨nkt
sind. Um koha¨rente Artefakte zwischen Pulszug und DFWM-Sequenz zu vermei-
den, die durch einen zeitlichen U¨berlapp zwischen den Pulsen entstehen ko¨nnen,
werden die ersten 100 fs der Detektionszeit verworfen. Die Detektion erfolgt u¨ber
einen Zeitraum von 100− 550 fs in Schrittweiten von ∆T = 50 fs.
Fu¨r die Auswertung der Messdaten wurde zuna¨chst in der Zeitdoma¨ne der ex-
ponentielle Anstieg abgezogen. U¨ber Fourier-Transformation wurden dann die
Spektren in der Frequenzdoma¨ne erhalten, wobei eine Interpolation in der Fre-
quenzdoma¨ne mit Hilfe von ’zero-padding’ in der Zeitdoma¨ne erreicht wurde.
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7.1.4 Ergebnisse und Interpretation der Kontrollexperimente
Wie bereits in den Simulationen erfolgt auch in den Kontrollexperimenten die
Anregung durch Pulszu¨ge mit Subpulsabsta¨nden von b = 56 fs und in dem
Bereich von c = [0; 2pi] variierendem Phasenparameter. Die Detektion der Po-
pulationsa¨nderung auf S1 erfolgt mit der zuvor beschriebenen DFWM-Sequenz.
Die resultierenden Zeitdoma¨nensignale S1(T ) sind in Abbildung 7.5 gezeigt. Wie
bereits in den Simulationen in Unterabschnitt 7.1.2, sieht man mit zunehmen-
der Zeit einen exponentiellen Anstieg der Signalamplitude. Neben dem zeitlichen
Anstieg der S1-Population, die durch den elektronischen Kopplungsprozess zwi-
schen S2 und S1 bestimmt wird, tragen hier außerdem dynamische Eigenschaften
des S1-Zustandes zu dem langsamen zeitlichen Anstieg des detektierten Signals
der DFWM-Sequenz bei [178]. Hierdurch la¨sst sich die Abweichung der expo-
nentiellen Zeitkonstante von der Lebensdauer des S2-Zustandes, wie auch zu der
exponentiellen Zeitkonstante der Zeitdoma¨nendaten der Simulationen, in denen
die verwendete DFWM-Sequenz nicht simuliert wurde, erkla¨ren.
Abbildung 7.5: Nach Anregung S0 →S2 mit Pulszu¨gen mit einem konstan-
tem Subpulsabstand von b = 56 fs und variierendem Phasenparameter
c = [0; 2pi] werden die Zeitdoma¨nensignale S1(T ) (links) durch Verwendung
einer DFWM-Sequenz resonant zu dem elektronischen U¨bergang S1 →Sn
erhalten. Die Signalamplitude weist unter Variation von c ein periodisches
Verhalten auf. Dominant erscheint eine Oszillation mit nur einem Maximum
bei c = 1.5pi. Diese ist von weiteren Oszillationen u¨berlagert, die insbeson-
dere nach Abzug des exponentiellen Anstiegs entlang T deutlich werden
(links).
In den Simulationen der Kontrollexperimente in Unterabschnitt 7.1.2, in de-
nen der elektronische Kopplungsprozess von der Dynamik der Kopplungsmode
von ωc ≈ 200 cm−1 gesteuert wurde, wurde bei einem Subpulsabstand von
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b = 56 fs = Tc3 unter Variation des Phasenparameters eine Oszillation der Si-
gnalamplitude mit drei Maxima erzielt. Diese drei Maxima wiesen bereits auf
den generierten Revivalzustand in der Kopplungsmode mit dreiza¨hliger Sym-
metrieachse hin. Auch in den experimentellen Daten in Abbildung 7.5 ist eine
Oszillation der Signalamplitude mit Variation des Phasenparameters zu beob-
achten. Im Gegensatz zu den Simulationen wird hier jedoch eine Oszillation
mit nur einem Maximum beobachtet, die die zeitabha¨ngigen Signale in Abha¨n-
gigkeit des Phasenparameters dominiert. Das Maximum dieser Oszillation liegt
ungefa¨hr bei einem Wert des Phasenparameters von c = 1.5pi. U¨berlagert wird
die dominante Oszillation von weiteren Amplitudenschwankungen, die insbeson-
dere nach Abzug des langsamen exponentiellen Anstiegs deutlich werden (Ab-
bildung 7.5,rechts).
Stimmt der experimentell beobachtete Effekt der Manipulation der Signalam-
plituden durch Variation des Phasenparameters mit den, in den Simulationen
induzierten Effekten u¨berein, so wu¨rde die dominante Oszillation mit nur einem
Maximum fu¨r eine Schwingung sprechen, deren Oszillationsperiode ungefa¨hr ei-
nem ganzzahligen Vielfachen des gewa¨hlten Subpulsabstandes b entspricht. Mit
b = 56 fs erga¨be sich somit fu¨r die beobachtete Oszillation in den Zeitdoma¨nen-
spektren eine Kopplungsmode von ∼ 600 cm−1, bzw. dem doppelten oder auch
dreifachen davon, also ∼ 1200 cm−1 oder auch ∼ 1800 cm−1. Aus den Zeitdoma¨-
nensignalen la¨sst sich jedoch noch nicht sicher feststellen, ob die beobachteten
Oszillationen tatsa¨chlich auf Koha¨renzen zwischen Schwingungszusta¨nden zu-
ru¨ckzufu¨hren sind. Auch ist hier eine Extraktion der u¨berlagerten Oszillationen
nicht mo¨glich, weshalb die nach Fourier limitierter Anregung beobachtete Mode
von ∼ 200 cm−1 nicht zu erkennen ist.
In den Simulationen wurde die Kopplungsmode von ωc ≈ 200 cm−1 in
den Freuqenzdoma¨nenspektren durch Fourier-Transformation der Zeitdoma¨nen-
signale sichtbar. Auch experimentell konnte nach Berichten eine Frequenz um
∼ 200 cm−1 nach Fourier limitierter Anregung beobachtet werden [234, 236, 246].
Wie bereits erwa¨hnt, ist jedoch nicht vollsta¨ndig gekla¨rt, ob diese Frequenz auf
Schwingungsdynamik oder elektronische Koha¨renzen zuru¨ckzufu¨hren ist. Eine
Unterscheidung sollte hier durch die Frequenzdoma¨nensignale der Kontrollex-
perimente mo¨glich sein. So weisen in den Simulationen die Fourier-Amplituden
des Signals der Kopplungsmode unter Variation des Phasenparameters c Os-
zillationen auf, die sich auf die induzierten Interferenzeffekte der generierten
Revivalzusta¨nde zuru¨ckfu¨hren lassen.
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Ob die experimentell beobachtete Frequenz tatsa¨chlich auf Schwingungsko-
ha¨renzen der Kopplungsmode begru¨ndet ist, soll nun anhand der experimen-
tellen Frequenzdoma¨nenspektren gepru¨ft werden. Wie bereits in den Simulatio-
nen, werden auch die experimentellen Frequenzdoma¨nenspektren S1(ω) aus den
Zeitdoma¨nensignalen S1(T ) nach Abzug der exponentiellen Komponente durch
Fourier-Transformation entlang T erhalten. Die Resultate sind in Abbildung 7.6
abgebildet. Wie zu erwarten sind die experimentellen Spektren deutlich kom-
Abbildung 7.6: Die Frequenzdoma¨nenspektren der Kontrollexperimente wei-
sen Signale auf, deren Fourier-Amplituden unter Variation des Phasenpara-
meters c oszillieren. Die gro¨ßte Amplitude weist, bei c ≈ 1.6pi, das bereits
unter Fourier limitierter Anregung beobachtete Signal von ∼ 200 cm−1 auf.
Neben einer Variation der Fourier-Amplitude weist dieses Signal unter Va-
riation des Phasenparameters zusa¨tzlich einen Frequenzshift auf. Weitere
Signale schwa¨cherer Intensita¨t, deren Amplituden ebenfalls unter Variation
von c oszillieren, sind bei ∼ 120 cm−1, ∼ 310 cm−1 und ∼ 400 cm−1 zu
erkennen.
plexer. Bei genauerer Betrachtung lassen sich jedoch einige Signale zuordnen.
A¨hnlich wie in den Simulationen, sind dabei unter Variation des Phasenparame-
ters c Oszillationen der Signalamplituden zu beobachten. Die gro¨ßte Amplitude,
bei einem Wert des Phasenparameters von c = 1.6pi, weist das bereits nach
Fourier limitierter Anregung beobachtete Signal von ∼ 200 cm−1 auf. Neben
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einer Oszillation der Signalamplitude, ist hier desweiteren unter Variation von
c ein Frequenzshift zu beobachten. So wird durch eine Variation des Phasen-
parameters in dem Bereich von c = [0; 0.25pi] das Signal von ∼ 200 cm−1 zu
∼ 290 cm−1 verschoben. Anschließend in dem Bereich von c = [0.25pi; 2pi] kehrt
das Signal wieder zu der urspru¨nglichen Frequenz von ∼ 200 cm−1 zuru¨ck. Ne-
ben der Frequenz um ∼ 200 cm−1 sind weitere Signale schwa¨cherer Amplituden
bei ∼ 120 cm−1, ∼ 310 cm−1 und ∼ 400 cm−1 zu sehen. Sie weisen nur geringe
Frequenzverschiebungen auf. Aufgrund der weiten Zeitschritte, die in den Expe-
rimenten gewa¨hlt wurden, reicht der erfasste Frequenzbereich nur bis 400 cm−1.
Die Annahme, dass die in den Zeitdoma¨nensignalen beobachtete dominante Os-
zillation unter dem Phasenparameter mit nur einem Maximum tatsa¨chlich auf
eine Mode zuru¨ckzufu¨hren ist, kann somit nicht durch die vorliegenden Messun-
gen besta¨tigt werden. Fu¨r weitere Ru¨ckschlu¨sse bezu¨glich dieser Beobachtungen
mu¨ssen die Experimente mit entsprechend geringer Schrittweite wiederholt wer-
den. Bei sa¨mtlichen beobachteten Frequenzen wirkt sich eine Variation von c
auf die Signalamplituden aus.
Die Variation der Fourier-Amplituden des Signals der Kopplungsmode wird
auch in den Simulationen der Kontrollexperimente in Unterabschnitt 7.1.2 unter
Verwendung des eingefu¨hrten Modellsystems beobachtet. Durch das Zusammen-
spiel von Subpulsphasen und Phasen der Schwingungszusta¨nde wird dort gezielt
die Phasenraumsymmetrie der generierten Revivalzusta¨nde gesteuert. Die in-
duzierten Interferenzeffekte zwischen Signalkomponenten gegenla¨ufiger Phasen
spiegeln sich in den Signalamplituden wider. Aus der Oszillation der Signalam-
plitude unter Variation des Phasenparameters in dem Bereich von c = [0; 2pi]
kann der Ru¨ckschluss auf die Phasenbeziehungen zwischen den generierten Pha-
senraumstrukturen geschlossen werden. Unter dissipationsfreier Umgebung ent-
spricht dabei die Anzahl der Maxima dem doppelten der Za¨hligkeit der Phasen-
raumsymmetrie des induzierten Wellenpaketes in der Kopplungsmode. Durch
entsprechende Beobachtungen in den Kontrollexperimenten ko¨nnte somit der
Ru¨ckschluss auf den Ursprung der beobachteten Signale als Koha¨renzen zwi-
schen Schwingungszusta¨nden der Kopplungsmode gezogen werden.
Zwar weisen auch die experimentellen Frequenzdoma¨nendaten Amplitudenab-
ha¨ngigkeiten der einzelnen Signale auf, jedoch lassen sich auf den ersten Blick
nur schwer U¨bereinstimmungen zwischen Experiment und Simulation festma-
chen. Zum Einen sind in den experimentellen Daten in Abbildung 7.6 Frequen-
zen zu beobachten, die in dem verwendeten Modellsystem nicht vorhanden sind,
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zum Anderen wird in den Simulationen in Abbildung 7.3 die beschriebene Fre-
quenzverschiebung unter Variation von c nicht beobachtet. Fu¨r eine genauere
Analyse der experimentellen Daten, soll nun die Betrachtung auf die in der
Simulation verwendeten Kopplungsmode mit der Frequenz ωc = 200 cm−1 be-
schra¨nkt werden. Handelt es sich hier tatsa¨chlich um eine Kopplungsmode, so
sollte entsprechend den Simulationen, durch die Verwendung des Subpulsabstan-
des b = 56 fs, der ungefa¨hr einem Drittel der Oszillationsperiode Tc = 167 fs
der Kopplungsmode entspricht, unter Variation von des Phasenparameters sechs
Amplitudenmaxima zu beobachten sein. Diese geben dann den Hinweis auf die
induzierten Revivalzusta¨nde mit dreiza¨hliger Phasenraumsymmetrie, wodurch
sich die beobachtete Frequenz eindeutig als Signal einer reaktiven Kopplungs-
mode identifizieren la¨sst.
Abbildung 7.7: Bei einem Vergleich der experimentellen (schwarze Contour)
und simulierten (farbig) Frequenzdoma¨nenspektren der Quanten-Kontroll-
Experimente sind im Bereich um 200 cm−1 Analogien zu erkennen, die sich
insbesondere in der Phasenabha¨ngigkeit der Signalamplituden zeigt.
Fu¨r einen zufriedenstellenden Vergleich der c-abha¨ngigen Daten von Experi-
ment und Simulation mu¨ssen zuna¨chst die beobachteten Frequenzen genauer
betrachtet werden. Wa¨hrend in den Simulationen die Kopplungsmode eine Fre-
quenz von ωc = 195 cm−1 besitzt, liegt die experimentell beobachtete Frequenz
bei ungefa¨hr ∼ 210 cm−1. Die resultierenden Oszillationsperioden der Moden in
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Experiment und Simulation weisen somit einen geringfu¨gigen Unterschied aus.
Durch den Unterschied der Oszillationsperioden wird das Verha¨ltnis α = Tc
b
zwi-
schen Periodendauer Tc der Schwingung und angewendetem Subpulsabstand b
leicht vera¨ndert. Zwar wirkt sich eine A¨nderung in diesem Bereich nicht auf die
Phasenraumstruktur der generierten Revivalzusta¨nde und somit auch nicht auf
die Anzahl der Amplitudenmaxima in den Spektren aus, jedoch fu¨hrt der kleine
Unterschied in α, wie bereits in Unterabschnitt 7.1.2 erwa¨hnt, zu einer Verschie-
bung der Amplitudenmaxima entlang der Achse des Phasenparameters c. Fu¨r
den Vergleich wurden daher die Daten der Simulation entlang dieser Achse um
∆c = 0.25pi verschoben. Durch die eingefu¨hrte Verschiebung lassen sich nun die
beiden Datensa¨tze vergleichen. In Abbildung 7.7 sind die entsprechenden Ergeb-
nisse aus Simulation und Experiment u¨bereinander gelegt. Besonders in dem
Bereich des Phasenparameters von c = [0.5; 2pi] erkennt man deutlich, dass die
Amplitude der Kopplungsmode entlang des Phasenparameters c die gleiche Os-
zillationsperiode besitzen. Lediglich die c-induzierte Frequenzverschiebung des
experimentellen Signals, die sich vornehmlich auf den Bereich von c = [0; 0.5pi]
auswirkt, scheint hier geringe Abweichungen zu bewirken.
In Abbildung 7.8, die einen Schnitt der experimentellen und der simulierten
Spektren aus Abbildung 7.7 entlang der Phasenwerte von c = 1.5pi und c =
1.65pi zeigt, sieht man deutlich die u¨bereinstimmende Da¨mpfung des Signals der
Kopplungsmode bei einer A¨nderung des Phasenparameters von c = 1.65pi zu
c = 1.5pi. Auch wird hier der erwa¨hnte Unterschied der Frequenzen deutlich, der
die Verschiebung der Simulationsdaten entlang c erforderte.
Ein Schnitt der experimentellen und der simulierten Spektren aus Abbil-
dung 7.7 entlang der Kopplungsfrequenz von 200 cm−1 in Abbildung 7.9 zeigt
deutlich die U¨bereinstimmung der c-induzierten Oszillation der Amplitudenma-
xima. Sowohl in der Simulation, wie auch in dem Experiment sind die 6 Maxima
zu erkennen, die die Phasendifferenz der einzelnen Komponenten der generier-
ten Revivalzusta¨nde mit dreiza¨hliger Symmetrieachse anzeigen. Auch die Lage
der Maxima stimmt bis auf geringe Abweichungen gut u¨berein. Die Beobach-
tungen lassen somit darauf schließen, dass die beobachtete Frequenz tatsa¨chlich
wie vermutet durch Schwingungskoha¨renzen der Kopplungsmode induziert wird.
Elektronische Koha¨renzen ko¨nnen somit als Ursache ausgeschlossen werden. Le-
diglich die Signalintensita¨ten der einzelnen Maxima weichen voneinander ab.
Abweichungen zwischen experimentellen und simulierten Daten lassen sich
nun unter diesen Bedingungen leicht anhand der vorgenommenen Na¨herungen
175











































Abbildung 7.8: Schnitte der Quanten-Kontroll-Frequenzdoma¨nenspektren aus
Abbildung 7.7 bei Werten des Phasenparameters von c = 1.5pi und c =
1.65pi verdeutlichen, dass sowohl in dem Experiment (a), wie auch in der
Simulation (b) das Signal der Kopplungsmode um ∼ 200 cm−1 durch A¨n-
derung des Phasenparameters von c = 1.65pi nach c = 1.5pi eine Da¨mpfung
erfa¨hrt.
erkla¨ren. Fu¨r die Diskussion dieser Abweichungen soll mit den in Abbildung 7.6
beobachteten Frequenzen begonnen werden. Das vorgestellte Modellsystem re-
duziert die photochemische Reaktion in β-Carotin auf eine Kopplungsmode. Bei
der Komplexita¨t dieses Moleku¨ls ist jedoch nicht anzunehmen, dass die induzier-
te Reaktion lediglich auf eine Mode beschra¨nkt ist. Vielmehr ist anzunehmen,
dass weitere Moden ebenfalls an dem elektronischen Kopplungsprozess betei-
ligt sind. Bereits der kleine Frequenzbereich, der anhand der experimentellen
Daten ausgewertet werden konnte, zeigt Anzeichen fu¨r weitere reaktive Moden.
Signale konnten hier festgemacht werden, die, wie bereits die analysierte Mo-
de von ωc ≈ 200 cm−1, ebenfalls Amplitudenoszillationen unter Variation von
c aufwiesen. Ob diese Moden tatsa¨chlich direkt auf reine Schwingungsmoden
oder aber auf Kombinationsmoden zwischen Schwingungsmoden zuru¨ckgefu¨hrt
werden ko¨nnen, muss noch weiter untersucht werden. Klar ist jedoch aus den
Untersuchungen in Kapitel 6, dass unter den verwendeten Bedingungen lediglich
Koha¨renzen reaktiver Kopplungsmoden beobachtet werden. Bei fortfu¨hrenden
Untersuchungen sollte dann auf jeden Fall der beobachtete Frequenzbereich er-
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Abbildung 7.9: Ein Schnitt der Quanten-Kontroll-Frequenzdoma¨nenspektren
aus Abbildung 7.7 entlang der Frequenz der Kopplungsmode um 200 cm−1
zeigt die A¨hnlichkeiten zwischen Experiment und Simulation. Zu sehen ist
eine Oszillation der Fourier-Amplitude, die im Bereich von c = [0 : 2pi] 6 Ma-
xima durchla¨uft. Wie in den Simulationen in Unterabschnitt 7.1.2 gezeigt
wurde, entspricht die Anzahl dieser Maxima dem doppelten der Za¨hligkeit
der Phasenraumzusta¨nde in der Kopplungsmode, die durch die verwendeten
Pulszu¨ge mit einem Subpulsabstand von b = Tc3 generiert wurden. Lediglich
die Intensita¨ten der Maxima zeigen eine Abweichung zwischen Experiment
und Simulation.
weitert werden, da die in den Zeitdoma¨nen beobachtete dominante Oszillation
auf eine weitere Kopplungsmode in dem Bereich von ∼ 600 cm−1, bzw. einem
ganzzahligen Vielfachen davon hinweist.
Die experimentell beobachtete Kopplungsmode von ωc ≈ 200 cm−1 weist im
Gegensatz zu den vorgestellten Simulationen unter Variation des Phasenpara-
meters einen Frequenzshift auf. Die Abwesenheit dieser Frequenzshifts in den Si-
mulationen kann durch die Darstellung der betrachteten Schwingungsmoden in
Form von potentiell ungekoppelten Moden erkla¨rt werden. Der hohe Anregungs-
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grad der elektronisch gekoppelten Schwingungszusta¨nde in S1 weist jedoch dar-
auf hin, dass hier die Beschreibung durch potentiell ungekoppelte Moden nicht
ausreichend ist, sondern vielmehr in diesem energetischen Bereich potentielle
Kopplungen zwischen den Normalmoden auftreten. Unter Hinzunahme poten-
tieller Kopplungen konnten in Simulationen Frequenzverschiebungen in Abha¨n-
gigkeit des Phasenparameters c beobachtet werden. Fu¨r eine genaue Anpassung
der resultierenden Verschiebungen an die experimentellen Daten sind jedoch
noch fortfu¨hrende Arbeiten erforderlich. Die Interpretation der beobachteten Fre-
quenzverschiebung durch potentielle Kopplung wird auch von experimentellen
Untersuchungen des elektronischen Kopplungsprozesses S2 →S1 von β-Carotin
gestu¨tzt. Hier wurden Frequenzen von S1-Schwingungsmodenbeobachtet, die
erst nach den ersten 300 fs des Kopplungsprozesses in den Spektren erscheinen
[178, 248]. Die dort verwendete Interpretation eines zuna¨chst besetzten heißen
S1-Zustandes ko¨nnte durch die na¨here Betrachtung des hier induzierten Kopp-
lungsprozesses zwischen den einzelnen Moden gegebenenfalls weiter spezifiziert
werden.
Die Existenz weiterer Kopplungsmoden, sowie potentielle Kopplungen zwi-
schen den betrachteten Schwingungsmoden fu¨hrt zu einer weiteren Na¨herung,
die im Rahmen des Modellsystems ebenfalls fu¨r Abweichungen von den experi-
mentellen Ergebnissen fu¨hrt. Um in dem vorgestellten Modellsystem die experi-
mentell beobachtete Lebensdauer τS2 ≈ 180 fs zu erreichen, musste die in Ab-
schnitt 6.1 beschriebene Da¨mpfung auf S1 eingefu¨hrt werden. Durch das Da¨mp-
fen wird einerseits eine Ru¨ckkehr des Wellenpaketes vermieden, andererseits wird
aber auch die Phaseninformation u¨ber die geda¨mpften Anteile verworfen. Die
Da¨mpfung entspricht somit einem dissipativen Effekt, der hier ku¨nstlich einge-
fu¨hrt werden musste, um eine verha¨ltnisma¨ßig realistische Beschreibung des kurz-
lebigen S2-Zustandes zu erreichen. Unter der Existenz weiterer Kopplungsmo-
den, sowie der potentiellen Kopplung zwischen Kopplungsmoden ist eine solche
Da¨mpfung nicht mehr no¨tig, um eine Ru¨ckkehr in S2 zu vermeiden. Durch inter-
molekulare Verteilungsprozesse von Schwingungsenergie (IVR=’intermolecular
vibrational energy distribution’) wird hier die Energie aus dem Einflussgebiet
der elektronischen Kopplungsregion gezogen und somit das Wellenpaket gehin-
dert, vollsta¨ndig in den S1-Zustand zuru¨ckzukehren. Die Phaseninformation, das
heißt die Koha¨renz zwischen den verschiedenen molekularen Zusta¨nden- auch
unterschiedlicher elektronischer Zusta¨nde- kann dabei erhalten bleiben. In den
Frequenzdoma¨nenspektren wurde eine deutliche Abweichung der Intensita¨ten
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der Signalmaxima unter Variation von c zwischen Experiment und Simulation
beobachtet. Die Nebenmaxima in den Simulationen weisen im Vergleich zu den
experimentell erhaltenen Daten deutlich reduzierte Intensita¨ten auf. Rechnun-
gen in denen zusa¨tzliche dissipative Prozesse betrachtet wurden, verminderten
die hier dargestellten Intensita¨ten noch weiter und fu¨hrten somit gro¨ßeren Abwei-
chungen von den experimentellen Ergebnissen. Diese Beobachtungen legen na-
he, dass die verwendete Beschreibung durch koha¨renzreduzierende Da¨mpfungs-
funktionen nicht zutreffend ist. Vielmehr scheint es, als wu¨rde die induzierte
Koha¨renz sowohl zwischen Schwingungs-, als auch zwischen elektronischen Zu-
sta¨nden u¨ber verha¨ltnisma¨ßig lange Zeit erhalten bleiben. Dieser Ru¨ckschluss ist
in U¨bereinstimmung mit Beobachtungen, die in Experimenten an Lichtsammel-
komplexen gemacht wurden. Auch hier wurden Koha¨renzzeiten u¨ber mehrere
hundert Femtosekunden beobachtet [231, 233]. Somit kann durch zusa¨tzliche
Betrachtung weiterer Kopplungsmoden und potentieller Kopplungen auch eine
Verbesserung zwischen den Amplitudenverha¨ltnissen der experimentellen und
simulierten Frequenzdoma¨nenspektren erwartet werden.
Neben der Identifizierung der beobachteten Frequenzen als Koha¨renzen zwi-
schen Schwingungszusta¨nden der Kopplungsmode ergibt sich hieraus die Ant-
wort auf die letzte, der in Abschnitt 7.1 gestellten Fragen bezu¨glich der Be-
teiligung weiterer elektronischer Zusta¨nde in der Photochemie der Carotinoide.
Diese Mo¨glichkeiten, die Ergebnisse von Simulationen und Experimenten weiter
aneinander anzupassen bedeuten, dass der induzierte Prozess anhand dieses Mo-
dellsystems vollsta¨ndig beschrieben werden kann. Eine Erweiterung des Modells
auf weitere elektronische Zusta¨nde ist nicht no¨tig, um die beobachteten Effekte
zu beschreiben. Vielmehr wu¨rden dadurch zusa¨tzliche Effekte auftreten. Eine
weitere Beteiligung zusa¨tzlicher elektronischer Zusta¨nde an dem photochemi-
schen Prozess in β-Carotin hingegen kann damit nahezu ausgeschlossen werden.
7.1.5 Zusammenfassung
Mit Quanten-Kontroll-Experimenten auf der Basis von phasenstabilen Pulszu¨-
gen wurden Eigenschaften der photochemischen Reaktion in β-Carotin unter-
sucht und die Ergebnisse mit Hilfe eines Modellsystems bestehend aus drei elek-
tronischen Potentialfla¨chen spektroskopisch interpretiert. Bei der Interpretation
wurde besonders auf drei bisher unbeantwortete Fragestellungen der Photoche-
mie des β-Carotin eingegangen:
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• Welchen Ursprunges sind die in transienten Messungen an Carotinoiden
beobachteten Oszillationen im niederfrequenten Bereich?
• Spielt der angeregte Zustand Bu− tatsa¨chlich eine wichtige Rolle in der
Photochemie der Carotinoide?
• Welche Schwingungsmode ist verantwortlich fu¨r den Prozess der internen
Konversion S2 → S1 in Carotinoiden?
In den Experimenten wurden Pulszu¨ge fu¨r die Anregung des elektronischen
Grundzustandes S0 in den optisch aktiven Zustand S2 verwendet. Der elektro-
nische Kopplungsprozess wurde auf S1 mit Hilfe einer populationssensitiven
DFWM-Sequenz verfolgt. Der Subpulsabstand b = 56 fs ≈ 13T wurde auf die Os-
zillationsperiode der unter Fourier limitierten Anregung beobachteten Frequenz
von ≈ 200 cm−1 abgestimmt. In den Simulationen entspricht dies der Generation
von Phasenraumstrukturen mit dreiza¨hliger Symmetrie in der Kopplungsmode.
Der experimentelle Nachweis entsprechender Strukturen gelang u¨ber die charak-
teristische Systemantwort auf eine Variation des Phasenparameters c des Puls-
zuges. Die c-induzierten Sto¨rung der Phasenraumstrukturen wirken sich direkt
auf induzierte Interferenzeffekte aus. Die resultierende Oszillation der Fourier-
Amplitude des Signals weist in dem Bereich von c = [0; 2pi] sechs Maxima auf,
deren Anzahl dem doppelten der Za¨hligkeit der generierten Phasenraumstruk-
turen entspricht.
Aufgrund guter U¨bereinstimmung zwischen Simulation und Experiment konn-
ten somit die beobachtete niederfrequente Moden von 200 cm−1 als Schwin-
gungsmode identifiziert werden. Aus den vorgestellten Untersuchungen in Ka-
pitel 6, die zeigten, dass eine populationssensitive Detektion im Falle elektro-
nischer Kopplungen als Fenster auf reaktive Kopplungsmoden wirkt, kann au-
ßerdem gefolgert werden, dass es sich bei der hier beobachteten Frequenz von
ωc ≈ 200 cm−1 um eine reaktive, den elektronischen Kopplungsprozess steuernde
Schwingungsmode handelt. Ein beobachteter Frequenzshift unter der Variation
des Phasenparameters wird auf potentielle Kopplung dieser Schwingungsmode
zu weiteren Schwingungsmoden zuru¨ckgefu¨hrt. Die Untersuchungen geben au-
ßerdem Hinweise auf weitere Kopplungsmoden, die den elektronischen Kopp-
lungsprozess in β-Carotin mitbestimmen. Abweichungen zwischen experimentel-
len und theoretischen Daten wurden durch verwendete Na¨herungen erkla¨rt. Aus
der guten U¨bereinstimmung zwischen Simulation und Experiment wird geschlos-
sen, dass der induzierte Prozess mit den drei elektronischen Zusta¨nden S0, S2
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und S1 vollsta¨ndig beschrieben ist und eine Teilnahme weiterer elektronischer
Zusta¨nde nicht anzunehmen ist.
7.2 Selektives Filtern nahresonanter Signale
Der Vorteil der Femtosekundenspektroskopie liegt in der hohen zeitlichen Auflo¨-
sung. Durch Verwendung ultrakurzer Pulse gelingt es, Reaktionen auf Zeitskalen
zu verfolgen, die unter u¨blichen Bedingungen nicht erreichbar wa¨ren. In transi-
enten Messungen werden Signale verfolgt, deren zeitliche Entwicklung Aussagen
u¨ber molekulare Prozesse auf der Femtosekundenskala erlauben. Beginnend mit
den Arbeiten von A. Zewail, erlebte dieses Gebiet in den vergangenen Jahren
eine rasante Entwicklung. Dabei erstreckt sich die Anwendung dieser transien-
ten Messungen u¨ber sa¨mtliche Methoden der optischen Spektroskopie. Wurden
anfangs vornehmlich Prozesse u¨ber elektronische Anregung verfolgt, so wurde
die Methode in ju¨ngsten Arbeiten erweitert, bishin zu Anwendungen in zweidi-
mensionaler IR-Spektroskopie und Anwendung in Kombinationen aus elektroni-
scher und IR-Spektroskopie [10, 11, 207, 250–258]. Auf diese Art konnte Einblick
in unterschiedlichste molekulare Prozesse wie zum Beispiel Elektronentransfer,
Protonentransfer, Lo¨semitteldynamik und sogar Faltungsprozesse in Proteinen
gewonnen werden. Die Kosten, der durch die ultrakurzen Pulse erreichten, ho-
hen zeitlichen Auflo¨sung liegen jedoch, aufgrund der Zeit-Energie-Unscha¨rfe, in
einer entsprechend geringen Frequenzauflo¨sung. Werden Prozesse beobachtet,
bei denen reaktive Moden und Spektatormoden in einem a¨hnlichen Frequenzbe-
reich liegen, so sind deren Signale u¨berlagert und ko¨nnen aufgrund der geringen
Frequenzauflo¨sung nicht voneinander unterschieden werden. Eine direkte Verfol-
gung der Dynamik ist in diesem Falle nicht mo¨glich.
Ein Ausweg liegt hier in der Verwendung von Pulszu¨gen. In Kapitel 5 wur-
de geschildert, wie sich im Falle von Schwingungsmoden unterschiedlicher Fre-
quenzen, durch Verwendung von Pulszu¨gen selektiv einzelne Komponenten aus
den Spektren herausfiltern lassen. Durch Abstimmen des Subpulsabstandes auf
die Periodendauern von beteiligten Schwingungen ko¨nnen gezielt in selektiven
Moden Zusta¨nde mit symmetrischen Phasenraumstrukturen generiert werden,
deren phasengegenla¨ufigen Komponenten durch destruktive Interferenz zu ei-
ner Auslo¨schung der Signale in den Spektren fu¨hren. Um eine Selektivita¨t der
Da¨mpfung zu erreichen mu¨ssen dafu¨r die Periodendauern der unterschiedlichen
Moden beachtet werden. Im Falle nahresonanter Moden ist jedoch aufgrund der
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a¨hnlichen Periodendauern eine Selektivita¨t rein u¨ber den Subpulsabstand nicht
mehr mo¨glich. Durch die nahezu gleichen Phasengeschwindigkeiten der Schwin-
gungszusta¨nde weisen nahresonanten Moden unter Pulszuganregung a¨hnliches
Verhalten auf.
Im Folgenden wird vorgestellt, wie unter zusa¨tzlicher Verwendung des Pha-
senparameters, dennoch eine selektive Da¨mpfung nahresonanter Moden mo¨glich
ist. Nach einer Einfu¨hrung des Modellsystems in Unterabschnitt 7.2.1 wird die-
se Methode in Unterabschnitt 7.2.2 erla¨utert und abschließend die wesentlichen
Grundzu¨ge in Unterabschnitt 7.2.3 zusammengefasst.
7.2.1 Modellsystem nahresonanter Moden
Das Modellsystem des vorliegenden Kapitels basiert auf den wesentlichen Grund-
zu¨gen des, in Abschnitt 5.1 vorgestellten Modells. Betrachtet wird die Anregung
des elektronischen Grundzustandes in den elektronisch angeregten Zustand, de-
ren Potentialfla¨chen sich aus zwei ungekoppelten Franck-Condon aktiven Schwin-
gungsmoden mit Gestalt von Morse-Potentialen zusammen setzen. Der einzige
Unterschied zu dem in Abschnitt 5.1 vorgestellten Modellsystem liegt in den
Morse-Parametern der beiden Moden. Das Modellsystem des vorliegenden Kapi-
tels besteht aus zwei Schwingungsmoden A und B, mit Asymmetrieparametern
αA = 15 und αB = 10, deren fundamentale Frequenzen, ωA = 1620 cm−1 und
ωB = 1625 cm−1, sich um die Differenz von nur ∆ω = 5 cm−1 unterscheiden.
Da sich aufgrund der geringen Frequenzauflo¨sung auch in den Simulationen die
beiden Dimensionen nicht unterscheiden lassen, werden die Dimensionen des
zusammengesetzten Systems hier einzeln behandelt. Das zusammengesetzte Po-
tential setzt sich, wie bereits in Kapitel 5 geschildert, additiv aus den beiden
einzelnen Dimensionen der Moden A und B zusammen.
7.2.2 Pulszuganregung nahresonanter Moden
Betrachtet wird hier ein System, das sich aus zwei Schwingungsmoden mit
Frequenzen von ωA = 1620 cm−1 und ωB = 1625 cm−1 zusammensetzt. Auf-
grund des geringen Frequenzunterschiedes von ∆ω = 5 cm−1 unterscheiden
sich auch die beiden betrachteten Moden in ihrer klassischen Periodendauer
TA = 20.59 fs und TB = 20.53 fs um lediglich ∆TAB = 0.06 fs. Die geringe
Differenz der Periodendauern fu¨hrt dazu, dass in dem Zeitdoma¨nensignal P 2(t)
182
7.2 Selektives Filtern nahresonanter Signale
FT
Abbildung 7.10: In den Zeitdoma¨nenspektren P 2(t) des zusammengesetzten
Systems u¨berlagern sich aufgrund des geringen Frequenzunterschiedes der
beiden Moden von ∆ω = 5 cm−1 die Wellenpaketbewegungen der beiden
Moden zu einer regelma¨ßigen Oszillation. Durch die kurze Dauer der De-
tektionsperiode ist die Frequenzauflo¨sung so gering, dass die beiden Mo-
den in den Spektren P (ω) nicht aufgelo¨st werden ko¨nnen. Das Signal um
1620 cm−1 stellt eine U¨berlagerung der beiden Signale von ωA = 1620 cm−1
und ωB = 1625 cm−1 dar.
(vgl.Gleichung 2.88), das nach Fourier limitierter Anregung erhalten wird (Ab-
bildung 7.10 (links)) lediglich eine regelma¨ßige Oszillation zu sehen ist. Sie resul-
tiert aus der U¨berlagerung der Wellenpaketdynamik in den beiden Moden, deren
Phasenunterschiede wa¨hrend der kurzen Detektionsphase von wenigen hundert
Femtosekunden noch nicht erkennbar sind. Aufgrund der kurzen Detektionszeit
ist auch in den Frequenzdoma¨nenspektren in Abbildung 7.10 (rechts) die Auflo¨-
sung der beiden Moden nicht gegeben. Das resultierende Signal um ∼ 1620 cm−1
entspricht der U¨berlagerung der ersten Harmonischen der beiden betrachteten
Moden. Die spektroskopische Verfolgung einer modenselektiven Dynamik ist auf-
grund dieser U¨berlagerung nicht mo¨glich. Stets wird das Signal, das die Informa-
tion u¨ber einen dynamischen Prozess entha¨lt, von dem Signal der zweiten, nicht
involvierten Mode u¨berlagert sein.
Eine selektive Betrachtung einer einzelnen Mode kann hier durch Verwen-
dung von Pulszu¨gen erreicht werden. Zu diesem Zwecke sollen zuna¨chst die
Spektren der Mode A unter Pulszuganregung mit einem Subpulsabstand von
b = TA2 = 10.3 fs unter variierendem Phasenparameter c = [0; 2pi] in Abbil-
dung 7.11 betrachtet werden. Wie bereits eingehend in Kapitel 3 beschrieben
183












(b) Frequenzdoma¨ne P (ω)
Abbildung 7.11: In den c-abha¨ngigen Zeitdoma¨nenspektren P 2(t) nach Puls-
zuganregung mit einem Subpulsabstand von b = TA2 sind die beiden phasen-
verschobenen Subwellenpakete der generierten Phasenraumstrukturen mit
zweiza¨hliger Symmetrieachse zu erkenne. Ebenso sieht man, wie eine Va-
riation von c einen Intensita¨tsaustausch zwischen den beiden Subwellenpa-
keten bewirkt. In den Frequenzdoma¨nenspektren P (ω) wirkt sich der In-
tensita¨tsaustausch in einer Oszillation der Fourier-Amplitude des Signals
ωA = 1620 cm−1 aus. Bei einer Gleichverteilung der Intensita¨ten u¨ber die
beiden Subwellenpakete wird das Signal durch destruktive Interferenz aus-
gelo¨scht. Die Anzahl der Amplitudenmaxima entspricht dem doppelten der
Za¨hligkeit der generierten Phasenraumzusta¨nde.
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wurde, fu¨hrt die Verwendung eines Subpulsabstandes von b = TA2 zu einer Se-
paration der Schwingungszusta¨nde in die zwei Klassen gerader und ungerader
Quantenzahlen. Einhergehend damit werden in dem elektronisch angeregten Zu-
stand Phasenraumstrukturen mit zweiza¨hliger Symmetrieachse generiert, die
sich zusammensetzen, aus zwei um ∆φ = pi phasenverschobenen Subwellenpake-
ten. Durch Variation des Phasenparameters c wird die Phasenraumsymmetrie
gesto¨rt und es resultieren Zusta¨nde, in denen entweder nur eines der beiden Sub-
wellenpakete, oder auch beide populiert sind. Dieses Verhalten ist in den Zeitdo-
ma¨nenspektren P 2(t) in Abbildung 7.11 (a) deutlich zu sehen. Unter den beiden
Phasenparametern c = 0.1pi und c = 0.6pi sieht man, wie jeweils nur eines der
beiden Subwellenpakete zu dem zeitabha¨ngigen Signal beitra¨gt. Entsprechend
dem Phasenunterschied der Subwellenpakete weisen die beiden Signale dabei
eine zeitliche Verschiebung von einer halben Oszillationsperiode TA auf. Unter
c = 0.35pi sieht man, wie die beiden Subwellenpakete der generierten symmetri-
schen Phasenraumstruktur zu dem Signal beitragen. Durch die Phasendifferenz
der beiden Komponenten wirkt es, als ob eine Oszillation der doppelten Moden-
frequenz zu sehen ist. Entlang der Achse des Phasenparameters sieht man in
dem Bereich c = [0; 2pi] nach ∆c = pi eine Wiederholung des Musters. Diese
Wiederholung kommt durch die Wahl des Subpulsabstandes, als die Ha¨lfte der
Oszillationsperiode TA zustande.
Die resultierenden Frequenzdoma¨nenspektren P (ω) in Abbildung 7.11 (b) zei-
gen das bereits bekannte Muster, das aus den induzierten Interferenzeffekten
resultiert. Phasenraumzusta¨nde, die aus nur einem der beiden Subwellenpakete
bestehen, wie es unter c = 0.1pi und c = 0.6pi der Fall ist, fu¨hren, wie bereits
unter Fourier limitierter Anregung, zu dem Signal der ersten Harmonischen bei
ωA = 1620 cm−1. Schwach zu erkennen ist auch das Signal der zweiten Harmo-
nischen bei 3240 cm−1. Im Falle von Phasenraumstrukturen mit zweiza¨hliger
Symmetrieachse, wie unter c = 0.35pi, wird durch destruktive Interferenz zwi-
schen Koha¨renzen mit einer Phasendifferenz von ∆φ = pi das Signal der ersten
Harmonischen aus den Spektren ausgeblendet. Entlang der Achse des Phasen-
parameters entstehen so vier Amplitudenmaxima, deren Anzahl dem Doppelten
der Za¨hligkeit der generierten Phasenraumstrukturen entspricht.
Vergleicht man nun die Signale der beiden Moden A und B unter Pulszugan-
regung mit den Pulsparametern b = TA2 und c = [0; 2pi] in Abbildung 7.13, so
sieht man, dass das Verhalten der beiden Moden unter Pulszuganregung sich,
aufgrund der a¨hnlichen Frequenzen ihrer Eigenzusta¨nde, kaum unterscheidet. In
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Abbildung 7.12: In den c-abha¨ngigen Zeitdoma¨nenspektren P 2(t) nach Puls-
zuganregung mit b = TA2 sieht man, dass die Dynamik der beiden Moden A
und B sich kaum unterscheidet. Auch unter einer Variation des Phasenpa-
rameters c verhalten sich die beiden Moden gleich. In den Frequenzdoma¨-
nenspektren a¨ußert sich dies in einer U¨berlagerung der c-abha¨ngigen Am-
plitudenoszillationen. Interferenzeffekte, die zu einer Da¨mpfung der Signale
fu¨hren treten hier bei beiden Moden gleichzeitig auf.
den Zeitdoma¨nensignalen in Abbildung 7.13 (links) sieht man, wie die Wellen-
pakete in den beiden Moden derselben zeitlichen Entwicklung unterliegen. Auch
das Verhalten unter Variation des Phasenparameters c stimmt bis auf gerin-
ge Abweichungen u¨berein. In der Frequenzdoma¨ne in Abbildung 7.13 (rechts)
resultiert dies in Spektren gleicher Gestalt. Interferenzeffekte, die zu einer Aus-
lo¨schung der ersten Harmonischen der Mode A fu¨hren, weisen dieselbe Abha¨n-
gigkeit von dem Phasenparameter c des Pulszuges auf, wie Interferenzeffekte,
die zu einer Auslo¨schung der Mode B fu¨hren. Durch die geringe Phasendiffe-
renz zwischen ihren Eigenzusta¨nden ko¨nnen hier nur die Signale beider Moden
gleichzeitig geda¨mpft werden. Fu¨r eine selektive Ansprache der beiden Moden
dagegen, wa¨re eine Trennung der Phasen ihrer Eigenzusta¨nde no¨tig.
Auf natu¨rliche Weise findet eine solche Separation wa¨hrend la¨ngerer Entwick-
lungszeiten statt. Aufgrund der unterschiedlichen Frequenzen der Eigenzusta¨n-
de, dephasieren diese mit der Zeit reversibel. Unter Verwendung von Pulszu¨-
gen, kann nun die Verbindung dieser natu¨rlichen Dephasierung mit den einge-
fu¨hrten Interferenzeffekten genutzt werden, um eine selektive Da¨mpfung der
Signale nahresonanter Moden zu erreichen. Hierzu wird der Subpulsabstand
b = (2n + 1)TA2 , (n ∈ N), als ein ungeradzahliges Vielfaches der Ha¨lfte der
Oszillationsperiode TA gewa¨hlt. Unter dieser Bedingung wird die Dephasierung
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der Eigenzusta¨nde der beiden Moden A und B durch sukzessives Verla¨ngern
des Subpulsabstandes erreicht. Die resultierenden Signale der Detektionszeit
unter Subpulsabsta¨nden mit b = 3TA2 = 30.9 fs, b = 33
TA
2 = 339.7 fs und
b = 55TA2 = 566.2 fs, in Abha¨ngigkeit des Phasenparameters c = [0; 2pi], sind
in Abbildung 7.13 gezeigt. Mit zunehmendem Subpulsabstand trennen sich die
Phasen der Eigenzusta¨nde der beiden Moden auf. In den Zeitdoma¨nensignalen
in Abbildung 7.13 (links), a¨ußert sich dies in einer zunehmende Verschiebung
der Signale, sowohl entlang der Zeitachse, als auch entlang der Achse des Pha-
senparameters. Bei einem Subpulsabstand von b = 55TA2 haben sich die Phasen
der beiden Moden soweit aufgetrennt, dass die Wellenpakete der beiden Moden
nun zeitlich um eine halbe Oszillationsperiode TA versetzt sind. Entlang des
Phasenparameters ist hier nun eine Versetzung der Signale um ∆c = 0.25pi zu
erkennen.
Die resultierenden Frequenzdoma¨nenspektren sind in Abbildung 7.13 (rechts)
gezeigt. Wa¨hrend die zeitliche Versetzung der Signale der Wellenpakete keine
Auswirkungen auf die Spektren hat, ist der Einfluss der Verschiebung entlang
des Phasenparameters deutlich zu sehen. Auch unter la¨ngeren Subpulsabsta¨n-
den treten, aufgrund der Wahl des Subpulsabstandes als ein ungeradzahliges
Vielfaches der halben Oszillationsperiode TA, noch die induzierten Interferenzef-
fekte in den Spektren auf. Lagen unter einem Subpulsabstand von b = TA2 die
vier Amplitudenmaxima der beiden c-abha¨ngigen Spektren noch u¨bereinander,
so liegen sie unter Verwendung des Subpulsabstandes von b = 55TA2 durch die er-
reichte Verschiebung der Signale um ∆c = 0.25pi, nun auf Lu¨cke. Hier fu¨hrt nun
ein Wert des Phasenparameters c, der ein Amplitudenmaximum in der Mode A
bewirkt, durch die induzierten Interferenzeffekte zu einer Da¨mpfung des Signals
der Mode B. Durch A¨nderung des Phasenparameters um ∆c = 0.25pi, kann
andersherum das beobachtete Signal auf Anteile der Mode B reduziert werden,
wa¨hrend dann die Mode A durch die induzierten Interferenzeffekte nicht in dem
Spektrum auftritt.
Handelt es sich nun bei den beiden Moden um eine Spektatormode und eine
reaktive Mode, die an eine Dynamik gekoppelt ist, so kann durch selektives
Ausblenden des Signals der Spektatormode, die Dynamik der reaktiven Mode
direkt verfolgt werden, obwohl die Frequenzen der beiden Moden sich nur um
eine Differenz von ∆ω = 5 cm−1 unterscheiden.
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Abbildung 7.13: Unter Verla¨ngerung des Subpulsabstandes trennen sich die
Phasenfaktoren der Schwingungszusta¨nde der beiden Moden A und B und
die Wellenpakete erfahren eine zeitliche Verschiebung gegeneinander. Nach
wie vor sind in den einzelnen Moden die beiden Subwellenpakete der Pha-
senraumstruktur mit zweiza¨hliger Symmetrieachse zu erkennen, die durch
die Wahl von b = αTA2 erzeugt werden. Einhergehend mit der zeitlichen
Trennung der Signale findet ebenfalls eine Trennung entlang der Achse des
Phasenparameters statt. Bei einem Subpulsabstand von b = 55TA2 ist der
Phasenunterschied der beiden Moden so groß, dass unter Variation von c
nun selektiv eine der beiden Moden durch destruktive Interferenz aus den
Spektren gelo¨scht werden kann, wa¨hrend die andere Mode weiterhin zum
Spektrum beitra¨gt.
188
7.2 Selektives Filtern nahresonanter Signale
7.2.3 Zusammenfassung
Im Rahmen der Femtosekundenspektroskopie lassen sich Signale nahfrequenter
Moden nach Fourier limitierter Anregung aufgrund der kurzen Detektionszeiten,
die in einer geringen Frequenzauflo¨sung resultieren, nicht getrennt beobachten.
Die a¨hnlichen Frequenzen der Schwingungseigenzusta¨nde nahfrequenter Moden
fu¨hren dazu, dass sich ebenfalls ihr Verhalten unter Pulszu¨gen mit Subpulsab-
sta¨nden in dem Bereich einer Oszillationsperiode nicht wesentlich unterscheidet.
Die Symmetrie der induzierten Phasenraumstrukturen weisen hier die gleiche
Abha¨ngigkeit von dem Phasenparameter c der verwendeten Pulszu¨ge auf. Dies
fu¨hrt dazu, dass unter Pulszuganregung mit entsprechend kurzen Subpulsab-
sta¨nden auch die induzierten Interferenzeffekte nahfrequenter Moden dieselben
Abha¨ngigkeiten von c aufweisen. Eine Auslo¨schung der Signale in der Frequenz-
doma¨ne kann hier nur gleichzeitig erreicht werden.
Unter entsprechend langen Subpulsabsta¨nden wird wa¨hrend der feldfreien Ent-
wicklungsperiode zwischen den einzelnen Subpulsen eine natu¨rliche Dephasie-
rung der Schwingungseigenzusta¨nde nahfrequenter Moden erreicht. Durch die
Auftrennung der Phasen erfa¨hrt ebenfalls die Wirkung des Phasenparameters c
auf die Eigenzusta¨nde der einzelnen Moden eine Verschiebung. Unterliegt der
Subpulsabstand nach wie vor der Bedingung, dass er einem ungeradzahligen
Vielfachem der halben Oszillationsperiode der betrachteten Moden entspricht,
so werden nach wie vor in den Unterra¨umen der beiden Moden Phasenraum-
zusta¨nde mit zweiza¨hliger Symmetrieachse generiert, die zu den beschriebenen
Interferenzeffekten fu¨hren. Die erzielte Phasendifferenz zwischen den beiden Mo-
den a¨ußert sich dann in einer Verschiebung der von c abha¨ngigen Amplituden-
maxima ihrer Signale. Durch geeignete Wahl des Subpulsabstandes kann somit
eine selektive Da¨mpfung der Signale erreicht werden, wodurch die direkte Verfol-




8 Zusammenfassung und Ausblick
Mit dem Ziel Quanten-Kontroll-Experimente an β-Carotin spektroskopisch zu
interpretieren wurde der Mechanismus der elektronischen Anregung durch Puls-
zu¨ge mit sinusmodulierter Phase in molekularen Systemen und der Zusammen-
hang mit spektroskopischen Observablen analysiert.
Beginnend mit einem einfachen Modell diatomarer Moleku¨le, wurden die indu-
zierten dynamischen Charakteristika des molekularen Systems, sowie die Eigen-
schaften des Antwortfeldes analysiert. Erste pha¨nomenologische Untersuchungen
der Pulszug induzierten Wellenpaketdynamik zeigten Abha¨ngigkeiten zwischen
den Populationen und den Koha¨renzen der erzeugten molekularen Zusta¨nde und
der Wahl der sinusoidalen Maskenparameter. Weiterfu¨hrende Untersuchungen
implizieren einen Mechanismus, der das Ergebnis der Kontrollexperimente mit
den Pulszugparametern und den molekularen Eigenschaften verbindet. Durch
Ableiten einer auf zeitabha¨ngiger Sto¨rungstheorie basierender Formel konnte
der vorgeschlagene Mechanismus besta¨tigt werden. Er fu¨hrt zu Resultaten, die
in U¨bereinstimmung mit einer großen Zahl von experimentell beobachteten Ef-
fekten sind. Die Simulationen zeigten, dass durch Anwendung von Pulszu¨gen be-
reits nach wenigen Femtosekunden Schwingungswellenpakete generiert werden,
die symmetrische Phasenraumstrukturen aufweisen ko¨nnen. Vergleichbare Struk-
turen erscheinen im Pikosekundenregime nach Fourier limitierter Anregung und
sind dort als partielle Revivalzusta¨nde bekannt. Experimentell beobachtete Ef-
fekte, wie die Aufhebung spektraler Signale, werden zeitlichen Interferenzeffek-
ten zwischen phasenverschobenen Schwingungskoha¨renzen dieser symmetrischen
Phasenraumzusta¨nde zugeordnet. Ein Vergleich mit experimentellen Beobach-
tungen la¨sst darauf schließen, dass der Beitrag solcher zeitlichen, bislang wenig
beru¨cksichtigten, Interferenzeffekte im Falle zeitlich limitierter Detektionsperi-
oden im Femtosekundenregime eine essentielle Rolle einnimmt.
In einer detaillierten Analyse wurden Regeln extrahiert, die es erlauben die
Ergebnisse von Quanten-Kontroll-Experimenten unter Verwendung sinusmodu-
lierter Pulszu¨ge vorherzusagen und auch zu interpretieren. Es zeigte sich, dass
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die Za¨hligkeit der Symmetrieachse der erzeugten Phasenraumstrukturen durch
das Verha¨ltnis der klassischen Oszillationsperiode einer Schwingungsmode zu
dem gewa¨hlten Subpulsabstand b bestimmt wird. Im Gegensatz dazu, bewirkt
bei einem festen Wert von b, die Variation des Phasenparameters c einen peri-
odischen Austausch zwischen phasenverschobenen Komponenten der erzeugten
Phasenraumstrukturen, wodurch auch die Phasenraumsymmetrie eine periodi-
sche Sto¨rung erfa¨hrt. Wa¨hrend die induzierte Phasenraumsymmetrie, definiert
durch b, eine destruktive Interferenz spektraler Signale bewirkt, werden diese In-
terferenzeffekte durch die c-induzierte Sto¨rung der Phasenraumsymmetrie auf-
gehoben. Die resultierende periodische Abha¨ngigkeit der Signalamplitude von
dem Phasenparameter c spiegelt die Symmetrie der b-generierten Phasenraum-
zusta¨nde wider.
Nach Entschlu¨sselung des zugrundeliegenden Mechanismus in diatomaren Mo-
leku¨len wurde das Modellsystem sukzessive erweitert, um der Beschreibung kom-
plexer biologischer Systeme gerecht zu werden. Untersucht wurden Umgebungs-
effekte, die Modellerweiterung auf polyatomare Moleku¨le und der Einfluß elektro-
nischer Kopplungselemente, die zu einer Beteiligung zusa¨tzlicher elektronischer
Potentialfla¨chen fu¨hren. Der Einfluß elastischer und inelastischer Umgebungs-
prozesse eines offenen Systems auf den Pulszug induzierten Mechanismus wurde
unter Verwendung der Dichtematrix untersucht. Grenzen wurden bestimmt, die
den Gu¨ltigkeitsbereich der extrahierten Regeln fu¨r die beiden Maskenparameter
b und c in dissipativer Umgebung definieren. Durch Erweiterung der Dimen-
sionalita¨t des Modellsystems wurde gezeigt, dass der abgeleitete Mechanismus
auch in polyatomaren Moleku¨len bestehen bleibt. In U¨bereinstimmung mit ex-
perimentellen Ergebnissen ist es mo¨glich, mit Hilfe der erwa¨hnten destruktiven
Interferenzeffekte spektrale Signale selektiver Schwingungsmoden gezielt zu un-
terdru¨cken, indem der Subpulsabstand b auf die beteiligten Moden abgestimmt
wird. Durch Kombination der Effekte der beiden Maskenparameter b und c ist es
sogar mo¨glich selektiv die Signale nahresonanter Moden zu da¨mpfen. Eine wei-
tere Anpassung des Modellsystems an das experimentell untersuchte β-Carotin
wurde durch Hinzunahme eines zusa¨tzlichen, diabatisch gekoppelten elektroni-
schen Zustandes erreicht. Eine Analyse der spektroskopischen Antwortfunktio-
nen nach Fourier limitierter Anregung zeigte, dass die zeitliche Entwicklung der
Population der angeregten elektronischen Zusta¨nde Information ausschließlich
u¨ber die reaktiven Kopplungsmoden entha¨lt. Da die Detektion der Besetzung
der angeregten Zusta¨nde als Fenster auf die reaktiven Kopplungsmoden wirkt,
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kann somit der elektronische Kopplungsprozess ohne eine U¨berlagerung durch Si-
gnale inreaktiver Zuschauermoden direkt verfolgt werden. Weiterhin zeigte sich,
dass auch hier, in Gegenwart einer elektronischen Kopplung, der beschriebene
Mechanismus der Pulszuganregung noch Gu¨ltigkeit beha¨lt.
Die beschriebenen Interferenzeffekte, die nach Pulszuganregung in den Signa-
len beobachtet werden zeigen, dass bei der Interpretation von Kontrollexperi-
menten ein Umdenken erforderlich ist. Die unterschiedlichen Aspekte der Puls-
zugkontrolle bieten jedoch auch vielfa¨ltige Anwendungsmo¨glichkeiten in zahl-
reichen Gebieten der Spektroskopie. Parallelen zu Experimenten die Pulszu¨ge
auch unter anderen Bedingungen, wie zum Beispiel der nichtresonanten Anre-
gung verwenden, fu¨hren zu der Annahme, dass die vorgestellten Effekte von
allgemeiner Natur sind. Die Verwendung von Pulszu¨gen ko¨nnte in der Spek-
troskopie genutzt werden, um eine erho¨hte Sensitivita¨t oder auch Selektivita¨t
spektraler Komponenten zu erreichen, sowie in der koha¨renten Mikroskopie, um
ho¨here Kontraste zu erzielen. Auch ist eine Anwendung in Verbindung mit tran-
sienter Spektroskopie vorstellbar. Durch selektives Da¨mpfen nahresonanter u¨ber-
lagernder Spektatormoden ko¨nnte hier eine direkte Verfolgung reaktiver Moden
ermo¨glicht werden. Desweiteren kann die charakteristische Systemantwort un-
ter Pulszuganregung auf eine Variation der Pulsparameter genutzt werden, um
zu Unterscheiden, ob der Ursprung spektraler Komponenten auf Koha¨renzen
zwischen Schwingungszusta¨nden oder elektronischen Zusta¨nden zuru¨ckzufu¨hren
ist. Diese Methode wurde in der vorliegenden Arbeit genutzt, um Quanten-
Kontroll-Spektroskopie auf die fru¨hen Ereignisse des photochemischen Prozes-
ses in β-Carotin, d.h. den Energieverlust durch eine konische Durchschneidung
anzuwenden.
Basierend auf experimentellen Beobachtungen, konnte durch den beschrie-
benen modularen Aufbau ein Modell fu¨r β-Carotin konstruiert werden, das
die Schlu¨sselelemente des induzierten photochemischen Energietransferprozesses
wa¨hrend der ersten wenigen hundert Femtosekunden entha¨lt. Es konnte das Er-
gebnis von Quanten-Kontroll-Experimenten vorhergesagt und interpretiert wer-
den. Durch den Vergleich mit entsprechenden Quanten-Kontroll-Experimenten
an β-Carotin, die in der Gruppe um M. Motzkus (Universita¨t Heidelberg) durch-
gefu¨hrt wurden, war es mo¨glich, die wesentlichen Annahmen, die fu¨r die Erstel-
lung des Modellsystems verwendet wurden, zu verifizieren. Beobachtete spektra-
le Komponenten konnten eindeutig Schwingungskoha¨renzen zugeordnet werden.
Hierdurch gelang es eine niederfrequente Schwingungsmode als reaktive Kopp-
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lungsmode zu identifizieren. Sie steuert den Prozess der elektronischen Kopp-
lung zwischen den beiden Zusta¨nden S2 und S1. Desweiteren kann aufgrund der
erzielten U¨bereinstimmungen zwischen den Modellsimulationen und den experi-
mentellen Ergebnissen geschlossen werden, dass der untersuchte Prozess durch
das Modellsystem nahezu vollsta¨ndig beschrieben wird. Der induzierte photo-
chemische Prozess in β-Carotin beschra¨nkt sich somit auf die erwa¨hnten elek-
tronischen Zusta¨nde. Fu¨r eine wesentliche Beteiligung weiterer elektronischer
Zusta¨nde konnten keine Anzeichen gefunden werden.
Neben den erwa¨hnten Experimenten an dem Lichtsammelkomplex LH2 fu¨hr-
te die Anwendung von Lernschleifen mit dem Ziel photochemische Reaktionen
zu kontrollieren auch in anderen biologischen Systemen zu Feldern, die den hier
verwendeten Pulssequenzen a¨hnlich sind. Die Vermutung liegt somit nahe, dass
auch hier neue Erkenntnisse mittels der vorgestellten Methode der Quanten-
Kontroll-Spektroskopie erhalten werden ko¨nnen. Eine Erweiterung des Modell-
systems auf die Betrachtung potentieller Kopplungen zwischen Schwingungsmo-
den, oder aber die Betrachtung komplizierterer reaktiver Moden kann leicht vor-
genommen werden. Auch lassen sich die abgeleiteten Zusammenha¨nge zwischen
Pulszuganregung, spektralen Eigenschaften des molekularen Systems und der
Systemantwort auf so erstellte komplexere molekulare Systeme u¨bertragen. Fu¨r
eine Anwendung der Quanten-Kontroll-Spektroskopie in weiteren biologischen
Prozessen, wie zum Beispiel in photoinduzierten Isomerisierungsreaktionen, sind
somit in der vorliegenden Arbeit die Grundsteine gelegt.
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