We describe an algorithm for computing a large number of coefficients in the asymptotic expansion of the median of the Erlang distribution. In particular, in this paper we present the values of the first sixty coefficients which allow us to assess the importance of the higher-order terms in the behavior of the partial sums of that asymptotic expansion. As a consequence, we provide tight bounds for the median of the Erlang distribution and we also see that a conjecture concerning the complete monotonicity of a sequence of medians of the Erlang distributions is supported by numerical results.
Introduction
For any n = 0, 1, 2, . . ., let X n be a random variable having the Erlang distribution with shape parameter n + 1 and scale parameter 1, that is, its cumulative distribution function F n (x) := P (X n ≤ x) is given by
The median of X n , hereafter denoted by λ n , is defined as the unique solution of the equation F n (λ n ) = 1/2. Analytical solutions of this equation are known only for the simplest cases n = 0 and n = 1. For the former case, it is trivial that λ 0 = log 2, and, for the latter case, Jiménez and Jodrá [11] have shown that λ 1 = −W −1 (−1/2e) − 1, where W −1 denotes the negative branch of the Lambert W function. Accordingly, over the last two decades several authors have given upper and lower bounds for λ n , instead of analytical solutions,
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and, in this respect, tight bounds for λ n have been obtained by considering appropriate partial sums of the asymptotic expansion of λ n . In 1986, Chen and Rubin [7] conjectured the following bounds for the median of X n : n + 2/3 < λ n ≤ n + log 2, for n = 0, 1, 2, . . . . Choi [9] proved this conjecture by showing that n + 2 3 < λ n ≤ min n + log 2, n + 2 3 + 1 2n + 2
, n = 0, 1, 2, . . . .
These bounds were subsequently improved by Adell and Jodrá [1] , namely, n + 2 3 + 8 405n − 64 5103n 2 < λ n < n + 2 3 + 8 405n
, n = 1, 2, . . . .
It is interesting to note that the bounds in Eq. (1.1) are partial sums of the asymptotic expansion of λ n , and, in this regard, Choi [9] deduced the first four coefficients in that expansion
(1.2)
Throughout this paper, for integers j ≥ 0 we denote by q j the coefficient of n −j in the asymptotic expansion of λ n , i.e., λ n = n + ∞ j=0 q j /n j , where it is understood that q 0 := 2/3.
In order to obtain formula (1.2), Choi established a relation between the median of X n and a sequence {θ n } n≥0 introduced by Ramanujan [13] in 1911 (cf. also Ramanujan [14] ) and defined as the solution of the equation
and setting θ 0 = 1/2. More precisely, Choi [9] pointed out the following relation between θ n and λ n
and he deduced formula (1.2) by considering an asymptotic expansion of θ n on the left-hand side of Eq. (1.3). Asymptotic expansions of θ n have been obtained by several authors, beginning with Ramanujan [13] who gave the first four terms
In the middle 1980s, Bowman et al. [6] found the 5th and 6th coefficients and finally Marsaglia [12] developed a numerically stable procedure to compute a large number of coefficients in that asymptotic expansion.
With the aim of refining the bounds given in Eq. (1.1), Adell and Jodrá [2] computed the first seven coefficients q j in the asymptotic expansion of λ n (see Table 1 ) and then they derived the following upper and lower bounds for λ n :
. . . In addition, they considered that sharper bounds for λ n can be obtained in a similar way by considering more terms in the asymptotic expansion of λ n . But, as we can see in Table 1 , the coefficients q j have a value very close to 0 for j = 5, 6 and 7, so that if the values of the q j 's are also very close to 0 for all j ≥ 8 it is not clear that sharper bounds for λ n , valid for all positive integers n, can be successively obtained by considering more terms in that asymptotic expansion. In view of the above considerations, in this paper we pose the following questions:
(i) Does the sequence {|q j |} j≥1 converge to 0 such as the numerical results in Table 1 may be suggesting (| · | denotes the absolute value)?
(ii) Which is the partial sum of the asymptotic expansion of λ n closest to the true value of λ n as well as its number of significant digits?
(iii) Can sharper bounds for λ n be obtained by considering more terms in the asymptotic expansion of λ n as it is proposed in Adell and Jodrá [2] ?
Unfortunately, as far as we know, the coefficients q j cannot be expressed in closed form. In this paper, we study the above questions from a numerical point of view and, to this end, first we need to compute more coefficients in the asymptotic expansion of λ n . In Section 2, we develop an algorithm for computing a large number of coefficients in the asymptotic expansion of λ n . In Section 3, we present the numerical results obtained and, in particular, we give tight upper and lower bounds for λ n . Finally, we see that a conjecture proposed by Alzer [4] concerning the complete monotonicity of the sequence {λ n − n} n≥0 is supported by numerical results.
An Algorithm for Computing the Asymptotic Expansion of the Median
In this section, we present an algorithm for computing the asymptotic expansion of λ n which is an improved version of Choi's procedure. First, we briefly P. Jodrá describe the method outlined by Choi [9] . From Eq. (1.3), Choi showed the following relationship between θ n and λ n
where the coefficients c k (n) satisfy the recurrence relation .1) it is considered the asymptotic expansion of θ n , and, on the right-hand side of Eq. (2.1) the series involved is decomposed into a partial fraction expansion of terms of order n −j , with j ≥ 0. After that decomposition step, the coefficients corresponding to each term of order n −j in both sides of Eq. (2.1) are equated and thereby the q j 's in the asymptotic expansion of λ n can be obtained.
In addition, Adell and Jodrá [2] noted that the terms c k (n) in Eq. (2.1) are Charlier polynomials. We recall that Charlier polynomials can be explicitly defined by (cf. Chihara [8, Chap. VI])
where t > 0 and n = 0, 1, . . . . More specifically, Adell and Jodrá [2] noticed that c k (n) = C k (n; n) so that the coefficients c k (n) in Eq. (2.1) can also be computed by means of Eq. (2.2).
With the help of the symbolic computer algebra system Maple Release 12, and based on the above considerations, we have implemented the brute force algorithm outlined by Choi. We have chosen Maple because it yields a suitable fraction decomposition of the right-hand side of Eq. (2.1) as a sum of terms of order n −j , with j ≥ 0. However, the running time and space required increases dramatically and only a few coefficients in the asymptotic expansion of λ n can be computed. Table 2 displays the CPU time used for computing some coefficients q j . In particular, the coefficients q j , for j ≥ 20, could not be obtained using the brute force algorithm due to memory limitations; Maple exceeded the amount of memory available (2.0 GB) and the execution of the algorithm was aborted.
All of the computations were performed on an Intel Core2 Quad Q8200 at 2.33 GHz with 4 GB RAM.
In the remainder of this section, we improve Choi's brute force algorithm. To start with, we introduce some notation. Denote by
where
For our purpose, we need to express the function E i (n) as a fraction decomposition of terms of order n −j , with j ≥ 0. To this end, first it can be checked from Eq. (2.2) that the Charlier polynomials C k (n; n), for k ≥ 2, can be expressed as below
where the coefficients b
j are rational numbers; as usual, x denotes the ceiling of a real number x, that is, the smallest integer not less than x. Then, by considering Eq. (2.3) together with Eq. (2.4), it is clear that E i (n) can be expressed as follows In addition to the previous notation, throughout this paper we also consider E 0 (n) := −2/3, β (0) 0 := −2/3, λ 0 (n) := n + 2/3 and, finally, we assume that b (1) 1 := 0 since C 1 (n; n) = 0.
The algorithm that we propose is sequential so that q i is calculated only after q 1 , . . . , q i−1 have been obtained. For any integer i ≥ 1, it can be checked that all of the summands on the right-hand side of Eq. (2.3) are meaningful to compute q i because each one of these summands contributes to the finite sum on the right-hand side of Eq. (2.5) with terms of order n −j for some j ≤ i. In order to compute q 1 , . . . , q i we shall need to compute successively the functions E 1 (n), . . . , E i (n) by means of formula (2.3), which implies a large computational effort, and to obtain these functions in a more efficient way we derive the following relation. Proof. From Eq. (2.3) and taking into account that λ i (n) = λ i−1 (n) + q i /n i , we can write E i (n) as follows
(2.7)
Moreover, by Newton's binomial formula, for j = 1, 2, . . . we know
The statement of the theorem readily follows by considering formula (2.8) into Eq. (2.7) and a bit of algebra. The proof is complete.
From a computational point of view, Eq. (2.6) highlights the large amount of calculations required to obtain E i (n) even when E i−1 (n) has been previously computed. We also remark that the coefficient q i appears explicitly only in the last term of Eq. (2.6) and it is easy to see that q i contributes to the value of β 
It is interesting to recall that a large number of coefficients c j can be efficiently computed by using the algorithm proposed by Marsaglia [12] . Proof. For any integer i ≥ 1, from the relation between θ n and λ n given in Eq. (2.1) and taking into account Eq. (2.3) together with the asymptotic expansion of (θ n − 1) and Theorem 1, we get
which implies the result.
On the other hand, the value of each coefficient β
2 +3i − 1, can be calculated by virtue of Theorem 1 as we see below. Before we introduce a more compact notation for the last term in Eq. (2.6). For integers n ≥ 1 and i ≥ 1, and k = 0, 1, . . . , 2i, denote by
With the preceding notations, we state the following.
Corollary 2. For any integer i ≥ 1, we have
with initial condition β Finally, below we give a formula to obtain the value of q i assuming that the coefficients q 1 , . . . , q i−1 have been previously computed and, therefore, the value of β (i−1) i has also been obtained by virtue of Corollary 2.
Corollary 3. For any integer i ≥ 1, we have
where it is assumed that β
1 := 0.
Proof. Let us now consider Eq. (2.6). For any integer i ≥ 1, by taking into account Eq. (2.4), it can be checked the following
and it is also clear that
and, on the other hand, from Corollary 1 we also know that β
= c i , which implies the result.
Next, we give a brief description of the algorithm. In order to compute the first m coefficients q 1 , . . . , q m , first, in a preprocessing step, the coefficients c j , for j = 1, . . . , m, are computed using the algorithm given by Marsaglia [12] . Moreover, the coefficients b As a summary, Figure 1 below shows a way of doing the computations in a pseudocode.
We have implemented in Maple Release 12 the algorithm described in this section. With the help of Maple, each function involved in Theorem 1 can , j = 1, . . . , m, computed in a preprocessing step. begin inicialize λ 0 (n) = n + 2/3;
return λm(n); break; comment: the algorithm has terminated. end if comment: β be decomposed into a partial fraction of terms of order n −j , with j ≥ 0. In particular, we have used some functions provided in the Maple-package PolynomialTools (cf. Heck [10, Chap. 5]). As a result, we have obtained exactly, that is, as rational numbers, a large number of coefficients in the asymptotic expansion of λ n . In this paper we present only the first sixty coefficients and, as numerators and denominators become large, for the sake of space we display the first twenty rational coefficients in Table 3 , which were computed in less than 24.5 seconds CPU time, and approximate values for the other coefficients in Table 4 .
Numerical Consequences
At the end of Section 1 three questions were posed. As analytical expressions for the coefficients in the asymptotic expansion of λ n have not been found, we use the numerical results obtained in the previous section to answer those questions.
To answer question (i) concerning the convergence to 0 of the sequence {|q i |} i≥1 , from Tables 3 and 4 we see that the value of |q i | strictly increases as i increases for i ≥ 10. Thereby, based on the numerical evidence, we assert that the sequence {|q i |} i≥1 does not converge to 0, on the contrary, we conjecture that {|q i |} i≥1 diverges. To answer question (ii), that is, which is the partial sum λ i (n) of the asymptotic expansion of λ n closest to the true value of λ n , for small values of n we have checked that the series of partial sums {λ i (n)} i≥1 behaves as asymptotic series often do. The partial sums λ i (n) approach the true value of λ n , reach the point of closest approach and then become increasingly worse. Table 5 shows the results obtained for a few small values of n. We highlight that small values of n are the most frequent cases in real applications of the Erlang distribution. Table 5 . Partial sums λ i (n) approaching λn, for n = 1, . . . , 9.
Partial sum λ i (n) closest to λn Number of correct n i significant digits   1  10th  3  2  16th  6  3  22nd  10  4  28th  11  5  34th  15  6  40th  17  7  48th  21  8  54th  24  9 60th 27
Now, we answer question (iii) related to the bounds of the median of the Erlang distribution. As it was said in Section 1, Adell and Jodrá [2] have given upper and lower bounds for λ n , specifically λ 6 (n) < λ n < λ 7 (n) for n ≥ 1. Moreover, Adell and Jodrá [2, Section 4] remark that the same methodology can be used to obtain sharper bounds for λ n if we consider more terms in the asymptotic expansion of λ n . From the numerical results presented in Tables 3  and 4 , we have assessed the importance of the higher-order coefficients in that asymptotic expansion in order to derive sharper bounds for λ n and, in this regard, we have checked that those bounds are not always valid for small values of n. This possibility has not been considered by Adell and Jodrá [2] and, accordingly, the results obtained using their methodology must be rewritten in a more convenient form. To this end, from Tables 3 and 4 , we observe that the sequence {q i } i≥1 has a sign pattern of period four (− − ++) for i ≥ 4. Then, taking into account this sign pattern, we enunciate the following. The proof of Theorem 2 follows exactly the same lines of reasoning that led to the results given in Adell and Jodrá [2] . Table 6 presents tight upper and lower bounds for λ n together with a few values n(m). As we can see, the best rational bounds for λ n valid for all integers n ≥ 1 are obtained by considering the first nine coefficients in the asymptotic expansion of λ n . Table 6 . Upper and lower bounds for λn.
Sharper bounds for λn for n ≥ n(m) λ 9 (n) < λn < λ 8 (n) n ≥ 1 λ 14 (n) < λn < λ 15 (n) n ≥ 2 λ 22 (n) < λn < λ 23 (n) n ≥ 3 λ 29 (n) < λn < λ 28 (n) n ≥ 4 λ 34 (n) < λn < λ 35 (n) n ≥ 5 λ 41 (n) < λn < λ 40 (n) n ≥ 6 λ 46 (n) < λn < λ 47 (n) n ≥ 7 λ 53 (n) < λn < λ 52 (n) n ≥ 8 λ 58 (n) < λn < λ 59 (n) n ≥ 9
Final remark. Chen and Rubin [7] conjectured that the sequence {λ n − n} n≥0 is strictly decreasing, which was proved by Alm [3] (cf. also Alzer [4] and Adell and Jodrá [1] for alternative proofs). In addition, Alzer [4] conjectured that the sequence {λ n − n} n≥0 is completely monotone and, in this respect, Alzer [5] has shown that the sequence {λ n − n} n≥0 is strictly convex. We recall that a sequence {α n } n≥0 is said completely monotone if (−1) k k α n ≥ 0 for k = 0, 1, . . . and n = 0, 1, . . . , where 0 α n := α n and k α n := k−1 α n+1 − k−1 α n (k = 1, 2, . . . ; n = 0, 1, . . .); in particular, the case k = 1 (k = 2) corresponds to a decreasing (convex) sequence. By using the upper and lower bounds for λ n presented in this paper, we have checked that (−1) k k (λ n − n) > 0 for k = 3, 4, . . . , 60, which strongly suggests that Alzer's conjecture is true.
