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Abstract
We prove that the quasi continuous version of a functional in Epr is continuous along the sample
paths of the Dirichlet process provided that p > 2, 0 < r  1 and pr > 2, without assuming the
Meyer equivalence. Parallel results for multi-parameter processes are also obtained. Moreover, for
1 < p < 2, we prove that a n parameter Dirichlet process does not touch a set of (p,2n)-zero capacity.
As an example, we also study the quasi-everywhere existence of the local times of martingales on
path space.
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1. Introduction
Relations between path continuity, quasi continuity and ray continuity of functions with
fractional regularity in infinite dimensional space are discussed in a recent work [5]. In
particular, path continuity is proved for fractional Dirichlet functionals with the product
of the integrability index and the differentiability one bigger than two under the additional
condition of the Meyer equivalence (see condition A.2 in [5]). Unfortunately, up to now,
this condition is known to hold only in few cases. For example, we do not know whether or
not it holds in the cases of configuration spaces and the space of paths over a Riemannian
manifold. Therefore, it seems useful to remove this restriction. This is one motivation of
the present paper.
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infinitesimal generator of the semigroup associated to the Dirichlet form at all. Hence a
candidate could be the Lyons–Zheng forward-backward martingale decomposition (see
[8]) instead of martingale plus absolutely continuous process one. We tried this candidate
and it has turned out to work very well. Another advantage of this approach is that we do
not need the analyticity condition of the semi-group which is also assumed to hold in [5].
To this end, we give a proof different to that in [5], and we use the discrete interpolation
method other than some nice estimates possessed by analytic semigroup. Thus, for multi-
dimensional processes we are in the fully general framework proposed by Hirsch in [4].
On the other hand, a comparison theorem between capacities is obtained in [5]
(see Theorem 2.19 there). This result states that, in the context of capacities, lower
differentiability indexes can be compensated by higher integrability ones. Here we obtain
a parallel result which allows compensation for lower integrability indexes by higher
differentiability ones.
Another motivation is to develop a stochastic calculus for fractional Dirichlet processes.
If a functional, say f , is in the domain of the infinitesimal operator of the Dirichlet form,
then a stochastic calculus for f (Xt ), where Xt is the Markov process associated with the
form, has been established long ago, see e.g. [3,10]; If f is only in the domain of the form,
then the Lyons–Zheng decomposition applies well; In the present paper we shall show
that in the fractional case, the rough signal calculus initiated of Lyons (see [6,7]) is an
appropriate tool.
The paper is organized as follows: In Section 2, we put forward our framework and
give necessary notions and notations. Then in Section 3 and 4 we treat the cases p > 2
and 1 < p < 2 respectively. Lastly, in Section 5, as an application we discuss the quasi-
everywhere existence of the local times of martingales on path space.
2. Framework
Let E be a topological space with the second countability. B(E) denotes the Borel σ -
algebra on E. Let µ be a positive measure on (E,B(E)) such that µ(E) <∞ and let B(E)µ
denote the completion of B(E) w.r.t. µ. Let Lp(E;µ) := Lp(E;B(E),µ), p  1, be the
corresponding real Lp-spaces equipped with the usual norm ‖ ‖p .
(E,D21) will be a quasi-regular, symmetric, local Dirichlet form on L2(E;µ) in the
sense of [10]. So by the general existence theorem (see [3,10]), there exists a probability
space (Ω,F ,P ) and a thereon defined Markovian process with continuous paths, which
will be denoted by {Xt, t  0}, associated with (E,D21).
Additionally, we make the following assumption (cf. [4]):
(A1) E admits a carré du champ, i.e., there exists a subspace D of D21 ∩L∞, dense in D21
such that for every f ∈D, there exists an f˜ ∈ L1 satisfying
2E(fg,f )− E(g,f 2)= ∫
E
f˜ g dµ, ∀g ∈D21 ∩L∞.
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symmetric continuous operator from D21 ×D21 into L1, such that
E(fg,h)+ E(hg,f )− E(g,hf )=
∫
E
hΓ (f,g) dµ, ∀f,g,h ∈D21 ∩L∞.
We have then by [4]
E(f, g)=
∫
E
Γ (f,g) dµ, f,g ∈D21 .
We denote by Γ (f )= Γ (f,f ). For p  2, we define
E
p
1 =
{
f ∈D21 ∩Lp;Γ (f )1/2 ∈Lp
}
with norm
‖f ‖p,1 = ‖f ‖Lp +
∥∥Γ (f )1/2∥∥
Lp
.
Applying the K-method in the real interpolation theory (cf. [11]), for 0 < r < 1, we
define the fractional Sobolev space as follows:
E
p
r :=
(
Lp,E
p
1
)
p,r
=
{
f ∈ Lp: ‖f ‖′p,r :=
( 1∫
0
[
ε−rK(ε,f )
]p dε
ε
)1/p
<∞
}
,
where
K(ε,f ) := inf
f=f1+f2
{‖f1‖Lp + ε‖f2‖p,1}.
E
p
r has an equivalent norm (cf. [11, p. 40]):
‖f ‖p,r =
( ∞∑
n=1
∣∣2nrK(2−n, f )∣∣p
)1/p
<∞. (2.1)
It is this norm that will be made use of.
Since (Epr ,‖ · ‖p,r ) is uniform convex (cf. [5, Lemma 3.5]), we can use the standard
theory of capacity (see e.g. [9]). More precisely, we have the following
Definition 2.1. For an open set O of E, we define
Cp,r (O) :=
{‖f ‖p,r : f ∈Epr , f  0, and f  1 a.e. on O};
and for any set A⊂ E, define
Cp,r (A) :=
{
Cp,r (O): O is open and A⊂O
}
.
By the uniform convexity of Epr , for every set A, there exists a unique eA ∈Epr , called
the (p, r)-equilibrium potential of A, such that
Cp,r (A)= ‖eA‖p,r . (2.2)
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(p, r)-redefinition of f , which is (p, r)-quasi-continuous (i.e., there exists a sequence of
open sets On with Cp,r (On)→ 0, called a redefinition net of f , such that f ∗ is continuous
on Ocn for every n).
3. The case p > 2
Our main result in this section is the following
Theorem 3.1. Under the condition (A1), if f ∈ Epr , 0 < r  1 and pr > 2, then t →
f ∗(Xt) is almost surely α-Hölder continuous for α < r2 − 1p , where f ∗ is a (p, r)-
redefinition of f .
To prove this theorem we shall need the following result of Lyons and Zheng (see [8]
and also [3]). Note that although the original result is stated in the local compact space
case, the same proof works for our situation without any changes.
Theorem 3.2. Let f ∈D21 , then we have the following decomposition:
f ∗(Xt)− f ∗(X0)= 12M
f
t −
1
2
( Mf1 − Mf1−t ) (3.3)
where f ∗ is a (2,1)-redefinition of f , {Mft ,Ft } and { Mft , Ft } are respectively for-
ward and backward continuous square integrable martingales with quadratic variation
processes
[
Mf
]
t
=
t∫
0
Γ (f )(Xu) du,
[ Mf ]
t
=
t∫
0
Γ (f )(X1−u) du.
Applying this decomposition, we have
Lemma 3.3. If f ∈Ep1 , p  2, then there exists a positive constant Cp such that
E
∣∣f (Xt)− f (Xs)∣∣p  Cp |t − s|p/2‖f ‖pp,1. (3.4)
Proof. According to the decomposition (3.3), by BDG inequality and Hölder inequality,
we have
E
∣∣f (Xt)− f (Xs)∣∣p
 Cp
(
E
∣∣Mft −Mfs ∣∣p +E∣∣Mf1−t − Mf1−s∣∣p)
 Cp
(
E
∣∣∣∣∣
t∫
s
Γ (f )(Xu) du
∣∣∣∣∣
p/2
+E
∣∣∣∣∣
1−s∫
Γ (f )(X1−u) du
∣∣∣∣∣
p/2)1−t
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p
2 −1
( t∫
s
E
∣∣Γ (f )(Xu)∣∣p/2 du+
1−s∫
1−t
E
∣∣Γ (f )(X1−u)∣∣p/2 du
)
 Cp |t − s|p/2‖f ‖pp,1. ✷
Lemma 3.4. If f ∈ Epr , 0 < r  1, p  2, then there exists a constant C = C(p, r, T )
such that
E
∣∣f (Xt)− f (Xs)∣∣p  C|t − s|pr/2‖f ‖pp,r , ∀s, t ∈ [0, T ].
Proof. By (2.1), there exists a sequence (fn)n∈N ⊂Ep1 such that
∞∑
n=1
2−(1−r)pn‖fn‖p,1 +
∞∑
n=1
2rpn‖f − fn‖pp < C‖f ‖pp,r .
Choose the unique n ∈N such that
2−2nT < |t − s| 2−2n+2T .
By the previous lemma,
E
∣∣fn(Xt )− fn(Xs)∣∣p  C|t − s|p/2‖fn‖pp,1
 C2−(n+1)p+(1−r)pn‖f ‖pp,r
 C|t − s|pr/2‖f ‖pp,r .
Hence, we have
E
∣∣f (Xt)− f (Xs)∣∣p
 C
(
E
∣∣f (Xt)− fn(Xt )∣∣p +E∣∣fn(Xt )− fn(Xs)∣∣p +E∣∣fn(Xs)− f (Xs)∣∣p)
 C
(|t − s|pr/2‖f ‖pp,r + 2‖f − fn‖pLp)
 C
(|t − s|pr/2‖f ‖pp,r + 2−prn‖f ‖pp,r)
 C|t − s|pr/2‖f ‖pp,r ,
and we complete the proof. ✷
We remark that the above proof is different from that of Lemma 2.10 in [5]. Here the
proof is based on the interpolation method and thus avoid using the analyticity of the
semigroup.
Proof of Theorem 3.1. With Lemma 3.4, we have all the necessary estimates needed in
using Kolmogorov’s criterion, and the proof is similar to the Theorem 2.7 of [5]. So we
omit the details. ✷
Similarly, the following result can be proved (cf. [5, Lemma 2.14]).
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of E, we have
c
[
C2,1(A)
]2  P ∗( ⋃
0tT
{Xt ∈A}
)
C · [Cp,r(A)]p, (3.5)
where P ∗ stands for the outer measure of P .
Remark. Many attempts have been made to develop calculus for f (Xt). It is clear that
for r < 1, certainly we cannot apply the stochastic calculus well developed for r = 2 and
r = 1 (see [3]) to f (Xt) with f ∈ Epr . Now Theorem 3.1 says that if pr > 2, the rough
signal calculus developed by Lyons [7] can be applied. Moreover, if r − 2
p
> 12 , we can
even solve the stochastic differential equation of the type
Xt = x +
t∫
0
f (Xs) dWs +
t∫
0
g(Xs) df (Xs), 0 t  T ,
by the approach proposed in [6].
We now want to state multi-parameter versions of the above results. We fix a positive
integer n. For I ⊂ {1, . . . , n}, set I c = {1, . . . , n}− I . Besides (A1) we make the following
additional assumption in this section [4].
(A2) There exists a continuous process {Xt, t ∈ Rn+}, defined on a filtered probability
space (Ω,F ,F it ,0  t < ∞,P ), valued in E, and satisfying the following
conditions.
(1) ∀t ∈Rn+, Xt ∈
⋂n
i=1F iti .
(2) ∀t ∈Rn+, P ◦X−1t = µ.
(3) ∀1 i  n, ∀f ∈ L2, ∀u ∈R{i}c+ , ∀a, b ∈R{i}+ ,
E
[
f (Xa+b,u) |Fa
]= Tbf (Xa,u), (3.6)
where we identify Rn+ with R{i} × R{i}c by identifying t = (t1, . . . , tn) with
(ti , t1, . . . , ti−1, ti+1, . . . , tn).
Lemma 3.6. If f ∈ Epr , 0 < r  1, then for every T > 0 there exists a constant C =
C(r,p,T )
E
∣∣f (Xt)− f (Xs)∣∣p  C|t − s|pr/2‖f ‖pp,r . (3.7)
Now we are ready to state the following results whose proofs can be done along the
same lines as above and hence omitted.
Theorem 3.7. Suppose 0 < r  1, pr > 2n, then for every T > 0 there exists positive
constants c,C > 0 such that
c
[
C2,n(A)
]2  P ∗( ⋃
t∈[0,T ]n
{Xt ∈A}
)
C · [Cp,r(A)]p for all sets A⊂ E.
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α-Hölder continuous for α < r2 − np .
4. The case 1 <p < 2
In the previous section we assumed p > 2 and showed that this high integrability index
can compensate the poor differentiability 0 < r < 1 in some sense. In this section we shall
assume p < 2 and let r > 1 to compensate it.
We keep the assumptions (A1) and (A2) and the corresponding notations in force. But
instead of Epr , we shall use in this section another kind of fractional Sobolev spaces defined
by
D
p
r := (I −L)−r/2
(
Lp(E;µ)) (4.8)
with norm
‖f ‖p,r :=
∥∥(I −L)r/2f ∥∥
p
,f ∈Dpr . (4.9)
Since there will be no confusion with the norm of Epr which will not be needed in this
section, here and in the sequel we use ‖ · ‖p,r to denote the norm of Dpr and, also, we shall
use the same Cp,r to denote the associated capacity.
We start from the simplest case n= 2.
Lemma 4.1. Let n= 2 and f ∈Dp2 ,1<p < 2. Put
M
f,s
t := f (Xs,t )− f (Xs,0)−
t∫
0
(Lf )(Xs,u) du,
M
f,t
s := f (Xs,t )− f (X0,t )−
t∫
0
(Lf )(Xu,t ) du.
Then for any fixed s (resp. t), Mf,st (resp. Mf,ts ) is a continuous Lp-integrable martingale.
Proof. We shall prove the first conclusion, the second being the same. Let {fn,n ∈N} be
a sequence in D22 , such that ‖fn−f ‖Dp2 → 0 as n→∞. Then it is well known that M
fn,s
is a continuous L2-integrable martingale. For 0 t  1∥∥Mfn,st −Mf,st ∥∥p  ∥∥fn(Xs,t )− f (Xs,t )∥∥p + ∥∥fn(Xs,0)− f (Xs,0)∥∥p
+
∥∥∥∥∥
t∫
0
(Lfn −Lf )(Xs,u) du
∥∥∥∥∥
p
 Cp‖fn − f ‖p,2.
Thus by the convergence theorem of martingales we get the desired result. ✷
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sup
s∈I
E
(
sup
t∈I
∣∣f (Xs,t )∣∣p) Cp‖f ‖pp,2, (4.10)
sup
t∈I
E
(
sup
s∈I
∣∣f (Xs,t )∣∣p) Cp‖f ‖pp,2, (4.11)
where I is the rational number set in [0,1].
Proof. We only need to prove the first inequality. For fixed s ∈ [0,1], by the previous
theorem and Doob’s inequality, we have
E
(
sup
t∈I
∣∣f (Xs,t )∣∣p )
 Cp
(
E
(
sup
t∈I
|Mf,st |p
)+E∣∣f (Xs,0)∣∣p +E
∣∣∣∣∣
1∫
0
(Lf )(Xs,u) du
∣∣∣∣∣
p)
 Cp
(
E
∣∣Mf,s1 ∣∣p + ‖f ‖pp,2)
 Cp
(
E
∣∣f (Xs,1)∣∣p +E∣∣f (Xs,0)∣∣p +E
∣∣∣∣∣
1∫
0
(Lf )(Xs,u) du
∣∣∣∣∣
p
+ ‖f ‖pp,2
)
 Cp‖f ‖pp,2
which completes the proof. ✷
Lemma 4.3. For f ∈Dp4 ,1<p < 2, there exists a constant Cp > 0 such that
E
(
sup
(s,t)∈I 2
∣∣f (Xs,t )∣∣p) Cp‖f ‖pp,4. (4.12)
Proof. By Lemmas 4.1 and 4.2, we have
E
(
sup
(s,t)∈I 2
∣∣f (Xs,t )∣∣p )
 CpE
(
sup
s∈I
∣∣f (Xs,0)∣∣p + sup
(s,t)∈I 2
∣∣Mf,st ∣∣p + sup
s∈I
1∫
0
∣∣(Lf )(Xs,u)∣∣p du
)
 Cp‖f ‖pp,4 +E
(
sup
(s,t)∈I 2
∣∣Mf,st ∣∣p ). (4.13)
Since {sups∈I |Mf,st |; t ∈ I } is a sup-martingale, once again using Doob’s inequality and
lemma, we get
E
(
sup
(s,t)∈I 2
∣∣Mf,st ∣∣p)
 CpE
(
sup
∣∣Mf,s1 ∣∣)p
s∈I
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(
sup
s∈I
∣∣f (Xs,1)∣∣p + sup
s∈I
∣∣f (Xs,0)∣∣p + sup
s∈I
1∫
0
∣∣(Lf )(Xs,u)∣∣p du
)
 Cp‖f ‖pp,4. (4.14)
Combining (4.13) and (4.14) yields the result. ✷
In the same way we can prove the following more general result.
Lemma 4.4. Let Xz be the n-parameter process. For f ∈ Dp2n,1 < p < 2, n ∈ N, there
exists a constant Cp > 0 such that
E
(
sup
z∈In
∣∣f (Xz)∣∣p) Cp‖f ‖pp,2n. (4.15)
With the help of this result we get
Lemma 4.5. Suppose 1 <p < 2, then there exists a positive constant C = C(p) such that
P
( ⋃
z∈[0,1]n
{Xz ∈O}
)
 C · [Cp,2n(O)]p
for all open sets O ⊂ E.
Proof. Denote by eO the (p,2n)-equilibrium potential of O . Then, since eO is positive,
eO  1 on O and z →Xz is almost surely continuous, we have
P
( ⋃
z∈[0,1]n
{Xz ∈O}
)
= P
( ⋃
z∈In
{Xz ∈O}
)
 E
[
sup
z∈In
e
p
O
(
X(z)
)]
 C · ‖eO‖p
D
p
2n
C · [Cp,2n(O)]p. ✷
Denoting by P ∗ the outer measure of P , we deduce immediately from the above lemma
the following
Lemma 4.6. In the same situation as in the above theorem, there exists a constant
C = C(T ) such that for any subset A of E, we have
P ∗
( ⋃
z∈[0,1]n
{Xz ∈A}
)
 C · [Cp,2n(A)]p.
By [4, Corollary 3.4.1], we have
[
C2,n(A)
]2  C · P ∗( ⋃
z∈[0,1]n
{Xz ∈A}
)
.
This combined with the above lemma yields
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C2,n(A)
]2  C · [Cp,2n(A)]p, ∀A⊂ E.
5. Application to the local times of martingales on path space
Let M be a compact Riemannian manifold. We consider the path space Pm0(M) with
base point m0. Let {pt }t∈[0,1] be Brownian motion on M , Ft the Brownian filtration, and
Z an adapted vector field along p. Define the real valued martingale
Mt :=
t∫
0
Zs dps =
t∫
0
zs dxs,
where zs = tp0←sZs , {xs}s∈[0,1] is the standard Brownian motion.
The carré du champ operator is defined by
Γ (f,g) := (Df,Dg)H
where the operator D is the usual gradient operator on path space, H is the Camaron–
Martin tangent space with Hilbert structure. Assume that
1∫
0
‖zs‖q,2 ds <∞, for any q > 1.
By the following formula (cf. [2])
Dτ,α
t∫
0
zs dxs =
t∫
0
Dτ,αzs dxs + zατ · 1τ<t +
t∫
τ
( s∫
τ
Ω(◦dx, εα)
)
zs dxs
+ 1
2
t∫
τ
Ricciαγ z
γ
s ds,
we have
1∫
0
‖DMt‖qH dt <∞,
where Ω is the curvature tensor and Ricci is the Ricci tensor. Similar to [1] we can prove
Theorem 5.1. If q > 1 and α < 12 , we have Lat (M) ∈Eqα , the local time of M at point a is
defined by Tanaka formula
1
2
Lat = (Mt − a)+ − (Mt − a)− −
t∫
0
1(a,∞)(Ms) dMs.
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statement in the theorem below by the same method as [5].
Theorem 5.2. There is a set A⊂ Pm0(M) such that
(i) For every q > 1 and r < 12 , Cq,r (A)= 0, therefore C2,1(A)= 0 by Theorem 3.5.(ii) The equality
t∫
0
Φ(Ms)(p) d〈M〉s (p)=
∫
R
Φ(x)L(t, x,p) dx
holds for every p ∈Ac, every t > 0 and every positive Borel function Φ .
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