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Abstract 
This paper presents an application-aware ingress interface for dynamic OBS networks. Aggregation mechanisms 
that consider application requirements have been simulated and experimentally demonstrated on the testbed.  
Introduction 
During the past years it has become evident that 
local computational resources cannot always keep 
up with the demands generated by some scientific 
applications. In situations where intensive 
computation of large-scale data is needed 
computing resources geographically distributed 
across the network (Grid computing and cloud 
computing) can be used. Entire class of network 
based distributed computing rely on advanced 
service and network infrastructure technologies, for 
the optimized management, (scheduling, access 
and use) of the underlying network and computing 
resources [1]. Optical burst switching (OBS) 
technology is a suitable candidate for implementing 
a scalable network infrastructure to address the 
needs of network based distributed computing 
applications [2]. 
In this paper we propose a novel ingress OBS 
interface supporting Grid and IT applications, which 
has been simulated for virtual organisation 
application and experimentally demonstrated for a 
video streaming application. The interface is 
application by means of understanding job 
submission description language (JSDL) information 
which becomes one of the main triggering factors 
during aggregation mechanism. The proposed 
mechanism is highly adaptive, dynamic and 
reconfigurable with capability to obtain and 
intelligently translate application requirements into 
suitable burst aggregation parameters and policies. 
OBS ingress node: Traffic scheduler and burst 
aggregation 
The proposed ingress node consists of a traffic 
scheduler together with an adaptive aggregation 
mechanism. The aim of the ingress node is to first 
dynamically process Grid job requests during 
resource discovery and reservation process in order 
to identify their demands in terms of network 
requirements. Then, the knowledge of job 
requirements is to fine tune the aggregation 
triggering parameters (length and time thresholds) 
to reflect on the actual job submissions traffic 
profiles and network requirements. In the simulation 
scenario, Grid sources representing virtual 
organizations have been deployed. In addition to 
this, the traffic source is able to generate job 
requests encapsulating their requirements based on 
JSDL information.  
In the proposed aggregation mechanism for each 
destination address i  I=0…N and each class of 
service j  J=0…M, we assume a set of four 
aggregation parameters: 
maxTime obtained from application  end-to-end 
delay requirements  
maxLength calculated from the available 
memory divided by the number of buffers; 
minTime obtained from application jitter 
requirements. 
minLength calculated  from the maximum 
number of burst control headers (BCHs) that 
can be supported by the core OBS network 
Static boundary for maximum and minimum length 
parameters has been considered. A novel adaptive 
algorithm for calculating the minimum and maximum 
time threshold to satisfy the application 
requirements for delay and jitter that in turn affect 
throughput has been developed. The standard 
deviation of the jitter and the burst length is used to 
represent jitter and throughput respectively. Given a 
target deviation, which can be different for (i, j), a 
control-theoretic approach is adopted to compare 
the targeted value of deviation with the actual value 
in order to calculate error value (ek). The adopted 
integral controller general time formula to make the 
aggregation time threshold adaptive is: 
xk = xk-1 - K * ek-1                         (1) 
where x is the control variable, i.e. the thresholds, 
and K is the integral gain. To guarantee stability and 
minimum oscillations K should be real and lower 
than one, e.g. K = 0.5. 
Two approaches can be used for adjusting time 
threshold using the above formula: 
1) adjusting only the min threshold 
2) adjusting both the min and the max thresholds 
Simulation results 
To test the aggregation process a Grid virtual 
organisation source has been modelled and the 
distribution of the incoming packets length follows a 
tri-modal IMIX distribution, i.e. [40 576 1518] bytes 
with probabilities [0.59, 0.19, 0.22] respectively. 
Each potential flow offers a load of 0.6, normalized 
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to the maximum rate of each client which is 1 Gbps. 
Each source has been modelled as one ON/OFF 
system. In the ON state which is exponential, each 
client generates packets according to IMIX with 
exponential interarrival time. The OFF state follows 
a generalized Pareto distribution with high Hurst 
parameter, i.e. H = 0.85. The buffers depth is 
constant and equal to 10 Mbits (calculated based on 
FPGA capabilities). Input packets are accumulated 
and classified into buffer queues according to their 
destinations and QoS requirements, where they are 
assembled into bursts following some specific 
assembly scheme. Two different scheduling 
schemes have been evaluated. The first one is 
based on serial processing of the assembly buffers 
and threshold decission mechanism. This serial 
processing creates limited control on the time and 
length thresholds. Figure 1(a) shows the scatter 
matrix of a single assembly queue randomly chosen 
between a set of 25 using the serial scheduler. It is 
obvious that both length and time thresholds are 
violated and thus a service with fixed latency 
requirement can not be guaranteed. 
a) b)
Figure 1. Time vs. length scatter matrix based on 
serial (a) and parallel (b) scheduler 
To overcome this problem, a novel parallel 
scheduler has the ability to monitor the state of all 
queues in parrallel and compute the thresholds 
according job requirements and distribute them to 
the triggers modules. Then, the trigger module finely 
tunes the time and length thresholds. Each trigger 
module has to monitor its own queue and send out 
the burst when the threshold conditions are 
satisfied. This way dynamic current thresholds 
adjustments can be realised. Figure 1(b) shows 
scatter matrix based on parallel scheduler for the 
same scenario. The trigger conditions are rapidly 
detected and the control of the thresholds is 
enhanced. However, there are bursts generated 
outside the window due to the flushing time - the 
time to empty the aggregation buffer.  
Experimental demonstration 
As shown in Figure 2, the full-duplex OBS test-bed 
is working at 2.5 Gbps for both control plane 
(synchronous mode) and data plane (bursty mode). 
A video streaming application was deployed to 
assess the performance of the aggregation 
mechanism. The testbed is connected with a video 
streaming server in one edge router and a client 
requesting video service on the other (fixed size 
1370 bytes UDP traffic around 1 Mbps) over 20 km 
of fibre. In order to demonstrate the advantage of 
the novel ingress interface, we inject 30 Mbps 
background TCP traffic. The ingress interface can 
dynamically adjust its aggregation trigger values 
based on both the native application QoS and the 
subjective requests from the clients. For the specific 
traffic load scenario, the maximum size threshold is 
set to 5000 bytes and time limit to 2ms. The result 
showed in Figure 3 a) shows that more than 90% of 
the UDP packets have a delay of less than 32ms 
which is well within the acceptable level, b) shows 
that the jitter also remains below well accepted 7 ms 
for 100% of the traffic. The packet loss remains zero 
for received power levels down to -20 dB.  
a)
b)
Figure 3 Delay and jitter measurement of video 
streaming over OBS test-bed 
Conclusion 
This paper reports on the simulation and 
experimental work on a novel application-aware 
OBS ingress interface. It consists of an adaptive 
aggregation scheduler, which is able to control the 
QoS network performance by dynamically 
processing incoming application requirements. 
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Figure 2 Delay and jitter measurement of video streaming over OBS test-bed 
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