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Eine Problemsprache zurvorbereitung von Daten
fL'|r numerische Analysen
Von G.Vinek und F. Rennert
Zusammenfassung
Die in der vorliegenden Arbeit beschriebene Problemsprache NUMAN dient zur Formulierung der Vorberei-
tung von Versuchsdaten fur beliebige statistische Auswertungen. Es konnen abhangig von den Versuchs—
ergebnissen einzelne Versuchseinheiten ausgewahlt, mehrdimensional eingeteilt und bestimmte Werte
oder Funktionen dieser Werte den Auswertungsverfahren zuganglich gemacht werden.
Die dadurch gegebenen Moglichkeiten werden an je einem Beispiel mit landwirtschaftlichen und medi-
zinischen Versuchsdaten gezeigt.
Summary
The problem language NUMAN described here can be used to examine and prepare experimental data for
statistical evaluation. It facilitates the formulation of criteria for selection and grouping of
experimental units and can perform certain elementary functions on the data, delivering the results
obtained as input to statistical routines.
The use of the language is demonstrated by two examples concerning agricultural and medical data.
1. Einleitung
Fur die statistische Auswertung von numerischen
Daten mit Hilfe elektronischer Rechenanlagen ist
es notwendig, diese Daten je nach der Fragestel-
lung und den gewahlten Analyseverfahren auf ver-
schiedene Weise f¿r die Verarbeitung vorzuberei-
ten. Das bedeutet, da¿ selbst in jenen Fallen, in
denen sowohl die Daten bereits in maschinell ver-
arbeitbarer Form vorliegen als auch die notigen
Auswertungsprogramme vorhanden sind, zu deren Ein-
satz noch immer oft umfangreiche Programmierar-
beiten zu leisten sind. Da in den meisten Program-
miersprachen, die f¿r universelle Anwendbarkeit
entworfen sind, auf solche speziellen Erforder-
nisse keine RÀcksicht genommen werden kann, ist
es dem an den Auswertungsergebnissen Interessier—
ten nur schwer moglich, ohne Programmierunter-
st¿tzung zu den gewÀnschten Ergebnissen zu ge-
langen.
In der vorliegenden Arbeit wird daher versucht,
durch die Beschreibung einer dieser Problematik
angepa¿ten Sprache einen Beitrag zur Schlie¿ung
der L¿cke zwischen den praktischen Anforderungen
auf diesem Gebiet und den vorhandenen Software-
moglichkeiten zu leisten.
Die Problemsprache NUMAN dient zur Formulierung
von Programmen, welche Vorbereitungen von Daten
»
fur beliebige numerische Analysen beschreiben.
Es wird dabei vorausgesetzt, da¿ die auszuwerten—
den Daten in einer Datei derartig strukturiert
vorliegen, da¿ die jeweils zusammengehorigen Wer-
te eine Dateneinheit bilden, die in eines oder
mehrere Datenfelder unterteilt sein kann, inner-
halb derer die einzelnen Datenelemente durch eine
Anzahl von Indizes bestimmt sind. Diese Voraus—
setzungen erf¿llen jene Versuchsdateien, die mit
Hilfe des Subbetriebssystems BSND erstellt wur-
den (VINEK 1972).
Unter Vorbereitung der Daten fÀr die Auswertung
ist in diesem Zusammenhang zu verstehen, da¿
1) Auswahlkriterien angegeben werden konnen,
durch die f¿r jede Dateneinheit festgestellt
wird, ob ¿berhaupt zu dieser Dateneinheit ge-
horende Werte in die gewahlte Auswertung ein-
bezogen werden sollen oder nicht,
2) Einteilungskriterien festgelegt werden konnen,
durch die eine Gruppierung des Datenmaterials
veranla¿t wird, um etwa die Gruppen statisti-
schen Vergleichen zu unterziehen und
3) Selektionskriterien gewahlt werden konnen, die
festlegen, welche Werte einer Dateneinheit der
Auswertung zugefÀhrt werden sollen, wobei
nicht nur Werte selbst, sondern auch Funk-
tionen dieser Werte angegeben werden konnen.
Die Auswahl-, Einteilungs- und Selektionskriterien
konnen abhangig von beliebigen Werten einer Daten-
einheit definiert werden, so da¿ die Datenvorbe-
reitung weitgehend flexibel gestaltet werden kann.
EDV in Medizin und Biologie 1/1973 1
Besonders bei biometrischen Versuchen wird es oft
vorkommen, da¿ bestimmte Werte in einigen Fallen
nicht gemessen werden kannen, also unbekannt blei—
ben, so da¿ es notwendig ist, das Auftreten von
Fehlstellen bei der Vorbereitung der Daten f¿r
die Auswertung zu ber¿cksichtigen. Die M6glich-
keit der Verarbeitung von "unbekannten" Werten
ist ein Charakteristikum der Problemsprache NUMAN
so daB auch die Auswertung von Dateneinheiten mit
unvollstandigen Datenfeldern durchf¿hrbar wird.
Eine Voraussetzung ist, da¿ fur jede Grate fest-
gestellt werden kann, ob ihr Wert zahlenma¿ig vor-
liegt oder unbekannt ist.
Die Bedeutung der genannten Eigenschaften far die
Praxis wird an Hand der gegebenen Programmbei-
spiele erlautert.
2. Beschreibung der Problemsprache NUMAN
An Stelle bestimmter Bestandteile eines NUMAN-
Programmes, wie etwa Feldnummern, Indizes, Inter-
vallgrenzen usw. d¿rfen arithmetische Variable
oder arithmetische AusdrÀcke gesetzt werden, die
wahrend der Programmausf¿hrung unbekannte Werte
annehmen kbnnen, so daB der Fall eintreten kann,
da¿ solche Programmelemente unbestimmt werden.
Da dies aber in den meisten praktischen Fallen
nicht vorkommt, wird in der folgenden Beschrei—
bung von NUMAN auf die Behandlung solcher Situa-
tionen verzichtet und auf die Definition der Spra-
che NUMAN verwiesen (VINEK und RENNERT 1972).
Im folgenden sind alle jene Teile, die in ahnli-
cher Form aus anderen Programmiersprachen bekannt
sind, nur kurz erwahnt, wahrend die f¿r NUMAN
spezifischen Teile ausf¿hrlicher erlautert werden
2.1 Grundlegende Sprachelemente
Konstante sind einerseits arithmetische Konstante
diese werden als Dezimalzahlen geschrieben und
zwar entweder ganzzahlig oder mit Dezimalpunkt
und Bruchteil, andererseits logische Konstante,
die durch die Symbole &W und &F far die logischen
Werte 'wahr' und 'falsch' gegeben sind.
Variable werden durch Namen bezeichnet, die aus
maximal vier alphanumerischen Zeichen gebildet
werden d¿rfen, von denen das erste Zeichen ein
A fur arithmetische Variable, ein
E far Einteilungsvariable, ein
L far logische Variable und ein
M far Listen-(Mengen-)variable
sein mu¿.
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Feldelemente: Feldnummer (Indexliste)
bezeichnen die einzelnen, zu jeweils einer Daten-
einheit geharenden Werte, die durch einen stan-
dardma¿igen Eingabevorgang zur Verf¿gung stehen.
Als Feldnummer ist eine arithmetische Konstante
oder Variable zulassig, die Indexliste besteht
aus einzelnen, durch Beistriche voneinander ge-
trennten Indizes, die selbst im allgemeinen Fall
arithmetische Ausdr¿cke sind. Die Werte von Feld-
nummern und Indizes werden wahrend der Ausf¿hrung
auf die nachstgelegene ganze Zahl gerundet, die
Anzahl der Indizes eines Feldelementes mu¿ mit
der Anzahl der Dimensionen des durch die Feldnum-
mer bezeichneten Datenfeldes ¿bereinstimmen.
Beispiel: 3(1,2,6), A3(AI+U,AJ)
Feldbereiche: Feldnummer (Indexbereichliste)
bezeichnen eine Anzahl von Feldelementen, die in
dem durch die Indexbereiche beschriebenen Unter-
feld des durch den Wert der Feldnummer festgeleg-
ten Datenfeldes liegen. Ein Indexbereich besteht
aus einer Indexuntergrenze und einer Indexober—
grenze, die durch 'BIS' voneinander getrennt sind
oder aus einem einzelnen Index.
Beispiel: 1(1'BIS'2,3,2'BIS'U)
Dieser Feldbereich enthalt die folgenden Feld-
elemente: 1(1,3,2), 1(1,3,3), 1(1,3,A), 1(2,3,2),
1(2,3,3) und 1(2,3,A); sein Wert ist die Menge
der Werte dieser Feldelemente.
Listen sind durch Aufzahlen einzelner Listen-
elemente gegeben, diese kannen selbst entweder
allgemein arithmetische Ausdrucke (einfache Gra-
Ben) oder Feldbereiche bzw. Listenvariable (mul-
tiple Gra¿en) sein. Mit Hilfe der Listenzuweisung
ist es maglich, Listen einer Listenvariablen zu-
zuweisen.
Beispiel: $ ML = AX, A(1,6'BIS'8)
$ ML1 = AY, ML, AZ
Nach den im Beispiel gegebenen Listenzuweisungen
enthalt die Liste ML1 die Elemente:
AY, AX, A(1,6), A(1,7), A(1,8) und AZ,
der Werte der Liste ML1 ist die Menge der Werte
dieser Listenelemente. Listenvariable sind als
Argumente bestimmter Funktionen zulassig.
2.2 Arithmetische Ausdr¿cke
sind in ¿blicher weise durch Verkn¿pfung von
arithmetischen Konstanten, arithmetischen Varia-
blen, Feldelementen, Einteilungsvariablen und





+ fur Addition und
- f¿ Subtraktionr
zu bilden, wobei durch Setzen von Klammern die
gewohnte Hierarchie geandert werden kann.
Ist der Wert eines Operanden in einem arithmeti-
schen Ausdruck unbekannt, so ist auch der Wert
des arithmetischen Ausdruckes unbekannt.
Der Wert eines arithmetischen Ausdruckes kann
durch die arithmetische Zuweisung einer arithme-
tischen Variablen zugewiesen werden.
Beispiel: $ A1 = (3(1,1)+3(1,2)*AY)/2
2.3 Logische Ausdr¿cke
werden durch Verkn¿pfung einzelner logischer
Gra¿en, namlich logischer Konstanten, Variablen,





&IMPL far Implikation und
&AEQU far Aquivalenz
erhalten, die Hierarchie der Operatoren entspricht
der Reihenfolge des Anschreibens, sie kann durch
die Klammern &( und &) durchbrochen werden. Die
Werte logischer Ausdr¿cke kdnnen durch die lggil
sche Zuweisung logischen Variablen zugewiesen
werden.
Beispiel: $ L = L1 &UND &NICHT &(L2 &ODER L3&)
Logische Grb¿en kannen einen der drei in NUMAN
zulassigen logischen Werte 'wahr', 'falsch' und
'unbekannt' annehmen. Die Bedeutung der Opera-
tionen &NICHT, &UND und &ODER f¿r die zugrunde—
liegende dreiwertige Logik ist durch die folgen-
den Wahrheitstafeln erklart.
&NICHT W F U
F W U
&UND W F U &ODER W F U
_ J ' —
W W F U W W W W
F F F F F W F U
U U F U U W U U
2.H Funktionen















von '{g} SUMME(M) '{§} ALLPOS(M)
multiple“ '{§} PRODUKT(M) '{Q} ALLNEG(M)






Arithmetische und logische Funktionen von ein-
fachen Argumenten haben die ¿bliche, durch den
Funktionsnamen angedeutete Bedeutung. Far den
Fall, da¿ das Argument einer arithmetischen Funk-
tion unbekannt ist, wird auch der Funktionswert
unbekannt. Logische Funktionen entsprechen Rela-
tionen, sie erhalten den Wert 'wahr', wenn die
durch den Funktionsnamen angedeutete Relation er-
f¿llt ist, den Wert 'falsch', wenn diese sicher
nicht erf¿llt ist und den Wert 'unbekannt', wenn
der Wert des Argumentes unbekannt ist. Eine Aus-
nahme bildet die Funktion 'UNB(A), deren Funk-
tionswert 'wahr' ist, wenn der Wert des Argumen-
tes A unbekannt ist, ansonsten 'falsch'.
Arithmetische gnd logische Funktionen von multi-
plen Argumenten treten in zwei Typen auf, bei
Funktionen vom Typ A wird der Funktionswert aus
allen Elementen des Argumentes berechnet, bei
Funktionen vom Typ B werden zur Bestimmung des
Funktionswertes nur diejenigen Elemente des Ar-
gumentes herangezogen, deren Werte bekannt sind.
Die Bedeutung der angegebenen Funktionen ist aus
den Funktionsnamen zu erkennen. Beispielsweise
erhalt die Funktion 'ASUMME(M) als Wert die Summe
der Werte der Elemente von M und dann den unbe-
kannten Wert, wenn mindestens ein Element von M
unbekannt ist, wahrend die Funktion 'BSUMME(M)
nur dann unbekannt wird, wenn alle Elemente von
M unbekannt sind.
2.5 Elementfunktionen und Gruppenfunktionen
haben als wesentliche Bestandteile eine Gruppen-
angabe, durch die eine Anzahl von Wertgruppen
definiert wird und einen arithmetischen Ausdruck
als Testausdruck, dessen Wert errechnet und auf
Zugeharigkeit zu den Wertgruppen untersucht wird.
Die Gruppenfunktion erhalt einen Indikatorwert,
der angibt, ob ¿berhaupt und wenn ja in welche
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der vorgegebenen Gruppen der Wert des Testaus-
druckes fallt, die Elementfunktion erhalt einen
logischen Wert, der Auskunft ¿ber die Zugeh6rig-
keit des Testwertes zu einer der Wertgruppen gibt.
Jedes Element der Gruppenangabe legt eine Wert-
gruppe fest, diese wird durch Diskretwerte, In-
tervalle oder durch das Unbekanntsymbol * in be-
liebiger Reihenfolge definiert. Ein Diskretwert
ist durch das Zeichen = gefolgt von einem arith-
metischen Ausdruck gegeben, ein Intervall durch
seine Grenzen, die ebenfalls arithmetische Aus-
dr¿cke sein d¿rfen. Die Symbole 'U' und '0' an
Stelle von Intervallgrenzen bedeuten den klein-
sten bzw. grd¿ten darstellbaren Wert.
Es werden alle jene Werte als zu einer Gruppe ge-
harig betrachtet, die entweder einem der Diskret-
Werte gleich sind oder in ein Intervall fallen,
far den Fall, da¿ das Unbekanntsymbol ein Element
der Wertgruppe ist, wird auch der unbekannte Wert
als zur Gruppe gehdrig angenommen.
Beispiel: (=1,=2,=5),(=H,=5),6.2,2o.8
Diese Gruppenangabe definiert drei Wertgruppen,
der ersten geharen die Werte 1, 2 und 3 an, der
zweiten die Werte A und 5, der dritten alle Werte
des Intervalles (6.2,2o.8]. Eine
Elementfunktion: &E(Testausdruck)(Gruppenangabe)
erhalt den Wert 'wahr', wenn der Wert des Test-
ausdruckes in mindestens eine der Gruppen fallt,
'fa1sch', wenn er sicher in keine Gruppe fallt
und 'unbekannt', wenn ¿ber die Gruppenzugeh6rig-
keit keine sichere Aussage gemacht werden kann,
was dann der Fall ist, wenn der Wert des Test-
ausdruckes unbekannt ist. Auf die Situation, die
eintritt, wenn eine Intervallgrenze oder ein
Diskretwert unbekannt ist, wird hier nicht naher
eingegangen.
Beispiel: &E(AX)((=A1,=A2),(=3, 7.0,8,9),*)
Eine Elementfunktion kann als Operand eines logi-
schen Ausdruckes auftreten. Der Funktionswert
einer
Gruppenfunktion: &G(Testausdruck)(Gruppenangabe)
gibt an, zu welcher Gruppe der Wert des Testaus-
druckes gehdrt. Er ist O, wenn der Wert des Test-
ausdruckes sicher zu keiner Gruppe gehdrt, i, wenn
er zur i-ten Gruppe gehart (die Gruppen sind von
links nach rechts mit 1 beginnend durchnummeriert
zu denken; gehart der Testwert gleichzeitig mehre-
ren Gruppen an, so wird er der mit der kleinsten
Gruppennummer zugeordnet), er ist unbekannt, wenn
die Gruppenzugeharigkeit nicht entscheidbar ist.
Eine Gruppenfunktion kann als Operand eines arith-
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metischen Ausdruckes auftreten, ihr wert kann
durch die Einteilungszuweisung einer Einteilungs-
variablen zugewiesen werden.
Beispiel: $ E1 = &G(U(5,5))((-50.0,—10.5),
("9'8:1O))
2.6 Einteilungen
Gruppenfunktion und Einteilungsvariable werden
unter dem Begriff Einteilung zusammengefa¿t. Eine
bedingte Einteilung:
&WENN log. Ausdruck &DANN Einteilung
erhalt als Wert den wert der Einteilung, wenn der
logische Ausdruck den Wert 'wahr' hat, ansonsten
kommt die Einteilung nicht zur Wirkung und erhalt
keinen Wert. Unter einer allgemeinen Einteilung
wird eine (einfache) oder bedingte Einteilung
verstanden, eine
zusammengesetzte Einteilung:
&WENN log. Ausdruck &DANN Einteilung—1
&SONST Einteilung—2
erhalt den Wert der Einteilung—1, wenn der logi-
sche Ausdruck 'wahr' ist, ansonsten den Wert der
Einteilung-2.
Eine Einteilungsdimension kann entweder von einer
allgemeinen oder von einer zusammengesetzten Ein-
teilung gebildet werden. Diese erhalt den Wert
der Einteilung, hat die Einteilung keinen Wert
zugewiesen bekommen, dann den unbekannten wert.
Der Wert einer Einteilungsdimension entspricht
einer Koordinate einer im allgemeinen mehrdimen-
sionalen Gruppierung.
Mehrere Einteilungsdimensionen werden durch die
Operation &FERNER zu einer Einteilungskette ver-
knupft, die Lange n dieser Kette entspricht der
Anzahl der Einteilungsdimensionen. Der Wert einer
Einteilungskette entspricht einem Koordinaten-n-
tupel, das die Zugehdrigkeit der bearbeiteten Da-
teneinheit zu einer bestimmten Gruppe einer n-
dimensionalen Gruppeneinteilung angibt. Ein8 Ein-
teilungskette wird im Programm durch den
Einteilungsbefehl:
$ EINTEILUNG = Einteilungskette
wirksam.





Durch diesen Einteilungsbefehl wird eine zweidi-
mensionale Gruppierung definiert, die erste Dimen-
sion enthalt vier, die zweite drei Gruppen, eine
Dateneinheit kann also in eine von 12 Gruppen fal-
len. Eine Dateneinheit gehart beispielsweise der
Gruppe mit den Koordinaten 2,3 an, wenn, far den
Fall, da¿ die Werte der Feldelemente 3(1) bis
3(8) alle positiv sind, der Wert der arithmeti-
schen Variablen ABC gleich 2 ist, f¿r den Fall,
blen AX gleich 6 ist und daB unabhangig von irgend-
einer Bedingung der Wert von AJAR gleich 7o ist.





$ A = ... 1 wahlweise Zuweisungen und
daB nicht alle der genannten Feldelemente positiv $ AUSGABE = ... § Ausgabebefehle in beliebiger






Beispielen sind ProgrammstÀcke auf mehrere Zeilen _ , 2_ Abfrage
aufgeteilt und die einzelnen Zeilen verschieden
einger¿ckt, dies dient lediglich zur besseren
Ubersicht, das Programm wird unter Ignorierung
von eingestreuten Leerzeichen als Zeichenkette
aufgefa¿t.
2.7 Befehle
Au¿er den bereits beschriebenen Zuweisungsbefeh-
len und dem Einteilungsbefehl sind noch einige
weitere Befehle vorgesehen. Der
Auswahlbefehl: $ AUSWAHL = logischer Ausdruck
bewirkt, daB die folgenden Befehle (innerhalb
einer Abfrage) nur dann ausgef¿hrt werden, wenn
der Wert des logischen Ausdruckes 'wahr' ist.
Durch den
Ausgabebefehl: $ AUSGABE = Ausgabeausdruck
wird angegeben, welche Werte bzw. Funktionen von
Werten den Auswertungsprogrammen ¿bergeben werden
sollen. Der Ausgabeausdruck ist entweder eine
Liste von arithmetischen Ausdrucken oder ein Feld-
bereich. Die
Abfrageanweisung: $ ABFRAGE
leitet ein Programmst¿ck (Abfrage) ein, das die
Datenvorbereitung far eine bestimmte Fragestel-
lung beschreibt. Mehrere in einem Programm vor-
kommende Abfragen ermaglichen es, wahrend eines
Maschinenlaufes mehrere Auswertungen vorzunehmen
Innerhalb jeder Abfrage kannen beliebig viele,
ineinandergeschachtelte Programmschleifen durch
den
Schleifenbefehl: $ SCHLEIFE arithm. Variable
= Untergrenze 'BIS' Obergrenze 'MIT' Schritt-
weite
gesetzt werden. Das Ende aller Schleifen wird
automatisch am Ende der Abfrage angenommen. Die
Beginnanweisung: $ BEGINN H
und die
Schlu¿anweisungz $ SCHLUSS





























Zuweisungen durfen an jeder Stelle in beliebiger
Anzahl gesetzt werden.
3. Beispiele zur Anwendung der Problemsprache
NUMAN bei der Auswertung von Versuchsdaten
3.1 Beispiele zur Auswertung landwirtschaftlicher
versuche
In einer Serie landwirtschaftlicher Versuche ma-
gen zu jedem einzelnen Versuch folgende zwei







Es sollen in einem Auswertungslauf alle jene Ver-
suche, die in der geographischen Region Nr. 15
liegen, zusammengefa¿t werden, um far diese ge-
meinsam die Wirkung der durch den Versuchsplan
kontrollierten Einflu¿faktoren nach Durchf¿hrung
einer Varianzanalyse zu beurteilen.
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Das Auswahlkriterium, das angibt, welche Versuche
in die Verarbeitung einbezogen werden sollen,
wird durch ein NUMAN-Programm beschrieben, ebenso
die Festlegung der Daten, die dem Varianzanalyse-
programm zur Verf¿gung gestellt werden sollen.
Bevor das NUMAN-Programm angegeben werden kann,
ist noch die Bedeutung einzelner Feldelemente
festzulegen:
Das Datenfeld Nr. 1 sei eindimensional, das Feld-
element 1(A) enthalte die Nummer der geographi-
schen Region.
Das Datenfeld Nr. 2 sei zweidimensional, die Be-
deutung der Feldelemente sei derart, da¿ in jeder
der sechs Zeilen die zu einem Objekt geharenden
Daten.stehen; dienerste Spalte mage die Objekt-
bezeichnungen, die Spalten Nr. 2 bis Nr. 6 die
fÀnf Wiederholungen der Me¿werte zu jedem Objekt
enthalten. (Far den Fall, da¿ mehrere Me¿werte
am Material jeder Parzelle vorliegen, mÀ¿te das
Datenfeld in eine dritte Dimension ausgedehnt
werden.)
Die gew¿nschte Bearbeitung wird durch folgendes




$ AUSWAHL = &E(1(U))(=15)
$ AUSGABE = 2(1'BIS'6,2'BIS'6)
$ SCHLUSS
Da die Me¿werte des Datenfeldes Nr. 2 bereits in
einer fÀr die Varianzanalyse gÀnstigen Form im
Datenfeld gruppiert sind, mu¿ im NUMAN-Programm
keine Einteilung vorgenommen werden.
Nach einer Vervollstandigung der Ergebnisdatei
magen zusatzlich zu den bereits erwahnten zwei
Datenfeldern noch folgende weitere vorhanden
sein:
Datenfeld Nr. 3: chemische und physikalische
Daten des Bodens
Datenfeld Nr. A: meteorologische Beobachtungen
Derartige Dateien magen f¿r je zwei Versuchs-
serien (z.B.: Serien Nr. A01 und Nr. 411) und
far je drei Jahre (z.B.: 1968, 1969 und 1970)
vorliegen. Es wird eine gemeinsame Auswertung
dieses Datenmaterials verlangt und zwar derart,
da¿ die far jedes Objekt gemittelten Ertragsda-
ten einer dreidimensionalen Einteilung unterwor—
fen werden. Die erste Dimension soll eine sechs-
fache Gruppierung nach den Faktorstufen des Ver-
suchplanes (Objekte) bilden, die zweite eine
dreifache nach den Versuchsjahren und die dritte
eine zweifache nach dem Gehalt des Bodens an Al-
kalisalzen. Die bodenchemischen Untersuchungen
seien jeweils fur zwei Bodentiefen durchgef¿hrt
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worden, der Gehalt an Alkalisalzen sei so zu be-
stimmen, da¿ die Mittelwerte der Messungen der
zwei Bodentiefen fur Gehalt an Natrium, Kalium
und Ammonium addiert werden, die errechneten Wer-
te sind zu prÀfen, ob sie kleiner oder gleich
bzw. grater als 16.2 sind, um die Gruppierung
in der dritten Dimension zu erhalten.
Schlie¿lich sollen nur jene Versuche in die Aus-
wertung einbezogen werden, die in den Monaten
Marz bis Juni in Summe mehr als 200 mm Nieder—
schlag erhalten haben. Das so ausgewahlte und
eingeteilte Material wird zur Auswertung durch
eine dreidimensionale, nichtorthogonale Varianz-
analyse bereitgestellt.
Eine Komplikation mage dadurch auftreten, da¿
nicht in allen Dateien eine einheitliche Objekt-
bezeichnung verwendet wurde. Der gleiche Sach-
verhalt, der normalerweise durch die Objektnum-
mern 1, 2, 3, A, 5 und 6 bezeichnet wird, mage
fÀr die Versuche Nr. A11 in den Jahren 1968,und
1969 durch A, 5, 6, 7, 8 und 9 vercodet Worden
sein.
Im Datenfeld Nr. 1 magen die Feldelemente
1(1) die Einer- und Zehnerstelle des Jahres und
1(2) die Versuchsnummer
enthalten. Das Datenfeld Nr. 3 sei zweidimensio-
nal und so aufgebaut, da¿ der erste Index die
Bedeutung des Me¿wertes, der zweite die Boden-
tiefe angibt, es magen die Feldelemente
3(16,1) und 3(16,2) Natriumwerte,
3(19,1) und 3(19,2) Kaliumwerte und
3(23,1) und 3(23,2) Ammoniumwerte
enthalten. Ebenfalls zweidimensional sei das Da-
tenfeld Nr. A, in diesem mage der erste Index
die Bedeutung des MeÀwertes und der zweite den
Monat bezeichnen, die bei der gegebenen Frage-
stellung angesprochenen Feldelemente magen fol-
genden Inhalt haben:
-II-'-1‘-T-I2‘-1:’/\r\r\/\ U\O\O'\O\ uvuC\\J'1J=\I4 \./\./\/\/
Niederschlagsmengen Marz - Juni
Die Datenvorbereitung far die beschriebene Aus-
wertung wird durch folgendes NUMAN-Programm be-
schrieben (Programmbeispiel Nr. 2):
$Emenm bzw. gwm ist, mage als pathologisch erhaht be-
$AB““GE trachtet werden.s AUSWAHL = &E('ASUMME(U(6,3'BIS'6)))(2oo,'O')
s LCOD = &E(1(1))(=68,=69) &UND &E(1(2))(=A11)
$ E2 = &G(1(1))(=68,=69,=7o) Die benatigten Informationen seien in folgenden
$ ALK = 'BMITTEL(3(16,1'BIS'2)) + 'BMITTEL(3(19,1'BIS'2)) + Feldelementen eflthalteni
'BMITTEL(3(23=1'BIS'2))
.- I I I I ._._€__i_-15.$ E3 - &G(ALK)( U ,16.2,16.2, O )  Bedeutun
$ SCHLEIFE AI = 1'BIS'6'MIT'1 1(5) Geschlecht (1 =







“mRm“*E2 3(1,17) Wert des anorganischen
&FERNER E3 Phosphors im Serum
$ AUSGABE = 'BMITTEL(2(AI,2'BIS'6))
$ SCHLUSS
3.2 Beispiel zur Auswertung medizinischer Daten
Im Rahmen der Dokumentation von Krankengeschich-
ten der Inneren Medizin werden beispielsweise f¿r
jeden Patienten unter anderem folgende Daten ge-
speichert: ~
Datenfeld Nr. 1: Nationaledaten
Datenfeld Nr. 3: Laboratoriumsbefunde
Datenfeld Nr. 5: Diagnosen
In einer Studie soll festgestellt werden, ob bei
Patienten, fÀr die eine bestimmte Nierenkrankheit
diagnostiziert wurde, der Wert des anorganischen
Phosphors im Serum erhaht ist oder nicht. Zu die-
sem Zweck kannen die Patientendaten derart einer
zweidimensionalen Einteilung unterworfen werden,
da¿ die zwei Gruppen der ersten Dimension die
Bedeutung: Nierenerkrankung ja/nein, die zwei
Gruppen der zweiten Dimension die Bedeutung: an-
organischer Phosphor im Serum normal/erhaht haben
Die Besetzungszahlen dieser vier Gruppen sollen
statistisch verglichen werden.
Ob fur einen Patienten die Diagnose der betrach-
teten Krankheit gestellt wurde, ist an der Ein-
tragung des Diagnosecodes in einem von etwa drei
Feldelementen des Diagnosefeldes zu erkennen.
Far die Entscheidung ob der wert des anorgani-
schen Phosphors (in diesem Beispiel sei die Mag-
lichkeit der mehrfachen Bestimmung dieses Wertes
nicht in Betracht gezogen) pathologisch erhaht
ist, ist zu ber¿cksichtigen, dam der Normalwert
und die Streubreite dieser Grate stark vom Alter,
aber auch vom Geschlecht abhangig ist. Die Grenz—
werte kannen, far Frauen und Manner getrennt,
durch folgende Gleichungen beschrieben werden,
af + bf * a + cf * a2,
am + bm * a + cm + a2,
far Frauen: gwf =
far Manner: gwm =
in diesen Beziehungen bedeutet a das Alter,
af, bf, cf, am, bm und cm sind die gegebenen
Parameter. Jeder Wert, der gra¿er als der dem
Alter und Geschlecht entsprechende Grenzwert gwf
UTUTUT /\r\r\ CDNT\ \/\/\/
je ein Diagnoseoode
Folgendes NUMAN-Programm beschreibt die Daten-









$ AGWF = AAF






+ ABF*1(6) + ACF*1(6)**2
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A Computer Analysis of the aperiodic Amplitude-interval
Parameters of the Electroenoephalogram
By J. Smith, W. Probst and H. Schuh
Summary
A computer analysis of the aperiodic amplitude interval parameters of the electroencephalogram is
given. A qualitative and quantitative classification of these parameters by way of histograms,
correlograms and some statistical parameters is described. An advantage for this conceptual model
description is the possibility to perform EEG analysis on small computers as an IBM-1130, 8K memory
with WDV—1ooo interface.
The above mentioned method is now used for further mathematical classification, modelling and inter-
pretation of the EEG. The program packages written in Fortran IV are available on request.
Zusammenfassung
Eine Computeranalyse aperiodischer Amplituden und Intervalle, durch eine Extremwertmessung der
EEG-Kurve als Parameter gewonnen, wird veranschaulicht.
Die qualitative und quantitative Klassifikation dieser Parameter wird an Hand von Histogrammen,
Korrelogrammen und einigen statistischen Parametern beschrieben.
Ein Vorteil dieser Beschreibung als Modellkonzept ist die Maglichkeit, eine EEG-Analyse mit Hilfe
kleiner Rechenanlagen wie der IBM 1130 mit 8 K Kernspeichern und WDV-1ooo Interface, durchzufuhren.
Diese Methode wird jetzt fur weitere mathematische Klassifikation, Modellierung und Interpretation
des Elektroenzephalogrammes benutzt.
Die Programme, in Fortran IV geschrieben, sind auf Anfrage zu bekommen.
I. Introduction
Ever since the introduction of the EEG as a tool
Since CATON (1875) the electroencephalogram (EEG) in clinical diagnosis, the interpretation of EEG
and electrocorticogram (ECoG) belong to the stand- records has been based upon evaluations of the
ardized methods by which much information is gath- recorded electrical activity by visual inspection
ered about pathological brain processes. The com- An EEG analysis of this type, however, is in-
plexity and the amount of information of the EEG accurate and subjective, and accurate and objec-
is unknown. This initiated the quantitative ana- tive techniques for evaluation of the EEG have
lysis attempts up to the present day (ADEY et al., therefore long been sought. In 19A3, WALTER de-
1967; LEGEWIE and PROBST, 1969; SMITH and SCHADE, scibed a frequency analysis which subjected the
1970; KLEINER et al., 1970). EEG to electronic filtering. The introduction
of computers has opened up new possibilities for
Measured from the skin or from the cerebral cor- a qualitative and quantitative analysis of the
t?x’ the EEG is characerized by a single con’ EEG such as auto-correlation and cross-correla-
tlnuous analog voltage-time curve with an ampli- tion (BRAZIER and CASEY’ 1951), and co_variance
tude ranglng fI'°“‘ 1° "V '°° 2°° “V and a f"eq“e“°Y (WALTER and ADEY, 1965). A brief summary of cur-
range of 0'5 ' 5° HZ; it is dependent 0n the rent techniques in EEG analysis has recently been
structure and form (peak wave), on the degree of published by WALTER and BRAZIER (1968).
dominance and regularity, and on the density over
the cortex. Besides, the EEG phenomena are not Specific attention is paid to the extreme ampli-
only devided on the basis of wave complexes, but tude difference or peak difference values and
also with regard to frequency range: delta-waves the intervals in between. Classification of these
(0.5 - 3.5 Hz), théta—waves (A - 7.5 Hz), a1pha— parameters is given by way of an extreme ampli-
waves (8 - 13 Hz) and béta-waves (1A - 30 Hz). tude or interval histogram, while the serial cor-
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relogram searches for the independency and peri-
odicity of these parameters. A single parameter
is given to represent the mean and standard de-
viation of the extreme amplitude as an function





c) the flexibility in the qualitative and quan-
titative analysis of the extreme amplitude
interval method by small computers, such as
the IBM-1130, 8 K memory and an W.D.V.-inter-
zero crossing difficulties;
Fourier analysis is primariliy adapted
stationary periodic signals;
face system; .
d) the aperiodic analysis method, as the classi-
fication of the peak and interval parameters
of the EEG take less space and processing
time.
II. Methods
The first stage in each digital analysis method
to describe the EEG qualitatively and quantita-
tively is the analog-to-digital conversion. In
the presented concept, the EEG-signal is con-
verted during a sample time of 5 milliseconds
for four simultaneously sampled channels. In
order to suppress the 50 cycles interference and
noise signals outside the EEG-frequency band,
a digital low pass filter is used. In addition
a hysteresis is developed to eliminate slow drift
fluctuations and EEG recording artefacts. The
amplitude differences between the peak values and
the time intervals between these extreme ampli-
tude values are computed and stored on a disk of
an IBM-1130 general purpose computer. For con-
venience a sign is given to the computed peak
values according to the polarity of this extreme
value (fig. 1).
Fig. 1: The amplitude difference measured from mi-
nimum to maximum is defined as a positive













Fig. 2: Schematic diagram of the overall set-up
for EEG-data analysis.
III. Schematic diagram of the EEG-data
acquisition and processing
The EEG-Signals are recorded on an analog tape
for ‘off-line‘ processing, or directly trans-
ferred to the IBM-1130 via the WDV-interface
system for ‘on-line’ processing. The diagram is
shown in figure 2.
A maximum of four analog channels can be analy-
sed simultaneously. The acquisition and proces-
sing of the data is performed under program con-
trol, written in the IBM-1130 Assembler Language
and Fortran IV. The minimum system configuration














mum to minimum as a negative value. Ampli- Name Version Release Remarks
tudes smaller than 0.1 V are not taken into
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Fig. 3: Program hierarchie to control the EEG-data
acquisition and processing.
IV. Description and flow charts
of the algorithms
The overall flow chart of the EEG-signal acqui-
sition and processing programs is shown in fig-
ure 3. The 'on-line' and ‘off-line’ analysis
features the flexibility in data handling. Writ-
Fig. A: Flowchart of the supervisor program to con- Fig. 5: Flowchart of the EEG-data coding and acqui-
ten for an 8 K IBM-1130 machine, the following
mainline programs can be distinguished, identi-
fied by their code names as EEGO2, ACQUI, CONV,
HFDO1, HFDO2, HFDO3, HFDOA. These programs com-
municate by a ‘CALL LINK‘-instruction.
IV- 1 §u9e2yi§9£-E29s2ss:EE§Q2
This program (fig. A) controls the EEG-data
acquisition and processing. ‘On-line’ analysis
is defined by the control entry switch-O. ‘On-
line' analysis means that the EEG-processing is
executed at the same time or directly after the
EEG-data acquisition. 'Off—1ine' analysis means
that the EEG-processing may be done any time after
the EEG-data acquisition. In the ‘on-line’ mode
it is possible to analyse up to a maximum of four
EEG-channels. The output units to be selected
are the card, printer and plotter unit. In both
cases the starting sector number INXT, the analy-
sis sample time ITANF, and the number of samples
NTI form the input parameters. The possibility
exists to normalize the digitized EEG-signals,
by adjusting their recorded signal to an ampli-
fication factor. For this purpose, the digitized
reference signals of the consecutive channels
are displayed. If the signal reaches the upper





























































Wri e on Mas ing Masking rite onDISK value:3276 value =327s DISK
Array |B 1 =320 N =640 Array '52
: Z
or lower limit of the display area, the user
should modify the amplification factor. This
procedure is executed by means of the subprograms
DIGDA, ADUOA and DIARA.
At the end of this program a link to the main-
line program ACQUI is executed.
IV- 2 5991.11
This mainline program (fig. 5) executes the data
acquisition, using the subprogram INTAM written
in the IBM-1130 Assembler Language. The data
acquired by INTAM are stored consecutively on
disk. The end of each EEG-data sample is marked
with the constant 32767.
At the end of each EEG-data acquisition, the
starting sector number INXT, the time of each
EEG-data sample ITANF and the number of samples
NTI is written on the typewriter. Further data
acquisition or ‘off-line’ analysis is followed
under program control. In the ‘on-line‘ fashion
analysis an automatic link is executed to the
following mainline program CONV.
IV. 2.1 INTAM (IA,N,IT)
This background subprogram (fig. 6) performs the
data acquisition. For our purpose four analog
channels are digitized simultaneously every 5 msec ’ ‘
OI NO _and stored in the array IA(I), I = 1,2,.
The same sample duration is given by the paramet
ter IT. In order to cut off frequencies above
50 Hz, a digital low pass filter is used; the
maxima and minima are then computed. The differ-
ence between two consecutive peak values is
stored as the 'amplitude' and the time between
them as intervals.
If the amplitudes are smaller than a predefined
hysteresis they are neglected. The amplitudes
measured from maximum to minimum are defined as
negative, and those measured from minimum to
maximum as positive. The digitized extreme am-
plitude difference and interval values are packed
into a 16-bit word. In addition, this 16-bit word
contains the channel number coded into bits O and
8. Bit 1 contains the sign of the extreme ampli-
tude difference value, coded into bits 2 to 7.
Bits 9 to 15 contain the interval value. The re-
solution according to this word coding is for
the amplitude between 1 A V, 26=i 60, and for the
interval maximum of 600 msec. 27=12o.
Iv- B QQNY
This mainline program (fig. 7) controls the
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Fig. 6: Flowchart of the background subprogram for
data acquisition.
cases the coded data stored on disk by ACQUI
(and INTAM) are read from disk and decoded by
SEPEG. The EEG-data per channel number, i.e. the
extreme amplitude difference values and interval
values, are then stored in different files on
disk. A total of four channels may be analyzed
simultaneously. The link-operation to the main-
line program HFDO1, HFDO3 and HFDOA is ordered
by the control entry switches 1, 2, 3 and A
respectively. Control entry switch 11 stops the
processing.
In the 'off—line' processing fashion the input
parameters needed are starting the sector number
and the number of sectors of the EEG-data to be
analyzed. Several samples can be analyzed con-
secutively by turning on entry switch 12.
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Fig. 7: Flowchart of the EEG-data decoding and
"off-line" control program.
I‘/V ‘I E2591
This program (fig. 8) classifies the extreme
amplitude difference values into a histogram.
the binwidth is typed on the keyboard and may
be modified by turning on console entry switch
10. In addition the four central moments are com-
puted according to the formula
..- -1)‘.0 ' U ' N i=1 i
-3-N - kk=123Ami.-N,;1<><. 11>,
The output may be chosen on the printer or on
cards while a display/plot procedure is executed
by the program DIPLO. The ‘off-line‘ processing
is defined by turning the console entry switch
O off - a link to the program CONV is made -,
respectively on - a link to the program ACQUI
Fig. 8 (down left): Flowchart of the extreme ampli-
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Fig. 10: Flowchart of the program representing the
extreme amplitude difference as a function
of the intervals.
is made. The console entry switches 2, 3 and A
control the link to the programs HFDO2, HFDO3
and HFDOA to proceed the analysis procedure.
IV- 5 EEPQZ
This mainline program (fig. 9) computes, displays
and/or plots the interval histogram for the suc-
cessive channels to be analysed. The same facil-
ities as in HFDO1 are present, and in principle
the same flow diagram holds as is presented for
the extreme amplitude histogram (fig. 8).
Iv- 6 Eras;
This mainline program (fig. 10) computes the mean
extreme amplitude difference value and its stand-
ard deviation as a function of the interval be-
tween the extreme values. The binwidth may be
chosen and typed via the keyboard. The extreme
amplitude and interval values of each channel are
read from disk per sector of the corresponding
files. Turning on switch 5 causes a table of the
extreme amplitude and intervals on the printer.
If the console entry switch 10 is on, this pro-
gram can be restarted and if switch 10 is off,
the next channel is analyzed. when all channels
are analysed switch A defines a link to the main-
line program FHDOA. Switch O decides the link
execution to the programs CONV or ACQUI.
Iv- 7 H5295
This mainline program (fig. 11) computes the
serial correlation coefficients of the computed
parameters as the interval values. In addition,
the serial correlogram is displayed and plotted.
The serial correlation coefficients are computed
according to the formula of COX and LEWIS (1966):
1 5.J(5 ’ ~1 " ~ 11 Pc . c . Y( 0,1 X 0.1)
N-j N-j~ 1 _ 1 -1 2 -1 _ 1
CO’J¢ "’ N"'_'J'$ _ " '_i*'N_'J
~ N-J _ _ N—JC 11 1 11 2 nd X11 1 X.=--—r2(X "'X)8. =--rzO,j N-j . i+j j j N-j . i+j1=1 1=1
Fig. 11: Flowchart of the serial correlogram
program.
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Fig. 12: Plotdiagram of the histogram of the ex-
treme amplitude values.
The four channels are analysed consecutively.
The console entry switch O executes a link to the
program CONV or ACQUI.
Sample run
A typical sample of an electroencephalogram of
Bo seconds from an eight month old child is taken
For this purpose only one channel is analysed.
Without taking the diagnostic features into ac-
count one may characterize the following aspects
of the analysed EEG data.
For the positive amplitudes as well as for the
Fig. 15: Plotdiagram of the histogram of the inter-
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Fig. 1%: Plotdiagram of the mean amplitudes as a
function of the intervals, and the mean
amplitudes plus standard deviation as a
function of the interval values.
negative amplitudes (fig. 12), the unimodal his-
togram shows an asymmetric rise and decay dis-
tribution. The histogram for the negative peak
values demonstrates a more or less preferential
peak value. The interval histogram (fig. 13) has
a binwidth of 5 msec and shows a typical interval
‘ii
length of 6o msec.
The mean peak values as a function of the time
interval (fig. 1H) show an increase of the -
Voltage of the EEG—signal, proportional to the
time interval. This function holds until a sat—
uration level is reached. According to the chosen
Fig. 15: Plotdiagram of the serial—correlation—
coefficients of the interval values.
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T E S T R U N
**************
A EEG ANALYSIS OF THE EXTREME AMPLITUDE-INTERVAL PARAMETERS
SELECT THE OUTPUT UNITS
O11
TYPE
STARTING SECTOR NR; FOR DATA RECORDING FORMAT I3
TYPE
ANALYSIS TIME PER SAMPLE IN SECONDS IA
FOR STOPPING DATA ACQUISITION TURN ON DATSW 11
WHEN ADJUSTMENT IS WANTED TYPE lo IF NOT TYPE O
O
A M P L I T u 0 E H 1 s T 0 G R A M
'I-'I-i'I>I-ii‘!--ll-II-l~I»<ll>-I-<1-'l>I-1l><|l-§<I--I--ll>§<k<l~l-~Il~ll>'l><ll-<Il~ll>
TYPE BINWIDTH 11 '
1
CHANNEL 1
TURN DATSW 8 ON FOR PLOT|DATSW 7 FOR ON FOR NO GRIDQDATSW 6 OFFo
FOR ENDING DISPLAY AND STARTING PLOT





FOR ENDING DISPLAY AND STARTING PLOT





TURN DATSW 8 ON FOR PLQTODATSW 7 FOR ON FOR NO GRIDODATSW
FOR ENDING DISPLAY AND STARTING PLOT
S E R I A L C O R R E L A T I O N
*»*§****§§§****§*§§§***§§¢xx*r*¢»¢
TYPE BINWIDTH I1
FOR ENDING DISPLAY AND STARTING PLOT
SERIALCORRELOGRAM OF THE AMPLITUDES
CHANNEL 1
TURN DATSW 8 ON FOR PLOToDATSW 7 FOR ON FOR NO GRIDoDATSW
FOR ENDING DISPLAY AND STARTING PLOT
SERIALCORRELOGRAM OF THE INTERVALS
CHANNEL 1
TURN DATSW 8 ON FOR PLOToDATSW 7 FOR ON FOR NO GRIDoDATSW 6 OFF:
FOR ENDING DISPLAY AND STARTING PLOT
hysteresis parameter, extreme amplitude differ-
ences below the specified parameter do not occur
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The saturation function may thus be a useful para— Anschrift der Verfasser;
meter in order to characterize the functional
behaviour of the brain.
The serial correlogram (fig. 15) represents the
serial dependency between the first and higher
order time intervals. The serial correlogram
shows a certain independency.
The correlation for dependency and even period-
icity to the physiological features of the brain
is not yet known. These parameters are now con-
sidered for further study of other functional
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A Computer Program for Least-squares Analysis of
Non-orthogonal Designs
By A. van Baaren
Summary
In this paper a description is given of the methods used in a computer program for least-squares analysis of’arbitrary
linear models in non-orthogonal designs.
A special feature of this program is that the usual hypotheses are tested on the basis of the coefficients of variance
components in the expected mean squares, these coefficients being calculated by the program.
Zusammenfassung
In dieser Arbeit werden die Methoden beschrieben, die in einem Computerprogramm f¿r die kleinsten—Quadrate Auswertung
beliebiger linearer Modelle in nichtorthogonalen Versuchsanlagen benutzt werden. Ein besonderes Merkmal dieses Pro-
grammes ist, daB die Àblichen Hypothesen aufgrund der Koeffizienten der Varianzkomponenten in den Erwartungswerten der
mittleren Abweichungsquadrate getestet werden, welche Koeffizienten von dem Programm berechnet werden.
1. Introduction
It is well known that the analysis of the results of ex-
periments with non-orthogonal designs is both laborious
and troublesome, especially when the non-orthogonality has
not been designed as, for instance, in (balanced or par-
tially balanced) incomplete block designs.
Various methods to solve this problem have been proposed
in the past twenty years. The most important are:
1, The analysis of variance method. By this method the
design is analysed as if it were orthogonal; the only dif-
ference is that each separate squared total is divided by
the number of observations it consists of. This method
does not lead to correct results, unless the cell frequen-
cies are proportional or the classification is fully nest-
ed. when the model contains interactions it often occurs
that negative sums of squares are obtained.
2. The method of inserting estimates for missing observa-
tions. This method leads to correct results at least when
the criterion by which the estimates are derived (e.g.
minimization of the residual sum of squares) may be as-
sumed the correct one. A disadvantage of this method is
that it can only be applied when a few values for missing
observations have to be estimated in order to get an or-
thogonal design.
3. The iterative method of Stevens. This iterative scheme
to estimate the effects in a non-orthogonal classification
is not very well known. One reason is perhaps that the
method is particularly suited for two—way classifications,
while for three-way and higher classifications it becomes
rather laborious and complicated. The method leads to un-
biased estimates; about the accuracy of the estimates very
little is known yet.
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H. The regression method. By this method so called dumy
or indicator variables are introduced in such a way that
the analysis of variance model can be written and treated
as a regression model. when the method is applied to or-
thogonal designs exactly the same results are obtained as
for the usual analysis of variance method, whereas with
non-orthogonal designs it leads at least to unbiased esti-
mates with the advantage that also the covariance matrix
of the estimates and an analysis of variance table can be
calculated by direct methods. As the computer program dis-
cussed in this paper uses the regression method, this
method will be described more extensively.
2. The model
The model to be analysed by the computer program is in
general:
y=Za+s (1)
where: y = a (n x 1) vector of observations
Z = a (n x m) design or incidence matrix
a = a (m.x 1) vector of parameters
a = a (n x 1) vector of deviates
It is assumed that, except for a constant and the deviates
e, the model consists of q terms (main effects, interac-
tions, nested effects and/or quantitative terms), the v-th
term having mv levels. The total number of (different)
treatments is defined as t, while n is the number of ob-
servations.
Further assumptions are:
1. The i-th treatment (i=1,2,...,t) has been indepen-
dently replicated hi times.
2. Within the j-th replication of the i-th treatment r.
independent observations have been made. (i=1,2,




ni = jglrij (i=1,2,...,t) (2)
t t hi
n = Z ni = Z Z rij m = § mv (3)
i=1 i=1 j=1 v=o
This, too, means that the vector of deviates can be writ-
ten as the sum of three components, namely:
€ijk : 6i+ Àj(i)+ Xk(ij) (i:%.:::,E;i;1....,hi;(A)
> s lJ ;
where:
6i = the so-called "non-fit" effect of treatment i,
usually assumed to be random, although it can
also be fixed.
nj(i) = the effect of the j-th replication of the i-th
treatment; which is a real replication, mean-
ing that the levels of the factors for this
treatment are reset. The replication effect is
assued to be random with equal variances and,
for testing purposes, normally and independent-
ly distributed with mean O and variance 0%
xk(ij) = the within-replication effect, usually error
of measurement; assumed to be normally and
independently distributed with mean O and
variance 02.
The vector a is subdivided into q+1 subvectors av the v-th
subvector consisting of mv, components avw (v=O,1,...,q;
w=1,2,...,mv).
avw = for quantitative terms the regression coeffi-
cient of term v (mv = 1).
= for qualitative terms the effect of the w-th
level of the v-th term on the response y.
For qualitative terms the avw are assumed to be a random
sample without replacement from a population of size Mg,
while:
E<<=W> = = 0 (5)
E(avwav'w') : Xv T Rvoi (V = V‘) (6)= O (v # v‘)
where:
03 = E(a5w ) (7)
in finite populations to be defined as:
MV1 .f-‘M <8)2 2 10 = E(a ) =--
V vw My w=1
The definition of the matrix RV (= (pal? 1) depends on
whether term v is a main effect, nested effect or inter-
action. In general:
<1) main_§ff§2§§=





if v is the interaction of the terms j and k:
RV = RJ. Q) Rk (10)
where the symbol (:) denotes the Kronecker or
direct product of matrices or vectors.
(iii) n§§§sQ-2£§22§§=
if term k is nested within j and the result is de-
noted by v, then:
RV = Imj @ Rk (11)
where:
Ims = a (mj x mj) unit matrix
Rk = the correlation matrix of term k when
it would be crossed to term j (k is not
a part of the model) '
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In this definition it is assumed that effects from
different nestings are uncorrelated. The program
also deals with the case where effects from certain
combinations of nestings are correlated. This de-
tail will be neglected in this paper.
Some special cases of population sizes are:
Mg = ~ — random effects
= mv - fixed effects
The incidence matrix Z is, analogous to the vector c, sub-
divided into q+1 submatrices in the following way:
Z = (ZO,Z1,...,Zq) (12)
where:
Zv = a (n x mv) matrix in accordance with the
v-th classification (term) with mv levels.
Z0 = a (n x 1) 1-vector corresponding to the
constant term (mean) which, in the program,
is not necessarily a part of the model (1).
(mo = 1) {Z8 = (1,1,...,1)}
The submatrix ZV consists of n rows of t different types,
corresponding with the t treatments. (t §_n) The i-th row
consists of mv comonents zéi), defined as follows:
Z$$) = for quantitative terms the value of
variate v in the i-th treatment.
= for qualitative terms the so-called indi-
cator variable:
= 1 if the w-th level of the v-th tenn
applies to the i-th treatment.
= O else.
The row consisting of components z£$) is replicated ni
times.
3. Method of analysis
3-1- §§§.i.I1ia1=..IL9I2_9f.§£‘§e2§§
Let
y = Za + e (13)
be a realization of the model (1) where:
a = the vector of estimators of the parameters a.
As is well known the least squares criterion after mini-
mization with respect to the vector a of the residual sum
of squares:
S(e) = (y — Za)'(y - Za) (14)
the accent denoting a transpose, leads to the system of
linear equations:
Z'Za = Z'y (15)
which, when qualitative terms are involved, has no unique
solution. This problem is usually dealt with by imposing
as many linear restrictions on the estimates avw of avw
as are needed. Let the set of linear restrictions be:
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ii In" <1) .V O Z1 fvw avw = c (1=1,2,...,S) (16)
: W:
or Fa = O
fia = O (i=1,2,...,s)
Because, as a rule, the singularities occur only within
each qualitative term, it suffices to write the system
(16) as follows:
WI <1)2 f a = O (v=1,2,...,q; i=1,2,...,s)w=1 vw vw A
(17)
The choice of the coefficients féi) is arbitrary; for
main effects the most common choices are:
(i)1. all fvw equal to 1.
2. the f£$) proportional to the number of obser-
vations per level of term v.
In the program the first choice has been made for main
effects, which implies that for interactions in all direc-
tions the sum of the estimated effects is zero and that
for nested effects the same applies within every nesting.
Once given the set of linear restrictions, there are se-
veral methods to impose them on the estimates. The best-
known methods are:
1. The method of Lagrange multipliers:
In this case the following expression is minimized with
respect to the vector a:
S
S1(a) = (y - Za)'(y - Za) + Zigllifi a (18)
leading to the system of linear equations:
s
Z'Za + 2 Aifi = Z'y
1:1 <19)s
_{ ri a = 0
i=1
where fi is a row vector and Ii an arbitrary scalar.
2. Scheffé's method:
By this method the system of linear restrictions (16) is
added to the realization (13), leading to the system of
n+s linear equations with m unknowns:
a + (S) = (%) (20)




(Z'Z + F'F)a = Z'y (21)
Unfortunately, this method leads to estimates which only
approximately meet the restrictions (16).
3. The generalised inverse method:
with this method the system (15) is solved in such a way
that wherever a singularity occurs the corresponding
estimate avw is set equal to zero. The solution is usually
written as follows:
a = (Z'Z)_Z'y (22)
In general, it is preferable, when analysing non-orthogo-
nal designs, to use this method either alone or in con-
junction with any of the other methods mentioned, because,
despite all restrictions imposed, there can still occur
a singularity which causes an electronic computer to stop,
for instance, in trying to divide by zero.
The last method to be mentioned is that used by the com-
puter program, in conjugation with method 3, because it
has the advantage that every restriction imposed on the
estimates avw reduces the number of unknowns and equations
by one. The consequence is that a smaller system of linear
equations has to be solved and as the computer needs less
core, the method is perhaps faster and definitely more
accurate in a numerical sense.
By this method the restrictions are built into the inci-
dence matrix Z, changing it into a different incidence
matrix X.
The realization (13) then takes the form: (iii)
y = Xb + e (23)
where:
X = the new n x (m-s)-incidence matrix
b = the (m-s) x 1 vector of linearly independent
estimates
s = the nuber of restrictions imposed on the
vector a.
Like Z, the matrix X is subdivided as follows:
X = (XO,X1,...,Xq) (2U)
where:
X0 T Z0
Xv = a (n x gv)-matrix according to the v-th classifi-
cation. (iv)
The submatrix XV consists, analogous to ZV, of n rows of
which again only t are different, the i-the group consist-
ing of ni equal rows. A row in the i-th group consists of
(i)components xvw which are defined as follows:
<i> Que2§i2e§iy§_§§z@§=
Quantitative terms are extremely simple because
for term v:




= mv = 1 (2
For main effects the restriction;
‘fit.
w=1
vw = O (27)
is used. This means that, for instance:
aVIT1V
This restriction is accomplished if for the i-th
row of the incidence matrix XV is defined
X<i>
while:
gv : 1m,- 1 (30
If term v is the interaction of terms j and k, the
m -1v
: - 21 av.
W:
(i) (i)Vw = zvw - zvmv (w = 1,2,...,mV-
ln§2§§2§i9n_§££§2§§=
i-th row of the matrix Zv is:
zéi)' = z§i)' (:) zéi)' 1
Where the symbol (I), again means that the Kron-
ecker or direct product of the row vectors 1
(i)'and zk has to be taken.
Analogously for the i-th row of Xv:
('1' _ (')' (')'xvl - xjl @xkl (32
and:
gv : gj Xgk
If term v is the result of nesting term k within
@§§§§§_§§§§2§§*
term j, then again:
(i)' - (i)' (i)'zv - zj C9 zk (3li)
but now the i-the row of the matrix XV should be
calculated as follows:
><\(,i)' = z§i)' @ xiii)’ (35)
and:
gv = mj x g
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TBB row Vectors 2&1)’ and xii)’ have to be gener_ factor B being nested within factor A. The realization
ated, as if term k was crossed to j, in order to (13) can now be written as:
. _ I ‘accomplish (31) and (55) but, as term k 1S not part 'y1‘ 1 1 0 1 0 0 0 0 0 ' e I
. ‘ 1of the model, they can be discarded after (3H) and y2 1 1 Q 0 1 Q Q Q Q e2




For later use it is convenient to define: y5 1 = 1 O 1 O O O 1 O O 85 | (A2):21 :
z = (z ,2 ,...,z ) y6 1 0 1 0 0 0 1 0 c agg
a26(v) o 1 v 95 I(V = O21->"'>q)X(V) = (XO,X1,___ Xv) y7 1 0 1 0 0 0 0 1 0 p a A Ie7 I
_ y8 ,1 0 1 0 0 0 0 0 1 e8
which means that: I I ’"“‘ ‘-- -4 5 r‘ I I
Z0 Z1 Z2
Z ‘ Z<q> 1 X ‘ X<q>
and, in accordance with the realization (23):
Example 1: -, I I I IB I
In an experiment two factors A and B have been varied with Y1 1 1 1 O O O » I e1
2 and 3 levels respectively. The design is as follows: Y2 1 1 O 1 O O e2bo1
y} 1 1 0 1 O O bil e5
B B B y 1 1 -1 -1 0 0 b e1 2 3 I-I 21 LI (
es= u- y5 1 -1 0 o 1 0 s22 I 3)
A1 yl y2 Y1 y6 1 -1 0 0 1 0 623 e6
Y3 y7 1 -1 0 0 0 1 b2“ e7
y 1 -1 0 0 -1 -1 ' ~ e
A y y y I 8 ‘ *-—--"r--“I I 8.
2 5 7 8 I x x xY6 o 1 2
Let the model bez‘ The submatrix Z2 in (A2) is identical with Z5 in (39);
X2 in (43) is calculated by taking, row by row, the Kron-
ecker product of Z1 in (A2) and X in (Ho).yi = u+aj+Bk+aBJ.k+¢i (58) 2
then the realization (13) can be written as follows:
I ‘ I




12y 1 1 0 0 1 0 O 1 O O 0 05 32%I-I :23
a3132
The system of linear equations (15), the so-called normal
e I IQ 2 X Xb = X y (W-I)
y5 ’ 1 0 1 1 0 0 0 0 0 1 0 0 ; ’ (X'X) X'Y (n5)
y6 101100000100 a I e6 where:
Y7 1 0 1 0 1 0 0 0 0 0 1 0 I ag¿ e7 x: = the transpose of x
Y8 I1 P 1 ‘Q 9_1 Q19 9 Q 9 1 Z32 88 (X'X)- = a generalized inverse of X'X| , -—F— r ‘= 5 =1 - i i 3 7 I
Z2 Z3
8I ‘ 5 - - .1 1 0 0 0 1 0 0 1 0 0 0 I e I‘ g1V1“g'+ u <39) b
es
I
Z0 Z1 The covariance matrix of the estimates b is:
Eb = (X-X)“ 02 (us)
The realization (23), with the restrictions built into the With!
incidence matrix, can now be written as: O2 = E(£2)e 1
'y1‘ I1 1 1 o 1 0‘ I ‘
y2 .1 1 0 1 0 1 bol
y} 1 1 0 1 0 1 nil e3
ya : 1 1 '1 "1 "1 "1 + en
y5 1 -1 1 O -1 O I b22 e5 A a = Ub (U7)
y6 1 -1 1 0 -1 0 s51 e6
Y7 I 1 '1 9 1 O *1 b32 67 The matrix U has the form:
I
I e
I e1 The parametervector a of the original model (13) can easi-
2 ly be derived from the vector of estimates b by premulti-
plying the latter by a matrix U:
y8 ,1 -1 -1 -1 1 1, l i U0 O .._ O I
I I
X0 X1 X2 X3 0 U1 ... 0
U = . L . (M8)
If, instead of (38), the model is: I : _ _
.. 0 0Y1 ' “ * “J * 61(1) * 81 (“l1 I Us
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For quantitative terms UV is a unit matrix of order mv




UV = lfv) (49)
where:
I = a unit matrix of ordergv gv
1' = a (1 x gv) 1-vector (row vector)
= (1,1,...,1)
interactions:(ii)
If v is the interaction of terms j and k, then:
UV = uj ® uk (50)
with (I) again meaning the Kronecker or direct
product.
Terms j and k can, in themselves, also be interac-
tions or nested effects.
nested effects:(iii)
If term v is the result of nesting k within j, then:
UV = Imj @ Uk (51)
where again Uk has to be generated without being
a part of the matrix U.
Finally, the covariance matrix of the vector a can be cal-
culated from (U6) as follows:
Z = U1 U‘ = U(X'X)-U'o2 (52)a b e
0: usually not being known and therefore replaced by its
estimate Si. The matrices x, z, R and U are all generated
by the program. In order to save core, the matrices X and
Z are generated row by row in order to build up the infor-
mation matrix X'X in a cumulative way.<3f the matrices
R and U only the non—zero submatrices Ru and U“
(v = O,1,...,q), (those on the main diaggxvil of R and U)
are generated and used.
3-2- T§§_@§§Q_§9B§§§§
Before the method of calculating the mean squares and
their expectations is described, it is convenient to de-
fine, analolous to (37):
cv = <x;V)X(v>>' (v = 0,1.-.-,q> (0 = cq) (53)
This means that CV is the generalized inverse of X'X up to






















.109 -.472 .012 1.000
-.475 .597 —.425 —.78o 1.000
.639 —.4b2 .049 .524 —.7?9 1.000





.685 -.883 .646 .712 “.904 .703
".547 .827 ".702 ~.5b8 .839 —.746
1.000
-.000 .000 —.00O -.000 .000 ".000 —.000 1.000
.000 .000 —.000 .000 .000 —.000 —.70? —.707 1.000
-.000 .000 .000 1.000
.000 —.O00 .000 —.939 1.000
~.G00 .000 ~.000 .749 —.932 1.000
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W = b'X'y <5“)
which can also be written as:
W = y'XCX'y (55)
The contribution to the sum of squares, due to regression,
of the terms up to term v is:
WV = Y'X(v)CvX€V)Y (V = O:1>°"sq) (56)
Given that the terms O to v-1 come before v in the model,
the contribution of term v to (56) therefore is:
Sv : WV _ wV__1 (V = 1s2:"':q)
S = w
Q 0
It is well known that the contributions (57) can be calcu-
lated in a direct and easy way when use is made of one of
the simple elimination methods for the normal equations,
such as Crout's method, the abbreviated Doolittle method or
Choleski's square root method, the latter being used in the
program.
The mean squares are calculated from the sums of squares
(57) in the following way:
Vv = Sv/vv (v = O,1,...,q) (58)
where:
vv = r()0,)
r(X) = the rank of the matrix X.
As a consequence of the non-orthogonality of some designs
it is, of course, not necessary that the nuber of degrees
of freedom vv is equal to the quantity gv which has been
defined in (30), (33) and (36) for main effects, inter-
actions and nested effects, respectively; for main effects
the quantities vv and gv will usually be equal.
15- "2122-§>se22§a§.i912_9£.§12§_I11<:212_§q2§1.:2§
Regardless of the design to be analysed, the program.can
calculate the coefficients of the variance components in
the expected mean squares. In order to calculate these co-
efficients use is made of a (g x m)— matrix D, which is
defined as:
D = X'Z (59)
for which it, analogous to (37) and (53), is convenient to
define:
DV = XEV)Z (v = O,1,...,q) (60)
v
where DV is a ( 2 gj x m)-matrix.
.l=O
For each term of the model, except for the residual compo-
nents, one can now calculate:
D'C D
O Q O (61)
D",CVDV - D"/__1CV_1Dv_1 (v = 1,2,...,q)
E0 =
EV =
on the analogy of the contribution of term v to the sum of
squares, due to regression.
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Ev is a (m.x m)-matrix that can be partitioned as follows:
y 1
(v) (v) (v) (v)E00 E01 ... EOV ... Eoq
(v) (v) (v) (v)E10 E11 ... Elv ... Eiq
Ev = : : .: '.: (v=O,1,...,) 2)
Eg) Ea’) Ex) E521’) 0
() () () ()Eqg Eqg ...Eq:; ...EqX
of the matrix EV only the submatrices Ex) up to Efg) are
needed to calculate the coefficients of the variance com-
ponents in the expected value of the mean square V§. The
contribution of term k in the expected mean square of term
v is:
: Q (k < )
uvk 2 (V) V (65)
= oktr(RkEVk )/vv (k_1 v)
where:
tr(X) = the trace of the square matrix X (= the sum
of the elements of the main diagonal of X).
Bk is defined in (9), (lo) or (11) dependent on the
fact whether term.k is a main effect, an inter-
action or a nested effect.
oi is defined in <7) and (8).
In practice, the calculation of the coefficients of oi in
uvk (k 3_v) is not quite as laborious as seems from (59)
to (62). One only has to apply the forward solution of
e.g. Choleski's square root method or the abbreviated
Doolittle method, with X'X as pivot matrix, to the columns
of X'Z (just as it is applied to X'y for calculating the
effects and mean squares).
when, for instance, Choleski's method is used, this for-
ward solution results in a (g x m)—auxiliary matrix Q,
which can be partitioned as follows:
‘ 1
Qoo Q01 "' Qoq
Q10 Q11 "' Qlq
Q : I . . . <6“)
I I
O Q . I
iQq<> Qql Qqq
where Qij is a (gi x mj)—submatrix of Q.
The contribution of term k in the expected mean square of
term v can now be calculated as:
uvk = oitr(Q"’kRkQvk)/vv (65)
which for k < v automatically results in a number which,
apart from a rounding error dependent on the calculating
accuracy of the computer used, is equal to zero.
In order to make the necessary calculations the following
matrices, submatrices and vectors are needed:
1. The upper right triangle, including the main diagonal,
of the matrix X'X; this means g x (g+1)/2 real num-
bers, where:
g I Vie
2. The matrix X'Z, a (g x m)-matrix. (g x m real numbers).
3. The upper right triangles, including main diagonals of
the submatrices RV (v = O,1,...,q), which means
§ {mvx (mV+1)/2} real numbers.
v=o
4. The vector X'y with g real numbers.
These matrices are needed, all at the same time, together
with some smaller arrays of minor importance.
After the mean squares and the expected mean squares have
been calculated, the matrices X'Z and RV (v = O,1,...q)
can be swept; this room can later be used for the sub-
matrices UV (v = 1,2,...,q; UO= 1).
Further the vector X'y can be used to store the vector of
estimates b, while the upper triangle of X'X can be used
for the upper triangle of (X'X)_, the generalized inverse
of X'X.
The submatrices UV together consist of
7 {mvx gv} real numbers.
v=1
Another method to calculate the expectations of the mean
squares, described in a recent article [1], is to use the
upper right triangle of the matrix Z'Z, together with the
submatrices RV, to accomplish all calculations. (Unfortu-
nately, it is not possible to calculate the expected mean
squares using only the matrix X'X).
The advantages of the method, described.in [1], are:
1. Less room is needed in.many cases, where the model to
be analysed contains only few interactions or nested
effects.
2. It is less complicated.
The method described, however, has also some advantages
over the one, described in [1], viz:
1. The calculated effects (estimates of'the parameters)
automatically meet the restrictions (17) imosed on
them, which is not the case with the method using Z'Z.
2. The calculations are more accurate in a numerical sense
because it is clear that a much smaller matrix (X'X)
has to be inverted.
3. The inverse of X'X is in many cases a real inverse (the
inverse of Z'Z always is a pseudo-inverse when the mo-
del contains qualitative terms). This means that the
covariance matrix of the estimates (52) is often well
defhmÀ.
4. Using X'X, the estimates and tests of hypotheses con-
cerning main effects, are unbiased when interactions
are present [2]. with the second method (and also with
Scheffé's method, see 2.1.2.) this is not the case.
In view of these last considerations the author has decided
to use the method described in this paper.
3-"- IQ§_€§§i§Bél_T@§§.§QE§£§
The residual mean square is defined as:
v<e> = Ff; <y - >o:>>'<y - xv) <66)
Dependent on the design used, the residual sum of squares
is divided into three components, namely:
1. The sum of squares about regression:
s(d) = <§ — Xb>'N<§ - Xb> IF?‘







































































—4.8637 9.5568 .0000 .0000
39.9632 25.3480 .0000 .0000
-.1217 .3770 .0000 .0000
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with t-v degrees of freedom, where:
5 = the vector of treatment means.
N = a (t x t)-matrix with ni on the main diago-
nal and O elsewhere.
v = r(X)
2. The su of squares between replications within treat-
ments: t hi _ _ 2
3(0) - ‘[1 ll 1"ij(yiJ' ' Yi) (68)
1: J:




§.. = the mean of replicate j in treatment i.
1J (1 1 2 t ' 1,2, h ): 2 2"‘: ;J : "'9
3. The sum of squares within replicates:
t hi rij
s = Z Z <y-- -17-->2 <69)121 j=1 k=1 1Jk 13
with n-h degrees of freedom.
Of the mean squares V(d), V(h) and V, the appropriate ex-
pected values may be calculated, as well as the coeffi-
cients of 05, oi and 02 in the other mean squares.
For the calculation of the coefficients of contribution of
as and oi in the expected mean squares peripheral equip-
ment is required, such as disc or tape, because the sepa-
rate vectors xi (i = 1,2,...,t) are needed.
In order to calculate these coefficients we define:
the i-th row of the submatrix X(V)
(v = O,1,...,q)
Hiv = xiv CV xiv (1 = 1,2,...,t; v = O,1,...,q)
J10 ‘ H10
H. - H. (v = 1 2 ...,q- i = 1 3 t)Jiv 7 lV 1,v-1 ’ ’ ’ > ""=
In the table below the contributions of oi, oi and 02 in
the different mean squares are given. These contributions
are the correct ones for a normal, unweighted analysis.
when a weighted analysis is wanted, for instance to deal
with heteroscedasticy, the coefficients in the table alter
a little bit. Performing a weighted analysis is possible
with the progranh
5-5- T§§§§_9§_0¥P9§0§§§§
Tests of hypotheses concerning the different sources of
variation, investigated in an experiment, are usually
carried out by means of F-ratios calculated from the mean
squares in accordance with the expected mean squares.
The calculation of these F-ratios is done by the program
in such a way that for each mean square to be tested a li-
near combination is calculated from those mean squares
which in the model come after the mean square to be tested.
The linear cobination is so calculated that the coeffi-
cients of the variance components in the expectation of
this linear combination coincide with those in the expec-
tation of the mean square to be tested, except for the
coefficient of the leading variance component which, of
course, does not_appear in this linear combination.





S = q + 3
the three extra mean squares being the three components of
the residual mean square (if present).
The coefficients pj are chosen in such a way that:
S
X p. u-k = uvk (k = v+1,...,s) (72)
j=V+1 J J
The number of degrees of freedom of
V(V) is then approximated by:
Table 1: Coefficients of cg, oi and 02 in the different expected mean squares, S 2g v(V) - (j=§+1pjv3) /
contribution of
mean square
2 2 U2 S (73)










1' E E; %" E ni The ratio:n 1 1 1 1 Vvt F
 v 1 A 1. t n? 1- “iJ1v <v<>> V<v> <7“)
21 t ni ni 1 t
V
1 t “1
2 has under the null hypothesis,
iZ1(hi 7 hg'Hiq) I t-v (n 7 iglni Hiq) approximately a F-distribution with
v and v(V) degrees of freedom.
h—t (n 7 111 E; ) O Because the number of degrees of
freedom v of the li-
24 EDV in Medizin und Biologie1/1973
(v)
near combination — the denominator (71) of the F-ratio -
usually has no integer value, the tail probability of the
ratio (74) is calculated with a procedure that has been
derived from more general algorithms in [4].
Although this method of testing which, in a way, is auto-
mized and not unbiased, may not be the correct one for
non-orthogonal designs, it can be used as a basis for
further investigations in the problems to be analysed.
U. Brief description of the program
"-1- General
The program has been written in the general computer lan-
guage ALGOL—6o, which means that due to some specific pro-
perties of this language, the core of the computer can be
used in an optimal way, provided that the compiler is ef>
ficient.
Although the program is written in a relatively compact
form, it uses a considerable amount of core and is there-
fore particularly suited for large computers.
Up till now versions of the program have been available for
an IBM-36o, type Ho or higher, and for a CDC—66oo coputer.
A simler version of the program.can also be used on an
Electrologica X8 or an Univac-1108 computer. Although the
program is written for the least squares analysis of arbi-
trary designs, it is not so efficient for orthogonal de-
signs, or for designs of which the non-orthogonality has
some special characteristics, such as balanced or partial-
ly balanced incomplete block designs; for these designs,
as a rule, one can better apply programs which use the
specific characteristics of the designs.
The program is available free of charge to institutes of
a purely scientific nature (universities, etc.) provided
they are willing to meet a few conditions.
4.2. Input
The input for the program.consists of mwo main.parts, viz.
a group of code numbers and.the real input data.
The code numbers can also be subdivided into a number of
subgroups:
1. Numbers which contain information about number of qua-
litative variables, quantitative variables, response
variables, the number of terms in the model, numbers
of levels for qualitative variables etc.
2. The model code numbers.
3. The transformation code numbers,
4. The constants.
5. The sizes-of-the-populations from which the levels of
the qualitative variables can be thought to be ran-
domly drawn.
The model code numbers control several activities during
the execution of the program, these activities are:
1. The right size of most of the arrays, needed by the pro-
gram, are calculated with a procedure controlled by
these code numbers.
2. The incidence matrices X and Z (see the formulae (25)
to (35)) are generated row by row during the input of
the data.
3. The population correlation matrices RV, (9) to (11),
are generated with a different procedure controlled
by these numbers.
H. The backtransformation of the vector of est¿nates b and
its covariance matrix Sb into the vector a with covar-
iance matrix Sa, is finally accomplished with the model
code numbers.
with the transformation code numbers the usual transfor-
mations can be accomplished either on the quantitative or
on the response variables, including the possibility of
transforming qualitative variables into quantitative var-
iables and vice versa (only meaningfull, of course, if the
qualitative variable in question in reality is quantita-
tive, but in the analysis is considered to be qualitative)
or calculating a weighing factor when dealing with hetero-
scedastic data. The transformation code numbers, if needed,
are only used during the input of the data.
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Finally, the constants are elements of the array on which
possible transformations are performed. The constants keep
their value during the entire input of the data and can
be used to perform certain transformations.
The input data can, per treatment, be divided into three
kinds, viz.:
1. The treatment code which consists of the numbered le-
vels of the qualitative (or quantitative) variables,
the levels being numbered from 1 up to the number of
levels for each of the variables.
2. The values of the quantitative variables, if present,
one value per treatment per variable. These variables
can be used to calculate regressions, if required.
3. The response variables. Each response variable can, per
treatment, be divided into groups and subgroups, in
accordance with the division of the residual sum of
squares into three components, about regression, be-
tween replications and within replications.
Quantitative variables can eventually be used as response
variables, otherwise is not possible. It is further not
necessary to use all information contained in the input
data.
An example of input for the program is given in the ap-
pendix.
"-3- QEEEHE
The output consists of at least 6 tables; this minimum is
printed when only one response variable is analysed. Three
of the tables are common for all responses, the other
three are repeated for each response variable. The tables
are:
1. A table in which for each qualitative term of the mo-
del the number of measurements per level of this term
is given; for quantitative terms the sum of the values
is stated. when a weighted analysis is performed this
table will not be printed.
2. A table with the coefficients of the variance compo-
nents in the expected mean squares.
3. An analysis of variance table containing colums for
sums of squares, number of degrees of freedom, mean
square, estimated variance component, F-ratio, number
of degrees of freedom for the denominator of this
F-ratio (the linear combination) and the tail probabil-
ity of this F-ratio.
U. A table of correlation matrices of the estimates of the
effects, which can, for instance, be used for multiple
comparisons tests. The coefficients of correlation are
only given within each term of the model in order to
avoid too much useless output.
5. A table with effects, standard errors of the estimates
and t-values of the estimates.
6. A table with residuals which for each treatment con-
tains:
a. treatment code
b. treatment mean (measured)
c. treatment mean (estimated by the model)
d. standard error of estimated treatment mean
e. residual (measured — estimated treatment mean)
f. standard error of the residual
g. t-value of residual
Tables 3, 5 and 6 are repeated for each response variable.
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when more response variables are analysed jointly it is
also possible to have covariance tables printed.
"-"- &12_s->.>.<2I22.1L§
To show an axample of the input and output the data of
HENDERSON [3] have been analysed with the computer pro-
gram. As HENDERSON only gave the treatment totals (year
x herd x sire subclasses) and the number of observations
within each subclass, individual data have been generated
by a random procedure with expectation O and variance
3H2o (being the residual mean square found by HNDERSON).
The data thus found were added to the respective treatment
means. Afterwards the data have been slightly adjusted in
such a way that:
1. All subclass totals are equal to those given by HENDER-
SON.
2. The total sum of squares is equal to that given by
HENDERSON.
HENDERSON's data and the data, generated as mentioned
above, are given in Appendix 1.
The effects of all factors are assumed to be random.
The analysis of the data is given in Appendix 2.
In the analysis of variance table the residual mean square
for this example has been divided into two components, a
mean square "non-fit" and a mean square "replications".
The latter happens to be significantly higher than the
former (a F-ratio of about 780000 with 24 and A degrees
of freedom). This means that the estimated non-fit effect
is practically zero which can also be seen in the table of
residuals. Normally, the mean square "non-fit" should be
at least as high as the mean square "replications" apart
from random fluctuations. As HENDERSON only gave the "com-
bined" residual mean square, he probably did not discover
this rare event.
The variance component and the F-test for the third factor
(herds) have not been printed in the analysis of variance
table. The reason is that the variance component is estima-
ted by a negative number and therefore is set to zero and
discarded during testing.
5. Some final remarks
It is obvious that this program.provides a tool for the
statistician to tackle a large group of problems, special-
ly when the experimental design is, for whatever reason,
not orthogonal.
There are, however, some doubts as to the careless use of
a program like this one. The interpretation of the results
of an analysis of non-orthogonal data, specially when the
non-orthogonality is not designed on purpose (as with in
complete block designs), is very difficult and should be
done with considerable care.
For instance, when the estimated variance component of a
certain term appears to be netagive of zero, this variance_ _ [1] GAYLOR, n.w.
component 1S set to zero and the term is left out of con-
sideration during the testing of hypotheses. When this hap-
pens the variance component, the F—ratio and its tail pro-
bability are not printed (see the example). The other vari-
ance components, more precisely those of the terms which,
in the model come before the term with the negative esti-
mate, are estinated after this variance component has been
set to zero.
Mean.squares that appear to be non-significant are not
pooled during testing in order to get better estimates of
the residual variance. This should be taken into account
when the results are interpreted. Another point is that
the size of the mean squares depends on the order of the
terms in the model when a non-orthogonal design is used.
Of course, this phenomenon has partly been taken into ac-
count by the use of the expected.mean squares but to what
extent is not very well known yet; evidently this depends
on the degree of non-orthogonality of the design used.
It is therefore advisable to use orthogonal designs or at
least incoplete block designs for the investigations, if
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Entwurf eines Systems zurverlaufsdokumentation
Von O.Ho1"fmann, B.Gies und R. Lorenz
Zusammenfassung
Die Analyse von Verlaufsmustern vegetativer Grb¿en ist ohne BerÀcksichtigung der Vielzahl drztlicher Untersuchungs—
ergebnisse, Beobachtungen und Ma¿nahmen nicht mdglich. Es wurde daher ein System zur Verlaufsverschl¿sselung entworfen,
das sich eines mnemotechnischen Codes bedient. Der Code ist aufgebaut aus Komplexnamen, Segmentbezeichnungen und Code-
wortern. Die Definitionen des SchlÀsselsystems werden einzeln besprochen und die Bedeutung der Zeitangaben, der Abspei-
cherung von MeÀwerten und weicher Daten sowie medizinischer Variablen besonders diskutiert. Beispiele rechnerinterner
Komplettierung des VerschlÀsselungsprotokolls werden gegeben. In einer zweiten Arbeit sollen Beispiele der Verarbeitung
im Rechner und Probleme der Auswertung besprochen werden.
§EEE2ZZ
The analysis of vegetative processes is impossible without respect to clinical findings, medical observations, and thera-
peutic orders. To computerize those processes, a system was outlined, which is organized in form of a mnemotechnical code.
This code implies names of complexes, segments, and code-words. The definitions of this encoding-system are referred in
detail, and the significance of time, storing of hard and soft datas, and of'medical variables is stressed. Examples of
completion of the system by the computer are shown. In a second paper, examples of’computerizing will be given, and prob-
lems of evaluation are to be discussed.
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Trotz aller bisherigen Bem¿hungen sind die Fragen einer
Verschl¿sselug von Krankheitsbefuhd und —verlauf noch
nicht befriedigend und allgemein-g¿ltig gelost. Daf¿r sind
im wesentlichen drei Gr¿nde ma¿gebendz
1. Die Befuderhebung und Verlaufsdokumentation liefert
nicht nur harte sondern auch zahllose weiche Daten.
2. Die Vielzahl moglicher Befunde und Verlaufsbeobachtun-
gen erschwert ¿bersichtliche Darstellungen und die Kon-
trolle der Vollstandigkeit der Daten bzw. die Beurtei-
lug, auf welche Daten (bei Unvollstandigkeit) verzich-
tet werden kann.
3. Selbst in einem Team.werden f¿r ein- und dieselbe Vari-
ante verschiedene Synonyme gewahlt, die haufig bei der
Programmentwicklung unzureichend ber¿cksichtigt werden.
Die Analyse von Verlaufsmustern vegetativer Gro¿en wie
Blutdruck, Herz- und Atemfrequenz und Temperatur ist aber
ohne Ber¿cksichtigung der Vielzahl arztlicher Untersuchungs-
ergebnisse, Beobachtungen und Ma¿nahmen nicht moglich. La-
borchmische Daten konnen noch am ehesten korreliert wer-
den, obwohl diese Untersuchungsergebnisse in der Regel mit
wesentlicher Latenz zum Zeitpunkt der Entnahe des Materi-
ales vorliegen, d.h. zu einem Zeitpunkt, zu dem die Werte
moglicherweise schon wieder vollig verandert sind. Von we-
sentlicher Bedeutung sind dar¿berhinaus alle Beobachtungen,
die therapeutische Einzelentscheidungen begrunden. Ohne
ihre Ber¿cksichtigung ist der Wert statistischer Analysen
von Verlaufsmustern vegetativer Grd¿en erheblich vermindert
bzw. zweifelhaft.
Der Umfang der fur jeden Patienten zur Verf¿gung stehenden
Informationen macht eine maschinengerechte Erfassung und
Auswertung au¿erst schwierig. Nach WICK und EHLERS konnen
die Verfahren zur Datenerfassung auf folgende Grundformen
zuruckgefuhrt werden:
Ablochbeleg, Verbundlochkarte, Markierungsbeleg,
Tastaturen in direkter Verbindung mit einem Daten-
verarbeitungssystem.
Aus der Kombination der Beurteilungskriterien und den mog-
lichen Verfahren folgern die Verfasser, da¿ der Markie-
rungsbeleg grundsatzlich die besten Voraussetzungen fur
eine zweckma¿ige und rationelle Datenerfassung biete. Ein
wesentlicher Teil kann bei Vorzeichnung eines gewissen
Schemas des Untersuchungsganges ¿ber die durch den Kranken-
blattkopf gegebene Basisdokumentation hinaus von der Ma-
schine ¿bernomen werden (FRITZE, EHLERS und WICK). Dies
gilt fur die Erstuntersuchung bei der Krankenhausaufhahme,
kann aber nicht in gleicher weise fur die Verlaufsdokumen-
tation in Anspruch genomen werden. Klinische Praktikabili—
tat, sinnvoller und zumutbarer Zeitaufwand, Einfachheit
und Ubersichtlichkeit der Verlaufsdokuentation lassen nach
anderen Losungen suchen. Die Aussagefahigkeit der ublicher-
weise in Krankenblattern festgehaltenen Daten steht zum
hohen Zeitaufwand und den erforderlichen MÀhen in keinem
Verhaltnis.
In der Regel wird f¿r die Verlaufsdokumentation ein Sonder-
schl¿ssel entwickelt, nach dem die Daten der Krankenge-
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schichte maschinengerecht aufbereitet werden. Dieses Vor-
gehen hat verschiedene Nachteile:
1. Das Verschlusselungssystem, meistens handelt es sich um
einen Zahlenschlussel, ist starr und kaum bzw. nicht
erweiterungsfahig.
2. Die Ubertragung von Worten in Zahlensysteme ist umstand-
lich, statistisch ist auch bei Nachkontrollen.mit einer
gro¿eren Fehlerquote zu rechnen.
3. Daraus resultieren eine Vielzahl von Schlusseln fur ver-
schiedene Fragestellungen, die miteinander nicht ver-
glichen oder aufeinander abgestimmt werden konnen.
Es war daher unser Anliegen, ein System zur Befund- und Ver-
laufsverschldsselung zu entwerfen, das die vorstehenden
Nachteile vermeidet. In einer ersten Arbeit soll das System
dargestellt, in einer zweiten die Organisation des Rechners
im Hinblick auf das vorgeschlagene System zur Verlaufsdo—
kumentation beschrieben werden.
Struktur des Verschl¿sselungssystemes
Da sich sinnfallige Abk¿rzungen wesentlich leichter und
verwechslungsfreier als abstrakte Zahlengruppen einpragen
und die Verschlusselung m¿heloser und flexibler durchge-
f¿hrt werden kann, wird fur das Verschl¿sselungssystem ein
mnemotechnischer Code verwendet. Grundsatzlich konnen zwei
Wege beim Aufbau eines derartigen Schl¿ssels beschritten
werden:
1. Die Code-Worte werden moglichst verstandlich gewahlt,
so dab der verschlusselte Sachverhalt sich leicht aus
der Abk¿rzung erkennen la¿t. Dies f¿hrt zu Code-Worten
verschiedener Lange und erfordert die Angabe eines spe-
ziellen Begrenzerzeichens nach jedem Code-Wort, um die
Eindeutigkeit zu gewahrleisten.
2. Alle Code-Worte werden gleich lang gewahlt. Die Verar-
beitung durch den Rechner wird dadurch erleichtert, die
Verwendung von Begrenzerzeichen nach jedem Code-Wort
entfallt. Als Nachteil mu¿ in Kauf genommen werden, dab
mancher Sachverhalt durch eine verst¿melte Abkurzung
wiedergegeben wird, wodurch die Verschlusselungsarbeit
erschwert werden kann und das Verschl¿sselungsprotokoll
an Ubersichtlichkeit verliert.
Das von uns vorgeschlagene System versucht beide Moglich-
keiten zu kombinieren und die Vorteile beider Methoden zu
nutzen. Der Schlussel ist aufgebaut aus Komplexen, welche
verschiedenen groben Einteilungskriterien zugeordnet sind.
Diese Komplexe werden unterteilt in Segmente, welche die
eigentlichen Code-Worte des Schlussels enthalten.
Die Abkurzungen fur die Komplexe mussen gleich lang sein.
Diese Forderung erscheint auch unter der Voraussetzung er-
fullbar, dab die Abkurzungen leicht verstandlich sind.
Durch die Untergliederung des Schlussels ist die Zahl der
Komplexe gering.
Innerhalb eines Komplexes mÀssen alle Segmente mit Abk¿r-
zungen gleicher Lange definiert sein. Die Lange der Segment-
bezeichnungen kann jedoch von Komplex zu Komplex variieren
und sich auch von der Lange des ubergeordneten Komplex-
namens unterscheiden.
Fur die Code-worte selbst sind Bezeichnungen variabler
Lange zugelassen, da sich bei Vorgabe einer festen Lange
der Abkurzungen zu gro¿e Verstumelungen ergeben, und die
Verschlusselungsarbeit dadurch ganz wesentlich erschwert
wird.
Dann ist es auch zwingend notwendig, stets die Vorschrift
einzuhalten, dab Komplexnamen, Segmentbezeichnungen und
Code-Worte durch mindestens einen Zwischenraum voneinander
getrennt sind und selbst keinen Zwischenraum enthalten d¿r-
fen. Der Zwischenrau erf¿llt somit die Funktion eines Be-
grenzerzeichens f¿r die Verschlusselungsangaben.
Durch diese Schlusselstruktur reduziert sich das Problem
der Verschlusselung auf die Aufgabe, fur eine relativ ge-
ringe Anzahl von Begriffen Abkurzungen zu finden, welche
gleich lang und leicht verstandlich sind. Ein Sachverhalt
wird durch Angaben des Komplexnamens, der Segmentbezeich-
nung und des Code-Wortes gekennzeichnet.
Dies mag zunachst als Nachteil erscheinen, bietet aber in
Wirklichkeit einige Vorteile. Bei der fortlaufenden Ver-
schlusselung ist es keineswegs notwendig, fur jeden Sach-
verhalt alle drei Angaben aufzuf¿hren. Es ist sogar moglich,
¿bergeordnete Begriffe zu "schleppen", d.h. sie durch den
Rechner automatisch hinzuzuf¿gen, falls sie fehlen. Ver-
schl¿sselt man beispielsweise innerhalb eines Komplexes,
so genugt die einmalige Angabe des Komplexnamens zu Beginn
der Arbeit. Alle folgenden Verlaufsangaben werden vom Rech-
ner als zu diesem Komplex zugehorig betrachtet. Entspre-
chend verhalt es sich mit Segmentbezeichnungen.
Der eindeutige Vorteil liegt darin, dab Komlexnamen und
Segmentbezeichnungen, die ja fur die Verschlusselung selbst
keine Information liefern, fur den Rechner einen wesentli-
chen Informationsgehalt zur Verarbeitung der folgenden An-
gaben haben. Es handelt sich hier also um eine Steuerung
des Umwandlungsprogrammes, die besonders im.Hinblick darauf
sinnvoll erscheint, da¿ Laborwerte anders als die Beschrei-
bung des psychischen Zustandes verarbeitet werden mussen.
Eine Vereinheitlichung in der Verarbeitung der Verlaufs-
angaben ist aber trotzdem.moglich.
Ferner bietet diese Schlusselstruktur die Moglichkeit, fur
verschiedene Sachverhalte die gleichen Code-Worte zu he-
nutzen, sofern sie nur verschiedenen Segmenten oder Kom-




Um eine eindeutige Verarbeitung der Verschlusselungsproto-
kolle durch den Rechner zu gewahrleisten, ist vor Erstel-
lung eines entsprechenden Umwandlungsprogrammes eine exakte
Definition aller bei der Erklarung der Verlaufsverschlus—
selung auftauchenden Begriffe durchzuf¿hren. Hierzu konnte
die Backus-Naur—Notation verwendet werden. Der Begriffska—
talog wurde aber zu umfangreich. Daher werden im folgenden
nur solche Begriffe erlautert, die auf Grund der Problema-
tik der Verlaufsverschl¿sselung neu eimgef¿hrt werden. Die
anderen Begriffe werden als bekannt vorausgesetzt.
Zeitliche Angaben sind f¿r die Verlaufsverschl¿sselung von
wesentlicher Bedeutung. Sie setzen sich aus den Angaben Tag,
Stunde und Minute zusarrmen und werden auf einen individuell
fur jeden Patienten festzulegenden Zeitnullpunkt bezogen.
Als praktikabel hat sich in.unserer Klinik die Losung er-
wiesen, den Tag der Operation, der Blutung, des Schlagan-
falles, der Verletzung als "Null" zu bezeichnen. Kann ein
eingreifendes Ereignis nicht definiert werden, so wird der
Aufnahmetag als Tag "Null" gewertet. Die Zeiten vor dem Tag
"Null" werden als negative Tagesangaben, die nachfolgenden
als positive Tagesangaben aufgezeichnet- Stunden und Minu-
ten werden wie ublich eingegeben.
Ferner ist zu ber¿cksichtigen, dab sich manche Aussagen
¿ber den Verlauf ¿ber einen ganzen Tag oder eine bis meh-
rere Stunden beziehen, andere Angaben wie z.B. Alter,
Gro¿e, Geschlecht zeitunabhangig, bezogen auf den aktuellen
Krankenhausaufenthalt, sind. Entweder wird beim Entwurf des
Schlussels oder bei Eingabe in den Computer fur jedes Code-
Wort festgelegt, wie die zugehorige Zeitangabe zu verar-
beiten ist oder aber der Verlaufsschl¿ssel selbst enthalt
eine spezielle Symbolik. Im v0rliegenden.Entwurf sind beide
Moglichkeiten vorgesehen. Die dem Rechner eingespeicherten
Vorschriften haben aber Vorrang vor den aktuell eingegebenen
Symbolen.
Daruberhinaus wird der Begriff der "medizinischen Variablen"
eingef¿hrt. Sachverhalte, die seitenbezogen (links, rechts)
sind, konnen z.B. durch verschiedene Code—Worte unterschie-
den werden. Von der Praxis ausgehend erscheint es aber gun-
stiger, dem Sachverhalt selbst nur ein Code-wort zuzuordnen
und den Seitenbezug durch eine zusatzliohe Angabe, eine
"medizinische Variable", auszudrucken.
Zur Kennzeichnung des Patienten bzw. zur Zuordnung der Da-
ten zu einem Patienten wendet man intern am.gUnstigsten
fortlaufende Nunmern fur jeden Patienten.an, verbindet aber
durch eine einmalige Eingabe in das System die laufende
Nummer des Patienten mit seiner I-Zahl. Im folgenden sollen
die wichtigsten Begriffe der Verlaufsverschlusselung er-
lautert werden:
Me@wert: Reiner Zahlenwert mit Vorzeichen und Dezimalpunkt.
Fehlt ein Vorzeichen, so wird der Wert als posi-
tiv angesehen.
Medi§ini§§he_Yariabl§: Folge von Zeichen, wobei innerhalb
der Zeichenfolge mindestens ein Buchstabe enthal-
ten ist, um eine eindeutige Unterscheidung von
Me¿werten zu gewahrleisten. Zwischenraume inner-
halb dieser Zeichenkette sind belanglos und wer-
den uberlesen.
Tagesangabez Positive oder negative zweistellige ganze Zahl.
Stundenangabe: Positive ganze Zahl zwischen O und 2A
Minutenangabe: Positive ganze Zahl zwischen O und 60
Zeitangabe: Eine Zeitangabe kann in folgender Form erfol-
gen: Tagesangabe/Stundenangabe. Minutenangabe -
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Tagesangabe/Stundenangabe - Tagesangabe — Stunden-
angabe - Stundenangabe. Minutenangabe - "(bedeutet,
til den Wert t1 ti2 den Wert t2
da¿ sich die folgende Angabe auf den gesamten Ver— mii den Wert ml miz den Wert m2
lauf bezieht)
Code: Ein Code kann folgende Formen besitzen:
Komlexname Segmentbezeichnung Code-Wort -
Segmentbezeichnung Code-wort — Code-Wort -
Komplexname Segnentbezeichnung - Komplexname
- Segmentbezeichnung - Kommentar.
Nogtbegreggegz Als wortbegrenzer dienen ein oder mehrere
Zwischenraume. Aus diesem Grund sind Komlexnamen,
Segmentbezeichnungen und Code-worte, welche selbst
einen Zwischenraum enthalten, unzulassig. Ferner
ist es aus diesem Grunde unbedingt erforderlich,
dab die einem Code zugef¿gten Me¿werte und medi-
zinische Variable durch mindestens einen Zwischen-
raum vom Code selbst abgesetzt sind.
Angabgnbegr,: Zur Trennung der einzelnen Verlaufsangaben
ist ein Sonderzeichen notwendig. Unser Entwurf
sieht die Verwendung des Zeichens " * " vor. Ent-
sprechend ist zur Trennung von medizinischen Va-
riablen und Me¿werten ein spezielles Zeichen not-
wendig, z.B. das Korrma. Daher darf aus Griinden
der Eindeutigkeit weder Koma noch Sternchen in
einer medizinischen Variablen erscheinen, ebenso
wie Zahlenangaben nur mit Dezimalpunkt erfolgen
d¿rfen.
ggmentagz Sachverhalte, welche sich einer Verschlusselung
entziehen, mÀssen in Form eines Kommentars abge-
speichert werden. Diese Information kann zwar we-
gen ihres vollig formatfreien Aufbaus bei einer
spateren Auswertung nicht abgefragt werden, wird
aber jedesmal in Auswertungsprotokollen erschei-
nen, so dab die Vollstandigkeit der Information
gewahrleistet ist. Der Entwurf sieht vor, da¿ die
Eingabe des Komentars durch die Einschlie¿ung des
Textes in einfache Apostrophe erfolgt. Aus diesem




Die Verschlusselung erfolgt durch fortlaufende Verlaufs-
angaben, welche prinzipiell von folgender Form sind:
T Code MW, MV * oder T 'Kommentar' *
Dabei sind fur T folgende Formen zulassig
t1 - t2 oder t1
oder (wie auf Seite erkennbar) " oder, |
sowie fur MW mi, m2 oder ml oder ,m2 oder, |
und fur MV MV1, MV2 oder MV1 oder ,MV2 oder, I
und es bedeuten:
ti, t2 = Zeitangaben
ml, m2 = Me¿werte
MV1, MV2 = Medizinische Variable
, | = keine Angabe
Jede Verlaufsangabe wird durch den Angabenbegrenzer *
abgeschlossen.
Intern werden vom Rechner f¿r jede Verlaufsangabe, mit
Ausnahme des Kommentars, 7 Speicherplatze belegt; und
zwar enthalt
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MVi1 den Wert MV1 MVi2 den Wert MV2
Ci die dem Code zugeordnete Schlusselzahl.
Es ist nun zu klaren, wie die einzelnen Formen der Angaben
T, MW und MV verarbeitet werden. Zunaohst soll jedoch noch
kurz auf die Verarbeitung des Codes eingegangen werden.
wie schon erwahnt, konnen Begriffe hoherer Ordnung, wie
Komplexname oder Segmentbezeichnung, "geschleppt" werden,
das Protokoll wird vom Rechner selbst vervollstandigt.
Eine Verschl¿sselung der Fonn
KOMPA SEGA CWA * CWB * CWC * SEGB * CWD *
KOMPB * SEGC CWE *
wurde vom Rechner intern umgesetzt in die Form
KOMPA SEGA CWA * KOMA SEGA CWB * KOMPA SEGA CWC *
KOMPA SEGB CWD * KOMPB SEGC CWE * .....
Ebenso wie ubergeordnete Begriffe im.Code konnen Zeitan-
gaben "geschleppt" werden. Gleiches gilt innerhalb einer
Zeitangabe fur die ubergeordneten Begriffe Tag und Stunde.
Intern wird die T-Angabe vom Rechner imer auf die Form
t1 - t2 erganzt, sowie die einzelne Zeitangabe auf die
Form:
Tagesangabe/Stundenangabe/Minutenangabe.
Fehlt die T-Angabe, so werden vom Rechner die Werte til und
ti2 von der vorhergehenden Verlaufsangabe Ubernommen. Ist
nur t1 angegeben (handelt es sich also um eine Angabe,
welche sich auf einen Zeitpunkt bezieht und nicht auf ein
Zeitintervall), so wird t1 vom Rechner nach til und tiz
¿bernommen. Erfolgt die Zeitangabe tl jedoch in der Form
Tagesangabe/Stundenangabe,
so wird die T-Angabe vom Rechner dbersetzt in
Tag/Stunde.OO - Tag/Stunde.6o
Enthalt t1 nur eine Tagesangabe, so wird intern umgesetzt
in‘ Tag/0.00 - Tag/2A.OO
Erfolgt die Angabe in der Form ", so wird in til die Zeit-
angabe - 99/0.00 und in ti2 99/0.00 abgespeichert. Im
¿brigen werden die Zeitangaben wie angegeben ubernommen.
Eine Verschlusselung der Form
2/15 CODE * 16.15 CODE * 17.20 — 18.00 CODE *
5/ CODE * 18 CODE * . . . . ...
wird vom Rechner verarbeitet wie
2/15.00 - 2/15.60 CODE * 2/16.15 - 2/16.15 CODE *
2/17.20 - 2/18.00 CODE * 3/0.00 - 3/2A.oo CODE *
3/18.00 - 3/18.60 CODE * ..........
Me¿wert und medizinische Variable werden entsprechend ihrer
Stellung in der Verlaufsangabe abgespeichert. So wird z.B.
die Angabe CODE ml, MV1 *
abgespeichert als
ml in mil, BLANKS (Zwischenraume) in mi2,
MVi in MVi1,BLANKS in MVi2
Beickm.mm@me
CODE, m2,, MV2 *
wird abgespeichert
BLANKS in mil, m2 in mi2
BLANKS in MVi1, MV2 in MVi2
Durch das Komma vor m2 wird erreicht, da¿ der einzig vor-
handene Me¿wert in mi2 gespeichert wird. Das Komma nach
m2 trennt die Me¿werte von den medizinischen Variablen,
wahrend durch das zweite Komma erreicht wird, daB MV2 in
MVi2 abgelegt wird. St¿nde zwischen m2 und MV2 nur ein
I¿xnma, so w¿rde MV2 in MVi1 abgespeichert.
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Bericht ¿ber das Symposium "Datenverarbeitung
in der klinischen Chemie und instrumentellen
Analytik" am 27. April 1972 anla¿lich der
Biochemischen Analytik 72 in M¿nchen
Die Datenverarbeitung hat im Bereich des kli-
nisch—chemischen Laboratoriums und in der instru-
mentellen Analytik in den letzten Jahren immer
mehr an Bedeutung gewonnen. Je weiter aber die
Labordatenverarbeitung - ein Teilgebiet der medi-
zinischen Informationsverarbeitung - in ihren
Anwendungsbereich vordringt, desto gro¿er und
vielschichtiger werden die damit verbundenen Pro-
bleme, die von Chemikern und Arzten einerseits
sowie Datenverarbeitungsspezialisten und Computer-
wissenschaftlern andererseits zu losen sind.
D. LAUE (Koln), der Moderator der Vormittagssit-
zung "Datenverarbeitung in der klinischen Chemie",
betonte in seiner Einf¿hrung, da¿ die EDV insbe-
sondere durch ihre hohen Geschwindigkeiten neue
Dimensionen setze und man zur Zeit damit befa¿t
sei, sie an die klinische Chemie, die f¿r "mensch-
liche Datenverarbeitung" entwickelt wurde, anzu-
passen. Als besonderes, heute noch immer nicht
zur Zufriedenheit gelostes Problem, hob er die
Probenidentifizierung und -verteilung hervor und
nannte als Ziel des Symposiums "den Finger auf
schwelende Wunden zu legen".
In seinem Einleitungsreferat "Klinisch-chemische
Analytik und elektronische Datenverarbeitung" be-
handelte H. BUTTNER (Hannover) aus der Sicht des
klinischen Chemikers Kernprobleme der klinisch-
chemischen Analytik und ihre Mechanisierung bzw.
Automatisierung mit Unterst¿tzung durch die EDV.
Der Entwicklung computerfreundlicher Analysenver-
fahren sollte besondere Beachtung geschenkt wer-
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den. Auch ist dem Analysengeratebau eine gro¿e
Bedeutung beizumessen, der von dem konventionel-
len "slow analyzer" mit Zeitspannen von 20 sec.
bis 2 min. zwischen den einzelnen Daten wegkommt
und sich dem "fast analyzer" zuwendet, bei dem
die Me¿daten f¿r 15 bis 90 Proben innerhalb von
Millisekunden zur Ubernahme in den Rechner bereit-
stehen. Als richtungsweisendes Beispiel hierf¿r
gilt der Von ANDERSON (Oak-Ridge) entwickelte
GeMSAEC Zentrifugen-Analysator.
Die bisherigen Erfahrungen mit der EDV im Labor
lassen es angeraten sein, parallel zur Datener-
fassung durch den Computer die Me¿werte am Ar-
beitsplatz aufzuzeichnen und dar¿berhinaus si-
cherzustellen, daB jeder einzelne Arbeitsplatz
bei Ausfall des EDV-Systems ohne Datenverlust
weiterarbeiten kann. Alle in den Rechner gelang-
ten Daten sind nochmals nach einer zweistufigen
Freigabeprozedur zu ¿berpr¿fen:
1) Formelle ¿berpr¿fung der vom Computer ausge-
druckten Analysenresultate anhand der Quali-
tatskontrollergebnisse,
2) endg¿ltige Freigabe nach Plausibilitatskon-
trollen (d.h. Vergleich mit anderen Analysen-
resultaten desselben Probanden).
Zur Vermeidung oder zum schnellen Erkennen von
technischen Mangeln und Fehlern an Analysengera-
ten sind spezielle EDV-Programme zu entwickeln,
die die Effizienz des Einsatzes der oft sehr teu-
ren Gerate erhohen.
Die Schwierigkeiten wurden bei den bisher aufge-
bauten Systemen teilweise unterschatzt, weil vor-
wiegend das EDV-System nicht flexibel genug der
Organisation von Laboratorium und Krankenhaus
angepa¿t werden konnte.
A.J. PORTH (Hannover) ging in seinem Vortrag ¿ber
"Erfordernisse und Moglichkeiten der EDV im Dien-
ste der klinischen Chemie" zunachst auf Probleme
und Ldsungsmoglichkeiten der Me¿werterfassung aus
der Sicht des EDV—Fachmanns ein. Die Hauptaufgabe
des Labor-Computersystems besteht in der Verar-
beitung von Informationen, deren technische Rea-
lisierungen (Analogdaten, digitale MeB- und Iden-
tifikationsdaten, Steuerimpulse) ihren eigenen
oft unterschatzten Problemkreis haben. Um Infor-
mationen sinnvoll weiterverarbeiten zu konnen,
m¿ssen sie zunachst technisch fehlerfrei oder zu-
mindest fehlererkennend in den Rechner gelangen.
Die Datenerfassung mit Proze¿rechner und direkter
Daten¿bernahme vom Gerateausgang zeigt eine gro¿e
Anpassungsfahigkeit an spezifische Arbeitsplatz-
bedingungen durch die Flexibilitat der soft—ware.
Bez¿glich Ausbau, Anderungen und Wartung erweist
sich im Routinebetrieb - insbesondere eines grd-
Eeren Systems mit vielen verschiedenartigen Gera-
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tetypen - die soft-ware schwieriger zu handhaben
als die hard-ware.
Deshalb wird sich in Zukunft folgender Trend im-
mer mehr durchsetzen: Die Analysengerate sind zu
erweitern durch Datenvorverarbeitungseinheiten,
die mdglichst alle me¿platzspezifischen Eigenhei-
ten bedienen und normierte identifizierte Daten-
satze liefern. ¿ber eine Sammeleinheit werden die
peripheren Datensatze dem Computer zugef¿hrt, der
bei entsprechend ausgebauter Vorverarbeitung
nicht einmal ein Proze¿rechner zu sein braucht
und den die Erfassung und Ubertragung der MeBwer-
te kaum belastet. Nur so ist es nach Ansicht des
Referenten mdglich, eine ausreichende Kompatibi-
litat und Austauschbarkeit von Programmsystemen
und als Fernziel das benutzerfreundliche "schl¿s-
selfertige Labordatenverarbeitungssystem" zu er-
reichen.
Neben der fachlichen Bearbeitung der anstehenden
Probleme ist darum Sorge zu tragen, da¿ die Aus-
bildung des Nachwuchses, die Weiterbildung des
eingesetzten EDV-Personals und die Dokumentation
der positiven wie negativen Erfahrungen ausrei-
chend ber¿cksichtigt wird. Das Gebiet der Labor-
datenverarbeitung ist zu komplex und schwierig,
als da¿ auf langere Sicht gute Erfolge erreichbar
waren ohne grundlegende Kommunikation und Koordi-
nation.
¿ber "Grundlagen und Moglichkeiten der Proben-
identifizierung und -verteilung" berichtete
H. KELLER (St. Gallen) in seinem Referat und leg-
te damit eine Basis in einem ebenso wichtigen wie
ins Auge springenden zentralen Problemkreis. Die
kardinale Aufgabe der Probenidentifizierung ist
bisher nur wenig einer konstruktiven Losung nahe,
da die Dringlichkeit und Schwierigkeit nur dem
unmittelbar in der Routine des klinisch—chemi-
schen Laboratoriums Arbeitenden hinreichend be-
kannt sind. Zur Festlegung einer phanomen-gerech-
ten Terminologie werden einige termini technici
und ihre Bedeutung in dem Laboratorium angegeben
(Identitat, Identifikation, Identifikationssymbol,
Identifikationsproze¿, Adresse, Code, Markierung,
um nur einige zu nennen).
Der Identifikationsproze¿ beginnt beim Patienten,
dem das Untersuchungsmaterial("Specimen") entnom-
men und zusammen mit dem eindeutig zugehdrigen
Anforderungsformular ("Request") zum Laboratorium
geschickt wird. Der "Request" enthalt alle Anga-
ben zum "Specimen", die das Labor zur ordnungs—
ma¿igen Ausf¿hrung des arztlichen Auftrages be-
notigt und sollte - bei vorhandener EDV-Anlage -
maschinen-lesbar sein. Auftraggeber und Labor-
Annahme haben Kontrollen zur Zusammengehdrigkeit
und Korrektheit von "Specimen" und "Request"
durchzuf¿hren. Zur Reduktion der Daten auf dem
Anforderungsbeleg erfolgt eine laborinterne Co-
dierung mit Vergabe einer Tagesnummer und Markie-
rung des Probengefa¿es. Die Probenverteilung ge-
schieht durch Entnahme von Untersuchungsmaterial
und Uberf¿hrung in "primare Proze¿-Gefa¿e", wobei
gleichzeitig die Code-Markierung mit ¿bertragen
wird. Am Arbeitsplatz ist es je nach Methode not-
wendig, das Untersuchungsgut weiter aufzusplit-
tern in "sekundare" oder sogar "tertiare ProzeB-
Gefa¿e". Me¿werte und Identifikationssymbole wer-
den vom Me¿platz aus off—line oder on-line an den
Computer ¿bermittelt, der nach korrekter Zuord-
nung und weiteren Uberpr¿fungen den kumulativen
Report ausdruckt. Verschiedene Arten von Fehler-
moglichkeiten beim Identifikationsproze¿ f¿hren
zu unerw¿nschten und oft gravierenden Folgen.
Die sich anschlie¿ende Diskussion hob den Stand
der EDV im Labor hervor, sparte nicht mit Kritik
und machte die Vielschichtigkeit der Problematik
sehr deutlich. Es erwies sich als schwierig, einen
Weg aufzuzeigen, der f¿r Geratehersteller (ein-
schlie¿lich EDV-Industrie) und Anwender sowie f¿r
System- und EDV-Spezialisten auf beiden Seiten
gleicherma¿en erfolgversprechend und gangbar ist.
Klinisch-chemische Analytik einerseits und der
Geratepark des Labors andererseits befinden sich
in einem sehr flexiblen und teilweise expansiven
Stadium. Man ist bem¿ht, Analysenmethoden zu ver-
bessern und die Me¿platze entsprechend der tech-
nischen Moglichkeiten und Entwicklungen zu auto-
matisieren.
Die elektronische Datenverarbeitung - ebenfalls
in standiger Weiterentwicklung begriffen — soll
hier f¿r den klinischen Chemiker und Arzt unter-
st¿tzend und helfend eingreifen, um der zur Zeit
exponentiell anwachsenden Datenflut Herr zu wer-
den und ebenfalls qualitativ bessere Informatio-
nen zu gewinnen.
Unter diesen Gegebenheiten, die sich in den nach-
sten Jahren nicht wesentlich andern werden, ist
ein schl¿sselfertiges Labor—EDV-System anzustre—
ben, das die Bedingungen aller Routinelaborato-
rien erf¿llen kann, dabei die notwendige Flexibi-
litat f¿r die Ber¿cksichtigung individueller
Eigenheiten besitzt und im taglichen Betrieb ohne
Spezialkraft (Programmierer, Operateur, Techni-
ker) einsetzbar ist.
In der Zielsetzung bestand weitgehend Einigkeit,
die Moglichkeiten der Realisierung sahen die Dis-
kussionsredner je nach Ausbildung, Arbeitsbereich,
Interesse und praktischer Erfahrung unterschied—
lich.
F¿r das Labor wurde ein Neg in drei Stufen vor-
geschlagen:
1) Automatisierung der klassischen Methoden;
klare Stellungnahme gegen¿ber den Herstellern
¿ber Schnittstellen; modulare Grundbausteine
zu Blocksystemen zusammenf¿gen.
2) Entwicklung und Einf¿hrung neuer (EDV-freund-
licher) Analysenmethoden.
3) R¿cksteuerung und Automatisierung des Gesamt-
systems.
Zwei Arten des EDV—Einsatzes wurden diskutiert:
1) Das "dedicated system", bei dem jeder Me¿platz
seinen eigenen Kleinrechner besitzt; diese sind
direkt mit einem Gro¿rechner verbunden.
2) Das "integrated system", bei dem alle Me¿platze
von einem eigenen Laborcomputer bedient wer-
den, der seinerseits mit einem Grobrechner
kommunizieren kann.
Beide Arten zeigen Vor- und Nachteile, die stark
von spezifischen Laborfaktoren abhangen wie Gro¿e,
Geratepark, Untersuchungsspektrum, Probeneingang,
Datenmenge, Grad der Belastung durch administra-
tive Aufgaben.
weitere Diskussionsbemerkungen und Hinweise sol-
len ihrer Bedeutung wegen nicht unerwahnt blei-
ben: Die verf¿gbare soft-ware ist zu wenig anpas-
sungsfahig, zu schwierig zu handhaben und zu war-
ten; Warnung vor billigen Rechnern, da die Ver-
bindung zum Gro¿rechner sehr aufwendig werden
kann; Proze¿bereich und administrativer Bereich
sollten starker getrennt werden; die Belastung
der technischen Assistentin mit fachfremden Ar-
beiten ist zu hoch (68 % It. KNEDEL, M¿nchen);
dem Labor-Computer sollte nicht zuviel Arbeit
(insbesondere der Administration) ¿bertragen wer-
den; Beachtung ist der Frage zu schenken: was ge-
schieht mit den Daten nach Einspeicherung in eine
Datenbank ?; der Datensicherung, moglichst in meh-
reren Stufen, ist gro¿e Bedeutung zuzumessen; an
die Geratehersteller wurde die Forderung zur Stan-
dardisierung der Ausgangssignale gestellt.
In seinem Schlu¿wort fa¿te Moderator D. LAUE
(Koln) die wesentlichen Punkte des ersten Sympo-
siumteils zusammen und betonte die Dringlichkeit,
mit der die anstehenden Probleme gelost werden
m¿¿ten, um mdglichst bald aus dem Experimentier-
stadium herauszukommen. Es ist die Aufgabe der
Projektgruppe "Automation der klinischen Chemie"
der DFG, Bem¿hungen in dieser Richtung zu koordi—
nieren.
Den Nachmittagsteil "Datenverarbeitung in der in-
strumentellen Analytik" des Symposiums moderierte
E. FAHR (W¿rzburg) und f¿hrte in seiner Einf¿h-
rung 5 Punkte f¿r den Computer-Einsatz auf:
1) Wachsende Datenmengen,
2) Durchf¿hrung komplizierter Rechnungen
(Transformationen),
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3) multiple—scan-Verfahren,
A) Optimierung von Verfahren,
5) personelle Fragen (okonomische Gesichtspunkte).
Als weitere zentrale Probleme nannte er den oko-
nomischen Gerateeinsatz, die Festlegung der
Schnittstellen Gerat-Rechner und die Anwendungs-
soft-ware.
In seinem Referat forderte H. GUNZLER (Ludwigs-
hafen) von den Gerateherstellern, grd¿eren Wert
auf Computerfreundlichkeit zu legen und am Gera-
teausgang definierte und standardisierte Schnitt-




3) Computer with operating system
A) Satellite system.
Die Auswahl des Systems ist vorwiegend von der
Art der Gerate, ihrem Standort, den Analysenarten
und Kosten abhangig.
G. SCHOMBURG (M¿hlheim) berichtete anschlie¿end
¿ber Computersysteme f¿r Forschungsinstitute. An
einigen Zahlenbeispielen erlauterte der Referent
die Notwendigkeit zur Zentralisierung, und daB
eine Rentabilitat erst bei hinreichend vielen
Analysen sichergestellt ist. Um unrationelle Ar-
beit zu vermeiden, ist eine sorgfaltige Dokumen-
tation und Weitergabe der gewonnenen Informationen
notwendig. Als Vorteile des Computereinsatzes wur-
de herausgestellt: Mehr Informationsgewinn, Mog-
lichkeit neuartiger Experiments, Steuerung des
Experimentablaufs und die Dokumentation der Resul-
tate.
Erganzend zu Labor-EDV—Systemen wurde die "kleine
Laborautomation" f¿r geringe Datenmengen genannt
mit den Moglichkeiten: off—line Datenerfassung,
Zusammenschlu¿ mehrerer gleicher Gerate an Mini-
Computer, Einsatz von Tischrechnern.
Interessante Zahlen ¿ber Anschaffungs- und Auf-
baukosten eines EDV-Systems f¿r den Bereich
"Instrumentelle Analytik" gaben E. FAHR (W¿rz-
burg) und K. HABFAST (Bremen) bekannt : Die hard-
ware Kosten eines "dedicated system" oder "inte-
grated system" sind etwa gleich (ca. 1,3 Millio-
nen DM). Firmenangebote f¿r die Anwendungs-soft-
ware liegen bei 300 ooo DM. Die Entwicklung eines
solchen Programmpaketes wurde mit ca. A0 Mann-
jahren angegeben, eine sehr hoch erscheinende
Zahl, die aber von anderen Diskussionsteilneh-
mern bestatigt wurde. Rentabel wird so etwas f¿r
eine Firma erst, wenn sie die Programme minde-
stens 1A—mal verkauft hat bei einer Kalkulation _
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von 100 ooo DM pro Mannjahr. Angesichts dieser
Geldbetrage ist die Forderung berechtigt, die
soft-ware von Hochschulwissenschaftlern entwik-
keln zu lassen.
Soll der Chemiker selbst programmieren oder ist
dies den Computer-Wissenschaftlern zu ¿berlassen ?
Diese Frage loste heftige Diskussionen aus, die
sowohl die extremen Standpunkte wie die dazwi—
schenliegenden Kompromisse erkennen lie¿en. Als
Losung zeichnete sich das auch in anderen Berei-
chen bewahrte Teamwork ab, bei dem Spezialisten
beider Fachrichtungen zusammenarbeiten und sich
jeder in den Grundlagen des anderen gut auskennen
sollte.
Stichwortartig seien noch einige Diskussionsbe-
merkungen zusammengestellt:
Mehrere kleine Labors kdnnten von den Vorteilen
der EDV partizipieren durch Zusammenfassung im
Time—Sharing-Betrieb; Datenausgabe und -prasenta—
tion ¿ber Bildschirmdisplay ist f¿r manche Auf-
gaben besser als ¿ber Listen oder Plotter; Scha-
den durch schlechte oder falsche Analysen verur-
sachen oft hohe Kosten; die derzeit bestehende
"Sprachverwirrung" in den Programmen machen eine
Standardisierung dringend notwendig.
Zum Schlu¿ faBte E. FAHR (W¿rzburg) das wesent-
liche zusammen und betonte, daB die instrumental-
le Analytik nicht mehr ohne EDV auskommt. Zur Lo-
sung der Probleme ist die Zusammenarbeit zwischen
Anwender und Hersteller erforderlich.





AMMENDE, H.P. u.a.: Auswertung von Sequenzszinti—
grammen durch elektronische Datenverarbeitung
(Heft 3/72).
Der auf S. 79 in Zeile 5, Spalte 1, beginnende
Satz lautet vollstandigz "Da (im Gegensatz zur on-
line Szintigrammauswertung) die Verarbeitung krumm-
linig begrenzter Areale nicht mdglich ist, ..."
Buchbespreohungen
mats, w. 73‘°O°3
Abk¿rzungen in der Informationsverarbeitung
1972, 106 S., DM 8.-
Lexika-Verlag, Doffingen
Im Rahmen einer neuen Reihe des Lexika-Verlages wird in
einer ansprechenden Form als einer der ersten Bande ein
Verzeichnis von Abk¿rzungen in der Informationsverarbei-
tung vorgelegt. Jeder, der mit der Datenverarbeitung (DV)
oder Informationsverarbeitung (IV) zu tun hat, wei¿, wie
"chinesisch" manche Anleitung und Veroffentlichung ge-
schrieben wird. Hier kann die vorliegende Zusaxmxenstellung
eine wertvolle Hilfe sein. Hervorzuheben ist, daB nicht
nur deutsche sondern vor allem auch englische Abk¿rzungen
mit erfa¿t sind. Die englischen Begriffe sind, soweit
erforderlich, auch ¿bersetzt; somit erhalt der Leser auch
gleich ein kleines spezielles Fachworterbuch. Ge,
73-0001
HAAS, P. und MARKOWSKI, H.
Ubersetzer f¿r elektronische Rechenautomaten
1971, 175 S., DM AA.-
Verlag moderne industrie, M¿nchen
Wer einen Blick "hinter die Kulissen" tun will,
findet hier eine sehr klare und anschauliche
Einf¿hrung in die theoretischen und konstruk-
tiven Grundlagen von Sprach¿bersetzern f¿r elek-
tronische Rechenanlagen. Das Buch wendet sich
u.a. an Systemprogrammierer, Informatiker und
Sprachwissenschaftler. Instruktive, gut gewahlte







(Verarbeitung von Daten aus Kreislauf,
Atmung usw.) baldigst gesucht.
Bewerbungen erbeten unter 18004 an
Verlag E. Ulmer, 7 Stuttgart 1, Postf. 1032.
73-0002
ZIMMERMANN, H.-J.
Einf¿hrung in die Grundlagen des Operations
Research
1971, 270 3-, DM 29.80
Verlag moderne industrie, M¿nchen
Der Untertitel "Modelle, Methoden und Anwendungen
- eine nichtmathematische Einf¿hrung -" kenn-
zeichnet vielleicht den angesprochenen Leser-
kreis. Charakterisiert wird der Zweck dieses Bu-
ches aber trefflich in der Einleitung: "Das Buch
ist also kein Lehrbuch, sondern eher eine Ein-
ladung, sich ein Werkzeug anzuschauen, das man
vielleicht einmal gut gebrauchen konnte, und das
einem vielleicht helfen kann, Kosten zu sparen,
73-0002
Gewinne zu erhohen oder komplexe Probleme zu
losen".
Es ist erstaunlich, wie es der Autor verstanden
hat auf ¿berschaubarem Raum die Vielfalt der
Methoden verstandlich darzustellen und an anschau-
lichen Beispielen zu erlautern. Eine empfehlens—
werte Einf¿hrung, die wohl manchen zur Anwendung
einzelner Verfahren verleiten wird.
Ge.
T Die TECHNISCHE UNIVERSITAT I BERLIN
- Korperschaft des offentlichen Rechts —
Im Fachbereich 15 (Landwirtschaftliche Entwicklung) ist
im Institut f¿r Nutzpflanzenforschung die Stelle eines
Wissenschaftlichen
Assistenten
(BesGr. AH 1) ab 1.4.1973 zu besetzen.
Kennziffer: Ass 511
Aufgabengebiet: Mitarbeit in Forschung und Lehre, ins-
besondereBearbeitung biometrisoherFragen im Bereich
der Pflanzenproduktion, insbesondere statistisohe Aus-
wertung von Versuchen unter Einsatz der EDV. Mitwir-
kung in Forschung und Lehre auf dem Gebiet der Bio-
metrie. Mitarbeit in der zentralen Datenverarbeitung des
Faohbereichs.
Anforderungen: Eine mit Erfolg abgelegte akademische
oder staatliche Pr¿fung, mit der das Hauptstudium in
einer mathematisch-naturwissenschaftlichen oder ahn-
lichen Diszip|in,wie z.B.Agrarwissenschaften, an einer
wissenschaftlichen Hochschule abgesohlossen wurde.
Erw¿nsoht sind Spezialisierung auf dem Gebiet der
statistischen Methodik, Bereitschaft zur Mitarbeit in der
akademischen Selbstverwaltung.




1 Berlin 33, Hellriegelstrafie 6
Ihre schriftliche Bewerbung richten Sie bitte unter
Angabe der Kennziffer mit den ¿bliohen Unterlagen an
die 0. a. Adresse.
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Tierz¿chtungslehre
Begr¿ndet von Prof. Dr. Dr. h. c. W. ZORN t
Vollig neu bearbeitete 2. Auflage
herausgegeben von Prof. Dr. G. COMBERG, Hann0ver,_
unter Mitarbeit von W. Baler, H. Bogner, D. Fewson, H. O.
Gravert, R. Gruhn, F. Haring, W. Herre, J. K. Hinrichsen,
E. Lauprecht, W. Leidl, H. Merkt, H. Meyer, G. W. Rieck,
M. Rohrs, H. Sohafer, E. Walter, R. Walimuth, Fl.-M. Weg-
ner, J. H. Weniger, Fl. Winnigstedt
506 Seiten mit 167 Abbildungen und 131 Tabellen. Linson
DM 68,— (Tierzucht-B¿cherei)
Die lang erwartete 2. Auflage der von Prof. W. ZORN begr¿ndeten, nun von Prof. G. COMBERG herausgegebenen
,,Tierz¿chtungs|ehre“ erscheint nach gr¿ndlicher Vorbereitung in volliger Neufassung, jedoch wiederum als Gemein-
schaftswerk der Tierzuchtinstitute der BRD. Umfang und Ausstattung sind stark erweitert und verbessert sowie
mit ausf¿hrlichem Literaturverzeichnis und Sachregister versehen.
Der lnhalt gibt den neuesten Stand wissenschaftlich-praktischer Tierz¿chtung wieder; er umfaBt auch jene Fach-
fragen, die in der letzten Zeit noch im Fluff» waren oder es noch sind, und er ber¿cksichtigt die 2. T. sich daraus
ergebenden Bedeutungsverschiebungen.
Der 1. Teil behandelt die Grundlagen, einleitend mit den Themen: Die Entwicklung der Haustiere. Haustiere in der
Welt. Geschichte der Tierzucht; es folgt der Themenkreis der allgemeinen Genetik mit: Entstehung und Anatomie
der Geschlechtsorgane. Geschlechtszellen und Befruchtung. Gene und ihre Wirkung. Veranderungen im Erbgef¿ge.
Die Erbanlagen und ihre Ubertragung. Uber die allgemeinen Grundlagen der Populationsgenetik unterrichten die
Beitrage: Grundbegriffe der‘ Wahrscheinlichkeitsreohnung und Statistik. Die Verteilung der Gene in der Population.
Vererbung quantitativer Eigenschaften. Inzucht und Fremdzucht. Selektiori.
Der 2. Teil erlautert die Ziele der Tierz¿chtung, d. h. ihre Ausrichtung auf qualitative Eigenschaften (Farbe und
Zeichnung. Biochemische Merkmale. Erbfehler), und auf quantitative Eigenschaften (Fruchtbarkeit. Krankheitsre-
sistenz und Krankheitsdisposition. Verhaltensweisen. Wachstum und Fleischbildung. Milchproduktion und Melk-
barkeit. Legeleistung. Wolle. Sonstige spezielle Leistungen). ~
Der 3. Teil — Durchf¿hrung der Z¿chtung — behandelt zunaohst elngehend die Leistungspr¿fungen allgemein,
aulierdem gesondert f¿r Rind, Schwein, Huhn, Schaf, Pferd, Kleintiere; er unterrichtet ¿ber die Zuchtwertschatzung
(Definition, Grundlagen, Methoden. Zuchtwertschatzung f¿r einzelne Eigenschatten. Die Tierbeurteilung im Rahmen
der Zuohtwertsohatzung. Zuohtwertschatzung des Gesamtwerts.)
Verlag Eugen Ulmer 7 Stuttgart1 Postfach 1032
