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Abstract
This study examined the use of targeted energy transfer (TET) as a mechanism for passive
mitigation of transonic aeroelastic instabilities of a wind-tunnel model wing. Medium- and
high-fidelity computational aeroelastic models were used to study the transonic aeroelastic
instabilities of the wing and to design a nonlinear energy sink (NES) to enhance stability.
Several flutter-suppression mechanisms were identified and it was demonstrated that a prop-
erly designed NES can increase the dynamic pressure at flutter by 15% in the transonic dip.
Furthermore, it was shown that only one of the suppression mechanisms is robust enough to
survive for a wide variety of initial conditions.
Based on an effective NES design identified in the computational aeroelastic study, a
prototype winglet-mounted NES was designed and built. Computational aeroelastic analysis
of the wing, modeled with the winglet and NES using experimentally identified parameters,
showed that the prototype improves aeroelastic stability, but external housings for the NES—
like the winglet— must be carefully designed to avoid destabilizing effects.
To study how the NES affects the dynamics of the wing, a series of experimental and
computational ground vibration tests of the wing were performed. They showed that the
NES has a profound effect on the second bending mode of the wing, even for small wingtip
oscillations. This is a strong indication that the prototype NES will be effective in wind-tunnel
tests, because the frequency of the second bending mode is within the range of experimental
and computational flutter frequencies of the wing.
The final part of this work examined some of the challenges associated with algorithm-
based design and optimization of an NES for aeroelastic stabilization. Performance metrics
ii
were proposed and robust methods by which to evaluate them were developed. The perfor-
mance metrics and methods were tested by using a multi-objective genetic algorithm to seek
effective NES designs. Analysis of the resulting designs and their performance showed that
it is possible to identify the nature of aeroelastic responses and quantify the performance of
an NES using simple metrics, but more than one is required to do this effectively. Further-
more, the demonstration showed that optimization algorithms can be used with the proposed
performance metrics to design effective NESs.
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Chapter 1
Introduction
This report summarizes a computational aeroelastic study of a model wind-tunnel wing
coupled to a simple, light-weight attachment called a nonlinear energy sink (NES). It will
demonstrate that a properly designed NES is capable of passive elimination or reduction of
aeroelastic instabilities of the wing in transonic flow. In its simplest form, an NES consists
of a mass coupled to a primary system by an essentially nonlinear (i.e., nonlinearizable)
stiffness and some form of damping. The essentially nonlinear stiffness allows the NES to
respond without preferential frequency; thus it is possible for internal resonance to occur
between the NES and any mode of the primary system. With this arrangement it is possible
to achieve nearly irreversible transfer of broadband energy from the primary system to the
NES, where it is confined and locally dissipated without “spreading back” to the primary
system. This phenomenon is known as nonlinear targeted energy transfer (TET) (Lee et al.,
2007a,b; McFarland et al., 2007). In essence, the NES may be regarded as a passive broadband
boundary controller (Vakakis et al., 2008).
The classic dynamic aeroelastic instability— flutter— is caused by positive feedback be-
tween the deflections of an elastic body and the aerodynamic forces applied to the body
(Bisplinghoff et al., 1996; Dowell et al., 2004). By assuming small, harmonic oscillations,
linear aeroelastic theory can be used to find the flutter speed, the condition for which the re-
sponse has zero net damping. This occurs when the real part of one of the complex conjugate
eigenvalue pairs of the system becomes zero. Flutter can occur in a single aeroelastic mode
1
1. Introduction
or it can involve coupling of bending and torsion modes, and typically leads to catastrophic
structural failure.
Flight vehicles are carefully analyzed to ensure that flutter does not occur within the
flight envelope. According to Dowell et al. (2004), passive flutter prevention methods depend
on the nature of the instability (i.e., one or two modes) and include (1) mass balance;
(2) increase of torsional stiffness; (3) change of the ratio of bending frequency to torsional
frequency; (4) addition of damping to the structure; and (5) requiring aircraft to avoid critical
conditions.
Aeroelasticity nonlinearities may be due to nonlinear aerodynamics, nonlinear structural
characteristics, or both, and can allow for additional instabilities not predicted by linear
theory. For example, an airfoil oscillating through large angles of attack may become unsta-
ble due to the effects flow separation despite being stable for small oscillations at the same
aerodynamic conditions (Dowell et al., 2004). Additional common nonlinear aeroelastic re-
sponse behaviors include limit-cycle oscillations (LCO), higher harmonic and sub-harmonic
resonances, jump-resonances, entrainment, beating, and period doubling (Dowell et al., 2003).
Limit-cycle oscillations occur when nonlinearities in the system lead to bifurcations, giv-
ing rise to multiple equilibria. An LCO is a stable equilibrium with non-zero oscillation
amplitude. Generally, LCO can be classified as subcritical or supercritical. Supercritical, or
benign LCO, exist in conditions for which flutter is predicted and serve to limit oscillation
amplitudes that would otherwise have been unbounded. On the other hand, subcritical LCO
occur below the flutter boundary (i.e., for conditions expected to be stable by linear analysis).
Subcritical LCO coexist with the stable, zero-amplitude equilibrium, which means that both
solutions: sustained non-zero amplitude oscillations and a sustained oscillation-free response
are possible depending on initial conditions and/or excitation. Bifurcation diagrams and ex-
amples of the supercritical and subcritical LCO can be found in many references, including
Beran et al. (2004) and Dowell et al. (2004).
Limit-cycle oscillations have been an active area of research in recent decades, motivated
in part by flight tests in military aircraft. Limit-cycle oscillations have been documented for a
2
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variety of store configurations of the F-16 and F/A-18 at high subsonic and transonic speeds
(e.g., see Denegri Jr. (2000) and Thompson, Jr. and Strganac (2000)). In one example from
the early 1980s, F/A-18 flight tests encountered LCO at airspeeds nearly 200 knots below
the predicted flutter speed (Trame et al., 1985). Several potential consequences of LCO
make it a serious concern, including a reduction in the crew’s ability to perform tasks and
make decisions, increase in fatigue of the vehicle structure, and degradation of reliability of
ordnance components Bunton and Denegri Jr. (2000).
Many of these problematic oscillations have been observed for high subsonic and transonic
conditions. Flight in the transonic regime is subject to the well-known “transonic dip” in
stability (Isogai, 1979) caused by strongly nonlinear interaction between the boundary layer
and the shock wave that develops due to locally supersonic flow. Nevertheless, some aircraft
are required to be capable of operating in transonic conditions.
Most efforts to eliminate LCO or unwanted oscillations have used active controls and
existing control surfaces. Trame et al. (1985) described the process by which an active
oscillation control (AOC) was implemented in the F/A-18 during the early 1980s to eliminate
LCO encountered in flight tests. This work used a linear controller that was developed
using in-flight testing because a suitable analytical model of the aeroelastic interaction was
not available at the time. This work was largely successful and AOC was subsequently
programmed into all F/A-18 flight control computers.
Despite the success of AOC, Denegri Jr. (2000) and Bunton and Denegri Jr. (2000) re-
port that it remains common for fighter aircraft to experience LCO for some wing-store
configurations. Furthermore, analysis by Kurdila and Akella (2001) indicated that linear
controllers can be effective for stabilizing low-amplitude/low-energy LCO, but their perfor-
mance is unpredictable and generally unstable for large-amplitude/high-energy LCO. The
authors designed and tested different types of adaptive nonlinear controllers with varying
degrees of success, but went on to state that there are many cases for which it is impossible
to design a control because of modeling uncertainty.
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Tang and Dowell (2009) proposed one of the more unique methods to control flutter and
LCO in their work with a HALE (high-altitude long endurance) wing that included a slender
wingtip pod with controllable mass distribution. A simple configuration within the wingtip
pod, comprising movable masses, mechanical springs, and permanent and electromagnets
enabled in-test modification of the pitching mass moment of inertia. When LCO was detected
in wind-tunnel tests, current to the electromagnets was switched off allowing the masses
inside the pod to move closer to the pitch axis, effectively increasing the pitch frequency and
eliminating the LCO.
Recently Lee et al. (2007a,b) have shown analytically and experimentally that an NES
coupled to a two-degree-of-freedom rigid wing model in flow can suppress LCO. By coupling
an NES to a low-speed wind-tunnel airfoil, three unique LCO suppression mechanisms were
identified and recovered in experiments. Gendelman et al. (2010) used asymptotic analysis to
study the same analytical system and understand the essentially nonlinear dynamics govern-
ing the different modes of passive suppression. In a step toward realization of an NES for a
flexible wing, a compact rotary NES coupled to the tip of an elastic, wing-like structure was
shown in computations and experiments to rapidly dissipate energy in one or more modes
following broadband excitation of the primary structure (Hubbard et al., 2010). These works
have demonstrated that the ability of an NES to respond without preferential frequency due
to its essential nonlinearity makes it well-suited for aeroelastic applications where responses
over a range of frequencies are possible.
Targeted energy transfer for a variety of applications has been studied in recent years.
Reduction of seismic responses using one or more NESs attached to a primary structure has
been shown to be effective for earthquakes with a wide variety of characteristics (Vakakis
et al., 2008). These works considered NESs with smooth (approximately cubic) stiffness, as
well as vibro-impact NESs. Use of an NES to eliminate friction-induced LCO in a drilling
operation has also been considered. Similar to the aeroelastic study, it was shown that an
NES is capable of completely eliminating some LCOs and reducing the amplitude of others
(Vakakis et al., 2008). In another series of works, several different types of NESs, including
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smooth, vibro-impact, and multiple-DOF, were studied for passive damping enhancement for
structures subjected to shock excitation (Wierschem et al., 2012, 2013, 2014).
Building upon these and other works, this study considers the design of an NES for
mitigation of transonic aeroelastic instabilities of an extensively tested wind-tunnel model
(Edwards, 2008). The combined system is analyzed using two computational aeroelastic
solvers, one medium fidelity (CAPTSDv) and one high fidelity (UNS3D/AE). Focusing on
the well known reduction in stability observed at transonic Mach numbers, we seek to design
a practical, lightweight and compact NES to improve the dynamic response so that transient
displacements decay rather than growing or settling into LCO.
In the following we present computational aeroelastic studies of the wind-tunnel model
to establish its stability boundary and compare predictions from CAPTSDv and UNS3D.
Design of the NES is detailed and computational aeroelastic analyses are used to categorize
and quantify the effects of the NES on the system’s stability. Using the computational results,
a winglet-housed NES is designed and presented, and the effect of the NES on the wing is
studied in experimental ground vibration tests. The final part of this work examines some
of the challenges associated with optimization of an NES for an aeroelastic system, and tests
proposed performance metrics by using a multi-objective genetic algorithm seed NES designs
that improve aeroelastic stability.
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Chapter 2
Computational Aeroelastic
Study
2.1 Subject and Methods
2.1.1 Wind-Tunnel Model
The model wind-tunnel wing, typically referred to as a generic transport wing (GTW),
has been studied recently by Edwards (2008) using CAPTSDv and in the Transonic Dy-
namics Tunnel (TDT) at NASA Langley Research Center. It is attractive to study for a
number of reasons, including structural robustness, extensive built-in instrumentation, and
well documented transonic instabilities and LCO. Minimal description of the GTW will be
given here; for more information on the construction, condition, and modeling, the reader is
referred to Hubbard (2009).
The GTW is constructed from a stepped aluminum alloy plate clad on top and bottom
with end-grain balsa wood to create the airfoil geometry. Figure 2.1a provides the dimensions
of the GTW planform and the locations of steps in the aluminum alloy plate. Beginning at
the root and progressing toward the wingtip, the nominal thicknesses of the plate are 7.0 mm,
5.1 mm, 3.9 mm, 3.1 mm, and 2.7 mm (0.276 in, 0.202 in, 0.154 in, 0.123 in, and 0.106 in),
respectively. The total mass of the wing is approximately 11.0 kg (24.25 lbm). Instrumenta-
tion embedded in the GTW includes 84 pressure sensors at three spanwise locations, eight
6
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(a)
(b)
Figure 2.1: (a) Planform geometry of GTW (dimensions in centimeters); (b) photo of the GTW in
the LNVDL during modal analysis.
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Mode
Natural Frequencies (Hz) Damping Factors (%)
Langley LNDVL Langley LNDVL
1 (1B) 4.07 4.10 1.131 2.74
2 (2B) 14.04 14.26 1.154 1.33
3 (1T) 31.76 31.15 0.835 1.08
4 (3B) 32.59 33.40 1.154 1.14
5 (2T) 57.79 57.42 0.863 1.60
6 (4B) 61.89 62.60 1.032 1.21
7 (3T) 90.87 88.48 0.864 1.14
8 (5B) 97.57 97.36 1.51 1.36
Table 2.1: Comparison of measured natural frequencies and modal damping factors for the GTW
clean-wing configuration from experiments at LNDVL and published results from NASA Langley
(Edwards et al., 2009) (B: out-of-plane bending; T: torsion).
(a) Mode 1 (b) Mode 2 (c) Mode 3 (d) Mode 4 (e) Mode 5 (f) Mode 6
-1 10
Figure 2.2: Experimentally measured GTW mode shapes.
accelerometers, and several strain gages. A photo of the GTW in the Linear and Nonlinear
Vibrations and Dynamics Lab (LNVDL) at the University of Illinois at Urbana-Champaign
is shown in Figure 2.1b.
Modal analysis of the GTW in the clean-wing configuration (i.e., without any wingtip
attachments) was performed at LNDVL and compared to results from tests performed in the
TDT with wind off (Edwards et al., 2009). The first eight measured natural frequencies and
modal damping factors are listed in Table 2.1. Experimental mode shapes were also mapped
at LNDVL using a scanning laser vibrometer. The first six experimentally measured modes
for the clean-wing GTW are shown in Figure 2.2. Results from experimental modal analysis
8
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Mode
Natural Frequencies (Hz)
Error
LNDVL FE
1 (1B) 4.06 4.39 8.1%
2 (2B) 14.22 14.82 4.2%
3 (1T) 31.25 31.29 0.1%
4 (3B) 33.44 33.80 1.1%
5 (2T) 57.81 57.95 0.2%
6 (4B) 62.81 63.80 1.6%
Table 2.2: Comparison of measured natural frequencies for the GTW clean-wing configuration from
experiments at LNDVL to FE results (B = out-of-plane bending; T = torsion).
were used to tune the material properties and orientation of balsa wood in a finite-element
(FE) model of the GTW so that the natural frequencies and mode shapes could be matched
as closely as possible. The wing was modeled as a thin plate using 12-degree-of-freedom
(DOF) discrete Kirchhoff quadrilateral (DKQ) elements (Batoz and Tahar, 1982), and the
mass and mass moment of inertia were modeled using a 12-DOF quadrilateral element with
bilinear shape functions. Computational solutions converged with the 8×32-element mesh
shown in Figure 2.3. Computational and experimental results are shown in Table 2.2 for the
Figure 2.3: 8×32-element mesh for converged computational solutions; highlighted nodes indicate
fully restrained boundary conditions.
first six GTW modes, and the computational mode shapes are shown in Figure 2.4. The
relative difference between the natural frequencies of the experimental and FE models is
9
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Figure 2.4: Finite-element mode shapes of the clean GTW.
somewhat large for the first two bending modes. This, however, is not unexpected because
many details of the wind-tunnel model are not included in the FE model. It is likely that the
most significant features of the wind-tunnel model that were neglected in the FE model were
variable balsa wood properties and grain orientation, instrumentation and cable channels,
and additional mass due to cables.
Aeroelastic behavior of the GTW in transonic flow has been well documented (Edwards
et al., 2009; Edwards, 2008) through computation and experiments. Of particular relevance
to this study are results for the GTW in air with an angle of attack of 0.6◦, as these are
the conditions for which the NES is designed. Figure 2.5 summarizes the stability boundary
and flutter frequency for these conditions. In addition, LCOs were observed in experiments
at Mach numbers ranging from below 0.85 to above 0.90 for dynamic pressures (q) ranging
from 60 to 100 psf. Limit cycle oscillations were typically described as being dominated by
the first bending or the second torsional modes, the latter being observed in a narrow range
of Mach numbers and the former over a broader range.
2.1.2 Nonlinear Energy Sink Types
Two different nonlinear energy sink types were considered in this study: a rotary device
and a translational device. A schematic of the rotary NES, which is consistent with the
approach used by Hubbard et al. (2010), is shown in Figure 2.6a. It consists of a mass m
coupled to the wingtip by a rotary bearing so that it may pivot about P . The mass moment
10
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Figure 2.5: Computational and experimental (a) flutter boundary and (b) frequency for the GTW
in air with an angle of attack of 0.6◦ (Edwards et al., 2009; Edwards, 2008).
ki, c
φ
m, I
x¯
w
U
x
P •
(a)
ki, c
m
w, y
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x
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(b)
Figure 2.6: Schematic representations of (a) the rotary NES and (b) the translational NES coupled
to the wingtip at P ; w is heave at P , y is NES translation, φ is NES rotation, m and I are mass and
mass moment of inertia of the NES, respectively, x¯ is eccentricity of NES mass, c is viscous damping
coefficient, and ki are the stiffness coefficients in a polynomial expansion.
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F M
P •
Figure 2.7: Coupling force and moment applied to the wingtip by the NES.
of inertia about the pivot is I and the center of mass is offset from P by the length x¯.
Furthermore, the mass is coupled to the wingtip by viscous damping with coefficient c, and
by stiffness
fk (δ) =
∑
i
kiδ
i, (2.1)
where δ is the relative rotation between the NES and the wingtip. When this type of NES is
implemented, the coupling force and moment on the wingtip are given by
F = m
(
w¨ + x¯φ¨ cosφ− x¯φ˙2 sinφ
)
, (2.2)
M = c
(
w˙,x − φ˙
)
+
∑
i
ki (w,x − φ)i , (2.3)
where w and w,x are the heave and pitch at P , respectively, and the positive senses for F
and M are given in Figure 2.7. Although this design is of a single DOF, it is coupled to both
heave and pitch at P .
Design of a rotary NES must consider, independently, all of the parameters listed. Even
the mass properties (m, I, x¯), although coupled, can and should be considered independently
of one another. In addition to viscous damping, it is possible to consider other dissipation
mechanisms, such as friction. The stiffness model (2.1) is typically truncated to third order
while lower-order terms are retained mostly for completeness. In fact, during the design
process, it was assumed that only the cubic term was nonzero (i.e., only k3 6= 0). In reality,
when a physical design is realized, the function consists of a small linear term and a dominant,
nearly cubic term. The final design considerations are the chordwise location of P and
whether the center of mass is fore (positive x¯) or aft (negative x¯) of P when in its neutral
position.
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The translational NES is simpler than the rotary NES in that it has fewer design pa-
rameters and couples primarily to the wingtip heave. A schematic of this device is shown in
Figure 2.6b. It consists of a mass m coupled to the wingtip at P by viscous damping c and
stiffness given by eq. (2.1). Motion of m is restricted to the direction normal to the plane of
the wing. The coupling force applied to the wing at P by the translational NES is
F = c (w˙ − y˙) +
∑
i
ki (w − y)i , (2.4)
with the positive sense of F given in Figure 2.7 and zero coupling moment. Designing a
translational NES requires selection of m, c, ki and the chordwise position of P . As with
the rotary NES, only k3 is considered nonzero and viscous damping may be supplemented or
replaced by other forms of dissipation (e.g., friction).
2.1.3 Aeroelastic Models
Two aeroelastic models were used herein for the analysis of the generic transport wing.
This section presents the governing equations of the aerodynamic models and their coupling
with the structural model. The first part of the section briefly describes the two aerodynamic
models, which used the Reynolds-averaged Navier-Stokes (RANS) equations and the transonic
small disturbance (TSD) equations. The second part presents the structural model that
approximated the wing as a plate. The last part of this section describes the coupling of the
aerodynamic and structural models.
Aerodynamic Models
Transonic Small Disturbance The transonic small disturbance (TSD) equations (An-
derson et al., 1984) implemented in the CAPTSDv code may be summarized as
∂f0
∂t
+
∂f1
∂x
+
∂f2
∂y
+
∂f3
∂z
= 0, (2.5)
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where
f0 = −Aφt −Bφx, (2.6)
f1 = Eφx + Fφ
2
x +Gφ
2
y, (2.7)
f2 = φy +Hφxφy, (2.8)
and
f3 = φz. (2.9)
The coefficients above are defined in terms of the freestream Mach number M ,
A = M2, B = 2M2, E = 1−M2, (2.10a)
F = −1
2
(γ + 1)M2, G =
1
2
(γ − 3)M2, H = −(γ − 1)M2. (2.10b)
The exact forms of those coefficients involving the ratio of specific heats, γ, can vary depend-
ing upon the assumptions made in their derivation. Those given here are taken from Batina
(1989a).
The potential flow solver in CAPTSDv is built around a straightforward finite difference
representation of the TSD equations. The velocity field computed from the disturbance
velocity potential φ is optionally corrected for the effects of entropy generated by shocks and
for the effects of vorticity. These corrections are discussed in detail in the paper by Batina,
which also summarizes the approximate factorization algorithm and the Newton-Raphson
iteration used in the time-marching code. The time integration algorithm that is built in
to CAPTSDv is not suitable for nonlinear structures; therefore, it has been replaced by a
Crank-Nicholson algorithm for this study (McFarland et al., 2007).
Reynolds-averaged Navier-Stokes The unsteady, compressible flow around the deform-
ing transonic wing was also modeled by solving the mass, momentum and energy conserva-
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tion equations. These equations, collectively known as the Reynolds-averaged Navier-Stokes
(RANS) equations, are
∂
∂t
∫
V
~Q · dV +
∮
S
(
~Fconv − ~Fvis
)
· dS =
∫
V
~G · dV , (2.11)
where ~Q is the state vector of conservative variables, ~Fconv is the vector of convective fluxes,
~Fvis is the vector of viscous fluxes, and ~G is the vector of source terms. The state vector of
conservative variables is ~Q = (ρ, ρu, ρv, ρw, ρE)T , where ρ is the density of the fluid, u, v
and w are the x-, y- and z-components of the velocity, and E is the total energy of the fluid
particle. The vector of convective fluxes is
~Fconv = (ρV, ρuV + nxp, ρvV + nyp, ρwV + nzp, ρHV )
T , (2.12)
where V is the contravariant velocity and H is the total enthalpy. The vector of viscous
fluxes is
~Fvis = (0, fx, fy, fz, ukfk − qn)T , (2.13)
where fx, fy and fz are the viscous stresses in the x-, y- and z-directions, and qn is the heat
conduction in the fluid.
The effects of turbulence can be modeled by the two-equation eddy-viscosity shear stress
transport model (Menter, 1994). The time-dependent integral form of these equations was
written in a vectorial form similar to (2.11). The state vector of turbulent conservative
variables was ~QT = (ρk, ρω)
T , where k was the turbulence kinetic energy and ω was the
specific dissipation rate.
Coupling between Aerodynamic and Structural Models
Two aeroelastic solvers were used in this analysis. Both shared the same structural
solver. The aeroelastic solver based on the TSD model was CAPTSDv (Batina, 1988) and
the RANS-based solver was UNS3D/AE (Cizmas et al., 2010).
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Coupling between the aerodynamic and structural models was accomplished by allowing
the two models to communicate every time the position of the structure was updated (Cizmas
et al., 2010). At each step, aerodynamic loads were evaluated by integrating the pressure
and shear stresses over the wing surface and then passed to the structural solver where the
wing deformation was determined. In UNS3D/AE, coordinates of the new position of the
structure were passed to the grid-deformation algorithm which updated the grid of the flow
solver. The flow solution was then recalculated so that the procedure could be repeated for
the updated state.
The wing structure is modeled in CAPTSDv using a truncated modal representation. All
of the analysis from CAPTSDv presented in this study modeled the GTW using its first six
structural modes. UNS3D/AE, on the other hand, incorporated the complete finite element
representation of the GTW into its aeroelastic model.
2.1.4 Simulation Start-Up Procedures
In general, aeroelastic simulations followed one of two start-up procedures for initializing
the state of the flow and the deflection of the wing. These procedures are described in detail in
the following sections for a generic simulation of a response at Mach number M and dynamic
pressure q.
Uninitialized Deformation
The uninitialized-deformation start-up scheme is the simpler of the two that were typically
used. It consists of the following:
1. Flow (M, q) is simulated over the rigid, undeformed wing until the coefficient of lift
reaches an approximate steady state. In other words, the flow is initialized over a rigid
body in a purely aerodynamic simulation.
2. Using the “steady-state” flow (M, q) from the first step as the initial-flow condition,
an aeroelastic simulation is started with the elastic wing initially motionless and unde-
formed. This is considered the aeroelastic response at M and q.
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In spite of its simplicity, there are a number of drawbacks to this approach. First, it is not
likely to reflect any experimental scenarios, in a wind tunnel or otherwise, due to the rigidity
of the wing in step 1. Furthermore, it can lead to extreme wing deformations which can
potentially violate the assumptions of the linear structural model. Another criticism of this
method follows from the observation that CAPTSDv has difficulty simulating responses with
large amplitudes at high Mach numbers and dynamic pressures without accumulating exces-
sive error when the viscous boundary-layer model is used. Thus, results from UNS3D/AE
that use this start-up procedure cannot be compared to those of CAPTSDv in many cases.
Initialized Deformation
The initialized-deformation start-up scheme was adapted from Silva and Bennet (1990).
The procedure to determine the response at M and q is the following:
1. Modal damping of the structural modes of the wing is increased to near-critical levels
(typically 99%).
2. Beginning with an undeformed elastic wing (with artificially high damping), an aeroe-
lastic simulation is initiated by starting the flow at Mach number M and dynamic
pressure q − ∆q, where ∆q is small relative to q. This simulation proceeds until the
wing response has reached or nearly reached steady state, when it is stopped.
3. Modal damping ratios of the structural modes of the wing are returned to their exper-
imental values (see Table 2.1).
4. Beginning from the final wing and flow states of step 2, an aeroelastic simulation is
started by increasing the dynamic pressure to q. What follows is considered the aeroe-
lastic response at M and q. Typically, ∆q = 1 psf, but other values can and have been
tested.
Although this scheme is more complicated and computationally expensive than the former,
the result is a response that more closely matches wind tunnel and flight conditions. By
manipulating the damping in the wing model in the first part of the procedure, the aeroelastic
17
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Figure 2.8: Comparison of convergence rates in simulations for experimental and near-critical wing
damping when M = 0.80 and q = 120.0 psf.
simulation can arrive at steady state much more quickly and efficiently than the uninitialized-
deformation scheme. Figure 2.8 shows that for M = 0.80 and q = 120.0 psf, the highly
damped simulation converges to the same coefficient of lift as the case with experimental
wing damping in approximately 0.3 s versus 1.75 s. This is a fairly typical case in that the
solution converged in about two cycles. With the final state of the previous solution as initial
conditions, increasing the dynamic pressure by ∆q represents some small change in the flow
or flight conditions, which excites the system. The response that follows can be used to
evaluate the aeroelastic stability.
Apart from modeling a more realistic scenario, the initialized-deformation scheme has
the practical advantage that the relatively small amplitudes of the wing response do not
lead to large error accumulation when stable responses are simulated using CAPTSDv. It
also provides better conditions for designing the NES as it is desirable to have the device
respond to low-amplitude oscillations and/or rotations so that instabilities may be prevented
early on. Despite its promises, this procedure also has a potential disadvantage: if there are
bifurcations in the aeroelastic responses, they could be missed when the system is initialized
by increasing the wing damping. This kind of issue, however, is difficult to avoid without an
analytical model unless every potential scenario is simulated.
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2.2 Simulations Without an NES
This section will present results from both of the aeroelastic models, CAPTSDv and
UNS3D/AE, and validate them based upon published computational and experimental data.
Furthermore, predictions from the medium- and high-fidelity models will be compared to
show that the medium-fidelity model can be used as the basis for an NES design while the
high-fidelity model is used for verification.
2.2.1 CAPTSDv Results
Stability of the GTW was studied in the transonic regime from Mach 0.60 to Mach 0.92
using CAPTSDv. All of the results to be presented consider the GTW with an angle of attack
of 0.6◦ in air. Both start-up schemes were used, although only the initialized-deformation
scheme allowed for consistently successful simulations over the full range of Mach numbers
and dynamic pressures. Notable and representative results will be presented and the stability
prediction will be compared to the computational prediction from Edwards et al. (2009).
Comparison of Start-Up Procedures
To compare the response and stability of typical computational solutions from each start-
up procedure, we begin by examining results at Mach 0.60 and dynamic pressures that bracket
the flutter boundary. These solutions have been selected because CAPTSDv was able to
simulate an adequate duration using both start-up procedures to evaluate stability. Under
many other flow conditions, especially in the transonic dip, this was not possible because of
error accumulation when using the uninitialized-deformation procedure.
Figure 2.9 shows the simulated wingtip-midchord response from CAPTSDv for both start-
up procedures at Mach 0.60 and dynamic pressures 216.0 psf and 220.0 psf, which are stable
and unstable, respectively. The response using the initialized-deformation procedure (see
2.9b) is shown with the final 0.2 s of the initial state-seeking step (i.e., step 2 in the start-
up procedure). After 1.0 s of simulated time the experimental modal damping values were
restored, per the initialized-deformation procedure, and the dynamic pressure was stepped
19
2. Computational Aeroelastic Study Simulations Without an NES
-0.05
0.00
0.05
0.10
0.15
0.20
h
ea
ve
(m
)
-0.40
-0.30
-0.20
-0.10
0.00
0.10
0.20
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
p
it
ch
(r
a
d
)
time (s)
q = 220.0 psf
q = 216.0 psf
(a) Uninitialized deformation
0.060
0.062
0.064
0.066
0.068
0.070
h
ea
ve
(m
)
-0.115
-0.110
-0.105
-0.100
0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
p
it
ch
(r
ad
)
time (s)
q = 220.0 psf
q = 216.0 psf
Initialization Response
∆q
(b) Initialized deformation
Figure 2.9: Wingtip-midchord response (CAPTSDv) near the flutter boundary at Mach 0.60 using
the (a) uninitialized-deformation and (b) initialized-deformation (∆q = 1.0 psf) start-up procedures;
note that the vertical scales are different.
by ∆q = 1.0 psf to excite the system. The response after the step in dynamic pressure was
used to interpret the aeroelastic behavior of the system.
The only significant difference between the response from each procedure is the amplitude
of the oscillations. In the uninitialized cases (2.9a) the heave amplitude in the first few cycles
is approximately 35 mm compared to 1.5 mm in the initialized cases. The reduction in
the response amplitude is what makes the initialized-deformation start-up procedure more
suitable for analysis using CAPTSDv. Aside from amplitude, there is no discernible difference
in the respective outcomes of the start-up procedures, including mean amplitude, frequency,
and decay rate.
Although the available results from CAPTSDv indicate that the stability and frequency
of responses predicted by following both start-up procedures are the same, there remain cases
which are difficult to interpret. One such example occurred at Mach 0.89, q = 108.0 psf, for
which the response is shown in Figure 2.10. It is not likely that this is an LCO because the
amplitudes of the oscillations are significantly different for each start-up scheme. That the
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Figure 2.10: Wingtip-midchord response (CAPTSDv) at Mach 0.89, q = 108.0 psf using the (a)
uninitialized-deformation and (b) initialized-deformation (∆q = 1.0 psf) start-up procedures; note
that the vertical scales are different.
amplitudes are nearly steady, though, indicates that this case is close to the flutter boundary.
Furthermore, it is not clear whether the slow, non-periodic response of the mean heave in
Figure 2.10b is truly due to physics or if it is a result of the computational methods. It may
be worth noting that these effects have only been observed when the viscous boundary-layer
model implemented in CAPTSDv is used.
Stability Boundary and Notable Cases
Using the initialized-deformation start-up procedure with ∆q = 1.0 psf, simulations were
performed to map the flutter boundary of the GTW in its clean-wingtip configuration. Typ-
ically, cases were considered at increments of 4.0 psf for dynamic pressure and Mach-number
increments ranging from 0.05 at low Mach numbers to 0.01 in the transonic regime. Fig-
ure 2.11a provides a summary of the simulations that were performed and their aeroelastic
stability, and Figure 2.11b shows a detailed view of results in and around the transonic dip.
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Figure 2.11: Summary of clean-wingtip configuration simulations using CAPTSDv and the
initialized-deformation start-up procedure.
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Figure 2.12: Comparison of (a) dynamic pressure and (b) frequency at flutter predicted in this study
using CAPTSDv to computational and experimental results from Edwards et al. (2009); Edwards
(2008).
The dynamic pressure and frequency at flutter predicted by this study is compared to
published computational and experimental results from Edwards et al. (2009) in Figure 2.12.
Computational results for dynamic pressure at flutter agree reasonably well, although the
slope of the curve from this study is steeper than the previously published results. This,
however, is not unexpected as Edwards et al. (2009) used a different structural model of
the GTW and did not disclose all of the simulation details, leaving potential for differences
between the two studies. Although the dynamic pressure at flutter predicted by CAPTSDv
is much higher than experimental data, the shape of the flutter boundary agrees well, and
the frequency at flutter, shown in Figure 2.12b, agrees well in all three cases.
Interpretation of stability for most cases was simple, as responses appeared similar to
those shown in Figure 2.9b for Mach 0.60, where the response at q = 216.0 psf is stable and
the response at q = 220.0 psf diverges. However, for many cases at Mach 0.92, the growth
or decay of the response envelope is not monotonic. This is indicated in Figure 2.11 as an
inconclusive response. A typical example of such responses is given in Figure 2.13. From the
wingtip midchord heave and pitch shown in Figure 2.13a, one can see that the amplitude
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Figure 2.13: Inconclusive response (CAPTSDv) at Mach 0.92, q = 90.0 psf: (a) wingtip midchord
pitch and heave; (b) wavelet transform of the wingtip midchord pitch and heave velocity with the
frequencies of the structural modes superimposed (see Table 2.2).
of oscillations slowly decayed for around 9 s before becoming re-excited and decaying again.
To gain a better understanding of what caused this behavior, wavelet transforms of the
pitch and heave velocities are shown in Figure 2.13b. Velocities were considered so that
the low-frequency component of the displacements due to the slowly varying offset would not
“overwhelm” the higher-frequency components of interest. The wavelet transforms show that
when the system was re-excited, the heave response was mostly confined to 9.6 Hz, which is
near the flutter frequency observed in the transonic region. The same frequency dominated
over a similar duration of the pitch response; however, re-excitation of the system coincides
with the triggering of a higher-frequency aeroelastic mode, near 28.8 Hz. The relation between
these two frequencies (3:1) makes it difficult to determine whether two separate aeroelastic
modes, one localized to torsion, were excited or if it was the result of an internal resonance due
to nonlinearities in the flow. In several cases this behavior repeated itself over the duration
of the simulation. It is expected that, provided enough time is simulated, all of the cases at
Mach 0.92 that have been classified as “Inconclusive” will exhibit such periodic bursts.
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Figure 2.14: Large-amplitude LCO developing at Mach 0.90, q = 114.0 psf: (a) wingtip-midchord
pitch and heave; (b) wavelet transform of the wingtip midchord pitch and heave velocity with the
frequencies of the structural modes superimposed as dashed red lines (see Table 2.2).
Lee et al. (2005) proved that 3:1 internal resonance occurred between pitch and heave
modes of a two-DOF airfoil with stiffness nonlinearities in quasi-steady flow when the wing
was captured into LCO. In that work, it was the heave mode that responded at a frequency
three times that of the pitch mode, whereas the higher frequency was detected in the pitch
in Figure 2.13.
In addition to the inconclusive cases, there are four cases at Mach 0.90 that have been
labeled “LCO”, although they lie beyond the flutter boundary. Responses from one of those
four cases are shown in Figure 2.14. The physical response began as if it would diverge;
however, after some time, growth of the oscillation amplitude slowed and approached a steady
state. The wavelet transform of the heave velocity showed that the response was of a single
frequency, 8.7 Hz, but the pitch response comprised three frequency components: 8.7, 17.4,
and 26.1 Hz. The higher-frequency components are, within the accuracy of the wavelet
transform, exactly two and three times the lowest component. This suggests the presence of
strongly nonlinear dynamics, which could support the case that this is a true LCO. It may also
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be that the two unstable cases at dynamic pressures lower than the LCO cases (q = 102.0 and
106.0 psf) would grow into LCO, given enough time. Although there is evidence to support
that this is a physics-based event and not due to the algorithm, it does not make sense to
find an LCO beyond the flutter boundary.
2.2.2 UNS3D/AE Results
Transonic aeroelastic responses and stability of the GTW were also studied using the
high-fidelity solver, UNS3D/AE, for Mach numbers ranging from 0.75 to 0.93. Results from
simulations of the GTW in air, with an angle of attack of 0.6◦, were compared to published
results, computational and experimental, from Edwards et al. (2009). Furthermore, a more
detailed analysis and comparison of the two start-up procedures to a more realistic wind-
tunnel flight profile will be presented. Due to the high computational cost of simulations
using UNS3D/AE, the number of cases examined was limited in comparison to the cases
studied using CAPTSDv. Nonetheless, a sufficiently diverse set of cases has been identified
to validate the high-fidelity results with experimental data.
All of the high-fidelity simulations using UNS3D/AE were conducted by Prof. Paul G. A.
Cizmas and his research group, including Mr. Raymond L. Fontenot, at Texas A&M Univer-
sity, College Station, Texas.
Comparison of Start-Up Procedures
To compare the initialized- and uninitialized-displacement start-up schemes, a limited
number of simulations were conducted using each for the same conditions (Mach number
and dynamic pressure). The cases that were considered were close to the stability boundary
at their respective Mach numbers; thus, the amplitudes of the responses to both start-up
procedures were expected to be nearly constant, but not the same.
The first example simulated the response of the clean GTW at Mach 0.85 and q = 85.0 psf;
the uninitialized and initialized cases are shown in Figures 2.15a and b, respectively. From
the uninitialized response it is clear that this case lies just beyond the stability boundary
at Mach 0.85, as the amplitude of the wingtip-midchord heave and pitch both grew slowly
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Figure 2.15: Wingtip-midchord response (UNS3D/AE) at Mach 0.85, q = 85.0 psf using the (a)
uninitialized-deformation and (b) initialized-deformation (∆q = 1.0 psf) start-up procedures; note
that the vertical scales are different.
over the entire response. Furthermore, the response appears to be of a single frequency,
approximately 7.6 Hz (this will be examined more closely for other cases), and have heave
and pitch offsets of approximately 0.08 m and -0.04 rad, respectively.
The response with the initialized start-up scheme, Figure 2.15b, followed a 1.0 psf per-
turbation of the dynamic pressure at 0.5 s (indicated in the plot by ∆q). As expected, the
pitch- and heave-amplitude offsets are similar to those of the uninitialized case, and the fre-
quency of the response is 7.7 Hz, slightly higher than in the uninitialized case. It should
also be noted that the amplitude of the initialized response (both heave and pitch) indicates
no appreciable growth or decay. This, along with the frequency of the response, slightly
contradicts the uninitialized case. An explanation can be found by examining the resultant
aerodynamic loads at the midchord of the midspan of the GTW, which are shown in Fig-
ure 2.16. When the displacement was initialized, the aerodynamic loads reached a harmonic
steady state with small oscillations in the force and moment. During this time, shock waves
that remained nearly stationary could be observed on the upper and lower surfaces of the
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Figure 2.16: The resultant normal force, F , and bending moment about the spanwise direction,
Mx, at the midchord of the midspan due to aerodynamic loads in the UNS3D/AE simulation at Mach
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Figure 2.17: Shock waves predicted by UNS3D/AE with uninitialized deformation at Mach 0.85,
q = 85.0 psf on the upper and lower surfaces of the GTW at their most intense state; these states are
out of phase with one another.
wing. In the uninitialized case, the shock waves were significantly larger and developed and
decayed completely within each cycle due to the large oscillations of the wing. The shock
waves on the upper and lower surfaces at their most intense states are depicted in Figure 2.17.
Note that the states shown exist out of phase with one another; i.e., when the shock wave
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is fully developed on the upper surface, there is little or no shock wave on the lower surface,
and vice versa. The variation in loads caused by the development and decay of shock waves
on the upper and lower surfaces results in the non-harmonic aerodynamic loads shown in
Figure 2.16a.
A third scenario was considered for the case of Mach 0.85, q = 85.0 psf, in which a wind-
tunnel flight profile was simulated. The profile, which is given in detail in Table 2.3, was
designed to more closely replicate the conditions that the GTW would experience in a wind
tunnel, beginning with zero free-stream velocity, followed by a ramp up to the conditions of
interest. To approximate this scenario in simulation, the conditions were varied in finite steps,
once per second for the first five seconds, and then once every 0.5 s up to 10.0 s when Mach
0.85 and q = 85.0 psf were reached. The response for each of the three cases— uninitialized,
initialized, and wind-tunnel profile—are shown together in Figure 2.18a. At each increment of
conditions in the wind-tunnel flight profile, the wing was excited and then decayed to steady
state or, as the time between increments decreased, nearly steady state. Over the entire
response, the amplitude of the oscillations remained much closer to the amplitudes observed
from the initialized-start-up scheme than to those from the uninitialized-start-up scheme.
This is to be expected because the initialized-displacement start-up procedure was designed
to mimic a situation in which the GTW is at a steady state without any oscillations, followed
by some small change in the dynamic pressure. By considering only the final increment listed
in Table 2.3 and that the oscillations immediately prior to 10.0 s were small, the conditions
beginning with the final increment are nearly identical to the conditions using the initialized
start-up procedure with ∆q = 4.7 psf, the only exception being the lack of a change in the
Mach number.
The response at the midchord of the wingtip following the final increment in flow condi-
tions is shown with the initialized-displacement response with ∆q = 1.0 psf in Figure 2.18b.
The amplitude of the oscillations in the wind-tunnel profile response was approximately an or-
der of magnitude larger than the initialized response, which is likely due to the larger ∆q and
the change in Mach number. With the exception of the difference in oscillation amplitudes
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Figure 2.18: Comparison of the wingtip-midchord responses (UNS3D/AE) to a wind-tunnel flight
profile (see Table 2.3) to responses at Mach 0.85, q = 85.0 psf using uninitialized- and initialized-
deformation schemes: (a) compares the entire response for each case; (b) compares the initialized-
deformation response after ∆q = 1.0 psf was applied (0.5 s) to the wind tunnel-profile response after
the last increment in conditions (10.0 s).
and the presence of higher-frequency components in the first few periods of the pitch response,
the dominant frequency and the qualitative responses are the same in both cases. These re-
sults provide a good indication that the conditions created by the initialized-displacement
start-up procedure are reasonably close to those found with wind-tunnel conditions.
Responses following the two start-up schemes were also compared for Mach 0.89, q =
65.0 psf, which is near the flutter boundary for the clean GTW. The resulting wingtip-
midchord response for both scenarios is shown in Figure 2.19. Due to the short length
of the initialized response, it is difficult to determine whether the amplitude of the oscillation
grows as it did in the uninitialized response. For the same reason, it is difficult to estimate the
frequency of the response; nonetheless, from the last two periods of the initialized response,
the frequency was estimated to be 7.0 Hz, compared to 6.9 Hz in the uninitialized case. The
difference is the same as was observed at Mach 0.85 and can be attributed to the large shock
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Figure 2.19: Wingtip-midchord response (UNS3D/AE) at Mach 0.89, q = 65.0 psf using the (a)
uninitialized-deformation and (b) initialized-deformation (∆q = 1.0 psf) start-up procedures; note
that the vertical scales are different.
waves that appear on the upper and lower surfaces of the wing, out of phase with one another.
Qualitatively, this case is very similar to the one at Mach 0.85, with the exception being a
more prominent and longer lasting higher-frequency component of the pitch response in the
initialized response. This is indicative of increased participation by a torsion mode, and will
be discussed further in the next section.
Comparison of the uninitialized- and initialized-displacement start-up procedures using
the high-fidelity solver, UNS3D/AE, has shown that the natures of the responses are differ-
ent due to the differences in the shock waves that develop. It was demonstrated that the
initialized-deformation procedure more closely replicates wind-tunnel conditions by compar-
ing it to a simulation approximating the conditions of a wind-tunnel test, beginning with zero
flow and ending at some desired condition. It follows that the uninitialized startup may be
considered a worst-case scenario and the initialized startup an approximation of wind-tunnel
conditions.
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Figure 2.20: Summary of clean-wingtip configuration simulations using uninitialized-deformation
start-up procedure with UNS3D/AE.
Stability Boundary and Notable Cases
Using the high-fidelity solver, UNS3D/AE, a series of simulations with the uninitialized-
deformation start-up procedure were carried out for the GTW in its clean-wingtip configura-
tion. Simulations ranged from Mach 0.75 to 0.93, with increased resolution in the vicinity of
the transonic dip. Due to the large computational expense associated with each simulation,
efforts were made to bracket the stability boundary at each Mach number rather than locate
the neutrally stable case. Figure 2.20 shows a map of the simulated cases and their stability,
and Figure 2.21 compares the dynamic pressures and frequency at flutter to results published
by Edwards et al. (2009). Although UNS3D/AE predicts that the bottom of the transonic dip
is at a slightly higher Mach number than published experimental results, it predicts a dynamic
pressure at flutter that matched very well. Flutter frequencies predicted by UNS3D/AE also
match closely the two available data points for experimental flutter frequency.
A majority of the cases simulated could be categorized as typical stable or unstable
responses similar to the examples given in Figure 2.22, however two cases have been identified
as atypical and will be discussed here. The first such response occurred at Mach 0.75,
q = 160.0 psf, and is characterized as “undetermined” in Figure 2.20. When the estimated
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Figure 2.21: Comparison of (a) dynamic pressure and (b) and frequency at flutter predicted in
this study using UNS3D/AE to computational and experimental results from Edwards (2008) and
Edwards et al. (2009).
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Figure 2.22: Typical clean-wing (a) stable and (b) unstable responses at the wingtip midchord,
predicted using UNS3D/AE.
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Figure 2.23: Atypical wingtip midchord response from simulations with UNS3D/AE at Mach 0.75,
q = 160.0 psf showing (a) a steadily growing envelope followed by a rapid contraction and (b) the
wavelet transforms of the heave and pitch velocities.
stability boundary from the other cases is projected out to Mach 0.75, it is anticipated that
this case will be unstable. Initially, the response, which is shown in Figure 2.23a, supports
this expectation with a growing oscillation amplitude. However, after approximately two
seconds of simulated time, the envelope rapidly contracted. The wavelet transform of the
pitch velocity in Figure 2.23b indicates the presence of two prominent frequency components
at a ratio of 2:1 during the portion of the response with the largest-amplitude oscillations.
This type of feature has been observed and discussed in results from CAPTSDv, and is likely
due to the strong nonlinearities that develop in the flow over the wing during large-amplitude
oscillations. It does not, however, explain why the envelope enclosing the oscillations suddenly
contracted; this case should be simulated for a longer duration and with the initialized-
deformation start-up procedure if an explanation is required.
Another atypical response simulated using UNS3D/AE considered the GTW in Mach
0.93, q = 105 psf flow, and is shown in Figure 2.24a. Examining only the wingtip-midchord
heave might suggest that the GTW is stable in this flow; however, as the heave oscillation
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Figure 2.24: Atypical wingtip midchord response from simulations with UNS3D/AE at Mach 0.93,
q = 105.0 psf showing (a) decaying wingtip heave coincident with apparent torsional instability and
(b) the wavelet transforms of the heave and pitch velocities.
decayed, a higher-frequency pitch oscillation grew. The wavelet transforms of the heave and
pitch velocities are displayed in Figure 2.24b and show that the higher-frequency component
was nearly identical to the frequency of the first torsion mode of the wing. This frequency
relation to the structural mode is not proof that the unstable aeroelastic mode is torsional,
but the prominence of the high-frequency component in the pitch response coupled with its
relatively subtle presence in the heave response suggests that it is the likely explanation.
This case appears “off the chart” in the map of flutter frequencies shown in Figure 2.21b and
indicates a transition in the critical aerodynamic mode from one dominated by bending to
one dominated by torsion. There is some experimental indication that this does indeed occur,
as video from Edwards’ wind-tunnel experiments (Edwards et al., 2009) captured torsional
buzz at Mach numbers near 0.91
In summary, the majority of clean-wing GTW simulations using UNS3D/AE could be
categorized as typical, meaning that they were either stable or unstable in an aeroelastic mode
that was primarily bending. Atypical cases included one with a period of growing oscillations
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Figure 2.25: Comparison of (a) dynamic pressure and (b) frequency at flutter predicted in this study
using CAPTSDv and UNS3D/AE.
followed by decay, and another which was unstable in a primarily torsional aeroelastic mode.
In general, and especially at Mach numbers below the experimental transonic dip, UNS3D/AE
predicted a conservative stability boundary that was close to the available experimental data.
2.2.3 Comparison of CAPTSDv and UNS3D/AE Results
To better understand how the medium- and high-fidelity aeroelastic predictions are sim-
ilar and different, and to establish that CAPTSDv is acceptable for NES design purposes,
we present a brief comparison of results from CAPTSDv and UNS3D/AE for the clean-
configuration GTW. First, the flutter boundaries predicted by each model will be discussed,
and then individual responses will be considered for one case inside the transonic dip and
one outside.
Figure 2.25 shows the flutter boundary, in terms of dynamic pressure and frequency,
predicted using each model, and may be regarded as a global comparison. Stability boundaries
predicted using CAPTSDv were consistently not conservative while those from UNS3D/AE
were, but the shapes of the boundaries from both models agreed quite well. In terms of
dynamic pressure, CAPTSDv predicted a stability boundary that was 40 to 45 psf higher
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Figure 2.26: Comparison of predicted wingtip-midchord responses using UNS3D/AE and CAPTSDv
at Mach 0.85, q = 85.0 psf for (a) uninitialized displacement and (b) initialized displacement.
than that of UNS3D/AE, and 1.5 to 2.0 Hz higher in terms of frequency. Furthermore, both
models predict that the bottom of the transonic dip is near Mach 0.91.
In order for CAPTSDv to be used in the NES design, it must predict responses that are
similar to those of UNS3D/AE. To this end, we examine the wingtip-midchord response
predicted by each model at Mach 0.85, q = 85.0 psf for both start-up procedures; Fig-
ures 2.26a and b show the uninitialized and initialized responses, respectively. This case lies
near the stability boundary predicted by UNS3D/AE and well below the boundary predicted
by CAPTSDv. As a result, the CAPTSDv responses decay quickly while the UNS3D/AE re-
sponses maintain a nearly uniform amplitude. Nonetheless, it is clear from Figure 2.26a that
the frequency of the CAPTSDv response is approximately 0.5 Hz less than the UNS3D/AE
response and both result in similar non-zero offsets. The amplitudes are of similar order
in both cases, but little else can be said because of the difference in decay rates. When
the initialized case is considered, we can see that the heave offsets predicted by each solver
differ by approximately 6 mm (∼8%) and the pitch offset by 0.01 rad (∼20%). This is sig-
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Figure 2.27: Comparison of predicted wingtip-midchord responses using UNS3D/AE and CAPTSDv
at Mach 0.89, q = 65.0 psf for (a) uninitialized displacement and (b) initialized displacement.
nificant because both aeroelastic solvers use the same structural model, so any difference in
deflections must be due to differences in the aerodynamic loads. Thus, in an approximate
sense, UNS3D/AE predicts a larger lifting force and smaller leading-edge-down moment than
CAPTSDv in this case. Despite the differences, mostly in decay rate, the initialized responses
predicted by each model contain similar frequencies and oscillation amplitudes.
Many of the same comments can be made for the case at Mach 0.89, q = 65.0 psf, which
is shown in Figure 2.27. For the initialized response, CAPTSDv predicts a response with
a primary frequency of approximately 6.6 Hz compared to 6.9 Hz by UNS3D/AE, and both
predict a higher-frequency component in the pitch response that decays relatively quickly.
The main difference between this case and the previous example can be seen most clearly in
the initialized response, Figure 2.27b. Similar to before, UNS3D/AE predicts a pitch offset
that is nearly 0.1 rad (approaching 20%) less than CAPTSDv — opposite the result from
Mach 0.85. The heave offsets, however, have nearly the same relation as in the previous case,
as UNS3D/AE predicts an offset approximately 7 mm (∼10%) greater than CAPTSDv. The
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wingtip-midchord-pitch offsets predicted by UNS3D/AE changed very little along the flutter
boundary, from Mach 0.85 to 0.89, whereas CAPTSDv predicted a change from -0.050 rad to
-0.035 rad over the same range of conditions. This indicates that the predicted aerodynamic
normal force on the GTW under nearly steady conditions was similar for both solvers, but
the moment about the spanwise axis was not.
In summary, solutions from the medium- and high-fidelity aeroelastic solvers are qual-
itatively similar in most cases. For a given start-up procedure and flow condition within
the range of those considered in this study, one can expect to observe nearly the same am-
plitude and frequency of oscillations in the response. However, CAPTSDv tends to be less
conservative in its prediction of stability. This can be observed in physical responses and in
the dynamic pressure at flutter predicted by each model, as the flutter boundary predicted
using CAPTSDv appears almost as if it is a translation of the UNS3D/AE boundary. Al-
though this comparison has identified several quantitative and a few qualitative differences,
the medium-fidelity solver, CAPTSDv, is still well suited as a primary tool for designing an
NES. Due to the essentially nonlinear stiffness of the NES, the device is broadband in nature,
so that small changes in predicted frequency and amplitude of oscillations of the GTW will
not destroy the effectiveness of the device.
2.3 Simulations With an NES
This section will report on simulations of the GTW with a rotary or translational NES
(see Section 2.1.2 for detailed descriptions). The effectiveness and shortcomings of the rotary
NES will be discussed first, followed by a thorough examination of the translational NES,
including definitions of aeroelastic suppression modes and a parametric design of the device.
High-fidelity results from UNS3D/AE will be used to support the CAPTSDv predictions, and
the effectiveness of an experimental winglet-mounted NES will be examined in an aeroelastic
study using CAPTSDv.
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2.3.1 Rotary NES
A rotary NES design for mitigation of transonic aeroelastic instabilities of the GTW was
initially sought for its inherent compactness and as a natural progression from Hubbard et al.
(2010). Since a rotary NES would be pinned to the wingtip where it is allowed to pivot, only
enough space to allow the mass to rotate would be necessary. This is an attractive feature, as
any physical realization of the device would have to fit within a compact winglet. An obvious
drawback, however, is the number of design parameters, five, not including chordwise position,
compared to three for the translational NES.
In the initial stages of the design process we attempted to study only the effects of the
rotary NES on the aeroelastic response of the GTW with the goal of identifying ranges of
the design parameters within which the most suitable design could be expected. Stability
enhancement of the GTW at Mach 0.89 was targeted because it is firmly within the transonic
region and it is a low enough Mach number that CAPTSDv was still reliable. However, this
task proved to be rather difficult since most of the designs studied had a destabilizing effect
on the aeroelastic response of the GTW. An explanation for this can be found by examining
how the rotary NES interacts with the aeroelastic mode, which is similar to the first bending
mode of the GTW; i.e., as the wingtip deflects upward, it twists slightly with the leading
edge down. Now consider a rotary NES attached to the wingtip of the GTW with its center
of mass forward of the attachment point. As the wingtip deflects up, the NES rotates so that
its center of mass moves down with respect to the wingtip. If the center of mass is upstream
from the attachment point, the relative motion of the NES will result in a coupling moment
applied to the wing that increases the twist (i.e., increases the wingtip pitch). In turn, the
increased pitch allows for more energy to be transferred into the wing from the flow, replacing
any energy that may have been removed by the NES. However, if the NES center of mass is
aft of the attachment point, the coupling moment will be such that it opposes the twist of
the aeroelastic mode.
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m 0.213 kg
I 2.2× 10−4 kgm2
x¯ 0.020 m
c 0.003 Ns/rad
k3 131.1 N/rad
3
Table 2.4: Parameters of a rotary NES attached at the three-quarter chord of the wingtip, with its
center of mass aft of the attachment point.
Although it remained difficult to find parameters for a rotary NES that would enhance the
aeroelastic stability of the GTW, the system described in Table 2.4 proved to be somewhat
effective. It was determined that the NES became more effective as it was moved toward the
trailing edge of the wingtip in simulations; however, the attachment location was restricted
to the region of the wingtip between the quarter chord and the three-quarter chord due to
physical limitations. Thus, the most effective design was attached at the three-quarter chord.
Figure 2.28 compares the response of the clean GTW to the GTW with a rotary NES with its
center of mass fore and aft of the attachment point at Mach 0.89, q = 112.0 psf, an unstable
case without an NES. It shows that the center of mass-fore NES destabilized the response
such that the amplitude grew more quickly than in the clean-GTW case, while the center of
mass-aft NES limited the amplitude of the response, but was not able to eliminate oscillations
completely.
In addition to stabilizing the aeroelastic instabilities, it is also desirable that any NES
design does not slow the convergence of a stable solution; i.e., if the oscillations of a given
response decay at some rate, β, without an NES, then it should decay at a rate equal to or
greater than β with an NES. Furthermore, for conditions which lead to an unstable response
with or without an NES, the NES should not increase the rate at which the response diverges.
For the rotary NES, we take these design goals into consideration while examining Figure 2.29,
which compares the response of the clean GTW to the GTW with the center of mass-aft NES
for dynamic pressures below and above the dynamic pressure at flutter for Mach 0.89, which
is slightly less than 108.0 psf. At the lowest dynamic pressure, q = 104.0 psf, the response of
the clean GTW is stable (i.e., it decays), but when the NES is introduced, the oscillations
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Figure 2.28: Responses of the GTW with a rotary NES (RNES) attached at the three-quarter chord
at Mach 0.89, q = 112.0 psf; the effectiveness of a rotary NES with its center of mass forward of the
attachment point is compared to that of the same device with its center of mass aft of the attachment
point.
grow until they reach some limiting modulated oscillation. After a long period of time, the
slow modulation decays, leaving a low-amplitude LCO. Although the clean GTW is unstable
in Figure 2.29b (q = 108.0 psf), and the NES limits the growth of the oscillations, after a long
time this response also settles into a low-amplitude LCO. The same is true at q = 112.0 psf.
A low-amplitude LCO is certainly a better outcome than an unstable response; however, it is
not desirable to take a stable case to LCO by adding a rotary NES. Furthermore, the rotary
NES was not able to improve the situation in Figure 2.29d; on the contrary, it caused the
response to diverge more quickly than it did for the clean GTW. This is another undesirable
outcome and potentially dangerous, as the transition from low-amplitude LCO to a quickly
diverging response appears to occur over a short range of dynamic pressures (between 112.0
and 116.0 psf).
From the results discussed here, the rotary NES is not likely to provide the desired
aeroelastic stability enhancement for the GTW. While it was noteworthy that a rotary NES
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Figure 2.29: Responses at Mach 0.89 of the GTW with a rotary, center of mass-aft NES (parameters
in Table 2.4) compared to the clean GTW.
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was able to prevent divergent responses in some previously unstable cases, it was not able to
completely eliminate instability in any case. Furthermore, and perhaps more importantly, it
increased the divergence rate for some cases that were unstable without an NES. It should be
considered, however, that these statements are based upon relatively little data in comparison
to the potential parametric design space of the device, and that they apply to a rotary NES
with eccentric center of mass. Many of the undesirable characteristics of this type of NES
may relate to its built-in coupling between translation and rotation and how it interacts with
a primary structure that has coupled pitch and heave. It follows that a rotary NES without
an eccentric mass is likely to find applications where rotations are dominant, or perhaps in
addition to other NES types.
2.3.2 Translational NES
The translational NES was studied using the same approach that was described for the
rotary NES. First, the effects of different translational NES parameters on the response of
the GTW were studied to locate a region in the parameter space over which the NES could
be expected to be effective. As before, cases at Mach 0.89, where CAPTSDv predicts that
the clean GTW becomes unstable near 107.0 psf, were established as targets for stability
enhancement. This task was immediately more productive for the translational NES than it
was for the rotary NES, as nearly every design that was simulated resulted in some stability
enhancement. Thus, it was established early on that the translational NES design was far
more robust than the rotary NES design for this application.
Before moving forward in the design process, we sought to reduce the number of design
parameters. The translational NES is defined by four parameters: mass, viscous damping
coefficient, cubic stiffness coefficient, and the chordwise wingtip position of the GTW at
which it is attached. The attachment position is the easiest of the parameters to examine
independently and the only one that isn’t likely to be coupled to the others. Several NES
designs (mass, damping, and stiffness) were simulated while attached to the quarter-, mid-,
and three-quarter chord of the wingtip, respectively. The responses of one of the NES designs
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Figure 2.30: Comparison of the wingtip midchord heave and pitch at Mach 0.89, q = 112.0 psf with
a translational NES attached at the wingtip 1/4 chord, 1/2 chord, and 3/4 chord.
attached at each location are compared in Figure 2.30 for Mach 0.89, q = 112.0 psf, an
unstable case for the clean GTW. These and other results led to the conclusion that the
translational NES is most effective when it is moved forward on the wingtip, opposite of
the conclusion found for the rotary NES. Intermediate positions and positions forward of
the quarter chord were not considered, so we cannot speculate on the optimal position.
Nonetheless, this information reduces the design parameter space from four dimensions to
three.
Suppression Modes and Parametric Design
The parameters of the first translational NES that was studied were based upon the
parameters of the rotary NES that resulted in the best stabilization (Table 2.4). The mass,
0.213 kg, was unchanged and the damping and cubic stiffness coefficients were selected to
match the frequency (as a function of time) and the decay rate of the transient response of the
rotary NES. The result was a translational NES with c = 3.0 Ns/m and k2 = 3.4×108 N/m3,
attached at the three-quarter chord (eventually it was moved to the quarter chord per the
previous discussion). A stabilizing effect was observed for this and all other systems with
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S
ta
ge
1 m = 0.1000, 0.1275, 0.1550, 0.1825, 0.2100
c = 0.50, 1.25, 2.00, 2.75, 3.50
k3 = 10
5, 106, 107, 108, 109
S
ta
ge
2 m = 0.1000, 0.1250, 0.1500, 0.1750, 0.2000
c = 2.00, 2.75, 3.50, 4.25, 5.00
k3 = 10
10, 1011
S
ta
ge
3 m = 0.1500
c = 3.00, 3.50, 4.00, 4.50, 5.00, 5.50, 6.00
k3 = 5× 108, 1× 109, 5× 109, 1× 1010, 5× 1010
Table 2.5: At each stage, all permutations of NES parameters were simulated at Mach 0.89, q =
120.0 psf.
similar parameters, including several with less mass, so it was selected as the nominal center—
with the exception of the mass which was centered around 0.150 kg— of a range over which
the NES would be optimized. This optimization was not a search for a local extreme in a
systematic way; instead, it refers to a parametric study of the design space, seeking regions of
high qualitative effectiveness. This approach was selected for several reasons: first, as results
will show, it is difficult to assign a strictly quantitative value to the effectiveness of the NES;
second, we had no a priori knowledge of the topology of the design space, and thus, no way of
knowing if the space contained many extrema; third, a gradient-based optimizer would have
been a likely choice, but this would have been less efficient than simulating many cases in
parallel; and, finally, having some idea of the effectiveness of the NES over the entire design
space provides a good understanding of the design robustness.
The parametric design was performed in three stages and evaluated the NES based upon
the initialized (∆q = 1.0 psf) response at Mach 0.89, q = 120.0 psf, when it was attached at
the quarter chord of the GTW wingtip. In the first stage, 125 different NES designs were
simulated, one for each permutation of the parameters listed in Table 2.5. The second and
third stages, also listed in the table, consisted of 50 and 35 simulations, respectively. Each
response was classified as one of four suppression modes: no suppression, partial suppression
(1), partial suppression (2), and complete suppression. The suppression mechanisms used in
this study are the same three identified by Lee et al. (2007b) for a nonlinear, two-degree-
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Figure 2.31: Typical examples of flutter-suppression modes identified for a translational NES at-
tached to the NES at the wingtip, quarter chord: (a) complete suppression; (b) and (c) partial
suppression; (d) no suppression.
of-freedom airfoil model with an NES used to suppress LCO. Only one of the suppression
mechanisms identified in that study, repeated burst out and suppression, was not recovered in
simulations of the GTW with a translational NES. Examples of each are shown in Figure 2.31,
superimposed upon the clean GTW response for the same conditions when available.
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Figure 2.32: Wingtip and NES response for a typical case of complete suppression: (a) physical
displacements; (b) wavelet transforms of the velocities of the responses shown in (a).
A typical example of complete suppression is shown in Figure 2.32, including the response
of the NES. This is the most desirable outcome, as the instability is completely eliminated
by the action of the NES. Although some of the features may change from one case to
another, each complete-suppression case is characterized by a brief initial period in which
the NES engages in internal resonance, typically 1:1, with the unstable aeroelastic mode,
without exception. It is during this transient resonance capture (TRC), which is indicated in
Figure 2.32a, that targeted energy transfer (TET) takes place between the wing and the NES.
In the example given in the figure, TRC is brief, lasting no more than 0.3 s, but this depends
on the frequency and amplitude (energy) of the wingtip oscillations. Escape from 1:1 TRC
tends to be abrupt in most cases and is accompanied by a rapid decrease in the amplitude of
NES oscillations which signals the end of TET. If sufficient energy remains in the system, the
NES may enter into low-energy permanent resonance capture (PRC) which is not an effective
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mechanism for TET. Wavelet transforms of the wingtip heave and pitch velocities and the
relative NES velocities are shown in Figure 2.32b, clearly depicting the period of 1:1 TRC
beginning shortly after the response was initiated and ending near 0.3 s. Typically, it has
also been observed that the wingtip pitch is excited at a frequency approximately three times
the flutter frequency as the NES reaches its maximum relative displacement. It is likely that
this can be attributed to 3:1 superharmonic resonance due to the cubic nonlinearity of the
NES, and it is unclear whether this plays any role in the effectiveness of the NES.
Examples of two different forms of partial suppression are given in Figure 2.33; the first is
shown in Figures 2.33a and b and appears to be identical to the partial-suppression mechanism
described by Lee et al. (2007b), and the second is shown in Figures 2.33c and d. In both cases
the initial response is the same as that observed with complete suppression: 1:1 TRC between
the NES and the unstable aerodynamic mode, leading to a rapid decay in the oscillation
amplitude. However, upon escape from TRC, the amplitude of the oscillations began to grow
again, leading to the features that differentiate the two forms of partial suppression. Partial
suppression (1) is indicated when the oscillations grow to a constant, non-zero amplitude and
remain there, while partial suppression (2) is indicated when the oscillations reach a limiting
amplitude, but continue to vary at a frequency that is much lower than the oscillation, as
in Figure 2.33c. There is some evidence to suggest that the slowly varying amplitude of
second partial-suppression response will eventually reach a constant value, meaning that
both types of partial suppression are the same, but this has not been proven. However,
Figure 2.33a and c show that amplitude reduction is accompanied by increased participation
of a higher-frequency pitch oscillation and amplitude growth occurs when the high-frequency
pitch participation is reduced. This may indicate that partial suppression (2) is due to
dynamics that are different from partial suppression (1), and not the result of a slowly
decaying transient.
Each simulated response from the parametric study was characterized as one of the four
suppression modes and plotted in the maps shown in Figure 2.34, where simulations with
similar masses have been combined into a single plot.
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Figure 2.33: Wingtip and NES response for a typical cases of partial suppression: (a), (c) physical
displacements; (b), (d) wavelet transforms of the velocities of the responses shown in (a) and (c),
respectively.
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Figure 2.34: Results of a parametric study for a translational NES attached to the GTW at the
wingtip quarter chord at Mach 0.89, q = 120.0 psf (initialized, ∆q = 1.0 psf); symbols indicate the
suppression mode, and the size of the symbols for complete and partial (1) suppression is inversely
related to the amplitude of the wingtip midchord heave after 5 s of simulated response.
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Furthermore, the peak-to-peak amplitude of the oscillation was measured after five sec-
onds for cases categorized as complete or partial (1) suppression. This size of the square
symbols gives an indication of the inverse of the relative oscillation amplitude of the response
after five seconds; i.e., larger square symbols indicate a more effective or faster reduction
in oscillation amplitude. The same was not done for partial suppression (2) because the
modulated amplitude could cause misleading results.
Recall that the simulations were performed at Mach 0.89, q = 120.0 psf, approximately
13 psf beyond the flutter boundary for the clean GTW. The parametric study indicates that
only when the stiffness becomes too large or when the combination of stiffness and damping
becomes too small will the NES not prevent the response from diverging. The majority of
the cases with no suppression appeared in a well defined region in which the cubic stiffness
coefficient was greater than 1010 N/m3, which was often adjacent to the complete suppression
cases. With the exception of the relatively abrupt transition from complete suppression to
no suppression for large stiffnesses, the topology of the remaining parameter space appears
rather smooth, with predictable transitions from most effective to least effective, both in
terms of suppression modes and oscillation amplitudes.
The parametric study focused on a design with a mass of 0.150 kg, because this was
the smallest mass for which a broad region of complete suppression was observed, and, this
being an aerospace application, it was desirable to limit the mass. Figure 2.34c maps all
of the responses for m = 0.150 and 0.155 kg, and indicates complete suppression when c ∈
[3.0, 6.0] Ns/m and k3 ∈ [5× 108, 1010] N/m3. It also shows that the most efficient complete-
suppression cases occur for k3 ∈ [1× 109, 5× 109] N/m3, which means that the most effective
design is not adjacent to a design for which no suppression is observed. Furthermore, while
damping is absolutely necessary for the NES to be effective, it is only important that it not be
so little that the NES cannot dissipate the energy that it captures from the primary system,
or so large that sufficient relative velocities are inhibited, thus preventing resonance capture.
The map of responses suggests that the damping should be greater than 3.0 Ns/m, but it
does not capture a case in which the damping was too large.
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m 0.150 kg
c 4.5 Ns/rad
k3 1.0× 109 N/m3
Table 2.6: Parameters of the translational NES attached at the wingtip quarter chord.
It is important to point out that although none of the low-mass designs completely sup-
pressed the instability at Mach 0.89, q = 120.0 psf, it is likely that they would provide
complete suppression at a lower dynamic pressure. These results certainly do not indicate
that a mass less than 0.150 kg cannot be used to mitigate aeroelastic instabilities, only that
a larger mass is likely to have a more significant effect. Also, Figure 2.34 indicates that the
wingtip oscillation amplitude after 5 s of simulation is smaller in some partial-suppression
(1) cases than it was in complete-suppression cases. While partial suppression may be an
acceptable outcome since the steady-state oscillation amplitude is very small, later analysis
will show that it should never be considered comparable to complete suppression.
Following the previous results, the NES was designed with the parameters listed in Ta-
ble 2.6. The cubic stiffness coefficient selected was on the lower-stiffness side of the complete-
suppression region of Figure 2.34c to enhance design robustness by avoiding the transition
from complete suppression to no suppression for k3 > 10
10 N/m3. Subsequent analysis will
show, however, that this may not be critical, as partial suppression may become no suppres-
sion for different initial conditions. The viscous-damping coefficient was selected to be close
to the center of the complete-suppression region so that the experimental design could be
afforded as much flexibility as possible without damaging its effectiveness.
Analysis of the Translational NES Design
Having selected for the NES the parameters given in Table 2.6, we performed a study of its
effects on the GTW similar to that which was performed for the clean-wing configurations.
Like the parametric study, this analysis was conducted using CAPTSDv, with supporting
high-fidelity computations to be presented later.
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Figure 2.35: Comparison of (a) dynamic pressure and (b) frequency at flutter predicted for the
GTW in its clean configuration and with a locked, 0.150 kg NES using CAPTSDv.
The first step that was taken to analyze the effects of the NES was to map the stability
boundary of the GTW with the NES locked. This provides another basis for comparison
(in addition to the clean-wing GTW) when determining the NES effectiveness and gives an
indication of how the wing might be affected in the event of a mechanical failure of the
NES. In total, 107 cases were simulated at Mach numbers 0.60 to 0.80 in increments of 0.05;
at 0.83; and at 0.85 to 0.91 in increments of 0.01. The initialized-displacement start-up
scheme with ∆q = 1.0 psf was used in each case. The results are mapped and compared to
results for the clean wing for dynamic pressure and frequency of flutter in Figure 2.35. The
dynamic pressure at flutter was mostly unchanged by the added mass of the locked NES,
especially at lower Mach numbers; at higher Mach numbers the additional mass caused a
small increase in the flutter pressure. The flutter frequency decreased with the additional
mass of the NES— more significantly at low Mach numbers and by less than 1 Hz for higher
Mach numbers. The flutter frequency also suggests that the NES mass could cause a small
reduction in the Mach number at which the bottom of the transonic dip is located. There
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Figure 2.36: Map of the stability of the GTW with a translational NES attached at the quarter
chord predicted by CAPTSDv using the initialized-start-up scheme with ∆q = 1.0 psf.
were no qualitative differences in individual responses of the GTW with a locked NES and
the clean-wing configuration GTW.
A similar but more extensive study was conducted for the GTW with the NES attached
and free to oscillate. Initially, we studied the response of the GTW and NES using the
initialized-displacement start-up scheme with ∆q = 1.0 psf; 233 cases were simulated at Mach
numbers 0.60 to 0.80 in increments of 0.05; 0.83, 0.85 to 0.90 in increments of 0.01; 0.905, and
0.910. The response from each case was categorized as one of the four suppression modes,
and it was observed that the suppression modes appeared in an ordered and predictable way.
Beginning with the flutter boundary for the clean-wing GTW or the GTW with a locked
NES and increasing the dynamic pressure, we observed regions of complete suppression,
followed by partial suppression (1), partial suppression (2), and, finally, no suppression. This
is clearly demonstrated in Figure 2.36, which maps the regions where each suppression mode
was observed. Note that partial-suppression modes (1) and (2) are not differentiated in the
figure.
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An argument can be made as to which of the configurations, clean-wing GTW or GTW
with a locked NES, is more appropriate for comparison with the GTW with an NES free to
oscillate. Due to the essential nonlinearity of the NES, when it is attached to the wingtip
and without relative displacement or velocity, it is effectively uncoupled from the GTW,
leaving only the clean-wing configuration. This argument is somewhat nonphysical, though,
because it is only possible in the absence of body force (which is the case for all of the
aeroelastic simulations). Alternatively, the GTW with a locked NES does not necessarily
reflect the underlying system; it does, however, make clear the effects of the essentially
nonlinear stiffness, removing any doubt that the effects of the NES could not be achieved
with the addition of a similar lumped mass. With these comments in mind, we will make
reference to both systems in comparison to the GTW with an NES free to oscillate.
The results in Figure 2.36 indicate enhanced aeroelastic stability for all Mach numbers
with the addition of the NES. At low mach numbers (up to 0.75), the region of complete
suppression consistently extended beyond the stability boundary of the clean GTW by 7 psf
(5-7 psf beyond the stability boundary of the GTW with a locked NES). Beyond Mach 0.75,
the complete-suppression region extended to 8 psf at Mach 0.8 and to nearly 12 psf at Mach
0.85, and approached 20 psf at Mach 0.9 compared to the clean-wing GTW (approximately
7 psf, 9 psf, and 16 psf, respectively, compared to the GTW with locked NES). This represents
a three to five percent increase in the dynamic pressure at flutter for low Mach numbers and
over 20% increase in the transonic dip (three percent increase up to Mach 0.8, and approaching
15% in the transonic dip in comparison to the GTW with locked NES). Extending 10 to 20 psf
beyond the region of complete suppression, we observe the region of partial suppression. Its
thickness is greatest at both the lowest and highest Mach numbers simulated, and lowest
near Mach 0.85. Although the low-amplitude LCO that develops in the partial-suppression
cases is certainly preferable over the unstable response without an NES, additional analyses
will show that this mode may be lost under some conditions.
All of the simulated responses of the GTW with an NES free to oscillate fit well within the
previously outlined suppression modes, so additional examples have been omitted. However,
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Figure 2.37: Example responses demonstrating the effects of the NES: (a) increased rate of conver-
gence to steady state for a case in which the clean-wing GTW is stable; (b) slowed rate of divergence
in a case in which the clean wing and GTW with NES free to oscillate are both unstable.
in Figure 2.37 we demonstrate the effects of the NES in cases that are stable and unstable,
respectively, for all configurations. Figure 2.37a compares the response at Mach 0.65, q =
198.0 psf of the clean-wing GTW to the GTW with NES. It demonstrates a significant increase
in the decay rate of oscillations when the NES is attached, and it shows that the response
of the NES is comparable to the complete-suppression case. Like complete suppression, this
effect is due to effective TET between the wing and the NES. Similarly, Figure 2.37b shows
that in cases which are unstable with or without an NES, the rate of divergence of the
response is reduced in the system with an NES.
Due to the energy dependence of nonlinear phenomena (e.g., TET), we repeated the
previous analysis of the GTW with an NES to examine the effects of changes to ∆q on the
response and effectiveness of the NES. In one set of simulations the dynamic-pressure step was
reduced to 0.1 psf, and in another it was increased to 9.0 psf; this represents approximately
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Figure 2.38: Comparison of the predicted wingtip-midchord and NES responses for different ∆q in
two flow conditions for which the instability was completely suppressed: (a) Mach 0.60, q = 224.0 psf;
(b) Mach 0.89, q = 116.0 psf.
an order-of-magnitude decrease and increase relative to 1.0 psf in the pressure step used to
perturb the system in the initialized-deformation start-up scheme. In effect, this changes the
kinetic energy in the wing in the initial stages of the simulated response.
Examples of responses for the three different values of ∆q at two different Mach number-
dynamic pressure pairs that were in the complete-suppression region of the stability map for
∆q = 1.0 psf are shown in Figure 2.38. There is almost no difference between the responses
with ∆q = 0.1 and 1.0 psf, except near the time in which escape from TRC occurred. When
the dynamic-pressure step was increased to 9.0 psf, the amplitude of the response was larger
and the duration of the TRC and TET was significantly larger. Nonetheless, the NES was
able to suppress the aeroelastic instability in all three cases. Similar examples are shown
in Figure 2.39, except that the Mach number-dynamic pressure pairs were in the partial-
suppression region of the stability map for ∆q = 1.0 psf. Once again, the responses with
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Figure 2.39: Comparison of the predicted wingtip-midchord and NES responses for different ∆q in
two flow conditions for which the instability was partially suppressed when ∆q = 1.0 psf (note that the
heave and pitch scales are not consistent): (a) Mach 0.60, q = 232.0 psf; (b) Mach 0.89, q = 132.0 psf.
∆q = 0.1 and 1.0 psf are mostly the same, including the amplitude of the LCO and whether
the case was identified as partial suppression (1) or (2) (Figures 2.39a and b, respectively).
However, when ∆q was increased to 9.0 psf the response became unstable in both examples.
In fact, no instances of partial suppression were identified in simulations with ∆q = 9.0 psf,
but, within the resolution of the cases simulated (∼ 4 psf), the complete-suppression region
was unchanged from the cases with smaller ∆q. The observations made here are critical for
understanding the robustness of the ability of the NES to mitigate aeroelastic instabilities.
Figure 2.40 summarizes the results, in terms of stability, from all of the simulations
of the GTW with an NES, including different values used for ∆q, and compares them to
simulations of the clean GTW and the GTW with locked NES. It shows that the upper
bound at which partial suppression was observed for the system with an NES was slightly
higher for ∆q = 0.1 psf than it was for ∆q = 1.0 psf. This was most consistent from the
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Figure 2.40: Map comparing the stability boundaries for the clean GTW and GTW with locked
NES to boundaries of the complete and partial-suppression regions for the GTW with an NES free
to oscillate in simulations with initialized deformation and dynamic pressure steps ∆q = 0.1, 1.0, and
9.0 psf.
lowest Mach numbers up to 0.86, over which partial suppression extended 2-4 psf higher when
∆q = 0.1 psf. However, when ∆q was increased to 9.0 psf, the entire partial-suppression region
was lost. It is possible that simulation of more cases to provide higher resolution in dynamic
pressure could locate a partial-suppression case, but this is unimportant as the trend has
already been demonstrated. We anticipate that additional simulations that consider values
of ∆q increasing from 1.0 and 9.0 psf will result in a continuous narrowing of the partial-
suppression region until it disappears as its upper boundary approaches the upper boundary
of the complete suppression region.
Most importantly, these results show that the region over which the NES completely
suppresses the aeroelastic instability is not affected by the value of ∆q; i.e., stability is not
affected by the magnitude of the excitation. From our observations we can speculate that,
when the NES is attached to the GTW, the aeroelastic system possesses a bifurcation in
equilibria when the dynamic pressure reaches the upper bound of the complete-suppression
region. At dynamic pressures below the bound, inside or below the complete-suppression
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region, a stable equilibrium with static deflection exists (i.e., no oscillations). As the dynamic
pressure is increased and passes through the bifurcation, the static-deflection equilibrium
becomes unstable as nearby trajectories are attracted to a stable, low-amplitude LCO — a
solution with small oscillations. However, that an increase in ∆q causes these solutions to
become unstable suggests that an unstable LCO with larger amplitude than the stable one
also exists beyond the bifurcation. Thus, trajectories within some small region would be
attracted to the stable, low-amplitude LCO, while others would diverge.
More work would be required to prove the locations and nature of bifurcations of this
system, but for this application, it is sufficient to say that the only meaningful suppression
mode is complete suppression. Following the previous discussion, our simulations indicate
that the partial-suppression modes are simply not robust enough to make any practical
claims. Conversely, we found the complete-suppression mode to persist under all simulated
conditions. Thus, the effectiveness of an NES design should depend entirely upon its ability
to completely suppress aeroelastic instabilities.
UNS3D/AE Simulations With the Translational NES
A smaller-scale study of the NES performance was conducted using the high-fidelity aeroe-
lastic model, UNS3D/AE, to validate the results and trends observed in CAPTSDv simu-
lations. Similar to all of the preceding analyses, simulations of the GTW and NES using
UNS3D/AE were in air, with an angle of attack of 0.6◦. All of the results to be presented
here were due to simulations that used the uninitialized-deformation start-up scheme; recall
that this involved initialization of the flow over the rigid, undeflected wing, followed by the
restoration of the wing’s elasticity.
In total, the GTW was simulated with an NES for 26 different flow conditions — Mach
numbers 0.85, 0.87, and 0.89 to 0.93 at increments of 0.01 and dynamic pressures at or above
the flutter boundary of the clean GTW. Figure 2.41 maps the locations of each case as a
function of Mach number and dynamic pressure and their stability. It also shows the location
of the clean-GTW stability boundary (as estimated from simulations using UNS3D/AE)
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Figure 2.41: Summary of the cases simulated using UNS3D/AE for the GTW and NES, including
the stability of each case and its location relative to the clean-GTW stability boundary.
and an estimate of the upper bound of the complete-suppression region for the GTW with
an NES. This boundary is quite conservative as it assumes that, at each Mach number, the
stable case with the highest dynamic pressure is the upper bound of the complete-suppression
region, but the dynamic-pressure resolution is sparse (5.0 psf). For Mach numbers at which
an unstable case is not indicated, the stable case at the highest dynamic pressure was judged
to be close enough to neutrally stable that a small increase in dynamic pressure would result
in an unstable response. This judgment was made in an effort to limit computational expense.
The figure also indicates a series of cases with undetermined stability which will be discussed.
High-fidelity aeroelastic simulations consistently predict that the NES increases the dy-
namic pressure at flutter by nearly 10 psf over the stability boundary of the clean GTW for
the entire range of Mach numbers studied. Furthermore, in terms of the increase in dynamic
pressure at which the response becomes unstable, the NES is most effective in the transonic
dip, where the stability boundary was moved by approximately 20 psf. In absolute terms,
the estimates and features observed in the UNS3D/AE results agree very well with those
made from CAPTSDv simulations. Furthermore, as the CAPTSDv results suggested for
63
2. Computational Aeroelastic Study Simulations With an NES
-0.10
-0.05
0.00
0.05
0.10
0.15
0.20
0.25
h
ea
ve
(m
)
-0.20
-0.15
-0.10
-0.05
0.00
0.05
0.10
p
it
ch
(r
a
d
)
-0.004
-0.002
0.000
0.002
0.004
0 1 2 3 4 5 6
N
E
S
re
l.
d
is
p
.
(m
)
time (s)
Clean GTW
Unlocked NES
(a)
0
20
40
60
80
fr
eq
u
en
cy
(H
z)
0
20
40
60
80
fr
eq
u
en
cy
(H
z)
0
20
40
60
80
0 1 2 3 4 5 6
fr
eq
u
en
cy
(H
z)
time (s)
1B
2B
1T
3B
2T
4Bmidchord heave velocity
1B
2B
1T
3B
2T
4Bmidchord pitch velocity
1B
2B
1T
3B
2T
4Brelative NES velocity
(b)
Figure 2.42: Simulations (UNS3D/AE) at Mach 0.85, q = 85.0 psf (a) comparing the response at
the wingtip midchord for the clean GTW to that of the GTW with an NES, and (b) the wavelet
transforms of the wingtip midchord pitch and heave velocities and the relative velocity of the NES.
cases with relatively large initial excitation, we did not observe any partial suppression in the
UNS3D/AE simulations.
Due to the large oscillations of the GTW in cases simulated using the uninitialized-
deformation start-up scheme, typical physical responses in simulations from UNS3D/AE
could not be compared directly to those from CAPTSDv, especially in terms of the NES
response. However, this is to be expected since the energy dependence of nonlinear dynamics
is well known and explains the differences that were observed. For example, Figure 2.42a
compares the wingtip heave and pitch for simulations at Mach 0.85, q = 85.0 psf, with and
without an NES. It is clear from the wingtip response that the addition of the NES to the
GTW wingtip stabilizes the wing in these flow conditions, but the relative displacement of
the NES is not recognized in the terms that were used to describe it in the previous section—
that is, TRC followed by PRC. To help provide an explanation, we show the frequency of the
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response (velocity) as a function of time using the wavelet transform in Figure 2.42b. From
this it is clear that the heave response is of a single frequency (the flutter frequency, ∼ 7.5 Hz),
and the pitch is dominated by the same frequency, but also exhibits the typical 2:1 resonance
that we have observed for large-amplitude pitch oscillations. The wavelet transform of the
relative velocity of the NES demonstrates far richer dynamics, as indicated by the multitude
of fixed and transient frequency components in addition to the primary frequencies of the
wingtip response. Each of the higher-frequency components is due to transient superharmonic
resonance with the wingtip, which responds at the flutter frequency and twice the flutter
frequency. It is possible to observe 3:1, 5:1, 7:1, and 9:1 resonance with respect to the flutter
frequency, as well as additional internal resonances with the higher frequencies of the pitch
response. This is only possible because of the large amount of kinetic energy in the GTW
relative to the amount for which the NES was designed to respond. Furthermore, the wavelet
transform clearly shows the elimination of these superharmonic resonances as the energy in
the wing decays. The dynamics shown here may be described as a resonance capture cascade
where the NES engages in multiple transient resonance captures, each not entirely unlike
those observed for smaller-amplitude responses with a single TRC. The effectiveness of the
NES in this example can still be attributed to targeted energy transfer, although this type
of response is less efficient than those for smaller amplitudes.
A final example is given in reference to the cases whose stability was characterized as
“undetermined”, and focuses on the response to conditions at Mach 0.93, q = 105.0 psf.
Recall from the high-fidelity analysis of the GTW in its clean-wing configuration that the
wing was unstable in an aeroelastic mode that was primarily torsion, which differed from the
lower-Mach cases. Figure 2.43 shows the physical response for this case, with and without
an NES, and the wavelet transform of the response with an NES. In the short time duration
simulated in this example, it is clear that the addition of the NES to the GTW caused a small
improvement in the decay rate of the wingtip midchord heave, but exacerbated the divergence
rate of the wingtip midchord pitch. The wavelet transform of the pitch velocity indicates that
it is dominated by a single frequency and that the NES was engaged with this frequency;
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Figure 2.43: Simulations (UNS3D/AE) at Mach 0.93, q = 105.0 psf (a) comparing the response at
the wingtip midchord for the clean GTW to that of the GTW with an NES, and (b) the wavelet
transforms of the wingtip midchord pitch and heave velocities and the relative velocity of the NES.
however it also shows that the NES was transiently and repeatedly engaged more intensely
at 60 Hz, approximately twice the frequency of the unstable response. It is unlikely that
this is superharmonic resonance between the NES and the unstable mode because the cubic
stiffness of the NES enables 3:1, 5:1, etc. resonances, not 2:1. From previous observations,
2:1 resonance typically occurs between the GTW and the nonlinearities of the flow when the
pitch oscillations become large. Thus, it is possible that the NES is engaging in 1:1 transient
resonance capture with a higher frequency of the wingtip response that is not visualized in
either the pitch or heave wavelets because it is “overwhelmed” by the dominant frequency
components. Alternatively, the NES may not be engaged in any internal resonance capture
during for the portion of the response shown in Figure 2.43.
The inability of the NES to engage in internal resonance with the unstable mode explains
why it was unable to mitigate the instability in this case. Although it was designed to be most
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effective for instabilities which occur at much lower frequencies, the NES will still interact
with the unstable torsion mode unless the NES is coupled to the wing on a nodal line of that
mode. That is the case in this example as the unstable torsion mode is very similar to the
first structural mode of the GTW, which has a nodal line that reaches the wingtip near the
quarter chord— the point at which the NES is attached. However, this does not explain why
the divergence was exacerbated by the NES and suggests that more research may be required
to study and design a single or multiple NESs to be effective for a range of conditions which
includes multiple and different unstable modes.
The high-fidelity simulations of the GTW with an NES indicate good qualitative agree-
ment with the medium-fidelity results. Simulations indicate that the addition of the NES,
whose parameters were selected using results from the medium-fidelity model, to the GTW
led to enhanced stability in all cases for which the unstable mode was primarily bending.
The improvements in stability, in terms of the increase in dynamic pressure at flutter rela-
tive to the clean GTW, predicted by the two models also agreed very well, both in absolute
terms and in the region of the transonic dip over which the NES was most effective. The
high-fidelity results also indicate that the current NES design does not mitigate instabilities
in the torsional mode identified at high Mach numbers. These results were predicted at Mach
numbers higher than those successfully simulated using CAPTSDv, so they cannot be com-
pared, but they demonstrate a need to study the effectiveness of the NES for a broad set of
conditions.
2.3.3 Computational Analysis of an Experimental NES
From the results of the preceding analyses, we set out to design and fabricate a physical
realization of an NES and a lightweight, low-profile winglet in which to mount and conceal
the NES from airflow. Details of the design and features of the NES and winglet, along with
experiments to identify NES parameters, will be given in detail in Chapter 3. In this section
we will examine the aeroelastic effects of the addition of the experimental winglet to the
GTW and study the effects of an NES with the experimental parameters on the stability of
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(a)
(b)
Figure 2.44: (a) CAD model of the winglet attached to the wingtip of the GTW and a close-up
rendering of the winglet model and (b) a photo of the NES mounted on the inside of the open winglet.
the GTW. All simulations were conducted using CAPTSDv and the initialized-deformation
start-up scheme on the GTW with an angle of attack of 0.6◦ in air.
Only the most relevant properties of the winglet and NES and how they were modeled
will be given in this section; a detailed treatment will be given in Chapter 3. The winglet
was fabricated from aluminum alloy and has the cross section of a NACA 0012 airfoil. Ren-
derings of the winglet are shown in Figure 2.44a, and a photo of the winglet, with its access
cover removed, and the NES is shown in Figure 2.44b. The total mass of the winglet was
approximately 0.200 kg, 0.023 kg of which was contained in the tab which overlapped and was
fastened to the GTW wingtip. The overlapping portion of the winglet was integrated into the
plies of the GTW in the FE model so that its additional stiffness and mass were accounted
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for. The remaining mass and mass moment of inertia of the winglet was distributed along
the wingtip according to the winglet geometry. Due to volume constraints of the winglet and
the nonlinear spring requirements, it was not possible to couple the NES to the GTW at
the wingtip quarter chord; instead, it was mounted as far forward as possible, near the 3/8
chord.
The total mass of the moving portion of the NES was 0.149 kg and its coupling force was
modeled as
F = µNg (w¨, w˙ − y˙) + c (w˙ − y˙) + k sgn (w − y) |w − y|α , (2.14)
where the product of the friction coefficient and the normal force is µN and
g (w¨, u˙) =
 sgn u˙ if u˙ 6= 0−mw¨+k sgn(u)|u|αµN if u˙ = 0 . (2.15)
The product of function g and µN captures the friction force whether the NES is moving
relative to the wingtip or if it is sticking. Identification of the experimental NES parameters
found that friction contributed significantly to the dissipation in the system. In order to con-
sider the effects of friction, CAPTSDv had to be modified to accommodate the discontinuities
of the system. Details regarding simulating systems with friction are given in Appendix C,
and specific details as they relate to CAPTSDv are presented in Appendix D.
The parameters used to model the experimental NES in aeroelastic simulations — µN ,
c, k, and α— are given in Table 2.7. Two different configurations are considered; one with
With Friction Without Friction
µN = 0.21 N µN = N/A
c = 3.65 Ns/m c = 5.70 Ns/m
k = 2.54
(
109
)
N/mα k = 2.54
(
109
)
N/mα
α = 3.20 α = 3.20
Table 2.7: Experimental parameters of the winglet-mounted NES used in aeroelastic simulations.
friction and the other without. Viscous damping is the only source of dissipation in the
system without friction; it was estimated by omitting the friction term in the experimental
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system identification that will be presented in detail in the next chapter. Compared to the
target parameters of the NES, which are given in Table 2.6, the experimental NES has more
damping and is roughly 20% less stiff over the typical operating range of ±2 mm deflection.
Three different system configurations were considered. The first, clean GTW, is the same
that has been considered in previous sections. Next, the clean-winglet configuration describes
the GTW with the winglet attached, but without the NES. Finally, the winglet with locked
NES was considered. Table 2.8 lists the natural frequencies of the GTW predicted using
the FE model of the wing in each configuration. The same computational modal analysis
was used to produce the modal representation of the wing for each configuration used in
CAPTSDv. Finally, Table 2.9 lists the experimentally estimated modal damping factors for
the first six modes in each configuration. These results and analysis will be explained and
discussed in greater detail in Chapter 3.
Computational aeroelastic analysis of GTW configurations with the winglet considered
only the effects of the winglet mass and mass moment of inertia; i.e., aerodynamic effects
due to the winglet geometry were not taken into account. Thus, it is assumed that, due to
the low profile of the winglet, simulations accounting for only its mass properties will provide
an adequate estimate for the effects of the winglet on the aeroelastic behavior of the GTW.
Furthermore, the experimentally estimated modal damping percentages listed in Table 2.9
were used in the CAPTSDv representation of the respective configurations.
Analysis of the NES Without Friction
Aeroelastic analysis of the GTW with the experimental winglet was conducted similarly
to the preceding studies for the GTW without a winglet. For each configuration, 158 cases
were simulated at Mach numbers 0.60 to 0.80 at increments of 0.05, 0.83, and 0.85 to 0.91
at increments of 0.01, and with dynamic pressure increments of 4.0 psf. The responses of the
system without damping were qualitatively similar to those discussed in the previous sections
so no time series will be shown, but examples of the response of the system with friction will be
presented and discussed. For GTW configurations with the winglet, both with and without
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System Description
Mode
clean
winglet, winglet,
clean locked NES
b
en
d
in
g
1 4.3 (1) 4.1 (1) 3.8 (1)
2 14.6 (2) 13.1 (2) 12.2 (2)
3 33.2 (4) 29.5 (3) 28.2 (3)
4 62.7 (6) 55.1 (5) 55.1 (5)
to
rs
io
n 1 31.3 (3) 31.2 (4) 31.0 (4)
2 58.0 (5) 57.3 (6) 55.5 (6)
Table 2.8: Comparison of natural frequencies (Hz) of the first six modes from finite-element models
of the clean GTW, the GTW with the winglet, and the GTW with the winglet and the locked NES—
numbers in parentheses are the mode numbers.
System Description
Mode
clean
winglet, winglet,
clean locked NES
b
en
d
in
g
1 2.7 (1) 0.7 (1) 0.7 (1)
2 1.3 (2) 0.7 (2) 0.8 (2)
3 1.1 (4) 2.0 (3) 1.5 (3)
4 1.2 (6) 1.0 (5) 1.5 (5)
to
rs
io
n 1 1.1 (3) 0.6 (4) 1.5 (4)
2 1.6 (5) 1.0 (6) 1.5 (6)
Table 2.9: Comparison of experimentally measured modal damping factors (%) of the first six modes
of the clean GTW, the GTW with the winglet, and the GTW with the winglet and the locked NES—
numbers in parentheses are the mode numbers.
the additional mass of the locked NES, cases below Mach 0.91 were definitively stable or
unstable, whereas cases at Mach 0.91 were more difficult to categorize. Similar observations
were made for the clean GTW, but beginning with cases closer to Mach 0.92. Figure 2.45
summarizes the stable and unstable results and compares them to the flutter boundary found
for the clean-wing configuration. These results predict that the addition of the winglet to the
GTW causes a significant reduction in the dynamic pressure at flutter compared to the clean-
wing configuration, but the addition of the locked NES to the winglet has little additional
effect. Furthermore, the addition of the winglet reduces the flutter frequency by 1.0 to 1.5 Hz,
and the locked NES mass reduces it by approximately 1.0 Hz more. The reduction of the
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Figure 2.45: Flutter boundaries predicted using CAPTSDv for the GTW with the experimental
winglet, with and without a locked NES, compared to the boundaries for the clean-wing GTW in
terms of (a) dynamic pressure and (b) frequency.
stable operating range of the GTW when the winglet was added is in agreement with results
from Edwards et al. (2009) in which several wingtip attachments were studied.
Following the aeroelastic analysis of the GTW with the experimental winglet, the effects
of the experimental NES coupled to the GTW and enclosed in the winglet were examined.
Results for the NES without friction will be discussed first, and then compared to results
for the NES with friction. The same set of flow conditions that were simulated for the
system without the NES were simulated for the system with the NES. Responses that are
qualitatively similar to those of this system have been discussed in great detail in the previous
section, so examples of responses for this system have been omitted. Furthermore, we have
established the effects of different pressure steps (∆q) on the response of systems with an NES,
so all of the simulations in this section used the initialized-start-up scheme with ∆q = 1.0 psf.
A summary of the results is given in Figure 2.46, which maps the estimated bounds of
the suppression modes observed for the GTW with the experimental winglet and NES and
compares them to configurations without an NES. We note that only the flutter boundary
of the GTW and winglet with locked NES is shown in the figure and remark that it is
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Figure 2.46: Map comparing the predicted partial- and complete-suppression boundaries of the
GTW with the experimental winglet and NES without friction (∆q = 1.0 psf) to the flutter boundaries
of the clean-wing GTW and the GTW with the experimental winglet and locked NES.
nearly the same as the boundary of the clean-winglet GTW. The upper boundary of the
complete-suppression region is consistently 7 to 10 psf greater than the stability boundaries
for the clean-winglet and the winglet with locked NES configurations for Mach numbers up
to 0.87. From Mach 0.87 and higher, the complete-suppression region expands to 17 psf at
Mach 0.89. In terms of improvement in aeroelastic stability relative to the underlying linear
structure, these results agree very well with those presented in the previous section (both
medium- and high-fidelity) for the GTW with an NES but without a winglet. From this we
may conclude that the effectiveness of the NES for mitigating aeroelastic instabilities is not
greatly affected by small changes in the underlying primary system, or by small changes to
the NES parameters. From a practical point of view, this is a very good outcome because it
allows for variability in the NES parameters or design and in the primary structure without
significantly changing the effectiveness of the NES. It also addresses variations to a wing that
may be due to changes in wing stores or the consumption of fuel from tanks within the wings.
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The location of the upper bound of the partial-suppression region is also shown in the
figure for comparison with previous results and to acknowledge the presence of partial-
suppression responses. This region is narrower than it was for the GTW with an NES
(without winglet) for similar start ups, which is likely due to the changes in the underlying
system (i.e., addition of the winglet), the increase in the NES damping, the reduction in the
NES stiffness, and/or the change in the coupling location. As it has been established that
partial suppression is not robust enough to be considered part of the effective range of the
NES, the source of the variation in this result relative to previous results was not pursued
any further.
A final comment on these results concerns the combined effects of the NES and winglet
compared to the behavior of the clean-wing GTW. It is clear from Figure 2.46 that the upper
limit of the complete-suppression region of the GTW-winglet-NES system is below the flutter
boundary of the clean GTW for all Mach numbers at or below 0.87. This presents a dilemma
because the NES was developed to mitigate the aeroelastic instabilities of the clean GTW;
however, the addition of the housing in which the NES is to be mounted has a destabilizing
effect that is approximately equal to the stabilizing effect of the NES. Clearly this is an
important concern in the design of the NES. Ideally, for aeroelastic applications, the NES
should be internally coupled to the primary system so that it would be shielded from the flow
and the need for additional housing would be eliminated. For instances like this one, where
internal coupling is not possible, externally mounted housing must be carefully considered and
studied so that a design can be selected to have minimal effect on the underlying structure.
Analysis of the NES With Friction
After modifying CAPTSDv to accommodate friction in the NES model, simulations were
repeated for the system with friction. Generally, responses of the system with friction were
consistent with the response mechanisms that have been identified for systems without fric-
tion. In terms of the complete suppression boundary, performance of the NES with friction
matched the performance of the NES without friction closely. Results in Figure 2.47 show that
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Figure 2.47: Map comparing the predicted complete-suppression boundaries of the GTW with the
experimental winglet and NES — with and without friction — to the flutter boundaries of the clean-
wing GTW and the GTW with the experimental winglet and locked NES.
the complete suppression boundaries of the two systems are nearly identical. The complete-
suppression boundary for the NES with friction is only shown for Mach numbers up to 0.88
because of difficulty distinguishing between complete and partial suppression in the response
at higher Mach numbers. Furthermore, partial-suppression responses for the system with
friction appear to be less sensitive to the initial conditions or excitation.
Figure 2.48 shows examples of each of the suppression mechanisms for the experimental
system with friction. The example of complete suppression in Figure 2.48a is nearly identical
to that of systems without friction (Figure 2.32a), except that PRC is not possible when
friction is present because relative motion will eventually be arrested. This is evident in
Figure 2.48a, as the relative deflection of the NES takes a constant, non-zero value after
TRC.
Examples of both types of partial suppression given in Figure 2.48b and 2.48c are also
very similar to the examples used to describe the partial suppression response mechanisms
(Figure 2.31). In each response, the NES begins at non-zero relative displacement because
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Figure 2.48: Simulated responses for the experimental system with friction: (a) complete suppression
at Mach 0.75 and q = 169.0 psf with ∆q = 8.0 psf; (b) partial suppression (1) at Mach 0.83 and
q = 150.0 psf with ∆q = 1.0 psf; (c) partial suppression (2) at Mach 0.83 and q = 154.0 psf with
∆q = 1.0 psf.
76
2. Computational Aeroelastic Study Simulations With an NES
0.060
0.062
0.064
0.066
h
ea
ve
(m
)
-0.050
-0.048
-0.046
-0.044
-0.042
p
it
ch
(r
ad
)
-2.0
-1.0
0.0
1.0
2.0
0.0 0.5 1.0 1.5 2.0 2.5 3.0N
E
S
re
l.
d
is
p
.
(m
m
)
time (s)
∆q = 8.0 psf
∆q = 1.0 psf
Figure 2.49: Partial suppression at Mach 0.86 and q = 128.0 psf for different values of ∆q.
friction causes it to stick at that position during the initialization simulation. It is unknown
if the initial position of the NES has any effect on its performance.
The responses in Figure 2.49 provide an example of the effects of increasing ∆q on partial
suppression at Mach 0.86 and q = 128.0 psf. When ∆q was increased for the system with-
out friction, the partial suppression response mode did not survive. However, with friction
present, partial suppression was observed when ∆q was increased to 8.0 psf. Nonetheless, the
general trend of loss of partial suppression with increase of ∆q appears to be intact, as the
response of the system at Mach 0.86 and q = 132.0 psf goes from partial suppression to no
suppression when ∆q is increased from 1.0 psf to 8.0 psf.
The limited analysis that was conducted on the system with friction appears to be enough
to expect that it will perform similarly to the system without friction. However, systems with
friction must be studied more thoroughly before their performance and limitations can be
understood.
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Comments
Despite the undesirable aeroelastic effects of the winglet on the GTW, the results of
this section reinforce the robust nature of the NES for mitigating aeroelastic instabilities.
They show that stability enhancement due to the NES is not sensitive to small changes to
the NES, the primary structure, or the excitation. Furthermore, findings indicate that the
system can tolerate some friction without having a significant effect on performance. These
results also demonstrate the importance of carefully studying and designing any external
attachments that may be required to house the NES, as their impact on the dynamics of the
structure could be significant. Nonetheless, we have shown that a winglet-housed NES with
the experimentally identified parameters studied here can be expected to mitigate aeroelastic
instabilities of the winglet-GTW system.
2.4 Summary
In Chapter 2, computational aeroelastic analysis of the GTW in transonic flow was studied
using medium- and high-fidelity models. The stability boundary of the GTW was mapped
using both aeroelastic models to determine flutter frequencies and dynamic pressure at flutter
for a range of transonic Mach numbers. Results from the high-fidelity model agreed well
with experimental stability boundaries from Edwards et al. (2009), while the medium-fidelity
model was less conservative, but qualitatively similar in terms of the locations and shapes of
features like the transonic dip. With this and comparison of time series from the two models,
it was shown that the medium-fidelity model could be used as the primary tool for designing
a nonlinear energy sink to mitigate aeroelastic instabilities, while the high-fidelity model was
used to verify the effectiveness of the design.
After it was demonstrated that a rotary NES was not desirable for this application, a
parametric study was conducted to design a translational NES that would lead to a large
increase in the dynamic pressure at flutter at Mach 0.89. With an NES design based upon
the parametric study attached to the GTW, the dynamic pressure at flutter was increased
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for the entire range of Mach numbers; as little as 3% at low Mach numbers (0.60) and as
much as 15% in the transonic dip. Furthermore, several suppression modes were identified
in the analysis, but it was shown that only one, complete suppression, was robust enough to
survive under all of the initial conditions that were considered.
Based upon the results of the aeroelastic analysis, a prototype winglet-mounted NES was
designed, built, and tested to determine the parameters that were realized (to be covered in
detail in Chapter 3). The GTW was modeled with the prototype winglet and NES attached
(to be covered in detail in Chapter 4), and all of the aeroelastic analyses were repeated.
Results indicated that the prototype NES would have effects similar to those already ob-
served; however, the addition of the winglet to the model reduced the dynamic pressure at
flutter, leading to a small net effect on the system. These results indicate that a compact,
lightweight attachment that mitigates aeroelastic instabilities can be physically realized, but,
if an external housing is required, its design must also be carefully considered to avoid adverse
effects.
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Chapter 3
Winglet-Mounted NES
In Chapter 3, we will provide a detailed presentation of the prototype winglet-mounted
nonlinear energy sink that was designed according to the computational aeroelastic study
presented in Chapter 2. This will include an introduction of the hardware, discussion of the
features, and structural analysis of critical components and connections. We address prac-
tical considerations and observations regarding assembly and performance of the prototype.
Finally, experimental identification of the NES parameters will be presented and compared
to the parameters targeted by the design.
Design of the prototype winglet (not including the NES) introduced in this chapter was
performed by NextGen Aeronautics, Inc., Torrance, California.
3.1 Introduction of a Winglet-Mounted NES
Figure 3.1 shows a rendered view of the NES and ancillary hardware mounted inside
the winglet. The winglet is shown with its lid removed to provide access to the internal
hardware while it is attached to the tip of the GTW. Additional rendered views of the GTW
and winglet can be seen in Figure 2.44a. In this section we will introduce each of the main
components and sub-assemblies included in the prototype winglet and NES. Design details
and analysis of the hardware will be provided in a subsequent section.
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Figure 3.1: Rendered view of the NES mounted within the open winglet while it is attached to the
GTW wingtip.
3.1.1 Winglet
The winglet was designed to provide an enclosed, light-weight, and low-profile aerody-
namic housing compatible with the GTW wingtip within which the NES and supporting
hardware could be mounted. This has been accomplished by the thin-walled, approximately
1.6 mm-thick, aluminum alloy winglet pictured in Figure 3.2. It was designed to be fastened
to the wingtip of the GTW via the tab pictured in Figures 3.2c-e, so that the chordwise
wingtip dimension of the GTW dictates the largest chordwise dimension of the winglet. A
plan view and dimensions of the winglet are given in Figure 3.3. Chordwise sections are
NACA 0012 airfoils, making the maximum thickness approximately 2 cm. The interior of
the winglet is mostly hollow, as can be seen in Figure 3.2b, with the exception of features to
facilitate mounting of the NES, ancillary hardware, and the removable lid. The total mass
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(a) (b)
(c) (d) (e)
Figure 3.2: Photographs of the fabricated winglet.
of the winglet and ancillary hardware is 0.2256 kg, with approximately 0.023 kg attributable
to the tab. A summary of the masses of the prototype components is given in Table 3.1.
Component Mass (kg)
winglet & ancillary hardware 0.2256
moving-mass assembly 0.1490
anchor assemblies 0.0186
Total 0.3932
Table 3.1: Summary of the masses of the components of the prototype winglet and NES.
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Figure 3.3: Plan view of the winglet geometry.
Due to an error in its design the winglet prototype cannot be tested in a wind tunnel.
As it is built, the position of the tab causes a misalignment between the GTW wingtip and
the mating airfoil geometry of the winglet when the two are attached. Since the winglet was
machined from a single block of aluminum alloy and the walls are too thin to allow for a
reliable weld, the prototype cannot be modified to address this issue. This does, however,
present a potential opportunity to improve the winglet design based upon structural analysis
in Section 3.2.3.
3.1.2 Nonlinear Energy Sink
The NES consists of three primary components: nonlinear springs, a translatable mass,
and spring anchors. Each will be presented here.
83
3. Winglet-Mounted NES Introduction of a Winglet-Mounted NES
tungsten alloy
adjustable friction-
damping mechanism
steel base and cap
steel pins for
interfacing
with springs
set screw to lock
pins/springs
Figure 3.4: NES-moving-mass assembly; fits within a 48.0 mm × 33.0 mm × 10.0 mm envelope.
Nonlinear Springs
The nonlinear stiffness required for an effective NES design was achieved by taking ad-
vantage of the geometric nonlinearity that occurs when a string without pre-tension is trans-
versely displaced. Details of this and the analysis that led to the specifics of the spring
design will be given later. The spring elements were cut from 0.10 and 0.15 mm-thick sheets
of stainless steel and are pictured in Figure 3.1. Originally, the spring anchors were designed
to accommodate four springs, but this was modified during the testing phase so that up to
three springs can be used (see Figure 2.44b). To minimize bending stiffness, the springs are
oriented so that the NES mass moves along a path parallel to the normal of the steel sheets
from which they were cut.
Moving-Mass Assembly
A drawing of the NES moving-mass assembly is shown in Figure 3.4. It is 48.0 mm long
by 33.0 mm wide by 10.0 mm thick and has a mass of 0.149 kg. This component was designed
as an assembly primarily due to the use of a tungsten alloy for most of its volume; tungsten
alloy has a density of approximately 18 g/cm3, which exceeds twice the density of steel and
1.5 times the density of lead. This allowed for the assembly to meet the target mass (0.150 kg)
while maintaining the smallest possible envelope. Machining small features in tungsten alloy
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can be difficult, so a steel base and cap were included as a frame onto which the tungsten alloy
components could be mounted. The steel frame also provided a cage in which five, 3.0 mm-
diameter steel pins were housed to interface with the springs. The springs were fed through
the openings in the cage shown in Figure 3.4 and between adjacent pins. The pins were then
locked in place by the angled set screw indicated on the top of the drawing. The moving-
mass assembly was mounted to two pairs of linear bearings (MRU 3MN SS from Anaheim
Automation) which were fastened to the winglet using screws. Finally, an adjustable friction-
damping mechanism was included in the design but never tested. It consists of a set screw,
indicated in Figure 3.4, in series with a coil spring and a high-density polyethylene (HDPE)
cylinder which maintains contact with the inner surface of the winglet as the mass translates.
The set screw can be adjusted to change the normal force, thereby modifying the friction
force.
During the initial assembly and testing of the NES, excessive friction was observed due
to the linear bearings. Most of the friction was due to seals that were intended to keep the
bearings clean, so the seals were removed. Misalignment of the bearings caused by over-
tightening of the screws fastening the mass assembly to the bearings was also a significant
cause of friction. To prevent this misalignment, each of the screws was lightly tightened, and
then backed out 1/8 to 1/4 turn. This allowed the bearings enough freedom to self align.
Although it was not necessary in the lab tests that were performed, a thread-locking glue
should be used to prevent the screws from backing out due to vibrations during a wind-tunnel
test. When additional dissipation was needed, viscous damping was increased by adding a
thin layer of silicone grease to the rail.
Spring Anchors
A spring anchor at each end of the springs provided a nearly rigid mounting point to the
inside of the winglet. Figure 3.5 shows an exploded drawing of the components that make
up the spring-anchor assembly. The main component is the anchor itself, which is 29.0 mm
long by 10.5 mm wide by 7.0 mm tall, and is mounted to the winglet via the two screws
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spring-clamping blocks
spring-clamping screwspring anchor
Figure 3.5: Exploded view of a spring-anchor assembly; fits within a 29.0 mm × 10.5 mm × 7.0 mm
envelope.
shown in the figure. The spring-clamping blocks are each 3.0 mm wide and fit snugly into
the cage formed by the anchor. Clamping blocks used in the fabricated anchor assemblies
were modified slightly from those shown here so that four were used, and the end blocks
were 1.5 mm wide, rather than 3.0 mm. With the blocks set inside the cage, the ends of the
springs could be threaded through the front window, between adjacent blocks, and out the
back window. Furthermore, the bottom of the back window, which is positioned on the side
opposite the moving mass when mounted inside the winglet, is 0.25 mm above the bottom
of the front window. Thus, when a spring is fed through the anchor and allowed to rest on
the bottom of the back window, it is immediately aligned and does not make contact with
the front window. When all of the springs are in position, a flat-tipped set screw is used to
provide clamping force which locks the springs and blocks in place. Due to the potential forces
transmitted to the anchors by the springs and those involved in clamping, it was necessary
that the spring anchor be made of steel. The hardness of steel (relative to aluminum alloy) was
also necessary for resisting wear of components, especially the clamping-screw threads, due
to repeated spring installations. The total mass of the two anchor assemblies and fasteners
is 0.0186 kg.
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Despite efforts to make the spring installation as simple as possible, this remains the
most tedious step in the assembly of the NES. For ideal spring installation, undeflected
springs should be under zero tension and have no slack, and no moments should be applied
at the clamps. Several steps were taken to improve the clamping mechanism and ensure that
the springs were installed properly. First, the faces of the clamping blocks were roughened
using a coarse grinding wheel so that the friction between the blocks and the springs would
be increased and the required clamping force decreased. Also, the threads and tips of the
clamping set screws were lubricated with silicone grease. These steps were taken because
it was difficult to tighten the set screw enough so that the spring would not slip before it
reached its maximum deflection. Silicone at the tip of the set screw reduced the tendency
of the end clamping block to rotate as the screw was turned. Although the rotation of the
block was small, it was enough to cause one or more of the springs to become misaligned in
such as way that snap-through could be observed for small transverse deflections. The effects
mentioned here are likely to occur with most or all spring installations, but careful attention
is enough to ensure effective installation.
Ancillary Hardware
Several of the components shown in Figure 3.1 were included as safety mechanisms and/or
to facilitate an experimental transonic aeroelastic study. They are discussed here.
Bumper
A bumper was included inside the winglet on each side of the moving-mass assembly
to limit its maximum translation. From the aeroelastic study in Chapter 2, the relative
displacement of the NES was typically 1.0 to 1.5 mm, and rarely exceeded 2.0 mm when the
NES was effective. Larger relative amplitudes were observed during complete suppression
(e.g., Figure 2.42a), but this was limited to simulations with uninitialized displacements
which resulted in extremely large wing oscillations that are unlikely in experiments, except
when the system is unstable. Furthermore, stress analysis of the springs predicts plastic
deformation for displacements larger than 2.4 mm. Therefore, the bumpers are in place to
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prevent conditions which may lead to yielding of the springs. The bumpers are aluminum
disks fastened eccentrically to the inside of the winglet so that they can be rotated to adjust
the maximum allowable displacement of the moving-mass assembly. To prevent damage to
the mass assembly and the bumper upon impact, a rubber ring is fitted around each bumper
disk.
Locking Mechanism
A locking mechanism consisting of a small, remotely controlled actuator which operates
a plunger that can be extended into a slot on the moving-mass assembly is shown attached
to the inside of the winglet in Figure 3.1. The actuator can be powered and controlled via
wires internal to the GTW with terminals available at the wingtip. With this arrangement,
the moving-mass assembly can be remotely locked in place while the GTW and winglet NES
are set up in a wind tunnel. While the hardware and interface with the winglet are included
with the prototype device, the required slot in the mass assembly is not; thus, the mechanism
has not been tested.
Optical Sensor
To satisfy the need for non-intrusive measurement of the motion of the moving mass,
a miniature optical sensor is attached to the inside of the winglet. Similar to the locking
mechanism, power and signals should be transmitted through cables internal to the GTW.
When in use, a glass scale should be attached to the mass assembly so that the sensor can
measure relative displacement. This device and mounting hardware have been included with
the prototype, but have not been tested.
3.2 Structural Analysis and Design of Components
3.2.1 Design of Essentially Nonlinear Stiffness Element
The essentially nonlinear stiffness element is achieved by exploiting the geometric nonlin-
earity that occurs when a string without pre-tension is transversely deflected, as in Figure 3.6.
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2L
F
u
x
Figure 3.6: Essentially nonlinear stiffness element modeled as an elastic string of length 2L with
force F applied at x = L and transverse deflection u at x = L, where |u|  L. When u = 0, the
tension in the string is zero.
If the string has a uniform cross-section A and modulus of elasticity E, then, to a leading-
order approximation when |u|  L, the force is
F (u) ∼ Ku3, (3.1)
where
K =
AE
L3
. (3.2)
Then, by balancing forces, the tension in the element is
T (u) =
AEu2
2L3
√
L2 + u2 (3.3)
over its entire length, and the stress is
σ(u) =
T
A
=
Eu2
2L2
√
1 +
u2
L2
∼ E
2
[(u
L
)2
+
1
2
(u
L
)4]
. (3.4)
If the yield stress of the element is σy, then the deflection at which yielding occurs can be
approximated by
uy = L
(√
1 + 4
σy
E
− 1
)1/2
. (3.5)
From this expression, the maximum allowable deflection of the spring element can be esti-
mated depending upon its length and material. The approximate relationship is linear with
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slope determined by the ratio of the yield stress to the modulus of elasticity. For stainless
steel (E = 190 GPa, σy = 250 MPa), the relation is
19.5uy = L. (3.6)
From the computational aeroelastic results in Chapter 2, we expect that an effective design
will require that uy ≤ 2.0 mm, although typically, when the NES was effective in computa-
tions, u ≤ 1.5 mm. Thus, to allow 2.0 mm displacement, the spring length must be at least
4.0 cm. With the spring length known, eq. (3.2) can be solved to determine A, the cross-
section area, so that K = 109 N/m3, the optimal cubic stiffness coefficient determined by
computations. The resulting cross-section area for stainless steel is approximately 0.34 mm2.
Up to this point the only assumption made regarding the cross-section of the spring is that
it is uniform. Since it is modeled as a string, the geometry of the uniform cross-section does
not affect the results; however, a poor choice of cross-section area can result in significant
bending stiffness which destroys the essential nonlinearity of the spring. To ensure that
large bending stiffness is avoided, we will now analyze the spring as a beam with fixed-fixed
boundary conditions. The spring is long and thin, and we are interested in its behavior when
the displacement is around zero, so linear beam theory is sufficient.
Two different cross-section geometries were considered: a circular section representing a
stainless steel wire with diameter d and a rectangular cross-section representing a stainless
steel ribbon of thickness h and width w. For a beam with fixed-fixed boundary conditions
and a force F applied at the center, the relation between force and deflection is
F (u) = klinu, (3.7)
where
klin =
24EI
L3
, Irectangle =
wh3
12
, and Icircle =
pid4
64
. (3.8)
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By combining this, the expression for L3 from eq. (3.2), and the respective areas of the two
cross-sections, we find that the bending stiffnesses for the rectangular and circular cross-
sections are
klin,rec = 2Kh
2 (3.9a)
and
klin,circ =
3
2
Kd2, (3.9b)
respectively. Furthermore, to achieve the desired cubic stiffness coefficient, the width of the
rectangular section must be
w =
KL3
Eh
, (3.9c)
and the required number of circular-section elements is
n =
4KL3
piEd2
. (3.9d)
The rectangular cross-section provides a particularly convenient result because the linear
stiffness does not vary with the width of the individual springs. Thus, a stainless steel
foil thickness may be selected to achieve a satisfactory bending stiffness regardless of the
cross-section area (i.e., the width and/or number of springs can be adjusted to satisfy the
cross-section-area requirement without affecting the bending stiffness). Although a similar
expression appears for the bending stiffness of the circular cross-section, to meet the required
cross-section area, the number of springs n becomes large. From Figure 3.7, which compares
various linear stiffnesses with the targeted cubic stiffness, linear stiffnesses on the order of
100 N/m are negligible except for very small displacements. Thus, we expect that the NES
can accommodate such a linear stiffness without any remarkable performance effects, but
a significant increase in linear stiffness would be unacceptable. Table 3.2 lists the bending
stiffness associated with several spring-element configurations and shows that a large number
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Figure 3.7: Linear stiffness functions compared to the target nonlinear-spring stiffness. The curve
for 10 N/m-linear stiffness is shown, but negligible relative to the others.
Configuration klin (N/m)
wires (circular section)
n = 1, d = 0.65 mm 643.3
n = 4, d = 0.33 mm 160.8
n = 8, d = 0.23 mm 80.4
ribbons (rectangular section)
h = 0.10 mm, w = 3.4 mm 20.0
h = 0.15 mm, w = 2.2 mm 45.0
Table 3.2: Bending-stiffness coefficients for stainless steel spring-element configurations when K =
109 N/m3 and L = 40 mm.
of spring elements with circular cross-section would be required to achieve an acceptable
bending stiffness. The elements with rectangular sections, or ribbons, however, provide very
low bending stiffness regardless of width.
Stainless steel ribbons were chosen for the nonlinear spring elements in the design of
the NES due to their linear stiffness properties. The spring configurations that were pre-
pared for the NES are listed in Table 3.3. It is possible that wires could have been used
to achieve the same results, but the added complexity of mounting eight wires, simultane-
ously, is unattractive. The spring anchors were positioned approximately 93.4 mm from one
another (2L), which, from eq. (3.6), will allow for transverse displacements of up to 2.4 mm
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Number of springs Thickness, h (mm) Width, w (mm)
3 0.10 1.88
2 0.10 2.82
2 0.15 1.88
Table 3.3: Some spring configurations prepared for the winglet-NES design.
without yielding of the springs. The length of the springs was greatly influenced by the space
available inside the winglet and the size of the spring anchors. Compromise was required
between minimizing the size of the winglet and maximizing the allowable displacement of the
moving-mass assembly.
3.2.2 Structural Analysis of Spring Anchors
The most critical structural component of the NES is the spring anchor, as it must
transmit all of the loads carried by the nonlinear springs to the winglet (i.e., the frame) while
its mass and profile are minimized. To demonstrate that the design is structurally sound, we
present the following analysis.
In Figures 3.8a and b we show photos of an anchor before and after the clamping blocks
were modified, respectively. The loads carried by the anchor are indicated in the schematic
diagram shown in Figure 3.8c. It should be noted that the clamping blocks and the arrange-
ment and number of springs in the schematic is different from the prototype in Figure 3.8b,
but the loads are mostly unchanged. When the springs are clamped into the anchor by tight-
ening the set screw, a tensile force N is applied to the anchor cage. When the nonlinear
springs are deflected transversely a distance u at their center, they experience a total tensile
force T (u) that is transferred to the clamping blocks, which must be retained by the retaining
lip and beam. Under these conditions, the critical areas of the assembly are near the fillets
at both ends of the retaining beam. We determine a conservative analytical estimate of the
critical stress at the fillets of the retaining beam by superposition of the stress states due to
each load, amplified due to a stress concentration.
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Figure 3.8: Spring anchor details: (a) photo of an anchor with two springs; (b) photo of an anchor
(from back side) with three springs after the clamping blocks were modified; (c) schematic of the loads
applied to the anchors when the springs are clamped and then deflected with displacement u: T (u)
is the tension carried by the springs and N is the clamping force; (d) section of the spring anchor
parallel to the springs, with dimensions in millimeters
We begin by addressing the stress due to the tensile force, N , which is yet to be deter-
mined. From Figure 3.8d, which shows a section view of the spring anchor, the cross-section
area over which N is distributed is As = 27.375 mm
2. We assume that N is distributed uni-
formly over As, although we expect a small moment due to the clamping force being applied
approximately 2.6 mm from the centroid of the cross section. Under these assumptions, the
stress in the retaining beam due to the clamping force is uni-axial and uniform. To estimate
the magnitude of N , we consider the coefficient of static friction µs between two clean and
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dry steel components to be 0.78, based upon a survey of available data. Then, to prevent the
springs from slipping, the friction force must balance the tension in the springs such that
T (u) ≤ µsN. (3.10)
Considering the most conservative case — all of the tension carried by a single spring with
maximum deflection (u = 2.4 mm)— the clamping force is
N =
Tmax
µs
, (3.11)
where Tmax = T (2.4 mm) is given by eq. (3.3). The direction of T (u) changes as the spring(s)
are deflected, but the angle remains small, so it reasonable to assume that T is normal to the
face of the anchor. Finally, the stress due to N is
σN =
N
As
. (3.12)
To model the effects of the force due to tension in the springs, T (u), we assume that it is
transmitted to the clamping block and then uniformly distributed over the retaining lip and
beam, respectively. Then, for the most conservative analysis, we assume that the clamping
blocks are not completely seated into the anchor so that all of T (u) is transferred to the
retaining beam. Although it is tempting to use an Euler-Bernoulli beam model to estimate
the critical stress, the analysis in Appendix A shows that shear stress could be significant
in beams with aspect ratios as large as the retaining beam (h/L = 3/11). In addition, the
compliance of the anchor and stress concentrations are likely to have a significant effect on
the critical stress. Therefore, stress analysis of the spring anchor has been performed using
a finite-element model. Results indicate that the critical locations are the fillets indicated in
Figure 3.8c, and that the maximum von Mises stress is approximately 120 MPa. For steel
with a yield strength of 250 MPa, this is a factor of safety of around two. However, when the
properly loaded anchor is modeled (load distributed along the retaining beam and lip), the
critical von Mises stress is less than 80 MPa— a factor of safety over three.
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For completeness, we address the screws used to fasten the anchors to the winglet. Each
anchor is fastened to the winglet by two M3 screws which are loaded primarily in shear due
to tension in the springs. Assuming a minor diameter of 2.2 mm and Tmax = 135 N, the shear
stress in the screws is less than 17 MPa — a factor of safety of approximately 7.5 based on
the maximum-shear-stress theory and a yield strength of 250 MPa. The yield strength of any
steel screw is likely to be significantly higher than this, leading to a higher factor of safety.
3.2.3 Structural Analysis of Winglet-GTW Interface
The final structurally critical area of the design is the connection between the winglet and
the tip of the GTW. The winglet is fastened to the GTW via three countersunk holes shown
in Figure 3.9a that were used to fasten a variety of wingtip attachments in a previous study
by Edwards et al. (2009). Figure 3.9b shows the winglet fastened to the GTW during ground
vibration tests. In this section we will provide structural analysis of the wingtip connection
between the NES and GTW, including the tab, fasteners, and interface.
The winglet is fastened to the tip of the GTW using three #6-40 screws, equally spaced,
and centered 12.2 mm from the wingtip. Figure 3.10a shows a schematic section view of the
GTW wingtip (aluminum core only) and the winglet. The winglet tab that overlaps and
fastens to the wingtip is 2.3 mm thick and 110 mm wide, and the aluminum core of the GTW
at the wingtip is 2.7 mm thick. The fasteners and the line along which the centers of the
threaded holes in the winglet tab lie are the critical areas of the connection, and the stress at
those locations will be greatest when the aeroelastic response of the GTW is unstable. This
scenario can be modeled using the system shown in Figure 3.10b, where the wingtip heave is
represented by y(t) and mw is the mass of the winglet and NES, and by assuming that the
tab is a cantilever beam clamped at the screws and loaded at the tip, resulting in
kw =
3EI
l3o
, (3.13)
where E is the modulus of elasticity of 6064 aluminum alloy and I is the area moment of
inertia of the tab. This model most closely represents the system when w(t) − y(t) > 0,
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(a)
(b)
Figure 3.9: Photos showing the interface between the GTW tip and the winglet: (a) wingtip-
attachment hole pattern from previous study; (b) winglet fastened to the GTW tip.
because the winglet is deflected away from the wingtip and the wingtip does not contribute
to bending stiffness. The wingtip heave during an unstable response can be approximated as
y(t) = Uo sin Ωt, (3.14)
so that the governing equation of the system is
w¨ + ω2w = ω2Uo sin Ωt, (3.15)
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Figure 3.10: (a) Schematic view (not to scale) of a spanwise section of the GTW wingtip and winglet
showing the position of the fasteners relative to the approximate center of mass of the winglet and
NES, and (b) a diagram of the model used to estimated the loads on the GTW-winglet interface.
where ω2 = kw/mw. Damping has been omitted explicitly in this formulation; however, we
consider only the particular solution of (3.15)
w(t) =
Uo
1− (Ω/ω)2 sin Ωt. (3.16)
We need only to consider the amplitude of the relative displacement, w(t) − y(t), to
estimated the coupling force between the GTW and wingtip and the bending moment at the
fasteners,
Fw =
Uokw
(ω/Ω)2 − 1 and Mw = Fwlo, (3.17)
respectively. Our calculations assume that the NES mass is locked and consider mw =
0.3702 kg. This neglects the mass of the tab because only one-third of it lies between the
wingtip fasteners and the winglet. If half of that mass is added to mw, the difference is
1%; thus, it is considered negligible. With an elastic modulus for the aluminum alloy of
71 GPa and lo = 0.0222 m, the bending stiffness of the tab is 2.2 × 106 N/m. It follows
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that ω = 2434 rad/s — much larger than any oscillation frequency, Ω, that was observed in
simulations. For a conservative solution to Fw in (3.17), we assume the wingtip-oscillation
frequency is the largest that was observed in aeroelastic simulations in transonic flow. Thus,
we choose Ω = 70 rad/s (11 Hz) and an oscillation amplitude of Uo = 0.2 m, resulting in
transverse coupling force and moment Fw = 354 N and Mw = 7.9 Nm, respectively.
With a stress concentration factor of 2.0 around the screws in the tab (Shigley and
Mischke, 2002), the maximum bending stress in the tab along the line of screws is 160 MPa.
An idealized finite-element model of this loading scenario predicted a concentration of 1.85
around the screws, but the more conservative 2.0 was retained for this analysis. Furthermore,
using the approach in Appendix B, the pre-tension in each screw must be at least 84 N,
so we assume a pre-tension of 150 N. Then the maximum load carried by each screw is
approximately 280 N, which makes the shear stress at the threaded interface between the
winglet tab and screw approximately 8.5 MPa. Thus, there is minimal risk of stripping or
pulling out the threads in the winglet tab, and the maximum principle stress and von Mises
stress are approximately equal to the maximum bending stress.
With this analysis, we have identified the winglet tab as the structurally critical location
of the design. For the present design, the winglet must be fabricated from a high-strength
aluminum alloy in order to achieve a satisfactory factor of safety and to ensure that an
unstable response of the GTW in the wind tunnel will not result in structural failure. In
addition to careful selection of materials, it may be advisable to modify the design of the
winglet and tab. For example, the bending moment on the tab can be reduced by reducing
the mass of the winglet. Computational results in Chapter 2 showed that this is likely to be
beneficial from an aeroelastic perspective as well. The bending stress can also be reduced by
increasing the area moment of inertia, with a proportional increase in the bending stiffness.
One way to accomplish this is to use top and bottom tabs so that the winglet slides over
the wingtip. Nevertheless, the rest of the winglet and NES design is structurally robust and
capable of undergoing a series of wind-tunnel tests.
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3.3 Experimental Identification of NES Parameters
To confirm that the as-built NES achieved the target properties, experimental system
identification was performed using the restoring force surface method (RFSM), for which
detailed explanations are given by Kerschen et al. (2001, 2003, 2006), and by Masri and
Caughey (1979). The method consists of fitting an assumed model to an experimentally
measured restoring force using a least-squares method to estimate the unknown parameters.
The goodness of the fit fˆi to the measured restoring force fi is quantified by the normalized
mean-square error (MSE), which is defined as
MSE
(
fˆ
)
=
100
Nσ2f
N∑
i=1
(
fi − fˆi
)2
, (3.18)
where N is the total number of samples and σ2f is the variance of the measured restoring
force (Kerschen et al., 2003). MSE of less that 5% is generally indicates an acceptable fit.
For the NES, the assumed model is
µN sgn(u˙)︸ ︷︷ ︸
friction
+cu˙+ klinu+ knl sgn(u)|u|α = −my¨︸ ︷︷ ︸
restoring
force
, (3.19)
where the mass m and its absolute acceleration y¨ on the right side can be measured directly
and their product is called the restoring force. The left side of the expression depends upon u,
the displacement of the mass relative to the base, and its derivative with respect to time, u˙.
A combination of friction and viscous dissipation is assumed in the model, where µN is the
product of the coefficient of kinetic friction and the normal force and c is the viscous damping
coefficient. Stiffness is modeled by the sum of a linear term with unknown coefficient klin and
a nonlinear term with unknown coefficient knl and exponent α. If the motion of the mass
and the base to which the NES is anchored is known, then the coefficients and exponent are
the only unknowns of the equation and can be approximated using a least-squares fit.
Initial experiments examined the configuration with two 0.10 mm-thick springs (see Ta-
ble 3.3), but results indicated that it was approximately 20% less stiff than predicted. It
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Figure 3.11: Photo of the NES mounted on a shake table for experimental system identification.
Laser vibrometers were used to measure the velocity of the shake table and the NES moving-mass
assembly during the test.
is likely that this was due to slack in the springs since they were not flat and smooth after
they were cut to size. Based on this observation, the spring configuration for which results
will be presented consisted of three 0.10 mm-thick springs, two of them 1.88 mm wide and
one 2.82 mm wide. This results in roughly 20% additional spring-cross-section area, which is
proportional to the cubic stiffness coefficient given by (3.2).
The experimental setup for the system-identification tests required that the NES be as-
sembled in the winglet, but without any of the ancillary hardware. The winglet was then
mounted on a shake table via an angle bracket as shown in Figure 3.11. The shake table was
driven by a sinusoidal signal with variable amplitude and frequencies within the range of 9 to
13 Hz to match the flutter frequencies of the GTW. The amplitude was varied manually so
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that the relative displacement of the mass remained around 1 to 2 mm. During each test the
absolute velocity of the shake table and the NES mass were measured using laser vibrome-
ters, and data was sampled at 1024 Hz for approximately 30 s. The measured velocities were
adjusted for DC offset and numerically integrated and differentiated to estimate displace-
ment and acceleration, respectively. Absolute acceleration was multiplied by the negative
of the mass of the moving-mass assembly (−0.149 kg) to construct the restoring force, and
the relative displacements and velocities of the NES mass were determined by taking the
difference of the absolute measurements. Finally, using a built-in MATLAB R© function, the
system parameters were estimated by a least-squares fit.
Data collected for each base-excitation frequency were post-processed and then split into
four consecutive response intervals. System parameters were estimated from each of the
response intervals, as well as the composite of the four intervals. By comparing the identified
stiffness parameters of each interval, it was possible to detect whether the springs slipped or
yielded during the test. With the exception of some possible “settling” of the springs and
clamping hardware immediately after the first test began, there were no gradual or abrupt
changes in the identified stiffness for any of the tests reported here. In fact, the identified
stiffness parameters were consistent enough throughout the tests (including with changes to
the frequency and amplitude of the base motion) that the differences in the curves are nearly
indiscernible when plotted together. Therefore, we will present only the results for the final
set of data, when the base excitation was 13 Hz and the NES reached its largest relative
amplitude.
The estimated parameters, with an MSE of 0.35%, and their targets are listed in Table 3.4.
The nonlinear stiffness coefficients cannot be directly compared because the units are not the
same. Instead, Figure 3.12 compares the experimentally identified stiffness function, with
and without the linear stiffness term in the assumed model, to the targeted stiffness and the
lower limit of effective stiffness identified in Chapter 2. The stiffness of the prototype NES
was still less than the target stiffness, but it was within the effective range that was predicted
for suppression of aeroelastic instabilities. Furthermore, when the linear stiffness term was
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Estimated Targeted
µN = 0.21 N µN = N/A
c = 3.65 Ns/m c = 4.5 Ns/m
klin = 0 N/m klin = 0 N/m
knl = 2.54
(
109
)
N/mα knl = 10
9 N/mα
α = 3.20 α = 3.00
Table 3.4: NES parameters estimated from the system identification procedure and their targeted
values.
omitted from the assumed model (3.19), there was no discernible difference in the stiffness
function, both graphically, and in terms of MSE. Therefore, the linear stiffness component
is negligible and the NES design has successfully achieved an essentially nonlinear stiffness.
The difference between the targeted and identified stiffnesses is likely due to slack in some or
all of the springs when the NES mass is in its undisplaced position, which has the effect of
shifting the stiffness curve away from the origin.
It is difficult to directly compare dissipation in the experimental system to that in the
targeted system because the real system contains non-negligible friction. Nonetheless, it is
possible to estimate an equivalent viscous-damping coefficient by assuming no friction in the
model fitted to the data. This system resulted in viscous-damping coefficients ranging from
4.9 to 5.7 Ns/m, somewhat higher than the targeted damping, 4.5 Ns/m, but well within
the range of effective damping coefficients. When both friction and viscous damping were
included in the model, the friction force ranged from 0.19 to 0.31 N and the viscous damping
coefficients from 2.8 to 3.6 Ns/m. Typically, friction force increased with the amplitude of
oscillation of the NES mass, and viscous damping decreased. The values for each that are
given in the table were selected because they were observed for displacements closest to those
expected during operation of the NES.
3.4 Summary
In Chapter 3, we introduced a prototype winglet-mounted NES designed to mitigate
transonic aeroelastic instabilities of the GTW. It combines the components necessary for
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Figure 3.12: Comparison of the experimentally identified stiffness function, both with and without
a linear stiffness term included in the assumed model, to the targeted stiffness and the lower limit of
the effective stiffness range.
TET and ancillary hardware into a low-profile, lightweight winglet that attaches to the tip of
the GTW. Structural robustness was demonstrated analytically, and recommendations were
made for future improvements.
Experimental system identification was performed to verify that the NES was capable of
achieving stiffness and dissipation parameters that result in an effective design based upon the
aeroelastic analysis. In its current configuration, the prototype NES succeeded in achieving
an essentially nonlinear stiffness that is slightly less than the target, but within the effective
range. Results showed that friction contributes significantly to the dissipation in the system,
which is slightly higher than the target, but within the effective range. Based upon these
results, we anticipate that the prototype NES is capable of suppressing instabilities of the
GTW.
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Chapter 4
Ground Vibration Tests
In this chapter, we examine the effects of the winglet-mounted NES on the structural
dynamics of the GTW. This includes experimental modal analysis of the wing with the clean
winglet attached and with the winglet and locked NES attached (some of these results were
previewed in Chapter 2 because they were required for the aeroelastic model of the GTW).
Experimental time series showing the response of each configuration of the wing to a hammer
impact will be compared to the responses with the winglet attached and NES free to oscillate.
This part will conclude with comparisons of experimental and computational time-series data
to examine the effects of combined viscous and friction damping and how energy is distributed
among wing modes and dissipated when the NES is included.
4.1 Modal Analysis
Experimental modal analysis was performed on the GTW for its clean-winglet and winglet-
with-locked-NES configurations to determine the natural frequencies, estimate the modal
damping factors, and compare the mode shapes to those of the clean-GTW configuration
(GTW without any wingtip attachments). These data were then used to verify that the FE
models of the GTW with wingtip attachments accurately captured the structural dynamics
of the systems. For details on the experimental modal analysis of the clean GTW and its FE
model, the reader is referred to Hubbard (2009).
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76
2
3
1
4 5
8 9
11
C
B
A
x
y
Figure 4.1: Measurement and excitation locations and labels; numbers and letters indicate measure-
ment and excitation locations, respectively.
4.1.1 Experimental
Experimental modal analysis sought to evaluate how the structural dynamics of the GTW
changed with the addition of wingtip attachments. This was accomplished by studying and
comparing the differences in the frequency response functions of each system— mainly natu-
ral frequencies and modal damping ratios. Experimental mode shapes of these configurations
were measured for each configuration as well; however, the experimental modes are pertur-
bations of those shown in Figure 2.2, so they will not be shown again in this section.
During experiments, an m+p international VibPilot data-acquisition system was used for
data collection, and accompanying software for some of the data processing. The structure
was excited using an impact hammer with a soft tip to confine the energy imparted to the
system to its lower modes. The locations of impacts are listed as A, B, and C in Figure 4.1
and are confined to the trailing edge and near the wing root where the aluminum alloy core
of the wing is exposed. Allowing impacts at other locations would have required additional
accommodations to prevent damage to the balsa cladding. The transient response of the
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System Description
Mode
clean
winglet, winglet,
clean locked NES
b
en
d
in
g
1 4.1 (1) 3.8 (1) 3.5 (1)
2 14.3 (2) 12.7 (2) 11.7 (2)
3 33.4 (4) 29.1 (3) 27.1 (3)
4 62.6 (6) 54.7 (5) 52.9 (5)
to
rs
io
n 1 31.8 (3) 31.1 (4) 30.8 (4)
2 57.8 (5) 55.9 (6) 55.0 (6)
Table 4.1: Comparison of experimentally measured natural frequencies (Hz) of the first six modes of
the clean GTW, the GTW with the winglet, and the GTW with the winglet and locked NES; numbers
in parentheses indicate modes.
system due to the impact was measured at the twelve numbered locations listed in Figure 4.1.
At every location except for 11, the response was measured via accelerometer, with 1, 4, 5,
8, and 9 using the internal accelerometers of the GTW. Velocity was measured at location
11, which is on the wingtip and adjacent to the NES mass, using a Polytec laser vibrometer.
Data were collected at a rate of 2048 Hz for approximately 8 s after being triggered by a
hammer impact.
Table 4.1 lists the experimentally identified natural frequencies for the first six modes,
separated into bending and torsion modes, of each configuration. As should be expected with
the addition of mass to the structure, the frequencies of the bending modes for configurations
with the winglet are less than those of the clean configuration. The frequencies of the first two
torsion modes are also reduced, but only slightly. These changes resulted in the frequencies of
the third and fourth bending modes being reduced such that they are below the frequencies
of the first and second torsion modes, respectively, for both configurations with the winglet.
Despite the change in order of the frequencies of modes, the third bending and first torsion
modes remain closely spaced, as do the fourth bending and second torsion modes.
Figure 4.2 compares the experimental accelerance FRFs of the clean GTW and winglet-
with-locked-NES configurations for responses at locations 8 and 9 to excitation near the wing
root (location C). The most obvious difference between the FRFs of the two configurations is
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Figure 4.2: Experimental accelerance FRFs of the clean GTW (without wingtip attachments) and
the GTW-with-winglet-and-locked-NES configuration for a hammer impact near C and responses
measured using internal accelerometers at locations (a) 8 and (b) 9, respectively (see Figure 4.1).
the change in frequencies that has already been discussed. The magnitude of the locked-NES
configuration at the first bending frequency is larger than that of the clean configuration, but
the second-bending-frequency magnitudes are nearly the same. The difference that exists
is nearly eliminated when displacements are considered instead of accelerations. Differences
between the FRFs at higher frequencies, especially the third and fourth bending modes, are
likely due to the changes in natural frequencies and the movement of nodal lines that are in
the vicinity of the measurement locations.
Figure 4.3 compares experimental FRFs of the response at locations 8 and 9 due to an
impact at location A for the clean-winglet and winglet-with-locked-NES configurations. The
FRFs of both configurations are very similar, especially at low frequencies. The additional
mass due to the locked NES had no significant effect, in terms of frequency and amplitude, on
the first torsion mode. Frequencies of the bending modes were reduced, and the additional
mass caused a small reduction in the second-bending-mode displacement. This is likely a
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Figure 4.3: Experimental accelerance FRFs of the GTW with clean winglet and the GTW-with-
winglet-and-locked-NES configuration for a hammer impact at A and responses measured using in-
ternal accelerometers at locations (a) 8 and (b) 9, respectively (see Figure 4.1).
result of the nodal line of the second bending mode moving closer to the wingtip with the
addition of the locked NES mass.
In addition to evaluating experimental frequency response functions, these data were used
to estimate modal damping factors. For the first and second bending modes, experimentally
measured responses were band-pass filtered to isolate the response of the desired mode,
and then the modal-damping factor was estimated by fitting an exponential function to the
envelope of the decaying response. Since the higher-frequency modes occurred in closely
spaced pairs, it was not possible to isolate their respective components by band-pass filtering
the response. Instead, the modal damping factors of each pair of modes were estimated by
fitting the peaks of the computational FRFs to the peaks of the experimental FRFs. The
results are listed in Table 2.9 of Chapter 2, and confirm that all of the modes of interest
remained lightly damped.
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4.1.2 Computational
The thin-plate finite-element model of the GTW that was developed by Hubbard (2009)
was modified to create models of the GTW-with-clean-winglet and the GTW-with-winglet-
and-locked-NES configurations. Some of the details regarding modeling the new configura-
tions will be given in this section along with a comparison of computational and experimental
FRFs to verify that the dynamics of the modified configurations have been adequately mod-
eled.
A majority of the effects of the winglet on the structural dynamics of the GTW are due
to its mass and mass moment of inertia. As a result, most of the modifications to the FE
GTW model are concerned with how the mass and mass moment of inertia of the winglet
are distributed among the nine wingtip nodes and 27 degrees of freedom. However, we also
consider the additional stiffness at the wingtip when the winglet is attached.
When modeling the winglet tab fastened to the GTW, it is treated as if it is perfectly
bonded with the wingtip so that it becomes a part of the aluminum alloy core of the wing.
The result is that the FE model considers a thickened aluminum core in the area of the winglet
tab, which accounts for the additional mass and stiffness of the tab. Although the perfectly
bonded interface between the wingtip and tab in the FE model results in excessive stiffness
when compared to the three screws used to fasten the tab to the wingtip, the FE model does
not account for the additional chordwise stiffening due to the body of the winglet. Therefore,
we assume that chordwise bending at the wingtip will be small due to the presence of the
winglet and discrepancies between the experimental and FE models will have a negligible
effect on the dynamics of the system.
To distribute the mass of the winglet among the nine uniformly spaced nodes of the
wingtip, it was assumed that the winglet could be approximated as a uniform-thickness plate
with plan geometry shown in Figure 3.3. The mass of the winglet was then applied to
the closest node and added to the appropriate degree of freedom on the diagonal of the mass
matrix. Table 4.2 lists the ratio of the total mass of the winglet that is applied to each wingtip
110
4. Ground Vibration Tests Modal Analysis
node mass ratio
lead - 1 0.0232
2 0.1173
3 0.1438
4 0.1438
5 0.1438
6 0.1438
7 0.1438
8 0.1173
trail - 9 0.0232
Table 4.2: Ratio of the winglet mass applied to each wingtip node of the FE model.
node. The same distribution is used for the mass moment of inertia about the wingtip chord.
This implies that the change in height of the winglet at its leading and trailing edges has
been neglected while accounting only for the change in mass. Finally, the mass moment of
inertia about an axis in the plane of the wing planform and perpendicular to the chord was
approximated according to
(Iy)j =
1
12
mjl
2 for j = 1, 2, . . . , 9, (4.1)
where the index j refers to the wingtip node, mj is the winglet mass applied to the j-th node,
and l is the distance between nodes. This was derived by assuming that the mass at each
node is uniformly distributed over a segment equal to the length of an element and centered
at the node.
Since the winglet body and the tab are treated separately in the model, but cannot be
weighed individually, the solid model of the winglet was used to estimate how the mass and
mass moment of inertia should be distributed. It follows that the tab, winglet body, and
winglet lid are 11.6%, 55.8%, and 33.6% of the total mass, respectively. The model was
also used to estimate the mass moment of inertia of the winglet body and lid. Since the
mass estimated by the model was nearly 20% less than the actual mass, the estimated mass
moments of inertia were scaled up to account for the difference. The resulting estimates of the
mass moments of inertia of the winglet body and lid were 1.0×10−4 kg m2 and 0.7×10−4 kg m2,
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respectively. Finally, experimental ground vibration tests were conducted with the lid of the
winglet removed so that non-contact measurements of the velocity of the NES mass could be
made. To maintain consistency between experiments and computations, the model used to
produce all of the simulated results that follow considered the winglet lid to be removed.
Modal damping was assumed in the FE model using the experimentally identified damping
ratios in Table 2.9 for the first six modes, and assuming 1.0% damping for modes seven and
eight. The damping matrix was then constructed using
C = a1K +
7∑
r=1
2ζˆrωr
Mr
Mφr (Mφr)
T , (4.2)
where
a1 =
2ζ8
ω8
, ζˆr = ζr − ζ8ωr
ω8
, (4.3)
M and K are the mass and stiffness matrices, φr is the r-th mode-shape vector, and Mr,
ωr, and ζr are the modal mass, frequency, and damping ratio, respectively, of the r-th mode
(Craig and Kurdilla, 2006). With this formulation, modal damping ratios of the first eight
modes are specified, and subsequent modes are given by
ζr = ζ8
ωr
ω8
, r = 9, 10, . . . , N, (4.4)
where N is the total number of modes in the model.
Comparison of computational and experimental mode shapes and frequency response
functions for the GTW in its clean-wing configuration have been covered in detail by Hubbard
(2009). Therefore, we limit the results shown here to those concerning the new configurations.
Similar to the experimental mode shapes, plots of the mode shapes of the FE models have
been omitted because they are merely perturbations of those seen in the clean-wing configu-
ration. Figure 4.4 compares the accelerance FRFs predicted using the modified FE models
to their experimental counterparts when the wing is excited at location A and the response
is measured at location 12, the trailing edge of the wingtip. For both GTW configurations—
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Figure 4.4: Comparison of experimental and computational (FE) accelerance FRFs with excitation
at A and response at 12 (see Figure 4.1) for (a) the GTW with clean winglet and (b) the GTW with
winglet and locked NES.
clean winglet (4.4a) and winglet with locked NES (4.4b) — the FE prediction matches the
experimental FRF very well, especially for the first four modes. Clear differences occur be-
tween the magnitude and sharpness of the peaks at higher frequencies, which indicates that
the higher modes are more heavily damped in the experiments then they are in the model.
This is not critical for studying the effects of the NES since it is designed to interact more
strongly with the lower modes, for which the FE model is very accurate.
Using predictions from the FE models of each of the three GTW configurations, Figure 4.5
examines how the response at the wingtip, adjacent to the NES, to excitation at location
A varies. Observations that can be made regarding these results are similar to those made
for other experimental FRFs. Other than frequency, the first two bending modes are not
significantly changed from one configuration to another. It is impossible to tell from the
figure, but the order of the modes changes when the winglet is added so that closely spaced
pairs of modes (one bending and one torsion) are switched, resulting in the bending mode
having the lower frequency. The same observation was made from experimental data. From
these and the preceding results, the FE models can be expected to accurately predict the
dynamics observed for each configuration, especially at lower frequencies.
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Figure 4.5: Computational (FE) accelerance FRFs with excitation at A and response at 11 (see
Figure 4.1) for the clean GTW, GTW with clean winglet, and the GTW with winglet and locked
NES.
4.2 Transient Responses With and Without an NES
In this section we will examine the effects of the NES on the GTW by studying the
transient response of the system with and without the NES locked in experiments and sim-
ulations. Experimental results will form the basis of the analysis and be used to verify the
accuracy of computational results. Computational results and analyses will then be used to
form a detailed explanation of how the GTW and NES interact. Simulations will also be used
to show how the dynamics of the system are affected by the inclusion of friction damping at
the NES, as opposed to only viscous damping.
Experimental results in this section were collected in a series of tests in which the GTW
was excited by a hammer impact at location A or B and the response of the wing was
measured at each of the locations shown in Figure 4.1 using accelerometers, except for location
11 where velocity was measured using a laser vibrometer. The absolute velocity of the NES
was also measured by a laser vibrometer. Data were collected using an m+p international
VibPilot data-acquisition system, which was triggered by the hammer impact. Typically,
data were sampled at a rate of 2048 Hz for a duration of approximately 8 s.
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Tests were conducted on the GTW with the winglet attached and the NES assembled
within, but with the winglet lid removed so that a laser vibrometer could be used to measure
its response. Several transient responses of the system with the NES locked were measured
for impacts of varying intensity at locations A and B. Then, with the NES free to oscillate,
tests were repeated so that several responses could be recorded for impacts at both locations.
A total of fourteen cases were recorded to ensure that responses had been captured for a
broad range of excitation intensities, and the energy-dependent characteristics of the NES
could be observed.
What follows is an introduction of the computational methods used to predict and analyze
the behavior of the system. Detailed explanation and examples of the data processing tech-
niques that were employed will be presented. Then, from experimental and simulated data,
detailed results will be presented for three different cases: low, medium, and high energy.
4.2.1 Computational Methods
Simulations of the transient response of the GTW were performed by solving the equations
of motion of the system using modal coordinates of the GTW-with-clean-winglet configura-
tion. In physical coordinates, the equations of motion are
Mu¨ + Cu˙ + Ku = P(t). (4.5)
When the NES is attached and allowed to oscillate, the equations of motion become
Mu¨ + Cu˙ + Ku− Fnes(ur, w) = P(t), (4.6a)
mw¨ + fnes(ur, w) = 0, (4.6b)
where
fnes(ur, w) = µN sgn (w˙ − u˙r) + c (w˙ − u˙r)
+knl sgn (w − ur) |w − ur|α (4.6c)
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is the coupling force between the NES and the wingtip at r, the FE degree of freedom at which
they are coupled, and Fnes is a vector with zeros in every position except the r-th, which is
equal to fnes. Physical coordinates are then transformed to modal coordinates according to
u = Φη, (4.7)
where
Φ = [φ1φ2 . . .φ12] (4.8)
and φj is the j-th mode-shape vector orthonormalized with respect to M. The construction
of Φ used in (4.7) assumes that the important dynamics of the system are limited to the
first fifteen modes. This is a reasonable assumption because the ground vibration tests were
designed so that the low-frequency modes would be preferentially excited. In addition, energy
in the higher modes is dissipated quickly. Substituting (4.7) into (4.6) and pre-multiplying
by ΦT gives the equations of motion in modal coordinates,
η¨j + 2ζjωj η˙j + ω
2
j ηj − φrjfnes(ur, w) = φTj P(t),
j = 1, 2, . . . , 12, (4.9a)
mw¨ + fnes(ur, w) = 0, (4.9b)
where φrj is the r-th degree of freedom of the j-th mode-shape vector, ωj is the frequency,
and ζj is the modal damping ratio. Here, the modal damping ratios of the first six modes
were determined by experiment, and those of modes seven through fifteen were assumed to
be 1%. This results in different modal damping ratios for modes nine through fifteen when
compared to the formulation of the physical damping matrix in eq. (4.2).
To replicate experimental results, the external-force vector P(t) is given by substituting
the force measured from the impact hammer at the position of the translational degree of
freedom closest to the impact. When friction is not included in the coupling force, eq. (4.9)
can be solved using many different integration algorithms. For this work, the fourth/fifth-
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order Runge-Kutta method suggested by Dormand and Prince (1980) and implemented with
adaptable time steps in MATLAB R© as ode45 was used. When the effects of friction damping
at the NES were to be considered, integration of the system was more complicated due to
the possibility of stick-slip behavior of the NES. To address this, the same fourth/fifth-order
Runge-Kutta method was modified to detect and efficiently handle stick or slip events. Details
of this algorithm are available in Appendix C.
In the results that follow, we will refer on many occasions to the modal response and
modal energy. The modal response refers to η in eq. (4.7), where Φ is the mode-shape
matrix of the GTW-with-clean-winglet configuration. When the instantaneous energy in the
wing is considered, it can be partitioned into modal energies by
Ej(t) =
1
2
(
η˙2j + ω
2
j η
2
j
)
. (4.10)
What remains is the instantaneous energy in the NES, which is given by
En(t) =
1
2
mw˙2 +
1
α+ 1
knl |w − ur|(α+1) . (4.11)
We maintain this energy partition throughout every simulation, even when friction damping is
present. When the NES becomes “stuck” relative to the wingtip, the more physically relevant
modal basis is that of the winglet-with-locked-NES configuration, but the clean-winglet basis
is maintained for consistency.
For nonlinear systems it is often useful to study the dynamics in the context of the
frequency-energy plot (FEP), which shows the possible periodic motions of the underlying
Hamiltonian system. For lightly damped structures like the GTW, the FEP of the undamped
system provides a close approximation of the potential responses. However, it is not trivial
to construct the FEP of a continuous system, even if it is linear with a single nonlinear
attachment like the GTW and NES. Alternatively, we assume that the NES will interact
most strongly with the second bending mode and consider the truncated, undamped system
in which the NES is coupled only to the second mode of the GTW. A similar approach was
used by Gendelman et al. (2010) to reduce a three-DOF aeroelastic system (two-DOF rigid
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airfoil coupled to an NES) to a two-DOF system in preparation for asymptotic analysis. The
system is formulated by applying the transformation
u = βφ2ξ, (4.12)
where β is a scaling parameter that is selected by enforcing
ur(t) = ξ(t), (4.13)
which means
β = 1/φr2. (4.14)
In other words, the mode-two eigenvalue is rescaled so that the value corresponding to trans-
lation of the NES coupling point is one and the physical displacement, ur, is the same as the
new modal coordinate, ξ. Substituting (4.12) into (4.6) and pre-multiplying by βφT2 , we find
β2φT2 Mφ2ξ¨ + β
2φT2 Kφ2ξ − βφr2fˆnes(ur, w) = 0, (4.15a)
mw¨ + fˆnes(ur, w) = 0, (4.15b)
where
fˆnes(ur, w) = knl sgn (w − ur) |w − ur|α . (4.15c)
Taking advantage of the orthonormality properties of φ2 and substituting (4.13) and (4.14)
into (4.15) gives
β2ξ¨ + β2ω22ξ − fˆnes(ξ, w) = 0, (4.16a)
mw¨ + fˆnes(ξ, w) = 0, (4.16b)
which models a single-DOF linear oscillator with a nonlinear attachment. The displacement
of the linear oscillator and the nonlinear attachment represent the second-mode part of the
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Figure 4.6: Frequency-energy plot of the undamped dynamics of the system given by eq. (4.16), which
approximate the interaction between the second bending modes of the clean-winglet configuration of
the GTW and the NES.
physical displacement of the GTW at the NES coupling location and the NES, respectively.
The instantaneous energy in this two-DOF system is given by
Eˆ(t) = E2(t) + Eˆn(t), (4.17)
where
Eˆn(t) =
1
2
mw˙2 +
1
1 + α
knl |w − ξ|α+1 . (4.18)
Although Eˆ is invariant for the system given by (4.16), this formulation is useful for studying
the damped response of the full system.
Using methods developed by Kerschen et al. (2009) and Peeters et al. (2009), the frequency-
energy plot was constructed for the system given in eq. (4.16) and is shown in Figure 4.6.
Each branch that makes up the FEP represents a family of similar periodic solutions of
the system with period 1/f . The backbone branch, which extends through all frequencies,
consists of periodic orbits that are localized to the NES. The horizontal, low-energy branch
labeled “2B” is where the dynamics are dominated by the linearized system, and the NES
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motions are small. The figure also includes a 1:3 subharmonic tongue and several superhar-
monic (n : 1) tongues in which the NES responds at a frequency that is three times less than
that of the linear oscillator (second bending mode) or n times more (where n is an integer),
respectively. The two-DOF system does not include dynamics of the adjacent bending modes,
so their frequencies have been indicated in the figure for reference. We expect that this simple
representation of the GTW-NES system will be useful only when the response of the NES is
strongly coupled to the second bending mode (e.g., through internal resonance and TET).
4.2.2 Data Post-Processing and Analysis
Post-processing of experimental data was limited whenever possible to avoid the potential
for introducing artifacts. One way that this was accomplished was to use laser vibrometers
to directly measure velocity at the most critical locations: the NES and its coupling point
on the GTW. Then it was possible to estimate displacement or acceleration in a single step,
integration or differentiation, as opposed to measuring acceleration and integrating twice
to estimate displacement. However, for estimating the experimental Eˆ(t) (second-bending-
mode energy plus NES energy), extensive processing was unavoidable, even for computational
results. In this section, we will briefly present the methods and procedures used to process
and analyze experimental and computational data.
Signal Integration
Evaluating the effectiveness of the NES requires that its relative velocity and displacement
be estimated. The absolute velocities of the NES and wingtip, adjacent to the NES (location
11), were measured during experiments. It was assumed that the location-11 response was
approximately the same as that of the location to which the NES was coupled. Therefore,
the relative velocity of the NES is approximated by subtracting the measured velocity at
location 11 from the measured NES velocity. Due to the exceptionally high quality of the
data (e.g., very little high or low-frequency noise and DC offset were observed) no additional
processing was required here.
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Relative displacements were estimated similarly after integrating the measured velocities
to determine absolute displacement. Velocities were integrated using the trapezoidal rule
and initial displacements were estimated by assuming that the signal had zero mean over
any number of complete fundamental periods. This was most effective if it did not include
the initial part of the displacement response, which contained significant higher-frequency
components. When the estimated displacement contained a significant component at a fre-
quency lower than the fundamental frequency, high-pass filtering was used. A Butterworth
filter of low order, typically one or two, with cutoff frequency around 1 Hz was applied in the
forward and reverse directions to a signal which combined the displacement with its mirror
about the initial time. This limited the windowing effects of the filter to the ends of the
signal. If this was not effective in removing the low-frequency component, then the high-pass
filter was applied to the velocity signal before integrating. It should be noted that the filter
forces the entire signal to be zero mean, so the initial displacements were estimated after
filtering. Caution should be used when assuming zero mean when considering the relative
displacement of the NES, as friction makes non-zero mean a possibility.
Un-Averaged FRF
Although a frequency response function cannot be defined for a nonlinear system, it is
useful, from a signal-processing perspective, for quickly identifying the frequencies and modes
most affected by the NES. Therefore, when referring to the FRF of a nonlinear response, we
do so in the signal-processing sense. Since the qualitative and quantitative response of the
NES depends strongly upon input energy or force, the FRF will change with the input to the
system, even if the signal is perfect. As a result, averaging can destroy nonlinear effects that
appear in the FRF, and should not be used. The FRF of a nonlinear response is evaluated
exactly as the FRF of a linear system would be, except that only a single time series is
considered; i.e., averaging is not used.
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Frequency-Energy Plot
To take advantage of the frequency-energy plot developed in the previous section for
the truncated system, the second-bending-mode energy and response at the NES coupling
location must be extracted from the full response of the system. Since the frequency of the
second bending mode is isolated from those of other modes, it is possible to separate that
part of the response using a band-pass filter. With a Butterworth filter designed to eliminate
frequencies below 6.8 Hz and above 18.8 Hz, experimental values for ξ and ξ˙ from (4.16)
and (4.17) can be estimated. Testing of this approach on simulated data suggested that
it captures the qualitative features of ξ and ξ˙, but tends to underestimate the amplitude.
Nonetheless, it can yield useful information. Henceforth, the experimental estimate of ξ will
be referred to as ξ˜.
Eventually, we wish to evaluate the wavelet transform of the relative response of the NES
and map it from the time domain to the energy domain. To do that, Eˆ(t) must be estimated
from the experimental response, but that requires the modal displacement and velocity of
the second bending mode so that the mode-two energy can be evaluated. This is not possible
without knowing the modal mass and frequency, so we recognize that
β˜ξ(t) = η˜2(t) (4.19)
and
E2(t) =
1
2
β˜2
(
˙˜
ξ2 + ω22 ξ˜
2
)
= β2E˜2(t), (4.20)
where the tilde indicates experimentally estimated values. It is possible to evaluate E˜2(t)
immediately, but β˜2 remains to be determined. If E˜2(t) is accurate and the FE model was
a perfect representation of the GTW with the clean winglet, then β˜2 = β2 = φ−2r2 ≈ 0.834.
However, we have observed that the method chosen to evaluate ξ˜ and
˙˜
ξ underestimates the
amplitudes, so we are assured that E˜(t) is underestimated as well. Instead, we estimate β˜2 by
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Figure 4.7: Examples of the (a) best- and (b) worst-case estimates of second-bending-mode energy
using the simulated physical response as mock experimental data.
enforcing that the maximum mode-two energy from the experiment is equal to the maximum
mode-two energy in the corresponding simulation.
This procedure was tested by using the simulated physical response as mock experimental
data to estimate the second-bending-mode energy, and then compare it to the exact second
mode energy. Examples of the best- and worst-case results are shown in Figure 4.7. Overall,
this approach is very effective for estimating the energy early in the response — the most
critical portion. The largest error tends to occur late in the response when the energy is
small, especially in high-energy cases. Although Figure 4.7b shows an order of magnitude
difference between the exact and estimated mode-two energies, the absolute difference is
negligible when plotted on a linear scale.
With the mode-two energy and all of the required displacements and velocities, it is
trivial to evaluate the energy in the NES, using eq. (4.11) and the identified parameters in
Table 3.4, so that Eˆ(t) of the truncated system can be estimated. However, in experiments
and simulations, the NES couples to all modes of the system allowing for energy exchange
between them, so Eˆ(t) evaluated from the full-system response does not decay monotonically.
An example of this is the energy curve labeled “complete” in Figure 4.8. It is possible to
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Figure 4.8: In experiments and computations, Eˆ(t) does not decay monotonically; the effects of a
smoothing procedure on an example signal are shown after each step.
proceed with the mapping, but it creates “folds” in the wavelet transform that obscure the
dynamics.
To remove the oscillations from Eˆ(t), a smoothing procedure was developed. First, a
low-pass filter with 6 Hz cutoff frequency was applied to the energy signal, forward and
reverse. This eliminated the very-high-frequency oscillations and reduced the amplitude of
lower-frequency oscillations. Then the envelope of the filtered signal was estimated by linear
interpolation between the upper and lower peaks. Finally, the weighted average of the upper
and lower limits of the envelope was taken, with bias towards the upper limit, to get a
smoothed estimate of Eˆ(t). Examples of the result after filtering and smoothing are shown
in Figure 4.8. In effect, the smoothing process attempts to remove the modal interactions
that are not included in the two-DOF model.
Following these steps, experimental or computational wavelet transforms of the relative
response of the NES can be mapped from the time domain to the energy domain, where they
can be superimposed upon the FEP shown in Figure 4.6. Then it is possible to study how the
NES interacts with the second bending mode of the clean-winglet configuration for different
initial conditions. While many approximations and assumptions were required to reach this
point, the results which will be presented possess significant qualitative value.
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Figure 4.9: Measured force due to hammer impacts at location A for one case with the NES locked
and one with the NES free to oscillate.
4.2.3 Results
In this section we present experimental and computational responses of the GTW with
the winglet and NES, focusing mainly on the relative response of the NES and the response
of the wingtip at the coupling location. In general, experimental responses will be presented
along with the computational response to the experimentally measured excitation. For the
first example, however, discussion will be restricted to experimental data with limited post
processing.
Experimental Example
In the first set of experimental results, we examine the response of the GTW with winglet
and NES locked and then with the NES free. This specific example was selected because
the force pulses measured from hammer impacts at location A were nearly identical for both
configurations. This is shown in Figure 4.9, and makes this example particularly valuable
because it allows for clear identification of the effects of the NES without the aid of additional
models or assumptions.
The experimentally measured velocity and the estimated displacement of the wingtip
at the NES-coupling location are shown in Figure 4.10a for both configurations. Since the
component of the response associated with the second bending mode is of smaller amplitude
and higher frequency than that of the first bending mode, it is more easily viewed in the
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Figure 4.10: Experimental responses due to similar hammer impacts at A: (a) measured velocity
(top) and displacement(bottom) at location 11; (b) wavelet transform of the measured velocity for
(top) the system with winglet and locked NES and (bottom) the winglet with NES free to oscillate;
(c) response of the NES: (top) relative velocity, (middle) relative displacement, and (bottom) wavelet
transform of the relative velocity of the NES.
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velocity state. It is clear that, when the NES was free to oscillate, the amplitude of the
higher-frequency component was significantly reduced within the first fundamental period
when compared to the response with the NES locked. Furthermore, it is difficult to identify
a higher-frequency component in the response after approximately 1.5 s, whereas, with the
NES locked, such a component is clearly present for the entirety of the duration shown.
These observations are supported by Figure 4.10b, which shows the wavelet transform of
the measured velocity at the NES coupling location for each configuration. With the NES
locked, the response was dominated throughout by the first and second bending modes. How-
ever, when the NES was free to oscillate, only the first bending mode dominated throughout,
while the second bending mode no longer appeared after approximately 0.6 s. It is also pos-
sible to observe additional high-frequency components early in the response; specifically, the
first and second torsion modes and the fourth bending mode. However, it is impossible to
say from these results whether their participation is due to NES effects, configuration effects,
or if they exist in the signal from the NES-locked configuration but are overwhelmed by
lower-frequency components.
The relative response of the NES from the free-to-oscillate configuration is shown in Fig-
ure 4.10c, which includes the relative velocity, the relative displacement, and the wavelet
transform of the relative velocity. During the initial 0.3 s of the relative displacement, 1:1
internal resonance with the second bending mode is clear to see. It was during this time that
targeted energy transfer occurred, even though the maximum relative displacement was ap-
proximately 0.5 mm. After that, the amplitude decayed while the response was synchronized
with the first bending mode. These observations are supported by the wavelet transform of
the relative velocity, except that the long-time oscillation at the fundamental frequency did
not have a large enough amplitude to appear.
Finally, we compare the experimental FRFs of the clean-winglet and winglet-with-locked-
NES configurations to the FRF of the response with the NES free in this example. Figure 4.11
shows these results for acceleration measured at the trailing edge of the wingtip. The most
prominent feature of this result is in the highlighted region labeled “nonlinear effects,” where
127
4. Ground Vibration Tests Transient Responses With and Without an NES
the amplitude at the frequency of the second bending mode was reduced by nearly an order
of magnitude compared to the linear configurations. The unlocked NES also appears to
significantly reduce the magnitude of the FRF around 70 Hz. This feature is similar to that
which appears near 20 Hz, and may indicate that the NES is well suited to interact with the
third bending mode. Changes in the peak amplitudes at higher frequencies can be observed
as well, but these are probably due to the effects of the NES mass as indicated by their
agreement with the NES-locked configuration.
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Figure 4.11: Comparison of the accelerance FRFs of the clean-winglet and winglet-with-locked-NES
configurations to the FRF of the response of the nonlinear system (NES free to oscillate); the response
was measured at location 12, with excitation at A.
Experimental and Computational Results
Results to be presented in this section include experimental, computational, and com-
bined analyses. A broad overview summarizing the effectiveness of the NES in each set of
experimental data will be discussed, and then three representative cases will be selected for
more detailed study. From this subset of data, we will examine the physical responses of the
wingtip and NES, and superimpose the wavelet transforms of the NES response on the FEP.
Finally, the modal displacements and energies from one of the computational responses will
be examined.
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To quantify the effectiveness of the NES for mitigating transient vibrations in the second
bending mode, we consider the portion of the second-mode energy remaining 0.5 s after the
maximum energy was observed in the mode. The peak energy in the second bending mode
is defined as
E2,p , max [E2(t)] = E2(tp), (4.21)
and tp 6= 0 because the system was initially at rest. Then the ratio of the mode-two energy
which remains at time t = tp + τ is
E(τ) = E2(tp + τ)
E2,p
. (4.22)
Regardless of the system considered, E(τ) approaches zero as τ becomes large; therefore, τ
must be carefully selected for the metric to be meaningful. Since we are interested in TET
and quickly affecting the second bending mode, and TET was observed within the first 0.5 s
of the previous example, τ was chosen to be 0.5 s. Then the effectiveness of the NES in a
given case is inversely related to E(0.5 s); i.e., smaller values of E(0.5 s) correspond to greater
NES effectiveness.
Using the procedure that was outlined in a previous section, mode-two energy was esti-
mated for each case, experimental and computational, and E(0.5 s) evaluated. It was assumed
that the maximum experimental mode-two energy was the same as in the corresponding sim-
ulation, and the estimated energy was smoothed to eliminate oscillations due to modal and
NES interactions. Figure 4.12 summarizes the results from this analysis and compares the
initial mode-two energy to the locations of branches in the FEP near the intersection of the
backbone and second-bending-mode branches. The simulated results, which included fric-
tion, form a clear region of best performance for E2,p ∈
(
2× 10−3, 6× 10−3)Nm, which is
well below the level indicated for the GTW-with-clean-winglet configuration. When the ini-
tial energy was reduced, the effectiveness quickly diminished, indicating that it did not reach
the level required for TET to occur. This transition from low to high effectiveness occurred
at energies that roughly coincide with the “knee” joining the second bending mode and upper
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Figure 4.12: Ratio of the second-bending-mode energy remaining 0.5 s after tp, normalized by E2,p
(E0.5 s = E(0.5 s), see (4.21) and (4.22)); comparison of the smoothed approximated experimental and
simulation results (µN 6= 0, A and B indicate the hammer-impact location) (bottom) shown relative
to branches in the FEP (top). Vertical lines indicate the low-, medium-, and high-energy cases that
are discussed in detail, and the energy range containing simulated responses with the smallest E0.5 s
is shaded with yellow.
backbone branches of the FEP. This is typical, as this feature of the FEP approximates the
critical energy level that must be met for TET to occur (Kerschen et al., 2006).
Experimental estimations of E(0.5 s), while somewhat scattered, follow a trend similar
to that of the simulated results. In general, the region of greatest effectiveness was not as
well defined, and there was a more significant difference between the responses to excitation
at locations A and B. That there is an observable difference in the results for cases with
different hammer-impact locations is a sign of the interaction between the NES and other
modes. Nonetheless, the presence of an energy-dependent outcome in the experimental results
is an indication of the nonlinear effects of the NES.
Also indicated in Figure 4.12 are cases corresponding to three initial energy levels in terms
of mode-two energy: low, medium, and high. Each case represents a response due to hammer
impact at location A, and the medium-energy case was selected in the region in which the
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Figure 4.13: Experimentally measured force due to the hammer impact at location A corresponding
to the low-, medium-, and high-energy cases.
NES was most effective in simulations, in terms of E(0.5 s). The measured force pulse from
each of these cases is shown in Figure 4.13. We will examine the experimental responses of
the wingtip and NES in each of these cases and compare them to simulated responses with
the NES locked and with the NES free, with and without friction damping. Experimental
and simulated wavelet transforms of the NES response will be studied in the context of the
FEP, and modal displacements and energies will be studied for the medium-energy case.
The velocity at the wingtip coupling location and the relative displacement of the NES
are shown for each case in Figure 4.14. Experimental responses for these cases cannot be
compared to experimental responses of the GTW with the NES locked because sufficiently
similar excitations were not applied. Instead, the two cases — NES free and NES locked —
must be compared in simulations. In each example, the simulated first-period velocity at
the NES coupling location was of larger amplitude than that measured in the corresponding
experiment. Some of the discrepancy is probably due to differences between the experimental
and FE modes; however, it is likely that under-damped high-frequency modes in the model
play a significant role. Nevertheless, simulation that included friction damping tended to
predict a long-term response that agreed well with the experimental velocity in terms of
amplitude and frequency. The one exception is the low-energy case (Figure 4.14a), where
the simulation predicted that a higher-frequency component would persist throughout the
response.
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Figure 4.14: Physical response of the GTW wingtip and NES in (a) low-, (b) medium-, and (c)
high-energy cases: the left column shows the experimental responses and the right shows simulations;
wingtip coupling-point velocity (top) and NES relative displacement (bottom) are displayed in each
case; note the difference in vertical scales for each case.
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Figure 4.14 also compares the relative displacement of the NES in experiments and sim-
ulations. Beginning with the low-energy case, the simulated NES response agrees very well
with the first 0.5 s of the experimental response. After that, friction caused the NES to
become stuck in the simulation, as indicated by the non-zero relative displacement and zero
relative velocity. It is possible that something similar happened in the experiment, but the
locations at which the NES and wingtip response were measured are far enough apart that
the measured relative velocity will not be zero even if the NES is stuck. Furthermore, the
simulated relative displacement of the NES was much larger when only viscous damping was
considered, and included a long-duration high-frequency component that was not observed
in the experiment.
Many similar observations can be made in the medium-energy case (Figure 4.14b), in-
cluding that the simulation with friction captured the long-term experimental response of the
wingtip more closely than the simulation with only viscous damping. However, the simulated
NES responses, both with and without friction, were nearly the same for the first 0.4 s, and
both over-estimated the experimental response. After that, the predictions in the two cases
differed significantly as the NES with friction quickly stopped oscillating, while the NES
with viscous damping continued to oscillate with relatively large amplitude at the fundamen-
tal frequency. The experimental response lies somewhere between the two simulations, but
probably closer to the case with friction.
The high-energy example, Figure 4.14c, was very similar to the medium-energy example,
and contained no qualitatively new dynamics. Once again, the simulation with friction did
well to predict the long-term experimental velocity at the wingtip; however, neither model
captured the NES response as well as in the previous cases. Both with and without friction,
the period of 1:1 resonance between the NES and second bending mode was nearly twice as
long as was observed in the experiment. Based on these observations, it is likely that the
simulated NES had less damping than the experiment.
From these simulated results, we can immediately identify at least one of the effects of
friction on the performance of the NES. In each case, the NES immediately engaged in 1:1
133
4. Ground Vibration Tests Transient Responses With and Without an NES
10−8
10−6
10−4
10−2
0 1 2 3
E
2
+
E
n
(N
m
)
time (s)
exp.
µN = 0
µN 6= 0
(a) low energy
10−8
10−6
10−4
10−2
0 1 2 3
E
2
+
E
n
(N
m
)
time (s)
exp.
µN = 0
µN 6= 0
(b) medium energy
10−8
10−6
10−4
10−2
0 1 2 3
E
2
+
E
n
(N
m
)
time (s)
exp.
µN = 0
µN 6= 0
(c) high energy
Figure 4.15: Sum of the mode-two and NES energies in the (a) low-, (b) medium-, and (c) high-
energy cases (experimental energies are estimated).
TRC with the second bending mode. Upon disengaging, however, the NES with friction
soon became stuck, while the NES with viscous damping engaged in 1:1 TRC with the first
bending mode. The effects of this appear most clearly in the long-term velocity of the NES
coupling point, as the lowest-frequency component decays more quickly when the NES was
modeled with only viscous damping. While this is an interesting result, it has no bearing on
the aeroelastic-instability application because the frequency of the first aeroelastic mode is
close that of the second bending mode.
Many of these observations are supported by Figure 4.15, which shows the sum of the
mode-two and NES energies in each case (experimental is estimated). The experimental and
simulated results in each case show an initially rapid loss of energy, during which the energy
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was reduced by at least an order of magnitude. This phase of the response appears to be
independent of the dissipation model associated with the NES, and likely corresponds with
TET between the second bending mode and the NES. Beyond this initial phase, the responses
vary from case to case, but the simulation that included friction agreed with the experiment
more closely for all of them. The NES with only viscous damping was more effective after
a long time; however, the difference in effectiveness between the two models did not appear
until the approximate time at which the NES with friction became stuck. This indicates that
the enhanced effectiveness with respect to the second bending mode is merely due to the fact
that the NES without friction continued to move and dissipate a small amount of energy.
Furthermore, since this occurred at very low energies, the enhanced effects of the NES with
only viscous damping are probably negligible.
Having estimated the mode-two and NES energies from the experimental response, it was
possible to superimpose the wavelet transforms of the relative NES velocity on the FEP of
the truncated system. These results are shown in Figure 4.16 along with the results from cor-
responding simulations that included friction. Simulated and experimental results agree well
in each example, both in frequency content and the energies at which respective frequencies
appeared. In the simulated low-energy case, the response was initiated at an energy level for
which it could only be localized to the NES or to the second bending mode. While an initial,
brief high-amplitude response was observed in Figure 4.14a, a significant second-bending-
mode component remained, as this was not an example of efficient targeted energy transfer.
Experimental results appeared more promising, however, potentially indicating a small dif-
ference between the model and experiment. This difference is manifested in Figure 4.16a as
the second-bending-frequency component extending over a broader range of energies.
The wavelet transforms of the medium-energy case, shown in Figure 4.16b, confirm that
this case was initiated with an energy slightly greater than the critical level— ideal for efficient
TET. And the high-energy case in Figure 4.16c, although slightly less efficient, is another
example of TET. Here, the response was initiated such that it transitioned to the lower part
of the backbone branch at a higher energy level than the medium-energy case.
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Figure 4.16: Wavelet transforms of the NES relative velocity superimposed on the FEP of the
truncated system for (a) low-, (b) medium-, and (c) high-energy cases; the left column is experimental
results and the right column simulated results with NES friction.
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Figure 4.17: Modal (a) displacements and (b) energies (linear scale) from simulations of the medium-
energy case; percentages given in the modal-energy plots indicate the percentage of energy in a mode
relative to the total energy in the system at the peak-energy time.
In each of these examples there was significant interaction between the NES and other
low-frequency modes, including the first and third bending modes. However, the underlying
frequency-energy plot considered in these figures did not include interaction with any mode
other than the second. Therefore, we remind the reader that this series of figures is intended
to provide an approximate representation of the important dynamics which we seek.
Finally, we examine the simulated modal response in the medium-energy case. Figure 4.17
shows the modal displacements and energies for the clean-winglet configuration and for the
winglet and (unlocked) NES, with and without NES friction. From these results, it is im-
mediately clear that the NES, regardless of dissipation model, had a profound effect on the
second bending mode. Any difference between the two models occurred after nearly all of
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the energy in that mode had been dissipated. It also appears that the NES interacted with
the third bending mode and the first torsion mode. Although the energy-dissipation rate was
increased for these modes, this is likely a result of the additional dissipation provided by the
NES, and not due to TET. However, it is possible that the effects of the NES on the first
bending mode are due to TET, especially for the NES without friction, which would indicate
a resonance-capture cascade in which the NES engages in transient resonance with two dif-
ferent modes over the course of the response. This observation is not necessarily beneficial
for mitigation of aeroelastic instabilities, but it is interesting nonetheless.
4.3 Summary
In Chapter 4, a series of experiments to study the effects of the winglet and NES on the
GTW were described. Experimental modal analysis was used to verify the accuracy of finite-
element models of each configuration of the GTW and to estimate modal damping ratios.
This was critical to support the computational aeroelastic analysis of the experimental NES
in Chapter 2 and to aid in the analysis of the dynamics of the GTW and NES.
Experimental and computational ground vibration tests were performed on the GTW with
the winglet and NES, with and without the NES locked. It was demonstrated in experiments
that the NES had a profound effect on the second bending mode of the GTW, provided that
this mode was sufficiently excited. Furthermore, the critical level of mode-two energy was
relatively small, making the NES very sensitive to the second mode dynamics.
Computational results agreed well with experiments and provided additional insight not
available from experiments alone. In particular, it was shown that targeted energy transfer
between the second bending mode and the NES was mostly insensitive to the dissipation
model associated with the NES; i.e., the NES was equally effective whether it had viscous
damping or combined viscous and friction damping. This is important in the aeroelastic
application for which the NES was designed because the critical aeroelastic mode behaves
similarly to the second bending mode in terms of wingtip amplitude and frequency. Therefore,
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we can expect to have little or no loss in performance due to friction at the NES. This
observation is consistent with those made in Chapter 2 regarding aeroelastic simulations of
the system with friction.
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Chapter 5
Toward Optimization of an NES
for Aeroelastic Stabilization
Design of an NES to enhance aeroelastic stability for a system like the GTW is a chal-
lenging task. For a practical application, the NES design process should seek to minimize
mass while improving stability of the system for many aerodynamic conditions, and verify
that performance under other conditions is not adversely affected. Even before considering
any goals or constraints related to feasibility or manufacturability, this statement has out-
lined a list of objectives, some of which may compete with one another. Furthermore, robust
methods to evaluate and quantify the performance of systems are required to facilitate the
use of optimization algorithms.
The work presented in this chapter seeks to address some of the challenges associated
with optimization of an NES. Several performance metrics will be defined, and a method
for estimating the envelope of an arbitrary function will be introduced. Then MATLAB’s R©
multi-objective genetic algorithm (gamultiobj) will be used to design an NES for a single
aerodynamic condition while helping understand the relationships and trade-offs between the
proposed objectives.
5.1 Envelope Estimation
Many of the metrics that can be used to quantify and categorize an aeroelastic response
require that the slowly varying amplitude or envelope enclosing said response be known. A
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Figure 5.1: Example of a signal for which estimation of an envelope function can be difficult.
classical example from analysis of linear aeroelastic systems assumes a harmonic solution that
includes a slowly varying amplitude bounded by an exponential function (Bisplinghoff et al.,
1996, chapter 9). Under these well-behaved conditions, the exponential function represents
the envelope enclosing the response of a mode of the system, and the sign of the constant co-
efficient of time in the exponent can be used to evaluate stability of the mode. Unfortunately,
aeroelastic simulations are rarely so well behaved— particularly when modes are coupled by
something like an NES.
To estimate the envelope enclosing a signal, one will typically use an interpolation as-
sumption (e.g., linear, cubic, spline, etc.) to connect the local maxima (minima) of the signal
and form upper (lower) part of the envelope. Figure 5.1 shows an example of a signal that
can present challenges for typical approaches to envelope estimation. If a function is fit to
the local maxima or minima of the signal, it will be forced to have locally large slopes as
shown in the figure. Under these conditions it is unlikely that the functions fitted to the
local maxima and minima will serve as an adequate estimate of the envelope of the signal.
However, if a few of the local extrema near x = 0.25 and x = 0.55 were ignored— that is, if
their influence on the fitted function were relaxed— a good estimate of the envelope could be
141
5. Toward Optimization of an NES Envelope Estimation
achieved. This example demonstrates that the challenge of generating functions to envelope
a signal lies in discriminating between local extrema that should have a strong influence on
the fitted functions and those that should not. This section will present the formulation and
examples for a robust method of evaluating the envelope of a signal that allows for variable
influence from signal extrema.
5.1.1 Formulation and Procedure
The method that is presented here is based on the idea that if the functions representing
the limits of the envelope of a signal were elastic members that resist curvature, then patho-
logical influence on the fit by local extrema could be identified and eliminated. To that end,
it is assumed that the fitting function is governed by the Euler-Bernoulli beam equation,
d4w
dx4
= p(x), x ∈ Λ, (5.1)
where w(x) is the fitting function and p(x) is the “force” required to shape w(x). If the
signal y(x) has local maxima (minima) at xq for q = 1, 2, . . . , n, then the domain of x
in eq. (5.1) is Λ = [x1, xn] and the amplitudes of the local maxima (minima) are defined
as yq = y(xq). When the locations of the local maxima (minima) are used to discretize
(5.1), then a solution approach similar to that used in the finite element method becomes
appealing. Details regarding finite element and Galerkin methods can be found in a number
of references, including Reddy (2006, chapter 5), so some details of the method will be given
cursory treatment here.
The first step toward solving (5.1) is to derive the weak form by multiplying by a twice-
differentiable weight function v(x) and integrating over the domain:
0 =
∫ xn
x1
v(x)
[
d4w
dx4
− p(x)
]
dx (5.2a)
=
n−1∑
e=1
∫ xe+1
xe
v(x)
[
d4w
dx4
− p(x)
]
dx (5.2b)
=
n−1∑
e=1
{∫ xe+1
xe
[
d2v
dx2
d2w
dx2
− v(x)p(x)
]
dx+
[
v(x)
d3w
dx3
− dv
dx
d2w
dx2
]xe+1
xe
}
. (5.2c)
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The weak form is discretized in (5.2b), where e is the index of an element such that x ∈ Λe =
[xe, xe+1], and expanded using integration by parts in (5.2c). The term outside the integral
in (5.2c) represents the boundary conditions of each individual element. In the context of
an Euler-Bernoulli beam, d3w/dx3 represents shear forces and d2w/dx2 represents bending
moments.
Now consider a single element in (5.2c) and assume that for x ∈ Λe, w(x) takes the form
w(x) =
4∑
j=1
φj(ξ)uj , (5.3)
where φj(ξ) is the set of Hermite cubic (or spline) interpolation functions
φ1(ξ) = 1− 3ξ2 + 2ξ3, (5.4a)
φ2(ξ) = ∆eξ (1− ξ)2 , (5.4b)
φ3(ξ) = ξ
2 (3− 2ξ) , (5.4c)
φ4(ξ) = ∆eξ
2 (ξ − 1) , (5.4d)
uj are the generalized nodal displacements for element e,
u1 = w(xe) = we, u2 =
dw
dx
∣∣∣∣
xe
= θe, u3 = we+1, u4 = θe+1, (5.5)
and ξ is the normalized coordinate
ξ =
x− xe
∆e
, where ∆e = xe+1 − xe. (5.6)
Note that this formulation follows that of an Euler-Bernoulli beam; however, the sign con-
vention does not. Substituting (5.3) for w(x) and φi(ξ) for v(x) in the integral of element e
of the summation in (5.2c) gives
4∑
j=1
1
∆3e
∫ 1
0
φ
′′
i (ξ)φ
′′
j (ξ) dξ︸ ︷︷ ︸
kij
uj = ∆e
∫ 1
0
φi(ξ)p(xe + ξ∆e) dξ + bi︸ ︷︷ ︸
fi
for i = 1, 2, 3, 4, (5.7)
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where φ′(ξ) = dφ/ dξ and bi represents the shear force and bending moment boundary con-
ditions. Equation (5.7) can be expressed in matrix form by evaluating each of the element
stiffness terms kij ,
k(e) =
2
∆e

6 3∆ −6 3∆
3∆ 2∆2 −3∆ ∆2
−6 −3∆ 6 −3∆
3∆ ∆2 −3∆ 2∆2

. (5.8)
The fi term depends on the functional form of the distributed force p(x). For this ap-
plication, it can be assumed that p(x) comprises discrete forces applied at the nodes. In
functional form
p(x) =
n∑
q=1
ρqδ(xq), (5.9)
where ρq is the force applied at x = xq. It is convenient to consider the domain of integration
to be ξ ∈ [0+, 1−] (i.e., x ∈ [x+e , x−e+1]) and incorporate nodal forces into the boundary
conditions. Then the integral is zero. An equivalent alternative is to include one or both
nodes in the integration, but care must be taken to avoid repeating nodal forces for more
than one element.
After the global stiffness matrix K and the global generalized displacement and force
vectors U and F, respectively, have been assembled using the typical procedure, (5.1) can be
approximated as
KU = F, (5.10)
where
U =
{
w1 θ1 w2 θ2 . . . wn θn
}T
(5.11a)
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and
F =
{
ρ1 0 ρ2 0 . . . ρn 0
}T
. (5.11b)
Initially, it is assumed that w(x) is pinned to the local maxima or minima of the signal
and θq are the only unknowns. The function w(x) that results from solving for θq is equivalent
to the cubic spline fit shown in the motivating example (Figure 5.1). In order to achieve a
satisfactory estimate of the envelope, additional steps must be taken to relax the constraints.
The procedure used to evaluate w(x) is an iterative process that seeks to ensure that ρlim,
a limit on ρq, is not violated. Comment on the selection of ρlim will follow the description
of the procedure. In the initial step, it was assumed that nodal deflections wq = yq for
q = 1, 2, . . . , n. Furthermore, the nodal slopes or rotations are not restrained and no moments
are applied at the nodes. Equation (5.10) can then be partitioned to separate the prescribed
(subscript p) and free (subscript f) parts[
Kff Kfp
Kpf Kpp
]{
Uf
Up
}
=
{
Ff
Fp
}
, (5.12)
where Up and Ff are known. Solving for Uf gives
Uf = K
−1
ff (Ff −KfpUp) , (5.13)
and then the force applied at the prescribed degrees of freedom to create the deflected shape
are
Fp = KpfUf + KppUp. (5.14)
Thus far, the values of ρq have been found by solving for Fp and the fitted function is identical
to the cubic spline fits that are shown in Figure 5.1. Next, an iterative process will be applied
to relax the constraints on w(x) when appropriate.
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From the current solution, identify ρq that violates ρlim by the greatest margin. If the fit
is for the upper (lower) part of the signal, then we seek min ρq (max ρq) such that
Upper: min ρq < ρlim, (5.15a)
Lower: max ρq > ρlim. (5.15b)
If (5.15) is violated such that ρr = min ρq (ρr = max ρq), then the constraint on the nodal
deflection wr = yr should be relaxed so that wr 6= yr and ρr = ρalt. For the work presented
in this chapter, ρalt = 0; however, any value that does not violate (5.15) can be used. The
matrices of the system should be re-partitioned so that the DOF associated with deflection
wr is included with other free or un-prescribed DOFs. The system can be re-solved and the
constraints on ρ re-evaluated. When (5.15) is not violated by any ρq, the limit of the envelope
is given by w(x). This process is summarized in the flow chart shown in Figure 5.2.
The only constraint that is placed on the value of ρlim is that it must be zero or force the
fitted function toward the signal:
Upper: ρlim ≤ 0, (5.16a)
Lower: ρlim ≥ 0. (5.16b)
Selection of ρlim has been treated as a trial and error process for the work reported in
this chapter. Envelopes were evaluated for a set of signals similar to those expected to be
encountered and the most appropriate ρlim was selected. An alternative concept that has not
been pursued for this study would be to evaluate ρlim based on a local curvature or deflection
limits of the fit. For example, the idealized local behavior of the fitted function could be
modeled using clamped-clamped or pinned-pinned boundary conditions with a transverse
force applied at its center. If one wishes to tolerate a maximum deflection over a given length,
the idealized model could be used to evaluate the force required to reach that deflection. The
force could then be used as ρlim. This, however, is a concept that has not been studied.
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Identify all local
maxima (minima) yq
Formulate K
Pin w(x) to yq
Partition and solve
Any
ρq < ρlim
(ρq > ρlim)?
Stop
Allow wr 6= yr,
set ρr = ρalt
no
yes
Figure 5.2: Procedure for evaluating the envelope of a signal; q is a general index referring to all
nodes and the index r refers to node captured in the decision block.
The constraint relaxation method described in the preceding paragraphs and used in
the work presented in this chapter is the among the simplest that could be used. Additional
concepts exist that could be beneficial in other scenarios, including coupling the local extrema
to the nodes of the fitted function using an elastic element. When ρlim is violated, the node
of the fitted function would be allowed to move away from the local extreme, but it would
continue to be attracted to the local extreme by a force that depends on the distance between
the two points.
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Finally, the possibility of at least one pathological case must be considered. After a
number of iterations, a node of the fitted function could move into the signal so that fitted
function and the signal intersect (i.e., wq < yq for the upper limit or wq > yq for the lower
limit). Following the relaxation (un-pinning) of a node, the fitted function will move away
from the local extreme. If, subsequently, several other nodes in the local region are relaxed,
the curvature of the fitted function will be reduced, allowing it to move closer to some of the
local extrema and potentially intersect the signal. Although this behavior has been observed,
it is rare for signals that are typical to this study. Nonetheless, a modified flow chart is
presented in Figure 5.3 that allows for such pathological cases to be identified and corrected.
This represents one possible alternative. Another option would be to exchange the positions
of the decision blocks so that envelope intersection with the signal is tested before checking
for violations of ρlim. Note also that Figure 5.3 includes a more generic approach to constraint
relaxation.
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Identify all local
maxima (minima) yq
Formulate K
Pin w(x) to yq
Partition and solve
Any
ρq < ρlim
(ρq > ρlim)?
Any
wq < yq
(wq > yq)?
Stop
Relax wr = yr
constraint
Set wr = yr
no
yes
no
yes
Figure 5.3: Alternate procedure for evaluating the envelope of signal that captured pathological
behavior and allows for a general relaxation approach; q is a general index referring to all nodes and
the index r refers to node captured in the decision block.
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5.1.2 Examples
This section will present several examples of use of the described method to evaluate the
envelope of signals. The first demonstration uses a signal generated by the function
y(x) = cos [2pi(3.0)x] + 0.5 cos [2pi(8.6)x] (5.17)
and shown in Figure 5.4. This example is challenging due to the presence of many local
maxima in the “interior” of the signal. The red curve in the figure represents the initial fit
(i.e., before any relaxation) — iteration zero — and the blue curve shows the final estimate
of the envelope using ρlim = −185 and ρalt = 0 . If a different type of envelope is desired,
then it is likely to be achieved by adjusting ρlim. For example, if ρlim = 0, then the envelope
would be a straight line “resting” on the peaks of the signal, and if the initial fit (red curve)
is recovered as the magnitude of ρlim becomes large. Figure 5.5 shows the fitted function
after each iteration in the fitting process. At each iteration, a node of the fitted function is
released from one of the interior local maxima until the forces required to shape the fitted
function are less than ρlim = −185.
In a second example, Figure 5.6 shows the upper and lower envelopes for a similar signal
generated by the function
y(x) = cos [2pi(2.0)x] + 0.5 cos [2pi(6.2)x] . (5.18)
The envelope for this signal was achieved using ρlim = ±50 and ρalt = 0.
The final demonstration revisits the signal shown in Figure 5.1. Figure 5.7 gives examples
of three different envelopes that can be achieved by varying ρlim and ρalt, and compares them
to the fit without relaxation (red line). The envelope shown in Figure 5.7a uses ρlim = 10
and ρalt = 0 to achieve a fit that captures the contours of the signal’s envelope, but is not
influenced by the extrema near x = 0.25 and x = 0.55. Figure 5.7b shows another envelope
that uses ρlim = 1 and ρalt = 0, resulting in a very smooth envelope for x < 1. The last
envelope uses ρlim = 1 along with nonzero ρalt to tighten the envelope for x < 1.
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Figure 5.4: Example of the initial and final upper envelopes for a signal composed of two frequencies,
the second nearly three times the first.
These examples help to demonstrate the versatility in the technique. The method de-
scribed and demonstrated in this section is intended to provide the tools required to estimate
the envelope for a variety of signals; however, the user must have some knowledge regarding
the type of envelope that is appropriate for a given signal.
5.2 Performance Metrics
To facilitate the use of any design or optimization algorithm, the nature of the response
of the aeroelastic system must be quantified. This section will introduce several performance
metrics that will be used to quantify and categorize aeroelastic responses of the GTW and
describe how they are evaluated. The wingtip heave response shown in Figure 5.8 will be
used to help define and demonstrate the performance metrics. The functions representing
the upper and lower limits of the response envelope are wu(t) and wl(t), respectively.
5.2.1 Area-Based Metrics
The area enclosed by the envelope of a response over a finite period of time can capture
important information about the nature of the response. Furthermore, the enclosed area
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Iteration 0 Iteration 1 Iteration 2
Iteration 3 Iteration 4 Iteration 5
Iteration 6 Iteration 7 Iteration 8
Iteration 9 Iteration 10 Iteration 11
Figure 5.5: Iterations required to achieve the upper envelope function for the signal given by
eq. (5.17).
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Figure 5.6: Example of the upper and lower envelope for a signal generated by eq. (5.18).
is easily defined, regardless of the behavior of the envelope (e.g., growing, decaying, or non-
monotonic). Therefore, it has been selected as one of the performance metrics used to evaluate
aeroelastic responses.
The area enclosed by the envelope of a response for time t ∈ [ta, tb] is defined as
A =
∫ tb
ta
[wu (t)− wl (t)] dt, (5.19)
and is demonstrated in Figure 5.9. If the envelope functions wu(t) and wl(t) are formulated
using the method presented in Section 5.1, then (5.19) can be discretized and evaluated
analytically. Assuming that wu(t) has n nodes at t = tq for q = 1, 2, . . . , n, as shown in
Figure 5.9, and nodes located at tqa and tqb bracket times ta and tb such that ta ∈ [tqa , tqa+1]
and tb ∈ [tqb−1, tqb ], the discretization of the integral of wu(t) is∫ tb
ta
wu(t) dt =
∫ tqa+1
ta
wu(t) dt︸ ︷︷ ︸
First Element
+
qb−2∑
e=qa+1
∫ te+1
te
wu(t) dt︸ ︷︷ ︸
Interior Elements
+
∫ tb
tqb−1
wu(t) dt︸ ︷︷ ︸
Final Element
. (5.20)
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Figure 5.7: Examples of three different envelopes for the signal shown in Figure 5.1: (a) ρlim = ±10
and ρalt = 0; (b) ρlim = ±1 and ρalt = 0; (c) ρlim = ±1 and ρalt = ±0.2.
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Figure 5.8: Wingtip heave response used as an example for defining and evaluating performance
metrics; the upper and lower envelope functions are wu(t) and wl(t), respectively.
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Figure 5.9: The shaded region is of the area enclosed by the envelope of the response for t ∈ [ta, tb];
nodes of the upper envelope function are located at t = tq for q = 1, 2, . . . , 12.
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Substituting (5.3) for wu(t) and transforming to normalized local coordinates gives
∫ tb
ta
wu(t) dt = ∆qa
4∑
j=1
∫ 1
ξa
φj(ξ) dξ u
(qa)
j︸ ︷︷ ︸
First Element
+
qb−2∑
e=qa+1
∆e
4∑
j=1
∫ 1
0
φj(ξ) dξ u
(e)
j︸ ︷︷ ︸
Interior Elements
+ ∆qb−1
4∑
j=1
∫ ξb
0
φj(ξ) dξ u
(qb−1)
j︸ ︷︷ ︸
Final Element
, (5.21)
where
∆e = te+1 − te, ξa = ta − tqa
∆qa
, ξb =
tb − tqb−1
∆qb−1
, (5.22)
and u
(e)
j are the generalized displacements associated with element e of the discretized func-
tion. Defining the integral of the shape functions as
ψj(ξ) =
∫
φj(ξ) dξ (5.23)
and integrating gives
ψ1 = ξ − ξ3 + 1
2
ξ4, (5.24a)
ψ2 =
∆e
12
ξ2
(
3ξ2 − 8ξ + 6) , (5.24b)
ψ3 = ξ
3
(
1− 1
2
ξ
)
, (5.24c)
ψ4 =
∆e
12
ξ3 (3ξ − 4) , (5.24d)
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for element e. The constant of integration has been omitted here because the expressions
for ψj will be used to evaluate definite integrals. By evaluating the integrals and recognizing
that ψj(0) = 0, (5.21) can be simplified to
∫ tb
ta
wu(t) dt = ∆qa
4∑
j=1
(ψj (1)− ψj (ξa))u(qa)j︸ ︷︷ ︸
First Element
+
qb−2∑
e=qa+1
∆e
4∑
j=1
ψj (1)u
(e)
j︸ ︷︷ ︸
Interior Elements
+ ∆qb−1
4∑
j=1
ψj (ξb)u
(qb−1)
j︸ ︷︷ ︸
Final Element
. (5.25)
Finally, a similar integral can be found for the lower envelope function wl(t) and the area
enclosed by the envelope of the response— as defined by (5.19)— can be evaluated by taking
the difference of the two integrals.
The area enclosed by the envelope is useful for comparing the behavior of similar systems
and/or systems subjected to similar excitations. However, if the systems or conditions vary
significantly, comparison of the enclosed area may not be useful by itself. Furthermore, the
overall trend of the response (e.g., whether is stable or unstable) cannot be known simply by
evaluating the enclosed areas. One way to modify the area metric so that one can estimate
stability is by normalization. The normalized area of the envelope of a response for t ∈ [ta, tb]
is the area enclosed by the envelope A divided by a projection of the amplitude from t = ta
to t = tb. The normalized-envelope-area metric is formally defined as
Â =
A
[wu (ta)− wl (ta)] (tb − ta) , (5.26)
and is illustrated in Figure 5.10. The projected area — shown in light red (including the
enclosed area A)— represents the envelope of a response that is neutrally stable.
The normalized envelope area provides the opportunity to estimate the stability of the
system from a single value. If the response is well behaved and the estimated envelope is
accurate, then Â < 1 indicates that the envelope is closing and the response is likely to be
stable, and Â > 1 indicates the envelope is growing relative to the initial amplitude. The
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Figure 5.10: Illustration of the normalized envelope area Â— the area enclosed in the envelope A
divided by the projected area.
definition of a well-behaved response is not formal, but one can imagine several scenarios for
which this metric could be misleading. For example, the envelope of the response used in the
examples of this section grows for the first 0.15 s. If ta is less than 0.15 s and the duration of
the response considered when evaluating the area is not sufficient, Â could be greater than
one despite the response being stable. It would also be possible for the opposite to occur
if the envelope contracts before expanding. In addition, this metric alone cannot identify
LCO. An LCO that develops subsequent to contraction of the envelope would appear stable
according to the metric, while a response that expands until it reaches an LCO (i.e., the
amplitude of the envelope grows until it reaches LCO) would appear unstable.
5.2.2 Amplitude-Based Metrics
Two amplitude-based metrics are used in this chapter. The first is simply the height of
the envelope (i.e., peak-to-peak amplitude) at t = tamp, as illustrated in Figure 5.11. The
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Figure 5.11: Height of the envelope or peak-to-peak amplitude at t = tamp.
second amplitude-based metric is the average rate of change of the amplitude of the envelope
over the response. It is defined as
A˙ =
1
tb − ta
∫ tb
ta
d
dt
[wu (t)− wl (t)] dt
=
wu (tb)− wu (ta)− wl (tb) + wl (ta)
tb − ta , (5.27)
and indicates whether the amplitude at tb was greater or less than the amplitude at ta.
When A˙ < 0, the amplitude has become smaller over time, and A˙ > 0 when the amplitude
has become larger.
5.2.3 Comments
Attempting to quantify the response of a nonlinear system is a significant challenge due to
the wide variety of responses that are possible. Each of the performance metrics introduced
in this section has advantages and disadvantages. The more complicated approaches have
the potential to yield misleading results, while the simple metrics do not provide enough
information. Nonetheless, if the risks associated with individual metrics are recognized,
multiple measures can be used simultaneously to gain a reasonable understanding of the
nature of a response.
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The flutter speed, which is arguably the most natural of any metric for this application,
will not be used to aid in the design of systems in this chapter. Instead it will be reserved
for analysis of individual designs. This approach has been selected because evaluation of the
flutter speed requires several simulations per system, which is computationally expensive.
In addition, algorithms must be in place which can reliably evaluate the stability of each
response so that the airspeed at which the response is neutrally stable can be estimated. A
strong understanding of the metrics presented in this section may facilitate such an algorithm
for use in future studies.
5.3 Optimization Method
This section will provide background material related to multi-objective genetic algorithm
used in this study. Description of the wing structure and the design variables will be presented
in the first part, followed by the details of the simulation procedure and conditions used to
generate responses for which the performance of the systems was evaluated. The final part
will give an overview of the multi-objective genetic algorithm and provide information about
the algorithm-related options that were used in this study.
5.3.1 Multi-Objective Genetic Algorithm
The multi-objective genetic algorithm in MATLAB’s R© Global Optimization Toolbox was
selected for this study because it seeks a diverse set of designs that capture the trade-offs
between objectives. An important part of this study is to gain a better understanding of the
proposed metrics so that robust and accurate measures of the performance of systems can
be achieved. Therefore, the genetic algorithm is well suited to be the design engine for this
work.
The multi-objective genetic algorithm is based on many of the same principles used by
a single-objective genetic algorithm. An initial population is usually selected randomly —
although some or all of it can be prescribed— and evaluated to determine fitness. The pop-
ulation of each subsequent generation is created from the current population using crossover
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and mutation. New individuals, or children, created by crossover inherit characteristics or
parameters from two parent individuals in the current generation, and children generated by
mutation are created by applying random changes to a single parent. The pool of individuals
from which parent designs are selected includes many individuals that perform well and a
several that do not perform as well to maintain a diverse population.
Fitness of an individual is based upon the objective defined for the analysis. When mul-
tiple objectives are considered, the algorithm seeks a diverse set of designs that approximate
the Pareto front. If an individual lies on the Pareto front or is Pareto optimal, then the
design cannot be changed to improve any of the objective values without adversely affecting
at least one other objective value. When the goal is minimization of the fitness or objective
values, design p with nobj objective values
λ(b)p = λ
(1)
p , λ
(2)
p , . . . , λ
(nobj)
p (5.28)
is in the Pareto front if, for any alternative design i with objective values
λ
(b)
i = λ
(1)
i , λ
(2)
i , . . . , λ
(nobj)
i , (5.29)(
λ
(a)
i < λ
(a)
p
)⋂(
λ
(b)
i ≤ λ(b)p
)
= ∅, ∀b ∈ 1, 2, . . . , nobj, a ∈ 1, 2, . . . , nobj and a 6= b.
(5.30)
After evaluating the objective values for each design in a generation, the multi-objective
genetic algorithm selects the Pareto set by identifying the designs that satisfy (5.30). Designs
in the Pareto set, or a subset of the Pareto set, can then be used as parents for the next
generation. If the population of the Pareto set exceeds some fraction of the total population
of the generation, then a diverse subset of the Pareto set will be selected. Design diversity
was based on the geometric distance between individuals in the design space for this study.
Completion of the algorithm can be indicated by a number of criteria; a few relevant
examples are given here.. The simplest occurs when a user-defined limit to the number of
generations is reached by the algorithm. Alternatively, completion can be signaled when a
minimum improvement of the Pareto front over some number of generations is not achieved.
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Range
Variable Type Distribution Min. Max.
Chordwise Coupling Location Discrete Linear 0.0 1.0
NES Mass, mnes (kg) Continuous Linear 0.01 0.30
NES Damping, c/mnes (s
−1) Continuous Linear 0.0 400.0
NES Cubic Stiffness, k3/mnes (m
−2s−2) Continuous Logarithmic 101 1015
Table 5.1: Descriptions of the design variables used in the optimization.
This criterion indicates that the Pareto front has converged or that the genetic algorithm is
not able to advance the Pareto front. Finally, the algorithm can be halted if the objective
functions have met a tolerance set by the user.
Genetic algorithms are effective for finding global solutions, but become inefficient when
a local solution needs to be refined. If optimal solutions are desired, results from a ge-
netic algorithm are usually refined using methods more appropriate for local optimization
(e.g., gradient-based methods). Additional refinement of the solution presented in this study
was not performed. Instead the genetic algorithm was used to generate a set of diverse de-
signs that offer a range of performance, so that the performance metrics and designs could
be studied.
5.3.2 Design Variables and Simulation Details
The underlying structural system studied in this chapter is the clean GTW (see Sec-
tion 2.1.1 for details). Modal damping factors are listed in Table 2.1, natural frequencies
of the FE model of the clean GTW are listed in Table 2.2, and mode shapes are shown in
Figure 2.4.
The design variables used by the genetic algorithm are listed in Table 5.1. They provide a
complete description of a frictionless translational NES coupled to the wingtip of the GTW.
The variable type listed in the table indicates whether its range is discrete or continuous. A
continuous variable is permitted to take any value within its range, while a discrete variable
must be chosen from a finite set of values within its range. A variable’s distribution indicates
how it is treated by the genetic algorithm. When a logarithmic variable is used, then the
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Property Value
Temperature (K) 223.25
Absolute Pressure (Pa) 2.65× 104
Density (kg/m3) 4.135× 10−1
Dynamic Viscosity (Ns/m2) 1.458× 10−5
Speed of Sound (m/s) 299.54
Table 5.2: Standard atmospheric conditions at an altitude of 10 km (U.S. Standard Atmosphere,
1976).
genetic algorithm selects the base-10 logarithm of the variable. In this study, the cubic
stiffness of the NES divided by its mass, k3/mnes, is a logarithmic variable, so the genetic
algorithm determines the value of log10 (k3/mnes). Conversely, the NES mass mnes is a linear
variable, so the algorithm determines the value of mnes. A variable’s distribution affects the
likelihood that a given value will be randomly selected. This influences the initial population
used by the genetic algorithm and design parameters in subsequent generations that are
generated by mutation.
The chordwise location at which the NES is coupled to the wingtip is the first variable.
It is normalized by the wingtip chord-length such that the leading and trailing edges are at
zero and one, respectively, and it is limited to the discrete locations at which grid points exist
in the aeroelastic model. There are a total of 45 chordwise grid points that lie on the wing,
with denser distribution near the leading and trailing edges.
The Mass of the NES is the second variable. It had a linear distribution and its value was
allowed range from 0.01 kg to 0.30 kg. The two remaining variables are the viscous damping
and cubic stiffness coefficients of the NES— both of which were normalized by dividing by the
mass. Normalized damping ranged from zero to 400.0 m−2s−2, and used a linear distribution.
Normalized cubic stiffness was allowed to vary from 101 m−2s−2 to 1015 m−2s−2, and used a
logarithmic distribution.
Aeroelastic simulations for each system were performed using CAPTSDv, and assumed
U.S. standard atmospheric conditions at an altitude of 10 km (see Table 5.2). The clean
GTW with an angle of attack of 0.2◦ at an altitude of 10 km has a flutter speed between
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Property Value
Mach Number 0.715
Airspeed (m/s) 214.17
Dynamic Pressure (Pa) 9483.22
Reynolds Number 3.51× 106
Angle of Attack (◦) 0.20
Table 5.3: Conditions for aeroelastic simulation.
Mach 0.700 and Mach 0.705, so simulations for the GTW-NES system were performed at
Mach 0.715. These conditions translate to an airspeed of 214.17 m/s and dynamic pressure
of 9483.22 Pa (198.06 psf). When the GTW root chord-length is used as the reference length,
the Reynolds number is 3.51× 106. These properties are summarized in Table 5.3.
Simulations were initialized by solving for the quasi-static steady state, so the initial
deflection of the wing and fluid flow around the wing were close to the equilibrium of the
system. Three hundred solution steps were allotted to the quasi-static solver that was imple-
mented in CAPTSDv for this study (see Appendix D.1 for details). Upon completion of the
quasi-static solution, the system was excited by a uniformly distributed, spanwise impulsive
force of 0.75 N/m at the quarter-chord— the total force applied was 1.0 N. This was followed
by 1.1 s of simulated response.
5.3.3 Design Objectives
The multi-objective genetic algorithm used for this study considered the four performance
metrics defined in Section 5.2 as objective values for each design: area enclosed by the response
envelope A, normalized enclosed area Â, average envelope decay rate A˙, and the amplitude of
the envelope at tamp = 0.5 s. Metrics were evaluated for an envelope fitted to the simulated
deflection of the trailing edge of the wingtip. For fitting an envelope to the response, ρlim
and ρalt were 100 and 0, respectively.
Area-based metrics and the average decay rate were evaluated for t ∈ [ta, tb], where
ta = 0.1 s and tb = 1.05 s (see (5.19), (5.26), and (5.27)). Although the response of each
system was simulated for 1.1 s, there were occasions when the envelope estimated for the
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response did not extend to t = 1.05 s because the final local extreme occurred before that
time. In this event, tb was reduced to the maximum time at which the upper and lower limits
of the response envelope were estimated.
In addition to the objective values, additional metrics were recorded for each design.
To help identify responses that could be classified as partial suppression, the amplitude of
the envelope at three times near the end of the response was evaluated. Those times were
t = tb−0.10 s, tb−0.05 s, and tb. Among responses that were estimated to be stable (Â < 1),
complete suppression was assumed if the amplitude at tb was sufficiently small or if subsequent
measurements of the amplitude indicated that it was decreasing. If the amplitude at the end
of the response was not small and it was not decreasing, then it is likely that the response
was partial suppression. It may also be possible to used the normalized area evaluated over
a short period of time at the end of the response to identify whether complete or partial
suppression was achieved. Unfortunately, these data are not available in the current results.
The assumptions regarding identification of suppression modes based on performance
metrics are based on fully developed, ideal responses and envelope fits that cannot be expected
for all systems and conditions. Nonetheless, they can be used to aid in the exploration of
the set of designs created by the genetic algorithm. Furthermore, the results of the genetic
algorithm can be used to test the assumption.
5.4 Results and Analysis
A total of 2400 different NES designs were tested by the genetic algorithm over 47 gen-
erations, at which time the algorithm stopped because the Pareto front was not advancing
enough in each generation. The parameters and performance metrics were recorded for each
design that was tested; they will be presented and analyzed in this section. The first part
will examine the relationships between metrics and their implications. This will be followed
by an examination the NES designs and their performance.
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5.4.1 Analysis of Performance Metrics
At the completion of the genetic algorithm, all 2400 of the designs generated were studied
to identify generalizations and trends. These data must be examined from many perspectives
to accomplish this, so several similar plots will be presented and discussed. This section will
examine the relationship between the performance metrics and attempt to explain unexpected
results.
Figure 5.12 compares the envelope area A and normalized envelope area Â performance
metrics. Each point in the plots represents an individual design, and the color of the point
indicates the value of the average envelope decay rate A˙ or the amplitude of the envelope
at t = 0.5 s. Figures 5.12c and d show the same data as Figures 5.12a and b, respectively,
after filtering it in an attempt to isolate designs that are likely be classified as complete
suppression. The filter retained designs that have an envelope amplitude of less than 0.2 mm
or have a decaying envelope in the final 0.1 s of the response. The threshold value selected
to identify a “sufficiently small” envelope amplitude is somewhat arbitrary, and an argument
could be made for using a different small-amplitude cutoff. The designs that remained after
applying the filter differ very little from the unfiltered data, suggesting that most of them
completely suppress the aeroelastic instability at the conditions considered.
The plots in Figure 5.12 show that many designs lie along a line in the plane of area A and
the normalized area Â. This is to be expected due to the similarities between their definitions.
However, there are a number of designs for which A is among the smallest values and Â is
moderate. For the performance distribution that is displayed in the figure to occur, there
must be considerable variation of the denominator in (5.26)— the product of the amplitude at
time ta and the integration time tb− ta. In addition, the smallest amplitudes at t = 0.5 s (see
Figure 5.12b and 5.13) correspond well with the smallest A, suggesting that the amplitude
at tb are likely to be small as well. Furthermore, the envelope decay rate A˙ in Figure 5.12a
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Figure 5.12: Comparison of the four performance metrics to one another: (a) and (b) all designs
with Â < 1; (c) and (d) designs filtered to capture complete suppression.
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Figure 5.13: Correlation between the amplitude at t = 0.5 s and the area enclosed by the envelope.
is largest for the designs with small A and moderate Â. If the amplitude at tb is very small,
then
A˙ ≈ −wu(ta)− wl(ta)
tb − ta , (5.31)
requiring that wu(ta) − wl(ta) — the amplitude at ta — become small for A˙ to increase to
nearly zero if tb − ta varies little from one design to another.
To help explain the patterns observed in the performance metrics, the responses of designs
with performance metrics shown in Figure 5.14 have been plotted with their envelopes in
Figure 5.15. As indicated by Â, all six of the responses are stable. The envelopes appear
to be reasonable approximations of each response despite some challenging signals, so metric
evaluation was not influenced by poor envelope estimates. Response (a) in Figure 5.15 is
for a system with small mass (0.07 kg) and unremarkable performance that begins with a
relatively large amplitude. This helps to keep the normalized area Â small compared to A.
On the other hand, response (b) is from a system with a mass of 0.23 kg and has a small
initial amplitude, which causes Â to become nearly one despite very small A. A similar effect
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Figure 5.14: Locations in metric space of designs for which responses are shown in Figure 5.14.
can be observed in response (c) for a design that also has large mass. Responses (d), (e),
and (f) each have Â ≈ 0.2 despite increasing values of A. The masses of the three designs
associated with the responses are 0.26 kg, 0.19 kg, and 0.14 kg, respectively.
These examples confirm that the normalized area enclosed by the envelope is sensitive
to the amplitude at the beginning of the response. Furthermore, the early amplitude of the
responses shown in Figure 5.15 appear to be related to the mass of the NES in the design.
This is examined more broadly in Figure 5.16, where the color of the symbols indicates the
mass of the NES. Data in the figure suggests that many of the designs that have low A and
relatively large Â have high mass, and the ratio of A to Â— which is proportional to the
initial amplitude — generally increases as the mass decreases. Although NES mass is not
the only factor affecting the relationship of A and Â, these observations show that its effects
must be taken into consideration for design processes that consider a wide range of masses.
The observations made thus far regarding the performance metrics suggest that the am-
plitude of the response envelope at tamp or the area enclosed by the envelope A may be more
robust indicators of performance than the normalized area. However, normalized area and
average decay rate are very effective for identifying whether a response envelope is expanding
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Figure 5.15: Examples of responses and envelopes for designs that lie in metric space at the locations
shown in Figure 5.14.
or contracting. Therefore, one possible approach to identifying good designs and quanti-
fying their effectiveness is to use normalized area or decay rate as a filter, keeping designs
that satisfy Â < 1 and/or A˙ < 0, and then evaluate the remaining designs based on A or
instantaneous amplitude of the envelope.
5.4.2 Analysis of Designs
Figure 5.17 shows how the performance of systems with Â < 1 relates to their design
parameters. Due to observations regarding the performance metrics in the preceding section,
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Figure 5.16: Area A and normalized area Â enclosed in the response envelope with NES mass
indicated by color
the area enclosed in the response envelope A was used to evaluate the performance of each
system. Each point in the plots represents a design tested by the genetic algorithm, and the
color of the point indicates the mass of the NES. Recall that the designs displayed in the
plots are not necessarily independent of one another, so some of the structure that appears in
the plots is due to the evolution of a family of designs over several generations of the genetic
algorithm.
The chordwise coupling position of the NES is shown in Figure 5.17a, and suggests that
a forward location is desirable. This behavior agrees with the observation in Chapter 2 that
performance improves as the NES is moved forward. However, these results indicate that
coupling locations forward of the 2/5-chord are strongly favored. In fact, it may be difficult
to achieve a design with the NES coupled to the wing aft of the the 2/5-chord that is capable
of stabilizing the response at the conditions considered. Furthermore, NES designs with less
mass appear to perform best when coupled to the wing near the leading edge.
Trends associated with the viscous damping and cubic stiffness coefficients of the NES
were also present, though less profound than those related to coupling location. Figure 5.17b
171
5. Toward Optimization of an NES Results and Analysis
0.00
0.01
0.02
0.03
0.04
0.0 0.2 0.4 0.6 0.8 1.0
A
(m
·s)
Coupling Position (x/c)
0.010 0.155 0.300
Mass (kg)
(a)
0.00
0.01
0.02
0.03
0.04
0 50 100 150 200 250 300 350 400
A
(m
·s)
Damping/Mass (s−1)
0.010 0.155 0.300
Mass (kg)
(b)
0.00
0.01
0.02
0.03
0.04
102 104 106 108 1010 1012 1014
A
(m
·s)
Stiffness/Mass (m−2s−2)
0.010 0.155 0.300
Mass (kg)
(c)
Figure 5.17: Maps showing the performance of designs with Â < 1 in terms of the area enclosed by
the response envelope compared to design parameters.
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shows the performance of the system as it relates to normalized damping. Effective designs
were identified over nearly the entire range of damping that was considered; however, perfor-
mance suffered for values less than 100 s−1. Values ranging from 100 s−1 to 200 s−1 appear
to be associated with designs that achieve the lowest A, but performance at the conditions
considered is not sensitive to higher damping.
Figure 5.17c show that performance is similarly insensitive to normalized stiffness for
values less than 108 m−2s−2. Designs with normalized stiffness greater than 108 m−2s−2
suffer a slight loss in performance before becoming mostly insensitive for values greater than
1011 m−2s−2. As the stiffness becomes large, the NES motion will become restricted such
that the performance will approach that of the locked-NES configuration. This may account
for the system’s insensitivity to variation in high stiffness, and will be revisited later in this
section.
Figure 5.18 reexamines the performance of the system with a focus on the effects of the
mass of the NES. The three plots reinforce the relative insensitivity of the performance to
damping and stiffness, and the preference for a forward coupling location. They also show
that performance suffers greatly when the NES mass is reduced below 0.10 kg. NES masses
ranging from approximately 0.09 kg to 0.15 kg are ideal for achieving performance while
minimizing mass. For the simulation conditions that were considered here, there was no
appreciable performance gain for NES masses greater than 0.15 kg.
Thus far, the results that have been discussed have shown that many NES designs that
stabilize the GTW exist, but they do not show how stabilization is achieved. It must be
verified that the performance gain achieved by the designs is due to targeted energy transfer
and not to the addition of mass to the system. To that end, the response of the GTW with
a discrete wingtip mass was simulated in conditions identical to those used to evaluate the
NES designs. Masses were varied at increments of 0.025 kg and the chordwise location of the
mass was varied in increments of approximately 1/10-chord length.
The GTW structure was modeled using the same modes used in simulations of systems
with an NES (i.e., the clean-wing modes). The discrete mass at the wingtip contributed to
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Figure 5.18: Maps showing the performance of design with Â < 1 in terms of normalized area
enclosed by the response envelope compared to the mass of the NES.
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Figure 5.19: Performances of systems with a discrete mass at the wingtip (black lines and symbols)
superimposed on the performance of designs with an NES.
the modal mass and provided coupling between the modes. This approach to the model of the
system with a discrete mass is different than that used in Chapter 2, where the orthogonal set
of modes of the updated system replaced the clean-wing modes. If enough modes are used,
the two modeling methods will give the same results. However, the structural model of the
GTW in CAPTSDv comprises only the first six modes, so the current method was selected
to promote consistency between the systems being compared. The new modeling approach
has been facilitated by the modifications made to CAPTSDv (see Appendix D).
Upon completion of the simulations of all of the discrete-mass systems, performance
metrics were evaluated for the responses. The performance of the discrete-mass systems
has been superimposed on the performance of the systems with an NES in Figure 5.19.
Figure 5.19a shows lines of constant coupling location for the leading edge, 1/10-chord, and
1/5-chord positions, and Figure 5.19b shows lines of constant mass, including 0.15 kg, 0.20 kg,
0.25 kg, and 0.30 kg. A majority of the systems with an NES that are represented in the
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plots outperform the best discrete-mass systems. This is strongly evident when comparing
low-mass NES designs to discrete-mass systems of equivalent mass — an ideal outcome for
the NES in this application.
A final comment on the systems with discrete wingtip mass returns to the discussion
regarding NESs with high stiffness. Comparing the performance of systems with discrete
mass at the leading edge in Figure 5.19a to the locations of designs with high stiffness in
Figure 5.18c shows very similar performance as a function of mass. Therefore, it is likely that
the NES designs with high stiffness are too stiff to achieve TET.
Examination of the results in this section has verified that many NES designs exist that
can stabilize the GTW at the conditions considered. There were also several observations
made about the sensitivity of performance to the variation of design parameters, and ranges
over which variations of each parameter did not affect performance were identified. It is im-
portant to understand that this insensitivity may not remain when the simulation conditions
become more challenging. Furthermore, it may not be possible to improve the performance
of some of the NES designs according to the metrics that are used. Consider, for example,
the amplitude of the response envelope at t = 0.5 s for designs in Figure 5.20. It is nearly
zero after 0.5 s for many systems with mass greater than 0.15 kg. This metric cannot be
improved upon for these conditions, but better designs may become more obvious in more
challenging conditions.
5.4.3 Analysis of a GTW-NES System
At the conclusion of the genetic algorithm design process, one NES design was selected
for more detailed analysis. The design parameters of the NES are listed in Table 5.4 and the
performance metrics at the design conditions are listed in Table 5.5. This design was among
the best based upon all four of the metrics and has a relatively small mass.
The analysis conducted on this system consisted of simulating the response at U.S. stan-
dard atmospheric conditions at an altitude of 10 km over a range of airspeeds up to Mach 0.75.
The same simulations were performed for the clean-wing and locked-NES configurations. A
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Figure 5.20: Performance of GTW-NES systems in terms of the amplitude of the envelope at
t = 0.5 s.
Parameter Value
Coupling Position (x/c) 0.01
Mass (kg) 0.112
Damping (Ns/m) 16.20
Cubic Stiffness (N/m3) 9.32× 106
Table 5.4: NES parameters.
Metric Value
Area A (m · s) 4.56× 10−3
Normalized Area Â 0.107
Avg Decay Rate A˙ (m/s) -0.055
Amplitude at tamp (m) 2.83× 10−3
Table 5.5: Performance metrics.
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Figure 5.21: Variation of performance metrics as airspeed is increased for systems without an NES,
with a locked NES, and with an unlocked NES; closed and open symbols indicate stable and unstable
response, respectively.
total of 1.5 s of response time was simulated for each system and condition. Performance
metrics were then evaluated based on the response from t = 0.2 s to t = 1.4 s. The results
have been compiled and plotted in Figure 5.21.
Figure 5.21 shows the performance metrics as a function of Mach number for each config-
uration. Closed symbols indicate that the response at the corresponding condition is stable.
Responses to conditions for which performance is not indicated were unstable. The results
shown in Figure 5.21a are based on the response following the application of a 1 N distributed
impulsive force to excite the system. Data in Figure 5.21b is based on the a 2 N distributed
impulsive excitation force.
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The figure shows that the normalized area enclosed in the envelope Â is a good indicator
of stability. Average decay rate is also a good indicator of stability (i.e., it becomes positive
for unstable responses), however it is a poor performance metric in this example because
it does not always capture the large amplitude at the beginning of the response. The area
enclosed by the envelope captures the performance trend well until the response becomes
unstable. This occurs because most of the unstable responses grow quickly, which makes
it impossible to simulate the entire 1.5 s; therefore, A is evaluated over a shorter period of
time. The amplitude at t = 0.5 s captures the performance trend well and is less sensitive
to unstable responses, but it cannot identify stability by itself. When the average decay rate
is omitted as a measure of performance for the reason mentioned above, the unlocked-NES
configuration outperforms the locked-NES and clean configurations under all conditions.
Figure 5.22 shows the responses of each system at four different Mach numbers after the
systems were excited by a 1 N distributed impulsive force (see Figure 5.21a for performance
metrics). All three systems were stable at Mach 0.700, after which the clean-wing configura-
tion became unstable. The locked-NES configuration became unstable between Mach 0.720
and 0.725, while the unlocked NES configuration remained stable— demonstrating complete
suppression. At Mach 0.730 the response of the unlocked-NES configuration had transitioned
to partial suppression, and at Mach 0.735 it became unstable.
The responses of the same systems following a 2 N distributed impulsive force are shown
in Figure 5.23. When the excitation applied to the system was increased, the response of the
locked-NES configuration at Mach 0.720 went from stable to unstable. It is likely that this
is caused by nonlinearities in the aerodynamic solution. Nonetheless, all of the complete-
suppression responses for the unlocked-NES configuration survived in the presence of the
larger excitation. However, the partial-suppression response at Mach 0.730 in Figure 5.22d
became unstable when larger excitation was applied.
The behavior of the unlocked-NES configuration when subjected to intensifying conditions
is consistent with that observed for the systems studied in unmatched aerodynamic conditions
179
5. Toward Optimization of an NES Results and Analysis
-0.06
-0.03
0.00
0.03
0.06
0.09
-0.02
-0.01
0.00
0.01
0.02
0.0 0.3 0.6 0.9 1.2 1.5
D
efl
ec
ti
on
(m
) Wingtip
D
is
p
la
ce
m
en
t
(m
)
Time (s)
NES Relative Displacement
(a) Mach 0.700
-0.06
-0.03
0.00
0.03
0.06
0.09
-0.02
-0.01
0.00
0.01
0.02
0.0 0.3 0.6 0.9 1.2 1.5
D
efl
ec
ti
on
(m
) Wingtip
D
is
p
la
ce
m
en
t
(m
)
Time (s)
NES Relative Displacement
(b) Mach 0.720
-0.06
-0.03
0.00
0.03
0.06
0.09
-0.02
-0.01
0.00
0.01
0.02
0.0 0.3 0.6 0.9 1.2 1.5
D
efl
ec
ti
on
(m
) Wingtip
D
is
p
la
ce
m
en
t
(m
)
Time (s)
NES Relative Displacement
(c) Mach 0.725
-0.06
-0.03
0.00
0.03
0.06
0.09
-0.02
-0.01
0.00
0.01
0.02
0.0 0.3 0.6 0.9 1.2 1.5
D
efl
ec
ti
on
(m
) Wingtip
D
is
p
la
ce
m
en
t
(m
)
Time (s)
NES Relative Displacement
(d) Mach 0.730
Without NES Locked NES Unlocked NES
Figure 5.22: Responses of the clean-wing (without NES), locked-NES, and unlocked-NES configu-
rations following a 1 N distributed impulsive force; the deflection at the trailing edge of the wingtip
and the relative NES displacement are shown.
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Figure 5.23: Responses of the clean-wing (without NES), locked-NES, and unlocked-NES configu-
rations following a 2 N distributed impulsive force; the deflection at the trailing edge of the wingtip
and the relative NES displacement are shown.
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in Chapter 2. This is despite the fact that the NES studied in this section is considerably
different from the NES studied in the beginning of this document.
5.5 Summary
This chapter addressed several topics and challenges related to optimization of an NES for
stabilization of an aeroelastic system. Many of the challenges are related to evaluation and
quantification of the performance of an aeroelastic system comprising a nonlinear structure
in nonlinear aerodynamic conditions. In order to use an algorithm-based design method, one
must be able to reliably quantify the performance of the device being designed— an NES in
this case. In an effort to address this issue, several performance metrics have been proposed
in this chapter, each of them based on an estimate of the response envelope. To facilitate
the use of the proposed performance metrics, a robust method for estimating the envelope
of an arbitrary signal was developed and presented. It was demonstrated that this method
offers a simple way to control of the envelope fit, which allows it to be used for many different
signals.
After defining performance metrics, they were tested by using a multi-objective genetic
algorithm to seek NES designs that are effective for stabilizing the aeroelastic response in U.S.
standard atmospheric conditions at an altitude of 10 km. The NES parameters and aeroelastic
performance of designs resulting from the multi-objective genetic algorithm run were studied
in detail to determine which metric or metrics were best suited to quantify stability and
performance. It was determined that use of a combination of performance metrics provided
the most complete description of performance. For example, a strong indicator of a stable
response is a normalized area enclosed by the response envelope of less than one; however,
normalized area does not always accurately indicate the difference in performance between
two stable responses. For that, the area enclosed by the envelope (not normalized) is a robust
measure of performance, but it cannot indicate stability by itself.
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Using the proposed performance metrics, the genetic algorithm was able to select a set of
diverse NES designs that performed well at the conditions that were considered. Additional
analysis a design confirmed that its performance was attributable to TET, and comparable
performance could not be achieved by adding discrete mass to the wingtip. Furthermore, the
difference between the stabilizing potential of an NES compared to a discrete mass becomes
more pronounced when smaller masses are considered.
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Chapter 6
Conclusion
This report studied the use of targeted energy transfer to mitigate transonic aeroelastic
instabilities of a wind-tunnel wing model (GTW). The task was approached in a systematic
manner, first with the development of a structural model of the GTW (Hubbard, 2009),
followed by a thorough computational aeroelastic study of the wing in transonic flow using
medium- and high-fidelity models. Using these models, performance objectives were defined
and an NES was designed to affect the identified instabilities. A winglet-mounted NES was
designed and built to realize the parameter values identified in the computational aeroelastic
analysis. The physical parameters of the prototype NES were experimentally identified to
verify that they were within the target range, and a series of ground vibration tests were
performed on the GTW with the winglet and NES to experimentally verify the ability of the
system to achieve the desired dynamics.
Computational aeroelastic analyses performed on the GTW identified the stability or
flutter boundary for subsonic and transonic aerodynamic conditions. Predictions from the
medium- and high-fidelity models were compared to verify that the medium-fidelity model
successfully captured the important physics and could be used to design an NES for aeroelastic
stabilization. After demonstrating that a rotary NES was undesirable for this application, a
translational NES was designed to extend the dynamic pressure at flutter by up to 15% in
the transonic dip. The NES had a stabilizing effect over the entire range of conditions tested
despite variations in the flutter frequency with Mach number. Furthermore, analysis showed
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that stability enhancement due to the NES surpassed that of an equivalent discrete wingtip
mass (locked-NES configuration), verifying that the action of the NES provided stability
enhancement.
Guided by the computational aeroelastic analysis, a lightweight, compact NES was de-
signed to fit within a low-profile winglet that mounts at the tip of the GTW. The winglet
and NES were fabricated and assembled, and then tested to determine whether the targeted
parameters had been achieved. Results from these tests proved that the required essentially
nonlinear stiffness was achieved and that it was well within the targeted range. The damp-
ing, while within the target range as well, included a significant friction component that was
not included in the aeroelastic study. However, its effects were analyzed in ground vibration
tests.
The structural (FE) model of the wing was updated to include the prototype winglet
and verified by experimental modal analysis of the GTW with winglet. Then a series of
experiments were performed in which the GTW was excited by a hammer impact, and the
effects of the NES on the transient response of the wing were measured. The experiments
were accompanied by simulations replicating the test conditions. Results confirmed that the
NES had a profound effect on the second bending mode of the GTW and was sensitive even
to small vibrations. Furthermore, it was shown that the presence of friction in the prototype
NES has little effect on efficient TET between the second bending mode and the NES. Since
the frequency of the second bending mode falls within the range of flutter frequencies, we
anticipate the NES will interact similarly with the aeroelastic modes.
Computational aeroelastic analysis of the prototype winglet-mounted NES was performed
using CAPTSDv to verify that it can provide stability enhancement, and modifications to the
structural model in CAPTSDv were implemented to support simulations of an NES with fric-
tion. The aeroelastic analysis showed that the NES performed well and that friction present
in the prototype device would not have a significant effect on the complete-suppression mode.
However, the presence of friction did appear to enhance the robustness of partial-suppression
responses so that they were able to survive larger excitations. This should be regarded as a
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preliminary result, as more analysis of the NES with friction should be performed to fully
understand the role of friction. Finally, the aeroelastic analysis showed that the prototype
winglet had a detrimental effect on the stability of the wing. As a result, the net stability gain
of the prototype winglet-NES system was negligible (i.e., stability of the winglet-NES system
was similar to that of the clean GTW). This highlights the need for careful consideration and
design of any NES housing— especially if it is exposed to airflow. Furthermore, it would be
preferable to couple an NES within existing structures like a wing or fuselage, eliminating
the need for external, in-flow housing.
In the final part of this work, steps were taken to facilitate algorithm-based design and
optimization of NESs. This included development of performance metrics and robust methods
by which to evaluate them. The performance metrics and evaluation methods were tested
by using a multi-objective genetic algorithm to seek effective NES designs. Analysis of the
resulting designs and their performance showed that it is possible to identify the nature of
aeroelastic responses and quantify the performance of an NES using algorithm-based metrics,
but more than one metric is required to do this effectively. Additional analysis of NES designs
from the genetic algorithm confirmed that the NES was providing complete suppression of
the aeroelastic instability by TET.
There is an opportunity for a variety of new analyses using an approach similar to that
used to study NES designs and their performance in the final chapter of this report. The NES
that was designed using a genetic algorithm was based on performance at a single aerodynamic
condition. An important quality of the NES is that it can respond without preferential
frequency; therefore, an NES can be designed to improve stability for broadband conditions.
To better realize this potential, future design efforts could consider the performance of the
device at multiple aerodynamic conditions.
This study has also identified friction as a possible factor affecting NES performance in
aeroelastic applications; however, aeroelastic analysis of an NES with friction was limited.
One would expect that there is some limit to the amount of friction that is tolerable before
performance loss is experienced, but this has not yet been studied. A more detailed analysis
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of the effects of friction on the performance of the NES and on the aeroelastic suppression
modes is likely to provide information valuable to future NES design-and-build efforts.
Most of the analysis presented in this work focused on a translational NES with viscous
damping and cubic stiffness. However, Lee et al. (2008) showed that it may be possible to
enhance the robustness of LCO suppression using some types of multiple-DOF NESs. Several
different types of NESs have been studied for other applications, including an inertially-
coupled rotational NES (Gendelman et al., 2012; Sigalov et al., 2012) and multiple variations
of vibro-impact NESs (Vakakis et al., 2008; Wierschem et al., 2014). Future work on passive
suppression of aeroelastic instabilities should consider the effects of different types of NESs
and the effects of using more that one NES.
Another limitation of the current work is that analyses focused exclusively on how an
NES affected the behavior of the wing. A study of the effects of an NES on the aerodynamics
of the system will provide a more complete understanding of passive suppression of transonic
aeroelastic instabilities. In turn, a more complete understanding of the system is likely to
result in better design decisions and processes.
The ultimate goal of any future work on this topic involves demonstration of an effective
NES in wind-tunnel or flight tests. The current study has made progress toward realizing
such a test by establishing that it is possible to design and construct a testable prototype
and identifying some of the more challenging aspects. It is the hope of the author that future
test programs can use this work as a guide to design and construct an NES that provides
effective aeroelastic stabilization in wind-tunnel and/or flight tests.
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Appendix A
Analysis of a Transversely
Loaded Fixed-Fixed Beam
We seek the critical stress in a slender beam with fixed-fixed end-boundary conditions
and loaded with a uniformly distributed transverse force. The length of the beam is L and
its cross-section is assumed to be rectangular with base width b and height h. Assuming a
two-dimensional problem, we adopt a coordinate system with its origin at the center of the
cross-section of one end of the beam and the x-axis aligned such that the fixed boundaries
are at x = 0 and L. The y-axis is parallel to the height h of the beam, and the uniformly
distributed force P is assumed to be applied to the bottom surface (y < 0) in the positive-y
direction. Under these conditions, the internal bending moment and shear force are given by
M(x) =
P
12
(
6x2 − 6Lx+ L2) (A.1)
and
V (x) =
P
2
(2x− L) , (A.2)
respectively (Shigley and Mischke, 2002).
We seek a two-dimensional stress field which satisfies the equilibrium equations,
∂σxx
∂x
+
∂σxy
∂y
= 0 and
∂σxy
∂x
+
∂σyy
∂y
= 0. (A.3)
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To complete the problem formulation, we consider the boundary conditions. At the fixed
ends of the beam, the displacement boundary conditions are converted to force and moment
conditions which are satisfied on average over the cross-section area A. At x = 0 we have
M(0) = −
∫
A
σxx(0, y)y dA, (A.4a)
0 =
∫
A
σxx(0, y) dA, (A.4b)
V (0) = −
∫
A
σxy(0, y) dA, (A.4c)
and at x = L
M(L) =
∫
A
σxx(L, y)y dA, (A.5a)
0 =
∫
A
σxx(L, y) dA, (A.5b)
V (0) =
∫
A
σxy(L, y) dA. (A.5c)
The boundary conditions on the upper and lower surfaces are
σxy(x,±h/2) = 0, (A.6a)
σyy(x, h/2) = 0, and σyy(x,−h/2) = −P
b
. (A.6b)
To find the solution of (A.3), we assume that tensile stress due to bending is
σxx(x, y) = −M(x)y
I
, (A.7)
where
I =
bh3
12
(A.8)
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is the area moment of inertia. Furthermore, we assume that the solutions for σxy and σyy are
separable in x and y. By solving eq. (A.3) and enforcing the boundary conditions we confirm
(A.7) and find
σxy(x, y) =
3V (x)
2A
[(
2y
h
)2
− 1
]
(A.9)
and
σyy(y) = −P
4b
[
2− 3
(
2y
h
)
+
(
2y
h
)3]
. (A.10)
To determine the critical stress in the system we assume plane stress (i.e., σzz = 0, where
z is orthogonal to x and y), and simplify the von Mises stress to
σvM =
√
σ2xx + σ
2
yy + σxxσyy + 3σ
2
xy. (A.11)
The bending and shear stresses are greatest at x = 0 and L, and σyy does not depend on
x. Furthermore, σyy < 0 and σxx can be positive or negative values of equal magnitude.
Therefore, it is possible for each term under the radical in eq. (A.11) to be positive for any
value of x, and it is reasonable to assume that the critical stress will occur near x = 0 or L.
Thus, the maximum von Mises stress will occur at x = 0 or L.
To find the value and location of the critical stress, we rewrite the stresses at x = 0 as
σxx(0, η) = −Λη, (A.12a)
σxy(0, η) = −3Λ
(
η2 − 1) , (A.12b)
and
σyy(0, η) = −1
2
2Λ
(
η3 − 3η + 2) , (A.12c)
where
Λ =
P
2b2
,  =
h
L
, and η =
2y
h
. (A.12d)
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Figure A.1:
√
β(η; ) for several values of .
We also note that η ∈ [−1, 1] and  1. Substituting the stresses into (A.11) gives
σvM(0, η) = Λ()β
1/2(η; ), (A.13a)
where
β(η; ) = η2 +
1
2
2
(
55η4 − 111η2 + 2η + 54)
+
1
4
4
(
η6 − 6η4 + 4η3 + 9η2 − 12η + 4) . (A.13b)
From (A.13a) and (A.13b) it is clear that the critical stress is approximately proportional
to η when  is sufficiently small (i.e., the beam is sufficiently slender). As  becomes large
enough, the location of the critical stress is most easily found by plotting
√
β(η; ). This is
shown in Figure A.1 for several values of , including  = 3/11 (the ratio of the beam on
the spring anchor). The effects of σyy are negligible in each case, but the location of the
critical stress depends strongly on . For  approximately 0.2 and less, the critical stress is
due entirely to bending stress and occurs at the surface opposite the transverse force; however
the distribution of the von Mises stress is nearly symmetric about y = 0. As  becomes larger
than 0.2, the critical stress is predicted to be near the neutral axis of the beam (y = η = 0),
and is due almost entirely to the shear stress.
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This analysis shows that the critical stress in a uniformly loaded beam with fixed-fixed
boundary conditions depends upon the beam’s slenderness ratio. In all cases, the critical
locations are at the end boundaries and the effects of σyy are negligible. For relatively thin
beams, the critical stress is at the surface opposite the load and attributable to the bending
stress. The critical stress in relatively thick beams is predicted to be near the neutral axis and
is dominated by shear stress. However, this result may occur as the Euler-Bernoulli beam
assumptions become challenged and might require a Timoshenko beam model. Furthermore,
the stress at the ends of the beam could be affected significantly if the exact end boundary
conditions are considered in place of the approximate conditions used here.
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Threaded Fastener Calculations
To evaluate the pre-tension required in the screws used to fasten the winglet to the GTW
wingtip, the following formulas were used. Please see Shigley and Mischke (2002) for more
details.
For a screw with full-length threads used to fasten two members by passing through the
first, which has thickness l1, and threading into the second, the stiffness of the screw can be
calculated using
ks =
AtEs
l1
, (B.1)
where At is the tensile-stress area of the screw and Es is its modulus of elasticity. A stiffness
can be estimated for the members by assuming that the compressive force of the screw is
distributed through the members in the shape of a cone with sides that form an angle 2α at
its apex. Then the stiffness of the clamped members can be estimated as
km =
piEmd tanα
ln
(2l1 tanα+D − d) (D + d)
(2l1 tanα+D + d) (D − d)
, (B.2)
where D is the diameter of the screw head, d is the diameter of the hole in the member
through which the screw passes, and Em is the elastic modulus of the member. For our
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calculations we assume α = 30◦. For an external load Pext separating the two members and
screw pre-tension P0, the resultant load carried by the screw is
Pb =
kbPext
kb + km
+ P0, (B.3)
and by the member,
Pm =
kmPext
kb + km
− P0. (B.4)
Thus, if we require that the members not separate under the expected loads, then Pm < 0
and the pre-tension on the screw must satisfy
P0 >
kmPext
kb + km
. (B.5)
Finally, since the yield strength of the screw is larger than that of the member into which
it is threaded, we can evaluate the potential for pull-out or stripping the internal threads
of the member. This simply requires the definition of a shear-stress area over which Pb is
distributed to the member. If the thickness of the threaded member is l2, then the shear area
of the member is given by
As = pi dmaj l2
[
1
2
+ 0.57735
dmaj − dmin
p
]
, (B.6)
where p is the thread pitch and dmin and dmaj are the minor and major thread diameters,
respectively. The shear stress in the threaded member near its interface with the screw can
be estimated as
τ =
Pb
As
, (B.7)
where Pb is the tension force in the screw.
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Integration of Dynamic Systems
with Friction
Efficient integration of the equations of motion of a system with friction between two
of the degrees of freedom was achieved by modifying the fourth/fifth-order Runge-Kutta
method suggested by Dormand and Prince (1980) to identify and handle discontinuities in
the response. The methods used here have been adapted from some of the ideas presented
by Meijaard (1997). The algorithm was developed to be used with MATLAB R© and Octave.
To demonstrate the modified algorithm, consider the two-DOF systemm1 0
0 m2

x¨1x¨2
+
c1 + c2 −c2
−c2 c2

x˙1x˙2
+
k1 + k2 −k2
−k2 k2

x1x2

+
−11

(
fns(x1, x2) + fnl(x2 − x1)
)
=
P (t)0
 , (C.1)
where the nonlinear spring force is
fnl(x2 − x1) = knl (x2 − x1)3 (C.2)
and the non-smooth friction force is
fns(x1, x2) = µN sgn (x˙2 − x˙1) for x˙2 − x˙1 6= 0 (C.3a)
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and
−µN ≤ fns(x1, x2) ≤ µN for x˙2 − x˙1 = 0, (C.3b)
with µN , the product of the friction coefficient and the normal force, assumed to be constant.
This friction model is similar to that used by Karnopp (1985), with an additional restriction
that static and kinetic friction coefficients are the same. When the relative velocity between
the adjacent masses is nonzero, the friction force has magnitude µN . If the relative velocity
is zero, however, the friction force depends upon the acceleration and relative displacement
of the adjacent elements, and it can be any value with magnitude not greater than µN . The
masses will become stuck relative to one another if the magnitude of the sum of the inertia
and restoring forces is not greater than the maximum friction force. The friction force will
take the value that balances the equation of motion when the masses stick to one another.
Because Runge-Kutta methods are designed for smooth systems, the modified algorithm
must locate the times at which discontinuities due to friction occur so that integration can
proceed normally over the continuous portions. Furthermore, it is more efficient to identify
when the masses stick to one another and change the equations of motion governing the
response to
(m1 +m2) x¨1 + c1x˙1 + k1x1 = P (t), (C.4)
where
x¨2(t) = x¨1(t), x˙2(t)− x˙1(t) = 0, and x2(t)− x1(t) = δ, (C.5)
and δ is constant during any one sticking event. This formulation lumps the sticking masses
together, reducing the dimension of the system by one. It remains valid until
|m2x¨2 + k2δ + fnl(δ)| > µN, (C.6)
196
C. Integration of Dynamic Systems with Friction
at which time the masses begin to move relative to one another and the system is again
governed by (C.1). These discontinuity-locating features have been implemented so that
a Runge-Kutta method can be used to integrate between discontinuities in the modified
algorithm.
In compact form, (C.1) can be written as
Mx¨ + Cx˙ + Kx + Fns(x˙) + Fnl(x) = P(t), (C.7)
which in state space becomes
y˙ = gs(y, t) + gns(y), (C.8)
where
y =
{
x
x˙
}
. (C.9)
The smooth and non-smooth parts of the system have been partitioned into
gs (y, t) =
[
0 I
−M−1K −M−1C
]
y
+
{
0
M−1
(
P(t)− Fnl(y)
)}
(C.10a)
and
gns (y) =
{
0
−M−1Fns(y)
}
, (C.10b)
respectively. When the masses stick to one another, the equations of motion in state space
are
˙ˆy = gˆ (yˆ, t) , (C.11)
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where
yˆ =
x1x˙1
 (C.12)
and
gˆ (yˆ, t) =
 0 1
− k1m1+m2 − c1m1+m2
 yˆ +
 0P (t)
m1+m2
 . (C.13)
Numerical integration of (C.8) begins by testing whether or not the masses should be
allowed to move relative to one another in the initial step. In this example, we will begin at
a time tn and state yn where the masses are moving relative to one another. To estimate the
solution yn+1 at tn+1 with h = tn+1 − tn,
b1 = gs (yn, tn) + gns(yn),
b2 = gs
(
yn +
1
5hb1, tn +
1
5h
)
+ gns(yn),
b3 = gs
(
yn +
3
40hb1 +
9
40hb2, tn +
3
10h
)
+ gns(yn),
b4 = gs
(
yn +
44
45hb1 − 5615hb2 + 329 hb3, tn + 45h
)
+ gns(yn),
b5 = gs
(
yn +
19372
6561 hb1 − 253602187 hb2 + 644486561 hb3 − 212729hb4, tn + 89h
)
+ gns(yn),
b6 = gs
(
yn +
9017
3168hb1 − 35533 hb2 + 467325247 hb3 + 45176hb4 − 510318656hb5, tn + h
)
+ gns(yn)
(C.14a)
are evaluated, and
yn+1 = yn + h
(
35
384b1 +
500
1113b3 +
125
192b4 − 21876784b5 + 1184b6
)
. (C.14b)
The error, en+1, is estimated by
b7 = gs (yn+1, tn + h) + gns(yn+1)
en+1 = h
(
71
57600b1 − 7116695b3 + 711920b4 − 17253339200b5 + 22525b6 − 140b7
)
.
(C.14c)
198
C. Integration of Dynamic Systems with Friction
This is mostly unchanged from the method suggested by Dormand and Prince (1980), except
that we assume that the value of the non-smooth part remains constant for the entire step.
This ensures that the system will remain smooth over the step, and yn+1 will be accurate as
long as the assumption remains true; i.e., if the sign of x˙2 − x˙1 does not change within the
step. If it does change, then a discontinuity has been encountered and the solution is only
valid up to the time of the discontinuity.
When a change in the sign of the relative velocity has been detected, then the solution
on the interval [tn, tn+1] is approximated as
y(ξ) = yn + h
[(
ξ − 1337480 ξ2 + 1039360 ξ3 − 11631152ξ4
)
b1
+
(
4216
1113ξ
2 − 187283339 ξ3 + 75803339ξ4
)
b3 +
(−2716ξ2 + 92ξ3 − 415192ξ4)b4
+
(−21878480ξ2 + 26732120ξ3 − 89916784ξ4)b5 + (3335ξ2 − 319105ξ3 + 18784 ξ4)b6], (C.15)
where
ξ =
t− tn
h
(C.16)
(Meijaard, 1997), and the time at which the discontinuity occurs, τ , can be bracketed by τ−
and τ+ using a Newton-Raphson method so that
τ− < τ < τ+, (C.17)
0 < τ+ − τ−  1, (C.18)
and
τ+ − τ ≈ τ − τ−. (C.19)
The solution at τ− is then tested to determine whether the masses will stick or continue sliding
at τ+. If the masses continue to slip, then the interpolated solutions from (C.15) are retained
at τ− and τ+, and integration will continue normally from τ+. When it is determined that
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the masses stick, then the solution at τ+ is modified so that the relative velocity is exactly
zero, and integration proceeds from τ+ with (C.11) as the governing equation.
When the masses stick and the equation governing the response of the system is (C.11),
the Runge-Kutta method is used in its typical form while monitoring the solution to identify
when the conditions for which the masses begin to slip are met. While sticking, the relative
displacement between the masses remains constant and x¨1 = x¨2, and they will slip when
x¨2 <
−µN − k2(x2 − x1)− fnl(x2 − x1)
m2
(C.20a)
or
x¨2 >
µN − k2(x2 − x1)− fnl(x2 − x1)
m2
(C.20b)
is satisfied. When one of these conditions has been met, accelerations x¨1 and x¨2 are approx-
imated on the interval by the cubic polynomial
x¨(ξ) = x¨n + h
d3x
dt3 n
ξ +
[
3 (x¨n+1 − x¨n)− h
(
d3x
dt3 n+1
+ 2d
3x
dt3 n
)]
ξ2
+
[
−2 (x¨n+1 − x¨n) + h
(
d3x
dt3 n+1
+ d
3x
dt3 n
)]
ξ3, (C.21)
where the subscript indicates the index of the time step. The third derivative with respect
to time can be found by taking the derivative of (C.11),
d
dt
˙ˆy =
d
dt
gˆ (yˆ, t)
=
 0 1
− k1m1+m2 − c1m1+m2
 ˙ˆy +
 01
m1+m2
dP (t)
dt
 . (C.22)
If an external force P (t) is applied, its derivative can be evaluated numerically, but if the
system is not externally forced, then the third derivative can be evaluated using
¨ˆy = gˆ
(
˙ˆy, t
)
. (C.23)
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This, however, is a special case in which the governing equation of the system is linear when
the masses stick. If this approach is not available, then taking the derivative of (C.15) is likely
to be a more efficient solution. Then, as in the previous case, a Newton-Raphson method is
used to find times τ− and τ+, which bracket the discontinuity at t = τ , and the solutions at
the two times (τ±) are interpolated using (C.15). The solution yˆ+ at t = τ+ is converted to
y+ using (C.5) and by setting
x˙+2 = x˙1
+ −  sgn (m2x¨+2 + k2δ + fnl(δ)) (C.24)
where
0 <  1; (C.25)
The value of  should be positive and arbitrarily small, but larger than machine precision to
ensure that the relative velocity at t = τ+ has the correct sign. For simulations presented in
this report,  is on the order of 10−9. From time t = τ+, integration of (C.8) can proceed to
completion by identifying subsequent discontinuities and treating them appropriately.
Although not detailed here, this algorithm allowed for variable time-step size which was
dictated by the estimated error (C.14c). Smooth systems were simulated using this feature
and compared with the results from MATLAB’s R© ode45 using the same tolerances to verify
that it was working properly. The results agreed in each case, but this algorithm preferred
slightly longer time steps due to the different ways that the two algorithms normalize the
error.
The modified algorithm was tested on several low-dimensional systems. First, it was
compared to the analytical solution of a one-DOF linear oscillator with friction, but this does
not test the “stick” dynamics. Higher-dimensional systems were simulated and compared
with MATLAB’s R© ode113, an Adams-Bashforth method, with strict tolerances. Although
ode113 is not efficient for integrating these systems because the time steps become very small
near discontinuities and when sticking occurs, allowing for build up of error, it can produce
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a reasonable approximation of the response. The outcome of these tests proved that the
algorithm developed here accurately located discontinuities in the system and efficiently and
accurately handled the integration.
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Appendix D
Modifications to CAPTSDv
Several significant modification of CAPTSDv have been made over the course of this
study. This appendix will describe the changes and the functionality gained.
D.1 Quasi-Static Aeroelastic Solver
A quasi-static aeroelastic solver has been added to CAPTSDv to facilitate efficient esti-
mation of the quasi-static aeroelastic equilibrium for a system in given flow conditions and
allow for more consistent control over the initial conditions of simulations. The equations
governing the motion of a linear structure modeled using the first n structural modes and
coupled to an NES are
mj
[
η¨j + 2ζjωj η˙j + ω
2
j ηj − φrjfnes(ur, w)
]
= φTj P(t,η), j = 1, 2, . . . , n, (D.1a)
mnesw¨ + fnes(ur, w) = 0, (D.1b)
where mj , ωj , ζj , and φj are the modal masses, natural frequencies, modal damping factors,
and mode shapes, respectively, and P(t,η) is the vector of aerodynamic forces. The quasi-
static solution requires that derivatives with respect to time be zero. When w¨ is zero, fnes
must also be zero. Setting η¨j and η˙j to zero as well simplifies (D.1) to
mjω
2
j ηj = fj(t,η), j = 1, 2, . . . , n, (D.2)
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where
fj(t,η) = φ
T
j P(t,η). (D.3)
The aerodynamic solver on which CAPTSDv is built evaluates and provides fj(t,η), so
modifications were not required. However, Batina (1989b) suggests that accelerated conver-
gence to steady state can be achieved by setting the time-dependent terms in the approximate
factorization algorithm and the transonic small-disturbance equation to zero. The ability to
eliminate or ignore the time-dependent terms is already built in to CAPTSDv, so the only
modification required was to eliminate time-dependent terms by default when solving for
the quasi-static solution. The eliminates the functional dependence on time for aerodynamic
forces projected on the modal basis, so fj(t,η) becomes fj(η).
Solving (D.2) for ηj requires an iterative process because the aerodynamic forces depend
upon η. However, a simple scheme like
η
(i+1)
j =
fj
(
η(i)
)
mjω2j
, (D.4)
where i indicates the iteration, is unstable for most systems studied in this work. To address
the instability, the damping force is reintroduced, along with a pseudo-velocity term η˙∗j in
2ζωj η˙
∗
j + ω
2
j ηj = fj(t,η)/mj , j = 1, 2, . . . , n, (D.5)
where
η˙∗j =
η
(i+1)
j − η(i)j
∆∗t
(D.6)
and ζ and ∆∗t are free parameters representing the modal damping factor and the length of
the pseudo-time step, respectively. In practice, the quasi-static solution is usually followed
by an excitation or perturbation and dynamic aeroelastic response, so the dimensional time
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step used for the dynamic response is also used as ∆∗t . Substituting (D.6) into (D.5) and
solving for ηj results in
η
(i+1)
j =
fj
(
η(i)
)
∆∗t + 2ζωjmjη
(i)
j
ω2jmj∆
∗
t + 2ζωjmj
, j = 1, 2, . . . , n. (D.7)
The modal damping term is assumed to be a single value for all modes; for most systems
studied in this work, ζ = 0.02 works well.
At this time, an automatic stopping criterion has not been implemented. Instead, the
user selects the number of solution steps desired during the quasi-static analysis.
D.2 Simulation Initialization Options
At the conclusion of the quasi-static solution, it is assumed that the state of the system
has reached an equilibrium where the deflection of the wing is given by η(eq). To observe a
dynamic aeroelastic response following the quasi-static solution, η or η˙ must be changed or a
force must be applied. Therefore, the ability to modify the deflection or velocity of the wing
or to apply an impulsive force at the conclusion of the quasi-static analysis and prior to a
dynamic aeroelastic response has been implemented.
At the conclusion of the quasi-static solution and the beginning of the dynamic solution,
the equations governing the system are
mj
[
η¨j + 2ζjωj η˙j + ω
2
j ηj − φrjfnes(ur, w)
]
= fj(t,η) +
∑
i
φjiqiδ (t)︸ ︷︷ ︸
Distributed
Impulsive Force
, j = 1, 2, . . . , n, (D.8a)
mnesw¨ + fnes(ur, w) = 0, (D.8b)
where a term representing a spatially distributed impulsive force has been added. It is
assumed in (D.8) that the end of the quasi-static solution and the beginning of the dynamic
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solution coincide with t = 0. Integrating (D.8) with respect to time from t = 0− to t = 0+
results in
[mj η˙j (t) + 2ζjωjmjηj (t)]
0+
0− +mj
∫ 0+
0−
ω2j ηj dt−mjφrj
∫ 0+
0−
fnes (ur, w) dt
=
∫ 0+
0−
fj (t,η) dt+
∑
i
φjiqi, j = 1, 2, . . . , n, (D.9a)
mnesw˙|0
+
0− +
∫ 0+
0−
fnes (ur, w) dt = 0. (D.9b)
Assuming that ηj(t), fnes(ur, w), and fj(t,η) are smooth, all of the integrals are zero, and if
η˙j(0
−) = 0, then (D.9) gives the initial velocities caused by the impulse, which are
η˙j
(
0+
)
=
∑
i φjiqi
mj
, j = 1, 2, . . . , n, (D.10a)
and
w˙(0+) = 0. (D.10b)
If the NES coupling force fnes includes friction, then this solution is correct only if the
impulsive force is sufficient to overcome this friction and allow relative motion between the
NES and wing. If sticking occurs, then w˙(t) =
∑n
i=1 φriη˙j , and the NES has the effect of
a discrete mass added to the wing, which couples the modes. By applying the expression
for w˙(t) during sticking events to (D.9b) and substituting into (D.9a), the coupled set of
equations to solve for η˙(0+) is
η˙j
(
0+
)
+mnesφrj
n∑
i=1
φriη˙i
(
0+
)
=
∑
i φjiqi
mj
, j = 1, 2, . . . , n. (D.11)
The current implementation of the impulsive-force feature assumes that if friction is
present, the impulsive force will be sufficient to overcome the sticking force; therefore, only
(D.10) is included. In CAPTSDv, the aerodynamic forces applied to the wing are evaluated
for the initial deflection and velocity, (ηj(0
+) and η˙j(0
+)), so they are affected by this as-
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sumption. However, if conditions are satisfied for sticking, it will be captured immediately
after the initial evaluation of the aerodynamic forces. One can expect this to have a negligible
effect on the response of systems for which mnes is small.
Currently, two different forms of impulsive forces are supported. A discrete impulsive
force can be applied at one of the grid-point locations on the wing (i.e., qi is nonzero for
only one value of i). Alternatively, the impulsive force can be applied at a chordwise position
and distributed uniformly along the span of the wing. When this option is invoked, the
user chooses the total impulsive force that should be applied, and the program distributes it
uniformly along the half-span of the wing.
The preceding analysis has demonstrated that the application of impulsive forces is equiv-
alent to a change in velocity. Therefore, the ability to prescribe a change in velocity has been
included in the modifications. This feature can be used to model any impulsive force applied
to the wing, or to excite a subset of modes.
The final option for choosing initial conditions that has been added to CAPTSDv is the
ability to scale the modal displacements. The user can select each λj in
ηj
(
0+
)
= λjη
(eq)
j , j = 1, 2, . . . , n. (D.12)
The aerodynamic solution should be allowed to reach steady state for the wing deflections
described by ηj (0
+) before proceeding with the dynamic aeroelastic simulation. However,
this step has yet to be implemented, so caution should be exercised when scaling the modal
deflections. Only small changes of ηj (0
+) (i.e., λj ≈ 1) are acceptable until initialization of
the aerodynamic solution around the updated wing deflection is implemented.
D.3 NES Friction Damping
The ability to model simple friction using a state-switching algorithm, as it is described
in Appendix C, has been added to CAPTSDv. The rules governing the system have been
described in detail in Appendix C, so only the features that are unique to the CAPTSDv
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implementation will be reported here. More specifically, time-stepping in CAPTSDv is per-
formed by a Crank-Nicholson algorithm (McFarland et al., 2007), so the methods used to
locate the times at which discontinuities occur have been modified for compatibility with the
existing algorithm. Those details will be presented in this section.
In matrix form, the aeroelastic wing-NES system modeled by CAPTSDv is
Mx¨ + Cx˙ + Kx + Fns(x˙) + Fnl(x) = P(t,x), (D.13)
where P(t,x) are the aerodynamic forces and Fnl(x) and Fns(x˙) are the smooth and non-
smooth NES coupling forces, respectively. The separation of smooth and non-smooth parts
is maintained in state space,
y˙ = gs(t,y) + gns(y), (D.14)
where
y =
{
x
x˙
}
, (D.15a)
gs (y, t) =
[
0 I
−M−1K −M−1C
]
︸ ︷︷ ︸
Sˆ
y +
{
0
M−1
(
P(t,x)− Fnl(y)
)}
︸ ︷︷ ︸
Fˆs(t,y)
, (D.15b)
and
gns (y) =
{
0
−M−1Fns(y)
}
︸ ︷︷ ︸
Fˆns(y)
. (D.15c)
CAPTSDv uses a Crank-Nicholson algorithm to advance the solution from time ti to ti+1,
where ti+1 = ti + ∆t, according to
1
∆t
(yi+1 − yi)− 1
2
S (yi+1 − yi)− 1
2
S
(
Fˆi+1 − Fˆi
)
= 0, (D.16)
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where S is the linear part of the system and Fˆ(t,y) = Fˆs(t,y) + Fˆns(y). The solution for
yi+1 can be found by iterating the expression(
I− ∆t
2
)
SY(v+1) =
(
I +
∆t
2
)
SYi +
∆t
2
(
Fˆ(ti+1,y
v) + Fˆ(ti,yi)
)
, (D.17)
where v is the sub-iteration index.
Coupling of the structural and aerodynamic models in CAPTSDv is such that the aero-
dynamic forces are held constant while the structural solution is advanced by ∆t, so Fˆ(t,y) =
Fˆ(ti,yi) for t ∈ [ti, ti + ∆t]. The new structural solution is then used to update the aero-
dynamic forces for the next step. The algorithm used to model friction in the NES detects
discontinuities and identifies the times at which they occur, determines how the system will re-
spond after the discontinuity, and adjusts the structural model accordingly (see Appendix C).
The unique challenge associated implementing the friction model in the CAPTSDv code
is that the Crank-Nicholson method used to advance the solution in time works best for
fixed time steps and does not provide an accurate interpolation of the intermediate solution
(i.e., for t ∈ (ti, ti + ∆t)). Therefore, when a discontinuity is detected, a modified method for
locating the time at which it occurred had to be implemented.
When a zero crossing is detected in the solution for the velocity of the NES relative to
the wing on the interval t ∈ [ti, ti + ∆t], the time at which the relative velocity is zero is
bracketed using a Newton-Raphson method. The relative velocity is
z˙(t) = w˙(t) +
n∑
j=1
φrj η˙j(t), (D.18)
where the absolute velocity of the NES w˙ and the modal velocities η˙j are part of the state
vector, n is the number of modes, and φrj is the value of the j-th mode at the NES coupling
location. If the solution at ti is known, then (D.18) can be expanded in a Taylor series about
ti to estimate the relative velocity within the solution interval,
z˙(ti + δ) ∼ z˙(ti) + z¨(ti)δ, (D.19)
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where
z¨(ti) = w¨(ti) +
n∑
j=1
φrj η¨j(ti) (D.20)
and the acceleration terms can be found by evaluating (D.14).
Locating the zero crossing requires an iterative method. Beginning from time t
(ν)
i , where
ν is the index of the sub-iteration and t
(0)
i = ti, set z˙
(
t
(ν)
i + δ
)
= 0 and solve for δ to get
t
(ν+1)
i :
δ = −z˙(t(ν)i )/z¨(t(ν)i ) (D.21)
t
(ν+1)
i = t
(ν)
i + δ. (D.22)
Then use the Crank-Nicholson scheme (D.17) to determine the state y
(ν+1)
i at t
(ν+1)
i and
evaluate the relative velocity z˙
(
t
(ν+1)
i
)
. When using the Crank Nicholson scheme to evaluate
the solution within the interval, the initial time and state should always be ti and yi (i.e., the
solution should step from t
(0)
i to t
(ν+1)
i ). If z˙
(
t
(ν)
i
)
in the updated solution has not converged,
expand it in Taylor series around t
(ν)
i , solve for δ and t
(ν+1)
i , and evaluate z˙
(
t
(ν+1)
i
)
. These
steps should be repeated until the solution has converged, at which time the Crank-Nicholson
scheme should be used to advance the solution from the zero crossing at t
(ν)
i to the end of
the interval at ti+1 so that the aeroelastic forces can be updated.
An identical approach can be taken when transition from sticking to slipping is detected
within the solution interval. Stick-to-slip transition occurs when the NES acceleration, which
is
z¨(t) =
n∑
j=1
φrj η¨j(t) (D.23)
while sticking, reaches some threshold a¨slp (see the discussion related to (C.24) in Ap-
pendix C). Expanding (D.23) in Taylor series about ti gives the approximation
z¨(ti + δ) ∼ z¨(ti) + ...z (ti)δ, (D.24)
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...
z (ti) =
n∑
j=1
φrj
...
η j(ti). (D.25)
During sticking events, the NES is modeled as a discrete mass on the wing, so the structural
model is linear and, as described earlier, the aerodynamic force is constant for the duration
of the step. Therefore, the third time derivatives in (D.25), which are contained within y¨,
can be evaluated by taking the derivative of (D.14) with respect to time
y¨ = g˙s(y, t) +
:0g˙ns(y) (D.26)
= Sy˙ +


7
0
dFˆs
dt
. (D.27)
Substitute a¨slp for the NES acceleration z¨(ti + δ) in (D.24), and iterate to solve for the time
at which z¨(ti + δ) = a¨slp, triggering the transition from sticking to slipping.
Finally, because the aerodynamic forces are constant for the duration of the structural
solution step, but change before the structural solution is advanced again, the accelerations
of the structure are discontinuous at the solution times ti. As a result, the condition required
to transition from sticking to slipping can be met at ti. To address this possibility, the system
is checked to determine if slipping should occur after the aerodynamic forces are evaluated
and before the structural solution is advanced.
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