In this paper we explore new ways to study the zero temperature limit of quantum statistical mechanics using Quantum Monte Carlo simulations. We develop a Quantum Monte Carlo method in which one xes the ground state energy as a parameter. The Hamiltonians we consider are of the form H = H 0 + λV with ground state energy E. For xed H 0 and V , one can view E as a function of λ whereas we view λ as a function of E. We x E and dene a path integral Quantum Monte Carlo method in which a path makes no reference to the times (discrete or continuous) at which transitions occur between states. For xed E we can determine λ(E) and other ground state properties of H.
I. INTRODUCTION
Quantum Monte Carlo methods are widely used to compute properties of quantum systems using classical sampling algorithms. In this paper we develop a novel Quantum Monte Carlo method that allows one to numerically investigate ground state properties of a quantum system.
A virtue of Quantum Monte Carlo is that one is not required to manipulate vectors in the Hilbert space corresponding to the quantum system. The dimension of this Hilbert space typically grows exponentially with the physical size of the system. Instead, Quantum Monte Carlo methods map the problem of approximating the ground state energy (or some other observable) onto the problem of evaluating an expectation value with respect to a probability distribution q(X) over a set of congurations C (so X ∈ C). In order to evaluate this expectation value, one can use a classical Markov chain Monte Carlo algorithm to sample congurations from the distribution q. Markov chain Monte Carlo works by dening a Markov chain on the space of congurations C. This Markov chain can be described by an update rule which tells you how to generate a new conguration of the chain from the current one. The Markov chain is constructed so that the limiting distribution is q(X).
One then applies some large number N 0 of iterations of the Markov chain to some initial conguration X 0 . If N 0 is suciently large then after these iterations, the distribution of subsequent congurations will be arbitrarily close to q.
We now give a brief description of how our method is used to estimate properties of the ground state. We write the Hamiltonian as H(λ) = H 0 + λV , where H 0 is diagonal in a given basis {|z } and λV is o diagonal in this basis. (In an n spin system z is an n bit string.) In section II we outline our assumptions and restrictions on H 0 and V . With these choices, the ground state energy is always less than or equal to zero, and we will see that for each value of E < 0, there exists one positive value λ(E) such that the ground state of H(λ(E)) has energy E. To use our Monte Carlo method, one rst must x E < 0 and a large integer m. We dene a path of length m to be a sequence {z 1 , ..., z m }, where each n bit string z i is the label of the state |z i . These paths are the congurations of the previous paragraph. We will dene a probability distribution f ({z 1 , ..., z m }) over the set of all paths of length m (this distribution is also a function of the value of E which was chosen). We will show how the function λ(E) can be obtained by computing an average with respect to the probability distribution f .
To motivate our method and to get a general idea of how it works, consider the function
Assuming that E < 0 and λ > 0 are chosen so that the Taylor series expansion converges, we can write
It is clear from the expression in equation 1 that the function G(E, λ) blows up when
, where E g (λ) is the ground state energy of H(λ). Equivalently we can say that at a xed value of E the blow up occurs as λ → λ(E), where E g (λ(E)) = E. At this value of λ the Taylor series expansion must diverge. In fact, this divergence occurs because as m becomes large, terms in the series approach 1 for large m (here we have made some assumptions about the Hamiltonian which we discuss in the next section) so
For the remainder of this section we assume that m is large enough to make ≈ close to =.
By inserting complete sets of states in the basis that diagonalizes H 0 we can express the LHS as a sum over paths
where F is a normalizing constant. We will show how to sample with respect to the distribution f in a way that makes numerical work possible. Sampling from the distribution f will also allow us to compute −
from equation 3 as well as other properties of the ground state.
Our paper is organized as follows. In section II we describe the types of Hamiltonians for which our method applies. In section III we outline the new method that we propose.
In section IV we explicitly construct Monte Carlo update rules for the case where
, and we give numerical data using our algorithm at n = 16 where we are able to compare with exact diagonalization. In section V we review the continuous imaginary time Quantum Monte Carlo method [6] , which is based on the thermal path integral. We also derive a novel estimator in this ensemble of paths for the ground state energy which becomes exact in the limit β → ∞.
II. THE HAMILTONIAN
We consider nite dimensional Hamiltonians of the form
where H 0 is diagonal in a given basis {|z }, and V has zeros along the diagonal in this basis.
We make the following assumptions about the Hamiltonian:
1. The o diagonal matrix elements of V in the basis {|z } which diagonalizes H 0 are all either negative or zero. (This ensures that our Quantum Monte Carlo method will not suer from a sign problem.) 2. The ground state of H(λ) is not degenerate for any value of λ ∈ (−∞, ∞).
3. The smallest eigenvalue of H 0 is zero. Note that this condition can be fullled without loss of generality by adding a constant term to the Hamiltonian. Writing |z 0 ∈ {|z } for the unique state with H 0 |z 0 = 0, we further require that V |z 0 = 0 . (This implies that |z 0 is not an eigenvector of V since z 0 |V |z 0 = 0 follows from assumption 1 above.)
We write |ψ g (λ) and E g (λ) for the ground state eigenvector and ground state energy of H(λ) . From second order perturbation theory in λ, we have that
where the inequality is strict because V |z 0 = 0.
Using the fact that
we show that
In order to obtain the inequalities, we use the variational principle. When λ > 0, the ground state energy must be less than zero, since |z 0 has zero expectation value for H (and |z 0 is not an eigenvector of H(λ)). This, together with the fact that H 0 is positive semidenite, implies that ψ g |V |ψ g < 0. The analogous result for λ < 0 is obtained in the same way. These inequalities give a qualitative picture of the curve E g (λ). Starting from E g (0) = 0, the curve slopes downwards as it goes out from λ=0, and approaches −∞ on both sides of the origin for suciently large |λ|. Note that this implies that for each E < 0 there is one positive and one negative value of λ (call them λ(E) and λ − (E) respectively)
such that E g (λ(E)) = E and E g (λ − (E)) = E. Furthermore, we show in appendix A 1 that it is always the case that
We refer to the case where the inequality is strict as the generic case. We illustrate the qualitative features of the curve E g (λ) (for the generic case) in gure 1. In the nongeneric case where equality holds at some particular value of E , then in fact equality holds at every value of E and the curve E g (λ) is symmetric about λ = 0. 
III. A NEW QUANTUM MONTE CARLO METHOD

Denition of the Ensemble of Paths and Relevant Estimators
As motivated in the Introduction, we now dene an ensemble where the congurations are sequences {z 1 , ..., z m } (where each z i is an n bit string) , and we show how properties of the ground state can be computed in this ensemble. We refer to the sequences {z 1 , ..., z m } as paths.
To begin, we x E < 0 and a large integer m as parameters. As in section II, we take λ(E)
to be the positive value of λ such that H(λ) has ground state energy E, with corresponding eigenvector |ψ g (λ(E)) . We now describe how our method allows us to approximate λ(E) and other properties of the ground state.
Recall from the Introduction that the probability distribution f over paths is dened by
As examples, we now dene two quantitiesβ (E,m) m andλ 2 (E, m) as ensemble averages with respect to the distribution f on paths
where we have dened the estimators (hence the subscript)
with E i = z i |H 0 |z i , and z m+1 = z 1 , z m+2 = z 2 . Our reason for using the symbol β est will become clear in section V where we will discuss its interpretation as an inverse temperature.
We show in appendix A that the ensemble averagesβ
properties of the quantum ground state in the limit m → ∞
Equation 13 is equation 3 of the introduction and equation 14 follows from 5. One can also derive expressions for higher derivatives of log(λ(E)) as averages with respect to f . 
In this case it is seen from equation 9 that F (E, m) = 0 when m is odd. In the nongeneric case m must always be taken to be even.
Monte Carlo Simulation
We propose to use the measure f as the basis for Monte Carlo simulations. In particular, our Monte Carlo algorithm begins by choosing E < 0 and a large integer m and then samples sequences of bit strings from the distribution f . One can then use the estimators from equations 10 and 12 to evaluate the quantities λ(E) and ψ g (λ(E))|V |ψ g (λ(E)) , using equations 14 and 15 for the limiting behaviour of these estimators. We do not construct a general method for sampling from f, instead we leave it to the reader to construct such a method for the particular choice of V at hand. We do note that it is essential that whatever method is used conserves the total number m of transitions in the path. We now give an example of this for a generic spin system with
IV. AN EXAMPLE: TRANSVERSE FIELD SPIN HAMILTONIANS
We now explicitly construct a method to compute averages with respect to the distribution f in the case where the Hilbert space is that of n spin 1 2 particles, and
The Hamiltonian H 0 is an arbitrary diagonal matrix in the Pauli z basis for n spins. Our algorithm can be used to compute the average of any function of the path which is invariant under cyclic permutations of the path. For this choice of V , the spectrum of H(λ) is symmetric about λ = 0 (so this corresponds to the nongeneric case where equality holds in equation 6 for all E < 0). With these choices, the paths which have nonzero weight (with respect to f ) are periodic paths of m bit strings of length n where each string z diers from the previous one by a bit ip. We must take m to be even since each bit must ip an even number of times so that the path is periodic (and so the total number of bit ips m in the path must be even). In order to sample from these paths according to f , we construct a Markov Chain which has f as its limiting distribution (actually, our Markov Chain converges to the correct distribution over equivalence classes of paths which are only dened up to cyclic permutationthis is why we restrict ourselves to estimating quantities which are cyclically invariant). Note that with our choice of V we can write (see equation 7)
Our Markov chain is dened by the following update rule which describes how the conguration is changed at each step 1. Choose an integer i ∈ {1, ..., m} uniformly at random.
2. Consider the bit strings z i−1 , z i , z i+1 in the current path (where z m+1 = z 1 ). Suppose that z i−1 and z i dier in bit q 1 ∈ {1, ..., n}, which we write as z i = z i−1 ⊕ê q 1 . Also write q 2 ∈ {1, ..., n} for the bit in which z i and z i+1 dier, so z i+1 = z i ⊕ê q 2 .
3. If q 1 = q 2 then propose to change the bit string z i to the new valuez i = z i−1 ⊕ê q 2 .
Accept this proposal with probability
This Monte Carlo move has the eect of interchanging 2 consecutive ips in the path (see gure 2).
4. If q 1 = q 2 , then choose a new bit q new ∈ {1, ..., n} from the probability distribution
where E q = z i−1 ⊕ê q |H 0 |z i−1 ⊕ê q , and W = n j=1
. Then (with probability 1) change z i to the new value z i−1 ⊕ê qnew . This Monte Carlo move replaces a pair of consecutive ips which occur in the same bit with 2 new ips in a possibly dierent bit (see gure 3).
We show in appendix C that this algorithm can be used to estimate any quantity which is invariant under cyclic permutations of the path (note that all estimators we have discussed have this property).
Numerical Simulation with a Particular Choice of H 0
We have numerically tested our new Monte Carlo algorithm using a C++ computer program. In this section we show numerical data at 16 bits where we are able to compare results with exact numerical diagonalization. We studied the Hamiltonian with V as in the previous section, and H 0 corresponding to the combinatorial optimization problem Exact Cover which stems from our interest in quantum computation [3] where
Here H 0 is a sum over N c terms, which in computer science are called clauses. Each clause involves three distinct bits i 1 (c), i 2 (c), i 3 (c). A clause is said to be satised by an n bit string z if the state |z has zero energy for the corresponding term in the Hamiltonian. The particular choice of N c and the bits involved in each clause denes an instance of Exact Cover. Such an instance is said to be satisable if there is an n bit string z s which satises all clauses in the instance. In that case the z basis state |z s is the zero energy ground state
We generated an instance of Exact Cover on 16 bits with a unique satisfying assignment through a random procedure. Figures 4 and 5 show the values of λ(E) and −λ(E)dE(λ)/dλ computed using equation 10 for 200 values of E, with m = 1000. Statistical errors were computed using Ulli Wollf's error analysis program [10] . This data set was taken by running We have also plotted the errors separately in gure 6. 
V. A NEW ESTIMATOR FOR THE ENERGY IN STANDARD CONTINUOUS IMAGINARY TIME QUANTUM MONTE CARLO
In the ensemble of paths which was considered in the previous section, the parameters 
where V I (t) = e tH 0 V e −tH 0 and E i = z i |H 0 |z i . This expression is interpreted as a path integral, where a path is dened by a piecewise constant function z(t) for t ∈ [0, β]. The function z(t) takes values in the set {z} which are the labels of the basis states {|z } which diagonalize H 0 . In the above expression for Z(β), we have
The allowed values of m are 2, 3, 4, 5, ... as well as m = 0 in which case the path is constant
We dene H 0 (z(t)) to be z(t)|H 0 |z(t) , so
can be used to dene a measure ρ on paths in imaginary time.
The probability of a given path parameterized by z(t) is
where Z(β) is the normalization. Our assumption that o diagonal elements of V are nonpositive guarantees that ρ ≥ 0. The task of sampling paths from the distribution ρ can be accomplished using Markov chain Monte Carlo methods such as those outlined in references [2, 4, 6]. By using these methods to sample paths from this probability distribution, one can compute physical properties of the quantum system at an inverse temperature β. Known estimators for the expectation of the terms in the Hamiltonian are (see appendix B)
Here m is the number of transitions in the path z(t) and is not xed. Note that the estimator for λV only involves the number of transitions in the path. The above two estimators can be combined to obtain H . One can also obtain the following expressions for the variances of these estimators in the limit β → ∞ βVar 1 β
This shows that as β → ∞, the distributions for these estimators become sharply peaked about their mean values. We dene intensive ensemble averages
which in the β → ∞ limit become respectively the ground state expectation value of −λV and the ground state energy.
A New Estimator for the Ground State Energy
We now derive the following novel estimator for the energy in the standard ensemble, which is useful in the limit β → ∞ :
β where E is a function of the path dened to be the smallest value of E which satises the
In this expression the E i are the energies of the states |z i visited along the path, with 
We can also express this as
Performing the inverse Laplace transform gives
C is a contour in the complex plane which encircles the poles of the integrand, which are located at {−E i }. The expectation value of the energy can then be expressed as
The complex function h(s) = e βs m+1 i=1 1 E i +s will in general have multiple saddle points along the real axis. We can solve for the locations of these saddle points by writing
log(E i + s).
Saddle points occur at real values s where dg ds
(s ) = 0 , which says that
In the integrals in equation 21, we can choose the contour of integration along the curve of steepest descent through that saddle point s which is largest (it is possible to show that one can deform the contour to follow this curve without changing the encircled poles).
Performing the integrals in equation 21 and letting E = −s we obtain
where E is the smallest solution to equation 20.
VI. CONCLUSIONS
We have outlined a new approach to Quantum Monte Carlo simulations in which properties of the ground state of a quantum system are computed at a xed value of the ground state energy. We have conrmed the validity of our method by performing a numerical simulation of a system consisting of 16 spins. Our approach involves a path integral which does not include any jump time variables, as in the stochastic series expansion [7, 8] . We have also obtained a new estimator for the ground state energy which is valid in continuous imaginary time Quantum Monte Carlo simulations but which does not involve the imaginary time variables. We hope that our method will be applied to numerical simulations that go beyond the toy system studied in this paper.
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The authors thank Sam Gutmann for useful discussions. This work was supported in which is Hermitian. Now suppose (to reach a contradiction) that |r is an eigenvector of A(E) with eigenvalue R > 1. Then
which says that there exists an eigenvector of H(
) with eigenvalue E. In section II we proved that the ground state energy of H(λ) is strictly decreasing for positive λ, which means that no eigenvector of H(
) can have energy smaller than or equal to E. This is a contradiction and so all positive eigenvalues of A(E) are ≤ 1.
Now, since we have proven that all eigenvalues of A(E) are ≤ 1, if it is the case that some negative eigenvalue of A(E) is < −1 then the eigenvalue W of A(E) which is largest in magnitude has negative sign. If this were true, then the limit
would be equal to a negative constant. But this cannot be the case since all matrix elements of A(E) are positive or zero. So we have shown property 1.
We now proceed to show property 2 which was stated earlier in the appendix, and in the process we prove the inequality 6 from section II. The real nonzero eigenvalues of A(E) can be related to eigenvalues of H(λ) for some value of λ. In particular, suppose that ω is a real nonzero eigenvalue of A(E) with eigenvector |ω . Then
Let us write the eigenvalues of A(E) as
(which follows by property 1.) Then the values of λ at which H(λ) has an eigenvalue with
for j ∈ {1, ..., 2 n }. Write λ − (E) for the negative value of lambda such that H(λ − (E)) has ground state energy E. The values of λ which are smallest in magnitude (and hence closest to the axis λ = 0) are
= λ − (E) < 0 and these correspond to the ground state at energy E, with |λ − (E)| ≥ λ(E). All other values are greater than λ(E) in magnitude. This proves inequality 6, and also shows property 2 described above.
Derivation of the Estimators β est and λ 2 est
Having derived properties 1. and 2. of the operator A(E) in the previous section, we now proceed to use these properties to prove equations 14 and 15.
Our treatment below applies to both the generic case where inequality 6 is strict as well as the nongeneric case where equality holds as long as in the latter case m is always even.
In either case we have
(Recall the denition of F (E, m) from equation 8.) We can write this as
Taking the log and dierentiating both sides gives
Now take the limit as m → ∞. Note that in the nongeneric case the fact that m is taken to be even ensures that the denominator of equation A2 does not vanish in the limit of large (even) m. The limit of the RHS is zero for any xed value of E. This is because in the large m limit the only terms which contribute to the sum in the numerator are those corresponding to values of j for which |a j (E)| = 1. For these values of a j (E) (note j is either 1 or 2 n for these values) it is always the case that da j dE = 0 so these terms contribute zero to the sum.
So we have shown that
Hence
The left hand side of this equation can be rewritten as an ensemble average, which results
So for xed m suciently large, one can estimate the quantity − We now derive an estimator for the quantity λ(E) itself as an ensemble average. For this purpose we make use of the fact that
Expanding the numerator and denominator as sums over paths, we obtain
Now rewrite the numerator as
where δ z 1 z m−1 is the Kronecker delta. Since our distribution f (z 1 , ..., z m ) is invariant under cyclic permutations of the bit strings {z i }, we can write
where z m+1 = z 1 and z m+2 = z 2 . Inserting this formula into equation A5 gives the nal expression for λ(E) 2 as an ensemble average
This proves equation 15.
Estimator for λV
As in the previous section, we begin by expanding the operator e
For m = 0, 1, 2... we have
Plugging this expression into B1 we obtain
δ(t l ) ρ (since only t 1 can ever be 0).
In the last two lines of the above m appears inside an expectation value ... ρ . In this context m is considered to be a function of the path. Now we can use the fact that the measure ρ over paths is invariant under translations of the path in imaginary time to write
So λV is − 1 β times the average number of jumps in a path of length β.
Appendix C: CONVERGENCE OF THE MARKOV CHAIN
We show in this section that the Markov Chain dened in section IV can be used to estimate any quantity which is invariant under cyclic permutations of the path. In order to streamline the proof, it will be useful to dene a dierent Markov Chain over paths which has the update rule (for some xed 0 < p < 1)
1. With probability p do 1 update of the Markov Chain dened in section IV.
2. With probability 1 − p apply a random cyclic permutation to the path by letting {z 1 , z 2 , ..., z m } → {z j , z j+1 , ..., z m , z 1 , ...z j−1 } for uniformly random j ∈ {1, ..., m}.
In the next two sections we show that the above Markov Chain has limiting distribution f (dened in equation 7) for any choice of the parameter 0 < p < 1. This Markov Chain with xed 0 < p < 1 induces a random walk on equivalence classes of paths where an equivalence class is the set of all paths related to a given path by cyclic permutation. In this equivalence class random walk, step 2 does nothing. So the limiting distribution over equivalence classes is the same whether or not step 2 is performed. If one only estimates quantities which are invariant under cyclic permutations (note that the estimators we have discussed have this property) then one can use the algorithm with p = 1 (so step 2 is never performed).
To show that the above Markov Chain converges to the limiting distribution f over paths, it is sucient to verify that the update rule constructed above satises the following two conditions [5]:
• Ergodicity : Given any two paths A and B, it is possible to reach path B by starting in path A and applying the Markov chain update rule a nite number of times.
• Detailed Balance: For any two paths A and B,
where P (X → Y ) is the probability of transitioning to the path Y given that you start in path X and apply one step of the Markov chain.
We now show that this Markov Chain satises these conditions.
Ergodicity
In order to show ergodicity of the Markov Chain dened above, we rst note that a path can be specied either by a list of bit strings {z 1 , ..., z m }, or by one bit string z start followed by a list of bits in which ips occur {b 1 , ..., b m }, with each b r ∈ {1, ..., n}.
We now show that by applying the Monte Carlo update rules illustrated in gures 2 and 3, it is possible to transform an arbitrary path A ←→ {z start , {b 1 , ..., b m }} into another arbitrary path B ←→ {y start, {c 1 , ..., c m }} where y start and z start dier by an even number of bit ips. This is sucient to show ergodicity because any path B can be cyclically permuted into a path which starts in a stateỹ start that diers from z start by an even number of ips (and our Markov chain includes moves which cyclically permute the path). We assume here that m ≥ 4, since we are interested in the limit of large m anyways. In order to transform path A into path B, we give the following prescription:
1. First transform z start into y start . To do this, note that one can move any two ips b i and b j so that they are just before and just after z start (i.eb 1 = b j andb m = b i ), by applying the ip interchange rule illustrated in gure 2. So long as you do not interchange the rst and last ip in the list, the bit string z start will remain unchanged. Then one can ip both of these bits in the bit string z start by interchanging the two ipsb 1 andb m .
This describes how to ip any two bits in z start , assuming that ips in these bits occur somewhere in the path. Now suppose that you wish to ip 2 bits in z start but one or both of the bits does not occur in the current list of ips in the path. In that case you must rst take some pair of ips which occur in some other bit q, and then move them until they are adjacent using the ip interchange rule (without ever moving them past z start ). Once they are adjacent, you can replace them with a pair of ips in another bit using the ip replacement rule illustrated in gure 3 . Assuming m ≥ 4, there will always be two pairs of ips in the path which can be replaced by ips in the two bits that you desire to change in z start .
2. After z start has been transformed into y start , one must then make the list of ips equal to {c 1 , ..., c m }. This can be done by interchanging ips and replacing pairs of ips as described above. Since this can always be achieved without interchanging the rst and last ip in the path, the bit string y start will remain unchanged by this procedure.
Detailed Balance
Here we demonstrate that the Markov Chain dened above satises the detailed balance condition from equation C1. To show this, x two paths A and B and consider the probability of transitioning between them in one step of the Monte Carlo update rule. This probability is zero except in the following cases 1. A = B. In this case detailed balance is trivially satised.
2. A cyclic permutation of the bit strings (which is not the identity) maps the path A into the path B. In this case f (A) = f (B) and the probability of transitioning from A to B in one move of the Markov Chain is also equal to the probability of the reverse transition from B to A (this is because for every cyclic permutation which maps A to B the inverse permutation is also cyclic and maps B to A). So detailed balance is satised.
3. A and B are the same path except for at one location. In other words, A can be described by the sequence {z 
