Let Ai(L), Ai(L*) denote the successive minima of a lattice L and its reciprocal lattice L*, and let [bl,..., bn] be a basis of L that is reduced in the sense of Korkin and Zolotarev. We prove that
Introduction
The problem of selecting from all bases for a lattice a canonical basis with desirable properties is called reduction theory. The classical question motivating the invention of reduction theory is the determination of the minima of positive definite integral quadratic forms. Lagrange [10] developed a reduction theory for binary quadratic forms, and the general study of the higher dimensional case was initiated by Hermite [6] in 1850 and Korkin and Zolotarev [9] in 1873. Several distinct notions of reduction have been studied, including those associated to the names Hermite, Korkin-Zolotarev, Minkowski and Venkov; see [19, 20, 22, 23] .
Recently there has been renewed interest in reduction theory arising from the problem of designing computationally efficient algorithms for finding a short vector in a lattice. This was stimulated by a new method in integer programming [12] and by Lovhsz' lattice basis reduction algorithm, presented in [11] , which has had quite a few applications, see [4, 8, 11, 13] . From this computational perspective the most natural of the classical reduction theories to consider is that of Korkin and Zolotarev, because the computational problem of finding a basis of a general lattice reduced in the sense of Korkin and Zolotarev is polynomial time equivalent to the computational problem of finding a shortest non-zero vector in a lattice.
Our object in this paper is to prove inequalities bounding vectors in a Korkin-Zolotarev reduced basis of a lattice L in terms of the successive minima of L and AMS subject classification (1980): 11 H 06, 11 H 50 *The research of the second author was supported by NSF contract DMS 87-06176. The research of the third author was performed at the University of California, Berkeley, with support from NSF grant 21823, and at AT&T Bell Laboratories. its reciprocal lattice L*. Our results can be viewed as giving various senses in which a Korkin-Zolotarev basis of a lattice is nearly orthogonal. Roughly speaking our bounds improve on classically known bounds by replacing certain constants exponential in the rank n of the lattice involved by constants polynomial in n. In particular we obtain for a lattice L of rank n the inequalities 1 < Ai(L)An-i+I(L*) <_ In2 for 1 < i < n, valid for n >_ 7. We also study certain quantities A(B) and/z(x, B) that are computable in polynomial time given a basis B of a lattice L in R n and a vector x in Rn, which have the properties that A(B) is a lower bound for the length of a shortest non-zero vector in L and #(x, B) is a lower bound for the distance of x to any vector in L. We show that these lower bounds are quite good when the basis B of L is reciprocal to a Korkin-Zolotarev basis of the reciprocal lattice L*. These results give some information concerning the computational complexity of recognizing short vectors in a lattice.
Statement of results
Let m be a positive integer. We denote by / , ) the Euclidean inner product on = 2 for v = (vl, .. Vm) E Rm R m and by [ [ the Euclidean norm; so Iv[ ~ ~m iv i . , . A lattice is a discrete additive subgroup L of R m. Its rank is the dimension of the R_subspace V(L) that it spans. Each lattice L of rank n has a basis, i. e. a sequence [bl,..., bn] of n elements of L that generate L as an abelian group. We define the determinant d(L) of L by choosing any basis ~1,..., bn] of L and setting
This does not depend on the choice of the basis. The i-th successive minimum Ai(L) of a lattice L (with respect to the Euclidean norm) is the smallest real number r such that there are i vectors in L of length at most r that are R_linearly independent. The lattice L* reciprocal to L (also called the lattice polar or dual to L) is defined as L* = {w 9 V(L): (w,v) 9 Z for all v 9 L}.
We have L** = L and d(L*) = d(L) -1. For each basis B = [bl,... ,bn] of a lattice L there is a unique basis B* = Ibm,..., b*] of L* such that 1 ifi+j=n+l, (bi, b~) = 0 otherwise. We call this the basis of L* reciprocal to B. Note that we numbered the elements of B* in reverse order to what is customary.
Hermite's constant 7n is defined by % = sup{Al(L)2d(L) -2/'~ : L is a lattice of rank n}.
Its value is known exactly for n < 8, see [2, Appendix] . Minkowski's convex body theorem implies that 7,~ -< 47r-iF( 1 + n/2) 2/'~ (see [2, IX.7] ), which yields 7n _< 2n/3 for all n _> 2. It is known that n 5
2-~e (1 + o(1)) _< ~/n -< (1 + o(1)) as n --* oo, see [18] , and the upper bound has been further improved to (1 + o(1)) 9 0.872n/(Tre)
by Kabatyanski~ and Levenshte~n, see [3, Ch. 9 ]. It has never been proved that 7n is an increasing function of n, though this is very likely true. For convenience we define We say that a basis [bl,..., bn] is reduced in the sense of Korkin and Zolotarev, or that it is a Korkin-Zolotarev basis, if it satisfies the following recursive set of conditions: (4) bl is a shortest non-zero vector of L in the Euclidean norm; (5) I~i,lI ~ 1/2 for 2 < i < n; (6) if L (n-l) denotes the orthogonal projection of L on the orthogonal complement (Rbl) • of Rbl, then the projections bi -#i,lbl of b2, ..., bn yield a Korkin-Zolotarev basis [b2 -#2,1bl,..., bn -#n,lbl] of L (n-l). The above definition is equivalent to the definition of Korkin and Zolotarev [9] . An equivalent non-recursive definition can be given as follows.
Let B = [b~,...,bn] be a basis for a lattice L in R m. For i E {1,...,n}, denote by ~ri:R m --, (Rbt + ... + Rbi_l) i the orthogonal projection on the orthogonal complement of Rbl + ... + Rbi_~. Write L (n-i+D = 7ri(L); this is a lattice of rank n-i+ 1 with basis [ri(bi),..., lri(bn)]. In terms of the Gram-Schmidt decomposition we have ~ri(bj) = b~ + }-'~-~ #j,kbtk, in particular 7ri(bi) = b~. Unwinding the definition just given, we see that B is a Korkin-Zolotarev basis if and only if the following two conditions are satisfied: (7) b~ is a shortest non-zero vector of L (n-i+1) in the Euclidean norm, for l<:i<n; (8) I#i,jl -< 1/2 for 1 _< j < i <_ n. It is known that the domain of all Korkin-Zolotarev bases of lattices of rank n in the space of all bases of lattices of rank n in R n can be specified by a finite set of inequalities that are quadratic in the entries bij of the n x n basis matrix B = [bl,..., bn]. These inequalities have been determined explicitly for n < 8, see [17] .
We call a basis B of a lattice L a reciprocal Korkin-Zolotarev basis if its reciprocal basis B* is a Korkin-Zolotarev basis of L*.
In Section 3 of this paper we prove the following two theorems, which relate the length of vectors in any Korkin-Zolotarev basis of L to the successive minima of L and L*.
The upper bound in this theorem is essentially due to Mahler [14] , cf. 
where ~[* is as in (1) .
Note that the upper bound is O(n4).
As consequences of these results we obtain the following two theorems, which are also proved in Section 3.
bn] is a Korkin-Zolotarev basis of a lattice L, then

II Ib l 2 < H i + 3 d(L)2"
n n i Note that 7n 1-Ii=i( + 3)/4 < n2n/(4re2+ o(1)) n for n --* cx). This theorem provides an upper bound for the orthogonality defect (1-I~=x Ibil)/d(L) of a Korkin-Zolotarev basis. Hermite's inequality asserts that any basis has orthogonality defect at least 1, with equality if and only if the basis is orthogonal.
Theorem 2.4. The successive minima of a lattice L of rank n and its reciprocal lattice L* satisfy
Jot I < ~ < n, with ~* as in (1).
The lower bound is classical, see [2, VIII.5, Theorem VII. From Theorem 2.4 we see that 1 <_ Ai(L)An_i+I(L* ) <_ 6n 2 for n >_ 7, 1 < i < n.
Previously known upper bounds were exponential in n, see [2, VIII.5, Theorem VII. A limit on the amount of improvement possible in Theorems 2.2 and 2.4 is imposed by a result of Conway and Thompson, see [16, Ch. II, Theorem 9.5], which asserts that there exist lattices Ln of rank n with Ln = L~ for which 2 ,2 (n)2
In Section 4 we prove lower bounds for the Gram-Schmidt orthogonalizations of Korkin-Zolotarev bases and reciprocal Korkin-Zolotarev bases. These include are at distance at most r from a lattice vector. In Section 5 we prove the following bounds for the covering radius. 
This quantity gives rise so the following bounds for it(x, L). 
with -~ as in (1).
In Section 7 we use Theorems 2.6 and 2.7 to bound the non-deterministic computational complexity of finding a provably short, or provably close, vector in a lattice.
In Section 8 we extend the bounds from Sections 3 and 5 to arbitrary symmetric convex distance functions, i. e. functions F: R n -~ R satisfying For a lattice L C Rn we define the i-th successive minimum hi(L; f~) of L with respect to 12 to be the smallest real number r such that rl2 contains i points of L that are R-linearly independent. For background on the above notions we refer to [2, 5] . If fl and L are as in the previous theorem, we write g(L; fl) for the covering radius of L with respect to Q. Our final result is the following. where "7~ is as in (1).
Korkin-Zolotarev bases and successive minima
Proof of Theorem 2.1. There are i linearly independent vectors of length at most Ai(L) in L, and under the projection L --* L (n-i+1) at least one of them maps to a non-zero vector. Therefore we have AI(L (n-i+1)) < Ai(L). Combining this with (7) we find that [b~[ _< Ai(L). Using (2) and (8) This proves the right side of the inequality in Theorem 2.1. To prove the left side, we first note that for j < i we have Ib~l 2 = Al(L(n-j+l)) 2 <_ I79(bi)12 _< Ibil 2, since 7rj(bi) is a non-zero element of L (n-j+1). Hence for j < i we have Therefore we have
Ai(L) ~ _< m~{Ibjl2 : 1 < j _< i} __ --T-Ibil . This proves Theorem 2.1. Remark 3.1. We give a few examples to show that the bounds in Theorem 2.1 cannot be improved by more than a constant factor. By el, ..., en we denote the standard orthonormal basis of ff n.
First let 1 _< i < n. Let L be the lattice in [tn that is spanned by B = [bl, 9 .. ,bn], e -s-V'i-lej/2. We have b~ for all j, and using where bj = ej for j # i and bi = i-z_~j=l = ej the first inequality in Theorem 2.6 one easily deduces that Aj(L) = 1 for 1 _< j _< n-I, and that B is a Korkin-Zolotarev basis for L. From Ibil 2 = (i+3)/4 = (i+3))~(L)2/4 we see that the upper bound in Theorem 2.1 is sharp whenever i < n.
One can show that for i = n > 1 the upper bound in Theorem 2.1 is not sharp. We show that it is sharp up to a factor 3 + o(1), for n --* oe. Let n > 1, and let L be the lattice in Hn that is spanned by bl,... ,bn, where bj = ej for j < n and bn = v~en/2 + ~_.ju=-i ej/2. It is easy to cheek that [bl,..., bn] is a Korkin-Zolotarev basis for L, and that An(L) 2 = rain{3, (n + 2)/4} _< 3. Therefore Ib,~l 2 = (n + 2)/4 >_ (n + 2)A,~(L)~/12, which establishes our claim. A more complicated example can be constructed in which Ib~l 2 = (n + O(1))An(L)2/4.
Next we eonsider the lower bound in Theorem 2.1. For i = 1 we clearly have equality. Let 1 < i _< n, and let L be the lattice in ff n that is spanned by 
= :mEZ, rar j=o
The inside sum depends only on gcd(m, i -1), so the minimum is assumed when m is a divisor of i -1. By means of a straightforward computation this leads to Ai(L) 2 ___ (i+10)/12 = (i+10)1bil2/12. This proves that the lower bound in Theorem 2.1 cannot be improved by more than a factor of 3. for 1 < i < n, where "7* is as in (1) .
Proof. It is easy to see that L (n-j+1)* is a sublattice of L*, so we have AI(L*) _< AI(L (n-j+1)*) for each j. Combining this with , t., A1 (L(n-i+l))2 1 ~ AI(L(n-j+I))2 for 1 < i < n, where "r* is as in (1) . Proof. This follows from Proposition 3.2, since Ai(L) 2 < max{Ibjl 2 : 1 < j _< i}. For i = 1 the bound in Proposition 3.3 is sharp up-to a multiplicat]'ve constant, by (9) .
Proof of Theorem 2.2. We have An-i+I(L*) ~ An-i+l(L (n-j+D*) whenever j < i, since L (n-j+D* is a sublattice of L*. Combining this with (10) we obtain 
This proves Theorem 2.4. Next suppose that B is a reciprocal Korkin-Zolotarev basis, let x E Rm, and let the notation be as above. To prove the second inequality of Theorem 2.7, it suffices to prove that for each i E {0, 1,..., n} there exists v E L such that j=l From the fact that B* is a Korkin-Zolotarev basis for L* it follows easily that a Korkin-Zolotarev basis for (Li)* is given by the orthogonal projections of b~_i+l, b~ on V(Li). The first of these projections is b *t 9 and its length is AI((L~)*). 9 . , ~ r~--$_t. 
Bounds for Gram-Schmidt orthogonalizations
Computational complexity of lattice problems
The following are two basic computational problems concerning lattices.
Finding shortest vector: given n and a basis B = [bl,... ,ha] of a sublattice L of In, find a shortest non-zero vector in L.
Finding closest vector: given n, a basis B = [bl, bn] of a sublattiee L of In and x E In, find a vector b E i that minimizes Ix -bill It is not difficult to see that the first problem is polynomial time equivalent to the problem of finding a Korkin-Zolotarev basis of an arbitrary integer lattice L. It is suspected to be NP-hard, but this has never been proved. Van Erode Boas [24] showed that the second problem is NP-hard.
The fastest algorithms known for the above two problems are due to R. Kannan Bahai [1] observed that this algorithm can also be used to find, for given x, a close lattice vector b satisfying Ixbl 2 < 2'~#(x, L)h Schnorr [21] has given a hierarchy of polynomial time lattice basis reduction algorithms, showing that for any positive ~ there exists a polynomial time algorithm that produces a non-zero lattice vector b satisfying Ibl: _< (1 + a)nAI(L)2.
It is of great interest to find practical polynomial time algorithms that determine a non-zero vector b 9 L that is certified to satisfy
Ibl ~ _< f(n))h (L) 2
with f(n) as small as possible.
Even if a shortest, or closest, lattice vector h 9 L has been found, it is not clear how to prove that it is indeed the shortest, or closest, lattice vector. No polynomial length proofs ("certificates") are known to exist for statements of the form "b is a shortest non-zero vector in L" or "b is a closest vector in L to x". In this context the results of Section 6 imply that there is at least a polynomial length proof that b is quite short, or quite close to x, respectively. Furthermore, there exists a non-deterministic polynomial time algorithm that when given in addition an element x 9 Z n produces a vector b in L and a proof that [X --bl 2 ~ n3/l(x, L) 2.
Proof. We give only a sketch of the proof, leaving the details to the reader.
The first algorithm consists of non-deterministically guessing an element b E L satisfying Ihl 2 --AI(L) 2 as well as a Korkin-Zolotarev basis B* --Ibm,..., bn] of L*. If we guess right, then by the second inequality of Theorem 2.6 we have
where B is the basis of L reciprocal to B*. We can now verify this inequality directly, since A(B) 2 is easy to compute. If in addition we check that B is indeed a basis of L, then the first inequality of Theorem 2.6 implies that Ibl 2 _< n2)~l(L) 2, as required.
For the second algorithm one proceeds in a similar manner, replacing Theorem 2.6 by 2.7.
This proves Theorem 7.1. 
