ABSTRACT Compared with the uniform linear array, the co-prime array can obtain a large array aperture with fewer array elements, which is good to improve the accuracy of direction-of-arrival (DOA) estimation. However, most of existing DOA estimation methods is not suitable for co-prime array because of high computational complexity and low adaptability. Therefore, a fast and robust DOA estimation method for the co-prime array based on the joint singular value decomposition (JSVD) is proposed in this paper. In the proposed method, the co-prime array is equivalently divided into two uniform sparse linear subarrays according to the definition of co-prime array geometry firstly. Then, utilizing the JSVD algorithm and the periodic repeatability of uniform sparse linear array, two series of DOAs, including ambiguity angles can be obtained individually by each subarray. By analysis of these two series of DOAs, the correct DOAs can be obtained based on the coprime property of two equivalent uniform sparse linear subarrays of the co-prime array. The spectral search is not required in the proposed method, so that the computational complexity is lower relative to the MUSIC-based DOA estimation methods. Moreover, the angle pairing is achieved automatically in JSVD processing, thus the adaptability of proposed method is better than the traditional DOA estimation methods. Finally, the performance and advantages of proposed method are verified by numerical simulations.
I. INTRODUCTION
Direction-of-arrival (DOA) estimation is one of the most important tasks in many fields such as radar, communication and sonar [1] . It is well known that the accuracy of DOA estimation increases with the array aperture. But the uniform linear array (ULA) requires a large number of array elements to obtain large array aperture, resulting in high system complexity. In recent years, the co-prime array attracts more attention, which can obtain large array aperture with fewer array elements. Unfortunately, most of existing DOA estimation methods [1] - [3] is not suitable for co-prime array because of high computational complexity and low adaptability.
In order to solve these problems, some DOA estimation methods for co-prime array have been proposed. The total spectral search MUSIC method (TSS-MUISC) for DOA estimation is proposed in [4] . In this method, the co-prime array is divided into two uniform sparse linear subarrays firstly.
Then MUSIC is applied to the two subarrays respectively to calculate two sets of peaks. Finally, DOAs is obtained by selecting the common elements of the two sets of peaks. However, this method has high computational complexity, and might produce false DOAs when multiple sources exist simultaneously. Different from TSS-MUSIC, the partial spectral search MUSIC method (PSS-MUSIC) for DOA estimation is proposed in [5] , which only searches over a limited area and all peaks can be recovered immediately since the multiple peaks generated by each source are distributed uniformly in the sine domain. Although the computational complexity of PSS-MUSIC is somewhat reduced, the spectral search is still required and the false DOAs might be produced in the presence of multiple sources. Afterwards, a low complexity DOA estimation method based on ESPRIT is proposed in [6] , which applies ESPRIT instead of MUSIC in PSS-MUSIC. Because the spectral search is not required, the computational complexity is greatly reduced. However, in order to avoid false DOAs, the entire array beamforming algorithm is needed to validate all the DOAs one by one, so that the system complex is still very high. An improved DOA estimation method based on Root-MUSIC is proposed in [7] , which applies Root-MUSIC instead of MUSIC in PSS-MUSIC, so that the computational complexity is greatly reduced and the estimation accuracy is also improved. However, this method cannot avoid false DOAs when the subarray manifolds are not full column rank matrices.
Therefore, a fast and robust DOA estimation method for co-prime array based on the joint singular value decomposition (JSVD) [8] is proposed in this paper. In the proposed method, the co-prime array is divided into two uniform sparse linear subarrays first. Then, utilizing the JSVD algorithm and the periodic repeatability of uniform sparse linear array, two series of DOAs including ambiguity angles can be obtained individually by each subarray. By analysis of these two series of DOAs, the correct DOAs can be obtained based on the coprime property of the two subarrays. Compared with existing DOA estimation methods, the proposed method has lower computational complexity and better adaptability for multiple sources.
II. SIGNAL MODEL
Consider a co-prime array consisting of two uniform sparse linear subarrays with M and N array elements, where M and N are coprime integers. As illustrated in Fig.1 , subarray X has M array elements with inter-element spacing Nd, while subarray Y has N array elements with inter-element spacing Md. Without loss of generality, suppose that M > N . The unit inter-element spacing d is usually set as half wavelength λ/2. The two subarrays share the first array element, so the co-prime array has M + N − 1 array elements [9] .
Assume that P far-field narrowband uncorrelated signals impinging on the co-prime array from {θ 1 , θ 2 , · · · , θ P } directions. The corresponding sine values of the directions are expressed as {u 1 , u 2 , · · · , u P }, where u i = sin θ i (i = 1, 2, · · · , P). The received data of the two subarrays at time 
Y(t)
where X(t) and Y(t) are M × 1 and
T is the steering vector for subarray X corresponding to
T is the steer-
T is the source signals waveform vector, N x (t) and N y (t) are M × 1 and N ×1 dimensional additive white Gaussian noise vectors. 
III. PROBLEM FORMATION A. ANGLE AMBIGUITY

For the subarray with inter-element spacing Ld
M and N are coprime integers, so {u i } = N i ∩ M i . According to this property, the angle ambiguity can be eliminated [4] .
In addition, a property of L i should be given here to provide a basis for the derivation of the proposed method.
Property: if u 1 and u 2 have the same steering vector for the subarray with inter-element spacing
Proof: according to the definition of steering vector, the steering vectors of u 1 and u 2 for the subarray with interelement spacing Nd can be expressed as
u 1 and u 2 have the same steering vector for this subarray, so
The periodicity of the complex exponential function g(u) = e −jπNu is u = 2/N , so
According to equation (3), N 1 and N 2 can be expressed as
Substitute equation (8) into equation (10), equation (11) can be obtained.
Similarly, if u 1 and u 2 have the same steering vector for the subarray with inter-element spacing Md, equation (12) can be obtained.
In summary, if u 1 and u 2 have the same steering vector for the subarray with inter-element spacing 
B. ANGLE PAIRING
The sine values {u 1 , u 2 , · · · , u P } can be mapped to N and M through subarray X and subarray Y.
Though M are treated as DOAs, false DOAs might be produced [7] . Angle pairing is to pair N i and M i (i = 1, 2, · · · , P) to form P pairs of sets. Then false DOAs can be avoided by searching for the common element of each pair respectively.
IV. PROPOSED DOA ESTIMATION METHOD
Assume that both A x and A y are full column rank matrices. The cross-correlation matrix between X(t) and Y(t) can be expressed as
where R s = diag(r 1 , r 2 , · · · , r P ) and r i (i = 1, 2, · · · , P) is the power of the ith source. The first and the last N − 1 columns of R xy are denoted as
where A y1 and A y2 denote the first and the last N − 1 rows of A y .
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According to rotation invariance
Define a new 2M × (N − 1) matrix R by concatenating R xy1 and R xy2 in the form
The SVD of R yields
where
It can be verified that
Since A y1 R H s is of full rank, B H U 2 = 0. This leads to the relationship
Hence, there exists a nonsingular P × P matrix T which makes equation (24) make sense
U 1 can be decomposed into two M × P matrices U 11 and U 12 , which gives
Correspondingly
where the superscripts † represents the Moore-Penrose pseudo-inverse. Do eigenvalue decomposition of , the eigenvector matrix T and the eigenvalue matrix can be obtained. And the eigenvalues of can be expressed as
It is easy to know that the periodicity of the complex exponential function g(u) = e −jπMu is u = 2/M , so equation (29) has infinitely many solutions in real number field. However, equation (29) 
The array pattern of subarray X is
Then the ''beamforming-like'' method is utilized to search for the peaks u i of
where A x (i) denotes the ith column of A x . As a result,
According to the analysis of angle ambiguity, M i can be obtained via u i . N i can be obtained via u i . Finally
When some sources have the same steering vector for subarray X or subarray Y, A x or A y are not full column rank matrices. At this time, ideal cross-correlation matrix R xy is not of full rank. It is crucial that if some sources have the same steering vector for subarray X, their steering vectors for subarray Y must be different and vice versa. Moreover, sampling cross-correlation matrix R xy is used instead of R xy in practice, and it can be assumed that R xy is of full rank due to various non-ideal factors in reality [10] , [11] . These two points make the proposed method still valid in this situation.
In order to provide a better understanding of the proposed method, a multiple source scenario is utilized. It is assumed that there are three sources {u 1 , u 2 , u 3 } and define
Then the ideal cross-correlation matrix between X(t) and Y(t) can be expressed as
Then the signal subspace U 1 should be selected according to the rank of A y and the ''beamforming-like'' method should be applied to C x . Utilizing the JSVD algorithm and the periodic repeatability of uniform sparse linear array, M 1, 3 and N 1,2 can be obtained and automatically paired. M 1,3 and can be obtained and automatically paired. Finally, the angle ambiguity can be eliminated to obtain true DOAs. The rank of A y can be obtained by the algorithms that estimate the number of sources [12] . Fig.4 shows the processing block diagram of proposed method. And the flow chart of proposed method is shown in Table. 1.
V. SIMULATION RESULTS
A. COMPUTATIONAL COMPLEXITY ANALYSIS
The computational complexity of different methods are analyzed and corresponding results are given in Table. 2. MUSIC [1] with M + N − 1 array elements requires covariance matrix estimation, eigenvalue decomposition (EIG) and spectral search. The corresponding com-
2 ) respectively, where K represents the number of snapshot and search represents the times of spectral search. The complexity of PSS-MUSIC [5] is given similarly. Sun's method [6] requires covariance matrix estimation, EIG and CBF algorithm. Zhang's method [7] requires covariance matrix estimation and solving the roots of polynomials. The proposed method with M + N − 1 array elements and P sources requires covariance matrix estimation, the SVD of R, the EIG of and peaks search. The resulting complexity of the proposed method is given as 5 complex multiplications. The computational complexity of the proposed method is approximately 2.29% for MUSIC. It can be seen that the proposed method has the lowest computational complexity when the number of array elements is large, thus faster DOA estimation can be achieved by the proposed method. and Zhang's method [7] . The Cramer-Rao bound (CRB) for the co-prime array is also given as a benchmark [13] .
In test one, M = 7 and N = 5, one source is assumed to impinge on the array from direction 30.00
• . To ensure the times of spectral search are similar, the searching grid for MUSIC is 0.05
• and the searching gird for PSS-MUSIC is 0.01
• . Fig.6 plots the RMSE versus SNR via 500 Monte Carlo simulations with K = 200. Fig.7 plots the RMSE versus number of snapshot via 500 Monte Carlo simulations with SNR = 10dB. The performance of MUSIC is limited by the searching grid, and other methods have similar performance.
In test two, M = 7 and N = 5, two uncorrelated sources are assumed to impinge on the array from directions 19.18
• and 30.00
• . The searching grid for MUSIC is 0.05
• and the searching gird for PSS-MUSIC is 0.01 • . Fig.8 plots the RMSE versus SNR via 500 Monte Carlo simulations with K = 200. Fig.9 plots the RMSE versus number of snapshot via 500 Monte Carlo simulations with SNR = 10dB. The performance of MUSIC is limited by the searching grid. PSS-MUSIC is invalid due to the absence of angle pairing. Sun's method have good performance because it uses the CBF algorithm to verify DOAs one by one. Zhang's method and the proposed method can perform accurate DOA estimation since angle pairing is achieved.
In test three, M = 7 and N = 5, three uncorrelated sources are assumed to impinge on the array from directions 5.74
• , 19.18
• and the searching gird for PSS-MUSIC is 0.01 • . Fig.10 plots the RMSE versus SNR via 500 Monte Carlo simulations with K = 200. Fig.11 plots the RMSE versus number of snapshot via 500 Monte Carlo simulations with SNR = 10dB. The performance of MUSIC is limited by the searching grid. PSS-MUSIC is invalid due to the absence of angle pairing. The performance of Sun's method degrades because CBF algorithm cannot effectively avoid false DOAs when some false DOAs are close to true DOAs. Zhang's method cannot achieve angle pairing since the sources 5.74
• have the same steering vector for subarray X. So Zhang's method is also invalid. However, the proposed method can still perform accurate DOA estimation.
In test four, the proposed method is compared with PSS-MUSIC, Sun's method, and Zhang's method. M = 15, • . The searching grid for PSS-MUSIC is 0.01
• . As illustrated in Fig.12 , the horizontal axis is angle and the vertical axis is index of trial. It can be seen that the proposed method can FIGURE 12. DOAs estimated by PSS-MUSIC, Sun's method, Zhang's method and the proposed method for 6 trials. VOLUME 6, 2018 obtain true DOAs successfully in all 6 trials. PSS-MUSIC and Zhang's method might make some mistakes. Sun's method produces false DOAs because CBF algorithm cannot effectively avoid false DOAs when some false DOAs are close to true DOAs. Through these tests, it can be seen that the proposed method has better adaptability for multiple sources.
VI. CONCLUSION
In this paper, a fast and robust DOA estimation method based on JSVD for co-prime array has been proposed. In the proposed method, the co-prime array is firstly divided into two uniform sparse linear subarrays. Then, utilizing the JSVD algorithm and the periodic repeatability of uniform sparse linear array, two series of DOAs including ambiguity angles can be obtained individually by each subarray. By analysis of these two series of DOAs, the correct DOAs can be obtained based on the coprime property of two equivalent uniform sparse linear subarrays of the co-prime array. The proposed method has lower computational complexity and better adaptability for multiple sources compared with existing DOA estimation methods.
