Gaussian limiting distributions for the number of components in combinatorial structures  by Flajolet, Philippe & Soria, Michèle
IWJKNAL OF COMBINATORIAL THEORY, Series A 53, 165-182 (1990) 
Gaussian Limiting Distributions 
for the Number of Components 
in Combinatorial Structures 
PHILIPPE FLAJOLET 
INRIA. Rocquencourr. Z/$3-Le Chesnay, France 
AND 
MICH~LE SORIA 
INRIA and LRI, UnicersirP Paris-&d 9140SSOrsa.v, France 
Communicated by the Managing Editors 
Received February 19, 1988 
Consider the number of cycles in a random permutation or a derangement, the 
number of components in a random mapping or a random 2-regular graph, 
the number of irreducible factors in a random polynomial over a tinite field, the 
number of components in a random mapping pattern. These random variables all 
tend to a limiting Gaussian distribution when the sizes of the random structures 
tend to infinity. Such results, some old and some new. are derived from two general 
theorems that cover structures decomposed into elementary “components” in either 
the labelled or the unlabelled case, when the generating function of components has 
a singularity of a logarithmic type. The proofs are constructed by combining the 
continuity theorem for characteristic functions with singularity analysis techniques 
based on Hankel contours. 11’ 1990 Academic Press, Inc 
1. INTRODUCTION 
Let 9 be a class of combinatorial structures, a class 9 is said to be 
IdecomposabZe over %’ if each of its elements may be uniquely decomposed 
iinto a multiset of elements of %Y. We distinguish two cases, depending on 
Iwhether structures under consideration are labelled or unlabelled. 
In the case of Zubelled structures, an element of 9 is formed by taking 
;I multiset of (labelled) elements of V and performing all consistent 
relabellings. That classical construction [15, Chap. 3, Section 2; 27, 
Chap. I] originates from graphical enumerations and it was used 
rsystematically by Foata [14] under the name of “abelian partitional 
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complex.” The partitional complex construction translates into exponential 
generating functions, ’ 
P(z) = 1 P, 5 = exp(Qz)). 
n>O . 
(1.1) 
For unlabelled structures, we have the multiset construction, where 
elements of 9 are obtained by taking arbitrary sets (with repetition 
allowed) of elements of %?. That construction belongs in Polya’s theory of 
counting. It translates into the classical relation for ordinary generating 
functions [24; 15, Chap. 2, Section 23 
p(z)= 1 Pnzn=exp 
( 
~+G!$!+S$3+ . . . 
> 
. (1.2a) 
I?>0 
We shall also occasionally make use of the power-set construction, where 
no component appears more than once. If 9 is formed from 5% in this way, 
then 
Q(z)= c Q,;“=exp y-y+?- . ..). (1.2b) 
?I>0 
Our objective here is to study the asymptotic distribution of the number 
of components in a decomposable (labelled or unlabelled) structure: we 
show that a limiting Gaussian distribution holds whenever the generating 
function for V has an isolated singularity of a logarithmic type on its circle 
of convergence. The Darboux-Polya method [ 17, Chap. 11, Section lo] in 
asymptotic analysis provides, under suitable analytic conditions, an 
asymptotic expansion for coefftcients of a generating function deduced from 
singularities of the function. Our proofs are based on a variant of that 
method called “singularity analysis” and developed in [13], together with 
Levy’s continuity theorem for characteristic functions. From an analytic 
standpoint, the problem is thus to find asymptotic information on the 
coefficients of bivariate generating function corresponding to the schemas 
P(z, u) = exp(uQz)) and P(z, u) =exp 
This paper is a contribution to the study of general statistical properties 
of combinatorial schemata [ 111. What is needed in that area of growing 
interest, is general conditions under which Gaussian, Poisson, geometric 
1 For a class of structures Y, we shall consistently denote by the same letter: the subclass 
z of Y formed with elements of size n; 9, the cardinality of S,; S(z) = x:, .S,z”, the ordinary 
generating function of Y; S(Z)=~,,~ S,(z”/n!), the corresponding exponential generating 
function. 
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distributions, or others will appear asymptotically in combinatorial struc- 
tures. Our work is especially close in scope to that of [6] who uses real 
analysis to study distribution results related to the multiset construction. It 
adds another class to the list of combinatorial constructions leading to 
Gaussian distributions for the number of components parameter: In a 
similar context Canlield [3] has shown, under natural conditions, that entire 
exponential generating functions C(Z) lead to Gaussian distributions for 
the number-of-components in an Abelian partitional complex. In the same 
vein, Bender [ 11 has obtained a comparable result for the number-of- 
components in a sequence construction (in that case, the corresponding 
schema for the generating functions is l/( 1 - C(Z))). Analytically, Bender and 
Canlield’s results are obtained using the continuity theorem for characteristic 
functions in conjunction with different asymptotic techniques (not usable 
here), namely the saddle point method or the analysis of coefficients of 
meromorphic functions. 
Section 2 deals with labelled structures: we describe analytic conditions 
under which the parameter number-of-components has mean and variance 
of asymptotic order log n, and an asymptotically Gaussian distribution 
(Theorem 1). Various examples of combinatorial objects satisfy these 
conditions: permutations, permutations without cycle of length one, 
functional digraphs, . . . . 
In Section 3 we establish similar conditions and results for the case of 
unlabeiled structures (Theorem 2). Several algebraic structures forming 
“arithmetical semigroups” satisfy the conditions of Theorem 2. As a conse- 
quence, we obtain an Erdiis-Kac theorem for polynomials over finite fields 
(cf. [4] for closely related results): The number of irreducible factors 
in a random polynomial of large degree over GF(q) tends to a limiting 
Gaussian distribution. 
Section 4 presents some possible extensions of the analytic framework. 
We now give a more detailed presentation of our approach. 
In both the labelled and the unlabelled case, we let P,,, be the number 
of P-structures of size n that have k components. Let Q;2, denote the 
random variable representing the number of components in a random 
P-structure of size n2; P,,,/P, is the probability that .QM = k. Setting 
p,(u) = Ck P,., uk, we see that p,( u)/P,, is the probability generating function 
of R,, and p,(e’“)/P,, is its characteristic function (see [IO] or [2]). 
The mean value ,u~ and the variance rrf of 52, can be easily computed 
from the probability generating function: 
PXl) 
P”=p,o; 
o2-Pxl) PAZ(l) P;(l) -- - 
n PAI) P:(l) +P,,(l). 
’ By random we mean that each b-structure of size n is equally likely 
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Using singularity analysis, we show that the mean value of Q2, and its 
variance are both asymptotically of order log n when the generating 
function for %’ has an isolated singularity of logarithmic type on its circle 
of convergence. 
We shall show under the same conditions that, as n tends to infinity, the 
normalized random variable obtained from Q,, converges weakly to a 
Gaussian variable; in other words, for any two real constants a < h, we 
have 
(1.3) 
Levy’s continuity theorem asserts that the pointwise convergence of 
characteristic functions entails the convergence of distribution functions (in 
the sense of (1.3)). The method of proof is thus to establish the pointwise 
convergence 
d,(0) -+ e-ez/2, 
where Y, denotes the normalized variable Y, = (52, - P~)/o, with charac- 
teristic function 4 y,( 0), and e - @/* is the characteristic function of a normal 
variable of mean value 0 and variance 1. 
Therefore the main technical problem lies in the estimation of 4,,,. 
dyn(0) = E(e’Y”O) 
=e _ iopdg, PJe”‘“n). 
P,! 
(1.4) 
The value of pn(eiOibn) is itself computed by means of the Cauchy coefficient 
formula. In the case of unlabelled structures (ordinary generating func- 
tions), we have 
P,(u)=+&+)-& 
the other case only involving an extra factor of n!, 
P.(u)=~&&. z 
(1.5a) 
(1.5b) 
To evaluate the integral, we use an integration contour of the Hankel 
type that comes close to the dominant singularity of the integrand. Such 
contours are of general use in the study of the gamma and zeta functions, 
as well as in inversion problems for integral transforms with algebraic or 
GAUSSIAN LIMITING DISTRIBUTIONS 169 
logarithmic singularities. Our presentation is based on the treatment of 
[12] and the more general presentation appearing in [13], where it is 
shown that Hankel contours are well suited to analyzing large classes of 
generating functions with algebraic and logarithmic singularities. Related 
analytic methods appear in works of [S, 301. 
2. LABELLED STRUCTURES 
We let P(z, u) be the hivariate exponential generating function of decom- 
posable structures 9, with variable u marking the number of components 
in a structure, so that 
Observe that P(z-, 1) = p(z). For labelled structures, Eq. (1.1) extends to 
the bivariate relation: 
P(z, u) = exp(uC(z)). (2.1) 
We now study analytic conditions on C’(Z) under which the number of 
components is asymptotically normal. 
We let A( p, q), with p > 0 and 4 > 0, denote the closed domain, 
A(p.II)= (= I I4 fp+rl) 
and do is the open region obtained by slitting A along [p, p + ~1: 
DEFINITION. Let G(z) be a generating function which is analytic at 0 
and has a unique dominant singularity p on its circle of convergence. We 
say that G(Z) is a logarithmic function with multiplier a and constant K if 
near this singularity 
G(=)=alog &+ R(z), (2.2) 
where a is a positive real number and R(z) is analytic in A, and satisfies 
R(z) = K + o( 1) when z tends to p in A,. 
We shall now study the number-of-components parameter in a parti- 
tional complex of %-structures when the exponential generating function of 
class %’ is a logarithmic function. We first proceed to establish the mean 
and variance of the random variable 52,. 
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PROPOSITION 1. Let c(z) be a logarithmic function with multiplier a and 
constant K. The number of structures of size n in 9, with exponential 
generating function f(z) = exp( c(z)), is estimated asymptotically by 
(2.3a 
Furthermore, the mean ,u,, and variance ai of 52, satisjjl, as n -+ a, 
&=alogn+O(l) and ot,=alogn+O(l). (2.3b 
Proof: As stated in the Introduction, all we need is to determine 
asymptotically pA( 1) and pi(l), and we achieve this by finding the 
asymptotic expansion of their generating functions around z = p. By 
logarithmic derivatives from (2.1) and instantiating at u = 1, we get, with 
fL(z, u) denoting df (z, u)/du, 
P(z 1) 
“--=alog 
Ei(z, 1) 
&+R(J), 
and through another differentiation, 
Pqz 1) u)= 
P(z, 1) 
a log 
(2.4) 
(2.5) 
Thus, taking coeflicients,3 and using the extension of Darboux’s theorem 
from [13], we find 
--n o-leK 
cu &)=p ;(a, (1+0(l)) 
and 
[z”] &(z, 1) 
pn = [z”] B(z, 1) 
=alogn+O(l). 
(2.6) 
(2.7) 
The computation leading to the variance estimate is similar, though a little 
more complex, since it is necessary to use second-order terms in the 
asymptotic expansion of the coefficients of functions 
1 
(1 - z/p)” logb 
1 
( > 
-. I 
1 - ZIP 
3 The notation [z”] f(z) represents the coeffkient of 2 ’ in the Taylor expansion off(z), and 
[dz”] f(r, u) = [tP]( [z”] j-(2, u)). 
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THEOREM 1. Let 9 and V be two classes of combinatorial structures, 
such that 9 is the partitional complex of %T’, 
B(z, 24) = exp(uQa)). 
Let 52, be the number qf components in a random Y-structure of size n, with 
probability distribution 
P 
Pr(Q, = k) = & with Pn,k = n! [ulizn] exp(d(z)). 
If e(z) is a logarithmic function, then Q,,, once normalized, converges weakly 
to a limiting Gaussian distribution: 
Proof. The proof relies on the estimation of a Cauchy integral. Our 
starting point for asymptotic analysis is the integral formula stemming 
from Eqs. (1.4) and (1.5b) in conjunction with Proposition 1, 
The contour I- is oriented positively and is the union of five contours 
ifjll <I<5 depicted on Fig. 1. With A(n) =log* n, so that 141(n) Q ,,&, 
we take 
r,= z/ Iz-pI =;, W(z)<p 
{ 1 
r,= z,p<a(z)<p+y,3(z)=; 
i I 
I-*= 
i 
z,p+$h(z), ,z, Qlirl.3(z@} 
f3= 
{ 
z/ 1171 =p+q, p(z)1 >f . 
1 
(2.9) 
Contours f4, Ts are symmetrical to f2, f I with respect to the real axis. 
The various contributions of the contour to integral (2.8) will be evaluated 
starting from the outside. 
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FIG. 1. The Hank4 contour used in the proof of Theorem 1 
r3. When n + co, u = exp(iO/JG) stays in a fixed neighbour- 
hood of 1. On f3, 11 -z/pi is lower bounded by an absolute constant, so 
that, since R(z) is analytic in d,, I&r, u)/ = 0( 1). We thus get the bound 
(2.10) 
a quantity exponentially smaller than pen. 
r, u r,. We still have on that part of the contour luR(z)l = O( 1). 
On Tzur,, z is still far from p and Ilog( 1 -z/p) -‘I = O(log n) so that 
I&z, u)l = O(n”‘) for some constant c,. On the other hand, z is far enough 
from p, so that p” (~‘~1 < exp( -c,,?(n)). The contribution arising from 
r, u f4 is again exponentially small. 
r,ur,vr,. On that part of the contour, z is close to the 
singularity p and we use local expansions. We set 
P 
I z = 1 + t/n 
so that S(t) <A(n). All the implied constants in the 0( .) error terms that 
follow are uniform in t and u and thus represent absolute constants. We 
have 
R(z) = K+ o( 1) 
e2 +o 1 -___ .=*+y& ~ 
2a log n ( > log3’* n 
1 
(2.11) 
log - 
l-z/p 
slog> 
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Plugging these expansions into integral Z, we get 
I=~-“~/~~K~-~,~-I .&s (2.12) 
i’ 
where the integration contour y is the image of r, u rr u fs under the 
mapping z ++ p( 1 + t/n). The integral in (2.12) expands as 
(2.13) 
This last integral can be extended to a contour y* going all the way to + cc 
introducing only exponentially small error terms. In this way, we get a 
classical Hankel integral [29, p. 2441, 
1 
I 
(dt 1 
Zirr,*e (= f(a)’ 
(2.14) 
Thus, since 4,(O)=Z/P,,, we have by (2.3a), (2.8), and (2.12), 
@JO) -+ e-f”‘2. (2.15) 
The proof of Theorem 1 is now complete. b 
We now indicate several classes of combinatorial structures that satisfy 
conditions of Theorem 1. 
EXAMPLE 1. Cycles in permutations. The bivariate generating function 
for permutations with u marking the number of cycles is well known to be 
p(z,U)=CS,,kuk-=exp ulog :‘I ( i&J 
The function inside the exponential is the simplest case of a logarithmic 
function; thus the number of cycles in a random permutation of size n 
converges to a Gaussian limiting distribution. This classical result stating the 
asymptotically normal distribution of the Stirling numbers (of the first 
kind) constitutes Goncharov’s theorem. It can also be obtained via a direct 
application of the Central Limit Theorem. However, Theorem 1 can be 
applied to various families of restricted permutations. For instance, 
permutations without cycles of length one, called derangements [7, p. 1821, 
have the generating function 
-:u  ^
W=, u)=(le_;)U=exp u 
(( 
1 
logI-,---- 
>> 
, 
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another clear case of application of Theorem 1. More generally, the number 
of cycles is asymptotically normal in generalized derangements where a finite 
set of cycle lengths are forbidden. 
We can also deal with the cycle decomposition of permutations with 
nonisomorphic cycles (no two cycles are order-isomorphic) which have 
exponential generating function 
A(q~)=exp u log&- 
u 
NG u) 
>> 
> 
where 
kUk 
R(z, u) = c + & 
k.n 
can be treated by similar methods as explained in the next section. 
EXAMPLE 2. Children’s yards of [26] are combinatorial configurations 
representing sets made of rounds (directed cycles) with one child (node) in 
the center of each round. The exponential generating function for this class 
is (1 - Z) -’ with corresponding bivariate generating function 
exp II log 
u 
&C(i-l)log& 
)J 
Since(z-l)logl/(l-=)-+Owhenz tends to 1, we obtain: The number of 
rounds in a children’s yard has asymptotic mean and variance log n, and a 
Gaussian limit distribution. 
EXAMPLE 3. Clouds and 2-regular graphs. “Clouds” are defined in [7, 
p. 2741: let n straight lines in the plane be given, with (;) intersecting 
points; a cloud of size n is a (maximal) set of n intersecting points no three 
of which are collinear. There is a one-to-one correspondence between 
clouds and a class of undirected graphs called 2-regular graphs: A 2-regular 
graph of size n is a subgraph with n lines of the complete graph on n 
points, such that each vertex has degree 2. Any 2-regular graph may be 
decomposed into a product of connected components that are (undirected) 
cycles of length at least 3. Hence the bivariate exponential generating 
function for 2-regular graphs, or clouds is 
e ~ uzl2 ~ Id34 
(1 -Z)U’2 
=exp u 
u 
;log+;-; . 
z >> 
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The function R(L) =z/2+z2/4 is entire, so that conditions of Theorem 1 
are satisfied, and the number qf connected components in a 2-regular graph, 
or equivalently the number of polygons in a cloud, has a Gaussian limiting 
distribution. 
EXAMPLE 4. Random mappings. Let f denote a function that maps the 
set N = ( 1, 2, . . . . n j into itself. Function f may be represented by a directed 
graph G,. with point-set N and arc-set {(i, ,f(i)); iE N}. Such graphs, in 
which every point has out-degree one, are called functional digraphs [ 16, 
p. 681. A functional digraph may be viewed as a partitional complex of 
components that are themselves cycles of rooted labelled trees. The 
bivariate generating function for functional digraphs is 
where the generating function (of rooted labelled trees) a(z) is defined 
implicitly by the relation a(z) = z exp(a(z)). By the inversion theorem for 
implicit functions (see [21] for similar applications), we get 
a(z) = 1 - Jm + C ck( 1 -e,-)“/‘. 
x-a2 
Thus, 
F(z, u) = exp u 
H 
ilog $---+ H((* -ez)“‘) , 
z >> 
where H(U) is analytic at zp =O, with H(0) = 0. From this form and 
Theorem 1, we obtain Stepanov’s theorem [28]: The number of components 
in functional digraphs has a limiting Gaussian distribution. 
That approach could be extended to functional digraphs satisfying 
various degree constraints as considered by Bender et al. Such analyses are 
of (some) relevance to integer factorization, using Pollard’s “rho” method 
c191. 
3. UNLABELLED STRUCTURES 
In the case of unlabelied structures, we have the classical relation 
(3.la) 
176 FLAJOLET AND SORlA 
By taking logarithms in (3.la) and reorganizing the corresponding series, 
we get the alternative form 
P(z) =exp 
( 
C(z) + W) + CC,-‘) + _. . 
I - - 
2 3 > 
An easy combinatorial argument extending the preceding equation shows 
that 
P(z, u) = c P”,kUkz’* 
n,k>O 
= exp 
( 
;c(i)+;c(z’)+;c(,3)+ “. 
> 
. (3.2) 
As in the preceding section, we are interested in structures such that C(z) 
is a generating function satisfying the logarithmic condition of Definition 1, 
C(i)=alog &+ R(=), i 
where a is a positive real number and R(r) is an analytic function in do 
such that R(z)=K+o(l) when z tends to p in do. 
Furthermore, in many cases of application, p is strictly less than 1. In 
that case, each C(zk), for k 3 2, is analytic at z = p; moreover, as IC’(z”)l < 
c” 1~1’ for k > 2 and IzI < p”‘, the sum Ck az C(z”) is uniformly convergent 
for Iz/ = p. Hence 
P(z, u) = exp(uC(z) + S(z, u)), (3.4) 
where S(z, u) = XL a 2 (u”/k) C(z”) IS analytic for /zI < p + E and (~1 < 1 + 6, 
for some E > 0 and 6 > 0. Under these conditions we can establish results 
similar to those of Section 2. 
PROPOSITION 2. If C(z) is a logarithmic function with radius of 
convergence p < 1, then the mean p,, and variance 0: of Q, satisjjs, as n -+ co, 
p,=alogn+0(1) and a~=alogn+0(1). 
Proof: Proceeding as in Proposition 1 we find 
K(z, 1) 
-=alog 
PC& 1) 
(3.5) 
and 
&+R(z) 
> 
2+ c (k-l)C(z”), (3.6) z k>? 
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and we can conclude by taking coefficients (the two sums in the preceding 
equations are analytic at p). 1 
THEOREM 2. Let 9 and % be two classes of combinatorial structures, 
such that 9 is the multiset construction over %T’: 
P(z)=exp C F C(9) 
( PZl > 
Let R,, he the number of irreducible components in a random Y-structure of 
size n. If  C(z) is a logarithmic function with radius of convergence p < 1, then 
a,,, once normalized, converges weakly to a limiting Gaussian distribution: 
pr a<-<Cl,, 
OH 
ProoJ By Eqs. (3.3) and (3.4), we have 
P(z, u) = exp 
( 
u log &p+uR(i)+S(&U) 3 
2 > 
(3.7) 
where S(z, u) is analytic for /z-I <p + E and IuI < 1 + 6, for some E > 0 and 
6 > 0. Thus we can use a proof entirely similar to the one of Theorem 1: the 
integral stemming from (1.4) and (1.5) is evaluated on the same contour as 
integral (2.8). The contribution arising from T2, rj, f4 is still exponentially 
small; on the other parts of the contour, where z is close to the singularity 
p, we use the local expansions of (2.11) together with the expansion of the 
analytic function S(z, u): 
S(-,u)= c &I”)fO((;-pl)+O(lu-II) 
k32k 
=L+O i,(n)+-- 
( 
1 
n J-) ’ log n ’ 
Remark. There is an obvious analogue of Theorem 2 for the “set-of” 
construction (see Eq. (1.2b)), as well as several other constructions 
belonging in Polya’s theory of counting [24]. 
EXAMPLE 1. Random mapping patterns. Let f and g be two functions 
mapping the set ( 1, 2, . . . . n > into itself. Mappings f and g are said to be 
equivalent if there exists a permutation 7c if { 1, 2, . . . . n} such that f(i) = j iff 
g(x(i)) = z(j). Random mapping patterns are equivalence classes of 
mapping functions. From Example 4 of Section 2, it is clear that random 
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mapping patterns are functional digraphs on unlabelled points; they 
correspond to multisets of cycles of rooted unlabelled trees. The ordinary 
generating function for rooted unlabelled trees satisfies the implicit relation 
A(z) =z exp (C (l/k) A(?)), and in [23] it is proved that 
A(z)= 1 -c, Jm+ 1 c,(l -z/lyI)l(, 
k22 
(3.8) 
for some rj < 1. 
On the other hand, it is known [25; 81 that a class of combinatorial 
structures %? made of cycles of unlabelled structures in class d has 
generating function 
c(z)= c yl”g, a:(zk)’ 
k>l 
(3.9) 
where b(k) is the Euler totient function. In the present context, since A(z) 
has radius of convergence v strictly less than 1, 
C(z) = log &$+ S(z), (3.10) 
where S(z) is analytic at ‘I. Finally the bivariate generating function for 
random mapping patterns verifies 
M(z, u) = exp 
i 
=exp u log 
i 
& + US(Z) + T(z, u) 
z > 
= exp 
( 
; log ~+UH((l-d?)“2)+us(z)+T(z,U) ) 
> 
(3.11) 
z 
where S(z) is analytic at q, T(z, U) is analytic for z = r/ and u = 1, and H is 
analytic around 0, with H(0) = 0. Thus conditions for applying Theorem 2 
are satisfied: the number of components in random mapping patterns has a 
Gaussian limiting distribution. The mean value is equal to 4 log n (this result 
appears in [21 I), and the variance is also $ log n. 
EXAMPLE 2. Polynomial factorization. In many applications related to 
Polya’s construction, the function R(z) appearing in expression (3.3) of 
C(z) satisfies a stronger condition, namely that R(z) is analytic in a disk 
with radius strictly greater than p. In this case, it can be shown using 
Moebius inversion that a logarithmic singularity for C(z) is equivalent to 
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a polar singularity at p for P(Z). As an illustration, we shall study the 
factorization of polynomials over a finite field. 
Fix a finite field K= GF(q) and consider the class 9 of manic 
polynomials (having leading coefficient 1) in K[z], with 4 the subclass of 
irreducible polynomials. Let 9” and $, represent the sets formed with 
polynomials of degree n. Obviously, P, = q”, so that 
P(z)=(l -q;)-‘. (3.12) 
Because of the unique factorization property, a polynomial is a multiset of 
irreducible polynomial, whence the relation 
P(z)=exp 1+2 
( 
Z(z) Z(z’) + Z(z3) 
3+ ... > . 
(3.13) 
The preceding relation can be inverted using Moebius inversion. If we set 
L(Z) = log P(z), then we have 
L(9) 
Z(z)= c p(Wk=log 
kal 
where p is the Moebius function. 
Since L(z”) is analytic for Iz( <q ‘I2 whenever k>,2, and IL(zk)l < 
csr (Zlk, the sum Ck 82 p(k) L(zk)/k is analytic for (~1 <r, with 4-l <z < 
4 -I’?. Hence Z(Z) has an isolated singularity of logarithmic type at 
I = q -‘<l. 
Thus the average number of irreducible factors in a polynomial, and its 
variance, are equal to log n + 0( 1) (this result appears in [ 19, Ex.4.6.2.51). 
Moreover, we can state: 
COROLLARY 1. Let Q, he the random variable representing the number 
of irreducible factors of a random polynomial of degree n over GF(q), each 
factor being counted with its order of multiplicity. Then as n tends to infinity, 
,for any two real constants i < p, we have 
Pr{logn+L&<Q,<logn+~&} -+&j,reer*‘2dt. (3.15) 
This statement is an analogue of the Erdiis-Kac theorem [9] for the 
number of prime divisors of natural numbers (with log n here replacing 
log log n). This result, as well as several other results concerning limiting 
distribution of factors in polynomials can be deduced from Car’s work on 
factorization of polynomials [4; 51: She shows a Poisson limiting distribu- 
tion, which entails Corollary 1. 
582a ‘53 ‘2-Z 
180 FLAJOLET AND SORlA 
As stated in the proof of Theorem 2, the result of a limiting Gaussian 
distribution holds true whenever P(z, U) can be put in the form of Eq. (3.4). 
Consider the bivariate generating function P(z, U) with ZJ “marking” the 
number of d$ferent irreducible factors in a polynomial. We have (compare 
with (3.la)) 
l+(-l)“-‘(U-l)k 
I(?) . 
> 
(3.16) 
So that we can state the following result: The number of distinct irreducible 
factors of a random polynomial qf degree n over GF(q) tends to a Gaussian 
limiting distribution, in the sense of Corollary 1. 
Finally, let us mention that, according to (1.2b), the same result 
holds true for square-free polynomials (products of d#erent irreducible 
factors). 1 
EXAMPLE 3. Arithmetical semigroups. Knopfmacher [18] defines an 
arithmetical semigroup as a semigroup with unique factorization, and a 
notion of size (or degree) so that 
I-V = I-4 + IYI 
and the number of elements of a fixed size is finite. If 9 is an arithmetical 
semigroup and 9 its set of “primes” (irreducibles elements), axiom A# of 
Knopfmlcher asserts the condition 
card{xE~//xl=n)=cg”+u(q”“) (a < 1). 
It is shown by Knopfmacher that several algebraic structures forming 
arithmetical semigroups satisfy axiom A#, and thus the conditions 
of Theorem 2. Therefore, that theorem fits into the framework of 
Knopfmticher’s “abstract analytic number theory,” since it reveals general 
conditions under which theorems of the Erdiis-Kac type will hold true. Let 
us mention examples of applications: Galois polynomial rings of the 
preceding example, finite modules or semisimple finite algebras over a finite 
field K= GF(q), integral divisors in algebraic function fields, ideals in the 
principal order of an algebraic function field, finite modules, or semisimple 
finite algebras over a ring of integral functions. 
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4. EXTENSIONS 
The analytic framework under which our results still hold can be 
extended in various ways. 
(a) It is possible to weaken the conditions on the logarithmic 
function: 
- It can have several singularities on its circle of convergence: for 
example, there is an asymptotic Gaussian distribution for the number of 
cycles in permutations containing only cycles of even length. 
- R(z) need be analytic only in an indented disk A,, with q5 < n/2: 
A,= {z I I4 <P, IArg(z-p)l >4>. 
Though we do not have a natural example, similar situations do arise in 
combinatorial enumerations (see [22] for an example of a generating 
function with a fractal boundary). 
(b) Let f(z) be an analytic function at 0, with either a dominant 
singularity greater than p, or with an algebraico-logarithmic singularity at 
p. Then our theorems can be extended to the functions 
f(z) exp(uC(=)) and f(z) exp 
( 
c nkC(zk)/k . 
> 
For example, the number of cycles with odd (resp. even) length, and the 
number of cycles with length greater than a fixed value S, in a random 
permutation, all have Gaussian limiting distributions. 
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