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THE IMAGES OF NON-COMMUTATIVE POLYNOMIALS
EVALUATED ON 2× 2 MATRICES OVER AN ARBITRARY
FIELD.
SERGEY MALEV
Abstract. Let p be a multilinear polynomial in several non-commuting vari-
ables with coefficients in an arbitrary field K. Kaplansky conjectured that for
any n, the image of p evaluated on the set Mn(K) of n by n matrices is either
zero, or the set of scalar matrices, or the set sln(K) of matrices of trace 0, or
all of Mn(K). This conjecture was proved for n = 2 when K is closed under
quadratic extensions. In this paper the conjecture is verified for K = R and
n = 2, also for semi-homogeneous polynomials p, with a partial solution for
an arbitrary field K.
1. Introduction
This paper is the continuation of [BeMR1], in which Kanel-Belov, Rowen and
the author considered the question, reputedly raised by Kaplansky, of the possible
image set Im p of a polynomial p on matrices. (L’vov later reformulated this for
multilinear polynomials, asking whether Im p is a vector subspace.)
For an arbitrary polynomial, the question was settled for the case when K is a
finite field by Chuang [Ch], who proved that a subset S ⊆Mn(K) containing 0 is the
image of a polynomial with constant term zero, if and only if S is invariant under
conjugation. Later Chuang’s result was generalized by Kulyamin [Ku1], [Ku2] for
graded algebras.
For homogeneous polynomials, the question was settled for the case when the
field K is algebraically closed by Sˇpenko [Sˇ], who proved that the union of the zero
matrix and a standard open set closed under conjugation by GLn(K) and nonzero
scalar multiplication is the image of a homogeneous polynomial.
In [BeMR1] the field K was required to be quadratically closed. Even for the
field R of real numbers Kaplansky’s question remained open, leading people to ask
what happens if the field is not quadratically closed? This paper provides a positive
answer.
The main result in this note is for n = 2, settling the major part of Kaplansky’s
Conjecture in this case, proving the following result (see §2 for terminology):
Theorem 1. If p is a multilinear polynomial evaluated on the matrix ring M2(K)
(where K is an arbitrary field), then Im p is either {0}, or K (the set of scalar
matrices), or sl2 ⊆ Im p. If K = R then Im p is either {0}, or K, or sl2 or M2.
Also a classification of the possible images of homogeneous polynomials evaluated
on 2× 2 matrices is provided:
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Theorem 2. Let p(x1, . . . , xm) be a semi-homogeneous polynomial evaluated on
2 × 2 matrices with real entries. Then Im p is either {0}, or the set R≥0, i.e.,
the matrices λI for λ ≥ 0, or the set R of scalar matrices, or the set R≤0, i.e.,
the matrices λI for λ ≤ 0, or the set sl2,≥0(R) of trace zero matrices with non-
negative discriminant, or the set sl2,≤0(R) of trace zero matrices with non-positive
discriminant, or the set sl2(R), or is Zariski dense in M2(R).
Remark 1. Note that in both Theorems 1 and 2 we can consider any real closed
field instead of R.
2. Definitions and basic preliminaries
Definition 1. By K〈x1, . . . , xm〉 we denote the free K-algebra generated by non-
commuting variables x1, . . . , xm, and refer to the elements ofK〈x1, . . . , xm〉 as poly-
nomials. Consider any algebra R over a field K. A polynomial p ∈ K〈x1, . . . , xm〉
is called a polynomial identity (PI) of the algebra R if p(a1, . . . , am) = 0 for
all a1, . . . , am ∈ R; p ∈ K〈x1, . . . , xm〉 is a central polynomial of R, if for any
a1, . . . , am ∈ R one has p(a1, . . . , am) ∈ Cent(R) but p is not a PI of R. A polyno-
mial p ∈ K〈x1, . . . , xm〉 is called multilinear of degree m if it is linear with respect
to each variable. Thus, a polynomial is multilinear if it is a polynomial of the form
p(x1, . . . , xm) =
∑
σ∈Sm
cσxσ(1) · · ·xσ(m),
where Sm is the symmetric group in m letters, and cσ ∈ K.
We recall the following well-known lemmas (for arbitrary n) whose proofs can
be found in [BeMR1]:
Lemma 1 ([BeMR1, Lemma 4]). Let p be a multilinear polynomial. If ai are
matrix units, then p(a1, . . . , am) is either 0, or c · eij for some i 6= j, or a diagonal
matrix.
Lemma 2 ([BeMR1, Lemma 5]). Let p be a multilinear polynomial. The linear
span of Im p is either {0}, K, sln, or Mn(K). If Im p is not {0} or K, then for
any i 6= j the matrix unit eij belongs to Im p.
We need a slight modification of Amitsur’s theorem, which also is well known:
Proposition 1. The algebra of generic matrices is a domain D which can be em-
bedded in the division algebra UD of central fractions of Amitsur’s algebra of generic
matrices. Likewise, UD contains all characteristic coefficients of D.
Proof. Any trace function can be expressed as the ratio of two central polynomials,
in view of [Row, Theorem 1.4.12]; also see [BeR, Theorem J, p. 27] which says for
any characteristic coefficient αk of the characteristic polynomial
λt +
t∑
k=1
(−1)kαkλ
t−k
that
αkf(a1, . . . , at, r1, . . . , rm) =
t∑
k=1
f(T k1a1, . . . , T
ktat, r1, . . . , rm), (1)
IMAGES OF NON-COMMUTATIVE POLYNOMIALS 3
summed over all vectors (k1, . . . , kt) where each ki ∈ {0, 1} and
∑
ki = t, where f
is any t-alternating polynomial (and t = n2). In particular,
tr(T )f(a1, . . . , at, r1, . . . , rm) =
t∑
k=1
f(a1, . . . , ak−1, T ak, ak+1, . . . , at, r1, . . . , rm),
(2)
so any trace of a polynomial belongs to UD. 
We also need the First Fundamental Theorem of Invariant Theory (see [P, The-
orem 1.3])
Proposition 2. Any polynomial invariant of n×nmatrices A1, . . . , Am is a polyno-
mial in the invariants tr(Ai1Ai2 · · ·Aik), taken over all possible (noncommutative)
products of the Ai.
We also require one basic fact from the linear algebra:
Lemma 3. Let Vi (for 1 ≤ i ≤ m) and V be linear spaces over arbitrary field K.
Let f(T1, . . . , Tm) :
m∏
i=1
Vi → V be a multilinear mapping (i.e. linear with respect to
each Ti). Assume there exist two points in Im f which are not proportional. Then
Im f contains a 2-dimensional plane. In particular, if V is 2-dimensional, then
Im f = V .
Proof. Let us denote for µ = (T1 . . . , Tm) and ν = (T
′
1, . . . , T
′
m) ∈
m∏
i=1
Vi
Dist (µ, ν) = #{i : Ti 6= T
′
i}.
Consider k = min{d : there exists µ, ν ∈
m∏
i=1
Vi such that f(µ) is not proportional
to f(ν) and Dist (µ, ν) = d}. We know k ≤ m by assumptions of lemma. Also
k ≥ 1 since any element of V is proportional to itself. Assume k = 1. In this
case there exist i and T1, . . . , Tm, T
′
i such that f(T1, . . . , Tm) is not proportional to
f(T1, . . . , Ti−1, T
′
i , Ti+1, . . . , Tm). Therefore
〈f(T1, . . . , Tm), f(T1, . . . , Ti−1, T
′
i , Ti+1, . . . , Tm)〉 ⊆ Im p
is 2-dimensional. Hence we can assume k ≥ 2. We can enumerate variables and
consider µ = (T1, . . . , Tm) and ν = (T
′
1, . . . , T
′
k, Tk+1, . . . , Tm), v1 = f(µ) is not
proportional to v2 = f(ν). Take any a, b ∈ K. Consider va,b = f(aT1 + bT
′
1, T2 +
T ′2, . . . , Tk + T
′
k, Tk+1, . . . , Tm). Let us open the brackets. We have
va,b = av1 + bv2 +
∑
∅$S${1,...,k}
cSf(θS),
where cS equals a if 1 ∈ S and b otherwise, and θS = (T˜1, . . . , T˜k, Tk+1, . . . , Tm)
for T˜i = Ti if i ∈ S or T
′
i otherwise. Note that any θS in the sum satisfies
Dist (θS , µ) < k and Dist (θS , ν) < k therefore f(θS) must be proportional to
both v1 and v2 and thus f(θS) = 0. Therefore va,b = av1 + bv2 and hence Im f
contains a 2-dimensional plane. 
Definition 2. Assume thatK is an arbitrary field and F ⊆ K is a subfield. The set
{ξ1, . . . , ξk} ⊆ K is called generic (over F ) if f(ξ1, . . . , ξk) 6= 0 for any commutative
polynomial f ∈ F [x1, . . . , xk] that takes nonzero values.
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Lemma 4. Assume that K has infinite transcendence degree over F . Then for any
k ∈ N there exists a set of generic elements {ξ1, . . . , ξk} ⊆ K.
Proof. K has infinite transcendence degree over F . Therefore, there exists an
element ξ1 ∈ K \ F¯ , where F¯ is an algebraic closure of F . Now we consider
F1 = F [ξ1]. K has infinite transcendence degree over F and thus has infinite
transcendence degree over F1. Therefore there exists an element ξ2 ∈ K \ F¯1. And
we consider the new base field F2 = F1[ξ2]. We can continue up to any natural
number k. 
Definition 3. We will say that a set of n × n matrices {x1, . . . , xm} ∈ Mn(K) is
generic over F if the set of their entries {(xℓ)i,j |1 ≤ ℓ ≤ m; 1 ≤ i, j ≤ n} is generic.
Remark 2. Note that according to Lemma 4 ifK has infinite transcendence degree
over F we can take as many generic elements as we need, in particular we can take
as many generic matrices as we need.
Lemma 5. Assume f : H → R (where H ⊆ Rk is an open set in k-dimensional
Euclidean space) is a function that is continuous in a neighborhood of the point
(y1, . . . , yk) ∈ H, with f(y1, . . . , yk) < q. Let ci be real numbers (in particu-
lar the coefficients of some polynomial p). Then there exists a set of elements
{x1, . . . , xk} ⊆ R generic over F = Q[c1, . . . , cN ] such that (x1, . . . , xk) ∈ H and
f(x1, . . . , xk) < q.
Proof. We denote the δ-neighborhood Nδ(x) of x ∈ R as the interval (x−δ, x+δ) ⊆
R. Fix some small δ > 0 such that the product of δ-neighborhoods of yk lays in
H . For this particular δ we consider the δ-neighborhood Nδ(y1) of y1: the interval
(y1−δ, y1+δ) is an uncountable set, and therefore there exists x1 ∈ Nδ(y1)\ F¯ . We
consider F1 = F [x1] and analogically chose x2 ∈ Nδ(y2) \ F¯1 and take F2 = F1[x2].
In such a way we can take generic elements xk ∈ Nδ(yk). Note that if δ is not
sufficiently small f(x1, . . . , xk) can be larger than q, but
f(x1, . . . , xk)→ f(y1, . . . , yk)
δ→0
.
Thus there exists sufficiently small δ and generic elements xi ∈ Nδ(yi) such that
f(x1, . . . , xk) < q. 
Remark 3. If f(y1, . . . , yk) > q, then there exists a set of generic elements xi ∈ R
such that f(x1, . . . , xk) > q.
Remark 4. Note that f can be a function defined on a set of matrices. In this
case we consider it as a function defined on the matrix entries.
3. Images of multilinear polynomials
Assume that p is a multilinear polynomial evaluated on 2 × 2 matrices over
any field K. Assume also that p is neither PI nor central. Then, according to
Lemmas 1 and 2 there exist matrix units a1, . . . , am such that p(a1, . . . , am) = e12.
Let us consider the mapping χ defined on matrix units that switches the indices 1
and 2, i.e., e11 ↔ e22 and e12 ↔ e21. Now let us consider the mapping f defined
on m pairs Ti = (ti, τi) :
f(T1, . . . , Tm) = p(t1a1 + τ1χ(a1), t2a2 + τ2χ(a2), . . . , tmam + τmχ(am)).
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Now let us open the brackets. We showed in [BeMR1] (see the proof of Lemma 8)
that either all nonzero terms are diagonal, or all nonzero terms are off-diagonal
(ce12 or ce21). We have the latter case, so the image of f contains only matrices
of the type c1e12 + c2e21. Note that the matrices e12 and e21 both belong to the
image of f since p(a1, . . . , am) = e12 and p(χ(a1), . . . , χ(am)) = e21. According to
Lemma 3 the image of f is at least 2-dimensional, and lies in the 2-dimensional
plane 〈e12, e21〉. Therefore this plane is exactly the image of f . Now we are ready
to prove the following:
Lemma 6. If p is a multilinear polynomial evaluated on the matrix ring M2(K)
(for an arbitrary field K), then Im p is either {0}, or K, or sl2 \K ⊆ Im p.
Proof. Let A be any trace zero, non-scalar matrix. Take any vector v1 that is not
an eigenvector of A. Consider the vector v2 = Av1. Note that Av2 = A
2v1 =
− det(A)v1, and therefore the matrix A with respect to the base {v1, v2} has the
form c1e12+ c2e21, for some ci. Hence A is similar to c1e12+ c2e21 ∈ Im p, implying
A ∈ Im p. 
Remark 5. Note that for Char (K) 6= 2 (in particular for K = R),
(sl2 \K) ∪ {0} = sl2 ⊆ Im p.
4. The real case
Throughout this section we assume that K = R. By Lemma 6 we know that
either p is PI, or central, or sl2 ⊆ Im p. Assume that sl2 $ Im p. We will use the
following lemma:
Lemma 7. Let p be any multilinear polynomial satisfying sl2 $ Im p. For any q ∈ R
there exist generic matrices x1, . . . , xm, y1, . . . , ym such that for X = p(x1, . . . , xm)
and Y = p(y1, . . . , ym) we have the following:
detX
tr2X
≤ q ≤
det Y
tr2Y
,
where tr2M denotes the square of the trace of M .
Proof. We know that sl2 ⊆ Im p, in particular for the matrices Ω = e11 − e22 and
Υ = e12−e21 there exist matrices a1, . . . , am, b1, . . . , bm such that p(a1, . . . , am) = Ω
and p(b1, . . . , bm) = Υ. Note
detM
tr2M =< q if M is close to Ω and
detM
tr2M > q if M
is close to Υ. Now we consider a very small δ > 0 such that for any matrices
xi ∈ Nδ(ai) and yi ∈ Nδ(bi)
detX
tr2X
≤ q ≤
det Y
tr2Y
,
where X = p(x1, . . . , xm) and Y = p(y1, . . . , ym). Here by Nδ(x) we denote a δ-
neighborhood of x, under the max norm ‖A‖ = max
i,j
|aij |. According to Lemma 5
one can choose generic matrices with such property. 
Now we are ready to prove that the image of g(x1, . . . , xm) =
detp
tr2p is everything:
Lemma 8. Let p be any multilinear polynomial satisfying sl2 $ Im p. Then for any
q ∈ R there exists a set of matrices a1, . . . , am such that
det p(a1, . . . , am)
tr2p(a1, . . . , am)
= q. (3)
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Proof. Let q be any real number. According to Lemma 7 there exist generic matrices
x1, . . . , xm, y1, . . . , ym such that for X = p(x1, . . . , xm) and Y = p(y1, . . . , ym) we
have the following:
detX
tr2X
≤ q ≤
det Y
tr2Y
.
Consider the following matrices: A0 = p(x˜1, x2, . . . , xm), where x˜1 is either x1 or
−x1, such that trA0 > 0. A1 = p(y˜1, x2, . . . , xm), where y˜1 is either y1 or −y1 such
that trA1 > 0. Assume that Ai, x˜1, y˜1, . . . , y˜i are defined. Let
Ai+1 = p(y˜1, . . . , y˜i, y˜i+1, xi+2, . . . , xm)
where y˜i+1 = ±yi+1 is such that trAi+1 > 0. In such a way we defined matrices Ai
for 0 ≤ i ≤ m. Note that for any 2× 2 matrix M ,
detM
tr2M
=
det(−M)
tr2(−M)
Note that A0 = ±p(x1, . . . , xm) and Am = ±p(y1, . . . , ym); hence
detA0
tr2A0
≤ q ≤
detAm
tr2Am
.
Therefore there exists i such that
detAi
tr2Ai
≤ q ≤
detAi+1
tr2Ai+1
.
SinceAi = p(y˜1, . . . , y˜i, xi+1, xi+2, . . . , xm) and Ai+1 = p(y˜1, . . . , y˜i+1, xi+2, . . . , xm),
we can consider the matrix function
M(t) = (1 − t)Ai + tAi+1 = p(y˜1, . . . , y˜i, (1− t)xi+1 + ty˜i+1, xi+2, . . . , xm),
Then ImM ⊆ Im p, M(0) = Ai, M(1) = Ai+1 both M(0) and M(1) have positive
trace, and M is an affine function. Therefore for any t ∈ [0, 1] M(t) has positive
trace. Therefore the function ψ(t) = detM(t)tr2M(t) is well defined on [0, 1] and continuous.
Also we have ψ(0) ≤ q ≤ ψ(1). Thus there exists τ ∈ [0, 1] such that ψ(τ) = q and
thus M(τ) ∈ Im p satisfies equation (3). 
Lemma 9. Let p be a multilinear polynomial satisfying sl2 $ Im p. Then any
matrix with distinct eigenvalues (i.e. matrix of nonzero discriminant) belongs to
Im p.
Proof. Let A be any matrix with nonzero discriminant. Let us show that A ∈ Im p.
Let q = detAtr2A . According to Lemma 8 there exists a set of matrices a1, . . . , am such
that det A˜
tr2A˜
= q, where A˜ = p(a1, . . . , am). Take c ∈ R such that tr(cA˜) = trA. Note
cA˜ = p(ca1, a2, . . . , am) belongs to Im p. Thus
det(cA˜)
tr2(cA˜)
= q =
detA
tr2A
,
and trA = tr(cA˜). Hence, det(cA˜) = det(A). Therefore the matrices cA˜ and A are
similar since they are not from the discriminant surface. Therefore A ∈ Im p. 
Lemma 10. Let p be a multilinear polynomial satisfying sl2 $ Im p. Then any
non-scalar matrix with zero discriminant belongs to Im p.
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Proof. Let A be any non-scalar matrix with zero discriminant. Let us show that
A ∈ Im p. The eigenvalues of A are equal, and therefore they must be real. Thus A
is similar to the matrix A˜ =
(
λ 1
0 λ
)
. If A is nilpotent then λ = 0 and A˜ = e12, and
it belongs to Im p by Lemmas 1 and 2. If A is not nilpotent then we need to prove
that at least one non-nilpotent matrix of such type belongs to Im p, and all other are
similar to it. We know that the matrices e11− e22 = p(a1, . . . , am) and e12 − e21 =
p(b1, . . . , bm) for some ai and bi. Note that e11 − e22 has positive discriminant and
e12−e21 has negative discriminant. Take generic matrices x1, x2, . . . , xm, y1, . . . , ym
such that xi ∈ Nδ(ai) and yi ∈ Nδ(bi) where δ > 0 is so small that p(x1, . . . , xm)
has positive discriminant and p(y1, . . . , ym) has negative discriminant. Consider
the following matrices:
A0 = p(x1, x2, . . . , xm), Ai = p(y1, . . . , yi, xi+1, . . . , xm), 1 ≤ i ≤ m.
We know that DiscrA0 > 0 and DiscrAm < 0, and therefore there exists i such
that DiscrAi > 0 and DiscrAi+1 < 0. We can consider the continuous matrix
function
M(t) = (1 − t)Ai + tAi+1 = p(y1, . . . , yi, (1− t)xi+1 + tyi+1, xi+2, . . . , xm).
We know that M(0) has positive discriminant andM(1) has negative discriminant.
Therefore for some τ , M(τ) has discriminant zero. Assume there exists t such that
M(t) is nilpotent. In this case either t is unique or there exists t′ 6= t such thatM(t′)
is also nilpotent. If t is unique then it equals to some rational function with respect
to other variables (entries of matrices xi and yi). In this case t can be considered
as a function on matrices xi and yi and as soon as it is invariant, according to the
Proposition 2 t is an element of UD and thus M(t) is the element of UD. Therefore
M(t) cannot be nilpotent since UD is a domain according to Proposition 1. If
there exists t′ 6= t such that M(t′) is also nilpotent then for any t˜ ∈ R M(t˜) is the
combination of two nilpotent (and thus trace vanishing) matrices M(t) and M(t′).
Hence M(0) is trace vanishing and thus Im p ⊆ sl2, a contradiction.
Recall that we proved M(τ) has discriminant zero that for some τ . Note that
M(τ) cannot be nilpotent. Assume that the matrix M(τ) is scalar. Hence (1 −
τ)Ai+τAi+1 = λI where λ ∈ R and I is the identity matrix. Thus, Ai+1 = 1−ττ Ai+
cI. Note that for any matrix M and any c ∈ R we have Discr(M) = Discr(M + cI).
Therefore the discriminant of Ai+1 can be written as
Discr(Ai+1) = Discr
(
1− τ
τ
Ai
)
=
(
1− τ
τ
)2
Discr(Ai),
a contradiction, since DiscrAi > 0 and Discr(Ai+1) < 0. Therefore the matrix
M(τ) is similar to A. 
Lemma 11. Let p be a multilinear polynomial satisfying sl2 $ Im p. Then every
scalar matrix belongs to Im p.
Proof. Note that it is enough to show that at least one scalar matrix belong to the
image of p. According to Lemmas 1 and 2 there are matrix units a1, . . . , am such
that p(a1, . . . , am) is diagonal with nonzero trace. Assume that it is not scalar, i.e.,
p(a1, . . . , am) = λ1e11 + λ2e22. We define again the mapping χ and f(T1, . . . , Tm)
as in the beginning of §3 and return to the proof of Lemma 8 in [BeMR1] where we
proved that Im f consists only of diagonal matrices or only of matrices with zeros
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on the diagonal. In our case the image of f consists only of diagonal matrices, which
is a 2-dimensional variety. We know that both p(a1, . . . , am) = λ1e11 + λ2e22 and
p(χ(a1), . . . , χ(am)) = λ1e22 + λ2e11 belong to the image of f , and therefore every
diagonal matrix belong to the image of f , in particular every scalar matrix. 
Now we are ready to prove the main theorem.
Proof of Theorem 1 The second part follows from Lemmas 6, 9, 10 and 11. In
the first part we need to prove that if p is neither PI nor central then sl2(K) ⊆ Im p.
According to Lemma 6, sl2(K) \ K ⊆ Im p, and therefore according to Remark 5
we need consider only the case Char (K) = 2. In this case we need to prove that
the scalar matrices belong to the image of p. According to Lemmas 1 and 2 there
are matrix units a1, . . . , am such that p(a1, . . . , am) is diagonal. Assume that it is
not scalar. Then we consider the mappings χ and f as described in the beginning
of §3. According to Lemma 3 the image of f will be the set of all diagonal matrices,
and in particular the scalar matrices belong to it. 
Remark 6. Assume that p is a multilinear polynomial evaluated on 2× 2 matrices
over an arbitrary infinite field K. Then, according to Theorem 1, Im p is {0},
or K, or sl2(K) or sl2(K) $ Im p. In the last case it is clear that Im p must be
Zariski dense in M2(K), because otherwise dim(Im p) = 3 and Im p is reducible, a
contradiction.
Remark 7. Note that the proof of Theorem 1 does not work when n > 2 since for
this case we will need to take more than one function (two functions for n = 3 and
more for n > 3). In our proof we used that we have only one function: we proved
that it takes values close to ±∞ and after that used continuity. This does not work
for n ≥ 3. However one can use this idea for the question of possible images of trace
zero multilinear polynomials evaluated on 3× 3 matrices. In this case one function
will be enough, and one can take g =
ω2
3
ω3
2
. (One can find the definitions of ωi in the
proof of Theorem 3 in [BeMR2].) Moreover according to Lemmas 1 and 2 there
are matrix units ai such that p(a1, . . . , am) is a diagonal, trace zero, nonzero real
matrix, which cannot be 3-scalar since it will have three real eigenvalues. Therefore
p cannot be 3-central polynomial. However the question of possible images of p
remains being an open problem.
5. Images of semi-homogeneous polynomials evaluated on 2× 2
matrices with real entries.
Here we provide a classification of the possible images of semi-homogeneous
polynomials evaluated on 2 × 2 matrices with real entries. Let us start with the
definitions.
Definition 4. A polynomial p (written as a sum of monomials) is called semi-
homogeneous of weighted degree d 6= 0 with (integer) weights (w1, . . . , wm) if for
each monomial h of p, taking dj to be the degree of xj in p, we have
d1w1 + · · ·+ dnwn = d.
A semi-homogeneous polynomial with weights (1, 1, . . . , 1) is called homogeneous of
degree d.
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A polynomial p is completely homogeneous of multidegree (d1, . . . , dm) if each
variable xi appears the same number of times di in all monomials.
Definition 5. A cone of Mn(R) is a subset closed under multiplication by nonzero
constants. An invariant cone is a cone invariant under conjugation. An invariant
cone is irreducible if it does not contain any nonempty invariant cone. A semi-
cone of Mn(R) is a subset closed under multiplication by positive constants. An
invariant semi-cone is a semi-cone invariant under conjugation. An invariant semi-
cone is irreducible if it does not contain any nonempty invariant semi-cone.
Remark 8. Note that any cone is a semi-cone.
Remark 9. Let p be any semi-homogeneous polynomial of weghted degree d 6= 0
with weights (w1, . . . , wm). Thus if A = p(x1, . . . , xm) then for any c ∈ R we have
p(cw1x1, . . . , c
wmxm) = c
dA therefore if d is odd then Im p is a cone, and if d is
even, Im p is a semi-cone. Hence for any d Im p is a semi-cone.
Theorem 2. Let p(x1, . . . , xm) be a semi-homogeneous polynomial. Then Im p
is either {0}, or the set R≥0, i.e., the matrices λI for λ ≥ 0, or the set R≤0, i.e.,
the matrices λI for λ ≤ 0, or the set R of scalar matrices, or the set sl2,≥0(R)
of trace zero matrices with non-negative discriminant, or the set sl2,≤0(R) of trace
zero matrices with non-positive discriminant, or the set sl2(R), or Zariski dense
in M2(R).
Proof. Consider the function g(x1, . . . , xm) =
det p
tr2p . If this function is not constant,
then Im p is Zariski dense. Assume that it is constant; i.e., detptr2p = c. Then the ratio
λ1
λ2
= cˆ of eigenvalues is also a constant. If cˆ 6= −1 then we can write λ1 explicitly
as
λ1 =
λ1
λ1 + λ2
trp =
1
1 + λ2
λ1
trp =
1
1 + 1
cˆ
trp,
Therefore λ1 is an element of UD, and λ2 = trp − λ1 also. According to the
Hamilton-Cayley equation, (p − λ1)(p − λ2) = 0 and therefore, since, by Proposi-
tion 1, UD is a domain, one of the terms p−λi is a PI. Therefore p is central or PI.
Therefore we see that any semi-homogeneous polynomial is either PI, or central, or
trace zero (if the ratio of eigenvalues is −1 then the trace is identically zero), or Im p
is Zariski dense. If p is PI then Im p = {0}. If p is central then, by Remark 9, Im p
is a semi-cone, therefore Im p is either R≥0, or R≤0, or R. If Im p has trace zero,
then any trace zero matrix A ∈ sl2(R) is similar to −A. Therefore Im p = −Im p
is symmetric. Together with Remark 9 we have that Im p must be a cone. The
determinant cannot be identically zero since otherwise the polynomial is nilpotent,
contrary to Proposition 1. Hence there exists some value with nonzero determinant.
All the trace zero matrices of positive determinant are pairwise similar, and all the
trace zero matrices of negative determinant are pairwise similar. Therefore in this
case all possible images of p are sl2,≥0(R), sl2,≤0(R) and sl2(R). 
Examples. Im p can be the set of non-negative scalars. Take any central polyno-
mial, say p(x, y) = [x, y]2 and consider p2 = [x, y]4. If one takes −p2 = −[x, y]4,
then its image is the set R≤0.
The question remains open of whether or not there exists an example of a trace
zero polynomial with non-negative (or non-positive) discriminant.
10 SERGEY MALEV
There are many polynomials with Zariski dense image which are not dense with
respect to the usual Euclidean topology. For example the image of the polynomial
p(x) = x2 is the set of matrices with two positive eigenvalues, or two complex
conjugate eigenvalues; in particular any matrix x2 has non-negative determinant.
The image of the polynomial p(x, y) = [x, y]4 + [x4, y4] is the set of matrices with
non-negative trace. The question of classifying possible semi-homogeneous Zariski
dense images is not simple, and also remains open.
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