A class of parallel chaotic nonlinear multisplitting Newton-type methods for solving the nonlinear system of equations F(x) = O(F : 63 c R" + W") is established and its local convergence theory is presented.
Introduction
To solve the large scale and sparse nonlinear system of equations in a parallel computing environment, instead of introducing parallelism into problem ( 1.1) as in [ 141 that uses a matrix multisplitting method (see [S] ) to solve the linear system at every iteration of the involved Newton method, Frommer [6] alternatively proposed a systematic approach through directly extending the matrix multisplitting methodology of [8] to nonlinear system (1 .l ). This approach is essentially based upon several nonlinear splittings (see [l-3] ), or in Frommer's terminology, a nonlinear multisplitting, of the nonlinear mapping F : $3 c K?" -+ Iw", and it has strong parallel computational function.
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Let c( < y1 be a given positive integer. Then, a nonlinear multisplitting of the mapping F : 9 c R" + R" means a collection of pairs (f"'; Ei) (i = 1,2, . . . , a) in which f(i) : .$a x $3 c R" x R" + BY, i= 1,2,...,a are nonlinear mappings satisfying f"'(x; X) = F(x), VxE59, i=1,2 ,..., cI while EiEL(R")(i= 1,2,..., c() are nonnegatively diagonal matrices obeying a c ZZi = I (I E L(R") is the identity matrix).
i=l
The corresponding nonlinear multisplitting method, as established in [6] , is defined by the iteration Evidently, the computations of x P,i for various i are independent and they can therefore be performed in parallel. Moreover, the elements of xPji corresponding to the zero-diagonal elements of Ei need not be calculated, so considerable savings may be possible.
In concrete implementations of the above method, the exact solution of (1.3) is usually not available and it will be approximated by some numerical process (see [6, 9, 1 l-131) . Besides, to attain maximum efficiency of the multiprocessor system as far as possible, the nonlinear multisplitting (f"';Ei) (i= 1,2,..., cc) should be chosen so that the workload carried by all processors is roughly equally distributed. When such a balance can be achieved, the individual processor is then ready to contribute towards their update of the global iterate xP+' almost at the same time, which, in turn, minimizes idle time. However, such a balance cannot be acheived in many applications.
To make the nonlinear multisplitting method (1.2) and (1.3) computable and to avoid loss of time and efficiency in processor utilization, in this paper, we propose a class of parallel chaotic nonlinear multisplitting Newton-type methods, which uses Newton method several steps to get an approximate solution of the nonlinear system of equations (1.3). The local convergence theories of the new methods are established in a way different from those in [6] . Moreover, when the Jacobi matrix F/(x*) is an H-matrix with x* E 9 being a zero point of the function F, sufficient conditions ensuring the local convergence of the methods are presented.
Chaotic nonlinear multisplitting methods
Consider the nonlinear multisplitting method defined by (1.2) and (1.3) for solving the nonlinear system of Eqs. (1.1). To make it be calculable in practical computations, we shall consider here using Newton method to approximate a solution of the nonlinear system (1.3). Moreover, to decrease the synchronous waits among different processors, each processor can carry out its local Newton iteration a varying number of steps until a mutual phase time is reached when all processors are ready to contribute towards the global iteration. This leads to the following parallel chaotic nonlinear multisplitting Newton method. For further illustration of the above method, we investigate the linear mapping F : R" + R",
where A EL(R") is nonsingular. Let (Mi,Ni,Ei) (i = 1,2,. . . , a) be a multisplitting of the matrix A ?? L(R")(see [8] while u > 0 is a relaxation factor.
Evidently, when o = 1, Method 2.2 turns to Method 2.1. Otherwise, Method 2.2 is really an efficient improvement of Method 2.1.
Preliminaries
We now introduce some necessary concepts and set up several useful lemmas so that the local convergence theories about Methods 2.1 and 2.2 can be established.
For a vector x E R", x > 0 (x > 0) will denote that all its components are positive (nonnegative). Similarly, for x, y E R", x > y (x 3 y) will mean that x -y > 0 (x -y > 0). For x E R", 1x1 will denote the vector whose components are the absolute value of the corresponding components of x. We shall employ similar notations for matrices.
Let u=(uI,u~,..., u,)~ > 0. Then the function
is a vector norm on R", which is monotonic in the sense that IyI < 1x1 implies that llyllU < IIxllU. It is well-known that IIIPlullU = IIPIIU, where IIP llU denotes the matrix norm of P induced by the monotonic vector norm II ??IJU. It easily follows that if u > 0 is a vector and 5 > 0 is a scalar for which IPlu d <u, then llPllU < 5.
For amatrix Q=(qkj)EL(R"),
it is calledanM-matrixifqkj<O(k#jj, k,j=1,2,...,n) and Q-' 2 0; it is called an H-matrix if its comparison matrix (Q) = ((qkj)) E L(UP), defined by 
Lemma 3.2. Let A, B E L( RY) b e such that IAl < B. Then p(lAl) < p(B).
For a mapping f : 9 x 9 c IR" x R" + R", we will use 8, f(x; y) and &f(x; y) to represent its partial derivatives about x and y, respectively. Let f : 9 x 9 C R" x R" + R" be a nonlinear splitting of F : $3 c R" + R", that is,
Then it has the following properties. where, the Lipschitz conditions (3.1) and (3.2) have been used in the second inequality. 0
At the end of this section, we remark that some certain monotonic norm II ??llU, abbreviated as 11 ??II for convenience, will be adopted through our subsequent discussion.
Local convergence analyses
To set up the local convergence theorems of Methods 2.1 and 2.2, we first make the following assumptions on the nonlinear splitting functions x ;x*)-'~,fci)(x*;x*)l~<l (i=1,2,...,a). x ,x*)-'[a,f"'(x*;x*)(x -x*>
+ &f"'(x*;x*)(y"'(x) -x*)1 -a2 f (i)(X*;X*)-la,f("(x*;x*)(X -x*),
by making use of Assumptions (AZ) and (&) we know that
II y"'(X) -x* II d /PII& f (Q(x*;x*)(x -x") + d*f(i)(X*;X*)(y(i)(X) -x*)/l +p"']]x -x* 11, Vx E N(x*, 6,).
Now, applying Lemma 3.5 and noticing (4.1), we can get
I[& f (i)(x";x")(x -x") + d*f(i)(x*;X*)(y(i)(X) -x*)/I < ;L(')(IIx -x*]12 + ]]y"'(x) -x*lj2), VXEN(X*,&),
where 
Noticing for t E (0, S,), L(i)pU)t + $i)
we can obtain the estrmate"
from (4..5), where Let pmm = maxl GiGa p (i). By Assumption (A-4) we know pmax < 1. Choose r E (pmax, 1) and take where
Then, the estimates (4.6) and (4.11) turn to IIy"'(X) -x*11 <(p"' + #')(6))11x -x* II IIG('+; y) -y(')(x)11 < C,"'(\y -y(i)(~)112 + Cji)llx -x* 11 . IIy -y(')(x)11
Vx, y E N(x*, 8). 
Hence, xfii,' EN(x*,G) and (4.14) is true for k = 0. Suppose making use of (4.12) we see
Therefore, (4.14) holds for k =m and, inductively, (4.13) and (4.14) have been verified. Moreover, we have proved In this section, we will emphasize on the discussions of the convergence of Methods 2.1 and 2.2 when the Jacobi matrix F/(x*) of the function F at its zero point x* E 9 is an H-matrix. Equations involving this kind of functions frequently arise in many applications, e.g., in the study of nonlinear network flows or in discretizations of rather general elliptic boundary value problems (see [6] for details).
Our main result is the following theorem. As e is an arbitrary positive number, validity of (5.6) follows at once. 0
