This paper describes an analytical study of open two-node (tandem) network models with blocking and truncation. The study is based on semi-Markov process theory, and network models assume that multiple servers serve each queue. Tasks arrive at the tandem in a Poisson fashion at the rate λ, and the service times at the first and the second node are nonexponentially distributed with means s A and s B , respectively. Both nodes have buffers with finite capacities. In this type of network, if the second buffer is full, the accumulation of new tasks by the second node is temporarily suspended (a blocking factor) and tasks must wait on the first node until the transmission process is resumed. All new tasks that find the first buffer full are turned away and are lost (a truncation factor). First, a Markov model of the tandem is investigated. Here, a twodimensional state graph is constructed and a set of steady-state equations is created. These equations allow calculating state probabilities for each graph state. A special algorithm for transforming the Markov model into a semi-Markov process is presented. This approach allows calculating steady-state probabilities in the semi-Markov model. Next, the algorithms for calculating the main measures of effectiveness in the semi-Markov model are presented. In the numerical part of this paper, the author investigates examples of several semi-Markov models. Finally, the results of calculating both the main measures of effectiveness and quality of service (QoS) parameters are presented.
Introduction
Queuing network models (QNMs) with finite capacity queues and blocking are often used in mathematical models of discrete flow systems. These models are realistic and effective tools for performance analysis of wide classes of systems such as computer systems and networks, telecommunications networks, transportations networks, production lines, or flexible manufacturing systems (Balsamo et al., 2003; Badrah et al., 2002; Economou and Fakinos, 1998; Kaufman and Rege, 1996; Martin, 2002; Oniszczuk, 2006; Sereno, 1999; Zhuang,1996) .
Over the years, many publications have been written related to the analysis and application of QNMs with finite capacity queues and blocking in the field of computer science, operations research, traffic engineering or industrial engineering (Akyildiz, 1988 ; Balsamo and de Nittofirst node has an infinite or a finite capacity and the second node has a finite capacity. The state of this queuing network can be described by the pair of variables indicating the number of tasks in the first node and the number of tasks in the second node. Various closed-form results related to the single server queuing network with exponentially distributed service times include the following two limiting cases: a task at the first node receives an infinitesimal amount of service and the first node is saturated (Perros, 1994; Balsamo et al., 2001) . In the first case, if the task arrives at the tandem when the second node buffer is not full, it goes through the first node and immediately joins the second node. In the case of the saturated first node (this node is never empty), the server is either busy serving or blocked. In view of this, the second node becomes an M/M/1 finite waiting capacity queue with an overall arrival rate equal to the first node service rate (the single-node approximation). Another special tandem model with blocking assumes that multiple servers serve each queue (Perros, 1994) . In this case, a task will get blocked upon completion of service at the first node if at that moment the second node is full. A closed-form solution for the queue-length distribution of this model was obtained with the assumption that the first node is saturated (the single-node approximation). This model is equivalent to a queue with state-dependent arrivals. We say that a node is saturated when there is always at least one task waiting for service, i.e., the node is never empty. Another way to study a tandem configuration is motivated by a Kanban scheme (Boucherie and van Dijk, 1997) , where the first node was assumed to be saturated and it continues to serve tasks during the time that the second node is full (the served tasks remain in first node). This approach belongs to single-node decomposition. Similarly, other authors studied the tandem configuration with exponential service times and no intermediate buffers, and no queue in front of the first node or where the first node was assumed to have an infinite (or a finite) capacity (see, for example, (Balsamo and de Nitto Persone, 1994; Gomez-Corral, 2002) ). This paper extends the author's previous research on the open tandem model with blocking (Oniszczuk, 2006) . The former paper only considered Markov multiple servers, two-node queuing networks with blocking separated serving lines assuming that the first node is under heavy load. The current publication examines an open non-Markov tandem (the two-node approximation) with blocking separated lines at the first node assuming that the first node has a finite capacity buffer. In both cases, when a departure occurs from the second node, one of the blocked tasks will enter the second node and its associated serving line will become unblocked.
This paper provides a mathematical study of a special type of network configuration (tandem), as shown in Fig. 1 . This kind of network has N parallel servers and a buffer m1 at the first node, and c parallel servicing lines (servers) at the other node. Between these nodes is a common waiting buffer with a finite capacity, for example, equal to m2. When this buffer is full, the accumulation of new tasks from the first node is temporarily suspended and a phenomenon called blocking occurs, until the queue empties and allows new inserts. This is the classical mechanism for controlling the intensity of the arriving task stream, which comes to the two-node network.
In this kind of tandem configuration, no more than N + m1 + m2 + c tasks can be processed simultaneously and the tandem becomes idle if there are no tasks in both nodes. Assuming that the input stream to the tandem network represents a Poisson process and service time in both nodes corresponds to a random variable with nonexponential distribution, it is a non-Markov model of tandem with blocking and truncation. At the beginning of this paper, the author calculates all possible states of the tandem network, then steady state probabilities and the main tandem measures of effectiveness. Additionally, he shows algorithms for the calculation of blocking and truncation probabilities, delay time in the buffers, blocking time in the node A, the percentage of buffers filling, etc.
The structure of the paper is as follows: Section 2 specifies the tandem model and shows a procedure for finding the state probabilities in a semi-Markov tandem model. Section 3 gives the procedures for calculating the main measures of effectiveness. Section 4 describes the implementation model and numerical examples. Section 5 includes conclusions.
Analysis of a semi-Markov tandem with blocking and truncation
Let us consider the two-node network with blocking as shown in Fig. 1 . The input task stream comes to the node A. This node has a finite capacity buffer and it can accept only N + m1 tasks. New tasks, arriving at the first node, which is full, are not accepted and are rejected. Each task at the first node is processed on the parallel servers and upon service completion is sent to the node B. If the second buffer is full, the completed task at the node A is forced to wait in this service line, because the transfer process from the node A depends only on the service process in the node B. Physically, blocked tasks stay on the node A, but the nature of the service process in the node B allows us to treat them as located in additional places in the second buffer and they belong to the node B. In this case, there can be maximally c + m2 + N tasks assigned to the second node including all tasks in the first node that might be blocked.
In turn, the maximal number of non-blocked tasks in the first node (the possible number of unblocked, active servers) is equal to N . This means that the current number of tasks that belong to the second node depends on the number of non-blocked tasks in the node A (let it be fixed as i). Therefore, the current number of states in the node B (let us denote it as j) is equal to
This paper defines the semi-Markov model of an open two-node network (tandem). The numbers of tasks located simultaneously at the tandem in the first and second nodes are denoted by i and j. This means that a semi-Markov model with two-dimensional state space has a unique path from the state (0, 0) to any state (i, j) and back to the state (0, 0) (see Figs. 2 and 3) .
According to the general approach to the analysis of semi-Markov models, the first step is to find solutions to the classical Markov model.
Generally, queuing networks with blocking and truncation are difficult to solve, because their steady state probabilities could not be shown to have a product form solution. Hence, most of the techniques that are employed to analyse these networks are in the form of approximation or numerical techniques. Numerical methods are particularly useful in cases where it is not possible to obtain an analytic solution for the queuing system under study. The equivalent Markov queuing system under study (with the same rate transition matrix as that of the semiMarkov model) is first formulated as a continuous-time Markov process with discrete states, and subsequently its steady-state probability vector is calculated using an equation solving technique (Balsamo et al., 2001; Korolyuk and Korolyuk, 1999; Perros, 1994) . Under appropriate assumptions, a queuing network with blocking and truncation can be formulated as a Markov process and the stationary probability vector can be obtained using numerical methods for systems of linear equations.
Before describing the calculation algorithm for steady-state probabilities, we have to define the service rates for the node A:
. . .
and the node B:
Based on the analysis of the state space diagrams, the process of constructing the steady-state equations in the Markov model can be divided into several independent steps, which describe some similar, repeatable schemes (see Figs. 2 and 3). These steady-state equations are 
For states with blocking, the equations are
The process of solving the equations sets given by (3) and (4) within common algorithms, independently of the initial tandem configuration, is not trivial because part of the graph has an irregular and triangular shape. There are many methods of solving a system of linear algebraic equations but some of these are restricted to certain regular structures of the parameter matrix.
It sometimes happens that the rate transition matrix of a given Markov chain is so highly structured (as in the case of the special type network with blocking and truncation) that it is more efficient to write a specific solution procedure for that problem than to use existing software packages, due to the repetitive nature of the rate transition matrix.
If there is a tandem model with a finite number of states, its steady-state probabilities can be found directly from (3) and (4) by using some iteration method and the normalizing condition for the sum of state probabilities. From the analysis of the tandem state graphs (see Figs. 2 and 3), we can easily calculate the total number K of the tandem states. For the first iteration, as an approximation of probability values, we can assume that all the values are equal to
To speed up the convergence of the iteration process before a next, e.g., the (k + 1)-th, iteration step, the value of each probability may be calculated as the mean from steps (k) and (k −1). These values are used in the (k +1)-th iteration by substituting them into the right-hand side of (3) and (4), etc.
Sometimes, for a more precise investigation of tandems with blocking and truncation, the methods appropriate for continuous-time Markov processes with discrete states may not be precise enough because in many cases the real service time distributions are different than the exponential ones. These kinds of models may be investigated by using, e.g., semi-Markov process theory and algorithms or methods as shown in (Bradley and Wilson, 2005; Heindl, 2003; Korolyuk and Korolyuk, 1999; Kouvatsos and Almond, 1988; Martin, 2002) .
Let us examine the semi-Markov model with a finite number of its states, which is equal to K. In the semi-Markov model, during the investigation procedure we try to find the steady-state probabilities q i,j that the model is in state (i, j). Assume that we have a Markov tandem model with the identical state transition rates as the semi-Markov model. Traditionally, steady-state distributions of semi-Markov processes are found from the embedded Markov chain with a given rate transition matrix (Korolyuk and Korolyuk, 1999) . Clearly this still requires the calculation of the entire steady-state distribution of the embedded Markov process. What we achieve in this paper is the direct calculation method of individual steady-state probabilities of the semi-Markov process, which are functions of the sojourn time in a state. According to (Bradley and Davies, 2000) , this gives us the possibility of calculating individual steady-state probabilities in less time than it would take to calculate the whole distribution using traditional methods. Let us assume that for each model state the mean sojourn time m i,j (the expected time the process remains in the (i, j)-th state dur-ing each visit) is known in a semi-Markov model. If we choose the number of state changes L in the equivalent Markov model large enough, we can say that this model visited the (i, j)-th state L i,j = p i,j L times. By the way, the total sojourn time in the semi-Markov model in any given state is
By using some convenient state ordering for the tandem model, we may transform the state description (i, j) to the state number k, where k = 1, 2, . . . , K. In the semiMarkov model, the average time for L state changes may be calculated from the following formula:
Assuming that q k is the (i, j) state probability in the semi-Markov model, its entire mean sojourn time (for this state) during interval T is
and directly from the relation (6) and (8) we have
where
Recapitulating, in semi-Markov processes any steady-state probability can be calculated from the equivalent Markov models (Korolyuk and Korolyuk, 1999) . The final problem, which has to be solved, is how to calculate the parameter m i,j in the semi-Markov model, which means calculating the mean sojourn time for state (i, j). At the beginning, we try to calculate another parameter, i.e., m * i,j , the mean time simultaneously spent by the tasks during processing by the node A and the node B, if new admissions do not appear (the expected time until the next service completion in either node), where the index i belongs to the node A and the index j belongs to the node B. Let τ A be the time until the next service completion in the node A, and let τ B be the time until the next service completion in the node B (independent random variables). Let τ AB be a random variable for the duration of time until the next service completion in the node A or B, whichever comes first (the simultaneous service time). This random variable distribution for any tandem state can be given by the following expressions:
where F A (x) and F B (x) are cumulative distribution functions of the random service times in the nodes A and B. From the relations (11), we directly have
This parameter is the mean sojourn time for the tandem states (N +m1, 1), . . . , (N +m1, c+m2), (N +m1−  1, c + m2 + 1) , . . . , (m1, c + m2 + N ) (see Figs. 2 and 3, the bottom graph states, except the state (N + m1, 0) ). The calculation process of the mean sojourn time in the remaining tandem states (except the state (0, 0)) has to include the task arrival factor, because any visit to state (i, j) would finish upon the next service completion or task arrival. According to the general assumptions for the tandem model, the external task stream is a Poisson process, where the probability of k arrivals in an interval (0, t) is given by
For the states (i, j) mentioned above, and during its simultaneity service time τ AB , only one new task arrival may appear or not (if it appears, the state is changed to (i + 1, j) ). This means that here we have only two events (task occurrence or not):
This is a task arrival factor. Remembering that a simultaneity service time τ AB has the mean value equal to m * AB , we may calculate a mean sojourn time m AB directly from the following relation:
Main measures of effectiveness for a tandem with blocking and truncation
The procedures for calculating the basic measures of effectiveness in the tandem model use steady-state probabilities in the following manner:
1. Probability of tandem blocking q bl :
2. Task truncation probability q tr :
3. Idle tandem probability q idle :
4. The average number of blocked lines in the node A:
5. The average number of active (non-blocked) tasks in the node A:
6. The average number of tasks in the first buffer v A :
7. The average number of tasks in the node A (buffer + node) n A :
8. The average number of tasks on the servers in the node B:
9. The average number of tasks in the second buffer v B :
10. The average number of tasks in the node B (buffer + node) n B :
11. The mean blocking time in the node A (from Little's formula):
12. The mean response time at the node A:
13. The mean response time at the node B:
14. The mean waiting time in the first buffer (from Little's formula):
15. The mean waiting time in the second buffer:
16. The tandem response time:
Model implementation and numerical examples
The author chose the non-exponential distribution of the service times for experimental investigation of the semiMarkov tandem models.
Service time:
A constant value for the node A and the Erlang-k distribution for the node B. According to the initial assumptions, the service time for the node A has a constant value, e.g., equal to b, meaning m A = b. The service time in the node B has the Erlang-k distribution with the mean value equal to m B = k/μ B and the distribution function given by
Therefore,
The distribution function for the node A is given by
Then, according to (12), we have
According to the two-dimensional state diagram for the semi-Markov model, now we must calculate the adequate service rates in the nodes A and B, indicated here as μ 
Next, from these formulae, we may calculate the service rates μ 
while for all states with blocking it is
Based on the state diagrams from Figs. 2 and 3, the mean sojourn time m AB and the mean simultaneity ser-vice time m * AB for states without blocking can be calculated according to the following formulae:
and for the states with blocking (here a differently calculated service rate μ A i ):
In this set of expressions, all m * i,j can be transformed to m i,j (mean sojourn time) directly, by using the relation (15).
In this section, the author demonstrates the analysis of tandem with blocking and truncation. The following configuration is chosen: N = 10, c = 7, m 1 = 5, m 2 = 8, with the inter-arrival and the service rate in the node A equal to λ = 4.0, μ A = 0.7 (the constant service rate, means b = 1.42857) and with the service rate μ B (the Erlang-4 distributed service time) in the node B that changes within a range from 6.8 to 1.6 (for the studying of a model with different utilizations). This model has 361 states; 256 states are without blocking and 105 states are with blocking.
For the model above, the following major results were obtained and presented in Fig. 4 and Tab. 1.
The results of the experiment show that the effect of blocking and truncation appears in a small interval when the utilization of the node B is greater than 0.75. Here, the tandem throughput time and the blocking time quickly increase (bad quality of service parameters). In the moderate utilization interval, the tandem works properly and the quality of service (QoS) parameter is easy to keep on the appropriate level.
Service time in the nodes A and B:
Thinned discrete distributions. In computer networks, the tasks flow and service processes are frequently characterized by using the concept of thinned streams. Here, during the investigative process, a renewal process is used as the base of the thinning operation (Bernoulli thinning). In this kind of renewal process, on a renewal interval a task may or may not occur with probabilities 1 − π and π. This occurrence probability is not dependent on whether another task occurs or not in the previous interval. The probability π is called the thinning parameter.
In practical applications, another kind of renewal process called a discrete (deterministic) thinned stream may appear. For this process, the renewal intervals have a discrete density function given by the following expression:
where T is the renewal interval on the discrete output stream and δ is the Dirac delta function. Here, the distribution functions have a piecewise constant form:
This kind of discrete thinned stream is often called a discrete Poisson stream, because it has the same characteristics as a Poissonian stream at some points (points that are the multiple renewal intervals T ). For these points, the following relations hold true: Fig. 4 . Graphs of QoS parameters, where bloc-pr is the blocking probability, trun-pr is the truncation probability, A-utilization is the node A utilization factor (active and blocked tasks), B-utilization is the node B utilization factor, n − bl/N is the ratio of the mean number of blocked lines to the parameter N .
The main characteristics of thinned deterministic streams are the mean value and the standard deviation, given by the following expressions:
If we have two thinned discrete streams with given parameters π 1 and π 2 and an identical renewal interval T and with at least one common renewal point, then the superposition of two streams is the same discrete thinned regular stream with the thinning parameter equal to π = π 1 π 2 and with the distribution function
In fact, according to (11), we have
Often, the service time distributions are close to thinned deterministic distributions in computer networks. Let us assume the tandem with service times in both nodes having thinned deterministic distributions with parameters π A and π B and with the same thinning interval equal to T . If we assume the semi-Markov model with both nodes processing tasks simultaneously, then according to the expressions (43) and (44) the simultaneity service time in this case has the following distribution:
Based on (42), its mean value is
In the next analysis step, a Markov model equivalent to semi-Markov model is chosen, with thinned deterministic distribution of the service time in both nodes. This relation can be found from (41). Therefore,
Knowing that for a Markov tandem model, its mean simultaneity service time for the states which simultaneous tasks processed can be calculated from
Substituting in (47) π A π B and μ A + μ B for π and μ, respectively, yields the marking service times (cf. (46)):
These expressions allow us to calculate the mean simultaneity service time for each state in the semi-Markov tandem model with states presented in Figs 2 and 3. Now, for the equivalent Markov model, we must calculate the service rates in nodes A and B. Let us denote these service rates by μ A exp and μ B exp . Therefore,
These formulae allow us to calculate the service rates μ
A i
and μ B j from (37). 
and for the states with blocking (here for a differently calculated service rate μ
In this set of expressions, all m * i,j can be transformed to m i,j (mean sojourn time) directly, by using (15). For the series of tandem model experiments, the following configuration is chosen: N = 9, c = 4, m 1 = 5, m 2 = 8, with the inter-arrival rate λ that changes within a range from 0.5 to 5.0 (for studying a model with different utilizations), and with the thinning parameter π A = 0.3 for the node A and π B = 0.4 for the node B. The renewal interval in both nodes is equal to T = 2.0. This model has 240 states; 150 states are without blocking and 90 states are with blocking.
For the above model with blocking and truncation some results were obtained, the majority of them being presented in Table 2 . They show that the blocking probability, the truncation probability or filling buffers parameters rapidly grow when the inter-arrival rate to the tandem grows. In this case, the number of blocked lines in the first node quickly grows. Simultaneously, both buffers are quickly filled and the number of truncated tasks quickly increases. All these negative factors depend on the utilization parameter of the second node. The tandem works properly when the second node utilization parameter is less than 0.75.
Conclusion
A mathematical model of a two-node stochastic transition system with blocking and truncation, treated as a semiMarkov process, has been presented. The phenomenon of blocking and truncation appears simultaneously in this tandem model. Mathematical procedures allow calculating the main measures of effectiveness including blocking and truncation probabilities. These measures may be calculated for any tandem configuration if we have service rates in both nodes and when inter-arrival rates to the tandem are given.
The results of experiments presented in Section 4 show that, depending on the model configuration and its characteristics, mathematical modelling makes it possible to find a proper rate range of the input stream. In the opposite case, given an input stream rate, the analysis allows finding another model characteristic, e.g., buffer capacities, which guarantees that blocking and truncation probabilities should be in the proper range.
The presented model can be exploited for capacity planning and performance evaluation of real-time computer networks or telecommunications networks in the case of blocking and truncation.
