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1Lyapunov stability and performance analysis of the
implicit discrete sliding mode control
Olivier Huber, Vincent Acary, Bernard Brogliato
Abstract—Discrete-time sliding mode controllers with an im-
plicit discretization of the signum function are considered. With
a proper choice of the equivalent part of the control, the
resulting controller is shown to be Lyapunov stable with finite-
time convergence of the sliding variable to 0. The convergence
of the control input, as the sampling period goes to 0, to the
continuous-time one is shown. The robustness with respect to
matching perturbations is also investigated. The discretization
performance in terms of the error order is studied for different
discretizations of the equivalent part of the input. Numerical and
experimental results illustrate and support the analysis.
Index Terms—sliding mode control, sampled-data system,
discrete-time Lyapunov stability, implicit discretization, finite-
time stability
I. INTRODUCTION
Discrete-time sliding mode control has been the object of
many articles since several decades. The challenge of the
chattering phenomenon, seen in simulations and experiments
has sparked an intense activity in the past 30 years [1]–[8]. This
concerns in particular the classical Equivalent-Control-Based
Sliding-Mode Control (ECB-SMC), which consists of two sub-
controllers: the state-continuous equivalent control ueq and the
state-discontinuous control us. In these past research efforts,
most of the focus was on the discontinuous part of the control,
since it introduces numerical chattering. Several solutions to
alleviate numerical chattering (that is solely due to the time
discretization [9]–[13]) have been proposed [1]–[7], [14]–[16],
most of them using a so-called quasi-sliding surface [5] or
a boundary layer, associated with an explicit discretization
of us. The works in [2] and [6] depart from these discrete-
time controllers and propose an algorithm which allows the
sliding variable to take exactly the zero value at sampling times.
They are however limited to scalar systems and require some
stringent assumptions. Recently a new approach, introduced
in [12] and [13], consists in implementing the discrete-time
discontinuous input us in an implicit form, while keeping its
causality (i.e. the controller is nonanticipative). This input is
at each sampling time the solution to a generalized, set-valued
equation. In the simplest cases, the computation is reduced
to a simple projection onto an interval. The core distinction
between almost all previous discrete-time SMC controller and
the approach in [12], [13] lies in the discretization method
used for the argument of the signum function, respectively the
explicit and implicit methods. Let us illustrate the difference
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between the two discretizations with an academic example:
x˙(t) ∈ −α sgn(x(t)), α > 0. We use the differential
inclusion framework as we let sgn(0) take any value in [−1, 1]
(this is formally stated in Definition 1 as Sgn). An explicit
discretization yields x(tk+1) ∈ x(tk)−hα sgn(x(tk)) whereas
the implicit one yields x(tk+1) ∈ x(tk) − hα sgn(x(tk+1)).
As long as |x(tk)|  hα, there is no difference between the
two methods. But if |x(tk)| < αh, then the behavior changes
with the type of discretization. With 0 < x(tk) < hα, in
the explicit case, x(tk+1) ∈ x(tk)− hα sgn(x(tk)) < 0. The
sign of the state changes at every tk, leading to the well-
known chattering phenomenon. Meanwhile in the implicit case,
the control algorithm guarantees x(tk+1) = 0 by choosing
sgn(x(tk+1)) = x(tk)/(αh) < 1. The implicit discretization
of the signum function is rigorously presented in Section IV.
In this paper the following topics are tackled:
- the stability of the sliding variable using Lyapunov func-
tions within the Variational Inequalities (VI) framework,
and its finite-time convergence, with an estimation of the
number of steps to reach 0.
- the convergence of the discrete-time control input as the
sampling time goes to 0: with an implicit discretization,
the discrete-time control input converges to the selection
of the continuous-time one.
- the robustness and the insensitivity w.r.t an increase of
the gain of the implicit discrete-time controller during the
sliding phase.
- the comparison of different discretization methods for the
equivalent part of the control using simulation results to
underline the influence of those methods on the closed-
loop behavior.
- the experimental validation of several theoretical results.
To the best of our knowledge, these issues have not been
addressed before, and they significantly extend the results
in [12] and [13]. Furthermore the conditions for the stability and
robustness properties are shown to be close to the continuous-
time ones. Note that the knowledge of the system parameters is
required, and the relaxation of this assumption (which produces
an equivalent disturbance that is not globally bounded) is left
as a future work.
In the next section, we introduce the class of systems and
the notations. In Section III we briefly recall the ECB-SMC
theory. Then we propose a new discrete-time SMC scheme in
Section IV. Stability and convergence results are derived in
Section V. Section VI presents some experimental results on
an inverted pendulum on a cart, which highlight the benefit
of the implicit discretization with respect to the explicit one.
2Simulation results using different time-discretization methods
are shown in Section VII, to illustrate the possible different
behaviors of the closed-loop system. Section VIII is dedicated
to the discrete error analysis of various controllers of Section IV
and VII. Conclusions end the paper in Section IX, and some
proofs are given in the Appendices.
II. PRELIMINARIES
In the sequel, we consider well-posed systems (in the sense
of Filippov [17]) of the form
x˙(t) = Ax(t) +Bu(t) +Bξ(t, x)
u(t) = ueq(t) + us(t)
σ(t) := Cx(t)
−us(t) ∈ α Sgn (σ(x(t))) ,
(1)
with x(t) ∈ Rn, u(t) ∈ Rp, σ(t) ∈ Rp, C ∈ Rp×n, and α > 0.
The function σ is called the sliding variable, the matched
and uniformly bounded disturbance is denoted as ξ, and Sgn
is formally introduced in Definition 1. The perturbation ξ is
supposed to be at least continuous: noisy processes are not
considered in this paper. When ξ ≡ 0, the system is said to be
nominal. The method used to discretize the dynamics is called
Zero-Order Hold (ZOH), also known as exact sampled-data
representation, see [18, Chapter 2d].
Notations: Let x : R+ ×Rp ×Rn → Rn be the solution of
system (1), x := x( · , u, x0) is the solution associated with
a continuous-time control u and an initial state x0 ∈ Rn,
while x¯ := x( · , u¯, x0) is the solution with a step function u¯
and the same initial state. In the latter case, we denote by
σ¯ := Cx¯ the sliding variable. The control values change at
predefined time instants tk, defined for all k ∈ N : tk :=
t0 + kh, t0, h ∈ R+. The scalar h is called the sampling
period. We denote x¯k := x¯(tk) and σ¯k := σ¯(tk) for all k ∈
N. For all y ∈ Rr, ‖y‖∞ = maxi |yi|. For all M ∈ Rr×s,
‖M‖∞ = maxi
∑
j |Mij |. Let w : R → Rr and S be any
interval in R, ‖w‖∞,S = maxi ess supt∈S |wi(t)|. Let 〈 · , · 〉
denote the standard inner product in a Euclidean space and
‖ · ‖ the vector norm based upon it. The matrix norm ‖ · ‖
is the spectral norm (i.e. the largest singular value). Let sgn
be the classical single-valued signum function: for all x >
0, sgn(x) = 1, sgn(−x) = −1 and sgn(0) = 0.
Definition 1 (Multivalued signum function). Let x ∈ R. The
multivalued signum function Sgn: R⇒ R is defined as:
Sgn(x) =

{1} x > 0
{−1} x < 0
[−1, 1] x = 0.
(2)
If x ∈ Rn, then the multivalued signum function Sgn: Rn ⇒
Rn is defined as: for all j = 1, . . . , n, (Sgn(x))j := Sgn(xj).
Definition 2. Let f : Rn × R → Rp and l ∈ R. One has
f = O(hl) if for all x ∈ Rn, there exists c ∈ Rp such that
f(x, h)/hl → c as h→ 0.
We make use of results stemming from the study of
complementarity problems. Let us introduce some related
concepts now.
Definition 3. [19, p. 147] Let M ∈ Rn×n. M is a P-matrix if
for all x ∈ Rn such that for all i ∈ {1, . . . , n}, xi(Mx)i ≤ 0,
then x = 0.
Lemma 1. [19, p. 147] Let M ∈ Rn×n. If M is positive
definite, then M is a P-matrix.
III. THE EQUIVALENT-BASED CONTINUOUS-TIME
SLIDING-MODE CONTROLLER
Let us assume that C is chosen such that the decoupling
matrix CB is full rank. The dynamics of the sliding variable
in the nominal system (1) (that is with ξ(t) = 0) is
σ˙(t) = CAx(t) + CBueq(t) + CBus(t).
The control law ueq is designed such that the system stays on
the sliding surface once it has been reached (in other word ueq
renders the sliding surface invariant with us ≡ 0):
σ˙(t) = 0 and us(t) = 0 ⇒ ueq(t) = −(CB)−1CAx(t). (3)
With this equivalent controller, the sliding variable dynamics
reduces to {
σ˙(t) = CBus(t)
−us(t) ∈ α Sgn(σ(t)). (4)
The dynamics in (1) can be rewritten as
x˙(t) = (I −B(CB)−1C)Ax(t) +Bus(t)
⇐⇒ x˙(t) = ΠAx(t) +Bus(t), (5)
with Π := I − B(CB)−1C. Two interesting properties of Π
are CΠ = 0 and Π is a projector [20]. Taking the integral
form of system (5) yields the relation
x(t) = Φ(t, t0)x(t0) +
∫ t
t0
Φ(t, τ)Bus(τ)dτ,
with Φ(t, t0) = eΠA(t−t0) the state transition matrix for the
system (5). Some properties of Φ are given in the following
lemma.
Lemma 2. One has Φ˙(t, t0) = ΠAΦ(t, t0), Φ(t0, t0) = I ,
and CΦ(t, t0) = C for all t ≥ t0.
Proof. It is true that CΦ˙(t, t0) = 0 so CΦ(t, t0) =
CΦ(t0, t0) = C for all t ≥ t0.
IV. DISCRETE-TIME CONTROLLERS
A. Discretization methods to obtain discrete-time controllers
From now on, u¯eq and u¯s are sampled control laws defined
as right-continuous step functions:
u¯eq(t) = u¯eqk and u¯
s(t) = u¯sk for t ∈ [tk, tk+1). (6)
The goal of the discretization process is to choose the sequences
{u¯eqk } and {u¯sk} such that the discrete-time system exhibits
properties as close as possible to the ones with a continuous-
time set-valued controller.
Integrating the nominal version of (1) over [tk, tk+1) and
using the expression in (6), one obtains the ZOH discretization
of the system:
x¯k+1 = e
Ahx¯k +B
∗u¯eqk +B
∗u¯sk, (7)
3with B∗ :=
∫ tk+1
tk
eA(tk+1−τ)Bdτ. (8)
Suppose that the implicit discretization shown in (23b) be-
low, introduced in [12] and [13], is used to discretize the
discontinuous part of the controller. Both the analysis and the
computation of the control law involve an auxiliary square
subsystem combining the dynamics of the sliding variable and
the nonsmooth control law:{
σ˜k+1 = σ¯k + CB
∗u¯sk
−u¯sk ∈ α Sgn(σ˜k+1),
(9)
with two unknowns: σ˜k+1 and u¯sk. This system can be seen
as the discrete counterpart of (4). The use of σ˜k+1 instead
of σ¯k+1 is deliberate in order to highlight that in general
the two quantities are different even in the nominal case: the
state dynamics is given by (7) with u¯eqk usually given by the
discretization of its continuous-time version (3). Hence nothing
guarantees that C(eAhx¯k +B∗u¯
eq
k ) = σ¯k. We take care of this
design issue in the last part of this section. But before let us
show how we can transform (9) into a problem with only one
unknown, which is better suited for the computation of the
control law.
B. Definition and properties of the implicitly discretized
discontinuous control input
We analyze the system (9) using the Affine Variational
Inequalities (AVI) formalism [21], departing from the approach
in [12] and [13] where the tools mostly came from Numerical
Analysis. The closely related Linear Complementarity Problem
(LCP) framework was previously also used, but only for the
numerical computations. LetN[−α,α]p(λ) be the normal cone to
the box [−α, α]p at λ, that is N[−α,α]p(λ) = {d ∈ Rp | 〈d, y−
λ〉 ≤ 0,∀y ∈ [−α, α]p}. The relation −u¯sk ∈ Sgn(σ˜k+1)⇐⇒
−σ˜k+1 ∈ N[−α,α]p(u¯sk) enables us to transform (9) into the
generalized equation:
0 ∈ σ¯k + CB∗u¯sk +N[−α,α]p(u¯sk). (10)
Using this transformation, only the unknown input remains.
The inclusion (10) is satisfied if and only if u¯sk is the solution
of the AVI: Find z ∈ [−α, α]p such that
(y − z)T (σ¯k + CB∗z) ≥ 0, ∀y ∈ [−α, α]p. (11)
Let SOL(CB∗, Cx¯k) denote the set of all solutions to the
AVI (11).
Lemma 3. The AVI (11) has always a solution.
Proof. Since the mapping z 7→ CB∗z + σ¯k is continuous
and the control set [α, α]p is compact, we can apply the
Corollary 2.2.5, p. 148 in [21].
Lemma 4. The AVI (11) has a unique solution for all σ¯k ∈ Rp
if and only if CB∗ is a P-matrix.
Proof. Using Theorem 4.3.2 p. 372 and Example 4.2.9 p. 361
in [21] yields the result.
The matrix C is a design variable, and it should be chosen
such that CB∗ > 0 (and therefore is a P-matrix). Lemma 6
below relates the positive-definiteness of CB and CB∗. This
AVI-based approach enables us to analyze a larger class
of systems, compared to previous approaches where it is
supposed that CB∗ is scalar as in [6]. The solution u¯sk is
a function of σ¯k (hence x¯k) and if CB∗ is a P-matrix, the
solution map Cx¯k 7→ u¯sk = SOL(CB∗, σ¯k) is Lipschitz
continuous. The computation of the control input value consists
in solving (10): when the control is scalar or if CB∗ is diagonal,
a solution can be computed as a simple orthogonal projection:
with v¯k = −(CB∗)−1σ¯k, we have u¯sk = proj[−α,α]p(v¯k).
This is equivalent to applying this rule component-wise: if
(v¯k)i > α, (u¯sk)i = α; else if (v¯k)i < −α, (u¯sk)i = −α; else
(u¯sk)i = (v¯k)i. Otherwise a solution to (10) can be found using
Lemke’s algorithm or a reformulation as a quadratic problem
may be used, see [13]. More details on the numerical aspects
and solvers for this kind of problems can be found in [19],
[22] and [23]. The AVI (10) highlights that the controller is
non-anticipative (i.e. causal). Notice that the nominal model
is used to compute the set-valued part of the controller, since
both A and B are needed to calculate B∗ in (8). It is clear
however on one hand that the ECB-SMC controller always
requires the a priori knowledge of both A and B to calculate
ueq in (3), whatever the used discretization (see (22a), (22b)
and (22c) below). On the other hand this seems unavoidable if
the ZOH discretization of the plant is used (see [13, Equation
(16)] for the Euler discretization).
Remark 1. When u¯sk is in the interior of [−α, α]p, we say that
the closed-loop system is in the discrete-time sliding phase.
The inclusion −σ˜k+1 ∈ N[−α,α]p(u¯sk) implies that in this case
the normal cone is reduced to the singleton {0}. Thus the
sliding variable σ˜ is zero in the discrete-time sliding phase
(however in general σ¯ does not vanish).
Now that we have discussed the existence and uniqueness
properties of solutions to (9) as well as methods to compute
them, we need to tackle the computation of the equivalent part
of the control.
C. Exact discrete equivalent control
Let us complete this sliding mode control scheme for a
discrete-time LTI plant by providing the equivalent part of the
control. As showed in (4), in continuous time, ueq is defined
such that the dynamics of the sliding variable depends only on
the input us. Mimicking the continuous-time design, we start
from (7) and multiplying by C, we obtain in discrete-time the
relation
σ¯k+1 = Cx¯k+1 = Ce
Ahx¯k + CB
∗u¯eqk + CB
∗u¯sk. (12)
Our design objective is to make σ¯k+1 depend only on σ¯k and
u¯s. Hence we want that CeAhx¯k+CB∗u¯
eq
k = σ¯k, which gives
u¯eqk = (CB
∗)−1C(I − eAh)x¯k. (13)
If we substitute this expression for u¯eqk in (12), then, as
expected, we obtain σ¯k+1 = σ¯k+CB∗u¯sk. Using the implicitly
discretized discontinuous part of the control usk ∈ α Sgn(σ¯k+1),
the discrete-time sliding variable dynamics is{
σ¯k+1 = σ¯k + CB
∗u¯sk
−u¯sk ∈ α Sgn(σ¯k+1).
(14)
4This system has the same structure as in (9), although with
the important difference that σ˜k+1 = σ¯k+1. This system is
studied in the next section, where its finite-time stability and
robustness is analysed. Let us first state the following result.
Lemma 5. If CB∗ is a P-matrix, then the only equilibrium
pair of the system (14) is (σ¯∗, u¯s∗) = (0, 0).
Proof. A pair (σ¯, u¯s) is an equilibrium of (14) if and only if
CB∗u¯s = 0. If CB∗ is a P-matrix, then it has full-rank and
CB∗u¯s = 0 is equivalent to u¯s = 0. From the definition of the
Sgn multifunction in (2), this is only possible if σ¯ = 0.
To sum up, with the proposed scheme the two control inputs
are {
u¯eqk = (CB
∗)−1 C(I − eAh)x¯k
u¯sk solution of (14).
(15)
The complete controller is nonanticipative since u¯eqk depends
only on the model parameters and x¯k. Moreover u¯sk is the
unique solution to (14) given that CB∗ > 0, using similar
arguments as in Lemma 4. This controller retains the structure
of the continuous-time sliding mode controller. It is different
from the approach that can be found in [4] or [24] since in
our case, the equivalent part ueq is not chosen as the solution
to a deadbeat control problem. As a result, the magnitude of
the control input in (14) is O(1) with respect to the sampling
period h, whereas it is O(h−1) in the deadbeat case, see [24].
In [3], this expression for the equivalent control was already
derived, when the sliding variable is scalar.
V. STABILITY AND CONVERGENCE PROPERTIES
In this section, we investigate the stability of the auxiliary
system (14) and some convergence properties of the control
input u¯s when the sampling period tends to 0. In the nominal
case we are able to prove convergence of the sliding variable to
0, using Lyapunov technique, under some structural conditions
that match closely the ones for the continuous-time sliding
mode controller. In the case where the dynamics include
matched perturbations, we show how the proposed controller
attenuates their effects and that if the controller action is
large enough, the system remains in a neighborhood of the
sliding manifold. We study the convergence of the control
input since for control theorist it is a crucial variable and it
received little attention in discretization studies of differential
inclusions. Those results also underline the difference between
the implicit and explicit discretizations. All the results we get
on the system (14) are valid for the closed-loop system (7)
and (15), thanks to the structure of the controller introduced
in the previous section.
A. Stability in the nominal case
In this subsection, the stability of the system (14) is analyzed.
Note that the mapping Sgn( · ), as introduced in Definition 1,
has the following properties:
〈v1 − v2, x1 − x2〉 ≥ 0, ∀vi ∈ Sgn(xi), i = 1, 2 (16)
0 ∈ Sgn(x) ⇐⇒ x = 0. (17)
Property (16) is known as the monotonicity of the Sgn set-
valued function, see [25, Chap. 12]. The positive-definitiveness
property of CB∗ is pivotal to the results presented in this
section. Even if it is not explicit with the current notations,
CB∗ depends on the sampling period h. The following lemma
gives some insight of when this condition is fulfilled.
Lemma 6. Suppose that CB is positive definite. There exists an
interval I = (0, h∗] ⊂ R+, h∗ > 0, such that if the sampling
period h ∈ I, then CB∗/h and CB∗ are positive definite.
Proof. Let h > 0, CBs and CB∗s be the symmetric parts
of CB and CB∗, respectively. Let ∆ := CB∗s/h − CBs =∑∞
l=1
CAlB+BT (Al)TCT
2(l+1)! h
l = O(h). Since CBs is symmetric,
it is also normal. Hence we can apply Corollary 4.2.16, p. 405
in [26], which yields that for any eigenvalue µ of CB∗s/h,
minλ |λ− µ| ≤ ‖∆‖, with λ an eigenvalue of CBs and ‖ · ‖
the spectral norm. By definition, ∆ is a symmetric matrix with
real entries. Hence ‖∆‖ = δmax, the largest module of any
eigenvalue of ∆. Let γ > 0 be the smallest eigenvalue of CBs.
If δmax < γ, then every eigenvalue of CB∗s/h is positive and
since CB∗s/h is by definition symmetric, CB
∗
s/h is positive
definite. It is easy to see that ∆ → 0 as h → 0 and that
∆ depends continuously on h. Therefore by Corollary 4.2.4,
p. 399 in [26], the eigenvalues of ∆ are continuous functions
of h. Then it is always possible to find h∗ such that δmax < γ
for all 0 < h < h∗, which implies that CB∗s/h is positive
definite as well as CB∗s .
Let us investigate the Lyapunov stability of (14) with a
candidate function inspired by the one presented in [27] in
the continuous-time case. It is also possible to use a quadratic
function, but this would require CB∗ to be symmetric.
Lemma 7. If CB∗ is positive definite, then the equilibrium
state σ¯∗ = 0 of (14) is globally Lyapunov stable.
Proof. Let V (σ¯k) := α‖σ¯k‖1 = −(u¯sk−1)T σ¯k be the candidate
Lyapunov function, and −u¯sk−1 ∈ α Sgn(σ¯k). The function V
is positive definite, radially unbounded, and decrescent. Let us
study the evolution of V :
V (σ¯k+1)− V (σ¯k) = −(u¯sk)T σ¯k+1 + (u¯sk−1)T σ¯k
= −(u¯sk)T (σ¯k + CB∗u¯sk) + (u¯sk−1)T σ¯k
= −(u¯sk)TCB∗u¯sk + 〈u¯sk−1 − u¯sk, σ¯k〉. (18)
The first term is always nonpositive with the hypothesis
on CB∗. For the second term, let us recall that from the
generalized equation (10), we have −σ¯k ∈ N[−α,α]p(u¯k−1).
By definition this amounts to 〈y−σ¯k〉 ≥ 0 for all y ∈ [−α, α]p,
implying that the second term is always nonpositive.
The first term vanishes if and only if u¯sk = 0, which by (17)
yields that σ¯k+1 = 0. Using (9) we have σ¯k = 0, ending the
proof.
Proposition 1. If the hypothesis of Lemma 7 is satisfied, then
the fixed point (σ¯, u¯) = (0, 0) of (14) is globally finite-time
Lyapunov stable.
Proof. From the proof of Lemma 7, we know that V (σ¯k+1)−
V (σ¯k) is equal to −(u¯sk)TCB∗u¯sk plus a nonpositive term.
5Since CB∗ is positive definite, it holds that −(u¯sk)TCB∗u¯sk ≤
−β‖u¯sk‖2, with β > 0 the smallest eigenvalue of CB∗s . Note
that if σ¯k+1 6= 0, then ‖u¯sk‖ ≥ α and V (σ¯k+1) − V (σ¯k) ≤
−α2β. Iterating, one obtains V (σ¯k+1) − V (σ¯0) ≤ −kα2β.
Let k0 := dV (σ¯0)/βα2e and suppose that V (σ¯k0+1) 6= 0.
Then V (σ¯k0+1) − V (σ¯0) ≤ −k0α2β ≤ −V (σ¯0). This yields
V (σ¯k0+1) ≤ 0, which implies V (σ¯k0+1) = 0. Hence σ¯k0+1 =
0 and σ¯k = 0 for all k > k0.
To the best of our knowledge, these proofs of Lyapunov
stability in the discrete-time case are new and have never been
done before for discrete-time SMC.
Remark 2. Practical stabilization of delayed systems with a
ZOH discretization and a sliding mode controller is analysed
in [28]. Since the implicit method has some kind of predictive
capabilities, it will be worth investigating the influence of an
implicit discretization on this class of systems.
B. Stability in the perturbed case
Let us now consider the case when a matched perturbation
ξ is acting on the system, as in (1), which subsumes system
uncertainties, unmodeled dynamics and external perturbations
with this particular structure. It contributes to the ZOH
discretized dynamics via an additive term
pk :=
∫ tk+1
tk
eA(tk+1−τ)Bξ(τ, x)dτ, (19)
which is also added to the sliding variable dynamics σ¯k in (12)
(13):
σ¯k+1 = σ¯k + CB
∗u¯sk + Cpk, (20)
with u¯sk the unique solution of the generalized equation (9).
Although the system will never reach and stay on the sliding
manifold as in the continuous-time case, we shall see that
it enters the discrete-time sliding phase and stays in it, see
Remark 1. Let us first present a technical lemma.
Lemma 8. Let M ∈ Rn×n and Ms := 1/2(M + MT ).
Suppose M is positive definite, and let β > 0 be the smallest
eigenvalue of Ms. Then for all x ∈ Rn, ‖M−1x‖ ≤ β−1‖x‖.
Proof. M−1 exists since Ms is positive definite. Let νmin (resp.
νmax) be the smallest (resp. largest) singular values of M (resp.
M−1). Two relations hold: νmax = ν−1min [29, Fact 6.3.28,
p. 410] and νmin ≥ β > 0 [30, Corollary 3.1.5, p.151]. Then
using the spectral norm definition, ‖M−1x‖ ≤ ‖M−1‖‖x‖ =
νmax‖x‖ ≤ β−1‖x‖.
From now on, let CB∗s := 1/2(CB
∗ + (CB∗)T ) and let β
be its smallest eigenvalue.
Proposition 2. Suppose that CB∗ is positive definite. If the
controller gain α > 0 is such that for all k ∈ N: ‖Cpk‖ < αβ,
then the perturbed closed-loop system (9) and (20) enters
the discrete-time sliding phase in finite time and stays in it
with σ¯k+1 = Cpk. Furthermore if h ∈ (0, h∗], as defined in
Lemma 6, then there exists an upper bound T ∗ on the duration
of the reaching phase.
Proof. Let V (σ¯k) :=α‖σ¯k‖1 =−u¯sTk−1σ¯k,−u¯sk−1∈ α Sgn(σ¯k).
Assume that the system is initialized outside the discrete-
time sliding phase. It follows that ‖u¯sk‖ ≥ α. Starting
from (18), doing as in the proof of Proposition 1 and adding the
contribution of the perturbation, we have V (σ¯k+1)−V (σ¯k) ≤
−β‖u¯sk‖2 − (u¯sk)TCpk. Using the Cauchy-Schwarz inequality,
we obtain |(u¯sk)TCpk| ≤ ‖u¯sk‖‖Cpk‖. To ensure that V strictly
decreases, we need ‖Cpk‖ < β‖u¯sk‖. This condition is satisfied
using the hypothesis on the gain α and the fact that β > 0.
Note that even in the case with multiple switching surfaces,
V decreases as long as the system is not “sliding” on the
intersection of all the manifolds: ‖u¯sk‖ < α can only hold
when σ˜k+1 = 0. If σ˜k+1 = 0, then we enter the discrete-time
sliding phase. The finite-time property is derived as in the
proof of Proposition 1. Let κ = αβ − ‖Cpk‖. By assumption,
κ > 0 holds, therefore in the reaching phase, V decreases by
at least κα at each sampling period. Hence, V (σ¯k) converges
to 0 in finite-time. Now if the system is in the discrete-time
sliding phase at tk, then σ˜k+1 = 0 and σ¯k+1 = Cpk. At
time tk+1, we have σ˜k+2 = Cpk + CB∗u¯sk+1. Let us show
that u¯sk+1 = −(CB∗)−1Cpk is the unique solution to the
generalized equation (9). With this value, σ˜k+2 = 0. Using
Lemma 8 and the hypothesis, ‖u¯sk+1‖ ≤ β−1‖Cpk‖ < α.
Relations between norms yield ‖u¯sk+1‖∞ < α. Then u¯sk+1 ∈
(α, α)p ⊂ α Sgn(0) and u¯sk+1 is a solution to (9). With the
hypothesis of the proposition, CB∗ is also a P-matrix. Then
Lemma 4 can be applied and yields the uniqueness property.
Thus u¯sk+1 = −(CB∗)−1Cpk is the unique solution to (9) at
time tk+1 and by induction the system stays in the discrete-time
sliding phase.
In the following, we suppose that h ∈ (0, h∗]. Let
δ∗max = ‖∆‖ = ‖CB∗s/h∗ − CBs‖ (from the proof of
Lemma 6) with h = h∗. From the expression of k0 in the
proof of Proposition 1, the duration of the reaching phase is
hk0 <
V (σ¯0)h
βα2 + h. Note that β/h is an eigenvalue of CB
∗
s/h.
Applying again Corollary 4.2.16, p. 405 in [26], we have
λ− β/h ≤ δmax ≤ δ∗max, with λ an eigenvalue of CBs. This
yields γ−δ∗max ≤ λ−δ∗max ≤ β/h. Using this in the previous
inequality, we get hk0 <
V (σ¯0)
α2(γ−δ∗max) + h
∗ =: T ∗.
Remark 3. In continuous time, the usual condition is α >
‖ξ‖∞,R+ . If the perturbation ξ is continuous, then it is
possible to link this condition to the one used in the previous
theorem, ‖Cpk‖ < αβ for all k ∈ N. Using the mean value
theorem for integration, we get Cpk = hCeA(tk+1−t
′)Bξ(t′) =
hCBξ(t′) +O(h2), with t′ ∈ [tk, tk+1]. Hence the first-order
estimation for ‖Cpk‖ is h‖CB‖‖ξ‖ ≤ h√p‖CB‖‖ξ‖∞,R+ .
From the proof of Lemma 6, it follows that β = hλmin(CB)+
O(h2), and from [30, Corollary 3.1.5, p.151] we have ‖CB‖ >
λmax(CB). For h small enough, we infer ‖CB‖√p/β ≥ 1 and
therefore ‖Cpk‖ < αβ implies α > ‖ξ‖∞,R+ . If the sliding
variable is a scalar, then the converse is also true at the limit.
Remark 4. We studied the auxiliary system on the sliding
variable σ¯. We just provide a hint at the behavior of the original
system (7). Let us use the following change of basis P = ( CNΠ ),
with Π used in (5) with ΠB = 0 and N ∈ R(n−p)×n coming
from the QR decomposition of C = (Q N )(R0 ). Then from (7)
the dynamics of η := NΠx are given by η¯k+1 = A12σ¯k +
6A22η¯k, with A = PeAhP−1 and A12 and A22 arising from the
block decomposition. Let us assume that the matrix C is such
that the dynamics with σk = 0, given by η¯k+1 = A22η¯k, is
asymptotically stable. Then if the system is in the discrete-
time sliding phase, σk remains bounded and may be seen as
a perturbation in the dynamics of ηk. If the latter is stable,
η¯k ends up in a bounded ball, which radius depends on the
magnitude of the perturbation and the norm of A12.
In the classical literature on discrete-time sliding mode,
where the explicit discretization (23a) is used [1], [3], [7], two
conditions related to the sliding variable emerged: (σ¯k+1 −
σ¯k)i(σk)i < 0 for all i = 1, . . . , n, which is necessary; and
the second one is |(σ¯k+1)i| < |(σ¯k)i|. With our approach
the conditions for linear systems, stated in Lemma 7, and
Proposition 2 are on the system parameters and not on the
evolution on the sliding variable, which derives from the
dynamics. This is much closer to the stability results obtained
in continuous-time [27].
Looking at the value of the sliding variable in the discrete-
time sliding phase, σ¯k = Cpk−1 implies by the definition of the
right-hand side that ‖σ¯k‖∞ has an upper bound proportional
to h‖ξ‖∞. Let us now study the influence of the gain on the
control input.
Corollary 1. Suppose that α is such that for all k ∈ N,
‖Cpk‖ ≤ αβ. Then even if the controller gain is increased to
α′ > α, the control input u¯s does not change in the discrete-
time sliding phase.
Proof. From the proof of Proposition 2, we have that u¯sk
is uniquely defined as the solution to (9), and is equal to
−(CB∗)−1Cpk which does not depend on the controller
gain.
This is a major difference with the explicitly discretized
controller, where a change in the controller gain always
influences the control input. This result is also similar to the
continuous-time case: within Filippov’s framework, when the
system is in the sliding phase, the control input is a selection
of the set-valued right-hand side which does not depend on
the gain, given that the latter is large enough to dominate the
perturbation.
Remark 5. Let us highlight two similarities between the
continuous-time and the discrete-time sliding mode controllers
we present here: the first is the expression of the control
input value during the sliding phase. In continuous-time, with
Filippov’s notion of solution, we have us(t) = −ξ(t). In
other words, the control input is the selection of the set-
valued right-hand side which exactly compensates for the
disturbance. With the implicit (discrete-time) controller, we
have u¯sk+1 = −(CB∗)−1Cpk and pk is an integral term
involving ξ, see (19). The connection between the two inputs
is the topic of the next section. The other point is the existence
of an upper bound on the reaching phase, which is denoted by
T ∗, as in continuous-time.
C. Convergence of the control input
Let us now turn our attention to the relationship between
u and u¯. In particular, we study the convergence of u¯ to u
during the discrete-time sliding phase, which is established after
T ∗ < +∞. To the best of our knowledge, the only convergence
study of this type is in [31], with a slightly different approach
but which requires the symmetry of CB. From now on, we
consider that the perturbation ξ is only time-dependent.
Proposition 3. Consider the discrete-time closed-loop system
given by (20) and (9). Let {hn}n∈N be any strictly decreasing
sequence of positive numbers converging to 0 and with h0 < h∗
(see Lemma 6). Suppose that the perturbation ξ : R→ Rp is
uniformly continuous, that CB is positive definite and that
α > 0 is chosen such that the conditions of Proposition 2 are
satisfied for each sampling period hn. Then for any interval
S ⊆ [T ∗,∞), limhn→0‖u¯s − us‖∞,S = 0.
The proof is in Appendix A. It is also interesting to study
the convergence of the variation of the control variable, which
may be thought of as a measure of the control input chattering.
Let us first define the variation of a function in some special
cases. The material in Definition 4 is adapted from [32].
Definition 4. Let f : R → Rm be a right-continuous step
function, discontinuous at finitely many time instants tk and
t0, T ∈ R with t0 < T . The variation of f on [t0, T ] is defined
as:
VarTt0(f) :=
∑
k
‖f(tk)− f(tk−1)‖,
with k ∈ N∗ such that tk ∈ (t0, T ]. If f is continuously
differentiable with bounded derivatives then the variation of f
on [t0, T ] is defined as:
VarTt0(f) :=
∫ T
t0
‖f˙(τ)‖dτ.
Proposition 4. Suppose that CB is positive definite, and ξ is a
real-valued continuously differentiable with bounded derivative
function. Let {hn}n∈N be any strictly decreasing sequence of
positive numbers converging to 0 with h0 < h∗. Let α be
chosen such that the conditions of Proposition 2 are satisfied
for each hn. Let T > T ∗ with T ∗ defined in Proposition 2.
Then lim
hn→0
VarTT∗(u¯
s) = VarTT∗(u
s).
The proof is in Appendix B. In order to compare with the
control input given by the explicit discretization as in (23a)
below, let us recall the conclusion from [10] and [33], valid
for a 2-D linear system with an explicit discretization of the
sgn function: if the sampling period is small enough, once the
closed-loop system is close to the sliding manifold, it spends
at most two consecutive sampling periods on each side of the
sliding surface. The control input variation is easy to compute
as the sgn function is equal to +1 or −1: each time the sliding
manifold is crossed, the variation increases by 2. It is then easy
to see that for a small enough sampling period, the variation
of the explicitly discretized control grows linearly with the
inverse of the sampling period, hence it explodes as h→ 0.
In Sections VI and VII, we illustrate some results presented
in this section: Proposition 2 is verified in the next section and
in Section VII alongside Proposition 3.
7VI. EXPERIMENTAL RESULTS
Let us present some experimental results obtained with
the implicit controller (15) of Section IV-C, with a focus
on the sliding variable and the control input. They illustrate
the stability and robustness results of the previous section.
To put those results into perspective, we also provide data
captured when the signum function is explicitly discretized.
The main point is that the implicitly discretized controller
yields much better performances in the sense that the mean of
the absolute value of the sliding variable is much smaller than
with the explicitly discretized one. The chattering on both the
control input and the sliding variable is also drastically reduced.
The explicit discrete-time controller has the following control
input value: u(t) = −(CB)−1CAx(tk) − α sgn(Cx(tk)) for
t ∈ [tk, tk+1), arising from the explicit discretization of the
continuous-time one in (3) and (4). Further investigations on
various discrete-time controllers, including this one, can be
found in the next section. The system, on which the experiments
were conducted, is an inverted pendulum on a cart, located
in the CRIStAL laboratory, École Centrale de Lille, France.
The actuator is a linear motor to which the pendulum is
fixed. The mechanism is sketched on Fig. 1. We use the
following linearized model around the unstable equilibrium
xeq =
(
0 0 0 0
)T
:{
x˙ = Ax+Bu
y = Hx
with x =
( x
x˙
θ
θ˙
)
,
A =
( 0 1 0 0
0 0 −maM g 0
0 0 0 1
0 0
(M+ma)
Ml g 0
)
, B =
(
0
a
M
0− aMl
)
, HT =
(
1
0
1
0
)
.
with M = 3.9249kg and ma = 0.2047kg the mass of the cart
and the pendulum, l = 0.2302m is the length of the pendulum,
g = 9.81m/s2 is the gravitational constant and a = 25.3N/V
is the motor gain. The control input u is proportional to the
input voltage of the linear motor. The position x and the angle
θ are available but both the speed v and angular velocities
vθ are computed using a filtered differentiator with z-transfer
functions D(z) = z−1τ(z−exp(−h/τ)) . The use of the linearized
model contributes to the uncertainties, which can be considered
as matched. A complete model can be found in [34], which
details also the two frictional torques on the cart and the
pendulum. The first one is matched, but not the other one.
However, the given numerical values are such that the first one
is much larger than the second one, whose effect is considered
negligible. This is validated by the small magnitude of the
sliding variable during the experiments.
The control objective is to maintain the pendulum at the
unstable equilibrium xeq. The sliding surface was designed
using an LMI procedure presented in [35], and such that
on the sliding manifold the non-zero eigenvalues of the
closed-loop system are in a cone in the left-hand complex
plane. This criteria is expected to reduce the oscillations on
the sliding surface. The resulting sliding surface is C =
(1.38050 1.35471 4.13410 0.62497). The experiments were
done with an initial position close to the unstable equilibrium
in order to avoid the additional complexity of a switching logic
between a local sliding mode controller and global controller.
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Fig. 2: Experiments: implicit controller with h = 20ms, α = 1.
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Fig. 3: Experiments: explicit controller with h = 20ms, α = 1.
Therefore the reaching phase is short or nonexistent and the
closed-loop system is mostly in the discrete-time sliding phase
with the controller (15).
M
θ
ma, l
x
Fig. 1: Inverted pendulum
on a cart.
Let us start with a comparison
between two controllers which
differ in the way their signum
function was discretized: one was
implicitly discretized (Fig. 2) and
the other one explicitly (Fig. 3).
In each case, the sliding variable
and the discontinuous control in-
put us are depicted. With the
sampling period set to 20ms, the
scalar CB∗ is equal to 0.1978,
meaning that all the results from the previous section hold.
Looking at the amplitudes of the sliding variable σ in Fig. 2
and Fig. 3, it is clear that the implicitly discretized controller
is able to maintain the value of the sliding variable an order of
magnitude smaller than the explicitly discretized one. Looking
at the control input, the difference is even more striking: on
Fig. 2, the control input takes values that are proportional to
the sliding variable and the control bounds are never reached,
whereas in the explicit case Fig. 3, it is a high-frequency
bang-bang input.
Let us now illustrate the meaning of the variation of a
function introduced in Definition 4, by computing this quantity
for both the control input and the sliding variable in Fig. 2 and
Fig. 3. The figures are displayed in Table I: for the implicit
controller in Fig 2, the variation is equal to 96.24 whereas in
the explicit case (Fig 3) it is 1332.89. For the sliding variable,
that is computing the output chattering, we get 3.10 in the
implicit case and 44.74 in the explicit case. Hence in both cases
the implicit discretization reduces the variation (or chattering)
by one order of magnitude. The main cause of chattering in
the explicit case is the bad discretization of the control input.
In the implicit case, the numerical noise introduced by the
8filtered differentiators is the main source.
Table I: Control input and sliding variable variations with both
the implicit and explicit controller.
Controller Var100 (u¯) Var
10
0 (σ¯)
Implicit 96.24 3.10
Explicit 1332.89 44.74
Corollary 1 states that the implicit controller, in the discrete-
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Fig. 4: Experiments: control input values with 2 different gains:
α = 1 on the left and α = 3 on the right; h = 7ms.
time sliding phase, does not change if the gain is increased. On
Fig. 4, this property is verified: the gain is increased threefold,
but the bounds and shape of the control input are the same.
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Fig. 5: Experiments: evolution of the precision with respect to
the sampling period
To end this section, we quickly present another property
of the closed-loop system with an implicit controller. Fig. 5
illustrates the good behavior of the controller when the sampling
period is increased. We choose to define the precision of the
controller as the mean of the absolute value of the measured
values of σ. The linear regression, with slope 1.27 and y-
intercept 2.77 · 10−4 (close to h2 = 4 · 10−4), indicates an
evolution of the precision that is linear with respect to h.
Given the value of the y-intercept, it looks like the precision is
O(h). We investigate this property further in Section VIII-B2,
where it is shown that this chattering is solely due to the
perturbation.
The experimental data show that the implicitly discretized
controller supersedes the explicitly discretized one. Both the
input and output chattering are greatly reduced. This is further
investigated with the numerical simulations in the next section.
VII. NUMERICAL ANALYSIS OF THE CONTROL INPUTS
DISCRETIZATION
In this section we present a numerical analysis of the
influence on the closed-loop behavior with different types
of discretization of both ueq and us and we also illustrate
some results from the previous section. In Section VIII some
observations we make in this section are formalized, by
providing theoretical results on the order of convergence for
the different discretization methods. We consider a 2D system,
in order to plot the state evolution, and which enables us to
show a variety of behaviors. The next system is chosen for the
simulations:
x˙(t) = Ax(t) +Bu¯(t)
σ = Cx
u¯(t) = u¯eq(t) + u¯s(t)
A =
(
0 1
19 −2
)
,
B = ( 01 ), C
T = ( 11 ).
(21)
The matrix A has the eigenvalues λ1 = 3.47 and λ2 = −5.47.
The dynamics on the sliding surface is given by ΠA =
(
0 1
0 −1
)
(see Section III), which has eigenvalues 0 and −1. Throughout
this section, we chose α = 1. The initial state is (−15, 20)T .
The first set of simulations uses a sampling period 0.3s for
the control and the second one a sampling period 0.03s. The
simulations run for 150s and were carried out with the open
source SICONOS software package [36]1. Figures were created
using Matplotlib [37].
Let us present simulation results not only for the controller
studied in Section IV but also for some other inputs. The
objective in this section is to provide an overview of the
different behaviors of the closed-loop system when various
discretization methods are used. A more formal study of their
properties and performances is done in Section VIII. From all
the possible time-discretization schemes, we focus on the one-
step explicit, implicit, and midpoint ones. With the expressions
for ueq and us in (3) and (4), the proposed discretized values
for the equivalent control u¯eqk are:
u¯eqk,e = −(CB)−1CAx¯k explicit input, (22a)
u¯eqk,i = −(CB)−1CAx¯k+1 implicit input, (22b)
u¯eqk,m = 1/2(u¯
eq
k,e + u¯
eq
k,i) midpoint input, (22c)
and the two possibilities for the discontinuous control u¯sk are:
u¯sk = −α sgn(σ¯k) explicit input, (23a)
u¯sk ∈ −α Sgn(σ¯k+1) implicit input. (23b)
We use the single-valued signum function in (23a) since the
case σ¯k = 0 is not worth considering for explicit inputs.
Moreover with the set-valued Sgn function, if σ¯k = 0, then
we would have Sgn(σ¯k) ∈ [−α, α]p and there is no proper
selection procedure to get a value for u¯sk, whereas the selection
procedure in the implicit case is presented in Section IV,
with the resolution of generalized equations. A closed-loop
formula for (22b) is given in (26). The most commonly used
control law is the combination of (22a) and (23a). This kind
of discretization has been studied in [9], [10], [38], with
a focus on the sequence formed by σ¯k once the system
state approaches the sliding manifold. The value of (22b) is
detailed in Section VIII-A. The ZOH sampled-data version
of the system (21) is used for the discrete-time dynamics.
In Section VII-A, the nominal system (21) is simulated and
a matching perturbation is added in Section VII-B. More
simulation results are available, with a systematic comparison
between the implicit and explicit discretization of us, in [39].
1http://siconos.gforge.inria.fr
9A. Nominal case
The trajectories for the different closed-loop systems are plotted
−15 −10 −5 0 5
x1
0
5
10
15
20
25
30
x
2
Explicit (expl)
Implicit (impl)
Midpoint (mid)
Exact (ex)
Positions at tk
Fig. 6: Simulations of system (21) using different discretization
methods for ueq and an implicit discretization of us, with
h = 0.3 s and α = 1. Label (expl) is for pair (22a)–(23b);
(impl) for (22b)–(23b); (mid) for (22c)–(23b); (ex) for (15).
in Fig. 6. The motion in the reaching phase depends only on
the discretization method used for the equivalent control ueq . It
is only near the sliding manifold that the discretization method
of the discontinuous control us plays a role. Hence we only
display the curves with an implicit discretization of us. If the
explicit scheme in (22a) is used for the discretization of ueq,
the system diverges (curve (expl)): this discretization method
can destabilize a system which is stable in continuous time.
If the implicit scheme in (22b) is used for the discretization
of ueq, then the discretization error may not affect stability
but it can induce some unexpected behavior. As we can see in
Fig. 6, curve (impl), the trajectories are crossing the sliding
manifold. This phenomenon can be explained by the following
fact: let ∆k be the discretization error on ueq at time tk. We
have the relation σ¯k+1 = σ¯k + ∆k + CB∗u¯sk. Let us consider
the implicit discretization of us. If 0 < σ¯k < CB∗, then the
system should enter the discrete-time sliding phase. However if
∆k + σ¯k < −2CB∗, then for any value of u¯sk, σ¯k+1 < −CB∗.
Hence, due to the discretization error, u¯s fails to bring σ¯k+1 to
0 and the trajectory of the system crosses the sliding manifold.
The same happens with the explicit discretization of us. With
the midpoint method in (22c), curve (mid), and with the new
control scheme (15), curve (ex), the system state reaches the
sliding manifold directly.
Near the sliding manifold (Fig. 7a and 7b), the behavior of
the system is more sensitive to the discretization of us. In the
implicit case (method (23b), Fig. 7a) and in the discrete-time
sliding phase, σ¯k is very close to 0 (σ¯k = 0 with the exact
method). In each case, the state converges to the origin (at the
machine precision). This is visible on the zoom box in Fig. 7a,
where markers indicate the state of the system at each time
instant tk, during the last second of each simulation. When
the explicit method (23a) is used, the system chatters around
the sliding manifold, within a neighborhood of order h (0.3 s
here), see Fig. 7b.
In Fig. 8b, the explicitly discretized discontinuous control
u¯s takes its values in {−1, 1} and starts at some point a limit
cycle, as studied in [10]. This cycle is also visible on the zoom
box in Fig. 7b with the help of the markers. In Fig. 8a, for each
discretization of ueq, u¯s converges to 0, which is the value
that us takes in the sliding phase. In the implicit and midpoint
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Fig. 7: Detail of Fig. 6, with two discretizations of us.
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Fig. 8: Evolution of u¯s for different discretization methods,
with h = 0.3 s and α = 1.
cases, at the beginning of the discrete-time sliding phase, u¯s
takes non zero values since there are discretization errors on
ueq. That is, if σ¯k = 0, σ¯k+1 6= 0. The discontinuous control
tries to bring σ¯k+1 to 0 and counteracts the effects of the error.
As the state goes to the origin, the error converges to 0. The
simulation results seem to indicate that the discretization error
is smaller in the midpoint case than in the implicit case. This
observation is formally stated in Lemma 9 in the next section.
With the exact method of Section IV-C, u¯s goes to 0 after one
sampling period in the discrete-time sliding phase. In Fig. 8a
and 8b, with the explicit discretization of ueq , u¯s takes always
the same value, since the closed-loop system moves away from
the sliding manifold. In terms of convergence to the sliding
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manifold, the first closed-loop system to enter the discrete-time
sliding phase is the exact method (Fig. 8a), then the midpoint,
finally the implicit method. With the explicit method on ueq,
the system moves away from the sliding manifold and thus
cannot enter the discrete-time sliding phase.
The results presented here bring into view the numerical
chattering caused by an explicit discretization of us, while
the implicit method is free of it. The importance of the
discretization of ueq is also illustrated, with the explicit method
leading to a diverging system and the counterintuitive behavior
yielded by the implicit method. An analysis of the different
phenomena is provided in the next section. The exact method
from Section IV-C produces good results and in agreement
with the theoretical results.
B. Perturbed case
We now add a perturbation in the system (21), which takes
the form ξ(t) = 0.6exp(min(6 − t, 0)) sin(2pit) in the next
set of simulations. Note that for all t, |ξ(t)| ≤ 0.6. This
particular ξ has been chosen to highlight that if the perturbation
vanishes, with the implicit discretization in (23b), u¯s goes
also to 0, whereas in the explicit case (23a), u¯s continues
to switch between −1 and 1. Recall that if the assumptions
in Proposition 2 are satisfied, then u¯sk = −(CB∗)−1Cpk−1.
It takes this value in order to counteract the effect of the
perturbation during the elapsed time interval, hence imitating
the solutions defined using Filippov’s framework. However
the trajectories are now clearly only in a neighborhood of the
sliding manifold. Finally in each case in Fig. 9, u¯sk settles to 0,
as in continuous time. Indeed, the perturbation ξ used in this
simulation goes to 0 exponentially fast at some point. On the
other hand, with an explicit discretization of us, the results are
alike those displayed on Fig. 8b. It is much harder to see the
influence of the perturbation on u¯s since filtering would be
necessary to see the effect. In Fig. 10 we further illustrate the
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Fig. 9: Evolution of u¯s for different discretization methods for
ueq and an implicit discretization of us, h = 0.03 s. (perturbed
case)
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Fig. 10: Evolution of u¯s and the perturbation using the new
control scheme for two different sampling periods.
phenomenon in the implicit case: u¯s approximates −ξ with a
delay proportional to h. This illustrates the convergence of u¯s
to us, as stated in Proposition 3.
VIII. DISCRETIZATION PERFORMANCE
The aim of this section is to analyse the performances of the
controllers presented in Section VII in (22a)–(22c) and (23a)–
(23b). The simulation results of the previous section indicate
that the discretization method used to discretize the continuous-
time controller has a clear incidence on the closed-loop behavior.
We shall here provide results on the asymptotic behavior (as
h→ 0) for both the equivalent and the discontinuous part of
the control. In the last part, we discuss the case when there is
a matched perturbation.
A. Discretization of the state-continuous control
Let us begin with the discretization error on ueq and more
specifically on its effect on the sliding variable. In other words
we analyze how the invariance property in (3) is preserved
after discretization. In the following, u¯s is set to 0. Let ∆σ¯k :=
σ¯k+1 − σ¯k be the local variation of the sliding variable due to
the discretization error on ueq .
Using an explicit discretization of ueq as in (22a), and
using (7) the closed-loop discrete-time system dynamics is
x¯k+1 = Φ
e
kx¯k, (24)
with Φek := e
Ah − ΨΠBA, Ψ :=
∫ tk+1
tk
eA(tk+1−τ)dτ =∑∞
l=0
Alhl+1
(l+1)! and ΠB := B(CB)
−1C = I − Π, where Π
is the projection operator from Section III. In the implicit case,
the recurrence equation (7) combined with (22b) yields
x¯k+1 = e
Ahx¯k−ΨΠBAx¯k+1 or x¯k+1 = W−1eAhx¯k, (25)
with W = I + ΨΠBA. Starting from (22b), the control input
value is
u¯eqk,i = −(CB)−1CAW−1eAhx¯k, (26)
which is non-anticipative.
Lemma 9. Let u¯s ≡ 0. With either an explicit or an implicit
discretization of ueq , the discretization error ∆σ¯k is O(h2). If
the midpoint method (22c) is used, then the error is O(h3).
Proof. Let us start with the implicit case. There exists a Taylor
expansion for W−1 if ΨΠBA has all its eigenvalues in the
unit disk. Since Ψ→ 0 as h→ 0, it is always possible to find
an h0 such that this condition holds for all h0 > h > 0. Since
we are interested in an asymptotic property, such restriction on
h does not play any role. The finite expansion of W−1eAh is:
I−(ΠBA−A)h+
(
ΠBAΠBA
2
−ΠBA2 + A
2
2
)
h2+O(h3).
The variation of the sliding variable is
∆σ¯k = σ¯k+1 − σ¯k = C(W−1eAh − I)x¯k
= h(−A+A)x¯k + h2
(
CAΠBA
2
− CA
2
2
)
x¯k +O(h3)
=
h2
2
CA(I −ΠB)Ax¯k +O(h3) = −h
2
2
CAΠAx¯k +O(h3).
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For the explicit case, expanding the exponential and Ψ terms
yields
∆σ¯k =
h2
2
CAΠAx¯k +O(h3).
With the midpoint method (22c), the recurrence equation is
x¯k+1 = 0.5(e
Ah−ΨΠBA)x¯k+0.5(eAhx¯k−ΨΠBAx¯k+1).
The two terms are the right-hand side in (24) and (25). The
term in h2 is canceled and the error is of order O(h3).
B. Discretization of both control inputs
In the following, we consider the sliding variable dynamics
with the state-continuous and discontinuous set-valued con-
trollers. It is expected that σ¯ goes to 0 and once it reaches
zero, stays at this value. The proposed metric to measure the
performance of the discrete-time controller is the Euclidean
norm of the sliding variable when the system state is close to the
sliding manifold. Let εk := ‖σ¯k+1‖ be the discretization error
when ‖σ¯k‖ is small enough. We consider also the case with a
matching perturbation (which is O(h)), leading to dynamics
as in (20).
1) Explicit discretization: In the sliding mode literature,
several proposals (seven of them are listed in [40]) have been
made to analyze the behavior of the closed-loop system near
the sliding manifold and to propose new variable structure
control strategies. Despite this, it is still difficult to analyze
the behavior near the sliding manifold, besides stability. Thus
we only study the invariance of a close neighborhood of the
sliding manifold, also to provide an estimate of the chattering
due to the discrete discontinuous control.
Lemma 10. Let the closed-loop system’s state in (7) be in
an O(h2)-neighborhood of the sliding manifold at t = tk, i.e.
σ¯k = O(h2), but with σ¯k 6= 0. If the discontinuous part us of
the control is discretized using the explicit scheme (23a), then
the discretization error εk is O(h) and the system exits the
O(h2)-neighborhood.
Proof. Starting from equation (7) and using the control in-
puts u¯eqk = −(CB∗)−1CAx¯k and u¯sk = −α sgn(Cx¯k), the
following holds:
σ¯k+1 = C(e
Ah −ΨΠBA)x¯k − CB∗ sgn(Cx¯k)
that is σ¯k+1 = σ¯k + ∆k−CB∗ sgn(σ¯k) with ∆k := C(eAh−
I −ΨΠBA)x¯k. Let us compute the square of the norm of the
sliding variable, which is given by:
σ¯Tk+1σ¯k+1 = ‖σ¯k‖2 + ‖∆k‖2 + ‖CB∗ sgn(σ¯k)‖2
+ σ¯Tk ∆k − σ¯Tk CB∗ sgn(σ¯k)−∆TkCB∗ sgn(σ¯k).
(27)
From Lemma 9, we have ‖∆k‖2 = O(h4). We can compute
the order of the other terms with respect to h:
‖CB∗α sgn(σ¯k)‖2 =
∥∥∥∥∥
∞∑
k=0
hl+1
CAlB
(l + 1)!
α sgn(σ¯k)
∥∥∥∥∥
2
≤ ‖hCBα sgn(σ¯k)‖2 +O(h3)
∆TkCB
∗α sgn(σ¯k) = O(h3).
Using the Cauchy-Schwarz inequality on the remaining terms
yields
|σ¯Tk ∆k| ≤ ‖σ¯k‖‖∆k‖
|σ¯Tk CB∗ sgn(σ¯k)| ≤ ‖σ¯k‖‖CB∗ sgn(σ¯k)‖.
If ‖σ¯k‖ = O(h2), then the above terms are O(h4) and O(h3).
Hence, the dominant term in (27) is ‖hCBα sgn(σ¯k)‖2. Let
{λi} be the spectrum of hCB, with λm = mini |λi| and
λM = maxi |λi|. We have the following:
λmhα
√
p ≤ ‖hCB sgn(σ¯k)‖ ≤ λMhα√p.
Inserting this in (27) yields that ‖σ¯k+1‖ is O(h).
With a matched perturbation, the discrete-time dynamics
of σ¯ are given by (20). Then ‖σ¯k+1‖2 involves all the terms
in (27), plus the following ones:
|σ¯Tk Cpk| ≤ ‖σ¯k‖‖Cpk‖ = O(h3) by Cauchy-Schwarz
|∆TkCpk| ≤ ‖∆k‖‖Cpk‖ = O(h3) by Cauchy-Schwarz
(CB∗α sgn(σ¯k))TCpk = O(h2)
‖Cpk‖2 = O(h2).
Thus the dominant terms are ‖Cpk‖, ‖CB∗α sgn(σ¯k)‖ and
(CB∗α sgn(σ¯k))TCpk, all of them O(h). Those terms induce
chattering and they all have the same order with respect to the
sampling period h.
Therefore in the nominal case, with an explicit discretization
of us, the main error comes from the discretization of the
discontinuous control us, since it increases the error by an order
h. When there is a matched perturbation, it also introduce terms
in O(h). The dominant contribution is difficult to determine,
a priori, but what remains is the (known) fact that the gain
of the controller plays a role in the magnitude of the sliding
variable.
2) Implicit discretization: In the following, we are interested
in studying the discretization error in the same context as for
the previous lemma.
Lemma 11. Let the closed-loop system be in the discrete-time
sliding phase. In the nominal case, if the discontinuous part
us of the control is discretized using an implicit scheme, then
the total discretization error εk has the same order as the dis-
cretization error ∆σ¯k on ueq (that is h2 for the methods (22a)
and (22b), and h3 for the midpoint method (22c)). If there is
a matched perturbation, then the order is 1 and this increase
of the order is due to the perturbation.
Proof. Let ∆k = C(eAh − I)xk + CΨBu¯eqk , with u¯eqk given
by any method in (22a)-(22c). The system is supposed to be
in the discrete-time sliding phase, that is usk ∈ (−α, α)p. Then
σ˜k+1 = σ¯k + CB
∗u¯sk = 0. From (7) one has:
σ¯k+1 = σ¯k + ∆k + CB
∗u¯sk = ∆k. (28)
Let us go through all the possible discretizations of ueq: from
Lemma 9, we know that in both the implicit and explicit cases,
∆k is O(h2) and with the midpoint method (22c) it is O(h3).
When there is a perturbation, we add Cpk to (28):
σ¯k+1 = σ¯k + ∆k − CB∗ sgn(σ¯k+1) + Cpk = ∆k + Cpk.
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The chattering due to the perturbation is predominant and the
sliding variable is O(h).
In Section V, conditions are derived to ensure that the system
stays in the discrete-time sliding phase once it reaches it, with
or without perturbation. With the controller from Section IV-C
the discretization error ∆k = 0: in this case the chattering
is solely due to the perturbation. This is what we observe
on Fig. 5 from experimental results: the order 1 implies an
asymptotic linear relation between σ¯ and h, which is verified
in the figure, even when the sampling is not too small.
IX. CONCLUSION
In this article several properties of the implicitly discretized
sliding mode controller are provided: Lyapunov stability of
the discrete-time sliding variable, finite-time reachability of
the sliding surface, convergence of the discrete-time control
input to the continuous-time one and perturbation attenuation.
Those results, mainly for the sliding variable, are valid for
the closed-loop system thanks to a new discrete-time sliding
mode control scheme. Both experimental results and numerical
simulations (obtained with the open source INRIA software
package SICONOS) illustrate those results and indicate that the
use of an explicit discretization for the discontinuous part of
the control yields numerical chattering. This is not the case
when using an implicit discretization. We also consider several
time discretizations of the classical ECB-SMC controller and
underline the influence of the discretization method for the
state-continuous part of the input: the use of an explicit method
can make the closed-loop system diverge, whereas with the
other methods it attains the sliding surface. Finally we provide
a performance analysis of the different discretization methods,
which highlights the ability of the implicit one to alleviate
or suppress the numerical chattering. Note that the controller
analyzed here has been implemented on a nonlinear setup. Two
strategies have been used to get a linear relation as found in (9):
feedback linearization [41], [42] and linearization around the
current state [43]. Finally the relaxation of the knowledege of
system parameters will be the object of future analysis.
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APPENDIX A
PROOF OF PROPOSITION 3
Proof. Let {tk} be a sequence such that for all k ∈ N,
tk+1−tk = hn with t0 = inf S. For the sake of clarity, we omit
to write explicitly the dependence on n. From Proposition 2
and Lemma 6, we know that for all k such that tk ≥ T ∗, u¯sk =
−(CB∗)−1Cpk−1 = −(CB∗)−1C
∫ tk
tk−1
eA(tk−τ)Bξ(τ)dτ .
During the sliding phase, the continuous-time controller sat-
isfies us(t) = −ξ(t). Let S be any time interval contained in
[T ∗,+∞). Let t ∈ S and k ∈ N is such that t ∈ [tk, tk+1).
Hence u¯s(t) = u¯sk. Let us study u¯
s
k − us(t):
u¯sk − us(t) = −(CB∗)−1C
∫ tk
tk−1
eA(tk−τ)Bξ(τ)dτ + ξ(t)
= −(CB∗)−1
(∫ tk
tk−1
CeA(tk−τ)Bξ(τ)dτ − CB∗ξ(t)
)
.
Using (8), we obtain:
u¯sk − us(t) = −(CB∗)−1
(∫ tk
tk−1
CeA(tk−τ)Bξ(τ)dτ
−
∫ tk+1
tk
CeA(tk+1−τ)Bξ(t)dτ
)
.
(29)
With the change of variable τ ′ = τ + hn in the first integral,
we can group the two integrals in (29) as follows:
= −(CB∗)−1
(∫ tk+1
tk
CeA(tk+1−τ)B(ξ(τ − hn)− ξ(t)dτ
)
= −(CB∗)−1
(∫ tk+1
tk
CB(ξ(τ − hn)− ξ(t))
+
∞∑
l=1
CAlB
l!
(
(tk+1 − τ)l(ξ(τ − hn)− ξ(t))
)
dτ
)
.
(30)
Using again (8), the first factor can be approximated by:
(CB∗)−1 =
(
hnCB +
∞∑
l=1
CAlB
(l + 1)!
hl+1n
)−1
=
(
I +
∞∑
l=1
(CB)−1CAlB
(l + 1)!
hln
)−1
(hnCB)
−1
=
(
I − 12 (CB)−1CABhn +O(h2n)
)
(hnCB)
−1. (31)
The Taylor expansion holds if
∑∞
l=1
(CB)−1CAlB
(l+1)! h
l
n has all
its eigenvalues in the unit disk. This is a mere technical
restriction, since it is always possible to find a small enough
positive number hn0 such this condition is satisfied. Since
we are interested in the case where {hn} converges to 0,
this requirement is supposed to hold. For the first term in
the integrand in (30), we apply the mean value theorem
for integration. If ξ is a vector-valued function (this is the
case when the sliding variable has dimension greater than
1), we apply the theorem for each component separately.
This yields for i = 1, . . . , n (
∫ tk+1
tk
ξ(τ − hn)− ξ(t)dτ)i =
hn(ξi(t
′
i−hn)−ξi(t)) for some t′i ∈ [tk, tk+1]. For the second
part of the integrand in (30), we exchange the summation and
integral signs. This is possible since the matrix exponential
is normally convergent and ξ is bounded on any interval
[tk, tk+1] (ξ is continuous). Moreover for all l ≥ 1, with
τ ∈ [tk, tk+1], (tk+1 − τ)l(ξ(τ − hn)− ξ(t)) = O(hn). Thus∫ tk+1
tk
(tk+1 − τ)l(ξ(τ − hn) − ξ(t))dτ = O(h2n). Then the
difference u¯sk − us(t) in (30) can be rewritten as:
−(I +O(hn))
(∫ tk+1
tk
h−1n (ξ(τ − hn)− ξ(t))dτ +O(hn)
)
.
Taking the supremum norm and using standard estimation
yields:
‖u¯sk − us(t)‖∞ ≤ ‖I +O(hn))‖∞ ·(
max
i
sup
t′∈[tk,tk+1]
|ξi(t′ − h)− ξi(t)|+ ‖O(hn)‖∞
)
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≤ max
i
sup
t′∈[tk,tk+1]
|ξi(t′ − hn)− ξi(t)|+O(hn). (32)
Since ξ is uniformly continuous, for every ε > 0, there exists
δ > 0 such that for all t1, t2 ∈ R, |t1 − t2| ≤ δ implies
‖ξ(t1)−ξ(t2)‖ ≤ ε. Then the right-hand side of (32) converges
to 0 as hn → 0. Since this is true for all t ∈ S, the proof is
complete.
APPENDIX B
PROOF OF PROPOSITION 4
Proof. Let {tk} be a sequence such that for all k ∈ N, tk+1−
tk = hn with T ∗ + hn > t0 ≥ T ∗ and N the largest integer
such that tN ≤ T . Let us recall that, with the implicit controller
defined by (20) and (9), the reaching phase duration is bounded
and that the sliding phase is established at t = T ∗ if hn is small
enough. Recall that in continuous time, us ≡ −ξ in the sliding
phase. Let us study the difference between the variations of
u¯s and us, with ∆T := T − T ∗:
|VarTT∗(u¯s)−VarTT∗(us)| = |
∑
k
‖u¯sk+1 − u¯sk‖ −
∫ T
T∗
‖ξ˙(τ)‖dτ |.
With w the modulus of continuity of ‖ξ˙‖, we get the estima-
tion [44, p .52]
≤
∑
k
|‖u¯sk+1 − u¯sk‖ − hn‖ξ˙(tk)‖|+ ∆Tw(hn).
Using the reverse triangle inequality yields
≤
∑
k
‖u¯sk+1 − u¯sk − hnξ˙(tk)‖+ ∆Tw(hn).
Expanding the difference u¯sk+1 − u¯sk, we get
u¯sk+1 − u¯sk = (CB∗)−1
(∫ tk+1
tk
CB(ξ(τ)− ξ(τ − hn))dτ
+
∫ tk+1
tk
C(eA(tk+1−τ) − I)B(ξ(τ)− ξ(τ − hn))dτ
)
.
Using the approximation for (CB∗)−1 in (31) yields
u¯sk+1 − u¯sk − hnξ˙(tk) = (I +O(hn)) ·(∫ tk+1
tk
h−1n (ξ(τ)− ξ(τ − hn))− ξ˙(tk)dτ +∫ tk+1
tk
(hnCB)
−1C(eA(tk+1−τ) − I)Bξ(τ)− ξ(τ − hn)dτ
)
.
(33)
The first integral can be transformed into∫ tk+1
tk
h−1n (ξ(τ)− ξ(τ − hn))− ξ˙(τ)dτ +
∫ tk+1
tk
ξ˙(τ)− ξ˙(tk)dτ.
With w′ the modulus of continuity of ξ˙, the second integral
can be bounded by hnw(hn). Using standard estimation
inequalities, we obtain the following estimate for the second
integral in (33):∥∥∥∥∫ tk+1
tk
C(eA(tk+1−τ) − I)Bh−1n (ξ(τ)− ξ(τ − hn))dτ
∥∥∥∥
≤
∫ tk+1
tk
‖C‖‖B‖(e‖A‖hn − 1)h−1n ‖ξ(τ)− ξ(τ − hn)‖ dτ.
Let us now come back to our main computation∣∣VarTT∗(u¯s)−VarTT∗(us)∣∣ ≤ ∆Tw(hn)
+ (1 +O(hn))
(∫ tN
t0
h−1n ‖ξ(τ)− ξ(τ − hn)− hnξ˙(τ)‖dτ
+ (tN − t0)w′(hn) + ‖(CB)−1‖‖C‖‖B‖(e‖A‖hn − 1) ·∫ tN
t0
h−1n ‖ξ(τ)− ξ(τ − hn)‖dτ
)
(34)
The continuity of ξ, ξ˙ and ‖ · ‖ allows us to use the mean value
theorem for integration on both integrals:∫ tN
t0
h−1n ‖ξ(τ)− ξ(τ − hn)− hnξ˙(τ)‖dτ =
h−1n (tN − t0)‖ξ(τ ′)− ξ(τ ′ − hn)− hnξ˙(τ ′)‖.
Using Taylor’s theorem with the remainder in its Lagrange form
on ξ, we can write ξ(τ ′ − hn) = ξ(τ ′)− hnξ˙(τ ′) + h2nξ˙(τt),
with τt ∈ [τ ′−hn, τ ′]. Hence, this integral is O(hn). Switching
to the second one, we have∫ tN
t0
h−1n ‖ξ(τ)− ξ(τ − hn)‖dτ =
(tN − t0)h−1n ‖ξ(τ ′′)− ξ(τ ′′ − hn)‖ −−−−→
hn→0
‖ξ˙(τ ′′′)‖ ≤M
for some τ ′, τ ′′, τ ′′′ ∈ [t0, tN ]. Since e‖A‖hn − 1 = O(hn),
this part of (34) is O(hn). Hence, we can rewrite (34) as∣∣VarTT∗(u¯s)−VarTT∗(us)∣∣ ≤ ∆Tw(hn) + ∆Tw′(hn) +O(hn),
since tN − t0 ≤ ∆T . This completes the proof since w and
w′ vanish as their argument tends to 0.
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