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Abstract
This thesis explores the use of phylogenetics and functional data analysis for
the analysis of continuous ancestral data such as continuous curves. Gaussian
processes (GPs) are placed on phylogenies in order to perform evolutionary
inferences on the functional data objects. The mean and covariance functions
of the GP model the relationships between different states on the phylogeny.
The functional data objects are completely described by the spatial and tem-
poral parameters within the covariance functions, allowing inferences to be
made, for example, by the method of maximum likelihood estimation. In-
ferences are successfully made on known phylogenies, phylogenies with miss-
ing ancestral data and on phylogenies of unknown topology. This work is
potentially useful for those wanting to compute evolutionary inferences on
continuous ancestral data, for which phylogenetic GPs are shown to be an
efficient and promising tool.
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Chapter 1
Background
1.1 Background
Functional data analysis (FDA) and phylogenetics will be used in the analysis
of continuous ancestral data. The ancestral data to be analysed will take the
form of the ‘simplest’ continuous shape that can be easily created: contin-
uous curves, i.e., functional data. Phylogenetics involves the reconstruction
of the evolutionary past in the form of a tree structure (phylogeny), while
FDA involves the analysis of information on curves and contours. The aim
of this thesis is to explore the effect of placing Gaussian processes (GPs) on
phylogenies of functional data (Figure 1.1), in order to perform evolutionary
inference on the functional data curves. We wish to learn about the spa-
tial and temporal aspects of these curves, in particular about the covariance
function for time-space GPs.
Currently most phylogenetic inference is from discrete data (‘characters’)
[1], [21], [25], [42], as opposed to continuous data, where only a small num-
ber of investigations have been carried out [9], [10], [29]. There are many
discussions as to whether continuous characters are the most suitable way
of making inferences about unobserved shapes [18], [24]. The motivation for
this thesis originates from a paper by Felsenstein [9], that presents a method
for comparative studies of continuous real-valued phenotypes. Felsenstein
1
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tackles a common mistake that is regularly made in comparative studies of
phenotypes, namely to assume that species which are part of a hierarchically
structured phylogeny can be regarded as being drawn independently from the
same distribution. This faulty assumption of independence results, for exam-
ple, in the overstatement of the significance of hypothesis tests. Felsenstein’s
method to overcome this problem is to correct for branching phylogenies.
His method requires that the phylogeny is known, and the phenotypes are
modelled by Brownian motion. The method Felsenstein proposes is possibly
the simplest GP model, which allows the random continuous evolution of
the continuous phenotypes to be modelled. This paper provides an excellent
starting point for the discussion of key issues for inference on phylogenetic
GPs. Martins and Hansen [26] built on Felsenstein’s GP model by introduc-
ing generalised least squares (GLS), which are special cases of GPs. Their
paper demonstrates a general approach for the analysis of comparative evolu-
tionary data by the use of GLS. The authors demonstrate how this approach
can be used to deal with many single-character evolution questions, e.g.,
the rate of phenotypic evolution or the ancestral state of a character. They
also show how GLS can be designed to include different covariance functions
depending on the evolutionary assumptions made, and how parameter esti-
mates can be easily made by GLS estimates. Most importantly, the authors
demonstrate that for each situation a new phylogenetic comparative method
can be created by the use of a different covariance matrix.
The use of phylogenetics and GPs for evolutionary inference has very re-
cently been explored by Jones and Moriarty [20]. Their work is also related
and built on that of Felsenstein [9], which gives a method for comparative
studies of real-valued traits corrected for a phylogeny. In their paper Jones
and Moriarty look at combining concepts from phylogenetics with GPs, in
order to allow evolutionary inference for function-valued traits that are corre-
lated through a phylogeny. By using GPs a non-parametric Bayesian model
for such data is created. From this model ancestral function-valued traits
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can be inferred, rates of evolution across a phylogeny can be compared, or
the most likely phylogenies consistent with observed data can be identified.
The ideas and concepts raised in this paper are very similar to those that
will be seen throughout this thesis.
1.2 Statistical Methods
Functional Data Analysis and Gaussian Processes : Curves are examples of
functions. For this reason data on curves are commonly referred to as ‘func-
tional data’ and the analysis of such data is referred to as ‘functional data
analysis’ (FDA). FDA is a relatively new field, where data from the contin-
uous curves are not considered as single discrete or continuous points in a
finite or Euclidean space, but rather each datum is treated as a complete
continuous function embedded in a function space. In the words of Ramsay
and Silverman [45], “Though the individual methods and techniques are im-
portant, functional data analysis is also a general way of thinking, where the
basic unit of information is the entire observed function rather than a string of
numbers”. Although FDA is used in many fields, from growth curve estima-
tion to weather analysis, methods to treat functional data as a realisation of
a process defined simultaneously over a function space and a phylogeny have
only begun to be explored. Papers recently published by The Functional
Phylogenies Group [14], and Jones and Moriarty [20] describe methods in
which functional data can be defined simultaneously over a function space
and a phylogeny. Also discussed in these papers is how evolutionary infer-
ence can be computed on function-valued data that are correlated through a
phylogeny.
Currently, most phylogenetic inference for shape data are via morphology
[25], [37]. Morphology involves a small number of discrete or continuous vari-
ables being used to summarise the shape of interest. However this method
reduces the dimension of the data and hence loses information, while FDA
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allows one to make inferences directly on the curves themselves. Methods
for the analysis of functional data can bear a strong resemblance to those
for conventional multivariate data [30], including non-linear and linear re-
gression, principal components analysis and many other techniques. In this
thesis, a non-parametric approach to FDA will be adopted [12]. It will be as-
sumed that the functional data points are a sample from a GP. One property
of these processes is that they are completely specified by their mean and co-
variance functions; it therefore follows that the functional data curves will be
uniquely specified by these functions also. By assuming the functional data
to be Gaussian, the time evolution of any function on the spatial domain
can, by the specification of the mean and covariance functions of the GP, be
represented as a function on the space-time domain. This assumption of the
data being Gaussian allows the FDA to become more tractable [12], [30]. The
FDA will involve the estimation of the mean and covariance functions that
encode the curves. As these functions contain space and time parameters,
that define characteristics of a curve in space and time, then the functions
themselves can be learned about by the estimation of these parameters, and
this can be carried out using the inference method of maximum likelihood or
by a corresponding Bayesian approach. To make inferences on phylogenies
on which GPs have been placed, the existing literature on machine learning
for inference with GPs [32] will be exploited. This method of using GPs to
compute inferences on phylogenies of functional data is extremely similar to
the methods used by Jones and Moriarty [20], where the authors also used
the covariance function of the GP to encode the structure of the functional
data.
Gaussian Processes (GPs): A GP model is a stochastic process (or random
process) whose output consists of random values associated with every point
x in a range of time and/or space, such that each random variable f(x) has
a normal distribution, and any finite number of values of the output for dif-
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ferent xs has a multivariate normal distribution.
The study of GPs is a building block in the theory of stochastic processes
and they have recently began to appear in statistical machine learning [32].
Prior to this, GPs under the guise of ‘kriging’ have also been applied exten-
sively in geostatistics [4].
As already stated, one property of GPs is that they are completely spec-
ified by their mean and covariance functions. The mean function m(x) and
the covariance function k(x,x′) are defined by
m(x) = E
[
f(x)
]
, (1.1)
k(x,x′) = E
[(
f(x)−m(x))(f(x′)−m(x′))] (1.2)
and the GP is written as:
f(x) ∼ GP(m(x), k(x,x′)). (1.3)
As a GP is defined as a collection of normal random variables, this implies
that GPs possess the marginalisation property. This property means, e.g.,
that if a GP specifies (y1, y2) ∼ N(µ, σ), where µ is the 2-component mean
vector and σ is the 2 × 2 covariance matrix, then y1 ∼ N(µ1, σ11), i.e., all
marginal distributions of a GP are normally distributed.
GPs also have many features which make them relatively convenient to
anaylse by Bayesian methods [15], [32], although in this thesis, a likelihood
approach will be taken.
1.3 Understanding Phylogenies
Phylogenetics involves the reconstruction of the evolutionary past in the form
of tree structures, where these structures are commonly known as phylogenies
[11]. Phylogenies are similar to family trees, but unlike these trees, the branch
lengths on the phylogenies are proportional to the predicted evolutionary
time between organisms (extant or extinct in the original biological context),
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or more abstractly, between functional data objects, in the application here.
As the time to evolve from one curve to another increases, the branch length
between these curves in the phylogeny also increases.
Phylogenies are either rooted or unrooted. Rooted trees have a specified
common ancestor, whilst an unrooted tree does not. In the rooted tree, the
curve at the top of the tree is the common ancestor (ancestral node) of all
descendants and the curves at the tips (leaves or terminal nodes) of the tree
are therefore the descendants of that common ancestor. Note that time is
moving forward as you move from the root of the tree to the tips.
   past                                               
                    ancestral node 
 
 
 
                                                                                             internal nodes 
                                                                                             (‘speciation’ events) 
 
 
 
 
 
 
 
 present                                                                                                terminal nodes 
  
Figure 1.1: Example of a Phylogeny of Functional Data Curves
A curve which is evolving over time can split to create two closely related
curves which is represented on the phylogeny by the branch splitting (inter-
nal nodes). Such an event is known as speciation after the most common
application of phylogenies to the speciation of organisms, generating the tree
of life. Importantly when a curve splits like this, the two derived curves
continue to evolve over time, but independently of each other.
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1.4 Literature Review
Phylogenetic Inference: The maximum likelihood approach to the estima-
tion of evolutionary trees is well established in the phylogenetic field and the
literature is extensive in this area. One of the best known papers on the
maximum likelihood approach is that by Felsenstein [8] which details the ap-
plication of maximum likelihood techniques to the estimation of evolutionary
trees. The likelihood approach has several advantages over the traditional
parsimony methods [3], [5], which aims to find the shortest tree consistent
with the observed data at its tips. As Felsenstein explains the parsimony
method is a valid statistical method if the amount of change in a specific
evolutionary timeframe is small. However most data involves moderate to
large amounts of change, and in these cases the parsimony method runs into
problems since parallel evolution in nearby branches of the tree will not be
allowed for. In a previous paper by Felsenstein [7], he showed that when
the amount of “evolutionary change in different lineages are sufficiently un-
equal”, then the parsimony method makes estimates on evolutionary trees
that are inconsistent.
To estimate evolutionary trees by maximum likelihood estimation, Felsen-
stein first constructs an algorithm for computing the likelihood of a given
tree, based on a previous algorithm constructed by Felsenstein [6]. Once the
likelihood can be computed for a given evolutionary tree, Felsenstein is then
left with the exercise of finding the maximum likelihood tree. As Felsen-
stein explains, one problem is finding values of the lengths of the branches
between nodes which maximises the likelihood of the tree given a particular
topology. Potentially this could be done by direct search but this would re-
quire the likelihood being calculated for each set of branch lengths, which is
not feasible due to the possible number of computations. Instead Felsenstein
constructs an algorithm which changes one branch length at a time, which is
altered to that value which produces the largest likelihood. A further search
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over different tree topologies is also performed. Overall this paper provides
excellent groundwork for using the method of maximum likelihood estima-
tion to estimate an evolutionary tree.
More recently the Bayesian inference method has become popular in phy-
logenetics [23], [27], [31]. As described by Hulsenbeck and Ronquist [19],
“Bayesian inference has several advantages over other methods of phyloge-
netic inference, including easy interpretation of results, the ability to incor-
porate prior information (if such information is available), and some compu-
tational advantages” [22]. Bayesian inferences of phylogenies should be based
on the posterior probabilities of phylogenetic trees. The method Hulsenbeck
and Ronquist suggest to be used to approximate these posterior probabilities
is Markov-Chain Monte Carlo (MCMC) [16], [17], [28]. The MCMC method
is explained in some detail in their paper.
Yang and Rannala [43] present an improved Bayesian method for esti-
mating phylogenetic trees specifically from DNA sequence data. The method
used in their paper is an improvement on a method the authors themselves
previously devised [31]. There, Rannala and Yang used a birth-death process
to “specify the prior distribution of phylogenetic trees and ancestral specia-
tion times, and a Markov process was used to model nucleotide substitution”.
Using maximum likelihood, the parameters of the birth-death process and
the substitution model were estimated. The posterior probabilities of trees
were then evaluated by replacing the true parameters with the estimated pa-
rameters, a so-called empirical Bayes approach. Two sets of DNA sequences
were analysed in this paper where the Bayesian method generated the same
best tree as the already established maximum likelihood method. However
the authors found that their method is adequate for analysing data sets which
include a small number of species only, as the calculations involve a sum over
all tree topologies, and, as the number of species increases, the number of
topologies increase rapidly.
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In the paper of Yang and Rannala [43], the authors describe a method
practical for analysing a larger number of species. They begin by using
Monte Carlo integration “to evaluate more efficiently the integral over the
ancestral speciation times for a given tree”, and, to avoid having to sum over
all possible topologies, the posterior probabilities of the trees are evaluated
using the MCMC method. Yang and Rannala also make two improvements
to the model for the prior distribution of trees and speciation times. The
first is to consider species sampling by biologists. This is done as the orig-
inal birth-death process tends to create trees with longer internal branches
than external branches, and so by taking species sampling into account the
internal branch lengths can be reduced which results in a more realistic prior
distribution of trees. The second change made is that the “birth and death
rates of the prior distribution are treated as random variables and elimi-
nated by integration”. The authors state that this is “expected to make the
posterior probabilities more robust to violations of assumptions about the
birth-death prior”.
The authors trial this new method on the phylogeny of primates, where
the topology that is considered correct is found with relative ease, despite
the increase in the number of species. For many data sets, most trees are
unlikely and therefore have very small posterior probabilities. The efficiency
of this method could therefore be improved by preferentially electing trees
with larger posterior probabilities rather than each tree being given an equal
probability.
These papers touch on the three well-established methods for estimat-
ing phylogenies: parsimony, maximum likelihood and Bayesian inference.
The methods that will be applied in this thesis are maximum likelihood and
Bayesian inference.
Gaussian Processes: GPs have been extensively applied in many fields to
model spatial and temporal data which can be illustrated with a couple of
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examples. Ferris, Ha¨hnel and Fox [13] implemented GPs in their research
exactly for this purpose. This paper is concerned with using wireless signal-
strength information to estimate the location of mobile devices or robots.
As well as their ability to model spatial data, GPs are being applied to this
problem due to their ability to produce prediction models for locations at
which no data are available. Schwaighofer, Grigoras, Tresp and Hoffmann
[35] have tackled the use of GPs for signal-strength-based location estimation
previously.
The authors detail how GPs can be used to model signal-strength mea-
surements. The mean of the GP model is set to zero and so it is the covariance
function only that models the signal-strength data. The covariance function
used is the squared exponential, which contains two parameters, one is the
signal variance and the other is the spatial correlation between measure-
ments. This GP model is taken to be the prior, and from that the authors
show how easily the GP posterior predictive distribution can be obtained
for locations at which no data are available. The authors are also interested
in obtaining estimates for the parameters within the model. By computing
these predictions and parameter estimates, the authors can begin to identify
the location of the mobile device or robot. The authors propose that spatial
GP models can be successfully applied to various robotic problems and minor
sensor network problems.
GPs also have the ability to model spatial and temporal information to-
gether. Zhao, Fu and Liu [44] present a problem which incorporates both
spatial and temporal data, where the objective is the estimation of human
pose via motion tracking. The paper begins by explaining some of the pre-
vious approaches used to tackle this problem, such as the discriminative
approach [36] and nearest neighbour approach [38]. GPs within the discrim-
inative [39] and generative [40] frameworks have also been applied to human
pose/motion estimation in the past.
Regardless of the approach used, the objective is to model the direct map-
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ping from visual observations to well-defined human pose configurations. It
is explained by the authors that in order to “build the mapping, existing
techniques usually involve a large set of training samples in the learning pro-
cess”, but these techniques are known to be limited in their ability to model
this data which follows a multimodal distribution (a continuous probability
distribution with two or more modes). This is why the authors introduced
GPs to this problem; rather than modelling the data with a full GP they
instead choose a mixture of local GP experts, which incorporate spatial and
temporal information, to model different local neighbourhoods as this helps
to handle the multimodality. To obtain these local GP experts, the input
space has to be “divided into different regions by a gating network, each of
which is dominated by a specific GP expert”. It is the covariance function
within the GPs that are localised to adapt to the different regions.
To make human pose estimations, the authors first build the temporal GP
experts on the input space, and then the temporal and spatial experts are in-
tegrated into a hybrid system to make predictions about human pose (details
are reported within the paper). Zhao, Fu and Liu tested this method on two
databases, where the results have “validated the efficiency of the proposed
model by achieving accurate human motion-tracking results”. The authors
also claim that the model’s adaption to other scenarios is straightforward.
These papers illustrate how GPs can be easily adapted, by a change in
the covariance function, to model spatial and/or temporal data. It is this
property that has led to GPs becoming increasing popular, and why they are
appearing in many new research fields.
1.5 Data Collection
To establish the feasibility of using phylogenetic inference on functional data,
two types of data will be used, namely, simulated and controlled experimen-
tal.
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• Simulated data. For each covariance function considered, samples will
be simulated from corresponding phylogenetic GPs and the regression,
ancestor and phylogeny problems will be attempted.
• Controlled experimental data. A spatial Chinese whispers method will
be used to create curves with the aim being to produce the simplest
experimental evolutionary system for continuous data. The creation of
these curves begins with a single-valued ancestral curve being drawn
and removed from sight, and then either one or two copies of that curve
are then made from memory. The evolutionary system is created by
regarding these copied curves to have evolved from the ancestral curve.
These copies can then themselves be removed from sight and redrawn,
and this process can be repeated as many times as required. In this
way, a phylogeny of evolving single-valued curves is generated, where
a branch splitting (speciation event) in the phylogeny is created by
making two copies of the splitting curve. The data was generated on
an iPad by Dr Nick Jones (U. Oxford, pers.comm:) and the curves
extracted as a discrete set of points, using a script written in Matlab
by Dr Jones. Note that we are only interested in modelling curves that
can be written as (x, f(x)) in this thesis, and so Dr Jones was instructed
to create curves of this kind only, i.e., curves void of loops and curves
that cannot come back to the same “x” position.
Five single lineages were created using this method with each lineage
containing six curves in total (Appendix A). These curves are for the
regression problem in Chapter 2. Simulated data were used to validate
the ancestor and phylogeny problems of Chapters 3, 4 and 5.
1.6 Overview of Thesis
The remainder of this thesis will be laid out as follows; Chapters 2 and 3
present the regression problem. Chapter 2 details the simulation of evolv-
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ing curves along a single lineage and how inferences can be made on such
curves. Also included in this chapter are the inferences computed on the
Chinese whispers experimental curves. Chapter 3 is an extension of the work
in Chapter 2 and involves the simulation of a GP phylogeny on which in-
ferences will be computed. Chapter 4 presents the ancestor problem which
is to obtain posterior probability distributions for one or more unobserved
ancestral states, when other data for the GP phylogeny is available. Chapter
5 details the phylogeny problem, namely to infer the tree topology, when
only the descendant curves at the tips of the tree are known. Lastly Chapter
6 contains a discussion and the conclusions.
Chapter 2
Inference on Functional Data
from a Single Lineage
The regression problem will be attempted in this chapter with the main ob-
jective being to fit a GP model to evolving Chinese whispers curves on a
single lineage. Inferences will be computed over the single lineages to learn
about the curves in space and time, i.e., the evolution of the curves. In order
to do this an assumption will be made that the discrete-time evolution of a
d-dimensional GP spatial function can be viewed as a sample from a d + 1-
dimensional GP in space and time. In our example, d = 1.
Each set of curves in Appendix A can be thought as representing a differ-
ent single lineage (i.e., path through a phylogeny) of curves that have been
extracted from some phylogeny. Figure 2.1 illustrates an example of a single
lineage that has been extracted, where the lineage chosen is the right-hand
branch; the curve at the top of the lineage is the ancestral curve of the phy-
logeny and the curve at the bottom is the descendant curve in the present
time from this right-hand branch. In between the ancestor and descendant
are the intermediate curves produced as the ancestral curve evolves into the
descendant curve.
14
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Figure 2.1: Example of a Single Lineage Taken From a Phylogeny
In order to compute evolutionary inferences over these lineages, GPs can
be placed on them; of course, it is possible that the Chinese whispers curves
are not well described by a GP. So it is natural first to explore what happens
with data that have been simulated from a GP.
This chapter will be split into three sections; the first section will involve
the simulation and inference of curves in space only, i.e., curves that have
not evolved and so have no time factor. The second section will focus on the
simulation and inference of evolving curves, in space and time, along a single
lineage, and lastly the third section will involve the computing of inferences
on the experimental Chinese whispers curves.
2.1 Simulation and Inference of Curves in Space
This section details how curves can be simulated in space from a GP model,
and how inferences can then be computed from such curves. In order to
do this the mean and covariance functions for the GP first have to be as-
signed. Once curves are simulated, inferences can be computed from them
with the hope being to learn about the spatial structure of the curves (i.e.,
the parameters in the GP).
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2.1.1 Spatial Covariance Matrix
As stated in section 1.2, GPs are completely specified by their mean and
covariance functions (1.1) and (1.2). The curves created by the Chinese
whispers method are smooth, and so it is important that the GP model
to which they are fitted favours smooth functions. Therefore the mean and
covariance functions must be chosen with care. It will be assumed throughout
that the mean of the GP model is zero (i.e., there is no trend in the curves)
and so the problem is somewhat simplified as it is then the covariance function
only that encodes the structure of the curves. The spatial covariance function
that will be used throughout is the squared exponential (SE):
Kx = cov
[
f(x1), f(x2)
]
= k(x1, x2) = σ
2 exp
[
− 1
2λ2
(x1 − x2)2
]
(2.1)
Thus f(x1) and f(x2) are jointly Gaussian and the covariance between the
outputs is written as a function of the inputs, x1 and x2.
If the GP is to be evaluated on a grid of x values, collected in the vector
x, then the covariance matrix Kx contains k(xi, xj) in its (i, j)th position.
The SE covariance matrix has σ2 on the diagonal and is both symmetric
and positive-definite, which are required properties for a covariance function.
The GP model that the Chinese whispers curves will be fitted with in space
therefore has the form
y = f(x) ∼ GP (0, Kx). (2.2)
It is the parameters σ and λ in the SE covariance function (2.1) that control
how a function will appear spatially. The standard deviation σ can be de-
scribed as the variability parameter (controlling the variability on the y-axis)
and λ is the spatial smoothing parameter or length-scale parameter (control-
ling the smoothness on the x-axis). To explore how these parameters control
the curve spatially, we first set the spatial smoothing parameter λ = 0.3 and
the variability parameter σ = 2. A function on a fine grid of x values from a
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GP model with these parameters is shown in Figure 2.2(a): the function pro-
duced can be described as being wiggly due to the length-scale being short.
In contrast, if we set the spatial smoothing parameter λ = 2 with σ being
kept the same, we expect to see functions like that in Figure 2.2(b), where
the sample function is one that can be described as being very smooth due
to the length-scale being considerably lengthened. In general, the smoother
the curve, the larger λ.
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Figure 2.2: The Effect of Varying λ and σ
σ, on the other hand, has a relatively straightforward effect on the sample
functions; an increase in σ results in an increase in the variability of the
output and similarly a decrease in σ results in a decrease in the variability
of the output. Those functions observed in Figure 2.2 were produced with
σ = 2: the curves lie within 2σ of the mean zero, i.e., within (−4, 4).
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2.1.2 Simulation of Curves in Space
Having identified the GP model that will be fitted to the experimental Chi-
nese curves in space as
f(x) ∼ GP (0, Kx), (2.3)
then we have the prior Gaussian distribution from which curves will be sim-
ulated from in space. The distribution over all curves (in space) is the joint
multivariate normal distribution (as GPs follow the normal distribution as
described in section 1.2) with mean µ and covariance matrix Kx, denoted
by Nn(µ, Kx). It then follows that in order to simulate a curve in space, the
multivariate normal distribution has to be simulated from.
The multivariate normal probability density function is
fx(x) =
1
(2pi)
n
2 (detKx)
1
2
exp
[
−1
2
(x− µ)TK−1x (x− µ)
]
, (2.4)
where µ is the mean vector (of length n) and Kx is the (symmetric, positive-
definite) SE spatial covariance matrix (of size n × n). Draws from this dis-
tribution can be made with the R [33] function mvrnorm within the MASS
package [41].
Before the simulating from this distribution, values for the parameters σ
and λ first have to be specified in the SE covariance function (2.1), and also
a systematic grid of values over the x-axis must be chosen, x (input). Us-
ing these inputs, x, the corresponding covariance matrix can be written out
using (2.1). One can then simulate random Gaussian vectors f(x) with this
covariance function and plot the generated values as a function of the inputs.
Figure 2.3 displays some examples of these simulated sample functions.
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Figure 2.3: Spatial Functions Drawn at Random from a GP
Figure 2.3(a) illustrates three sample spatial functions drawn at random from
a GP with σ = λ = 1.5, while Figure 2.3(b) similarly shows three sample
spatial functions drawn at random from a GP with σ = 2 and λ = 0.8. For
all functions the input vector, x, consisted of 51 points ranging from −5 to 5
with an interval of 0.2. As expected of functions simulated from GP models
with a SE covariance function, the outputs are randomly fluctuating, and,
as required, the generated functions are relatively smooth.
2.1.3 Inferences on Curves Simulated in Space
To learn about these simulated curves in space then the spatial covariance
function that encodes them has to be learned about. The SE covariance func-
tion contains two parameters, σ and λ, and by using the inference method
of maximum likelihood estimation to provide estimates for these parameters
the spatial structure of the curves can be determined.
The method of maximum likelihood estimation works by selecting val-
ues of the parameters that produce a distribution that gives the observed
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data the greatest likelihood (i.e., the parameters that maximise the likeli-
hood function). To obtain maximum likelihood estimates for σ and λ, the
likelihood function needs to be determined, which is simply the probability
of obtaining the observed data with the parameters set to particular values
of σ and λ. As seen in section 2.1.2 these curves are simulated from a mulit-
variate Gaussian, and so the likelihood function is simply the multivariate
normal probability density function
L(σ, λ;y) =
1
(2pi)
n
2 (detKx)
1
2
exp
[
−1
2
yTK−1x y
]
(2.5)
where n is the number of spatial points and yi is the curve output corre-
sponding to input xi. Note that Kx is implicitly a function of σ and λ. For
simplicity the logarithm of the likelihood function will be taken as it makes
the problem mathematically simpler. The log-likelihood function therefore
has the form:
l(σ, λ, ;y) = −n
2
log(2pi)− 1
2
log(detKx)− 1
2
yTK−1x y (2.6)
The function (2.6) can then be maximised over σ and λ using the optim
command, within the stats package [34] in the statistical program R [33], to
obtain estimates for σ and λ, where these estimates will be denoted by σˆ and
λˆ. Note that the same values of σˆ and λˆ that maximises the log-likelihood
function will also maximise the likelihood function. For each parameter esti-
mate approximate 95% confidence intervals (CIs) will be obtained, where the
CIs provide a range of plausible values for the parameters of interest. These
CIs are calculated by the Wald method from the Hessian matrix, which con-
tains the second derivatives of the log-likelihood function with respect to the
parameters evaluated at σˆ and λˆ:
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H =
 ∂2l∂σ2 ∂2l∂σ∂λ
∂2l
∂σ∂λ
∂2l
∂λ2
 .
To calculate the standard errors for the parameters the inverse of the negative
Hessian matrix has to be obtained and the diagonal elements taken, and so
the 95% CIs are calculated from
σˆ ± 1.96
√
−H−1[1, 1], (2.7)
λˆ± 1.96
√
−H−1[2, 2]. (2.8)
In general, once the maximum likelihood estimates and CI’s have been ob-
tained, it needs to be checked that these estimated maxima are feasible by
ensuring that the parameter estimates do produce a distribution that gives
the observed data the greatest probability. These estimated maxima can be
checked by producing profile plots for the log-likelihood function and/or the
likelihood function. To produce such plots a sequence of values for the es-
timated parameters to take has to be chosen. For each of these parameter
values in the sequence, the log-likelihood function (2.6) and the exponential
of the log-likelihood function will be calculated and plotted against the cor-
responding parameter values. Note that only one parameter can be varied
in this way at the one time, and so all other parameters in the log-likelihood
function (2.6) are set to their estimated value. If the maximum likelihood es-
timates are feasible then the log-likelihood and likelihood curves should peak
at σˆ and λˆ. Note however that it is not hard to show analytically that the
profile likelihood is unimodal in sigma and hence so long as the optimisation
has found a turning point, it will be the global maximum.
Putting this into practice, the curve in Figure 2.4(a) was created with
σ = λ = 1 where the input consisted of 51 spatial points ranging from −25
to 25 with an interval of 1, and the curve in Figure 2.4(b) was created with
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σ = 2 and λ = 0.6 where the input consisted of 101 spatial points ranging
from −50 to 50 with the same interval.
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Figure 2.4: Functions Drawn at Random from a GP for Inferences to be Com-
puted From
Note that these curves in Figure 2.4 don’t appear to be very smooth despite
the use of a smoothing covariance function. This is due to the chosen inter-
val between the input values. If this interval were smaller, e.g., 0.2, then the
simulated curves would be smoother. For the function in Figure 2.4(a), the
following parameter estimates and CIs were obtained:
σˆ = 1.115 (0.823, 1.407)
λˆ = 1.004 (0.824, 1.184)
with the corresponding profile plots in Figure 2.5. The plots on the left-hand
side are the calculated log-likelihood functions plotted against the corre-
sponding sequence of parameter values and those on the right hand side are
the calculated likelihood functions.
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Figure 2.5: Profile Plots for the Function in Figure 2.4(a)
Similarly for the function in Figure 2.4(b),
σˆ = 1.982 (1.897, 2.067)
λˆ = 0.618 (0.542, 0.694)
with the corresponding profile plots in Figure 2.6.
Here we have the advantage of knowing the real parameter values and so can
easily see that the estimates of σˆ and λˆ are very good. All CIs contain the
real parameter values indicating that it is plausible that these functions were
produced with these chosen parameter values. The profile plots also help to
confirm that all estimates of σˆ and λˆ are feasible as they do indeed peak at
the estimated maxima. The CIs for the function in Figure 2.4(b) are slightly
narrower than those for the function in Figure 2.4(a). This is because there
are more spatial points for the function in Figure 2.4(b) so there is more
information about the curve available, and therefore the standard errors for
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the estimates of σˆ and λˆ are smaller.
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Figure 2.6: Profile Plots for the Function in Figure 2.4(b)
2.2 Simulation and Inference of Curves in Space
and Time
Having established how to simulate curves in space from a GP model and
identified how to compute inferences on such curves, then now this problem
is to be extended to the simulation and inference of evolving curves similar
to those in Appendix A and those in Figure 2.7.
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Figure 2.7: Curves Evolving over a Known Single Lineage
The simulation of these curves must be completed in such a way that en-
sures it is feasible that the curve at time points t = 2, ...,m evolved from
the corresponding previous curve(s). In section 2.1.3 it has been shown how
easy it is to learn about the curves spatially by using the inference method
of maximum likelihood to estimate the spatial parameters in the spatial co-
variance functions. The aim of this section is to try and estimate the spatial
and temporal parameters within the space-time covariance functions in or-
der to learn about the evolutionary aspects of the evolving simulated curves.
The inference method of maximum likelihood, similar to that seen in section
2.1.3, will be used in order to attempt to estimate these parameters.
2.2.1 Space-Time Covariance Matrix
So far we have a GP model for the curve f(x) sampled at the spatial points
x = {x1, . . . , xn} with zero mean and a SE spatial covariance function (2.1).
Now suppose that this curve changes in time, i.e., evolves, so instead of f(x)
we have f(x, t), where t = {t1, . . . , tm} is a vector containing m-time points:
at each of these time points is an evolved curve. All that has now changed
is that f is defined on a 2-dimensional space (of x and t) rather than just
a 1-dimensional space (of x). In order to model curves that are evolving
by a GP, a temporal covariance function is required as well as the spatial
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covariance function (2.1). The new covariance function of the GP model will
have the form
cov
(
f(x1, t1), f(x2, t2)
)
= kxt(x1, x2, t1, t2), (2.9)
where the subscript xt denotes that this is a space-time covariance function.
It will be assumed that these functions are separable, i.e., a product of two
functions kx and kt, one in space and one in time:
cov
(
f(x1, t1), f(x2, t2)
)
= kxt(x1, x2, t1, t2) = kx(x1, x2)× kt(t1, t2) (2.10)
The temporal covariance function could also have the form of the SE covari-
ance function:
kx(x1, x2) = σ
2 exp
[
− 1
2λ2
(x1 − x2)2
]
, (2.11)
kt(t1, t2) = exp
[
− 1
2µ2
(t1 − t2)2
]
. (2.12)
kt is a SE covariance function. It could have a separate σ
2
t but as σ
2
xσ
2
t would
multiply given (2.10) to give some constant, there is no point in including it
here. From (2.12), µ is a correlation-in-time parameter, where the correlation
between curves will decay with an increasing time difference between the
curves. Kt is the matrix that contains all the pairwise covariances between
all time points of the curves.
To simulate curves at n-spatial points and m-time points a covariance
matrix of size nm×nm with the following block structure has to be created:
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t1 t2 tm
x1 . . . xn x1 . . . xn . . . . . . x1 . . . xn

x1
t1
...
xn
x1
t2
...
Kxt = xn
...
...
x1
tm
...
xn
.
This matrix has the obvious potential to be very large. For example, letting
n = 100 and m = 10 would result in a 1000×1000 matrix having to be stored
which is problematic computationally. This matrix does have a simple block
structure though:
Kxt =

X Xkt(t1, t2) . . . Xkt(t1, tm)
Xkt(t2, t1) X
...
...
. . .
...
Xkt(tm, t1) . . . . . . X
 .
where X is the spatial covariance matrix, and kt(ti, tj) is the correlation
between the curves i and j, and ti and tj are the time points of curves
i and j, respectively, and so kt(ti, tj) is simply a constant. Therefore the
space-time covariance matrix is simply made up of blocks of X multiplied
by a corresponding kt(ti, tj) value. Note that the diagonal blocks are not
multiplied by a kt constant as kt(ti, ti) is the temporal correlation between
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curve i and itself which is obviously one. Kxt is infact a Kronecker product
of the spatial and temporal matrices. This allows for very efficient inference,
as Kxt is never required to be evaluated or stored. There also exists neat
formulae for determinants and inverses of the Kronecker products. Kxt is
also symmetric and positive-definite.
For example, let’s say n = 10 and m = 3, so X is a 10×10 spatial matrix
which is multiplied by appropriate kt(ti, tj) constants. Hence Kxt is a block
matrix of size 30× 30 and has the following structure

10 10 10
10 X Xkt(t1, t2) Xkt(t1, t3)
Kxt = 10 Xkt(t2, t1) X Xkt(t2, t3)
10 Xkt(t3, t1) Xkt(t3, t2) X

This matrix has the form
Kxt =

covariance between covariance between covariance between
curve at t1 & itself curves at t1 & t2 curves at t1 & t3
covariance between covariance between covariance between
curves at t2 & t1 curve at t2 & itself curves at t2 & t3
covariance between covariance between covariance between
curves at t3 & t1 curves at t3 & t2 curve at t3 & itself

.
As stated earlier there is one drawback to this approach and that is the
potential size of Kxt. Obviously the more time points there are then the
larger Kt becomes, and as a result the larger Kxt becomes. Luckily there is a
temporal covariance function that allows us to overcome this problem. This
covariance function is not the SE but the Ornstein-Uhlenbeck (OU) process
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covariance function
kt(ti, tj) = exp
[
− 1
µ
|ti − tj|
]
, (2.13)
where µ is still the correlation-in-time parameter and |ti − tj| is the time
between curve i and j. The advantage of this covariance function over the
SE temporal covariance function (2.12) will be explained further in the next
section.
2.2.2 Simulation of Curves in Space and Time
Using the SE temporal covariance function (2.12) it will be demonstrated
how curves in space and time can be simulated along a single lineage, like
those in Figure 2.7. The first curve to be simulated has to be the ancestral
curve which is simulated in space only (as the curve is yet to evolve and so
has no time factor) from the following GP model:
f(x, t1) ∼ N(0, Kx). (2.14)
From Figure 2.7, this ancestral curve evolves into the curve at t2, and so
f(x, t2) must be conditional on f(x, t1), i.e., f(x, t2)|f(x, t1). All marginals
of the multivariate normal distribution are themselves multivariate normal,
and so the mean and the covariance functions of the GP model from which
f(x, t2)|f(x, t1) will be simulated are easily obtained by using the conditional
multivariate probability formula which has the basic form
f(x, ti)|f(x, tj) ∼ N(µi + ΣijΣ−1jj (yj − µj),Σii − ΣijΣ−1jj ΣTij), (2.15)
where µi and µj denote the mean of the curves f(x, ti) and f(x, tj) respec-
tively, and yj is a vector containing the y-coordinates of the curve f(x, tj),
with the Σ’s being the relevant block matrices from Kxt. From (2.15) it
follows that the conditional distribution of f(x, t2)|f(x, t1) is
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f(x, t2)|f(x, t1) ∼ N(µ2 +K21K−111 (y1 − µ1), K22 −K21K−111 KT21) (2.16)
where µ1 and µ2 denote the mean of the curves f(x, t1) and f(x, t2) respec-
tively and y1 is a vector containing the y-coordinates of the simulated curve
f(x, t1). The space-time covariance matrix has the form
Kxt =
 X Xkt(t1, t2)
Xkt(t2, t1) X
 =
 K11 K12
K21 K22

and by plugging the relevant information into (2.16) the mean and covari-
ance functions can be calculated and f(x, t2) can be simulated from the GP
model.
Suppose that a curve f(x, t3) then evolves from f(x, t2). To simulate
f(x, t3) then f(x, t2) and f(x, t1) have to be conditioned on respectively,
i.e., f(x, t3)|f(x, t2), f(x, t1) determined. The conditional distribution of
f(x, t3)|f(x, t2), f(x, t1) is still multivariate normal but with a complicated
mean and covariance that depends on both time points 1 and 2.
As stated earlier the obvious drawback to having more curves needing to
be simulated down a single lineage is that Kt increases in size, and hence
Kxt also increases in size. This leads not only to computational issues of Kxt
but conditional issues also. The conditional issues become more troublesome
as the number of time points at which curves have to be simulated down a
lineage increases, as then the number of previous curves that have to be con-
ditioned on to simulate a curve at time point m also increases, i.e., we need
to evaluate f(x, tm)|f(x, tm−1), . . . , f(x, t1), and therefore the more messy
the conditional formula becomes. This is where the OU process temporal
covariance function (2.13) comes into its own. The OU process possesses the
Markov property [2]. A Markov process is a stochastic process which has
a common description of being memoryless; this description arises from the
fact that when conditional on the present state of a system its future and
past are independent. This means that a curve simulated at any time point
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except t1 or t2 (which can only be dependent on t1 at all times) is condi-
tional only on the previous curve, i.e., f(x, tm)|f(x, tm−1). The OU process
is the only non-trivial process that is stationary, Gaussian and Markov. The
problem then becomes a lot simpler as all that is required to be simulated is:
first f(x, t1)
then f(x, t2)|f(x, t1)
then f(x, t3)|f(x, t2)
...
then f(x, tm)|f(x, tm−1),
where the simulation of the curves at time points t = 2, . . . ,m only requires
the relevant 2 × 2 block time-space covariance matrix to be constructed.
Hence the larger Kxt matrix is avoided and the conditioning made simpler.
The simulation of these curves is still carried out using the conditional multi-
variate formula (2.15). From this moment onwards the temporal covariance
function that will be used throughout this thesis is the OU process. It’s
important to note that although the Markov property of the OU process is
important it’s role in reducing the workload is made less crucial by the fact
that the covariance matrix is a a Kronecker product of a spatial and temporal
matrix. As explained previously the Kronecker product allows for efficient
inference, as Kxt is never required to be stored or evaluated.
Figure 2.8 is an example of evolving curves simulated along a single lin-
eage from a GP model with the parameters set as follows: σ = 1.5, λ = 1,
µ = 1.
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Figure 2.8: (1) Functions Simulated using the OU Temporal Covariance Function
From the time points of these curves, their positions on a single lineage would
be as shown in Figure 2.9. 
 
                                Curve at t1 = 1 
 
                          Curve at t2 = 3 
                             Curve at t3 = 3.1 
Figure 2.9: Positioning of the Simulated Curves in Figure 2.8
As correlation decreases between curves as the time difference between curves
increases, then from Figure 2.9 one would expect the curves at t2 and t3 to
be highly correlated. In contrast, it would be expected that the curves at
t2 and t3 are not highly correlated with the curve at t1. From Figure 2.8,
it is clear that this is indeed the case, and so this simulation method does
generate feasible evolving curves. Similarly Figure 2.10 shows three sample
curves simulated along a lineage at the same time points as those in Figure
2.8, but with the parameters σ = 1.5, λ = 1, µ = 3, where this increase
in the correlation-in-time parameter does indeed produce functions that are
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more correlated with one another, as expected.
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Figure 2.10: (2) Functions Simulated using the OU Temporal Covariance Func-
tion
2.2.3 Inferences on Curves Simulated in Space and
Time
In order to learn about the spatial and temporal aspect of these curves, the
space-time parameters within the space-time covariance functions have to be
estimated. Again, the inference method of maximum likelihood will be used
to obtain estimates for these parameters. The log-likelihood function (2.6)
seen in section 2.1.3 must be adapted to allow for the fact that the curves
are evolving and so now has the following form:
l(θ) = −1
2
m∑
i=1
m∑
j=1
fTi K
−1
x fjk
−1
t (i, j)−
1
2
log(detKxt)− mn
2
log(2pi), (2.17)
where the covariance matrices are implicitly functions of θ = [σ, λ, µ]T ,
(detKxt) = (detKt)
n × (detKx)m, k−1t (i, j) is the (i, j)th element from the
inverse temporal covariance matrix, and fi and fj are vectors containing the
y-coordinates of the ith and jth curves. This function will also be maximised
using the optim command in order to obtain estimates for σ, λ and µ. For
each estimate of σˆ, λˆ and µˆ, approximate 95% CIs will be calculated in the
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same way as seen previously and the corresponding profile plots will also
be constructed. The parameter estimates and CIs obtained on the evolving
curves in Figure 2.8 are
σˆ = 1.549 (1.293, 1.804),
λˆ = 1.051 (0.978, 1.123),
µˆ = 1.057 (0.587, 1.528).
Again, we have the advantage of knowing the real parameter values and
so can see that the estimates of σˆ, λˆ and µˆ are very good. Also all CIs
contain the real parameter values and all profile plots peak at the estimated
maxima, confirming that these estimates are all feasible. The CI for µ is
considerably wider than the CIs for the two spatial parameters, which is
partly due to the time differences between the curve at t1 and those at t2
and t3; as a direct result of this time difference the curve at t1 is not highly
correlated with the curves at t2 and t3, and so the amount of information
available between the bottom two curves and that at the top is reduced and
therefore the standard error for the temporal parameter increases. Despite
this lack of information though the CI is still relatively narrow which is down
to how highly correlated the curves at t2 and t3 are. Although there is little
information available between the curve at t1 and the curves at t2 and t3
there is however a lot of information available between the curves at t2 and
t3 which helps keep the standard error relatively low. Effectively we have
only two time points to learn about µ from. The profile plots obtained for
these parameter estimates is shown in Figure 2.11.
As well as computing inferences over all curves on a lineage it is also
possible to compute inferences over a subset of curves on a lineage. For
example suppose from Figure 2.8 one wanted to estimate the evolutionary
parameters for the curve at t1 evolving into that at t2 only. In order to do
this the log-likelihood function (2.17) will be calculated over these two curves
only, i.e., the curve at t3 will simply be ignored. The parameter estimates
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and CIs obtained from these two curves are:
σˆ = 1.479 (1.224, 1.733),
λˆ = 1.008 (0.918, 1.099),
µˆ = 1.036 (0.035, 2.036).
Again the spatial and temporal parameter estimates returned are good, and
all are feasible estimates. Not surprisingly the CI for µ is considerably wider
than previously, where without the two highly correlated curves at t2 and
t3 the standard error increases substantially as parameter estimates are be-
ing made on only two curves that are highly uncorrelated with each other.
Despite this lack of information though, the parameter estimates returned
are good which is the main issue here. The profile plots for these parameter
estimates can be found in Figure 2.12, where the likelihood profile plot for
the temporal parameter in Figure 2.12 helps highlight further the issue of
limited information, with its shoulder at µ = 0.
Having established that the inference method of maximum likelihood can
be used to obtain estimates of the spatial and temporal parameters within
the covariance functions that encode the simulated Gaussian curves, then
the next step is to try and compute inferences on the experimental Chinese
curves.
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Figure 2.11: Profile Plots for the Functions in Figure 2.8
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Figure 2.12: Profile Plots for the First Two Functions in Figure 2.8
2.3 Inference on the experimental Chinese whis-
pers Curves
It will be assumed that the curves in Appendix A can be fitted with GP
models that have the same form as the GPs from which the evolving curves
were simulated in section 2.2.2, i.e., the ancestral curves at the top of each
of the lineages will be assumed to be fitted with a model of the form
f(x, t1) ∼ N(0, Kx), (2.18)
and the remaining curves at the discrete time points ti and tj, where i =
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2, ..., 6 and j = i − 1, will be assumed to be fitted with an appropriate
conditional model of the form
f(x, ti)|f(x, tj) ∼ N(µi + ΣijΣ−1jj (yj − µj),Σii − ΣijΣ−1jj ΣTij) (2.19)
Estimates for the parameters will be obtained in the same way as those in
section 2.2.3. Concentrating on the first set of curves only in Appendix A
the following parameter estimates and CIs were obtained by maximising the
log-likelihood function (2.17) over all curves on this lineage:
σˆ = 21.446 (19.235, 23.656),
λˆ = 15.058 (14.633, 15.482),
µˆ = 1.864 (1.312, 2.415).
Profile plots can be found in Figure 2.13.
It is also possible to compute inferences over a subset of these curves. For
example, inferences can be made over the first three curves on this single
lineage where the estimates and CIs obtained are:
σˆ = 20.486 (17.635, 23.336),
λˆ = 15.655 (15.099, 16.212),
µˆ = 1.537 (0.915, 2.159).
The profile plots for these parameter estimates can be found in Figure 2.14.
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Figure 2.13: Profile Plots for the First Lineage in Appendix A
CHAPTER 2. INFERENCE ON FD FROM A SINGLE LINEAGE 40
14 16 18 20 22 24 26 28
−
65
0
−
63
5
−
62
0
Sigma
Lo
g−
lik
e
lih
oo
d 
Fu
nc
tio
n
14 16 18 20 22 24 26 280
.0
e+
00
2.
5e
−2
70
Sigma
Li
ke
lih
oo
d 
Fu
nc
tio
n
13 14 15 16 17 18
−
75
0
−
65
0
Lambda
Lo
g−
lik
e
lih
oo
d 
Fu
nc
tio
n
13 14 15 16 17 180
.0
e+
00
2.
5e
−2
70
Lambda
Li
ke
lih
oo
d 
Fu
nc
tio
n
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
−
64
0
−
63
0
−
62
0
Mu
Lo
g−
lik
e
lih
oo
d 
Fu
nc
tio
n
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.50
.0
e+
00
2.
5e
−2
70
Mu
Li
ke
lih
oo
d 
Fu
nc
tio
n
Figure 2.14: Profile Plots for the First Three Curves on the First Lineage in
Appendix A
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As a check that it is reasonable to fit these curves with the chosen GP model,
the estimated parameters will be used to simulate curves from that GP. If
these simulated curves are similar in space and time to the experimental Chi-
nese whispers curves then the assumption that the Chinese whispers curves
can be fitted with a GP model of the form in section 2.2.2 can be deemed,
informally at least to be correct. The parameter estimates obtained over
the first three curves from the first lineage in Appendix A were σˆ = 20.486,
λˆ = 15.655 and µˆ = 1.537, where these estimates were obtained when the
x-grid of input values consisted of 58 spatial points ranging from 58 to 742
with an interval of 12. The same input grid was used to simulate curves with
the above parameter estimates.
Figure 2.15 displays the first three curves from the first single lineage in
Appendix A.
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Figure 2.15: First Three curves from the First Lineage in Appendix A
Figure 2.16 in contrast displays three evolving curves that were simulated
from a GP using the parameter estimates that were obtained from those
curves in Figure 2.15. Details of simulation can be found in section 2.2.2.
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Figure 2.16: Simulated Evolving Curves using the Parameter Estimates obtained
from the Curves in Figure 2.15
Clearly the curves in Figure 2.16 look different in character to those in Figure
2.15. The problem appears to be with the parameter λ, where the estimates
obtained on the experimental Chinese whispers curves are too small, and
hence the simulated curves are too wiggly. To check for any underlying
problems the covariance functions which encode the curves might be esti-
mated. As this is deemed to be a spatial problem then it is best to exclude
time and concentrate on estimating the spatial covariance matrix only. Fig-
ure 2.17 displays a curve simulated in space from a GP using the parameter
estimates obtained on the ancestral curve of the lineage in Figure 2.15, i.e.,
the curve at t1.
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Figure 2.17: Simulation of the Ancestral Curve in Figure 2.15
To estimate the covariance function of the simulated curve the correlation
between the curve and itself at lag = 1, ..., τ is measured. The correlation
measurements are then plotted against the lags. As this curve is simulated
from the SE GP in space then the estimated covariance plot should be bell-
shaped. The same is also done for the ancestral Chinese whisper curve, and if
it is correct to model this curve with a SE GP the estimated covariance plot
should also be bell-shaped. Figure 2.18(a) is the estimated covariance func-
tion for the simulated curve and Figure 2.18(b) is the estimated covariance
for the ancestral Chinese whisper curve.
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Figure 2.18: Estimated Covariance Functions
Neither estimate of covariance looks particularly like a SE. Figure 2.15 and
2.16 suggest that a much less smooth covaraince function is needed, where
a covariance function is required that will capture the “kinks” in the curves,
e.g., the curves at t1 and t2 in Figure 2.15 around t∼200. As the SE covariance
function does not allow for such “kinks” in the curves this leads to λ being
under-estimated, and hence the wiggly curves in Figure 2.16 are produced.
The same is also true for the four other lineages in Appendix A, where
Appendix B contains the inferences computed on these lineages. Despite
this being a rather unsatisfactory GP model for the experimental Chinese
whispers curves this method is promising. Luckily there are many covariance
functions for GP models so one would hope that there is a form of covariance
that could describe these curves better, e.g., the Mate´rn covariance function,
which may have yielded a larger estimate of λ, and therefore producing less
wiggly simulated curves in Figure 2.16. The SE spatial covariance function
(2.1) will continue to be used in the next three chapters of this thesis as no
experimental Chinese whispers curves will be treated there.
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2.4 Summary
In this chapter it has been shown how the time evolution of a function on
the spatial domain can be easily represented as a function on the space-time
domain by the specification of the mean and space-time covariance func-
tions of a GP model. Also shown is how the inference method of maximum
likelihood can be successfully applied to obtain estimates of the spatial and
temporal parameters, within the space-time covariance functions, that en-
code the structure of the continuous curves evolving along a single lineage.
Unfortunately it was also discovered that a GP model with the SE spa-
tial covariance function (2.1) was not a good fit for the experimental Chinese
whispers curves. As explained earlier these curves require to be fitted with
a GP model which favours smoother curves.
Chapter 3
Inference on GP Phylogenies
Having identified and illustrated how inferences can be computed on curves
simulated down a single lineage, then the next step is to compute inferences
over a simulated GP phylogeny (like that in Figure 3.1). Note that inferences
in this chapter will only be computed on known tree topologies, although
branch lengths will be unknown parameters.
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Figure 3.1: Example of a GP Phylogeny
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The nodes in a phylogeny are numbered 1, ..., i and are labelled in order from
the present to the past. In order to simulate a phylogeny, curves must be
simulated at each of the nodes, i.e., f1, f2, ..., fi. Before curves can be sim-
ulated though, time points must be chosen for each node in the phylogeny.
The nodes, and hence the curves, at the s terminal nodes will be allocated
time 0, since they are assumed to be in the present. The curves at the re-
maining s−1 nodes are allocated times in increasing order (note the reversed
arrow of time) as one moves from the present to the past. For example, if
one wanted to simulate a phylogeny like that in Figure 3.1, all curves at the
terminal nodes will be allocated time 0, leaving 3 times having to be chosen
for the 3 remaining nodes. One possible example for this phylogeny with
s = 4 is: f5 (node s+ 1) has time 1, f6 (node s+ 2) has time 2 and f7 (node
s + 3 = 2s − 1) has time 5. With these choices the branch above node 5
has duration t7 − t5 = 5− 1 = 4, the branch above node 6 duration 3, those
above tips 1 and 2 duration 1 and those above tips 3 and 4 duration 2. The
phylogeny with these time points has a structure like that in Figure 3.1, with
longer branch lengths between f7 and f5, and f6 and f3 or f4.
Once a phylogenetic GP has been simulated by generating curves at all
nodes, then the knowledge of ancestors along any pathway is sufficient to
estimate the covariance functions. As described in the previous chapter to
estimate a covariance function, it is actually the parameters within the func-
tion that have to be estimated. The inference method of maximum likelihood
will again be used to obtain estimates for the spatial and temporal parame-
ters within these covariance functions.
3.1 Inference on a Simulated Simple Phylogeny
The first objective is to simulate a simple phylogenetic GP which has one
ancestral curve and two terminal curves (Figure 3.2).
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Figure 3.2: Simple Phylogeny
Similar to the simulation of lineages in Chapter 2, the first curve to be
generated is at the top of the phylogeny which is simulated in space only (as
this curve is yet to evolve). As in Chapter 2, this is done by simulating from
the multivariate normal distribution with mean zero and covariance matrix
derived from the SE spatial covariance function (2.1). The generation of the
curves at the terminal nodes is facilitated by the fact that when a branch
splits the evolution that occurs down the right-hand branch is independent of
the evolution occurring down the left-hand branch, and so the curves f1 and f2
are completely independent of each other given f3. Due to this independence,
both f1 and f2 are simulated by conditioning on the ancestral curve f3, i.e.,
f1 from f1|f3 and f2 from f2|f3. Focus on the simulation of f1 from f1|f3. First,
the space-time covariance matrix has to be constructed, Kxt = Kx ⊗ Kt,
where Kx is derived from the SE covariance function (2.1) and Kt from the
temporal covariance function which will be that of the OU process (2.13).
The symbol ⊗ indicates the kronecker product. In this case, Kt has the form:
Kt =
 e− |t3−t3|µ e− |t3−t1|µ
e−
|t1−t3|
µ e−
|t1−t1|
µ
 =
 1 e− t3µ
e−
t3
µ 1

and so
Kxt =
 XKt(1, 1) XKt(1, 2)
XKt(2, 1) XKt(2, 2)
 =
 K11 K12
K21 K22
 ,
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where X is the spatial covariance matrix, and K12 and K21 measure the co-
variance between the curves f1 and f3. The relevant terms can then be plugged
into (2.15) to obtain the mean and covariance functions of the multivariate
normal conditional distribution f1|f3 from which f1 will be simulated (full
details of the simulation can be found in section 2.2.2). The branch length
between f2 and f3 is the same as that between f1 and f3, and so Kt and hence
Kxt keep the same form for the simulation of f2 from f2|f3 (again plugging
the relevant information into (2.15)).
Once curves at the nodes of a phylogeny have been simulated, the co-
variance functions that encode the curves can be estimated in order to learn
about the phylogenetic GP. As described previously it is the parameters
within the covariance functions that have to be estimated. The parameters
σ and λ determine how a curve appears in space and the parameter µ controls
the temporal aspects of the curves. In order to compute inferences to obtain
parameter estimates, the likelihood function first has to be determined. Be-
cause of the independence of different branches, the likelihood is a product
of the distribution at the root and a set of conditional probabilities for each
branch:
L(θ) = P (curve at node 2s− 1)×
2s−2∏
i=1
P (curve at node i |curve at ancestor of node i), (3.1)
where θ = [σ, λ, µ]T . From (3.1) the likelihood function for the simple phy-
logeny in Figure 3.2 is
L(θ) = P (f1|f3)× P (f2|f3)× P (f3). (3.2)
This likelihood function can be split into two parts. The first part will
concern the probability of the curve at the ancestral node and the second
part will concern the conditional probabilities. The likelihood function for
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the first part is
L1(θ) =
1
(2pi)
n
2 (detKx)
1
2
exp
[
−1
2
fT3K
−1
x f3
]
. (3.3)
As described earlier it is easier to work with the logarithm of the likelihood
function
l1(θ) = −n
2
log(2pi)− 1
2
log(detKx)− 1
2
fT3K
−1
x f3. (3.4)
The conditional multivariate distribution for P (fi|fa(i)) has to be determined
from part 2 of the likelihood function, where i = 1, . . . , 2s − 2 and a(i) =
ancestor of node i. The conditional distribution has the form
P (fi|fa(i)) ∼ N(µ′i,Σ′i), (3.5)
where the mean and covariance matrix are, respectively,
µ′i = 0 +Kxkt(ti, ta(i))K
−1
x (fa(i) − 0)
= kt(ti, ta(i))fa(i) (3.6)
and
Σ′i = Kx −Kxk2t (ti, ta(i))K−1x Kx
= Kx(1− k2t (ti, ta(i))), (3.7)
from the general expression for the conditional distribution of a multivariate
normal. Inserting µ′i and Σ
′
i into the density of the standard multivariate
normal distribution (2.4) provides the following likelihood function
L2(θ) =
2s−2∏
i=1
1
(2pi)
n
2
[
detKx
(
1− k2t (ti, ta(i))
)] 12
× exp
[
− 1
2
(
fi − kt(ti, ta(i))fa(i)
)T
×K−1x
(
1− k2t (ti, ta(i))
)−1
× (fi − kt(ti, ta(i))fa(i))] (3.8)
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and the logarithm of this function is
l2(θ) =
2s−2∑
i=1
[
− n
2
log(2pi)− 1
2
log
[
detKx
(
1− k2t (ti, ta(i))
)]
− 1
2
(
fi − kt(ti, ta(i))fa(i)
)T
×K−1x
(
1− k2t (ti, ta(i))
)−1
× (fi − kt(ti, t(a(i))fa(i))] (3.9)
Bringing together l1(θ) and l2(θ), the complete log-likelihood function to be
maximised over θ and node times is
l(θ) = −n
2
log(2pi)− 1
2
log(detKx)− 1
2
fT3K
−1
x f3
+
2s−2∑
i=1
[
− n
2
log(2pi)− 1
2
log
[
detKx
(
1− k2t (ti, ta(i))
)]
− 1
2
(
fi − kt(ti, ta(i))fa(i)
)T
×K−1x
(
1− k2t (ti, ta(i))
)−1
× (fi − kt(ti, t(a(i))fa(i))] (3.10)
Having identified the log-likelihood function to be maximised then curves
now need to be simulated for inferences to be computed on. Putting this into
practice, three curves that make up a simple phylogenetic GP were simulated
with the parameter values set as follows: σ = 1, λ = 2 and µ = 3. The time of
the ancestral node was set to 3. Note that as kt(t1, t3) = exp{− 1µ |t1 − t3|} =
exp(−t3/µ) = kt(t2, t3) then µ and t3 cannot be estimated separately, but
only the ratio t3/µ. Parameter estimates can be obtained on these simulated
curves by maximising the log-likelihood function (3.10), and this was done
using the optim command in R [33]. If it is feasible that we can learn about
the spatial and temporal properties of the curves in a phylogeny, then the
parameter estimates returned should be similar to the parameters used to
simulate the curves. Listed below are the parameter estimates and 95% CIs
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obtained on these simulated curves:
σˆ = 0.996 (0.881, 1.110),
λˆ = 2.010 (1.984, 2.037),
t̂3/µ = 1.096 (0.719, 1.473), (Note: t3/µ = 3/3 = 1).
The corresponding profile plots can be found in Figure 3.3.
Another set of three curves that make up a simple phylogenetic GP was
simulated, but with the following parameters: σ = 1, λ = 2 and µ = 6. The
time of the ancestral node remained set to 3. The parameter estimates and
CIs obtained from these curves were:
σˆ = 1.053 (0.909, 1.196),
λˆ = 2.003 (1.973, 2.033),
t̂3/µ = 0.467 (0.322, 0.612), (Note: t3/µ = 3/6 = 0.5).
The profile plots for these parameter estimates can be found in Figure 3.4.
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Figure 3.3: Profile Plots for the First Simulation of Figure 3.2
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Figure 3.4: Profile Plots for the Second Simulation of Figure 3.2
The spatial parameter estimates obtained are all very good, with all CIs
containing the real parameter values and all profile plots peaking at the es-
timated maxima, confirming that these estimates are feasible. The temporal
parameter has also been well estimated in both cases. As expected the CI
for t3/µ is considerably narrower the second time around when the temporal
parameter µ was set to 6. As explained previously, this is simply due to the
fact that as µ increases the correlation between the curves increases. This in
turn leads to an increase in the amount of information available to estimate
µ, and so the CI for t3/µ narrows.
The parameter estimates obtained on these phylogenies indicate that one
can learn about the spatial and temporal aspects of all curves in a known
phylogeny by the use of maximum likelihood estimation. In particular, being
able to obtain good estimates for t3/µ is important, as the time taken for
one curve to evolve into another is of considerable interest and is one of the
key factors in determining the strength of relationships between the curves.
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In particular, if we had an independent estimate of µ, being able to estimate
t3/µ would permit estimation of t3, the depth of the tree. However this is
only a simple phylogeny with two tips, and so this theory needs to be tested
further.
3.2 Inference on Simulated More Complex
Phylogenies
Now we want to consider more complex phylogenies which include more ter-
minal and interior curves. As a phylogeny grows in size the time differences
between the curves, within the phylogeny, increase and so parameter esti-
mation can potentially become more difficult as the correlation between the
curves decreases. To test whether this phylogenetic GP estimation process
is limited to simple phylogenies only, inferences will be attempted on the
phylogeny in Figure 3.5.
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Figure 3.5: More Complex Phylogeny (1)
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To simulate data from a phylogeny of this form, the first curve to be generated
is the ancestral curve. Again this curve is generated in space only with
mean zero and the SE covariance matrix (2.1). The curves f1 and f4 can be
simulated by conditioning on the ancestral curve f5, where the correct Kt
matrix must be constructed in each case. For f1|f5, Kt has the form
Kt =
 e− |t5−t5|µ e− |t5−t1|µ
e−
|t1−t5|
µ e−
|t1−t1|
µ
 =
 1 e− 5µ
e−
5
µ 1

and for f4|f5
Kt =
 e− |t5−t5|µ e− |t5−t4|µ
e−
|t4−t5|
µ e−
|t4−t4|
µ
 =
 1 e− 3µ
e−
3
µ 1
 .
The relevant terms can then be inserted into (2.15) to simulate f1 from f1|f5
and f4 from f4|f5. As the temporal covariance function being used is that
of the OU process (which possesses the Markov property), then f2 and f3
are generated by conditioning on f4 only. The simulation of these curves is
analogous to the simulation of the simple phylogeny seen in section 3.1 with
the only difference being that the time of node 4 in this case is 2 (as opposed
to 3 at the ancestral node previously).
Once the phylogeny is simulated, the parameters within the covariance
functions that encode the curves must be estimated. The likelihood function
for this phylogeny is very similar to that for the simple phylogeny in section
3.1:
L(θ) = P (f1|f5)× P (f4|f5)× P (f2|f4)× P (f3|f4)× P (f5). (3.11)
(3.10) can be used to calculate this likelihood, where now s = 3 and a(1) =
a(4) = 5, a(2) = a(3) = 4.
To determine whether it is possible to obtain accurate parameter esti-
mates on a more complex phylogeny like that in Figure 3.5 data needs to be
simulated. Five curves that make up a phylogenetic GP like that in Figure
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3.5 were simulated with the parameters set to σ = 1, λ = 2 and µ = 4.
The time points chosen were t4 = 2 and t5 = 5. The parameter estimates
obtained from maximising the log-likelihood with respect to σ, λ, t4/µ and
t5/µ are:
σˆ = 0.970 (0.862, 1.079),
λˆ = 1.985 (1.960, 2.010),
t̂4/µ = 0.451 (0.318, 0.583), (Note: t4/µ = 2/4 = 0.5),
t̂5/µ = 1.285 (0.860, 1.709), (Note: t5/µ = 5/4 = 1.25).
The corresponding profile plots can be found in Figure 3.6.
A second set of five curves was simulated, with the following parameters:
σ = 1, λ = 2 and µ = 8. The time points were kept the same. The estimates
and CIs obtained from these curves were:
σˆ = 1.068 (0.939, 1.197),
λˆ = 2.017 (1.993, 2.041),
t̂4/µ = 0.249 (0.176, 0.321), (Note: t4/µ = 2/8 = 0.25),
t̂5/µ = 0.667 (0.469, 0.864), (Note: t5/µ = 5/8 = 0.625).
The profile plots can be found in Figure 3.7.
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Figure 3.6: Profile Plots for the First Simulation of Figure 3.5
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Figure 3.7: Profile Plots for the Second Simulation of Figure 3.5
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Despite this being a more complex phylogeny with larger time differences
between the curves, the spatial and temporal parameter estimates returned
are as good as those obtained on the simple phylogeny (Figure 3.2). Also as
one would expect, the CIs for t5/µ are considerably wider than those for t4/µ
simply because of the larger time difference that exists between the curve at
node 5 and those in the present time.
As parameter estimates have been successfully obtained on the phylogeny
in Figure 3.5 then inferences will be attempted on a more complex phylogeny
with more curves, and with larger time differences between the curves (Figure
3.8).
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Figure 3.8: More Complex Phylogeny (2)
The simulation of this phylogeny is very similar to the simulation of the
others. Seven curves that make up a phylogeny like that in Figure 3.8 were
simulated with the parameters σ = λ = 1 and µ = 3. The time points cho-
sen were t5 = 1, t6 = 3 and t7 = 7. The parameter estimates obtained from
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maximising the log-likelihood (3.10) with respect to σ, λ, t5/µ, t6/µ and t7/µ
are:
σˆ = 1.085 (0.975, 1.166),
λˆ = 1.021 (0.984, 1.059),
t̂5/µ = 0.304 (0.205, 0.404), (Note: t5/µ = 1/3 = 0.33),
t̂6/µ = 1.165 (0.609, 1.721), (Note: t6/µ = 3/3 = 1.00),
t̂7/µ = 2.127 (1.366, 2.893), (Note: t7/µ = 7/3 = 2.33).
The corresponding profile plots can be found in Figure 3.9.
A second set of curves was also simulated but with the following parameters:
σ = λ = 1 and µ = 12. The estimates and CIs obtained from these curves
were:
σˆ = 1.004 (0.920, 1.088),
λˆ = 0.981 (0.942, 1.020),
t̂5/µ = 0.085 (0.058, 0.112), (Note: t5/µ = 1/12 = 0.08),
t̂6/µ = 0.259 (0.174, 0.344), (Note: t6/µ = 3/12 = 0.25),
t̂7/µ = 0.626 (0.447, 0.804), (Note: t7/µ = 7/12 = 0.58).
The corresponding profile plots can be found in Figure 3.10.
Good parameter estimates have also been successfully obtained on these phy-
logenies. This is perhaps surprising as the correlation between the curves is
reduced due to the larger time differences. By increasing µ to 12 for the
second set of simulated curves there is a higher level of correlation which re-
sults in an increase in the amount of information available, and hence smaller
standard errors for the estimated temporal parameters are returned.
3.3 Summary
From the analysis carried out in this chapter, it would seem that the method
of maximum likelihood estimation has successfully reconstructed spatial and
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temporal parameters on known GP phylogenies. As detailed earlier we were
wary as to whether accurate parameter estimates could be obtained on com-
plex phylogenies with large time differences between the curves, but it has
been found that parameter estimates can successfully be obtained on such
phylogenies. As expected, the CIs for the temporal parameters widen as the
branch lengths increase, due to the information loss, from reduced correlation
between the curves.
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Figure 3.9: Profile Plots for the First Simulation of Figure 3.8
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Figure 3.10: Profile Plots for the Second Simulation of Figure 3.8
Chapter 4
Unknown Ancestral Curves
In reality, we almost never have the advantage of knowing the curves in the
interior of the phylogeny and in particular at the ancestral nodes, as we pre-
sumed we did in Chapter 3. Instead a typical phylogenetics problem is one
in which one has a set of curves in the present time only (i.e., those curves
at the tips or leaves of the phylogeny), where these curves are assumed to
be related in some way. The idea is to use the information available from
these curves to try and determine their ancestors, which in turn will allow
the relationship between all the curves to be established.
The ancestor problem might involve in a Baysian context obtaining pos-
terior probability distributions for one or more unobserved ancestral states,
given all other data for the GP phylogeny, as well as estimating the param-
eters in the phylogenetic GP that were the forms of Chapter 3 (the branch
lengths and the parameters in the covariance functions). Importantly, phylo-
genetic GPs do not distinguish between leaf (terminal) and ancestral states
but only between observed and unobserved states. This has the vital compu-
tational advantage that only the unobserved ancestral states of interest need
to be estimated. This property can greatly reduce the search space compared
to equivalent genetic sequence inference problems.
Note that we assume in this chapter that the topology of the tree is
known. This assumption is relaxed in Chapter 5.
64
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4.1 Phylogeny with one Unknown Ancestor
The ancestor problem will first be treated on the simplest phylogeny, which
has one unknown ancestor (Figure 4.1).
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Figure 4.1: Simplest Phylogeny with One Unknown Ancestor
In order to attempt this ancestor problem, known related curves in the
present time must be generated. As explained previously the idea of the
ancestor problem is that the curve at the ancestral node in Figure 4.1 is
unknown. However, in order to generate related curves at the tips of the
phylogeny, an ancestral curve has to be simulated. The simulation of this
curve follows the procedure outlined in Chapter 2, where the curve at the an-
cestor node is simulated first with mean zero and the SE covariance function
(2.1). The curves at nodes 1 and 2 can then be generated by conditioning on
that curve at node 3 (see sections 2.2.2 and 3.1 for details of the simulation).
However, to proceed with this problem, the simulated ancestral curve will
be discarded, and so the only data that will be regarded as known are the
curves at the bottom of the phylogeny in the present time, as well as the tree
topology, which in this example is trivial. This information will be used to
obtain a likelihood function for the parameters in the model.
To obtain the likelihood, the joint distribution of f1 and f2 must be deter-
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mined. From the rules of probability, this joint distribution can be obtained
from
P (f1, f2) =
∫
P (f1, f2, f3) df3. (4.1)
The direct integration over the joint distribution of f1, f2 and f3 with respect
to f3 can be avoided by using one nice property of the multivariate normal
distribution. This property is that all marginals of the multivariate normal
distribution are themselves multivariate normal. P (f1, f2) can be obtained
by first computing P (f1, f2, f3), i.e.,

f1
f2
f3
 ∼ N3n


0
0
0
 ,

K11 K12 K13
K21 K22 K23
K31 K32 K33

 ,
and then, by pulling out the relevant information, P (f1, f2) can be obtained:
 f1
f2
 ∼ N2n
 0
0
 ,
 K11 K12
K21 K22
 . (4.2)
Looking more closely at the space-time covariance matrix of P (f1, f2), Kxt =
Kx ⊗Kt, where Kx is still the SE covariance matrix (2.1) and Kt is still the
OU temporal covariance matrix (2.13). In the previous chapter in section
3.1, it was seen that the temporal covariance matrix for both f1|f3 and f2|f3
had the form
Kt =
 1 e− t3µ
e−
t3
µ 1
 ,
where t3 is the time of the ancestral node. In this chapter the distribution is
the joint distribution of f1 and f2 (irrespective of f3), and now the temporal
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covariance matrix has the form:
f1 f2
f1
f2
Kt =
 1 e− 2t3µ
e−
2t3
µ 1
 ,
where Kt[1, 2] = Kt[2, 1] = e
−2t3/µ is obtained by tracing the length of the
pathways between tips 1 and 2 in the phylogeny. From Figure 4.1, the path-
way from f1 to f3 has length t3 and the pathway from f3 down to f2 also has
length t3, and so the total time taken to pass from f1 to f2 is 2t3, yielding a
covariance e−2t3/µ.
The method of maximum likelihood will again be used to obtain estimates
for the spatial and temporal parameters and branch lengths. The likelihood
function is, from (4.2),
L(θ) =
1
(2pi)
n
2 (detKxt)
1
2
exp
−1
2
(fT1 , f
T
2 )K
−1
xt
f1
f2
 , (4.3)
and so the log-likelihood function is:
l(θ) = −n
2
log(2pi)− 1
2
log(detKxt)− 1
2
(fT1 , f
T
2 )K
−1
xt
f1
f2
 . (4.4)
To determine whether it is possible to learn about the model parameters
given that the data at the tips of the phylogeny are known, then two related
curves in the present time have to be simulated. Two curves were simulated
with the following parameters: σ = λ = 1 and µ = 6. The time chosen
for the ancestral node was 3. Again µ and t3 are not separately identifiable,
but only t3/µ, since these parameters only occur in this combination in the
likelihood function. By maximising function (4.4), the following estimates
and CIs were obtained:
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σˆ = 1.018 (0.893, 1.144),
λˆ = 0.987 (0.925, 1.049),
t̂3/µ = 0.546 (0.287, 0.805), (Note: t3/µ = 3/6 = 0.5).
The corresponding profile plots are shown in Figure 4.2.
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Figure 4.2: Profile Plots for the Simulation of Figure 4.1
Both spatial parameter estimates are good, as indicated by both the CIs and
the profile plots. The parameter t3/µ has also been well estimated, indicating
that information about a phylogenetic GP can be obtained when only the
curves in the present are known. However, this is the simplest phylogeny
with one unknown ancestor, and so, to challenge this theory further, we will
try to obtain parameter estimates on more complex phylogenies which have
more than one unknown ancestor.
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4.2 Phylogeny with Two Unknown Ancestors
Figure 4.3 illustrates a phylogeny with two unknown ancestors.
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Figure 4.3: Phylogeny with Two Unknown Ancestors
The simulation of the curves f1, f2 and f3 is explained in section 3.2. To
obtain the likelihood of the covariance parameters and the branch lengths,
we need P (f1, f2, f3). By the marginalisation property

f1
f2
f3
 ∼ N3n


0
0
0
 ,

X Xe−
2t5
µ Xe−
2t5
µ
Xe−
2t5
µ X Xe−
2t4
µ
Xe−
2t5
µ Xe−
2t4
µ X


where X is the spatial covariance matrix. The covariance matrix above is
Kt ⊗X, where Kt depends on the lengths of the paths between each pair of
tips (as in section 4.1):
Kt =

1 e−
2t5
µ e−
2t5
µ
e−
2t5
µ 1 e−
2t4
µ
e−
2t5
µ e−
2t4
µ 1
 .
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The log-likelihood function to be maximised over the model parameters has
the form
l(θ) = −n
2
log(2pi)− 1
2
log(detKxt)− 1
2
(fT1 , f
T
2 , f
T
3 )K
−1
xt

f1
f2
f3
 . (4.5)
Three related curves were simulated in the present time with the parameter
values set as follows: σ = 2, λ = 1.5 and µ = 6. The time points chosen
were t4 = 1 and t5 = 3. The parameter estimates and CIs obtained from
maximising function (4.5) were:
σˆ = 1.943 (1.687, 2.198),
λˆ = 1.470 (1.432, 1.507),
t̂4/µ = 0.140 (0.085, 0.193), (Note: t4/µ = 1/6 = 0.167),
t̂5/µ = 0.489 (0.283, 0.696), (Note: t5/µ = 3/6 = 0.5).
The corresponding profile plots can be found in Figure 4.4.
As in the previous section, all estimates obtained are very good. The CI for
t5/µ is considerably wider than that for t4/µ, due to the fact that there is less
temporal correlation between f5 and both f1 and f4, than there is between f4
and both f2 and f3. As explained in section 2.2.1, the correlation between
curves decreases as the time difference between them increases, leading to
less information being available to obtain good parameter estimates.
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Figure 4.4: Profile Plots for the Simulation of Figure 4.3
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4.3 Phylogeny with Three Unknown Ances-
tors
This problem will be extended even further to a phylogeny with three un-
known ancestors, (Figure 4.5).
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Figure 4.5: Phylogeny with Three Unknown Ancestors
The simulation of the terminal curves is explained in section 3.2. P (f1, f2, f3, f4)
is obtained from:

f1
f2
f3
f4
 ∼ N4n


0
0
0
0
 ,

X Xe−
2t5
µ Xe−
2t7
µ Xe−
2t7
µ
Xe−
2t5
µ X Xe−
2t7
µ Xe−
2t7
µ
Xe−
2t7
µ Xe−
2t7
µ X Xe−
2t6
µ
Xe−
2t7
µ Xe−
2t7
µ Xe−
2t6
µ X

 ,
where the covariance matrix is Kt ⊗X and Kt is:
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Kt =

1 e−
2t5
µ e−
2t7
µ e−
2t7
µ
e−
2t5
µ 1 e−
2t7
µ e−
2t7
µ
e−
2t7
µ e−
2t7
µ 1 e−
2t6
µ
e−
2t7
µ e−
2t7
µ e−
2t6
µ 1
 .
The log-likelihood function to be maximised is analogous to (4.5). Four
curves in the present time were created with the following parameter values:
σ = 2, λ = 1.5 and µ = 6. The time points chosen were t5 = 1, t6 = 2 and
t7 = 5. The estimates and CIs obtained from maximising the log-likelihood
were:
σˆ = 2.097 (1.874, 2.321),
λˆ = 1.517 (1.485, 1.549),
t̂5/µ = 0.168 (0.108, 0.228), (Note: t5/µ = 1/6 = 0.167),
t̂6/µ = 0.359 (0.210, 0.509), (Note: t6/µ = 2/6 = 0.333),
t̂7/µ = 0.875 (0.443, 1.307), (Note: t7/µ = 5/6 = 0.833).
The corresponding profile plots can be found in Figure 4.6.
Another set of four curves was created, but with σ = 2, λ = 1.5 and µ = 16.
The time points remained the same. The estimates and CIs obtained are:
σˆ = 2.021 (1.776, 2.267),
λˆ = 1.514 (1.482, 1.546),
t̂5/µ = 0.062 (0.039, 0.085), (Note: t5/µ = 1/16 = 0.063),
t̂6/µ = 0.108 (0.068, 0.148), (Note: t6/µ = 2/16 = 0.125),
t̂7/µ = 0.355 (0.219, 0.490), (Note: t7/µ = 5/16 = 0.313).
The corresponding profile plots can be found in Figure 4.7.
The spatial and temporal parameter estimates returned on both sets of curves
are very good. Looking at Figure 4.6, the likelihood profile plot for t7/µ
has a very long right tail, which indicates a lack of information about this
parameter. The depth of the tree t7 is sufficiently long (compared to µ)
CHAPTER 4. UNKNOWN ANCESTRAL CURVES 74
that temporal correlation between f7 and both f5 and f6 has decreased to the
point where the method knows that t7/µ is large but there is little information
to determine quite how large. By increasing µ to 16 for the second set of
simulated curves and hence decreasing t7/µ there is no longer such a drastic
loss of information.
4.4 Summary
In this chapter it has been shown how to perform estimation for a phyloge-
netic GP when the tree topology is known but data exists only at the tips, by
using the marginalisation property of the multivariate normal distribution.
It was a relatively simple task to use the method of maximum likelihood to
obtain estimates of the spatial and temporal parameters of the GP. Good
parameter estimates were obtained on each of the three phylogenies in this
chapter indicating that when only the curves in the present time and the phy-
logeny structure are known, there is still enough information to make useful
estimates. A further object of interest might be to estimate the ancestral
curves themselves. This could be straightforwardly accomplished either in a
likelihood or Bayesian framework.
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Figure 4.6: Profile Plots for the First Simulation of Figure 4.5
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Figure 4.7: Profile Plots for the Second Simulation of Figure 4.5
Chapter 5
Unknown Phylogeny
In a real-life phylogenetics problem, the phylogeny topology and the curves at
the ancestral nodes are usually unknown. So the only information available
are the curves in the present time, which are hypothesised to be related in
some way, but the exact relationship is unknown. The focus of this chapter
is to establish the correct phylogeny topology that connects these curves so
this relationship can be understood.
In a Bayesian context, the phylogeny problem would be to obtain a pos-
terior distribution on the space of phylogenies. Each feasible phylogeny maps
to a phylogenetic GP, and therefore to a likelihood given the observed states.
Given a prior for phylogenies, Bayes’ rule therefore gives the posterior dis-
tribution. We shall approach the problem however from a likelihood per-
spective, seeking to find the phylogeny (topology and branch lengths) and
covariance parameters that maximise the likelihood function. Here again,
the GP framework reduces the computational load greatly since unobserved
states need not be fitted.
77
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5.1 Choosing the Correct Phylogeny with Three
Terminal Nodes
Starting simply we will consider the problem of having only three curves in
the present time. The method of maximum likelihood estimation will be
used to determine the correct phylogeny topology for these curves. In order
to establish the correct topology one has to consider all possible ways these
curves can be related. Luckily a phylogeny which has three terminal nodes
has only three possible rooted structures, which are those in Figure 5.1.
 
 
 
 
 
 
 
f1                      f2                    f3                                  f3                  f2                  f1                         f1                 f3                      f2           
Figure 5.1: Possible Phylogenies with Three Terminal Nodes
As throughout this thesis, the log-likelihood function will be obtained for each
of these phylogenies separately, and will be maximised to obtain estimates
of the spatial and temporal parameters. Also for each tree the maximum
log-likelihood value will be noted. These values are obtained by inserting the
estimated parameters into the relevant log-likelihood functions. As the max-
imum likelihood technique works by selecting values of the parameters that
produce a distribution that gives the observed data the greatest probability,
then the phylogeny that returns the highest maximum log-likelihood value
will provide the estimate of the true topology.
Putting this theory to the test, let us simulate data from a phylogeny,
of the form in Figure 5.2, with the following parameters: σ = 1, λ = 1 and
µ = 100. The temporal parameter has been set to a large number here to try
to make sure that, in this test case, information about the true topology has
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not been lost by too much decay in temporal correlation. The time points
chosen are t4 = 1 and t5 = 5, i.e., t4/µ = 0.01 and t5/µ = 0.05.
                                                     t5 f5 
 
 
                                                    
                                        t4    f4 
 
 
 f1                                   f2                                  f3 
                              t1 = 0                 t2 = 0                   t3 = 0  
Figure 5.2: Correct Phylogeny
The simulation of this phylogeny requires the following curves to be gener-
ated; f5 (in space only), f4 from f4|f5, f3 from f3|f5, f1 from f1|f4 and f2 from
f2|f4. The process of simulating a phylogeny has been explained in detail
in chapter 3, and will not be repeated here. Obviously having simulated
this data, we know how these curves relate to one another. However let us
presume that all that is known about this phylogeny are those curves in the
present time f1, f2 and f3, i.e., the ancestral curves and the phylogeny topol-
ogy are unknown.
As explained above the log-likelihood function will be obtained for each
possible topology (Figure 5.1), and will be maximised to obtain estimates of
the spatial and temporal parameters, and the maximum log-likelihood value
will also be calculated for each topology. Concentrating on the first phy-
logeny in Figure 5.1, as the ancestral curves are deemed to be unknown then
the likelihood function can be obtained as in Chapter 4:
L(θ) =
1
(2pi)
n
2 (detKxt)
1
2
exp
−12(fT1 , fT2 , fT3 )K−1xt

f1
f2
f3

 , (5.1)
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where θ = [σ, λ, µ]T and Kxt = Kx ⊗ Kt, where Kx is still the covariance
matrix derived from the SE covariance function (2.1) and Kt is the OU
process temporal covariance matrix (2.13) (see chapter 4 for details). The
log-likelihood function for this phylogeny therefore has the form
l1(θ) = −n
2
log(2pi)− 1
2
log(detKxt)− 1
2
(fT1 , f
T
2 , f
T
3 )K
−1
xt

f1
f2
f3
 . (5.2)
By symmetry, the log-likelihood functions for the remaining two phylogenies
in Figure 5.1 are
l2(θ) = −n
2
log(2pi)− 1
2
log(detKxt)− 1
2
(fT3 , f
T
2 , f
T
1 )K
−1
xt

f3
f2
f1
 , (5.3)
l3(θ) = −n
2
log(2pi)− 1
2
log(detKxt)− 1
2
(fT1 , f
T
3 , f
T
2 )K
−1
xt

f1
f3
f2
 . (5.4)
These log-likelihood functions will not be maximised using the optim com-
mand in R [33], which has been used up to now, as when the wrong tree
structure is being maximised the optim command allows the parameter es-
timate of t4/µ to be greater than that of t5/µ, i.e., t4 > t5. This cannot be
allowed to happen as this would imply that some branches within the phy-
logeny have negative length. Instead a similar R [33] command is used called
constrOptim, also within the stats package [34], which allows a function to be
minimised subject to linear constraints, in this case to minimise the negative
log-likelihood subject to t4 ≤ t5. Table 5.1 contains the parameter estimates
and maximum log-likelihood values for each of the phylogenies in Figure 5.1.
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Table 5.1: Estimates Obtained on the Phylogenies in Figure 5.1
Topology σˆ λˆ t̂4/µ t̂5/µ max log.lik.
1.
(
(1, 2), 3
)
1.095 1.048 0.011 0.057 −49.997
2.
(
(3, 2), 1
)
1.046 1.058 0.049 0.049 −68.646
3.
(
(1, 3), 2
)
1.047 1.058 0.050 0.050 −68.637
From Table 5.1, it would appear that the first phylogeny has the correct
topology for these curves as the largest maximum log-likelihood value has
been obtained for this one. As this data was simulated by us we have the
advanatge of knowing that this is indeed the correct structure. As well as
being able to identify the correct structure the spatial and temporal param-
eters have also been accurately estimated.
Perhaps surprisingly, the spatial parameters for the two wrong topologies
have not deviated far from the true parameter values despite the model being
wrong. This robustness is good, and probably reflects the fact that most of
the information about the spatial structure comes directly from the three
observed curves. The temporal parameters returned on the wrong trees do
behave badly as expected though, where t4/µ has been estimated as being
larger than the true parameter value, which is due to the curves f3 and f2, and
f1 and f3 being wrongly regarded as being closely related in the second and
third phylogeny respectively. As t4/µ increases, the branch length between
f4 and f5 shortens, and in fact from the estimates made on these phylogenies
the branch is estimated to disappear altogether as tˆ4 = tˆ5. The similarity
between the temporal parameters made on the two wrong phylogenies is due
to the symmetry of the two incorrect topologies.
The profile plots for these parameter estimates can be found Figures 5.3
- 5.4. The plots for phylogeny 3 are indistinguishable to those for phylogeny
2. Note that the profile plots for t4/µ and t5/µ on the wrong phylogenies
appear slightly different. This is due to the constraint put on the temporal
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parameters so that t4 cannot be greater than t5. The profile plot for t4/µ
is only evaluated up to t4/µ = t̂5/µ since t4 ≤ t5 and in fact the maximum
is found at t4/µ = t̂5/µ. Above t̂5/µ higher values of log-likelihood can be
found but they correspond to infeasible values since t4 > t5 and so are irele-
vant.
It has been shown how the correct phylogeny structure can be identified
when only three curves in the present time are known. However to test this
method further one might consider the problem of having more than three
curves in the present time, which will increase the search significantly.
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Figure 5.3: Profile Plots for Phylogeny 1 in Table 5.1
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Figure 5.4: Profile Plots for Phylogeny 2 in Table 5.1
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5.2 Choosing the Correct Phylogeny with Four
Terminal Nodes
Moving onto a more complicated example, we consider having four known
curves in the present. By increasing the number of curves in the present time
by just one the number of possible topologies has increased to eighteen. Fig-
ure 5.5 displays the two basic structures that a phylogeny with four terminal
nodes can take.
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       f5 
    f5 
 
 
      Figure 5.5: Basic Phylogeny Structures with Four Terminal Nodes
For the first phylogeny in Figure 5.5, there are six permutations of how
the curves in the present time can be related (note that we are requiring
f5, f6 and f7 to be time-ordered, so for example, f1 and f2 joining in f5 is
considered distinct from joining them in f6) and for the second phylogeny
there are twelve permutations. As in section 5.1, the log-likelihood function
has to be obtained for each of these possible topologies, and these functions
maximised to obtain estimates for the spatial and temporal parameters. The
maximum log-likelihood value will also be noted for each tree. The log-
likelihood functions will not be defined here, but are obtained in the same
way as those in section 5.1. Each function will be maximised using the
constrOptim command, where the constraints that have to be made are t5 ≤
t6 ≤ t7.
We simulate a phylogeny, of the form in Figure 5.6, with the following
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parameters: σ = 1, λ = 1 and µ = 100. The time points chosen are t5 = 1,
t6 = 5 and t7 = 9.
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Figure 5.6: Correct Phylogeny with Four Terminal Nodes
Again only those four curves in the present time will be regarded as known.
Table 5.2 contains the parameter estimates and maximum log-likelihood val-
ues obtained on each possible topology.
Again the phylogeny with the highest maximum log-likelihood value will
be regarded as the correct phylogeny structure. This turns out to be the
first phylogeny in Table 5.2, which is indeed the correct phylogeny struc-
ture. Also the spatial and temporal parameter estimates returned are very
good. The spatial parameter estimates returned on the wrong phylogenies
again never deviate far from the true parameter values, and the temporal
parameter estimates returned on the wrong phylogenies behave poorly as
expected.
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Table 5.2: Estimates Obtained on Those Phylogenies in Figure 5.5
Topology σˆ λˆ t̂5/µ t̂6/µ t̂7/µ max log.lik.
1.
(
(1, 2), (3, 4)
)
1.030 0.982 0.008 0.051 0.092 −67.773
2.
(
(1, 3), (2, 4)
)
1.053 0.997 0.068 0.068 0.068 −109.025
3.
(
(1, 4), (3, 2)
)
1.035 0.998 0.073 0.073 0.073 −108.891
4.
(
(2, 3), (1, 4)
)
1.022 1.003 0.078 0.078 0.078 −109.032
5.
(
(2, 4), (1, 3)
)
1.021 0.996 0.076 0.076 0.076 −108.943
6.
(
(3, 4), (1, 2)
)
1.020 0.976 0.029 0.029 0.093 −109.025
7.
(
1,
(
2, (3, 4)
))
1.034 0.989 0.043 0.073 0.073 −94.287
8.
(
1,
(
3, (2, 4)
))
1.050 0.997 0.069 0.069 0.069 −108.866
9.
(
1,
(
4, (2, 3)
))
1.066 1.005 0.068 0.068 0.068 −105.103
10.
(
2,
(
1, (3, 4)
))
1.023 0.998 0.045 0.077 0.077 −94.194
11.
(
2,
(
3, (1, 4)
))
1.000 0.996 0.080 0.080 0.080 −108.866
12.
(
2,
(
4, (1, 3)
))
1.020 0.995 0.075 0.075 0.075 −108.922
13.
(
3,
(
1, (2, 4)
))
1.066 1.004 0.051 0.051 0.086 −92.864
14.
(
3,
(
2, (1, 4)
))
1.021 1.002 0.058 0.058 0.095 −94.289
15.
(
3,
(
4, (1, 2)
))
1.039 0.989 0.008 0.077 0.079 −70.556
16.
(
4,
(
1, (2, 3)
))
1.002 0.999 0.082 0.082 0.082 −109.166
17.
(
4,
(
2, (1, 3)
))
1.004 0.994 0.079 0.079 0.079 −109.024
18.
(
4,
(
3, (1, 2)
))
1.049 0.989 0.008 0.076 0.076 −70.781
5.3 Summary
The method of maximum likelihood was used to obtain spatial and tempo-
ral parameter estimates for the interior/ancestral curves for every possible
tree topology, and the maximum log-likelihood value was calculated. The
phylogeny with the highest maximum log-likelihood value was proposed as
the estimate of the true topology. This worked well in a couple of simple
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examples.
The obvious limitation to this approach is the number of possible topolo-
gies over which the likelihood has to be maximised. As shown in this chapter,
by increasing the number of curves in the present time from three to four
the number of possible phylogeny structures jumps from three to eighteen.
In general, the number of topologies increases very rapidly with the number
of tips. In practice, exhaustive optimisation over all topologies would not be
feasible.
Chapter 6
Conclusion & Discussion
The aim of this thesis has been to explore the placing of GPs on phylogenies
of functional data in order to perform evolutionary inferences. This began
with single lineages in Chapter 2. There, it was shown how evolving curves
could be easily simulated from a GP prior when an appropriate space-time
covariance function was specified. The spatial and temporal aspects of the
simulated GP curves were completely controlled by the parameters within
these space-time covariance functions. To learn about these, it then became
a simple case of estimating them by the method of maximum likelihood. Also
covered in this chapter were the inferences computed on the experimental
Chinese whispers curves. There were signs of a lack of fit of the experimental
curves to a GP model with a squared exponential spatial covariance func-
tion. The OU process temporal covariance function was also introduced in
this chapter, the Markov property of which helped greatly in lightening the
load involved in simulating and fitting the temporal process. The inference
carried out on the known phylogenies in Chapter 3 was a natural extension
of the work completed on the single lineages. Phylogenies were generated by
simulating curves at each of the nodes in the tree topology. These curves
were simulated from a GP prior with an appropriate space-time covariance
function. The likelihood of the parameters in the covariance function and the
branch lengths were maximised numerically. Importantly, the branch length
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parameter estimates returned were good. As these parameters determine the
strength of the relationships between the curves in the phylogeny, it is im-
portant that these are well estimated.
The unknown ancestor problem (Chapter 4) treated the case where data
at the interior nodes were discarded. Due to the marginalisation property
of GPs, the likelihood corresponding to data only at the tips of the tree was
relatively straightforward to derive. This was optimised to obtain estimates
for the spatial and temporal parameters. An unknown tree topology for data
curves in the present time is the most general and useful real-life phyloge-
netics problem. To identify the correct topology (Chapter 5), all possible
relationships between the curves were considered. By maximising the log-
likelihood for each of these possible phylogenies, then the correct phylogeny
was able to be identified as that with the highest maximum log-likelihood
value. Spatial and temporal parameter estimates were also computed.
Despite the GP framework reducing the computational load greatly for
evolutionary inferences there are still some limitations to this method. The
first limitation occurs when there is very little correlation between curves.
This can happen as a direct result of there being large time differences be-
tween curves and/or the temporal-correlation parameter µ being small. The
method of maximum likelihood estimation relies on there being a sufficient
level of correlation between the curves in order to make good parameter es-
timates. Therefore, if the correlation between curves in a phylogeny is low
then potentially the maximum likelihood method and indeed any method
may struggle to return parameter estimates that are close to the correct pa-
rameter values. The second limitation is in the unknown phylogeny method.
As the number of curves in the present time increases the number of possi-
ble phylogeny structures increases rapidly, so much so that to maximise the
log-likelihoods for each possible phylogeny structure individually becomes an
almost impossible task. To get round this problem, more heuristic searches,
that are not exhaustive, through the space of different tree topologies, would
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need to be employed, as is routine in other areas of phylogenetics. Much can
probably be learned from these existing approaches.
Future work would include developing a test similar to the likelihood ra-
tio test for the phylogeny problem. This would allow one to assess formally
whether the phylogeny with the highest maximum log-likelihood value is a
significantly better fit to the data than other phylogenies. Unfortunately
the likelihood ratio test itself cannot be used for this as this test requires
the models to be nested. But p-values might be estimated by simulation.
Alternatively, in a Bayesian approach, one would need to calculate Bayes
factors for the different tree topologies. Other future work would involve
applying the regression, ancestor and phylogeny problems to experimental
data, perhaps of the Chinese whisper variety. It would also be worthwhile to
explore other covariance functions that could better model the single lineage
experimental curves in Appendix A. The covariance function of a GP can
take many forms, so one would hope that these curves could be modelled by
some GP, and then evolutionary inferences could be made. Also all curves
analysed in this thesis are rather straightforward looking curves but in reality
this might not be the case. For example, real curves might have loops or not
be single-valued. It would therefore be of interest to develop techniques to
analyse curves with a more complicated structure in order to see how the
methods proposed in this thesis would perform.
Throughout this thesis it has been shown how the GP framework sig-
nificantly reduces the workload required to make evolutionary inferences on
phylogenies of functional data. The fact that GPs are completely defined by
their mean and covariance functions has been their most advantageous prop-
erty, as then the simulated Gaussian curves were encoded by the parameters
within these functions which could be rather easily estimated. Also, by the
use of GPs, curves in space and time could be easily modelled by a simple
change in the covariance function. Overall GPs have proved to be a promis-
ing way forward in tackling a very long-standing problem: how to best make
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use of continuous data in an evolutionary inference context.
Appendix A
Chinese Whispers Curves
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Figure A.1: First Single Lineage of Curves 
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Figure A.2: Second Single Lineage of Curves
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Figure A.3: Third Single Lineage of Curves
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Figure A.4: Fourth Single Lineage of Curves
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Figure A.5: Fifth Single Lineage of Curves
Appendix B
Inference on Chinese Whispers
Curves
Parameter estimates and approximate 95% CIs obtained on the first three
curves on the lineage in Figure A.2 are:
σˆ = 21.114 (17.965, 24.263)
λˆ = 12.704 (11.882, 13.527)
µˆ = 3.613 (1.793, 5.433)
Figure B.1 displays the first three curves from the single lineage in Figure
A.2
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Figure B.1: First Three Curves from Figure A.2
and Figure B.2 displays three curves simulated from a GP prior with the
above parameter estimates.
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Figure B.2: Simulation of the curves in Figure B.1
Figure B.3 contains the estimated covariance plots for the simulated ancestral
curve and the Chinese whisper ancestral curve.
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Figure B.3: Estimated Covariances for the Ancestral Curves in Figures B.1 and
B.2
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Parameter estimates and approximate 95% CIs obtained on the first three
curves on the lineage in Figure A.3 are:
σˆ = 21.328 (18.443, 24.214)
λˆ = 13.689 (13.097, 14.281)
µˆ = 1.215 (0.647, 1.783)
Figure B.4 displays the first three curves from the single lineage in Figure
A.3
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Figure B.4: First Three Curves from Figure A.3
and Figure B.5 displays three curves simulated from a GP prior with the
above parameter estimates.
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Figure B.5: Simulation of the curves in Figure B.4
Figure B.6 contains the estimated covariance plots for the simulated ancestral
curve and the Chinese whisper ancestral curve.
APPENDIX B. INFERENCE ON CHINESE WHISPERS CURVES 98
−40 −20 0 20 40
−
10
0
0
10
0
20
0
30
0
40
0
(a) Simulated Curve
Lag
Es
tim
at
ed
 C
ov
a
ria
nc
e
−40 −20 0 20 40
−
40
0
0
20
0
40
0
60
0
80
0
(b) Chinese Whisper Curve
Lag
Es
tim
at
ed
 C
ov
a
ria
nc
e
Figure B.6: Estimated Covariances for the Ancestral Curves in Figures B.4 and
B.5
Parameter estimates and approximate 95% CIs returned on the curves at the
first three time points on the lineage in Figure A.4 are:
σˆ = 12.176 (10.577, 13.776)
λˆ = 15.462 (14.890, 16.035)
µˆ = 1.334 (0.711, 1.957)
Figure B.7 displays the first three curves from the single lineage in Figure
A.4
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Figure B.7: First Three Curves from Figure A.4
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and Figure B.8 displays three curves simulated from a GP prior with the
above parameter estimates.
 
0 100 200 300 400 500 600 700
-4
0
-2
0
0
2
0
4
0
Input, x
O
u
tp
u
t,
 y
Curve at t1 = 1
Curve at t2 = 2
Curve at t3 = 3
Figure B.8: Simulation of the curves in Figure B.7
Figure B.9 contains the estimated covariance plots for the simulated ancestral
curve and the Chinese whisper ancestral curve.
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Figure B.9: Estimated Covariances for the Ancestral Curves in Figures B.7 and
B.8
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Parameter estimates and approximate 95% CIs returned on the curves at the
first three time points on the lineage in Figure A.5 are:
σˆ = 27.632 (23.811, 31.649)
λˆ = 12.730 (11.553, 13.192)
µˆ = 2.581 (1.374, 3.858)
Figure B.10 displays the first three curves from the single lineage in Figure
A.5
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Figure B.10: First Three Curves from Figure A.5
and Figure B.11 displays three curves simulated from a GP prior with the
above parameter estimates.
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Figure B.11: Simulation of the curves in Figure B.10
Figure B.12 contains the estimated covariance plots for the simulated ances-
tral curve and the Chinese whisper ancestral curve.
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Figure B.12: Estimated Covariances for the Ancestral Curves in Figures B.10
and B.11
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