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We study the Rees algebra R(E) := S(E)/τR (S(E)) of an ideal
module E ⊂ G  Re . We use the technique of Bourbaki ideals in-
troduced by Simis, Ulrich and Vasconcelos (2003) [22] to relate
the Rees algebra of a module E to the Rees algebra of an ideal
I = I(E) ⊂ R ′′ , where R ′′ is a Nagata extension of R . We shall prove
that depthR(E) = depthR(I) + e − 1 and use it to deduce formu-
lae for the depth of R(E) for ideal modules having small reduction
number.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The construction and study of the Rees algebra of a module was initiated in 1964 by A. Micali [19]
as a solution of an universal problem: Given an R-module E , a Rees algebra of E is a pair (R,α) where
R is a commutative torsionfree R-algebra (that is τR(R) = 0) and α : E → R is an R-linear map such
that for every commutative torsionfree R-algebra A and every R-linear map ϕ : E → A, there exists
a unique homorphism of R-algebras ϕ : R → A satisfying ϕ ◦ α = ϕ . Micali showed that this algebra
is unique up to isomorphism and that the pair (R(E),ϕE ), where R(E) = S(E)/τR(S(E)), S(E) the
symmetric algebra of E and ϕE : E φE↪→ S(E) πR(E) is the composition ϕE = π ◦ φE (π the canonical
epimorphism), is the Rees algebra of E . He studied general properties of this algebra: its behaviour
* Corresponding author at: Centro de Estruturas Lineares e Combinatórias, Universidade de Lisboa, Av. Prof. Gama Pinto 2,
1649-003 Lisboa, Portugal.
E-mail addresses: alcorreia@cii.fc.ul.pt, matalrbc@univ-ab.pt (A.L. Branco Correia), szarzuela@ub.edu (S. Zarzuela).
1 The research of the author was made within the activities of the Centro de Estruturas Lineares e Combinatórias (University
of Lisbon, Portugal) and was partially supported by the Fundação para a Ciência e Tecnologia (Lisbon, Portugal).
2 The author has been partially supported by MTM2007-67493 (Spain).0021-8693/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2009.10.012
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modules, and gave, among others, a criterion for R(E) to be a regular ring.
On the other hand, multiplicity theory was extended in 1965 by D. Buchsbaum and D.S. Rim [5] to
submodules of ﬁnite colength in a free module by means of what nowadays is known by Buchsbaum–
Rim multiplicity, while D. Rees introduced in 1987 the related theory of reductions and integral
closure of modules in [20]. The study of the Rees algebras of modules, Buchsbaum–Rim multiplic-
ity and reductions of modules rose again in the middle of 1990s with different approaches, partly
motivated by the work of T. Gaffney [8,9] on the study of equisingularity conditions of isolated com-
plete intersection singularities (ICIS). Several authors have deﬁned then the Rees algebra of a module
by imposing one or other hypothesis depending on the problems they have in mind. In particular,
on the basis of a deﬁnition similar to the one of Micali, the paper [22] of A. Simis, B. Ulrich and
W. Vasconcelos was entirely dedicated to the systematic study of Rees algebras of modules and their
arithmetical properties, the theory of reductions of modules and Buchsbaum–Rim multiplicity playing
an important role in it. See also the paper of D. Eisenbud, C. Huneke and B. Ulrich [7] for a discussion
about the deﬁnition of the Rees algebra of a module.
For the case of ideals, it is known the important interaction between the associated graded ring
G(I) =⊕n0 In/In+1 of an ideal I ⊂ R and the Rees algebra R(I) =⊕n0 In in order to study their
arithmetical properties. This basic relation does not exist to help us in the study of the Rees algebra
R(E) = S(E)/τR(S(E)). To partly solve this problem Simis–Ulrich–Vasconcelos used Bourbaki ideals
as an alternative tool. As a matter of fact, they proved that for some families of modules E over a
local ring R there is a suitable Nagata extension R ′′ of R , together with a free R ′′-module F such
that E ′′/F is isomorphic to an R ′′-ideal, where E ′′ = E ⊗R R ′′ (cf. [22, Proposition 3.2]). They wrote
I(E) to denote this ideal and called it a generic Bourbaki ideal of E . The induced epimorphism of R ′′-
algebras R(E) ⊗R R ′′  R(E ′′)R(I(E)) plays a major role throughout their work. They used it to
transfer properties about R(E) to R(I(E)) and vice-versa. In fact, in the case where the kernel is
generated by a regular sequence on R(E ′′), then R(E ′′) is a deformation of R(I(E)) and properties
such as Cohen–Macaulayness and normality pass from R(I(E)) to R(E ′′), and hence to R(E) (cf. [22,
Theorem 3.5]).
In this paper, after a careful analysis of their construction of Bourbaki ideals, we make deeper the
relations between the depths of R(E) and R(I(E)) under slightly weaker conditions. As a matter
of fact we prove that (we use the notation just introduced above; for the deﬁnition of G˜2 see the
paragraph before Lemma 3.6):
Theorem (Corollary 3.8). Let (R,m) be a Noetherian local ring. Let E be a ﬁnitely generated torsion-
free R-module having rank e  2, satisfying G˜2 , and E = E ′′/F with E ′′ = E ⊗R R ′′ . Suppose that either
gradeR(E)+ = e or R(E ′′/F ) satisﬁes (S2). Then
(a) depthR(E) = depthR(E) + e − 1;
(b) R(E) is Cohen–Macaulay if and only if R(E) is Cohen–Macaulay;
(c) E is of linear type if and only if E is of linear type.
Given an R-ideal I with rank we have, for every n,
R(I)n  In,
that is the n-graded piece of R(I) is (up to isomorphism) the n-th power In . Given a ﬁnitely generated
R-module E having rank, we shall deﬁne the n-th Rees power En of E as the n-th graded piece of
R(E). See [3], for another approach. In Section 5 we assume that either gradeR(E)+ = e, or R(E ′′/F )
satisﬁes (S2), to compare the depth of the n-th powers En and (E ′′/F )n .
We prove the following.
Theorem (Theorem 6.3). Let (R,m) be a Noetherian local ring. Let E be a ﬁnitely generated torsionfree
R-module having rank e  2, satisfying G˜2 , and E = E ′′/F with E ′′ = E ⊗R R ′′ . Suppose that either
gradeR(E)+ = e or R(E ′′/F ) satisﬁes (S2). Then, for every m 1,
A.L. Branco Correia, S. Zarzuela / Journal of Algebra 323 (2010) 1503–1529 1505inf
1nm
depth
(
E ′′/F
)n  inf
1nm
depth En.
In particular,
inf
n1
depth
(
E ′′/F
)n  inf
n1
depth En.
Let R be a Noetherian ring and E ⊂ G  Re a module having rank e > 0. In our context, many of
the structural properties of E are reﬂected by the quotient G/E and by the e-th Fitting ideal Fe(E),
being these two sets related by V (Fe(E)) ⊆ SuppG/E . Moreover, in the case where gradeG/E  2,
E is said to be an ideal module, and the inclusion is then an equality (see [4, Theorem 3.6]). The class
of ideal modules behaves somehow similarly to the class of ideals and this type of modules have
always generic Bourbaki ideals with grade at least 2. To distinguish this class of generic Bourbaki
ideals we call them good. Using the two results above, the technique of generic Bourbaki ideals and
previous results for the depth of Rees algebras of ideals by L. Ghezzi [10] we prove that:
Theorem. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = d and E ⊂ G  Re an
ideal module over R having rank e  2. Set (E) the analytic spread of E and r(E) the reduction number of E.
Assume that either gradeR(E)+ = e or R(I) is (S2) for some good generic Bourbaki ideal I ⊂ R ′′ of E.
(a) (Theorem 7.1) If r(E)  1, E satisﬁes G(E)−e+1 and it is free locally in codimension (E) − e − 1 then
depthR(E) =min{d + e,depth E + (E)}.
(b) (Theorem 7.5) If r(E)  2, E satisﬁes G(E)−e+1 , E is free locally in codimension (E) − e − 2, (E) 
grade Fe(E) + e, and R ′′/I is Cohen–Macaulay then depthR(E) =min{d + e,depth E2 + (E)}.
2. Rees algebras and reductions
In this section R will be a Noetherian ring with total ring of quotients Q = Quot(R) = W−1R
where W = R \ Z(R) and E will be a ﬁnitely generated R-module having a rank e, (which means that
E ⊗R Q  Q e). We shall deﬁne the Rees algebra of E and give some useful properties.
Deﬁnition. (See [19,22].) Let R be a Noetherian ring and E a ﬁnitely generated R-module having a
rank. We deﬁne the Rees algebra RR(E) of E to be the quotient SR(E)/τR(SR(E)) of the symmetric
algebra SR(E) by its R-torsion submodule τR(SR(E)). [If it is not necessary to emphasize that SR(E)
is an R-module we simply write R(E) = S(E)/τ (S(E)).]
R(E) inherits a natural graduation from the symmetric algebra and in the case where E is tor-
sionfree, τ (E) = 0, and so R(E)1 = E , R(E)n+1 = E · R(E)n .
If F is a free R-module having rank r then S(F )  R[t1, . . . , tr] and, since τ (R[t1, . . . , tr]) = 0, also
R(F )  R[t1, . . . , tr]. More in general, if E is an R-module having rank e and F is a free R-module of
rank r then
R(E ⊕ F )  R(E)[t1, . . . , tr].
(See [19, Théorème I-3]). In general, the Rees algebra of a ﬁnitely generated torsionfree R-module
module having rank is a subalgebra of a polynomial ring. Moreover, if U is a submodule of E having
rank the Rees algebra R(U ) is a subalgebra of R(E), as we shall prove.
Lemma 2.1. Let R be a Noetherian ring satisfying Z(R) = R \ u(R), where u(R) denotes the set of all units in
R, and let E be a ﬁnitely generated R-module. Then
(a) E is a projective module if and only if proj dim E < ∞.
(b) If Rr
f
↪→ Re then S( f ) : S(Rr) → S(Re) is injective.
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under the hypothesis every maximal ideal is associated) and so
proj dim Em < ∞ ⇒ proj dim Em = depth Rm = 0.
Therefore Em is a projective module, so E is a projective R-module. The converse is clear.
(b) Consider the exact sequence 0 → Rr f→ Re → Re/ im f = M → 0. Hence projdimM  1 and,
by (a), M is a projective R-module. Therefore the exact sequence splits, that is Re  Rr ⊕ M . Hence
im f is a direct factor of Re and so S( f ) is injective. 
Proposition 2.2. Let R be a Noetherian ring, E a ﬁnitely generated R-module having rank. Suppose that E
f
↪→
G  Re, e > 0. Then
(a) ker(S(E) S( f )→ S(G)) = τ (S(E)).
(b) R(E)  S( f )(S(E)) ↪→ R[t1, . . . , te].
(c) If U is an R-submodule of E with rank then R(U ) ↪→ R(E).
Proof. (a) Since S(G)  R[t1, . . . , te] which is torsionfree, τ (S(E)) ⊆ kerS( f ). Conversely, let Q =
Quot(R). Hence Q is a ﬂat R-module and supposing rank E = r,
Q r  E ⊗R Q
f⊗idQ
↪→ G ⊗R Q  Q e.
Moreover Z(Q ) = Q \ u(Q ). Hence, by the previous lemma,
S(E) ⊗R Q  S(E ⊗R Q )  S
(
Q r
) S( f⊗idQ )
↪→ S(Q e) S(G ⊗R Q )  S(G) ⊗R Q .
Therefore
kerS( f ) ⊗R Q = ker
(S( f ) ⊗ idQ )= ker(S( f ⊗ idQ ))= 0,
and so kerS( f ) ⊆ τ (S(E)). The equality follows.
(b) is immediate by (a).
(c) Suppose that U
g
↪→ E f↪→ G . Hence S(U ) S(g)→ S(E) S( f )→ S(G) and S( f ) ◦ S(g) = S( f ◦ g). Thus,
by (a),
τ
(S(U ))= kerS( f ◦ g) = S(g)−1(kerS( f ))= S(g)−1(τ (S(E))),
proving that R(U ) = S(U )/τ (S(U )) ↪→ S(E)/τ (S(E)) = R(E). 
Note that if E is a ﬁnitely generated torsionfree R-module having rank e > 0 then there exists an
inclusion E
f
↪→ G  Re .
In general the Rees algebra of a module does not commute with the extension of scalars (cf. ex-
ample in [19, Chapter I, §5]). However when E is also torsionfree, R(E) commutes with the extension
of scalars by ﬂat R-algebras.
Proposition 2.3. Let R be a Noetherian ring, E a ﬁnitely generated torsionfree R-module having rank and S a
ﬂat R-algebra. Then RR(E) ⊗R S  RS (E ⊗R S).
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f
↪→ G  Re , e > 0. Because S is R-ﬂat, the exact sequence
0→ kerS( f ) → S(E) → R(E) → 0
gives rise to the exact sequence
0→ kerS( f ) ⊗R S → S(E) ⊗R S → R(E) ⊗R S → 0.
Moreover, kerS( f ) ⊗R S = ker(S( f ) ⊗ idS). On the other hand, S(E) ⊗R S  S(E ⊗R S) and S(G) ⊗R
S  S(G ⊗R S)  S[t1, . . . , te]. Therefore, S( f ) ⊗ idS and S( f ⊗ idS ) are two extensions to the sym-
metric algebra of f ⊗ idS : E ⊗R S → G ⊗R S . By uniqueness, S( f ) ⊗ idS = S( f ⊗ idS). It follows that
kerS( f ) ⊗R S = ker
(S( f ) ⊗ idS)= kerS( f ⊗ idS).
Therefore we have a commutative diagram with exact rows
0 kerS( f ⊗ idS) S(E ⊗R S) RS(E ⊗R S) 0
0 kerS( f ) ⊗R S S(E) ⊗R S RR(E) ⊗R S 0.
Hence there exists an R-isomorphism RS (E ⊗R S) → RR(E) ⊗R S , as required. 
Given an R-submodule U of E , τ (U ) = τ (E) ∩ U , hence U/τ (U )  (U + τ (E))/τ (E) ⊆ E/τ (E).
Therefore for any r, (
U/τ (U )
) · R(E)r ⊆ (E/τ (E)) · R(E)r = R(E)r+1.
An R-submodule U of a ﬁnitely generated R-module E having rank is said to be a reduction of E
if
R(E)r+1 =
(
U/τ (U )
) · R(E)r
for some r  0.
Any reduction U of E has rank and rankU = rank E . Moreover, E/U is a torsion module and
grade E/U > 0. For quotient modules we have the following.
Proposition 2.4. Let R be a Noetherian ring, E a ﬁnitely generated R-module having rank and U ⊆ E a reduc-
tion of E. If V ⊂ U with E/V having rank then U/V is a reduction of E/V .
Proof. There is a natural epimorphism of graded algebras
π = R(π) : R(E) → R(E/V )
induced by the canonical epimorphism
π : E → E/V .
Note that π(E/τ (E)) = (E/V )/τ (E/V ) and π(U/τ (U )) = (U/V )/τ (U/V ). Suppose that R(E)r+1 =
(U/τ (U )) · R(E)r . Then,
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(R(E)r+1)= π(U/τ (U ) · R(E)r)= π(U/τ (U )) · π(R(E)r)
= (U/V )/τ (U/V ) · R(E/V )r,
and so U/V is a reduction of E/V . 
Since E and E/τ (E) have the same rank and the same Rees algebra, then U ⊆ E is a reduction of E
if and only if U/τ (U ) is a reduction of E/τ (E). Therefore one may often assume that E is a ﬁnitely
generated torsionfree R-module and, in this case, U is a reduction of E if
R(E)r+1 = U · R(E)r
for some r  0. The least integer r for which R(E)r+1 = U · R(E)r is called the reduction number of E
with respect to U , and it is denoted by rU (E). A reduction of E is called minimal if it is minimal
with respect to inclusion. It is clear that E is a reduction of itself with rE (E) = 0. Moreover, if U is a
reduction of E , then U ⊗R S is a reduction of E⊗R S if S is a ﬂat R-algebra. Further if U is a reduction
and R(E)r+1 = U · R(E)r for some r  0 then R(E)n+1 = U · R(E)n for all n r.
Assume that (R,m) is local and E is a ﬁnitely generated torsionfree R-module having rank. Since
R(E) is a standard graded algebra over R , one may also apply to this situation the notion of reduction
for graded rings introduced by A. Ooishi (1988) – see, for instance, [4, Proposition 2.1]. Then, minimal
reductions always exist and the reduction number of E , denoted by r(E), is the minimum of rU (E),
where U ranges over all minimal reductions of E . The ﬁber cone of R(E) is the graded ring F(E) =
R(E)/mR(E) =⊕i0 R(E)i/mR(E)i . The Krull dimension of F(E) is called the analytic spread of E
and is denoted by (E). It is known that μ(U ) (E) for any reduction U of E with equality if and
only if U is a minimal reduction of E , supposing k inﬁnite.
3. The isomorphismR(E) R(E ′′)/〈x1, . . . , xe−1〉
In [22], Simis–Ulrich–Vasconcelos introduced the technique of generic Bourbaki ideals to deduce
some numerical measures for the Rees algebra of a module such as analytic spread and reduction
number. We explore the inductive process of this construction in order to study when the Rees algebra
of a module E , having rank e  2 over a suitable Nagata extension, is a deformation of a Rees algebra
of an ideal.
Given a Noetherian local ring (R,m,k) and a set of indeterminates X = {X1, . . . , Xm} the Nagata
extension of R with respect to X is the ring R ′′ := R[X]mR[X] = R(X). The ring R ′′ is a local ring with
maximal ideal mR ′′ and inﬁnite residue ﬁeld k(X). We begin with the following remark.
Lemma 3.1. Let (R,m) be a Noetherian local ring, R ′ = R[X] and R ′′ = R(X) the Nagata extension of R with
respect to a set of indeterminates X. Then, for 1 j m,
R ′′  R(X1, . . . , X j)(X j+1, . . . , Xm) = R jmR j [X j+1, . . . , Xm]mR jmR j [X j+1,...,Xm],
where R j = R[X1, . . . , X j].
Proof. Firstly note that R ′ = R j[X j+1, . . . , Xm]. Therefore,
R ′mR j  R ′ ⊗R j R jmR j  R jmR j [X j+1, . . . , Xm].
On the other hand, we have (
R ′mR j
)  R ′q∩R ′q
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R ′′ = R ′mR ′ 
(
R ′mR j
)
mR ′mR j
 R jmR j (X j+1, . . . , Xm),
proving the assertion. 
Let (R,m) be a Noetherian local ring, and E a ﬁnitely generated R-module having a rank e > 0,
and let U =∑ni=1 Rai be a submodule of E such that E/U is a torsion module (which holds if U is a
reduction of E). Further, let Z = {zi j | 1 i  n, 1 j  e − 1} be a set of n × (e − 1) indeterminates
over R . We ﬁx the notation
R ′ = R[zi j | 1 i  n, 1 j  e − 1] = R[Z], R ′′ = R ′mR ′ = R(Z),
U ′ = U ⊗R R ′, U ′′ = U ⊗R R ′′, E ′ = E ⊗R R ′, E ′′ = E ⊗R R ′′.
Furthermore, we set
x j =
n∑
i=1
zi jai ∈ U ′ ⊆ E ′, F =
e−1∑
j=1
R ′′x j .
In [22] it is proved that F is a free module over R ′′ of rank e − 1. We denote the R ′′-module E ′′/F
by E; this module has rank 1.
To explore the inductive process of this construction we need to introduce more notation. For
1 j  e − 1 set
Z j = {z1 j, . . . , znj}
and
R j = R[Z1, . . . ,Z j], R ′′j = R jmR j = R(Z1, . . . ,Z j).
Hence (by Lemma 3.1)
R ′  R j ⊗R R[Z j+1, . . . ,Ze−1]  R j[Z j+1, . . . ,Ze−1],
R ′′  (R ′′j [Z j+1, . . . ,Ze−1])mR ′′j [Z j+1,...,Ze−1] = R ′′j (Z j+1, . . . ,Ze−1).
Moreover, for 1  j  e − 1, set E j = E ⊗R R j , E ′′j = E ⊗R R ′′j  E j ⊗R j R ′′j and U j = U ⊗R R j , U ′′j =
U ⊗R R ′′j  U j ⊗R j R ′′j . Hence
E ′  E j ⊗R j R ′  E j ⊗R R[Z j+1, . . . ,Ze−1],
E ′′  E ′ ⊗R ′ R ′′  E j ⊗R j R ′′  E ′′j ⊗R ′′j R ′′.
Since R ′′ is the Nagata extension of R ′′j with respect to Z j+1, . . . ,Ze−1,
rank E ′′j = rank E ′′ = rankU ′′j , μ
(
E ′′j
)= μ(E ′′).
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U ′′j = U ′′j /〈x1, . . . , x j〉, where 〈x1, . . . , x j〉 denote in each case the submodule generated by x1, . . . , x j .
By convention E0 = E = E0, R0 = R .
The following relations for E are also true for any submodule U of E , and are easy to prove. In
fact, (b) follows by Lemma 3.1.
Lemma 3.2. Let (R,m) be a Noetherian local ring, E a ﬁnitely generated R-module having rank e > 0. Let Z j ,
R j , R ′′j , E j , E
′′
j , E j , E
′′
j , 1 j  e − 1, as above. Then
(a) R j = R j−1 ⊗R R[Z j] = R j−1[Z j] and E j = E j−1 ⊗R R[Z j] = E j−1 ⊗R j−1 R j ;
(b) R ′′j  (R ′′j−1[Z j])mR ′′j−1[Z j ] = R ′′j−1(Z j) = R(Z1, . . . ,Z j−1)(Z j)  R(Z j)(Z1, . . . ,Z j−1) =
((R[Z j]mR[Z j ])[Z1, . . . ,Z j−1])m(R[Z j ]mR[Z j ])[Z1,...,Z j−1];
(c) E ′′j  E ′′j−1 ⊗R ′′j−1 R ′′j ;
(d) E ′′j  E j ⊗R j R ′′j ;
(e) E j  (E j−1 ⊗R j−1 R j)/〈x j〉, E ′′j  (E ′′j−1 ⊗R ′′j−1 R ′′j )/〈x j〉, where x j = x j + 〈x1, . . . , x j−1〉 in each case.
Lemma 3.3. Let (R,m) be a Noetherian local ring, E a ﬁnitely generated R-module having rank e  2 and
U =∑ni=1 Rai a reduction of E. Further, let R j , E j , E j be deﬁned as above and let U j be deﬁned similarly.
(a) For 1 j  e − 1, rank E j = rankU j = rank E ′′j = rankU ′′j = e − j and
∑ j
i=1 R jxi ,
∑ j
i=1 R
′′
j xi are free
modules of rank j;
(b) For 1 j  e − 1, the element x j = x j + 〈x1, . . . , x j−1〉 is regular on R(E j−1 ⊗R j−1 R j).
(c) Suppose in addition that gradeR(E)+ = e. Then, for 1 j  e − 1,
(i) gradeR(E j)+ = e − j;
(ii) R(E j) = R(E j−1 ⊗R j−1 R j)/〈x j〉.
Proof. (a) We use induction on j to prove that rankU j = e− j. For j = 1, we apply [22, Lemma 3.1] to
U =∑ni=1 Rai , R1 and x1 =∑ni=1 zi1ai ∈ U1 = U ⊗R R1. Now, suppose by induction that j > 1 and that
rankU j−1 = e − j + 1. Since U j  (U j−1 ⊗R j−1 R j)/〈x j〉 where x j = x j + 〈x1, . . . , x j−1〉 (by Lemma 3.2
replacing E by U ), we may apply [22, Lemma 3.1] to prove that
rankU j = rank(U j−1 ⊗R j−1 R j)/〈x j〉 = rankU j−1 − 1= e − j.
It follows by induction that rankU j = e − j, for 1 j  e − 1. Now,
rankU ′′j = rank
(
U j ⊗R j R ′′j
)= rankU j = e − j.
Therefore rank
∑ j
i=1 R jxi = rank
∑ j
i=1 R
′′
j xi = j and these modules are free. Finally,
rank E ′′j = rank E j = rank E j − rank
j∑
i=1
R jxi = e − j,
and (a) is proved.
(b) Since rank E j−1 = e − ( j − 1)  2 (by (a)), R j = R j−1[Z j] is a polynomial ring and U j−1 is a
reduction of E j−1 (by Proposition 2.4), we apply [22, Lemma 3.6] to R j−1, E j−1, U j−1.
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and, since x1 is regular on R(E1), we have
gradeR(E1)+ = gradeR(E1)+ − 1 = e − 1.
Now, suppose by induction that j > 1 and that gradeR(E j−1)+ = e− ( j− 1). Since e− ( j− 1) 2 we
have, by (b) and by [22, Proposition 3.8],
gradeR(E j)+ = gradeR
(
(E j−1 ⊗R j−1 R j)/〈x j〉
)
+
= grade(R(E j−1 ⊗R j−1 R j)+/〈x j〉)
= gradeR(E j−1 ⊗R j−1 R j)+ − 1
= gradeR(E j−1)+ − 1= e − j.
Therefore, gradeR(E j)+ = e − j for 1 j  e − 1.
(ii) is a consequence of (i) and of [22, Proposition 3.8]. 
Next we deal with the hypothesis of R(E) satisfying (S2) in order to apply [22, Theorem 3.7].
We shall prove a result similar to Lemma 3.3, which will be useful to use induction when we dis-
mount R(E). Recall that a ﬁnitely generated R-module E over a Noetherian ring R satisﬁes the Serre’s
condition (Sk) if for all p ∈ Spec(R), depth Ep min{k,dim Ep}.
We ﬁrst observe the following.
Lemma 3.4. Let R be a Noetherian ring. If a ∈ R \ u(R) is an R-regular element and R/(a) satisﬁes (Sk), then
R satisﬁes (Sk).
Proof. Let p ∈ Spec(R). If a ∈ p then p/(a) ∈ Spec(R/(a)) and so, by assumption,
depth
(
R/(a)
)
p/(a) min
{
k,dim
(
R/(a)
)
p/(a)
}
.
But (R/(a))p/(a)  Rp/aRp and a is Rp-regular, hence
depth(Rp/aRp) = depth Rp − 1 and dim(Rp/aRp) = dim Rp − 1.
It follows that
depth Rp = depth
(
R/(a)
)
p/(a) + 1min{k,dim Rp − 1} + 1=min{k + 1,dim Rp}.
Now, suppose that a /∈ p. Let q ∈ V (p + (a)) be minimal with htq = ht(p + (a)) = htp + 1. By the
ﬁrst case,
depth Rq min{k + 1,dim Rq} =min{k,htp} + 1.
Using the inequality of [1, Lemma 9.3.2], we have
depth Rp  depth Rq − ht(q/p) = depth Rq − 1min{k,htp}.
Therefore, in any case, depth Rp min{k,dim Rp} and so R satisﬁes the Serre’s condition (Sk). 
Lemma 3.5. Let (R,m) be a Noetherian local ring, E a ﬁnitely generated R-module having rank e  2 and
U =∑ni=1 Rai a reduction of E. Further, let R ′′j , E ′′j and E ′′j be deﬁned as before.
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(b) Suppose in addition that R(E) satisﬁes (S2). Then, for 1 j  e − 1,
(i) R(E ′′j ) satisﬁes (S2);
(ii) R(E ′′j ) = R(E ′′j−1 ⊗R ′′j−1 R ′′j )/〈x j〉.
Proof. (a) As in Lemma 3.3(b), x j is regular on R(E ′′j−1 ⊗R ′′j−1 R ′′j−1[Z j]) hence it is also regular on
R(E ′′j−1 ⊗R ′′j−1 R ′′j ) (by Lemma 3.2(b) and by Proposition 2.3).
(b)(i) We use induction on j to prove that R(E ′′e− j) satisﬁes (S2). Since E = E ′′/F = E ′′e−1, this is
trivial for j = 1. Now, suppose by induction that j > 1 and that R(E ′′e− j+1) is (S2). Since U ′′e− j is a
reduction of E ′′e− j , Lemma 3.2(e) and [22, Theorem 3.7] imply that
R(E ′′e− j+1)= R(E ′′e− j ⊗R ′′e− j R ′′e− j+1)/〈xe− j+1〉.
Moreover, xe− j+1 is regular on R(E ′′e− j ⊗R ′′e− j R ′′e− j+1). Hence, by the previous lemma, R(E ′′e− j ⊗R ′′e− j
R ′′e− j+1) satisﬁes (S2) and so R(E ′′e− j) is also (S2). The result follows by induction.
(ii) is a consequence of (i) and of [22, Theorem 3.7]. 
To apply Proposition 2.3 we need to certify that, in the inductive process, the quotients E j , E ′′j
are torsionfree. To guarantee this we also need to assume that the module E is a ﬁnitely gener-
ated torsionfree R-module having rank e and satisfying G˜2, that is μ(Ep)  e for all prime p with
depth Rp = 1. This property implies, in particular, that Ep is free whenever depth Rp  1. Moreover,
given a reduction U of E we have
grade Fe(U ) grade Fe(E) and grade E/U  grade Fe(E),
(cf. [4, Proposition 3.2]) and so E satisﬁes G˜2 if and only if U satisﬁes G˜2 and grade E/U  2, because
the free locus of E is given by Spec R \ Ve(Fe(E)) and free modules have not proper reductions (cf. [4,
Theorem 3.7]).
Lemma 3.6. Let (R,m) be a Noetherian local ring, E a ﬁnitely generated torsionfree R-module having rank
e  2 and satisfying G˜2 . Let U =∑ni=1 Rai be a reduction of E. Further, let R j , R ′′j , E j and E ′′j be deﬁned as
before, j = 1, . . . , e − 1. Then E j and E ′′j are torsionfree.
Proof. We ﬁrst note that E j = E ⊗R R j is torsionfree. By Lemma 3.2 and by [22, Lemma 3.1], U j and
U ′′j satisfy G˜2. Since U j is a reduction of E j (by Proposition 2.4) and grade E j/U j = grade E/U  2,
then also E j satisﬁes G˜2. Similarly E ′′j satisﬁes G˜2. Moreover, E j and E
′′
j have rank e − j (cf.
Lemma 3.3). Now if E j = E j/〈x1, . . . , x j〉 = E j/F j is not torsionfree, then there exists p ∈ Ass E j such
that depth(R j)p > 1. We have an exact sequence
0 → (F j)p → (E j)p → (E j/F j)p → 0,
and applying the depth lemma to this sequence we obtain, in each case, a contradiction, since
Ass E j ⊆ Ass R j , depth Fp = depth Rp > 1 and depth(E j/F j)p = 0. Therefore E j is torsionfree. Simi-
larly E ′′j is torsionfree. 
We now state the main result of this section.
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ated torsionfree R-module having rank e  2 and satisfying G˜2 . Let U =∑ni=1 Rai be a reduction of E and
E = E ′′/F with E ′′ = E ⊗R R ′′ , F =∑e−1j=1 R ′′x j , x j =∑ni=1 zi jai . Suppose that either gradeR(E)+ = e or
R(E ′′/F ) satisﬁes (S2). Then
(a) x1, . . . , xe−1 is an R(E ′′)-regular sequence;
(b) R(E)  R(E ′′)/〈x1, . . . , xe−1〉.
Proof. (a), (b) We consider only the case of gradeR(E)+ = e. The other case is treated similarly using
Lemma 3.5 and [22, Theorem 3.7] instead of Lemma 3.3 and [22, Proposition 3.8]. We observe that,
by the assumptions, the Rees algebra commutes with the extension of scalars (cf. Proposition 2.3 and
Lemma 3.6).
We use induction on e to prove that x1, . . . , xe−1 is an R(E ′)-regular sequence and R(E ′) 
R(E ′)/〈x1, . . . , xe−1〉. The case e = 2 is already treated.
Now, suppose that e = j−1 > 2 and assume, by induction, that x1, . . . , x j−1 is an R(E j−1)-regular
sequence and that R(E j−1)  R(E j−1)/〈x1, . . . , x j−1〉. Hence
R(E j−1 ⊗R j−1 R j) 
(R(E j−1)/〈x1, . . . , x j−1〉)⊗R j−1 R j
 (R(E j−1) ⊗R j−1 R j)/
( j−1∑
i=1
R(E j−1)xi ⊗R j−1 R j
)
 R(E j)/
j−1∑
i=1
R(E j)xi = R(E j)/〈x1, . . . , x j−1〉.
By Lemma 3.3(b), x j is regular on R(E j)/〈x1, . . . , x j−1〉. Moreover, 〈x1, . . . , x j〉 · R(E j) ⊆ R(E j)+ 
R(E j), therefore x1, . . . , x j is an R(E j)-sequence. On the other hand, R(E j)  R(E j−1 ⊗R j−1 R j)/〈x j〉
(by Lemma 3.3) and so
R(E j) 
(R(E j)/〈x1, . . . , x j−1〉)/〈x j〉  R(E j)/〈x1, . . . , x j〉.
By induction, it follows that x1, . . . , xe−1 is an R(E ′)-regular sequence and that R(E ′)  R(E ′)/
〈x1, . . . , xe−1〉. Finally, since E ′′ = E ′ ⊗R ′ R ′′ , (a) and (b) follow. 
In [22] it is proved that
dimR(E) = dim R + rank E = dim R + ht(R(E)+),
for E a ﬁnitely generated R-module having rank e. In the case where R(E) is Cohen–Macaulay
then gradeR(E)+ = e and if R(E) is Cohen–Macaulay then R(E) satisﬁes (S2). Hence [22, Theo-
rem 3.5(a)(i)] will be a particular case of the theorem above.
Corollary 3.8. Let (R,m) be a Noetherian local ring, R ′ = R[Z], R ′′ = R ′mR ′ . Let E be a ﬁnitely generated tor-
sionfree R-module having rank e  2 and satisfying G˜2 . Let U =∑ni=1 Rai be a reduction of E and E = E ′′/F
with E ′′ = E ⊗R R ′′ , F =∑e−1j=1 R ′′x j , x j =∑ni=1 zi jai . Suppose that either gradeR(E)+ = e or R(E ′′/F )
satisﬁes (S2). Then
(a) depthR(E) = depthR(E) + e − 1;
(b) R(E) is Cohen–Macaulay if and only if R(E) is Cohen–Macaulay;
(c) E is of linear type if and only if E is of linear type.
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depthR(E) = depth(R(E ′′)/〈x1, . . . , xe−1〉)
= depthR(E ′′)− (e − 1)
= depthR(E) − e + 1.
(b) We have rank E = e, rank E = 1. Hence
dimR(E) = dim R + e = dim R ′′ + 1+ e − 1= dimR(E) + e − 1.
Now, the conclusion follows by (a) and by the deﬁnition of Cohen–Macaulay local ring.
(c) Suppose that E is of linear type. Hence R(E ′′)  S(E ′′) and by the previous theorem
R(E)  R(E ′′)/〈x1, . . . , xe−1〉  S(E ′′)/〈x1, . . . , xe−1〉  S(E)
– the last isomorphism because the kernel of the epimorphism S(π), induced by the natural epimor-
phism π : E ′′ → E ′′/F , is the ideal of S(E ′′) generated by kerπ = F . It follows that E is of linear type.
The converse follows by a similar argument as in [22, Proposition 3.11(b)] and applying that R ′′ is
faithfully ﬂat over R . 
Given a ﬁnitely generated torsionfree R-module E having rank e > 0 and satisfying G˜2, and given
a submodule U of E such that grade E/U  2, there exists a Nagata extension R ′′ = R(Z) and a free
R ′′-module F  R ′′e−1 such that E = E ′′/F is torsionfree over R ′′ and having rank 1. In this case
E  IU (E) is an R ′′-ideal (see [22, Proposition 3.2]). Such ideal I = IU (E) is called a generic Bourbaki
ideal of E with respect to U .
The construction of a generic Bourbaki ideal, with respect to a submodule U of E , depends on
the generating set considered for U and on the set of variables, but is essentially unique. See [22,
Remark 3.4] for more details.
4. The Cohen–Macaulayness property ofR(E) for ideal modules
Recall that a torsionfree module E ⊆ G  Re is an ideal module if gradeG/E  2. The module E
has rank e and V (Fe(E)) = SuppG/E . In particular, grade Fe(E) = gradeG/E . See [4] for details.
Remark 4.1. Let R be a Noetherian ring, E a ﬁnitely generated torsionfree R-module having rank
e > 0 and U a reduction of E . If grade Fe(E) 2 then there exists I a generic Bourbaki ideal of E with
respect to U with grade I > 0. In particular, if E is an ideal module then E has a generic Bourbaki
ideal with respect to U .
Proof. Let U be a reduction of E . If U = E then grade E/U = ∞. If U = E ,
grade E/U  grade Fe(E) 2
(cf. [4, Proposition 3.2]). In any case, grade E/U  2 and, by [22, Proposition 3.2], E has a generic
Bourbaki ideal I (with respect to U ) with grade I > 0. For the second assertion, we note that ideal
modules satisfy grade Fe(E) 2 (cf. [4, Theorem 3.7]). 
We have V (Fe(E)) = SuppG/E = Supp R/Fe(E) in the case where E ⊆ G  Re is an ideal module.
In particular, V (F1(I)) = Supp R/I = V (I) for any R-ideal I with grade I  2. Moreover, if I  E ′′/F is
a generic Bourbaki ideal of E with grade I  2 then, clearly,
V
(
Fe
(
E ′′
))⊆ V (F1(I))= V (I).
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same variety.
Remark 4.2. Let R be a Noetherian ring and let I , J be R-ideals both of grade  2. If I  J (as
R-modules) then V (I) = V ( J ). In particular, ht I = ht J and grade I = grade J .
We distinguish generic Bourbaki ideals with grade  2.
Deﬁnition 1. We say that a generic Bourbaki ideal I of a module E is a good generic Bourbaki ideal of E
if grade I  2.
It is proved in [22, Proposition 3.2] that a ﬁnitely generated R-module E having rank e > 0 and
satisfying grade Fe(E) 2 has a good generic Bourbaki ideal if and only if (
∧e E)∗∗  R – such module
is called an orientable module. Ideal modules also have good generic Bourbaki ideals.
Remark 4.3. Let R be a Noetherian local ring and let E be an ideal module over R having rank e  2.
Then E has a good generic Bourbaki ideal I .
Proof. An ideal module E satisﬁes grade Fe(E)  2. On the other hand, let p be any prime ideal
with depth Rp  1. Hence Ep is free, and we have (
∧e E)∗∗p  Rp, proving that R∗  (∧e E)∗∗∗ (by
[17, Proposition E.11]). Moreover, (
∧e E)∗∗ is reﬂexive and we have R  R∗∗  (∧e E)∗∗∗∗  (∧e E)∗∗ .
Therefore E has a good generic Bourbaki ideal I . 
If R(E) is Cohen–Macaulay we proved, in [3, Corollary 5.3], that
(E) d + e − depth E, (1)
for any ﬁnitely generated torsionfree R-module having positive rank e. In this section we prove that,
under certain conditions, this inequality is a necessary and suﬃcient condition for an ideal module,
with small reduction number, to have Cohen–Macaulay Rees algebra. To do this we resort to the tech-
nique of generic Bourbaki ideals. We begin by recalling some relations between E and I established
in [22].
Let (R,m,k) be a Noetherian local ring. Simis–Ulrich–Vasconcelos showed that
dimR(E) = dimR(I) + e − 1, (2)
Esatisﬁes Gs [resp. G˜s] ⇔ I satisﬁes Gs [resp. G˜s], (3)
R(E) is Cohen–Macaulay ⇔ R(I) is Cohen–Macaulay, (4)
(E) = (I) + e − 1, (5)
r(E) = r(I) if k is inﬁnite, (6)
where E is a ﬁnitely generated R-module having positive rank and I is a generic Bourbaki ideal
of E . Recall that E satisﬁes Gs [resp. G˜s] if ht Fi(E)  i − e + 2 [resp. grade Fi(E)  i − e + 2] for
e  i  e + s − 2. On the other hand, given a ﬁnitely generated torsionfree module over a Noetherian
ring R having rank e, E ⊂ G  Re , many of the structural properties of E are reﬂected by the quotient
G/E and by the e-th Fitting ideal Fe(E) – see [4] for details. If, in addition, E has a generic Bourbaki
ideal I ⊂ R ′′ , I  E ′′/F , some properties of the quotient modules G/E and R ′′/I are related once we
have the exact sequence
0→ F → E ′′ → I → 0.
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torsionfree module over R. Suppose that E ⊂ G  Re, e  2 and that I ⊂ R ′′ is a generic Bourbaki ideal of E.
Then
(a) E has ﬁnite projective dimension if and only if I has ﬁnite projective dimension, and in this case
proj dim E = proj dim I = proj dim R ′′/I − 1.
(b) depth E − 1= depthG/E = depth R ′′/I = depth I − 1.
(c) G/E is Cohen–Macaulay and ht Fe(E) = ht I if and only if R ′′/I is Cohen–Macaulay.
Proof. Suppose that I  E ′′/F is a generic Bourbaki ideal of E with F a free R ′′-module as usual.
Consider the exact sequences
0→ E → G → G/E → 0, 0 → I → R ′′ → R ′′/I → 0, 0→ F → E ′′ → I → 0.
(a) Since F is a free R ′′-module, proj dim F = 0 and the equivalence follows by [16, Proposi-
tion VII.1.8] applied to the third exact sequence. On the other hand, since E is not free, proj dim E ′′ =
proj dim I . Moreover, R ′′/I is not free, and so 0= proj dim R ′′ < proj dim R ′′/I = proj dim I + 1.
(b) We use [2, Proposition 1.2.9]. Since depthG/E  dimG/E  d−2 then depthG/E = depth E−1.
Moreover, ht I = grade I > 0 implies that depth R ′′ > depth R ′′/I , and so depth R ′′/I = depth I − 1. Fur-
ther depth E < depth F = d, so that depth E = depth I .
(c) We have dimG/E  dim R ′′/I with equality if and only if ht Fe(E) = ht I and the result follows
by (b). 
Corollary 4.5. Let R be a Cohen–Macaulay local ring, dim R = 2 and let E be an ideal module over R. Suppose
that E ⊂ G  Re, e  2. Let I ⊂ R ′′ be a good generic Bourbaki ideal of E. Then
(a) depth E = 1;
(bc) dimG/E = depthG/E = depth R ′′/I = dim R ′′/I = 0.
To use generic Bourbaki ideals, in the study of the Cohen–Macaulay property of the Rees algebra of
a module, we need to evoke the close connection between the Cohen–Macaulay property of the Rees
algebra of an ideal I , R(I), and the associated graded ring G(I). Moreover, the Artin–Nagata property
AN−s also gives some control over the Cohen–Macaulayness of the Rees algebra of ideals. Recall that
an ideal I satisﬁes AN−s if for every i with grade I  i  s and every proper R-ideal J = a : I where
a ⊆ I with μ(a)  i  ht J , ht(I + J )  s + 1, the ring R/ J is Cohen–Macaulay. It is clear that if I
satisﬁes AN−s then I satisﬁes AN−k for every k  s. We say that a module E over a ring R is free
locally in codimension s if Ep is free for every p ∈ Spec(R) with htp = s.
Using the above concepts we prove that Eq. (1) is a necessary and suﬃcient condition for R(E) to
be Cohen–Macaulay for r(E) 1.
Theorem 4.6. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = d and E an ideal
module over R having rank e > 0 with r(E)  1 and satisfying G(E)−e+1 . Moreover, assume that E is free
locally in codimension (E) − e − 1. Then R(E) is Cohen–Macaulay if and only if (E) d + e − depth E.
Proof. Assume that e  2 and let I ⊂ R ′′ be a good generic Bourbaki ideal of E . By Eq. (5), (3), (6),
(I) = (E)−e+1, I satisﬁes G(I) and r(I) = r(E) 1. Moreover, since E is free locally in codimension
(E) − e − 1 then I satisﬁes AN−
(I)−2 (by [22, Proposition 5.3]). Therefore, by [10, Corollary 2.12],
depthG(I) =min{d,depth R ′′/I + (I)}. (7)
Since
depth R ′′/I + (I) = depth E − 1+ (E) − e + 1 = depth E + (E) − e
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(E) d + e − depth E ⇔ depth R ′′/I + (I) d
⇔ depthG(I) = d = dimG(I)
⇔ G(I) is Cohen–Macaulay.
On the other hand,
a
(G(I))=max{−ht I, r(I) − (I)}< 0
(because (I) 2 > r(I)), and so G(I) is Cohen–Macaulay if and only if R(I) is Cohen–Macaulay (by
[13, Corollary 1.3]). The result, then, follows by Eq. (4). 
In [4] we deﬁned the analytic deviation, for an ideal module E ⊂ G  Re , as ad(E) = (E) − e +
1 − ht Fe(E). We said that E is equimultiple if ad(E) = 0. Moreover, we say that E is a complete
intersection module if μ(E) = grade Fe(E) + e + 1 and that E is generically a complete intersection if
μ(Ep) = grade Fe(E)+e−1 for all minimal prime p ∈ Min R/Fe(E). It is clear that these notions agree
with the correspondent ones for ideals. Moreover, if I is a good generic Bourbaki ideal of E and I is a
complete intersection [equimultiple or generically a complete intersection, respectively] ideal then E
satisﬁes the same property.
Corollary 4.7. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = d > 0 and let E ⊂
G  Re be an equimultiple R-module with r(E) 1, having rank e > 0. Then the following are all equivalent:
(1) R(E) is Cohen–Macaulay;
(2) (E) d + e − depth E;
(3) (E) = d + e − depth E;
(4) G/E is Cohen–Macaulay.
Proof. Suppose that E ⊂ G  Re is equimultiple. Since p  V (Fe(E)) for every prime ideal p satisfying
htp = ht Fe(E) − 1= (E) − e, then E is free locally on codimension (E) − e. Moreover, we have
(E) d + e − depth E ⇔ depth E  d − ht Fe(E) + 1
⇔ depthG/E  dimG/E
⇔ G/E is C–M
⇔ (E) = d + e − depth E.
The result, then, follows by Theorem 4.6. 
A complete intersection module E ⊂ G  Re is equimultiple and G/E is Cohen–Macaulay, and so E
has Cohen–Macaulay Rees algebra, see also [22, Corollary 5.5].
Corollary 4.8. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = d > 0 and let E ⊂
G  Re be a complete intersection R-module having rank e > 0. Then R(E) is Cohen–Macaulay.
We note that the analytic spread is maximum for modules E which are free locally on the punc-
tured spectrum, that is Ep is free for every prime p = m. In fact, in this case (E) = d + e − 1 =
ht Fe(E) + e − 1 and E is equimultiple (cf. [4, Corollary 4.2]).
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module over R having rank e > 0. Assume that E is free locally on the punctured spectrumwith r(E) 1. Then
R(E) is Cohen–Macaulay.
Proof. Supposing that E ⊂ G  Re is free locally on the punctured spectrum then depthG/E 
dimG/E = 0 (cf. [4, Proposition 4.3]). Now the result follows by Corollary 4.7. 
In [22] is given the upper bound
r(E) (E) − e (8)
for the reduction number of any ﬁnitely generated R-module E in the case where R(E) is Cohen–
Macaulay (cf. [22, Proposition 4.2]). We use this inequality to prove the following criterion.
Corollary 4.10. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = d 2 and E an ideal
module over R having rank e > 0 with (E) = e + 1 and depth E = d − 1. Then R(E) is Cohen–Macaulay if
and only if r(E) 1.
Proof. An ideal module E is free locally in codimension 1 = (E) − e (cf. [4, Lemma 3.1]). The equiv-
alence, then, follows by Eq. (8) and by Theorem 4.6. 
Supposing E ⊂ G  Re , we note that depth E = d − 1 if and only if G/E is Cohen–Macaulay. For
the particular case of a two-dimensional Cohen–Macaulay local ring every ideal module E satisﬁes
(E) = e + 1 and depth E = 1, see also [15, Proposition 3.2].
Corollary 4.11. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = 2 and E an ideal
module over R having rank e > 0. Then R(E) is Cohen–Macaulay if and only if r(E) 1.
In [14, Corollary 3.5] due to M. Johnson and B. Ulrich, two necessary and suﬃcient conditions are
given for the Rees algebra of an ideal I to be Cohen–Macaulay in the case where I is a perfect ideal
of grade 2 and satisﬁes G(I):
R(I) is C-M ⇔ r(I) < (I) ⇔ r(I) = 0 or r(I) = (I) − 1. (9)
We use the technique of generic Bourbaki ideals to deduce the corresponding equivalences for ideal
modules.
Proposition 4.12. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = d  2 and E an
ideal module over R having rank e > 0. Assume that E satisﬁes G(E)−e+1 and proj dim E = 1. The following
are all equivalent:
(a) R(E) is Cohen–Macaulay,
(b) r(E) (E) − e,
(c) r(E) = 0 or r(E) = (E) − e.
Proof. Suppose that e  2. Since proj dim E = 1, there exists I ⊂ R ′′ a good generic Bourbaki ideal of
E which is perfect of grade 2 (by Proposition 4.4). Moreover, I satisﬁes G(I) , (I) = (E) − e + 1 and
r(I) = r(E) (by Eqs. (3), (5) and (6)). Hence the equivalences follow by Eq. (9). 
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We start this section with the particular case of an ideal module E ⊂ G  Re , having a good
generic Bourbaki ideal I satisfying E ′′  F ⊕ I , for I  E ′′/F . This happens in particular in the case
where grade I  3 (cf. [22, Remark 3.4]). This isomorphism implies that the Rees algebra R(E ′′) is a
polynomial ring over R(I) in e − 1 indeterminates (see Section 2). We shall prove that, in this case,
depthR(E) = depthR(I) + e − 1 without additional assumptions.
Lemma 5.1. Let R be a Noetherian ring, E = 0 a ﬁnitely generated R-module, I an R-ideal, X1, . . . , Xn inde-
terminates. Then
depthI R[X1,...,Xn]+〈X1,...,Xn〉
(
E ⊗R R[X1, . . . , Xn]
)= depthI E + n.
Proof. Set X= X1, . . . , Xn . Since X is an E[X]  E ⊗R R[X]-regular sequence then
depthI R[X]+〈X〉 E[X] = depth(I R[X]+〈X〉)/〈X〉 E[X]/〈X〉E[X] + n
(by [2, Proposition 1.2.10]). Now since
(
R[X]/〈X〉)/(I R[X] + 〈X〉/〈X〉) R[X]/(I R[X] + 〈X〉)
 (R[X]/I R[X])⊗R[X] (R[X]/〈X〉)
 R/I ⊗R R[X] ⊗R[X] R[X]/〈X〉
 R/I ⊗R R[X]/〈X〉
 R/I ⊗R R  R/I
and E[X]/〈X〉E[X]  E , then
ExtiR[X]/〈X〉
((
R[X]/〈X〉)/(I R[X] + 〈X〉/〈X〉), E[X]/〈X〉E[X]) ExtiR(R/I, E),
and so depth(I R[X]+〈X〉)/〈X〉 E[X]/〈X〉E[X] = depthI E. The result follows. 
Proposition 5.2. Let R be a Noetherian local ring, E a ﬁnitely generated R-module having rank e  2 and U
a reduction of E. Let I ⊂ R ′′ be a generic Bourbaki ideal of E (with respect to U ) and assume that E ′′  F ⊕ I .
Then
(a) R(E) ⊗R R ′′  R(I)[t1, . . . , te−1];
(b) R(E ′′)n ⊕nj=0 I j R ′′[t1, . . . , te−1]n− j ;
(c) depthR(E) = depthR(I) + e − 1.
Proof. (a) is known and (b) is immediate by (a).
(c) By straightforward calculations
mR ′′ ⊕ R(E ′′)+ = (mR ′′ ⊕ R(I)+)R(I)[t1, . . . , te−1] + 〈t1, . . . , te−1〉R(E ′′).
Hence by (a) and by the previous lemma
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= depth(mR ′′⊕R(I)+)R(I)[t1,...,te−1]+〈t1,...,te−1〉 R(I)[t1, . . . , te−1]
= depthmR ′′⊕R(I)+ R(I) + e − 1
= depthR(I) + e − 1,
proving (c). 
We mention here that D. Katz and V. Kodiyalam have shown in [15] that any ﬁnitely generated,
complete and torsion-free module over a two-dimensional regular local ring has reduction number
one. Also, that modules of reduction number one over a two-dimensional Cohen–Macaulay local ring
have been constructed by F. Hayasaka in [11] or, more in general for any dimension, by Simis–Ulrich–
Vasconcelos in [22].
Now we give examples of equimultiple and generically a complete intersection modules with small
reduction number and Cohen–Macaulay Rees algebra. We explore the examples of [4, Section 7]. Sup-
pose that E = I1 ⊕ · · · ⊕ Ie ⊂ Re , e > 0, with Ii R-ideals. If grade Ii  2 then E is an ideal module and
cannot be a complete intersection module if e  2. In particular, we abbreviate E = I ⊕ · · · ⊕ I = I⊕e ,
I an R-ideal. We note that, in this case, depth E = depth R/I + 1.
Proposition 5.3. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld and dim R = d 2. Let I be
an equimultiple ideal with ht I = 2 and r(I) 1. Write E = I⊕e , e  2. Then:
(a) E is equimultiple, r(E) = 1, (E) = e + 1.
(b) R(E) is Cohen–Macaulay if and only if depth R/I = d − 2 if and only if R/I is Cohen–Macaulay.
Proof. The ﬁrst assertions were proved in [4, Proposition 7.5]. For (b), applying Corollary 4.7, we get
R(E) is C-M ⇔ (E) = d + e − depth E
⇔ depth E = d − 1
⇔ depth R/I = d − 2
⇔ R/I is C–M,
and the result follows. 
In a regular local ring (R,m) with dim R = 2, m is a complete intersection ideal (with htm = 2).
Corollary 5.4. Let (R,m) be a regular local ring with inﬁnite residue ﬁeld and dim R = d = 2. Let E = m ⊕
· · · ⊕ m = m⊕e , e > 0. Then E is equimultiple and R(E) is Cohen–Macaulay.
If k is a ﬁeld then the formal power series ring in d variables R = k[[X1, . . . , Xd]] is a reg-
ular local ring with dimension d and maximal ideal m = 〈X1, . . . , Xd〉. Moreover, I = 〈X1, X2〉 is
such that ht I = 2 = μ(I) and so I is a complete intersection with R/I Cohen–Macaulay. The ring
R = k[X1, . . . , Xd]〈X1,...,Xd〉 is also a regular local ring with dimension d and the ideal J = 〈X1, X2〉R is
a complete intersection ideal satisfying ht J = 2= μ( J ) and R/ J is Cohen–Macaulay. Applying Propo-
sition 5.3 we obtain the following examples:
Example 5.5. Let R = k[[X1, . . . , Xd]], d 2, where k is an inﬁnite ﬁeld and X1, . . . , Xd are indetermi-
nates over k. Write E = 〈X1, X2〉⊕e , e  1. Then R(E) is Cohen–Macaulay.
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indeterminates over k. Write E = J⊕e , e  1, where J = 〈X1, X2〉R . Then R(E) is Cohen–Macaulay.
Given an R-ideal I , we have for any k ∈ N0,
R(I⊕e)k = (Ie)⊕(k+e−1k )  R(Ie)k,
where R(Ie) abbreviates the multi-Rees algebra R(I, . . . , I) = R[It1, . . . , Ite]. In the case where I is
an equimultiple ideal, M. Herrmann, E. Hyry, J. Ribbe and Z. Tang proved, in [12], that if R(Ie) is
Cohen–Macaulay then r(I) ht I − 1. We use this result to improve [18, Proposition 6.3] of J.-C. Liu.
Corollary 5.7. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld and dim R  2. Let I be an
equimultiple ideal with ht I = 2. Write E = I⊕e , e > 0. Then the following are equivalent:
(a) R(E) is Cohen–Macaulay;
(b) r(E) 1, (E) = e + 1, depth E = d − 1;
(c) r(I) 1, depth R/I = d − 2;
(d) R(I) is Cohen–Macaulay.
Proof. (c) ⇔ (d) follows by Corollary 4.10, by Eq. (8) and by Corollary 4.7.
(c) ⇒ (b) follows by Proposition 5.3.
(b) ⇒ (a) follows by Corollary 4.10.
(a) ⇒ (c) follows by [12, Theorem 2.2] and Proposition 5.3. 
In a two-dimensional Cohen–Macaulay local ring we get the following.
Corollary 5.8. Let (R,m) be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld and dim R = 2. Let I be
an m-primary ideal. Write E = I⊕e , e > 0. Then the following are all equivalent:
(a) R(E) is Cohen–Macaulay,
(b) r(E) 1,
(c) r(I) 1,
(d) R(I) is Cohen–Macaulay.
Next, we give examples of generically a complete intersection modules, which are a direct sum of
prime ideals, with Cohen–Macaulay Rees algebra.
Proposition 5.9. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld and dim R = d  3. Let
I1, . . . , Ie be perfect ideals of grade 2 which are generically a complete intersection. Suppose that the sets of
prime ideals Pi = Ass Ii are pairwise disjoint. Write E = I1 ⊕ · · · ⊕ Ie , e  2. Then:
(a) E is generically a complete intersection and satisﬁes G3 .
(b) (E) e + 2, ad(E) 1 with equalities if d = 3.
(c) proj dim E = 1.
(d) Suppose that d = 3.
(i) If e  3 then R(E) is Cohen–Macaulay if and only if r(E) = 2.
(ii) If e = 2 and I1 , I2 are complete intersection then r(E) = 0 and R(E) is Cohen–Macaulay.
Proof. (a), (b) proved as in [4, Proposition 6.8].
(c) By assumption each Ii is perfect of grade 2. Hence
proj dim E = max
1ie
{proj dim R/Ii} − 1= 2− 1= 1.
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ad(E) = 1, (E) = e + 2, and E satisﬁes G3 = G(E)−e+1. Supposing e  3 then μ(E)  2e > e + 2 =
(E), and so r(E) > 0. Now, the equivalence follows by Proposition 4.12.
(d)(ii) In this case μ(E) = μ(I1)+μ(I2) = ht I1 + ht I2 = 4= (E). Hence E is a minimal reduction
of itself, that is r(E) = 0. Again by Proposition 4.12, we conclude that R(E) is Cohen–Macaulay. 
Example 5.10. Let R = k[[X1, X2, X3]] with k an inﬁnite ﬁeld and write E = 〈X1, X2〉 ⊕ 〈X1, X3〉. Then
R(E) is Cohen–Macaulay.
Proof. R is a regular local ring with maximal ideal m = 〈X1, X2, X3〉, dimension d = 3 and p1 =
〈X1, X2〉, p2 = 〈X1, X3〉 are two distinct prime ideals of R with htpi = 2= μ(pi), i = 1,2. The assertion
then follows by Proposition 5.9. 
6. The Rees powers of ideal modules
Given a ﬁnitely generated R-module E having positive rank e, we deﬁne the n-th Rees power En of E
as the n-th graded piece of R(E),
En := R(E)n.
Let R ′′ = R(Z) be a Nagata extension of R such that E ′′ = E ⊗R R ′′ has a free module F =⊕e−1
j=1 R ′′x j with x j =
∑n
i=1 zi jai . In the case where x1, . . . , xe−1 is an R(E ′′)-regular sequence, we
can get some information about the depth of the mixed Rees powers, i.e. the powers of the form
E ′′n · F . In fact, in this case, we have
(i) x1 is an R(E ′′)-regular element;
(ii) xi is an R(E ′′)/〈Fi−1〉-regular element, for 1 < i  e − 1
where Fi = R ′′x1 ⊕ · · · ⊕ R ′′xi . Moreover
(i) ⇒ E ′′n  E ′′n · x1 = E ′′n · F1 (∀n);
(ii) ⇒ E ′′n/E ′′n−1 · Fi−1  xi
(
E ′′n/E ′′n−1 · Fi−1
)
(xi = xi + Fi−1)
= (E ′′n · xi + E ′′n · Fi−1)/E ′′n · Fi−1
= E ′′n · Fi/E ′′n · Fi−1 (∀n).
In particular,
E ′′/Fi−1  E ′′ · Fi/E ′′ · Fi−1, E ′′2/E ′′ · Fi−1  E ′′2 · Fi/E ′′2 · Fi−1.
Furthermore, if E ′′/F  I is an R ′′ ideal and R(E ′′)/〈F 〉  R(I) then
In  (R(E ′′)/〈F 〉)n = R(E ′′)n/〈F 〉 ∩ R(E ′′)n = E ′′n/E ′′n−1 · F ,
for all n. In particular,
I2  E ′′2/E · F .
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torsionfree R-module having rank e  2 and satisfying G˜2 . Let R ′′ , E ′′ , F as above. Suppose that either
gradeR(E)+ = e or R(I) satisﬁes (S2). Then
depth E = depth E ′′ · F .
Proof. By Theorem 3.7, R(I)  R(E ′′)/〈F 〉. Set F j =∑ ji=1 R ′′xi , for 1  j  e − 1. We use induction
on j to prove that depth E = depth E ′′ · F j . For j = 1 this is trivial since E ′′  E ′′ · x1 = E ′′ · F1. For
j > 1 we assume that depth E ′′ · F j−1 = depth E . We have, by the considerations above and by the
depth Lemma applied to the exact sequence 0→ Fnj → E ′′n → E ′′n/Fnj → 0, that
depth E ′′ · F j/E ′′ · F j−1 = depth E ′′/F j−1 = depth E ′′ = depth E.
Now applying the depth lemma to the exact sequence
0 → E ′′ · F j−1 → E ′′ · F j → E ′′ · F j/E ′′ · F j−1 → 0
we get depth E ′′ · F j = depth E ′′ · F j−1 = depth E ′′ . The result follows by induction. 
Next we shall prove that for every m 1,
inf
1nm
depth In  inf
1nm
depth En.
To do this we proceed by induction. For the induction step we apply some of the partial equalities
proved in Section 3.
Lemma 6.2. Let R be a Cohen–Macaulay local ring, dim R = d  2, E a ﬁnitely generated R-module having
rank e > 0 and depth E < d. Let x ∈ E be an R-free element such that R(E/Rx)  R(E)/xR(E). Then, for
every m 1, inf1nm depth(E/Rx)n  inf1nm depth En.
Proof. Let m 1. By assumption
(E/Rx)n = R(E/Rx)n 
(R(E)/xR(E))n = En/En−1x,
for every n 1. Set s =min{r | depth Er = inf1nm depth En}. Consider the exact sequence
0→ Es−1x → Es → Es/Es−1x → 0.
If s = 1, depth Es−1x = depth Rx = depth R = d > depth E = depth Es . If s > 1, depth Es−1x =
depth Es−1 (since x is R(E)-regular). But depth Es−1 > depth Es by the choice of s. Therefore, in
any case,
depth Es−1x > depth Es
and so, by the depth Lemma, depth Es/Es−1x = depth Es. It follows that
inf
1nm
depth(E/Rx)n  depth Es/Es−1x = depth Es = inf
1nm
depth En,
as required. 
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generated torsionfree R-module having rank e  2, satisfying G˜2 with depth E < d. Let R ′′ = R(Z) be a Nagata
extension of R such that E ′′ = E ⊗R R ′′ has a free module F =⊕e−1j=1 R ′′x j with x j =∑ni=1 zi jai . Suppose that
either gradeR(E)+ = e or R(E ′′/F ) satisﬁes (S2). Then, for every m 1,
inf
1nm
depth
(
E ′′/F
)n  inf
1nm
depth En.
In particular,
inf
n1
depth
(
E ′′/F
)n  inf
n1
depth En.
Proof. Set, for each 1 j  e−1, F j =⊕ ji=1 R ′′xi . Let m 1. We proceed by induction on e. For e = 2
we apply Lemma 6.2. Now, suppose by induction that e = j > 2 and that inf1nm depth (E ′′/F j−1)n 
inf1nm depth En . Set x̂ j = x j +∑ j−1i=1 R ′′xi , x j = x j +∑ j−1i=1 R ′′j xi , E ′′j = E ′′j /∑ ji=1 R ′′j xi . Hence E ′′/F j 
E ′′j ⊗R ′′j R ′′ and so, by Lemmas 3.3, 3.5, in each case, and by Lemma 3.6 and Proposition 2.3, we have
R(E ′′/F j) R(E ′′j )⊗R ′′j R ′′
 ((R(E ′′j−1)⊗R ′′j−1 R ′′j )/〈x j〉)⊗R ′′j R ′′
 (R(E ′′j−1 ⊗R ′′j−1 R ′′j )/x jR(E ′′j−1 ⊗R ′′j−1 R ′′j ))⊗R ′′j R ′′
 R(E ′′j−1 ⊗R ′′j−1 R ′′)/x̂ jR(E ′′j−1 ⊗R ′′j−1 R ′′)
 R(E ′′/F j−1)/x̂ jR(E ′′/F j−1).
On the other hand, E ′′/F j  (E ′′/F j−1)/(F j/F j−1)  (E ′′/F j−1)/x̂ j R ′′ . Therefore
R((E ′′/F j−1)/x̂ j R ′′) R(E ′′/F j−1)/x̂ jR(E ′′/F j−1).
Moreover, depth E ′′/F j−1 = depth E < d, rank E ′′/F j = rank E ′′/F j−1 − 1 and x̂ j is free over R ′′ . Hence,
again by Lemma 6.2, and by induction hypothesis
inf
1nm
depth
(
E ′′/F j
)n  inf
1nm
depth
(
E ′′/F j−1
)n  inf
1nm
depth En.
It follows by induction that inf1nm depth(E ′′/F )n  inf1nm depth En .
The second assertion, is an easy consequence of the ﬁrst one. 
In the case where E ′′/F is an ideal I we simply write
inf
1nm
depth In  inf
1nm
depth En.
In [3], we prove some asymptotic properties of the R-modules En . In particular, we establish the
Burch’s inequality for the analytic spread of a module. This inequality becomes an equality in the case
where the Rees algebra is Cohen–Macaulay. Next we prove the Burch’s equality for ideal modules ap-
plying the Burch’s equality for ideals to a good generic Bourbaki ideal I of E . As in [6] of D. Eisenbud
and C. Huneke we also assume that G(I) is Cohen–Macaulay (we observe that this condition is weaker
than the assertion that R(I) is Cohen–Macaulay, or equivalently R(E) is Cohen–Macaulay).
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Suppose that I ⊂ R ′′ is a good generic Bourbaki ideal of E satisfying G(I) is Cohen–Macaulay. Then
(E) = d + e − inf
n1
depth En.
In particular, for every m 1,
inf
n1
depth En = inf
n1
depth In  inf
1nm
depth In  inf
1nm
depth En.
Proof. Let I be a good generic Bourbaki ideal of E . (If rank E = 1 then E = I). Since ht I  2 and G(I)
is Cohen–Macaulay then R(I) satisﬁes (S2) (by [23, Theorem 5.4.7]). Moreover
(I) = d − inf
n1
depth R/In
= d + 1− inf
n1
depth In
(
by [6, Proposition 3.3]
)
 d + 1− inf
n1
depth En (by Theorem 6.3).
Now applying the Burch’s inequality for modules [3, Theorem 4.3] we get
d + e − inf
n1
depth En  (E) = (I) + e − 1 d + 1+ e − 1− inf
n1
depth En,
and the equality follows. The second assertion is clear. 
7. Computing depthR(E) in the case where r(E) 2
In Section 3 we proved that if either I is a generic Bourbaki ideal of a ﬁnitely generated module E
with R(I) satisfying the Serre’s condition (S2) or gradeR(E)+ = e then
depthR(E) = depthR(I) + e − 1. (10)
In this section we shall use this formula to prove that
depthR(E) =min{d + e,depth Er + (E)}
for a certain class of ideal modules E over a Cohen–Macaulay local ring with r ∈ {1,2} depending on
r(E) 2. To do so we evoke the relationship between the Cohen–Macaulayness of the rings R(I) and
G(I). We begin with r(E) 1.
Note that Theorem 4.6 can also be obtain as a consequence of the following result.
Theorem 7.1. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = d and E an ideal
module over R having rank e  2 with r(E)  1, satisfying G(E)−e+1 and suppose that E is free locally in
codimension (E) − e − 1. Moreover, assume that either gradeR(E)+ = e or R(I) is (S2) for some good
generic Bourbaki ideal I of E. Then
depthR(E) =min{d + e,depth E + (E)}.
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Theorem 4.6, we have
depthG(I) =min{d,depth R ′′/I + (I)}.
and
depth R ′′/I + (I) = depth E + (E) − e.
Moreover, either R(I) satisﬁes (S2) or gradeR(E)+ = e and, in any case,
depthR(E) = depthR(I) + e − 1.
Now, if G(I) is not Cohen–Macaulay, R(I) is not Cohen–Macaulay and we have
depthR(E) = depthR(I) + e − 1
= depthG(I) + 1+ e − 1
= depth R ′′/I + (I) + e
= depth E + (E) < d + e
(by [13, Corollary 3.12]). If G(I) is Cohen–Macaulay,
a
(G(I))=max{−ht I, r(I) − (I)}< 0
(because (I) 2 > r(I)) and R(I) is Cohen–Macaulay (by [21, Corollary 1.3]). Hence R(E) is Cohen–
Macaulay and we have
depthR(E) = dimR(E) = d + e  depth E + (E).
In any case, depthR(E) =min{d + e,depth E + (E)}. 
Next we give an example of a module that satisﬁes the conditions of the above theorem and whose
Rees algebra is not Cohen–Macaulay.
Example 7.2. Let R = k[[X1, X2, X3, X4]] where k is an inﬁnite ﬁeld. Set
p = (X1X4 − X2X3, X21 X3 − X32, X1X23 − X4X22, X33 − X24 X2)⊂ R
the deﬁning ideal of k[[t4, t3s, ts3, s4]] and let
J = ((X1X4 − X2X3)2, (X33 − X24 X2)2)⊂ p2.
Finally, consider the ideal I = J : p. It is shown in [10, Example 3.5] that I is unmixed and equimultiple
of grade 2, with r(I) = 1 and depth R/I = 1.
Now, let E = Re−1 ⊕ I ⊂ F = Re where e  2. Then, E is an ideal module of rank e  2 and
any generic Bourbaki ideal of E satisﬁes I(E) = I R ′′ , see [22, Remark 3.4(b)]. As a consequence,
(E) = (I(E)) + e − 1 = (I) + e − 1 = e + 1 and r(E) = r(I(E))  r(I) = 1. Moreover, E satisﬁes
G(E)−e+1 = G2, it is free locally in codimension (E) − e − 1 = 0, and R(I(E)) is (S2) by [10,
Theorem 4.8]. Further, by Proposition 4.4, depth E = depth R ′′/I(E) + 1 = 2. Hence, by Theorem 7.1,
depthR(E) =min{d + e,depth E + (E)} = 3+ e < d + e and R(E) is not Cohen–Macaulay.
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Proposition 7.3. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = d and let E ⊂
G  Re be an ideal module over R having rank e  2with r(E) 1. Suppose, in addition, that (E) = d+e−2,
E is free locally in codimension d − 3, depthG/E > 0, and μ(Ep) d + e − 2 for all p of height d − 1. Then
R(E) is Cohen–Macaulay.
Proof. Since E is free locally in codimension d − 3 = (E) − e − 1 = (I) − 2, then I satisﬁes G(I)−1
and AN(I)−2. But μ(Ep)  d + e − 2 for all p of height d − 1, and so I satisﬁes G(I) . Moreover,
depthG/E > 0 which means that R ′′/I has no associated primes of height d = (I) + 1. Therefore
G(I) satisﬁes (S1), and so R(I) satisﬁes (S2). Now by a similar argument as used above we get
depthR(E) = min{d + e,depth E + (E)}. Finally, since depthG/E > 0 then depth E  2. Therefore
depthR(E) = d + e and R(E) is Cohen–Macaulay. 
Since every ideal module is free locally in codimension 1 we get the following.
Corollary 7.4. Let R be a Cohen–Macaulay local ring with inﬁnite residue ﬁeld, dim R = 4 and let E ⊂ G  Re
be an ideal module over R having rank e  2 with r(E)  1. Suppose, in addition, that depthG/E > 0 and
μ(Ep) e + 2 for all p of height 3. Then R(E) is Cohen–Macaulay.
Now we compute depthR(E) for the case of r(E) = 2. To do this we resort to the second Rees
power E2 of an ideal module E . To prove our result, we use [10, Corollary 2.13] of L. Ghezzi, which
asserts that, for certain ideals I ⊂ R , depthG(I) =min{d,depth R/I2 + (I)}.
Lemma 7.5. Let R be a Cohen–Macaulay local ring of dimension d  2 with inﬁnite residue ﬁeld and let E be
an ideal module having rank e  2 with reduction number r(E)  2 and satisfying G(E)−e+1 . Suppose that
E ⊂ G  Re, E is free locally in codimension (E) − e − 2 and (E)  grade Fe(E) + e. Suppose that I is a
good generic Bourbaki ideal of E such that R ′′/I is Cohen–Macaulay but G(I) is not Cohen–Macaulay. Assume
that either gradeR(E)+ = e or R(I) satisﬁes (S2). Then depth I2 = depth E2.
Proof. Let I ⊂ R ′′ be a good generic Bourbaki ideal of E and suppose that I  E ′′/F with F a free
module over R ′′ as usual. Hence R(I)  R(E ′′)/〈F 〉. We note that R ′′/I and G/E are both Cohen–
Macaulay, then
depth I2 =min{depth I,depth I2}
min
{
depth E,depth E2
}
 depth E2  depth E
= depth E ′′ · F .
If depth E2 < depth E , from the exact sequence 0 → E ′′ · F → E ′′2 → E ′′2/E ′′ · F  I2 → 0 we deduce
that depth E2 = depth I2. If depth E2 = depth E and depth I2 < depth E2 then, by the depth lemma,
depth I2 = depth E − 1 = depth I − 1.
Moreover, R and R ′′/I are Cohen–Macaulay. Thus
(E) grade Fe(E) + e  ht I + e
= (d − depth R ′′/I)+ e
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= d + e − depth I2.
Therefore (I) d + 1 − depth I2. On the other hand, I satisﬁes G(I) and AN−(I)−3 (by [22, Proposi-
tion 5.3]). Moreover, (I) ht I + 1 and, by assumption, G(I) is not Cohen–Macaulay. Hence, by [10,
Corollary 2.13],
depth I2 − 1+ (I) = depth R ′′/I2 + (I) = depthG(I) < d
– a contradiction. It follows that depth I2 = depth E2 as asserted. 
Theorem 7.6. Let R be a Cohen–Macaulay local ring of dimension d  2 with inﬁnite residue ﬁeld and let
E be an ideal module having rank e  2 with reduction number r(E)  2 and satisfying G(E)−e+1 . Suppose
that E ⊂ G  Re, E is free locally in codimension (E) − e − 2 and (E)  grade Fe(E) + e. Suppose, in
addition, that E has a good generic Bourbaki ideal I ⊂ R ′′ such that R ′′/I is Cohen–Macaulay and that either
gradeR(E)+ = e or R(I) is (S2). Then
depthR(E) =min{d + e,depth E2 + (E)}.
Proof. Suppose that I ⊂ R ′′ is a good generic Bourbaki ideal of E , I  E ′′/F . Since gradeR(E)+ = e
then R(I)  R(E ′′)/〈F 〉 and r(I) r(E) 2. Moreover I satisﬁes G(I) and AN−(I)−3, and
(I) = (E) − e + 1 grade Fe(E) + 1 ht I + 1 3 > r(I).
Therefore, by [10, Corollary 2.13],
depthG(I) =min{d,depth R ′′/I2 + (I)}.
If G(I) is not Cohen–Macaulay then R(I) is not Cohen–Macaulay and depth I2 = depth E2 (by the
previous lemma). Hence by [13, Corollary 3.12],
depthR(E) = depthR(I) + e − 1
= depthG(I) + 1+ e − 1
= depth R ′′/I2 + (I) + e
= depth I2 − 1+ (I) + e
 depth E2 + (E) < d + e.
Now suppose that G(I) is Cohen–Macaulay. Since a(G(I)) = max{−ht I, r(I) − (I)} < 0 then R(I) is
Cohen–Macaulay (by [21, Corollary 1.3]). Hence R(E) is Cohen–Macaulay and we have
depthR(E) = dimR(E) = d + e  depth E2 + (E),
(by Burch’s equality). In any case, depthR(E) =min{d + e,depth E2 + (E)}. 
Corollary 7.7. Let R be a Cohen–Macaulay local ring of dimension d  3 with inﬁnite residue ﬁeld and let
E ⊂ G  Re be an ideal module having rank e  2 with r(E)  2 and satisfying Gd. Assume that (E) =
d + e − 1, E is free locally in codimension d− 3, grade Fe(E) = 2 and G/E is Cohen–Macaulay. Then R(E) is
Cohen–Macaulay.
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Corollary 4.3]. 
It is known that if R(E) is Cohen–Macaulay then r(E)  (E) − e (see [22, Proposition 4.2]). In
the case where d = 3 the above result is a partial converse. We also note that Proposition 5.9(d) is a
trivial consequence of Corollary 7.7.
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