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In vivo electrophysiology in humans reveals neural codes for space and memory
Salman Ehtesham Qasim
Memory serves an integral function in every aspect of human life. Losing that function can be a
devastating consequence of disease, dementia, and trauma. In order to develop treatments or
prophylactics for memory disorders we must identify the neural basis of memory. Animal
research has made prominent strides studying the neural correlates of memory by examining the
more easily observable and manipulable neural correlates of spatial context, since the brain
regions necessary for declarative memory intersect profoundly with those needed for spatial
navigation.
My research has two main goals. My first two studies, in Chapters 2 and 3, translate animal
research relating the neural correlates of space to memory processes, and go beyond animal work
to explore how internal features of experience such as goal states influence these conjunctive
representations of space and memory. In Chapter 4, I expand my scope to examine how another
internal feature, emotional context, affects the same brain regions on a network level to influence
memory representations in the human brain. To perform these studies I recorded directly from the
human brain in epilepsy patients performing a variety of memory tasks.
First, I measured single-neuron activity as subjects navigated a virtual environment,
encountering various objects at unique locations. As subjects moved through the environments,
they were instructed to recall the locations of specific objects they encountered—I identified
neurons in the human entorhinal cortex, called “memory-trace cells”, which selectively activated
near the object-location that people were instructed to retrieve from memory. This is the first
evidence that neurons in the brain can be tuned to the spatial context of an event for memory, and
demonstrated a direct link between memory retrieval and the spatial tuning properties of neurons.
For my second study, I examined whether spatially-tuned neurons in the MTL discharge at
intervals organized by theta (2–10 Hz) oscillations (which represent network level brain-activity).
I identified a particular pattern that is prominent in rodents, called “phase precession”, during
which spatially-tuned neurons spike slightly faster than the network oscillation, and which is
theorized to hold great value throughout the brain for learning and memory. In addition to
discovering this pattern for spatial sequences, I discovered that phase precession was also present
during more abstract features of experience, like the specific goal a person was seeking. These
findings suggest that principles of network-level brain activity for organizing spatial navigation
may extend to humans, and to broader forms of cognition and memory. Finally, I examined the
role of the amygdala in memory encoding during a verbal episodic memory task, finding that the
emotional context of a word influenced the probability of its subsequent recall. By measuring the
prevalence and coordination of brain oscillations in the amygdala-hippocampal circuit, I found
that gamma oscillations (30–120 Hz) increased in both regions as a function of word arousal and
encoding success, and connectivity within the amygdala-hippocampal circuit also showed
significant theta-gamma coupling as a function of memory and high arousal. Furthermore, direct
50 Hz stimulation impaired memory for high arousal words. These findings suggest a causal
relationship between gamma oscillations in the amygdala-hippocampal circuit for memory as a
function of emotional context during encoding.
My work generalizes important neuronal principles from animal studies to humans (such as
spatially-tuned neurons and phase precession), but also extends those findings more deeply to
memory, and to internal/subjective aspects of memory that are difficult to directly measure in
animals. Overall this work represents an important step towards understanding how the human
brain enables declarative memory.
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Eighteen years have gone by, and still I can bring back every detail of that day in the
meadow. Washed clean of summer’s dust by days of gentle rain, the mountains wore a
deep, brilliant green. The October breeze set white fronds of head-high grasses swaying.
One long streak of cloud hung pasted across a dome of frozen blue.... Memory is a funny
thing. When I was in the scene, I hardly paid it any mind. I never stopped to think of it as
something that would make a lasting impression, certainly never imagined that eighteen
years later I would recall it in such detail. I didn’t give a damn about the scenery that
day. I was thinking about myself. I was thinking about the beautiful girl walking next to
me. I was thinking about the two of us together, and then about myself again. It was the




A fundamental aspect of human life is the ability to revisit experiences from earlier in our
lives. This ability, called “episodic memory”, and a memory for facts, called “semantic memory”,
make up the declarative memory systems that allow us to consciously engage with our past. Dis-
orders that target memory, like Alzheimer’s disease and other dementias, tragically disconnect us
from that past, or from the knowledge we need to function in everyday life. In 2020, almost 6
million people are living with Alzheimer’s in the U.S. alone; by 2050, this number is projected
to increase to almost 14 million. The tragedy plays out across families as well—as of 2020, 16
million Americans are providing care to a family member or friend with Alzheimer’s or other de-
mentias [1]. Understanding how the human brain represents memories may enable us to prevent
the degradation of these memories.
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But memories, and particularly episodic memories, are complex. In the epigraph, for example,
the narrator reflects on an important “scene” from his past. At minimum, his brain binds together
information about what happened (a walk with a woman he loved), where it happened (in the
meadows), when it happened (eighteen years ago), and orders the events in a sensible progression.
Moreover, this particular experience is important to the narrator because of its emotional weight,
which is evoked as clearly as any sensory detail. A memory like this requires that the brain query
descriptive information in different domains, map the relational associations within each domain,
bind information across domains, and organize all of this into ordinal sequences, all within the
subjective framework of a person’s thoughts, feelings, and motivations.
How does the brain encode and recall such complicated memories? Studies of people with
different kinds of brain injuries have demonstrated a necessary role for the medial temporal lobe
(MTL) in many of these individual functions, and in declarative memory as a whole. Studying the
precise neural mechanisms in humans, however, is difficult because such experiments often rely
on indirect or proxy techniques for estimating neural activity that may suffer from interpretability
issues and poor spatial/temporal resolution. Studying these mechanisms in animals is also difficult,
though for a different reason. While researchers can directly record from a rodent or monkey brain,
it is often difficult to carefully assess an internal, cognitive process like declarative memory (and
especially episodic memory), which is subject to internal contexts such as goals, intentions, and
emotions, in animals.
Direct recordings of brain activity in animals have illuminated a potential path around this is-
sue. Seminal work in rodents has revealed clear neural correlates of spatial context, at both the
single-neuron and network level, in the MTL—the same brain region important for memory. Spa-
tial context is a critical feature of experiences, and is crucial to revisiting experiences in memory
[2]. Furthermore, spatial navigation requires complex sequence building and relational associa-
tions: the brain must represent individual positions, the relationship between positions, the binding
of objects and boundaries to positions, and the arrangement of adjacent positions during move-
ment [3]. This anatomical and conceptual convergence has led to the hypothesis that the MTL is
2
primarily responsible for representing episodes [4], and that the neural mechanisms of spatial rep-
resentation may represent a specific (easily observable) instantiation of a general MTL relational
framework for representing knowledge (semantic memory) and events (episodic memory) [5]. And
so one approach to studying memory has relied on studying how the brain represents space. How-
ever, the neural correlates of space are not well established in humans (and other species), limiting
the potential usefulness of this hypothesis. Furthermore, this line of research in animals inherits
some of the inherent limitations in examining internal context in animals, with respect to the neural
representations underlying space.
Here, I describe research exploring and extending this approach in the human brain, using
direct, invasive brain recordings in humans performing memory tasks. In doing so, I not only
provide evidence of the conjunction between spatial and mnemonic representations in the human
brain, but extend these principles to explore how the subjective, internal features of memory, such
as goals, intentions and emotions, influence these neuronal patterns of activity. The findings pre-
sented here thus represent new understanding about how the human brain represents memories in
relation to decades of animal research and provide new foundations for examining memory beyond
the domain of space.
1.1 Direct recording of human neuronal activity during behavior and cognition
First, I will describe the recording methodology my research uses to acquire signals from the
human brain. For decades, neurophysiologists have directly recorded the electrical activity of indi-
vidual neurons, or many thousands of neurons, in relation to experimental stimuli or behavior. Any
consistent correlation between brain activity and this stimuli/behavior is theorized to represent a
functional relationship—that the observed brain activity caused the behavior, or the stimuli elicited
the observed brain activity [6]. In this way, scientists have long sought to understand how the brain
enables our experience of the world.
Much of this research is performed in animals, thought it can be difficult to draw a straight line
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from animal experience and physiology to humans 1. However, this type of invasive brain record-
ing is impossible to perform in healthy humans due to ethical concerns. We leveraged the rare
ability to record directly from the human brain in epilepsy patients undergoing clinical neurosur-
gical treatment, as they performed memory tasks. I will briefly review the fundamental principles
underlying in-vivo extracellular electrophysiology to emphasize the connection between the sig-
nals analyzed throughout my research and their biological relevance and genesis. Then, I will
describe the application of these principles to human brain recordings in epilepsy patients.
1.1.1 Extracellular electrophysiology for measuring neural activity
Luigi Galvani first discovered that “animal electricity” was present in living tissue and could
drive movement in a frog leg in the 1790s. This led to the idea that electrical current could drive
important physiological processes [8]. Emil du Bois-Reymond discovered the action potential, the
fundamental building block of neural electrophysiology, as the source of that phenomenon in the
1840s. The basic principle of electrophysiology relies on the movement of ions in physiological
tissue. In the brain, ions are constantly shuttled through ion channels across the neuronal cell
membrane, which helps to maintain a fairly static resting potential difference between the inside of
the neuron and the extracellular space. During an action potential, an ionic gradient is established
across the neuron’s membrane. This ionic gradient drives the serial opening and closing of voltage-
gated ion channels, triggering a rapid depolarization across the cell membrane 2. This is an action
potential, and can be measured extracellularly—the potential difference between depolarized and
resting regions of the neuron induces current flow in the space around the cell membrane. This
current flow may be measured using electrodes in the immediate vicinity of the cell membrane
[10]. When action potentials propagate across an axon they triggers the release of chemical trans-
mitters that can initiate action potentials in adjacent neurons across the synapse. In this way, action
1For example, research attempting to translate Alzheimer’s treatments from animals to humans has a 99.6 % failure
rate [7].
2Action potentials are vastly more complex than described here. Resting potentials may be determined by non-
voltage dependant conductances. Heterogeneity in types of ion channels and voltage channels results in many different
spiking patterns. Whether this impacts neural coding schemes is not clear [9]
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potentials underlie the most dominant mode of communication between neurons, which directly
implicates them in the behaviors and aspects of cognition that emerge from brain activity. Overall,
detecting action potentials has become the most direct way to measure neuronal communication
and computation, and to relate them to behavior.
The voltage fluctuations recorded by extracellular electrodes contain information about more
than single-neuron action potentials. These electrodes can often be used to detect the extremely
brief (3 ms), high amplitude transients indicative of action potentials, as well as the superimposed
electrical activity of the local and distributed brain tissue (Fig. 1.1). This omnibus bio-potential is
thought to come from many sources, such as fast and slow action potentials, intrinsic membrane
resonance and potential oscillations, membrane hyperpolarization, gap junctions, and ephaptic
coupling, but is mostly thought to depend on summed synaptic potentials representing the commu-
nication between neurons [11]. When this summed activity is recorded directly from deep brain
structures it is referred to as the local field potential (LFP), as opposed to the surface of the cor-
tex, where it is referred to as electrocorticography (ECoG). Action potentials (also referred to as
“spikes”) as well as LFP data can be parsed from the low and high frequency content of the overall
voltage fluctuations recorded by small extracellular electrodes (< 50`mm), while larger electrodes
are only capable of recording the macro-scale LFP/ECoG signal.
In addition, Hans Berger discovered, in 1928, that some form of this summed activity could be
recorded from the scalp. As opposed to the invasive electroencephalographic (iEEG) techniques
described above, this non-invasive technique is referred to as scalp electroencephalography (EEG)
[13]. This method enabled researchers to non-invasively study how neural electrophysiology in
humans related to human behavior and cognition.
1.1.2 Benefits of direct, extracellular electrophysiology
In addition to scalp EEG, researchers have discovered several other non-invasive methods for
measuring brain-activity. These alternative methods include functional magnetic resonance imag-
ing (fMRI), magnetoencephalography (MEG), and scalp EEG. fMRI measures the amount of oxy-
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Figure 1.1: Recording single-neuron action potentials and LFP using extracellular electrodes.
This schematic depicts the process of recording voltage fluctuations using extracellular electrodes,
decomposing that signal into low-frequency (LFP) and high-frequency activity comprised of back-
ground noise (zone III), multi-unit activity (zone II) and single-unit activity (zone I). Note that
single-unit activity can be recorded from multiple nearby neurons, and thus spike-sorting proce-
dures must be applied assign spikes to the different neurons. The bottom most panel depicts the
spike train with the occurrence of each putative spike marked. Reproduced from Rey et al., 2015
[12].
gen in the blood as a proxy signal for brain activity, while MEG measures the magnetic fields
induced by electric currents in the brain. Scalp EEG, as described in the prior section, relies on
detection of voltage differences by electrodes placed on the scalp. All three techniques are widely
used to examine brain-wide patterns of activation, but are not as useful as direct, extracellular
recordings for precise assessment of how brain activity relates to behavior. First, measuring single-
unit action potentials and LFP directly from brain tissue provides among the best spatio-temporal
resolution possible, as the signal is not smeared by the skull (scalp EEG), dependent on source
localization of varying spatial resolution (MEG) [14], or based on slow dynamics (fMRI) [15].
This spatio-temporal resolution allows the closest correlation of brain activity to measurements of
behavior and cognition. Second, single-unit action potentials in particular provide a direct mea-
surement of neuronal activity, without the statistical methods required for fMRI and MEG, which
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complicate interpretation and may lead to inflated false-positive rates [16]. By recording the ac-
tivity of single neurons, or the summed activity of many synchronous neurons, researchers may
attempt the most direct correlation of brain activity to behavior and cognition. However, directly
recording action potentials and iEEG from humans is not common, as the only ethical context for
invasively implanting electrodes in the human brain is for clinical purposes.
1.1.3 Brain recordings in epilepsy patients
In 1955, Ward and Thomas used glass micro-pipette electrodes to record action potentials in the
brain of a living human for the first time. The person whose brain played host to this achievement
was a patient with epilepsy; Ward and Thomas recorded this neuronal activity as they performed
surgery to attempt to locate the brain region responsible for originating epileptic seizures. As
prefaced in the prior section on non-invasive brain recording techniques, seizure loci often cannot
be effectively localized using non-invasive techniques, requiring surgical intervention in serious
cases [17].
The research presented here similarly leverages the rare opportunity to record neuronal data
directly from the human brain, providing the closest possible correlate to in-vivo studies in animals.
To do so, we utilize invasive neural recordings epilepsy patients who are implanted with electrodes
on the surface of the cortex as well as in deeper brain structures during the course of surgical
treatment for drug-resistant epilepsy. The electrodes enable clinicians to localize the patient’s
seizures for resection—for this, patients often must wait in a hospital for1–3 weeks with implanted
electrodes. During this time, consenting patients perform various tasks while their neural data is
simultaneously recorded. A majority of this process utilizes macro-electrodes which record LFPs.
These electrodes record the activity of large populations of neurons from a 4mm2 area of the brain.
In addition, these subjects were often implanted with microelectrodes in deep brain structures.
These electrodes have a much smaller diameter (40`m) which extracellularly record the action
potentials of individual neurons (Fig. 1.2A). Critically, safety studies have not reported increased
complication rates in epilepsy patients due to these research microelectrode recordings, illustrating
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the safety of these techniques for examining human neuronal activity in relation to behavior and
cognition [18]. Examples of real-time, online single-neuron data collected from these microwires





Figure 1.2: Recording single-unit action potentials in an epilepsy patient performing a mem-
ory task. A) Surgeon holding a Behnke-Fried micro-wire electrode after cutting them to approx-
imately 3-5 mm prior to insertion. B) Real-time recording of single-unit action potentials in the
Blackrock recording system software. Data were recorded from the hippocampus as the subject
performed a memory task.
1.2 The medial temporal lobe systems for space and memory.
The MTL consists of the hippocampus (divided into the cornua ammonis 1-3, dentate gyrus,
and subiculum) and the parahippocampal regions (parahippocampal cortex, perirhinal cortex, and
entorhinal cortex) [19]. Many of these brain areas are fairly conserved (in terms of cytoarchi-
tecture and connectivity) across many mammalian species, such as rodents, bats, non-human pri-
mates, and humans (Fig. 1.3A), with analogous regions identified across many other species such
as birds, reptiles, and teleost fish [20]. Lesion studies, in which the MTL is selectively dam-
aged/removed/inhibited, have found that this region is often required for spatial navigation and
cognition, as well as certain types of memory. In addition, electrophysiological and imaging stud-
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ies have characterized a plethora of single-neuron and network-level patterns of brain activity that
correlate with spatial or memory function in many different species. In this section we will briefly
synthesize across a subset of these studies to demonstrate the convergent roles of the MTL in
spatial cognition and declarative memory in humans and other species.
1.2.1 Space
How does the brain keep track of space? The answer seems self-evident—it must have a map.
This idea was given firmer, less tautologous shape in the 1940s when Edward Tolman observed
that rats who had learned to wander a maze without food could expertly navigate the maze once
food was finally present [21]. He thought this to be evidence that the rats had learned a “cog-
nitive map” detailing the environmental structure and rat’s place within it. This was not only an
intuitive hypothesis, but one with potentially universal value, because a cognitive map might help
us to “navigate” through more abstract, non-spatial domains such as semantics, time, or social
relations. Several decades later, advances in electrode technology enabled researchers to directly
record action potentials from outside the neuronal cell membrane while animals actively performed
tasks. Using this technology, John O’Keefe and Jonathan Dostrovsky discovered that certain neu-
rons in the rat hippocampus activated more when the rat moved through specific locations in the
environment than other locations [22]. They called these cells “place cells”, and their receptive
fields “place fields”, and theorized that neurons like these formed the basis for Tolman’s cognitive
map [23]. Indeed, place cells seemed to represent a neuronal correlate for one aspect of a cogni-
tive map—where the animal is itself located (Fig. 1.3B). Since then, further advances in invasive
recording technology, improved understanding of neuroanatomy, and careful behavioral experi-
ments have enabled animal researchers to discover many neurons in the MTL that are responsive
to different features of spatial context.
Chief among these was the discovery of grid cells in the entorhinal cortex [24]. Unlike place
cells, grid cells are not simply active when a rat occupies a single location. Instead, grid cells have
receptive fields that tiled the environment with a stereotyped hexagonal symmetry (Fig. 1.3B).
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And while place cells are subject to alter their place field locations if an environment changes, grid
fields tend to stay largely fixed in their orientation. As such, it is hypothesized that grid cells in the
entorhinal cortex may represent the structure of the environment itself [25]. Additional spatially-
tuned neurons include head direction cells, border cells, object cells, and a litany of vector-based
cells that activate when the animal is moving in a particular direction with respect to different ref-
erence points. In this way, the hippocampal formation has been shown to host a variety of neurons
defined by their responsiveness to variables an animal might need to represent their location in an
environment, either egocentrically (first-person) or allocentrically (birds-eye view) [26].
In addition to the clear spatially-tuned responses of single neurons, the MTL in rodents is dom-
inated by a low-frequency (theta: 5-10 Hz) local field potential (LFP), encompassing the summed
activity of many thousands of neurons. This theta oscillation is so prominent in the rodent hip-
pocampus that it has been linked to a very broad range of behaviors, but is most clearly correlated
with spatial navigation [27]. The best example of this correlation was discovered by O’Keefe and
Michael Recce in 1993, who observed that place cells spike slightly faster than the theta oscillation
as the rodent runs the place field. This results in sequences of locations being encoded at different
phases of theta oscillations [28]—a phase code for space that complements the rate code provided
just by the spiking of individual neurons. Across an ensemble of place cells, this may result in
many place cells firing in sequence in one cycle of a theta oscillation, thus compressing spatial
trajectories into a brief timescale that is conducive to synaptic plasticity [29].
Thus, the MTL in rodents is home to both single-neuron and network-level correlates of spatial
context. Critically, hippocampal lesions impair performance in spatial tasks that require the encod-
ing of environmental structure or relationships between multiple environmental features but not in
tasks that simply require the the animal to use a visual beacon for guidance [30, 31], suggesting that
these neural correlates are functionally necessary for certain aspects of spatial cognition. Some of
these neuronal correlates have been directly identified in some form in humans navigating virtual
environments, using direct brain recordings as described in the prior section [32, 33, 34]; many
have not. However, imaging studies in humans have shown consistent engagement of the MTL
10
during spatial navigation in virtual environments [35]. For example, fMRI studies have shown that
hippocampal activity correlates with navigation accuracy, map-based navigation strategy use, and
distance relationships [36, 37, 38, 39]. Recent work has even identified an fMRI signal [40] and
LFP signal [41] thought to correlate with grid-like activity in the entorhinal cortex. These data sug-
gest that spatial function in the MTL is relatively conserved in humans, though the precise nature
of those spatial representations is largely unclear.
1.2.2 Memory
Declarative memory, also known as conscious memory, is hypothesized to consist of episodic
memory and semantic memory 3. Semantic memory is a memory for facts, while episodic memory
is a memory for events. At minimum, episodic memory is thought to consist of key details of an
event: what happened, where it happened, and when it happened. Tulving went further, suggesting
that episodic memory also entails “mental time travel”, a subjective re-experiencing of the event
being recalled [43]. The MTL’s importance to declarative memory was first hinted at by Vladimir
Bekhterev, who reported MTL damage in an amnesic patient [44] 4. In the next fifty years, a
slightly clearer picture of of amnesic syndrome and hippocampal pathology began to emerge [45].
It was the cases of famous patients like H.M. and K.C., who both suffered from MTL damage
and subsequent amnesia, that established a clear connection between the MTL and memory. H.M.,
arguably one of the most famous case studies in neuroscience, developed an anterograde amnesia
that prevented him from forming semantic or episodic memories [49] (Fig. 1.3C). K.C. who was
injured in a motorcycle crash, developed a severe retrograde amnesia. While K.C. could remember
many factual details about his past, his memory for events was impaired—for example, he could
remember that his brother had gotten married, and name all the people in a wedding photo, but
could not remember his experience of attending that wedding [50]. Numerous studies of amnesiac
patients have since demonstrated the necessity of the MTL for semantic and episodic memory
3An overview of the full taxonomy of memory systems is beyond the scope of this thesis. It is worth noting,
however, that any recollection is likely to engage multiple types of memory processes [42].
4Bekhterev died mysteriously in 1927, though, and his work was suppressed by Joseph Stalin, leading to a large




Figure 1.3: The medial temporal lobe’s involvement in space and memory. A) Schematic of
the largely conserved, though distinctly oriented, hippocampus (red), and entorhinal cortex (blue)
in rodents, monkeys and humans. Reproduced from Strange et al., 2014 [46]. B) Heatmap and
occupancy plot depicting the spiking activity of a hippocampal place cell (top) and entorhinal grid
cell (bottom), recorded in rodents navigating around the square environment. Reproduced from
Jeewajee et al., 2014 [47]. C) Magnetic resonance imaging (MRI) showing the medial temporal
regions of patient H.M. (left), and a healthy 66 year old control (right), with white arrows denoting
intact regions that are, in comparison, damaged in patient H.M. Reproduced from Corkin et al.,
1997 (“Copyright 1997 Society for Neuroscience”) [48].
processes, though with much heterogeneity, as these two seminal cases illustrate.
And unlike the neural correlates of space, the precise neurophysiology of declarative mem-
ory has not been well described. While spatial variables are easily observable external features,
memory encoding and retrieval is largely an internal process with few external manifestations, par-
ticularly in animals [51]. To exacerbate this issue, while animal behavior may fulfill the minimum
criteria of episodic memory (knowledge of what, when, and where), we may never know if animals
undergo the subjective experience of reliving past events at all. Potential evidence for memory-
related neuronal activity in animals has largely come from examining how neurons tuned to space
may encode events by re-activating during memory retrieval [52, 53]. Other spatially tuned cells
have shown evidence that they are modulated by remembered contexts [54], and the disruption of
ensembles of spatial cells has been shown to disrupt memory [55]. The relationship between spatial
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representation and memory function gained strong support in recent years on the basis of causal
studies in rodents showing that optically/electrically manipulating spatially-tuned neurons and re-
ward signals manipulate rodents’ memory for reward locations [56]. In addition, researchers have
recently discovered that certain cells in the MTL are sensitive to lengths of time elapsed during a
delay period in which the animal had to maintain a memory [57, 58]. These time cells have been
theorized to be involved in working memory, but may hold some relevance to episodic memory.
Other time cells have also been found that are sensitive to the length and temporal boundaries of
episodes [59]. In sum, animal researchers have demonstrated patterns of neural activation relating
to the representation and reactivation of spatiotemporal context, but these observations have been
some degrees removed from examining memory recall.
Research in humans, however, may more directly assay subjective experiences, and more di-
rectly cue research subjects to recall specific, separable memories, potentially allowing for more
careful examination of the neuronal correlates of memory. The vast majority of such studies have
used non-invasive techniques, such as fMRI to study how brain activity changes during memory
tasks. Many of these paradigms utilize subsequent memory tests, in which brain activity for re-
membered stimuli is contrasted against brain activity for forgotten stimuli. Spaniol and colleagues
[60] performed a meta-analysis of the fMRI literature studying episodic memory for word and
picture stimuli [61, 62, 63, 64]. Consistent with prior work, they found consistent MTL activation
during successful encoding and retrieval, suggesting a causal role for population level activity in
these regions in memory processes 5. Similarly, fMRI studies of autobiographical recall demon-
strate similar activation when subjects recall real-world memories [65, 66]. MEG studies, too, have
largely recapitulated these findings, while enabling researchers to more precisely attribute memory
success to particular types of neuronal activity, such as theta oscillations [67].
On the other hand, there is limited work examining memory using direct brain recordings
in humans. Paul Crandall pioneered the recording of single neuron activity in the human MTL
in the 1960s [68]. Early studies by Eric Halgren et al. examined the activity of these neurons
5The precise brain regions implicated in imaging studies of memory show some heterogeneity, including a promi-
nent role for cortical areas and variation as a function of objective vs. subjective recall [60].
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during memory tasks and memory interviews and found little evidence for a direct relationship
between single neuron firing and remembered items [69, 70]. However, they did find that MTL
stimulation during stimulus presentation or recognition impaired memory. Studies examining the
direct neuronal correlates of memory have increased in recent years, showing that neurons in the
MTL that are active during stimulus presentation re-activate during memory [71, 72], or vary their
phase-coding as a function of memory [73, 74]. The work I present in Chapters 2 and 3 build upon
this sparse collection of research using human intracranial recordings to investigate memory.
1.3 Overview
In my first study (Chapter 2), I show that single neurons in the human entorhinal cortex rep-
resent a person’s subjective memory for locations tied to specific events. In my second study
(Chapter 3), I demonstrate that certain spatially tuned neurons in the human brain organize their
sequential firing relative to concurrent brain rhythms, and that this neural code extends beyond
space to specific goal-seeking episodes. Finally, I present evidence (Chapter 4) that the emotional
features of a stimuli influences the hippocampal-amygdala circuit involved in memory for that
stimuli. The first two studies not only replicate predominantly spatial findings from rodents, but
generalize them to the domains of non-spatial cognition and memory, and the final study examines
the role that internal, subjective features of an experience play on memory encoding and recall.
Finally, I summarize the impact of these findings on our understanding of human spatial cognition
and memory, and present directions for future research.
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Chapter 2: Memory retrieval modulates spatial tuning of single neurons in
the human entorhinal cortex
Salman E. Qasim, Jonathan Miller, Cory S. Inman, Robert E. Gross, Jon T. Willie,
Bradley Lega, Jui-Jui Lin, Ashwini Sharan, Chengyuan Wu, Michael R. Sperling,
Sameer A. Sheth, Guy M. McKhann, Elliot H. Smith, Catherine Schevon, Joel Stein,
& Joshua Jacobs
Nature Neuroscience, 22: 2078–2086, 2019.
The medial temporal lobe (MTL) is critical for both spatial navigation and memory. While
single neurons in the MTL activate to represent locations in the environment during navigation,
it remains unclear how this spatial tuning relates to memory for events involving those locations.
We examined memory-related changes in spatial tuning by recording single-neuron activity from
neurosurgical patients performing a virtual-reality object–location memory task. We identified
“memory-trace cells” whose activity was spatially tuned to the retrieved location of the specific
object that subjects were cued to remember. Memory-trace cells in the entorhinal cortex (EC), in
particular, encoded discriminable representations of different memories through a memory-specific
rate code. These findings indicate that single neurons in the human EC change their spatial tuning
to target relevant memories for retrieval.
2.1 Introduction
A key feature of memory is our ability to selectively recall particular experiences even if they
occurred in a setting shared with other events. For example, if asked to recommend a tourist
itinerary for a city you visited frequently, you can selectively recall distinct memories of loca-
tions from different trips to provide an answer. While lesion studies have demonstrated that many
declarative memory processes depend on intact medial temporal lobe (MTL) structures, such as
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the hippocampus and entorhinal cortex (EC) [75, 76], it is not clear how neuronal activity in these
regions enables us to target a particular memory for retrieval among related experiences.
We examined how the brain represents distinct memories through the lens of spatial cognition,
relying on the fact that the brain uses similar circuits and mechanisms to support both spatial
and memory processes [77, 5]. The discoveries of place cells in the hippocampus [22] and grid
cells in the EC [24] demonstrated that neurons in these memory-critical regions [76] also exhibit
spatial tuning. Previous work proposed that spatially tuned cells remap their firing patterns across
different environments, so events that occur in different environments are associated with different
spatial maps [78, 79]. Recent work has extended this idea that different contexts are associated
with different spatial maps by showing that the activity of spatially tuned cells may be modulated
by changes to internal, top-down processes such as an animal’s behavioral state, attention, or goal
[80, 55, 81]. In this way, different patterns of spatially modulated neuronal activity may index
different behavioral and cognitive contexts, and these distinct neural representations may aid in the
retrieval of distinct memories.
The EC is a viable candidate for linking memory retrieval to spatial representation [82], as it
features a variety of spatially tuned cells [24, 33], plays a role in memory maintenance and retrieval
[83, 84], and integrates diverse sensory and cognitive information about an experience in service of
memory [85, 25]. Recent work has begun to link memory processes with spatial firing patterns in
the EC, such as the identification of “object-trace" cells in the rodent EC whose spatial tuning was
determined by the locations previously occupied by objects [53], the finding of reduced grid-cell
representations in patients at risk for Alzheimer’s disease [86], and the discovery that remembered
reward locations influence grid-cell field locations [87].
Building off this work, we hypothesized that single neurons in the MTL, and particularly in
the EC, would exhibit spatial tuning modulated by past experiences. Such separable neuronal
representations may, in turn, enable top-down, targeted memory retrieval of those past experi-
ences. To test this hypothesis, we analyzed the activity of single neurons from the MTL of hu-
man epilepsy patients as they performed a cued spatial-memory task in which they learned and
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subsequently recalled object locations while moving through a virtual environment. A key fea-
ture of this task is that subjects were provided a cue on each trial denoting the specific object
location to retrieve, while the environment remained unchanged—this enabled us to assess how
top-down, targeted memory retrieval might engage distinct spatial representations in the brain.
As a result, we observed single neurons in the EC and cingulate whose spatial tuning varied as
a function of the particular cue provided for memory retrieval. Specifically, the activity of these
cells tracked the patients’ subjective memory for the current cued object location, hence we re-
fer to them as “memory-trace" cells. Furthermore, the firing of EC memory-trace cells showed
a memory-specific rate code that distinguished which object–location memory had been cued for
retrieval. This memory-specific rate code was robust, emerging both when subjects were near the
cued objects’ location, as well as when subjects were provided with a retrieval cue but did not
move through the environment. These findings illustrate how spatially tuned neurons in the EC
support our ability to use top-down cues to selectively target relevant memories for retrieval.
2.2 Methods
2.2.1 Task.
Nineteen patients with drug-resistant epilepsy performed 31 sessions of a spatial-memory task
at their bedside with a laptop computer and handheld controller. This study was approved by the
Institutional Review Boards of Columbia University, Columbia University Medical Center, Emory
University, University of Texas Southwestern, and Thomas Jefferson University. All subjects pro-
vided written consent agreeing to participation in this experiment. In this virtual reality (VR)
memory task, subjects are moved from the beginning to the end of a linear track on each trial.
The track is 68 VR-units long, which corresponds to approximately 231 meters when converted
using the height of the virtual avatar relative to the environment and track length. The ground was
textured to mimic asphalt and the track was surrounded by stone walls (Fig. 2.1A). On each trial
subjects are placed at the beginning of the track and shown text cues instructing them to press a
button on the game controller when they reach the location of a specified object (“instruction pe-
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riod”). Immediately after receiving this cue, subjects press a button on a game controller to move
to the “hold period,” in which they are held stationary at the entrance to the track for 4 seconds.
Next, the “movement period” begins automatically, in which subjects are moved forward along
the track. Subjects are moved passively for 56 of 64 trials and on other, randomly selected tri-
als, control movements with a handheld controller (Supplementary Fig. S2.1A). Individual trials
consisted of either encoding or retrieval trials (see Fig. 2.1A). The first two times that subjects
encounter a particular object are encoding trials, in which the object is visible during movement so
the subjects can learn its location. On subsequent retrieval trials, the object is invisible and subjects
are instructed to recall its location by pressing the controller button when they believe they are at
the correct location. To measure task performance, we compute the distance error (DE) on each
trial, defined as the distance between the subject’s response location and the actual location of the
object. Subjects encode and retrieve a total of 4 unique object–location associations (16 trials of
each) over the course of a session, with each object located at a different randomly selected loca-
tion (Fig. 2.1B). Objects’ temporal order and spatial order were randomly associated, such that the
each object would be randomly be assigned to locations 1-4 independent of the temporal order of
that object (i.e. the 1st object in the session could be presented in the 4th location).
In addition to pressing a button to indicate their memory for the object location, subjects are
told to press a button as they enter the “stopping zone” at the end of the track, which is visually
delineated by a red floor coloring at the end of the track. Pressing the button in this region ends the
movement period, and subjects are then shown a fixation cross for 5 seconds (“fixation period”).
Finally, during the “feedback” period at the end of each trial, subjects receive points corresponding
to how close to the correct location they pressed the button during movement. Only one object
was ever present on the track at any given time. The task was split into two blocks so that subjects
would only be cued to retrieve from either the 1st or 2nd object in the first block vs. the 3rd or
4th object for the second block. After learning the location of an object during the encoding trials,
subjects were cued with that object for at least two consecutive trials before potentially being cued
with the other object for that block (see Supplementary Fig. S2.1A).
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A distinctive feature of our task is that during movement periods subjects are moved passively
while their speed is automatically changed in a seemingly random fashion. These uncontrolled
speed changes encourage subjects to attend continuously to their current VR location because they
cannot accurately predict future positions by integrating their past velocity. Within each third of
the track, subjects are moved at a constant speed, which is randomly chosen from the range of 2 to
12 VR units per second. The areas where speed changes occur is indicated in the schematic shown
in Figure 2.1B. When speed changes occur, acceleration occurs gradually over the course of one
second to avoid a jarring transition.
2.2.2 Data recording.
The subjects in our study were epilepsy patients who had Behnke–Fried microelectrodes sur-
gically implanted in the course of clinical seizure mapping [88] at four hospital sites: Emory Uni-
versity Hospital (Atlanta, GA), UT Southwestern Medical Center (Dallas, TX), Thomas Jefferson
University Hospital (Philadelphia, PA), and Columbia University Medical Center (New York, NY).
Microwire implantation and data acquisition largely followed previously reported procedures [33]
and were approved by an Institutional Review Board (IRB) at all participating institutions, and
informed consent was obtained from all participants. The depth electrodes feature 9 platinum–
iridium microwires (40 `m) extending from the electrode tip and were implanted in target regions
selected for clinical purposes. We recorded microwire data at 30 kHz using either the Cheetah
(Neuralynx, Tucson, AZ) or NeuroPort (Blackrock Microsystems, Salt Lake City, UT) recording
systems. Data collection and analysis were not performed blind to the conditions of the experi-
ments. We used Combinato [89] for spike detection and sorting. We excluded neurons that had a
mean firing rate below 0.2 Hz or above 15 Hz (potential interneurons). Manual sorting identified
single- vs. multi-unit activity vs. noise on the basis of previously determined criteria [90, 91].
Microelectrode bundle localization followed a similar process as described previously [92].
We determined the anatomic location of each implanted microwire electrode bundle using a com-
bination of pre-implantation magnetic resonance imaging (MRI) and post-implantation computed
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tomography (CT) scans (Supplementary Fig. S2.2). First, we performed automated whole brain
and medial temporal lobe anatomic segmentation on T1-weighted (whole brain coverage, 3D ac-
quisition, 1mm isotropic resolution) and T2-weighted (temporal lobe coverage, coronal turbo spin
echo acquisition, 0.4 × 0.4 × 2 mm resolution) MRI [93, 94] . A post-implantation CT scan was
then co-registered to the MRI scans and a neuroradiologist identified the positions of electrode
contacts and microwire bundles based on the source images and processed data [95].
2.2.3 Statistical analysis.
No statistical methods were used to pre-determine sample sizes but our sample sizes are similar
to those reported in previous publications [96, 33]. For all omnibus testing (ANOVA) described
in this study, we used a non-parametric permutation method to generate a large number of permu-
tations where observations are permuted within each block. This enabled us to determine critical
statistics and p-values (permutation adjusted) against empirically derived null distributions. Firing
rate was z-scored within each session, omitting manual movement trials. Because overall z-scored
firing rates may be subject to bias from stimulus-induced increases in firing rate, we computed the
z-score after removing the spatial bin with the highest firing rate on each trial or spatial bins with
I > 3.29 (exceeding the 99.9th percentile of the normal distribution).
2.2.4 Identifying place cells and memory-trace cells.
To examine how neuronal activity varied with location in the virtual environment, we binned
the virtual track into 40 bins, referred to as “VR-bins” (equivalent to 1.7 VR-units) enabling us to
measure neuronal firing rates in this binned space. For each cell, we counted the spikes in each
spatial bin and divided this quantity by the time spent in that bin to yield a firing rate estimate. We
smoothed this firing rate estimate on the single-trial level using a Gaussian kernel with a width of
8 VR-bins (± 4 VR-bins). We excluded the bins in which subjects spent less than 100 ms over the
course of the entire task. This excluded several bins in the stopping zone, because the movement
period ended as soon as subjects pressed the button in the stopping zone. We did not analyze data
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from the manual movement trials for this study.
We used a two-way repeated-measure ANOVA to examine the effects of subject location (1-40
VR-bins), object retrieval cue (1, 2, 3, 4), and their interaction, on the binned firing rate of each
cell. After using the ANOVA to screen cell responses, we defined indvidual spatial firing fields as
contiguous bins in which firing rate exceeded a baseline threshold [97, 32, 98, 99]. We determined
this baseline threshold independently for each cell, using non-parametric permutation testing to
build empirical estimates of the threshold by circularly shifting the firing rate estimates 500 times,
re-binning the firing rate, and selecting the 95th percentile of the permuted distribution of firing
rates.
We defined place cells as those cells that showed a significant main effect of location on firing
rate via the ANOVA, and that also had a spatial firing field (its “place field") greater than 5% the
size of the track. Additionally, we performed an ANCOVA to confirm the main effect of position
in the ANOVA, with position serving as a main factor while speed and time were covariates [100].
This analysis used a 3-s window surrounding the response, as anticipatory motor responses occur
within 1 s of a movement [101]. We only considered a neuron to be a place cell if its firing was
significantly modulated by subject location even after factoring time and speed in as covariates
in the ANCOVA. Additionally, six cells showed a main effect of object cue on firing rate. These
cells were excluded from analyses. We defined memory-trace cells as those cells whose firing rate
showed an interaction between subject location and object cue in the ANOVA and that showed a
significant spatial firing field (its “trace field") for at least one cue. A trace field for a particular
object cue was considered unique if the peak location, where firing rate was maximal, did not
overlap with that of any other trace field for that cell. Because all subsequent analyses relied on
this characterization of place and memory-trace cells, we conducted a suite of control analyses to
ensure that the proportions of cells categorized as such was robust to: dependence between task
sessions for individual patients, recordings from seizure-onset zones [102], changes in bin-size for
spatial firing-rate estimates, and the statistical assumptions of our omnibus testing. These analyses
and their results are summarized in Supplementary Table 2.
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2.2.5 Correlation between encoding and retrieval firing rates.
We computed the correlation between the spatial firing patterns of each memory-trace cell be-
tween retrieval and encoding trials to establish if memory-trace cells fire in the same locations
during these phases at different firing rates (“congruent”) or whether they exhibited completely
different firing patterns during these two phases (“incongruent”). Specifically, we limited this
analysis to the blocks of trials in which the subject viewed a cue for which a memory-trace cell
had a trace field, as these cells had trace fields for 1–4 of the cues. We assessed significance using
a permutation procedure, comparing the actual correlation coefficient to the coefficient computed
by applying the same procedure to randomly shuffled firing rate vectors. We then tested the signif-
icance of the proportion of cue-conditions showing congruent spatial firing between encoding and
retrieval trace fields against the proportion showing incongruent spatial firing.
2.2.6 Effects of attention during encoding trials.
We examined the possibility that memory-trace cell activity during retrieval trials was driven
by changes in attention [103] compared to encoding. In the encoding trials of the task, the object
is visible. We therefore reasoned that subjects’ performance on these trials—as measured by the
subject’s distance to the object at the moment of button press—would provide a useful metric for
how closely the subject was attending to their location in space. Though it was not possible to
ensure that attention is perfectly matched between encoding and retrieval trials, this assay allowed
us to examine the putative effect of attention on neural activity independently of memory retrieval.
We therefore split encoding trials into low- and high-attention groups, based on whether the dis-
tance error between the button press and the visible object was greater or less than 1.5 VR bins
(determined via mean split). We performed a two-way ANOVA assessing how memory-trace cell
activity during encoding was modulated by the location of the trace field relative to the response
(pre or post) and the attention level on that trial (low or high).
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2.2.7 Task period firing rate comparisons.
In order to compare the magnitude of pre- vs. post- response firing rate changes to firing rates
during different task periods, we computed the “response period” firing rate by normalizing the
activity in the 10 VR-bins preceding the response by the 10 VR-bins following the response. This
also helped ensure that correlations computed between task periods and the response period (see
Fig. 2.6) were not confounded by trial-wide increases in baseline firing rate. We used robust linear
regression to examine the correlation between hold and response period activity (Fig. 2.6B, C).
This approach minimizes the effect of outliers using iteratively re-weighted least squares with a
bisquare weighting function [104].
To further verify that some other aspect of our chosen response period was not leading to arti-
factual correlation, we computed the correlation between the hold period firing rate and a matched
“control period". The control period was computed identically to the response period, but we used
the regions of the track that did not overlap with the response period. In this way, the control period
was of equal length to the response period, and the neural activity during this control period did
not overlap with the neural activity during the response period in order to control for the effect of
the response on firing rate.
2.2.8 Cross-decoding analysis.
We used a multivariate cross-decoding framework to test whether memory-trace cell activity
reflected information about each object–location memory across different retrieval contexts. This
framework is schematized in Supplementary Figure S2.13. To assess cross-decoding performance,
we pooled the memory-trace cells recorded across all patients and sessions and constructed two
pseudopopulations: EC memory-trace cells and non-entorhinal memory-trace cells. Pseudopop-
ulation decoding has been used to describe the common neural dynamics of functionally similar
subsets of cells without the inherent noise correlations shared by neurons recorded in the same ses-
sion [96]. For each decoder, we used a k-nearest neighbors algorithm using a one-vs.-all paradigm
for multi–class decoding of the remembered item from the recorded neuronal activity. Firing rates
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were binned by task period and normalized. As detailed in the previous section, on each trial we
computed the “response period” firing rate by normalizing the activity in the 10 VR-bins preceding
the response by the 10 VR-bins following the response (Supplementary Fig. S2.13). We computed
the response period firing rate for every trial, regardless of response accuracy. We also used a
similar method to compute a matched “control period”, which was based on the 20 VR-bins that
were not used to compute the response period activity.
For cross-decoding, each separate decoder was trained to predict the currently cued object–
location memory from the normalized firing rates of the population of memory-trace cells for
each of the task periods. Each model was then tested on activity from a different period. In
addition to our cross-decoding framework, we trained and tested decoders on the same periods’
activity—these decoders were trained using leave-one-out cross validation to assess performance
(Supplementary Fig. S2.13). We assessed significant decoding accuracy using a binomial test.
Chance-level decoding accuracy was 25%, as verified by shuffling all labels and re-assessing the
decoding performance across the 1000 random permutations.
2.3 Results
We recorded from 299 neurons in the EC, hippocampus, amygdala, and cingulate cortex of 19
neurosurgical patients who performed an object–location memory task (Fig. 2.1A, Supplementary
Figs. S2.1, S2.2). In this task, subjects were instructed to learn the locations of different objects
along a virtual linear track and then to recall the locations after the objects were removed. The
task consisted of separate encoding and retrieval trials, which followed the same general structure,
except that objects were visible on the track during encoding and absent during retrieval trials.
Each trial began with an “instruction period,” in which subjects viewed the name of the cued
object for that trial. The “hold period” followed, during which subjects remained stationary at
the entrance to the track for 4 seconds. Next was the “movement period”, in which the subject
was moved automatically down the track at randomly varying speeds. During encoding trials, the
object was present on the track, enabling the subject to press a button as they reached the object’s
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Figure 2.1: Task overview. A) Timeline of the object–location memory task. Inset indicates
that movement periods either consist of encoding or retrieval epochs. B) An overhead map of the
environment. Arrow represents the starting point of each trial. C) Mean response error on retrieval
trials, averaged over all task sessions (= = 19 patients and 31 total sessions). Shading indicates
SEM. D) Example putative single-unit waveform and example sub-threshold background spiking.
Solid lines indicate mean waveform, shading indicates SEM. Inset shows separation of waveform
principal components, whereby one cluster represents the putative single-unit waveform and the
other represents the background spiking.
visible location (Fig. 2.1B). During retrieval trials, the object was absent and the subject pressed
a button at the location where they remembered the cued object being present. Subjects generally
showed high accuracy during retrieval trials, pressing the button within 2.8 virtual units (VR-bins)
of the correct location, or 7% of the track length, on average (Fig. 2.1C).
We examined how the activity of individual neurons (see Fig. 2.1D for example) represented
the subjects’ spatial location in the task by computing each neuron’s firing rate as a function of
their position along the track during retrieval trials. To assess the modulation of neuronal activity,
we used a two-way repeated-measure ANOVA to identify neurons whose activity during retrieval
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trials varied as a function of the subject’s location (1 − 40 spatial bins), the retrieval cue (1 − 4
possible cues), and their interaction, determining significance using a permutation procedure. As
we describe below, this analysis revealed two groups of neurons with distinct firing patterns (Fig.
2.2). We found neurons with firing rates that varied as a function of only subject location, similar
to conventional place cells [22, 32]. We also found neurons that we refer to as memory-trace cells,
which exhibited a distinctive type of response. The spatial tuning of memory-trace cells shifted
along the track depending on the retrieval cue that the subject had viewed at the beginning of each
trial.
2.3.1 Place cells activate in fixed locations, independent of memory retrieval demands.
We identified place cells as those that showed a significant main effect of location on firing
rate, and had at least one place field (Fig. 2.3; see Methods). A significant number of cells (50 of
299, ? = 8.78× 10−14, binomial test vs. 5% chance) fulfilled our criteria as place cells. Most place
fields were smaller than 10% of the track length and none covered more than 40% of the track (Fig.
2.3C).
We found significant numbers of place cells in the EC, hippocampus, and cingulate (Fig. 2.3D;
all ? < 10−4, binomial test vs. 5% chance). To examine the possibility that these findings were
the result of neuronal responses to time [105] or speed [106], we used an ANCOVA to test if these
cells’ location-related modulation persisted after including speed and time as covariates [100]. 90%
of place cells continued to show significant spatial coding after accounting for potential effects of
time or speed, indicating that their activity primarily reflected the subject’s spatial location.
2.3.2 Spatial tuning of memory-trace cells shifts according to the retrieval cue.
In contrast to place cells, Figure 2.2B depicts the activity of two example EC memory-trace
cells, whose spatial tuning shifted depending on the particular object–location cue that the subjects
viewed at the beginning of each trial. We identified memory-trace cells systematically as those cells
that showed significantly increased firing in contiguous spatial bins for at least one cue, which we
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Figure 2.2: Examples of place and memory-trace cells. A) The mean firing rate (black lines,
= = 12 trials per block) of an example hippocampal place cell. Individual plots show this cell’s
activity for trial blocks with different cue objects. Vertical blue lines indicate object locations. Grey
shading indicates standard error (= = 12 trials). Colored region indicates place fields determined
by finding contiguous bins with elevated firing rates (see Methods). B) The activity of two EC
memory-trace cells. Note that in contrast to the place cells in panel A, these cells’ firing fields
(shaded regions) shift depending on the retrieval cue.
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Figure 2.3: Place cell activity. A) Raster plot and mean firing rate for two example place cells
recorded from the hippocampus. Box and shading indicate place fields. Dotted line represents the
threshold for identifying place fields, assessed non-parametrically (see Methods). B) Distribution
of mean firing rates among place fields. C) Distribution of field sizes across all place cells, ex-
pressed as a percentage of the track. D) Proportion of place cells recorded in each brain area. A =
amygdala (= = 5 cells), H = hippocampus (= = 16 cells), EC = entorhinal cortex (= = 18 cells), C =
cingulate (= = 6 cells). Asterisks indicate significant proportions (?’s< 10−4, two-sided binomial
test vs. 5% chance). Bars indicate the 95% confidence interval from a binomial test. E) Number of
responsive cells with more than one spatial field. Inset shows an example cell from the cingulate
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Figure 2.4: Trace-fields shift according to subjects’ memory for cued object locations. A)
Distribution of memory-trace cells across brain areas. A = amygdala (= = 3 cells), H = hippocam-
pus (= = 5 cells), EC = entorhinal cortex (= = 27 cells), C = cingulate (= = 8 cells). Asterisks
indicate significant proportions (?’s< 10−5, two-sided binomial test vs. 5% chance). B) Distribu-
tion of the counts of unique trace fields exhibited by memory-trace cells. C) Difference in spatial
information for each memory-trace cell’s firing rate for each cue (n = 168 across all memory-trace
cells), when aligned relative to response location vs. object location. Asterisk denotes a significant
paired difference (mean = 0.01 bits/spike, sign-rank test I = 3.4, ? = 0.0007).
refer to as “trace fields" (see Methods), and whose spatial firing pattern significantly shifted across
different cues (determined via a location × cue interaction in the ANOVA). Overall, a significant
number of cells (43 of 299; ? = 6.37 × 10−10, binomial test vs. 5% chance) fulfilled these criteria
for memory-trace cells (Supplementary Figs. S2.3, S2.4). These cells were found primarily in
the entorhinal and cingulate cortices (Fig. 2.4A; ?’s< 10−5, binomial tests vs. 5% chance). We
observed at least one memory-trace cell in 15 of 19 subjects (Supplementary Table 1); 12 of 19
subjects exhibited both place and memory-trace cells.
Individual memory-trace cells exhibited a unique trace field for anywhere between one and
four cues (Fig. 2.4B, see Supplementary Fig. S2.4), distinguishing them from “cue-association"
cells[107] which only responded to a single association. Specifically, the firing of many memory-
trace cells shifted to represent multiple locations over the course of a session, often appearing to
fire near the location of the object cued for each trial.
To determine if memory-trace cell activity reflected underlying memory retrieval processes,
we next examined whether the spatial tuning of these neurons was more strongly anchored to the
response location—where the subject believed the object to be—rather than the object’s true loca-
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tion [108]. If this were the case then re-aligning memory-trace cell firing relative to the response
location would yield a stronger pattern of spatially modulated firing compared to the pattern ob-
served when re-aligning firing rate relative to the object location. We tested this by quantifying the
spatial information[109], a measure of the specificity of the spatial tuning, in both the response-
and object-aligned configurations for each of the four cues. Spatial information was significantly
greater in the response-aligned configuration compared to the object-aligned configuration (Fig.
2.4C, sign-rank test, I = 3.4, ? = 0.0007), suggesting that memory-trace cell firing represents
subjects’ location relative to the location targeted for memory retrieval.
2.3.3 Memory-trace cell activity tracks subjective memory for cued object locations during re-
trieval.
Having determined that memory-trace cells were more strongly spatially tuned in response-
aligned configurations,we next assessed in more detail where these cells fired in relation to the
spatial location of subjects’ responses. As shown in Figure 2.5A, trace fields clustered in the spa-
tial bins immediately preceding the response location, appearing on average 2.5 VR-bins before
the response location (C (125) = −2.09, ? = 0.038). This accumulation of trace fields prior to
the response suggested that trace-field activity signaled the relevance of a location for upcoming
memory retrieval [110]. Furthermore, trace fields appeared significantly closer to subjects’ re-
sponse locations than the true object location on a given trial (C (1495) = 1.79, ? = 0.037). To
confirm this preference for locations preceding the response, we computed the grand average of
memory-trace cell firing rates in the spatial locations surrounding the response (Fig. 2.5B). This
confirmed that memory-trace cells generally increased their firing as subjects approached the re-
sponse location, and then decreased following the response (paired C-test pre- vs. post- firing rate,
t(1986)=3.99, ? = 6.73 × 10−25; Supplementary Fig. S2.5). The broad peak and gradual decline
in average firing rate across memory-trace cells depicted in Figure 2.5B reflects the heterogeneity
of trace-field offsets relative to the response location (Fig. 2.5A), as opposed to all trace fields
appearing at the same offset.
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To further test if memory-trace cell activity tracks subjective memory we analyzed the memory-
trace cell firing rate on retrieval trials where subjects made large errors (16.8 % of trials)—these
trials enabled us to dissociate subjects’ response location and the actual object location. By com-
paring the response- and object-aligned firing rates during these trials, we found that these cells’
firing peaked significantly closer to the response location than the actual object location (Fig. 2.5C;
t(333) = 2.13, ? = 0.033). These results further support the notion that memory-trace cell spatial
tuning is anchored to subjects’ retrieval of a cued object’s location from memory.
Because cells in the MTL have shown evidence of coding for time [105], we considered the
possibility that memory-trace cells were firing at specific timepoints, rather than spatial offsets,
relative to the response (Supplementary Fig. S2.6). We thus performed an analysis comparing
the degree to which individual memory-trace cell activity was predicted as a function of distance
or time relative to the response. This analysis revealed that the firing rates of memory-trace cells
were more strongly predicted by the spatial rather than temporal offset(t(42) = 2.35, ? = 0.024),
supporting the notion that memory-trace cell activity represents the distance to upcoming recalled
locations.
We next sought to better understand the type of distance-to-memory information represented
by memory-trace cells. We examined whether memory-trace cell firing fields appeared at fixed
offsets from the response location, as might be expected from a general distance code for relevant
locations [81], or if they appeared at cue-specific distances, as might be expected in a form of
goal-oriented remapping [55]. We conducted an analysis of trace-field offset consistency across
cues (Supplementary Fig. S2.7), and found that a significant number of memory-trace cells had
trace fields at reliably fixed offsets across cues (5/37 cells with > 1 trace field, ? = 0.036, binomial
test vs. 5% chance) while a different subset of cells that were equally prevalent (5/37 cells) showed
significantly variable offsets across cues.
To further determine if the activity of memory-trace cells specifically relates to memory re-
trieval, we examined their firing patterns on encoding trials where the cued object was visible.
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Figure 2.5: Memory-trace cells track subjective memory during retrieval A) Distribution of
trace-field locations (= = 126 trace fields across 43 memory-trace cells) relative to response loca-
tion (indicated by black dashed line). Asterisk indicates mean field location significantly precedes
response location (C (125) = −2.09, ? = 0.038, two-sided C test). B) Mean firing rate during re-
trieval trials (z-scored) of all memory-trace cells (black line, = = 1990 trials) aligned to response
location. Shading indicates SEM. Horizontal lines indicate spatial bins that are significantly dif-
ferent from baseline (?’s< 0.05, two-sided C test, FDR-corrected). C) Mean firing rate (z-scored)
of all memory-trace cells during large-error trials (solid lines, = = 334 trials) , aligned to response
location (dark red), or object location (light red). Shading indicates SEM. D) Example spike trains
from a single EC memory-trace cell during an example encoding (top) and retrieval (bottom) trial
for the same cued location. Vertical lines denote spike times. Responses were aligned and shaded
(5 seconds pre-response) to qualitatively illustrate difference in spiking between trial types. E) Pop-
ulation data showing greater memory-trace cell peak firing rate in-field (z-scored) during retrieval
than encoding trials, as visualized by the example in panel D (C (125) = 12.92, ? = 8.95 × 10−25,
two-sided C test). Circles denote individual trace fields (= = 126).
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cal aside from the visible object—specifically enabled us to identify features of memory-trace cell
responses that related to memory retrieval, while controlling for other factors that differed across
trials, such as object identity [85], goal locations [111, 81], and motor planning [101]. Overall,
we found that when a subject was located in a memory-trace cell’s firing field, there was increased
activity on retrieval trials compared to encoding (C (125) = 12.9, ? = 8.9 × 10−24; Figs. 2.5D,E).
To assess whether memory-trace cells simply fired in the same locations during encoding trials but
with lower firing rates, we computed the spatial correlation between the memory-trace cell firing
patterns during retrieval and encoding (see Methods, Supplementary Fig. S2.8). Memory-trace cell
spatial firing patterns were largely uncorrelated between encoding and retrieval (j2(1) = 149.35,
? < 2.2 × 10−16), meaning that the spatial tuning we observed during retrieval was not present
at lower firing rates during encoding. In contrast, place cells exhibited significantly more stable
spatial tuning between encoding and retrieval trials than memory-trace cells (Supplementary Fig.
S2.9; Mann-Whitney U-test, z = 5.25, ? = 1.48×10−7). These results indicate that during encoding
memory-trace cells either shift spatial tuning or are simply inactive, supporting the idea that the
memory-trace cell spatial tuning we observed uniquely supports memory retrieval. Furthermore,
we found no effect of low versus high measures of attention on memory-trace cell activity (see
Methods; F(1,639) = 0.16 & 0.48; ?’s> 0.05, permutation-adjusted), indicating that attention likely
did not explain the encoding–retrieval differences. This is consistent with findings indicating that
attentional mechanisms do not fundamentally differ between encoding and retrieval [112].
In sum, memory-trace cell spatial tuning was predominantly modulated by subjects’ response
location specifically during cued memory retrieval. This pattern was robust even when subjects’
responses were inaccurate, suggesting that memory-trace cells tracked subjects’ internal represen-
tation of the cued object’s location.
2.3.4 Activity of memory-trace cells in EC separably and robustly represents different memories.
Although the above analyses showed that the activity of memory-trace cells tracks retrieved
locations in the environment, it remained unclear whether these cells support memory representa-
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tions more generally, beyond moving through the relevant environment. This question is important
to answer because it could help explain how we are able to remotely recall events from outside
the environment in which they occurred. We investigated this question by analyzing memory-trace
cell activity during the hold period of our task, which follows the subjects’ initial viewing of the
retrieval cue during the instruction period. We hypothesized that during the hold period subjects
would exhibit similar neural representations of the current memory retrieval cue as when moving
through the target location in the environment. We therefore asked if the same patterns of neuronal
activity associated with retrieval of particular memories during movement also emerged during the
hold period. Overall, memory-trace cell firing rates were significantly elevated during the hold
period of retrieval trials (Fig. 2.6A; F(4,10075) = 2.88, ? = 0.021, post-hoc C-tests, ?’s< 0.05, FDR-
corrected). This effect was not seen during encoding trials, or by non-trace cells (Supplementary
Fig. S2.10). This indicates that memory-trace cells were generally engaged during the hold period,
even though subjects were still, rather than moving through the environment.
We hypothesized that the mean firing rate of memory-trace cells during the hold period would
be correlated with their activity when subjects remembered the location during movement. Finding
such a pattern would indicate that memory-trace cell representations for retrieved locations gen-
eralized beyond memory retrieval during movement, supporting the potential utility of trace-cell
representations for retrieval across multiple contexts. To facilitate comparison of memory-trace-
cell firing rates across the hold period and the response location, we first characterized the changes
in firing rate in the spatial bins surrounding the response location (Fig. 2.5B), which we called the
“response period”. We measured the magnitude of the response-modulated changes in memory-
trace cell activity by normalizing each cell’s pre-response firing rate by its post-response firing
rate, thus accounting for background activity of each neuron. This also helped ensure that corre-
lations computed between a trial’s hold and response periods would not be confounded by overall
trial-wide increases in baseline firing rate. For each cell, we then computed the correlation across
trials between the firing rates during the hold and response periods (Fig. 2.6B). We compared this
measure to the correlation in firing rate between the hold period and a matched “control period",
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which was computed similarly to the response period using regions of the track that did not over-
lap with the response period. We found that memory-trace-cell firing was positively correlated
between the hold and response periods, and not between the hold and control periods (Fig. 2.6C,
Supplementary Fig. S2.11A), indicating that a consistent pattern of neuronal activity for individ-
ual cues was present during the hold and response periods (see Fig. 2.6D and Supplementary Fig.
S2.11B for examples). Firing rate during these periods was not correlated with task performance
(Supplementary Fig. S2.12).
We next used a multivariate cross-decoding analysis [113] to more fully characterize how the
neural representations of specific memories that emerged during the response period were reca-
pitulated across various task periods (see Methods; Supplementary Fig. S2.13). Here we trained
separate decoders to predict the currently cued object location memory from the normalized firing
rates of the population of memory-trace cells for each task period. We then tested each model’s
decoding performance on activity from the response period. In this analysis, if we were to observe
that a model trained on one period demonstrated elevated decoding performance when tested on
memory-trace-cell firing during the response period, then it would indicate that the neural repre-
sentations of specific memories were similar between these two periods.
The results of this analysis indicated that the firing rates of EC memory-trace cells, specifically,
represented individual memory cues similarly between the hold and response periods. For EC
memory-trace cells, when comparing test performance in the response period for various training
models, only the model trained on the hold period showed significantly elevated accuracy (Fig.
2.7A; ? = 0.0043, binomial test vs. 25% chance). This pattern was not present for memory-
trace cells outside the EC (Fig. 2.7B). Additionally, we observed significant decoding from EC
memory-trace cells when we both trained and tested models on the response period using 10-fold
cross-validation (white bar, Fig. 2.7A; ? = 0.029, binomial test), which confirms the reliability of
these patterns.
To characterize the patterns of memory-related neural activity across the task more fully, we
also performed a complete cross-decoding analysis, in which we compared the performance of
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training and testing models across all pairs of task periods (Supplementary Fig. S2.14C). In partic-
ular, we did not find significant cross-decoding for data from the control period. This indicates that
EC memory-trace cells do not represent the currently cued memory when the subject is far from
the target location. Furthermore, to test if these patterns were robust, we also individually applied
this cross-decoding analysis to the first and second halves of each session. Decoding performance
did not differ between both halves (all ?’s> 0.05, chi-square test), suggesting our findings were
consistent throughout the session. Overall, these results demonstrate that EC memory-trace cells
exhibit a distinctive firing-rate code for individual memory cues that is consistent both during the
hold period as well as when the subject moves through the associated target location.
2.4 Discussion
A crucial aspect of human memory is our ability to actively target and differentiate past expe-
riences. Here we show that the activity of EC memory-trace cells selectively represents and dif-
ferentiates between memories from a single environment. Critically, memory-trace cells represent
information about locations that subjects had been cued to remember, illustrating how top-down
memory demands influence the brain’s representation of space. Our observations suggest that
memory-trace cell activity represents object locations you are trying to remember. The activity of
EC memory-trace cells, specifically, was predictive of the cued memory both during the stationary
hold period as well as when subjects moved through retrieved locations, suggesting these cells sup-
port a generalizable and robust memory-specific representation. Our findings thus indicate that, in
addition to the fixed metric for space provided by grid cells [24, 33], the human EC also contains
neurons that support a flexible spatial code modulated by top-down memory demands. Below, we
discuss how memory-trace cells relate to previous single-cell findings in the hippocampus and EC
relevant to space and memory, and how they help explain the broader role of the EC in the brain’s
memory network.
Place cells in the hippocampus are thought to represent a map of the current environment, and
evidence shows that these representations remap in response to changes to the environment [114,
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115]. This led to the hypothesis that different environmental contexts induce orthogonal spatial
representations in these cells, which are used to index different maps for past experiences [78,
79]. The phenomenon of “goal-oriented" remapping, in which place fields change location and/or
accumulate near goal locations without changes to local cues or spatial context, demonstrates that
top-down influence and goal-driven behavior can modulate spatial firing [80, 55]. A significant
proportion of memory-trace cells exhibited firing fields at different offsets from the response loca-
tion depending on the cue being retrieved, demonstrating a potential link to goal-oriented remap-
ping and suggesting that the link between remapping and memory-trace cell activity should be
further investigated. Furthermore, distal CA1 place cells — which receive direct EC input — show
partial remapping based on the presence and location of objects in the environment [116], raising
the possibility that EC memory-trace cells also influence or interact with hippocampal remapping.
Future work should investigate the relationship between our findings and remapping, and how
these phenomena interact in service of memory.
The fact that memory-trace cell activity tracked the current cued memory indicates that sub-
jects’ top-down memory retrieval states influenced the firing of these cells. Related work has found
cells that represent goal-related spatial information in the hippocampal formation of rodents and
bats [97, 111, 81]. The key distinction between memory-trace cells and these other cell types is
that memory-trace cells do not significantly activate when objects, the putative goal, are visible in
the environment. As such, memory-trace cell activity likely is more specifically related to memory
retrieval processes, rather than goal coding in general. Interestingly, some specific properties of
memory-trace cells recapitulate elements of these goal-coding cells. Specifically, goal cells in ro-
dent subiculum also fire in locations preceding rewards[81], and goal representations in bats [111]
are also maintained even when the goal is occluded. Additionally, some memory-trace cells ex-
hibited firing fields at fixed offsets from the response location independent of the cue, providing
a potential link to hippocampal goal-vector coding. Future work that more extensively measures
memory-trace cell activity during navigation to visible goals may characterize their similarity to
the goal cells found in the hippocampal formation.
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Our finding that memory-trace cells in the EC, in particular, exhibited consistently decodable
representations of individual object–location memories extends prior work documenting the EC’s
role in the representation of object features and context in rodents and non-human primates [117,
85]. Specifically, our findings bear significant resemblance to “object-trace cells" discovered in
rodent EC [53] and cingulate [118]. Rodent object-trace cells activated in locations where animals
had previously encountered objects and could represent a non-specific, putative trace of all the
objects that the rodent had encountered in the environment. However, human memory-trace cells
had two crucial additional features that were not observed in rodents. The activity of memory-trace
cells specifically tracked the location subjects recalled, indicating that subjects’ top-down memory
target modulated their spatial tuning, rather than showing increased activity for all previous object–
locations as in rodent object-trace cells. Additionally, memory-trace cells exhibited a memory-
specific rate code even when subjects were not moving through the environment.
This prevalence of memory-trace cells in the EC may advance our understanding of the func-
tional role of the entorhinal region in memory. Recent work using neuromodulation has demon-
strated a causal role for the EC in human spatial and episodic memory [92, 119]. Additionally,
the EC is thought to be an early staging ground for the onset of Alzheimer’s disease [120, 121],
with evidence suggesting that the spread of Alzheimer’s pathology begins in the EC [122] and that
entorhinal tau is directly linked to memory decline in old age [123]. Given these lines of research,
one possibility is that the memory-trace cells we identified are affected by stimulation or lesion of
the EC, resulting in these subsequent effects on memory. Indeed, recent work has shown that mice
expressing tau pathology in EC showed concomitant spatial memory deficits and major loss of
cells in EC layers II and III, providing evidence of a potential link between loss of memory-related
cells in the EC (such as memory-trace cells) and memory deficits [124].
Additionally, recent work in humans has shown that the activity of grid cells is degraded in
people at risk for Alzheimer’s [86], and is correlated with spatial memory performance [125, 41].
It is possible that grid cells and memory-trace cells both contribute to EC memory circuits, and the
relationship between them may be important to understanding how spatial and memory processes
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interact in the EC. Indeed, two recent studies in rodents discovered that grid cell maps shift to
represent remembered reward locations, suggesting the influence of task-relevant variables on the
structure of entorhinal spatial maps [87, 126]. Our findings build upon this work by demonstrating
a specific way in which top-down processes may interact with flexible spatial representations to
index events for memory retrieval in the EC.
In addition, a notable feature of our results is that we found significant proportions of memory-
trace cells in cingulate cortex in addition to the EC. Our previous work identified grid-like single
neuron activity in the cingulate cortex of humans, in addition to the EC [33], complementing re-
lated findings from fMRI showing grid representations outside of the EC [125]. The co-localization
of memory-trace cells and grid cells suggests that these cells represent a common memory network
that involves both EC and cingulate cortex. Going forward, further exploration of the relationship
between memory-trace cells and grid cells may provide insight into the neural mechanisms under-
lying spatial and mnemonic function across regions.
In conclusion, we demonstrate the existence of memory-trace cells that flexibly change their
spatial tuning to distinguish individual memories during retrieval. EC memory-trace cells ex-
hibited consistent activity across the hold and response periods of our task, allowing us to decode
cued memories and indicating that EC representations persist beyond purely spatial or navigational
settings. This supports the notion that the EC is important for general relational and contextual
memory representations [85, 25]. Looking forward, although our results focus on how memory
modulates spatial tuning to distinguish subjective memory representations, other emerging lines of
work now show that the EC maps non-spatial features of experience [127, 128]. Our findings may
therefore enable new lines of investigation in various species of how entorhinal neuronal represen-
tations of space and other domains are modulated by top-down demands in service of memory and


































































































































Figure 2.6: Memory-trace cell activity is correlated between the hold period and response
period. A) Mean normalized (z-scored) firing rate (circles) across all memory-trace cells by task
period (= = 1990 trials). Error bars indicate SEM. Asterisks indicate ? < 0.05 (FDR corrected two-
sided C tests); † indicates ? < 0.1. B) Relation between firing rates between hold- and response
periods for six example memory-trace cells. Black line denotes the robust linear regression fit.
“A.u" denotes arbitrary units, indicating that the response period activity is defined by a ratio (of
pre- vs. post- response firing rate).Each plot depicts 48 retrieval trials, with the exception of the
middle-left and bottom-right plots which show truncated sessions of 24 trials. C) Distribution
of Pearson correlation coefficients for memory-trace cell firing rates between hold and response
periods (= = 43 cells). Inset shows one example cell’s correlation. Circles indicate mean, and
error bars indicate SEM. Dotted line denotes control distribution (see Methods). Asterisk indicates
significant difference (C (42) = 2.99, ? = 0.0046, two-sided C test). D) Mean normalized firing rate
(solid lines) during hold and response periods for each object cue, for an example EC memory-

































































































Figure 2.7: EC memory-trace cell activity predicts cued memory across hold and response
periods. A) Results of memory-decoding analysis for entorhinal cortex memory-trace cells (= =
27). Individual bars distinguish models that were trained on different task periods, with all models
tested on activity during the response period using trial-level cross validation. Black circles denote
percentage, and error bars indicate SEM. Asterisks indicate above-chance decoding accuracy (?’s<
0.05, two-sided binomial tests). B) Test performance for decoders based on non-entorhinal cortex





















































































Figure S2.1: Trial structure and behavioral performance. A) The first two trials for each object
cue were encoding trials (black), followed by retrieval trials (passive movement, blue; manual
movement, red). B) Left: Error plotted as a function of both temporal order and spatial order
of objects. Darker colors indicate lower error. Columns represent effect of spatial order, rows
represent effect of temporal order, individual bins represent interaction between specific spatial
and temporal ordering on shuffled error from ANOVA. Right: Analysis of effects of temporal and
spatial order. We found a significant interaction (F(9, 1385) = 2.25, ? < 10−3, permutation-adjusted)
such that certain combinations of spatial and temporal order led to differences in performance.
Red dotted line indicates true test statistic and the histogram indicates the distribution of permuted
interaction test statistics for effects of temporal and spatial order on shuffled error. C) Mean error
for each session (= = 48 trials for 28 full sessions, 24 for 3 truncated sessions). Error bars indicate
SEM, and center of bars indicates mean. Red dotted lines indicate the error levels expected by
chance, following strategies where the subjects respond randomly (light red) and where the subject
always responds at the midpoint of the environment (dark red). D) Mean error across the 12
retrieval trials (blue dots in panel A) comprising each object–cue block, averaged over subjects
(= = 118 trial blocks over 31 sessions). Shading indicates SEM. Note that subjects learned the
object–location association quickly (first two trials), only to show increased errors beginning after
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Figure S2.2: Approach to localization of microelectrodes. A) Pre-implantation coronal T2-
weighted MRI scan from one subject. B) Co-registered post-implantation T1-weighted MRI scan.
C) Coronal T2 scan overlaid with software segementation of medial-temporal subregions and the
post-implantation CT to show macroelectrodes. Blue crosshairs indicates the location of the mi-
crowires. Coloring scheme for the MTL segmentation: EC (tan), BA35 (light blue), BA36 (dark
blue), subiculum (pink), dentate gyrus (purple), CA1 (red). D) Post-implantation 3D T1-weighted
MRI showing the confirmed location of the micro-electrode from panel C (blue crosshairs) in EC.
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Figure S2.3: Memory-trace cell waveforms. Each pair of plots depicts putative single-unit wave-
forms and their first two PCA components. Left panel: Mean single-unit waveform. Cells with
positive polarity waveforms were recorded using the Neuralynx Cheetah system (see Methods).
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Figure S2.4: Examples of memory-trace cell activity during retrieval trials. Plots illustrate
mean firing rates of memory-trace cells for each object cue, as in Fig. 2B. Vertical blue lines indi-
cate the location of the cued object, which was not visible to the subject during retrieval. Teal shad-
ing regions indicate spatial fields, identified as contiguous bins exceeding a non-parametrically de-
termined threshold (see Methods). Grey shading indicates standard error (= = 12 trials). Regions:

























Figure S2.5: Memory-trace cell spiking relative to response location. Raster plot of spiking ac-
tivity and corresponding peristimulus histogram (PSTH) for three example EC memory-trace cells,
aligned relative to response location (indicated by blue dotted line). Red line indicates smoothed
(moving-average) PSTH.
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Figure S2.6: Memory-trace cell activity and time. A) Mean firing rate (z-scored) of all memory-
trace cells aligned to response time (black line, = = 1990 trials). This analysis used a 3-s window
surrounding the response, as anticipatory motor responses occur within 1 s of a movement. Shading
indicates SEM. Here, no bins showed significant difference from baseline, in contrast to our earlier
analyses that showed significnat differences when we aligned neuronal activity as a function of
spatial distance to the response (cf. Fig. 5B). This indicates that memory-trace cell activity likely
does not reflect a time-locked anticipatory signal for the subjects’ motor action, the button press. B)
Memory-trace cell firing rate (= = 43) averaged in fixed time bins in the 3-s window from panel A
(1.5-s pre- and 1.5-s post-response). Center line indicates median, box limits indicate interquartile
range (IQR), whiskers indicate 1.5×IQR from first and third quartiles. Red dots denote outliers.
Label “ns” indicates ? > 0.05 (C (42) = 1.39, ? = 0.17 two-sided paired C test), which supports the
result from Panel A that showed no significant difference between mean firing rates when binning
by time. C) Histogram of Pearson’s correlation coefficients testing the relation between memory-
trace-cell firing rate and trial number within each session. This distribution did not significantly
differ from zero (C (42) = 0.74, ? = 0.46, two-sided C test), indicating that memory-trace-cell

















































Figure S2.7: Example memory-trace cells that activated at consistent (Panel A) and variable
offsets (B) across cues. A) Three example cells that activated at consistent offsets relative to
cues. Left: The offsets between trace-field peaks and response location for different cues. Note
that each cell had a trace-field for between one and four of the cues. Right: Analysis of offset
consistency, parameterized by the standard deviation (SD) of peak-response offsets across cues.
Histogram depicts distribution of SD measured from randomly shuffled data for each cell; black
dotted line depicts true SD. Gray bins denote the center 95th percentile of permuted values. ? value
for each cell is labeled on the corresponding histogram relative to the shuffled data. This analysis
was performed by identifying, for each cell, the peak-response offsets, or the distance between the
trace-field peak and the response location, for all cues (= = 48CA80;B for 28 full sessions, 24 for 3
truncated sessions). We then computed the standard deviation (SD) of these offsets for each cell. A
cell that activated at consistent offsets would show a small SD and, inversely, a cell that activated
at variable offsets would have a large SD. To determine if a cell’s SD value was significantly low
or high, we compared the cell’s actual SD with the distribution of SD values from a permutation
procedure that was separately performed for each cell. We generated 500 surrogate values for each
cell in a manner that matched the original data by following these steps: 1) determined which cues
(1–4) the cell exhibited a field for, 2) generated a surrogate cell which had fields for the same cues
by randomly selecting trace-fields for those cues from other memory-trace cells, 3) computed the
standard deviation across the surrogate cell’s peak-response offsets, 4) and repeated 500 times.
This permutation method enabled us to control for inherent properties of the task environment
or cue position that might bias trace-field position and focus our analyses on cell-specific effects
related to the variability of peak-response distances. B) Same as A but for three example memory-
trace cells that showed significant offset variability.
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Figure S2.8: Memory trace cell activity during encoding is not suppressed prior to the object
location. Mean firing rate (z-scored) of all memory-trace cells (black line, = = 322 trials) aligned
to response location (as in Fig. 5B) for encoding trials. Shading indicates SEM. No bins show
significant difference from baseline. This analysis enabled us to examine an alternate explanation
for the encoding-retrieval difference we found in memory-trace cell firing rates. Namely, the possi-
bility that memory-trace cells suppress firing rates during encoding trials when an object is visible
on the track, similar to either “mismatch cells” in hippocampus or odor-selective suppressive cells
in EC. Suppression is typically characterized by a decrease in firing prior to stimulus followed by a

























































Figure S2.9: Place cell firing during encoding trials. A) Comparison of place cells’ peak fir-
ing rate in field (z-scored) between encoding and retrieval trials, analogous to (Fig. 5E). Circles
denote individual fields. Since place cells seemed to show a slight increase in peak in-field firing
rate during retrieval trials, we asked how encoding-retrieval differences compared between place
cells and memory-trace cells. We thus computed a two-way ANOVA measuring whether in-field
firing rate varied as a function of trial type (retrieval vs. encoding), and/or cell type (place cell vs.
memory-trace cell). For place cells, we used only the first 12 retrieval trials to match the number
of trials used to assess trace fields. We found a significant interaction (F(1,335) = 24.04, ? = 0.036,
permutation-adjusted), indicating that the increased firing rate we observed for memory trace cells
during retrieval was significantly greater than for place cells. B) Change in in-field peak firing
between encoding and retrieval trials for memory-trace and place cells (=’s= 43, 45, respectively).
Horizontal line indicates the medians of the violin plots, tips indicate minima/maxima, and error
bars indicate interquartile range (IQR). We used a post-hoc test to directly compare the change
between retrieval and encoding in-field firing for place cells and memory-trace cells, and found
that place cells exhibited significantly more stable firing fields between retrieval and encoding than
memory-trace cells. Asterisk indicates significance from two-sided Mann–Whitney U-test (z =
5.25, ? = 1.48 × 10−7).
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Figure S2.10: Analysis of firing rate during encoding trials across task periods. A) Mean
firing rate for all memory-trace cells during encoding trials (z-scored) by task period (= = 332
trials). Error bars denote SEM. B) Mean firing rate for non-trace cells during retrieval trials by
task period (= = 8472 trials). Error bars denote SEM.
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Figure S2.11: Additional examples of memory-trace cell activity during hold and response
periods during retrieval trials. A) Scatter plots illustrate the relationship between normalized fir-
ing rates in the hold and response periods for six representative memory-trace cells across all trials.
Line shows the fit from a robust linear regression (similar to Fig. 6B). Each plot depicts 48 retrieval
trials, with the exception of the top- and bottom- plots on the right, which show truncated sessions
of 24 trials. B) Mean normalized firing rate (solid lines) of a representative EC memory-trace cell
during the hold and response periods, averaged across all trials for each cue object (similar to Fig.
6D). Circles indicate single-trial activity, error bars indicate SEM (= = 12 trials).
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Figure S2.12: Analysis of the Pearson’s correlation between memory-trace firing rate and dis-
tance error during hold and response intervals. Histograms of correlation coefficients between
firing rate and distance error for both hold (blue) and response (white) periods (= = 43 cells).
Black dotted line denotes correlation coefficient of zero. Circles indicate mean, error bars indicate
SEM. Both distributions of correlation coefficients are not different from zero (t(42) = 0.73, 0.45,
?’s= 0.47, 0.66, two-sided C test), indicating that trial-by-trial memory-trace cell firing rates during



































































































Figure S2.13: Illustration of the multivariate decoding procedure. A) Paradigm for cross-
decoder training. Pseudopopulations of neural activity were constructed by extracting the activity
of cells during the different periods of interest. Decoders were trained on this data using a :-
nearest-neighbor (KNN) framework to predict the object cue for each trial. B) Paradigm for cross-
decoder testing. Response period activity for each trial was computed by normalizing the pre-
response firing rate by the post-response firing rate. This measure was extracted for each trial and
used as the test set for the decoders trained on each task period. C) Paradigm for cross-validated
decoding. We also trained and tested a decoder using just the response period activity. In order
to ensure we had separate train–test data, we used leave-one-out cross-validation (LOOCV). The



























































































Figure S2.14: EC memory-trace cell decoding. A) Matrix of cross-validated decoding accu-
racy for all train–test combinations of task phases using firing rates from EC memory-trace cells.
On-diagonal entries indicate within-condition decoding and off-diagonal entries indicate cross-
decoding. Notably, all cross-decoding that tested on the control period performed below signifi-
cance (chance level at 25%), indicating that the results in Fig. 7A were not an artifact of how we
defined the response period. It is also worth noting that training on the feedback period firing rate
and testing on the hold period led to the best decoding, overall. B) Distribution of the counts of
unique trace fields exhibited by memory-trace cells in the EC only. Because EC memory-trace
cells primarily had 3+ unique trace-fields, it indicated that our decoding results were driven by dis-
sociable firing rates across different spatial fields rather than being explained by cells with only 1
trace field. C) Results of a control decoding analysis for EC memory-trace cells, using a “shifted"
response period closer to non-cued objects (= = 27). Individual bars distinguish models that were
trained on different task periods, with all models tested on activity during the response period us-
ing trial-level cross validation. Black circles denote percentage, and error bars indicate SEM. Red
dotted line denotes chance (25%). We hypothesized that integrating alternate object locations into
our decoding would lessen the distinction between different object–location trials and weaken the
decoding results. To test this, we defined a “shifted” response period by computing the firing-
rate ratio using a post-response location 6 VR-bins further down the track than the post-response
bins used for the original response period —a location that should be closer to a different object
location than the current cued object. No cross-decoding yielded significant decoding using the
shifted response period, indicating that the spatial bins around the response location were the most
informative in decoding the cued object held in memory.
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# Entorhinal units # Cingulate units # memory-trace cells
R1008 1 55 F R anterior temporal 0 of (6) 0 of (6) 0 of (0) 0 of (0) 0
R1027 1 48 M Bi orbitofrontal, R temporal, R insula 1 of (15) 0 of (1) 0 of (0) 0 of (0) 1
R1030 4 23 M L medial temporal 1 of (21) 0 of (1) 0 of (0) 0 of (0) 1
R1092 3 44 M Bi medial temporal 0 of (0) 0 of (17) 0 of (0) 0 of (0) 0
R1139 2 19 M R temporal 0 of (0) 0 of (0) 0 of (0) 2 of (10) 2
R1152 1 20 F L mesial temporal 0 of (0) 0 of (2) 0 of (0) 5 of (14) 5
R1182 1 40 M L insula 0 of (0) 0 of (0) 1 of (4) 1 of (3) 2
R1219 1 38 F L hippocampal head 0 of (0) 0 of (6) 3 of (14) 0 of (0) 3
R1278 3 22 F R parietal 0 of (0) 0 of (0) 18 of (65) 0 of (0) 18
U0048 1 40 M L temporal 0 of (10) 1 of (2) 0 of (0) 0 of (0) 1
R1268 1 32 F R middle temporal gyrus 0 of (0) 0 of (2) 0 of (0) 0 of (0) 0
R1241 1 52 M Bi medial temporal 1 of (10) 0 of (0) 0 of (0) 0 of (0) 1
R1297 1 24 M Heterotopia left temporal neocortex 0 of (0) 0 of (3) 0 of (0) 0 of (0) 0
R1299 1 43 M L hippocampus 0 of (0) 1 of (12) 0 of (0) 0 of (0) 1
R1315 2 22 M L anterior hippocampus 0 of (0) 0 of (12) 0 of (0) 0 of (0) 0
U0001 1 21 M R anterior temporal 0 of (0) 1 of (19) 0 of (0) 0 of (0) 1
R1354 2 27 M L hippocampus 0 of (0) 2 of (14) 0 of (0) 0 of (0) 2
R1362 3 47 M L amygdala/hippocampus 0 of (0) 0 of (0) 4 of (26) 0 of (0) 4
R1414 1 31 F R mesial temporal 0 of (0) 0 of (0) 1 of (4) 0 of (0) 1
Table 2.1: Contribution of subjects and sessions to total cell counts: Table indicates the total
number of memory-trace cells and total cells for each patient, by brain region. The right-most
column indicates the number of memory-trace cells observed on unique recording channels across
sessions of the task. L: Left, R: Right, Bi: Bilateral.
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Original 15.1% (45/299) 14.4% (43/299) NA NA
One session per patient 15.6% (31/199) 17.1% (34/199) 0.026 0.668
Omit SOZ 15.9% (32/201) 16.9% (34/201) 0.070 0. 593
30 spatial bins 13.0% (39/299) 15.4% (46/299) 0.499 0.119
50 spatial bins 10.4% (31/299) 17.4% (52/299) 2.954 1.014
GLM 11.0% (33/299) 20.4% (61/299) 2.123 3.771
Table 2.2: Statistical outcomes from control analyses: Each row of the table indicates the out-
come of a different control analysis. SOZ = Seizure onset zone. All j2 test values indicate compar-
isons between original percentages and control percentages. Bold text denotes significance. Row
1: The results of the original analysis. Row 2: Results of analysis controlling for the dependence of
multiple sessions per subject. Several patients contributed multiple sessions of the task, with each
session analyzed independently. However, in order to ensure that patients contributing multiple
sessions to this study were not confounding our results (Supp. Table 1), we ran control analyses
utilizing only the first session recorded from each patient. This controlled for any confounding ef-
fect of multiple sessions. Row 3: Results of analysis controlling for electrodes in epileptic regions.
The subject cohort examined in this study has drug-resistent epilepsy. Prior research has supported
past work in epileptic cohorts through use of scalp EEG or fMRI. Still, it is important to consider
whether electrophysiology research in the epileptic brain is reflective of healthy brain. 31% of
the single-units we analyzed were recorded on microwires localized to clinically determined ictal
onset zones. To more rigorously control for any confounding effect of epileptic activity, we re-ran
all analyses excluding all neurons recorded from these clinically defined ictal onset zones. Our
main findings remained unchanged with respect to the proportion of place cells and memory-trace
cells. Rows 4-5: Results of analysis controlling for spatial binning of firing rate. In order to assess
the spatial binning on our results, we calculated the results of our main analyses using 30 and 50
equal sized spatial bins, rather than 40 bins as in our main analyses. The number of place cells and
memory-trace cells identified by the ANOVA did not vary significantly as a function of the number
of bins. Row 6: Results of analysis controlling for ANOVA screening. For our ANOVA analyses,
we used a non-parametric permutation method to generate a large number of permutations where
observations are permuted within each block. This meant we did not assess significance using a
parametric F-test (which is the aspect of the ANOVA generally sensitive to non-normality in the
residuals)—rather, we determined our critical statistic against empirically derived null distributions
from our permutation testing. Still, to ensure the validity of our statistical categorization of cell
responses, we re-did our analysis using a generalized linear model utilizing a Poisson distribution.
Setting a rigorous threshold of ? < 0.001, we found that 61 cells showed a significant interaction
(Memory-trace), and 33 showed a main effect of location (Place). Therefore, it is unlikely that our
primary finding emerged from the specific analysis used to characterize cell responses, and in fact
found more memory-trace cells using this modified approach (? = 0.0521).
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Chapter 3: Phase precession in the human hippocampus and entorhinal
cortex
Salman E. Qasim, Itzhak Fried, & Joshua Jacobs
bioRxiv, 2020. doi: https://doi.org/10.1101/2020.09.06.285320.
Knowing where we are, where we have been, and where we are going is critical to many behav-
iors, including navigation and memory. One potential neuronal mechanism underlying this ability
is phase precession, in which spatially tuned neurons represent sequences of positions by activat-
ing at progressively earlier phases of local network theta oscillations. Phase precession may be a
general neural pattern for representing sequential events for learning and memory. However, phase
precession has never been observed in humans. By recording human single-neuron activity during
spatial navigation, we show that spatially tuned neurons in the human hippocampus and entorhinal
cortex exhibit phase precession. Furthermore, beyond the neural representation of locations, we
show evidence for phase precession related to specific goal-states. Our findings thus extend theta
phase precession to humans and suggest that this phenomenon has a broad functional role for the
neural representation of both spatial and non-spatial information.
3.1 Introduction
Our brain’s ability to link related experiences is critical to everyday life, and to our memory for
past experiences. One crucial example is spatial navigation, which requires awareness of individual
locations and the association between multiple locations, such as those on the same path. Similarly,
episodic memory requires the encoding of individual events and the association between sequential
events. The hippocampal formation is important for both spatial cognition and episodic memory
[75, 23, 30, 129]. Therefore, neural activity in this region might play a key role in linking sequential
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locations and events.
Specifically, theories of how the brain represents sequential experiences rely on the idea that
the timing of neuronal spiking is critical for learning associations [130, 131, 132, 133, 134, 135].
Spike timing, in turn, is thought to be coordinated across networks by fluctuations in the large-
scale network activity that can be estimated via the local field potential (LFP) [136, 137, 138,
139, 140, 11]. This suggests that a coordinated relationship between network oscillations and
single-neuron spiking may play a mechanistic role in complex behaviors or aspects of cognition,
such as memory [141, 73], that require the association of sequential events. A prominent potential
mechanism for the binding and compressing of sequential events is hippocampal phase precession,
extensively observed in rodents, during which active neurons rhythmically spike in coordination
with the local theta frequency (5–10 Hz) oscillation. Phase precession is readily observable in
many hippocampal place cells [28] and entorhinal grid cells [24, 142]. Because these neurons
spike slightly faster than the theta oscillation as the rodent runs through specific locations, phase
precession results in sequences of locations being encoded at different phases of theta oscillations.
As such, phase precession may compress spatial trajectories on the scale of behavior into the brief
timescale of the theta cycle that is conducive to synaptic plasticity [143, 144, 29].
There is evidence that phase precession’s utility for binding and compressing sequential events
may be used by the brain to represent non-spatial features of experience as well. While phase
precession is often described in hippocampal place cells or entorhinal grid cells, it has also been
observed in a diverse range of brain areas such as ventral striatum [145], subiculum [146], basal
forebrain [147], and medial prefrontal cortex [148]. Critically, a slew of recent work has directly
observed phase precession independent of location within a place or grid field, encoding elapsed
time during REM sleep [149], wheel-running [57], jumping [150], fixation [151], presentation of
task-relevant stimuli [128, 152, 153], and task epoch [147]. The widespread prevalence of phase
precession suggests that this phenomenon has a more general role beyond representing the current
spatial location, and that it could be relevant for building neural representations in many regions to
support diverse aspects of cognition, learning, and memory.
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Despite its prevalence in rodents, and the many theories suggesting a fundamental role for
phase precession in neural coding [28, 154, 155, 156], phase precession has not been observed in
humans. To examine this issue, we analyzed simultaneous single-neuron and LFP activity from
neurosurgical patients as they performed a virtual spatial memory task and examined the patterns
of spike–LFP interaction. Here, we describe spatial phase precession in humans analogous to that
observed in navigating rodents. We also describe evidence for phase precession related to the
coding of non-spatial variables, in which neurons transiently spike faster than the theta oscilla-
tion during trajectories to specific goals. Overall, our findings extend precession to humans and
demonstrate its potential use for encoding both spatial and non-spatial features of experience.
3.2 Methods
3.2.1 Data recording and participants.
The thirteen participants in our study were epilepsy patients who had Behnke–Fried microelec-
trodes [88] (Ad-Tech Medical) surgically implanted in the course of clinical seizure mapping at the
University of California, Los Angeles. The Medical Institutional Review Board at the University
of California-Los Angeles approved this study (IRB 10–000973), and patients provided informed
consent to participate in research. Microwire signals were recorded at 28–32 kHz, and we used
Combinato for spike detection and sorting [89]. Manual sorting identified single- versus multi-
unit activity versus noise on the basis of previously determined criteria [90, 91]. The local field
potential for each neuron was recorded from the local microelectrodes and was downsampled to
250 Hz for spectral analysis. For comparison with rodent data we used a publicly available dataset
(CRCNS hc-2, hc-3) [157, 158, 159].
3.2.2 Task.
This behavioral task is described in several previous studies [160, 72, 161]. Subjects first
learned the navigational controls during a 4-delivery training session in a large, wide-open arena.
After the practice session, subjects performed the main task, in which they were instructed to
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drive passengers to one of 6 goal stores in the virtual environment. Upon arrival, on-screen text
displayed the name of the next randomly selected destination store. The task was self-paced in
order to accommodate patient testing needs and therefore subjects performed at ceiling. The size
of the virtual environment was 10 × 10 VR units, the width of the road was 2.5 VR units, and the
obstructed area in the center of the road was 5 × 5 VR units. During navigation, subjects had a
60◦ field of view, a maximum forward speed of 1.25 VR units/s, a maximum backward speed was
0.5 VR units/s, and maximum angular velocity of 40◦/s. To encourage subjects to take the shortest
route to each destination, subjects received 50 points for each successful delivery and had one point
deducted for each second that they spent navigating. Points were constantly displayed on-screen.
Patients performed an average of 73± 11 deliveries in each session. To assess performance on this
task, we measured subjects’ excess path length (EPL) on each trajectory, defined as ratio of the
actual path length to the ideal path length. We computed ideal path length on each trial using the
A-star search algorithm to identify the most computationally efficient path between goals in the
environment [162].
3.2.3 Statistical analysis and software.
All statistical analyses were carried out in Python, primarily using the SciPy [163] and statsmod-
els [164] libraries. For comparisons between two groups, we primarily utilized the Wilcoxon
rank-sum test unless otherwise specified. For omnibus testing, we used ANOVAs, determining
the p-value by comparing the real test-statistic to those from empirically derived null distributions
generated by shuffling the true data. All figures were made using the Matplotlib [165] and Seaborn
libraries.
3.2.4 Characterizing place-cell activity.
To assess how neuronal activity related to the subject’s virtual spatial location, first, we binned
the environment into a 10 × 10 spatial grid. We computed the firing rate map for each neuron by
dividing the number of spikes by the amount of time spent in each spatial bin. We then used an
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ANOVA to assess whether the interaction of X and Y spatial bin (and thus 2D position) signifi-
cantly modulated firing rate. To assess the significance of the ANOVA we circularly shuffled the
firing rate and generated 500 surrogate test-statistics, and used this null distribution to determine
the shuffle-corrected p-value of the ANOVA using the real data. These p-values were then FDR-
corrected for multiple comparisons between the three movement types (CW, CCW, bi-directional).
Only neurons with critical statistics exceeding 99% of the shuffled data (? < 0.01) were con-
sidered to be spatially modulated. We considered spatially-modulated neurons to be analogous to
place- and grid- cells, because the firing rate in at least one spatial bin deviated significantly from
the others. We identified the spatial bin with the highest firing rate (analogous to the center of a
place- or grid- field). We only included a spatial bin if the person passed through it at least 3 times,
and occuped it for at least 4 seconds.
3.2.5 Spectral analysis of LFP and spike time.
To assess the prevalence and frequency of theta oscillations in the human and rodent LFP, we
computed the continuous Morlet wavelet transform (wave number 6) at 20 logarithmically spaced
frequencies between 1 and 32 Hz. Then, to identify theta-like oscillations, we utilized an iterative
algorithm to subtract the aperiodic background and fit a Gaussian to putative peaks [166]. For
this fitting procedure, we restricted the maximum number of peaks to 2, and the maximum peak
width to 4 Hz. We only assessed the peak height (parameterized as the height of the Gaussian’s
peak relative to the aperiodic background) and the peak frequency (parameterized as the center
frequency at which the Gaussian reaches its peak) for the largest peak in the PSD. To assess the
prevalence and frequency of theta oscillations in human and rodent spiking, we computed the




We estimated the instantaneous phase of LFPs in the theta frequency range. Theta oscillations
in human hippocampal formation are often bursty and non-stationary, and vary from low (2–5 Hz)
to high (5–10 Hz) frequencies [167, 168, 169]—similar patterns are observed in bats [170] and
non-human primates [171, 172]. In order to analyze fluctuations in the LFP analogous to rodent
theta, we estimated 2–10 Hz phase by identifying peaks, troughs, and midpoints in the lowpass-
filtered LFP, and linearly interpolated between these points. This phase-interpolation method has
been used previously to effectively estimate theta phase in bats [173], as well as in rodents [174],
[175]. To ensure that phase estimates were not based on an unreliable low amplitude signal, we
computed the instantaneous power of the LFP and discarded those time-points in which the power
fell below a 25th percentile threshold [173].
3.2.7 Spatial phase precession.
To identify phase precession in this dataset, for each spatially modulated cell we first identified
every trajectory through the cell’s peak firing location. Following the methods used in some recent
studies for measuring phase precession [176, 47, 173], first for each such trajectory, we identified
the spike closest to the center of the bin as the center spike (our reference point for the center of the
bin on each trajectory) [176, 47, 173]. We limited our analysis to spikes in close spatial proximity
to the center of the peak firing bin. To do so, we only analyzed the 11 closest spikes to the center of
the peak firing bin. To ensure that these 11 spikes did not occur too distant from the peak firing bin,
we set a diameter threshold of 40% of the environmental width, meaning that we did not analyze
spikes that occurred further than 2 VR-units from the center of the peak firing bin. We re-ran our
analyses while varying the inclusion criterion for the number of spikes (9, 11, & 13) and the radius
(40% & 60%) and found that the parameters we selected did not significantly affect the proportion
of cells exhibiting spatial phase precession (j2 = 5.25, p = 0.5, chi-squared test).
We next tested for phase precession using circular statistics. Specifically, for each cell we
measured the relation between spike phase and the subject’s position by computing the circular–
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linear correlation coefficient [177]. To assess statistical significance, we used a shuffling procedure.
For each cell we computed a surrogate distribution for this correlation coefficient by assigning
random phases to each spike from the distribution of all the spike phases for that neuron, and re-
computing the correlation 500 times. This null distribution effectively scrambled the relationship
between spike position and spike phase and controlled for any effect of spurious phase estimates.
A circular-linear correlation was considered significant only if it exceeded the 95th percentile of
this surrogate distribution.
3.2.8 Control analyses for spatial phase precession.
We performed two control analyses for alternative explanations for the spatial phase precession
we observed. The first analysis tested whether the peak firing bin, our analogue to the place-field
center, was important to observing precession. To do so, we selected control locations for each cell
and assessed the strength and prevalence in these control bins. Control bins were chosen as to not
overlap with the peak firing bin (at least 30 % of the map width away) and also had to be traversed a
minimum of 3 times with a minimum firing rate of 0.5 Hz. Furthermore, because we only analyzed
the 11 spikes in the immediate vicinity of the peak firing bin, control bins matched the peak firing
bin in sample size of spikes per trajectory, ensuring that effects were not confounded by firing rate
differences.
Another possible alternative explanation for our findings is that the phase precession we ob-
served here is actually encoding time to peak firing, independent of spatial position, with particu-
lar spike phases occurring at specific time-intervals within any epoch of elevated firing rate [178,
179]. To control for this possibility, we identified epochs of elevated firing rate in the time domain
without any information about position, which we refer to as “firing rate motifs" [178, 179]. We
identified the spike that occurred closest in time to the peak firing of each motif field, and used
the 11 spikes in the immediate temporal vicinity (within 2 seconds before or after) to compute
a circular-linear correlation between spike phase and spike time relative to the motif field peak,
matching our spatial phase precession analysis.
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3.2.9 Non-spatial phase precession
To measure non-spatial phase precession without reference to place fields, we compared the
spiking frequency of each neuron to the frequency of the local LFP, with relatively faster rhythmic
spiking classified as phase precession [180, 157]. However, detecting oscillations in spike times
alone is difficult in humans (Supplementary Fig. S3.1B) and bats [173], potentially due to the tran-
sient, non-stationary nature of theta observed in these species [167, 173]. Instead, we applied a
method introduced by Mizuseki et al. [157] which measures spiking frequency relative to the on-
going LFP. This is a particularly useful method when the ongoing LFP is non-stationary but may
still be an important reference “clock" for neuronal spiking. To perform this procedure, we com-
puted the autocorrelation histogram of each neuron based on the timescale determined by the phase
of the reference LFP, rather than the conventional method of using absolute time. We computed
this autocorrelation using 60-bins with window-length of 4 cycles [173]. We then computed the
Fourier transform of the autocorrelation histogram to yield the power spectral density (PSD) of the
frequency of spiking relative to the LFP. Here, a peak relative frequency greater than 1.0 indicates
that the cell is oscillating at a faster frequency than the reference LFP. We excluded neurons that
exhibited both a peak near 1.0 as and significant phase-locking (? < 0.05, Rayleigh test) to ensure
that we did not mistakenly identify phase-locked neurons [160] as exhibiting phase precession. To
measure the strength of this effect we measured the amplitude of the PSD, normalized by the total
amplitude across all other relative frequencies [146], which we refer to as the “modulation index"
(MI) (Fig. 3.4A).
In order to ensure that our results did not arise from poor phase estimates due to low LFP am-
plitude, we discarded spikes that occurred during the lowest 25th percentile of LFP power in the
oscillation of interest [146, 173]. In order to ensure that low spike counts did not confound our
estimates we only analyzed cells with more than 100 valid spike-phase estimates for the autocor-
relogram. We compared the modulation index to the null distribution of modulation indices for the
peak frequency generated by circularly-shuffling the phases within each cycle of theta. This rig-
orous, within-cell shuffling ensured that cross-cycle dynamics (such as precession) were disrupted
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while maintaining slower and more rapid spiking dynamics [146, 173]. The modulation index was
considered significant if it exceeded the 95th percentile of this surrogate distribution. Finally, we
excluded cells that exhibited significant phase-locking during the entire session (Rayleigh test) in
order to ensure that peaks close to 1.0 did not result from phase-locked spiking.
3.2.10 Goal-state phase precession
To measure goal-state phase precession, we separately applied our analysis of non-spatial pre-
cession to spiking during each of the six goal trials. We only included neurons for which we
observed at least 100 spikes per goal, to allow us to analyze non-spatial precession for each goal.
We established two tests to characterize significant goal-state phase precession. First, just as we did
with session-wide non-spatial precession, the magnitude of detected phase precession (as indicated
by a peak in the spike-phase spectra exceeding 1.0) had to be greater than the 95th percentile of the
shuffled distribution. Because we conducted this test for all six goals separately, we used the False
Discovery Rate procedure [181] to correct the resulting p-values for multiple corrections across
goals. If a goal exhibited significant non-spatial precession, we then compared the goal-specific
modulation index to a surrogate distribution of modulation indices generated by selecting 500 ran-
dom spike-trains from across the entire session. Each null spike-train was generated to match the
number of spikes recorded during the significant goal to ensure that firing rate differences did not
account for our results. A significant p-value indicated goal-state precession that was significantly
stronger for the goal in question than for the session as a whole.
3.3 Results
3.3.1 Spatial phase precession in hippocampus and entorhinal cortex during navigation.
We analyzed recordings of neuronal spiking from 1,074 neurons in the hippocampus, entorhi-
nal cortex, parahippocampal gyrus, anterior cingulate cortex, and amygdala of 13 neurosurgical
patients undergoing clinical treatment for drug-resistant epilepsy. During recordings, subjects per-




















Figure 3.1: Virtual environment and hippocampal theta oscillations during task. A) Overhead
view of task environment. Red squares denote locations of possible goal locations. B) Examples
of raw LFP data from rodent (publicly available dataset [159]) and human hippocampus. C) Joint
distribution of peak frequency and peak height of LFP power spectral density (PSD) from rodent
(blue) and human (red) hippocampus. Rodent hippocampal recordings exhibit highly stereotyped
peaks. Human hippocampal recordings exhibit significantly smaller peak heights, and peaks are at
significantly lower frequencies (?’s< 2 × 10−34, Wilcoxon rank-sum tests).
Methods). The virtual environment contained six goal stores surrounding the perimeter of a square
track, with the center of the environment obstructed by buildings. Subjects were able to travel
around the track in either clockwise or counterclockwise directions (Fig. 3.1A).
Given our interest in phase coding, we first characterized the prevalence of theta oscillations
in the human hippocampus and compared their properties to those seen in rodents, leveraging a
publicly-available dataset [157]. Compared to rodents, human hippocampal theta spanned a signif-
icantly broader range of frequencies (? < 4× 10−4, Levene test), with significantly smaller, lower-
frequency peaks in the power spectrum (?’s< 3 × 10−8, Wilcoxon rank-sum tests; Figs. 3.1B-C,
SS3.1A). Because human theta appears to span both low and high frequencies [169], we assessed
phase precession with respect to oscillations at a broad range of LFP theta frequencies (2–10 Hz)
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Figure 3.2: Examples of spatial phase precession in human hippocampus and entorhinal cor-
tex. A) Schematic illustrating our method for selecting spikes near peak firing bin (see Methods).
For each spatially modulated neuron we analyzed phase precession using spikes that occurred early
(red), at the midpoint (black), and late (blue) in trajectories through the center of the firing field.
B) Spike-triggered average (STA) LFP (reconstructed from phase) for early, midpoint, and late tra-
jectory spikes from one neuron. C) Schematic of spike phase as a function of distance from center
spike during a trajectory through the field, showing phase precession as a negative progression of
phase-by-position. D) Three examples of spatial phase precession. Each row shows an individual
neuron. Left: firing rate heat map. Text label indicates average firing rate in peak firing bin, which
is noted with an asterisk. Brighter colors denote higher firing rates. Dotted lines indicate maximum
radius around field in which spiking was assessed. Arrows in the center of the heatmap indicate
the movement direction. Middle: spike phase as a function of location relative to the field center.
Spike phases are duplicated vertically to enable visualization of circular-linear regression (red).
Rho indicates circular-linear regression coefficient. Right: statistical assessment of circular-linear
regression rho using surrogate distribution of circular-linear regression rho values generated by
permutation of spike phases. Red line indicates value of real data. Dark gray shading indicates
95Cℎ percentile of surrogate distribution. 68
by the subject’s position in the virtual environment. We labelled the clockwise (CW) and counter-
clockwise (CCW) movement periods and then used a shuffle-corrected ANOVA to identify 292
spatially modulated neurons that fired significantly more when subjects moved through particu-
lar locations during one or both of these movement conditions [182], after correcting for multiple
comparisons (see Methods). Because phase precession in rodents is most predominant near the
place-field center [183] and on short trajectories [184], we tested for phase precession during short
trajectories through the field center, defined as the peak firing location for each neuron (Fig. 3.2A).
We observed that some of the spatially tuned neurons showed spiking at progressively earlier
phases of the theta oscillation during individual trajectories through their firing field (Supplemen-
tary Fig. S3.2). To assess if this was a consistent pattern across trajectories, we leveraged the
fact that during phase precession, spikes at later positions in the trajectory should occur at earlier
phases, manifesting as a negative correlation between spike-phase and position [28]. In this way,
spiking at different phases of the LFP would correspond to different relative positions along the
path to a neuron’s firing field center (Fig. 3.2B,C). We tested for this pattern by measuring the cor-
relation [177] between spike-phase and position using circular statistics [185] and a shuffle-based
permutation procedure (see Methods).
By performing this procedure across all of the spatially-tuned neurons we identified, we report
the first evidence of phase precession in humans. Figure 3.2D shows three examples of single neu-
rons recorded in the hippocampus and entorhinal cortex that exhibited significant phase precession
during navigation at particular spatial locations (see Supplementary Fig. S3.3 for additional exam-
ples). Each of these neurons increased their firing in a specific region of the environment (Fig.
3.2D, left). As a person approached the center of that region, the neuron initially spiked at late
phases of the 2–10 Hz LFP, but as they continued their trajectory through the center and past it,
spikes occurred at progressively earlier phases (Fig. 3.2D, middle). This change in spike phases
between early positions and late positions is characterized by significant negative phase–position
correlations (Fig. 3.2D, right).














































































Figure 3.3: Prevalence and characteristics of spatial phase precession in humans. A) Per-
centage of spatially modulated neurons that exhibit phase precession during trajectories through
the firing field (filled bar). Grey bars show control analyses of precession relative to alternative
locations, or as a function of time, not position, during spiking episodes (see Supplementary Fig.
S3.4). Black dotted line denotes chance. Solid black line indicates 95% binomial confidence
interval. Asterisk indicates significant proportion of spatially modulated cells exhibiting phase
precession during trajectories through the firing field (? < 3 × 10−6, binomial test). B) Percent-
age of spatially modulated cells across regions. Asterisk indicates significant proportion of cells
exhibit phase precession (?s< 0.002, binomial test). C) Distribution of circular-linear regression
slopes identified for neurons exhibiting significant phase precession. Black line indicates mean. D)
Distribution of average firing rate of peak firing bins in which phase precession was observed. E)
Prevalence of phase precession across the environment. Colors indicate percentage of firing fields
in each bin that exhibited precession.
tion procedure, we found that precession was widespread, with 12% (35/292) of neurons exhibiting
this phenomenon, which is well above what would be observed by chance (? < 3 × 10−6, bino-
mial test; Fig. 3.3A). Of these 35 neurons, 22 neurons exhibited uni-directional spatial tuning and
precession and 10 neurons exhibited bi-directional spatial tuning and precession. The remain-
ing 3 neurons exhibited uni-directional precession in one location and bi-directional precession
in another. Notably, we specifically observed significant proportions of spatially modulated cells
exhibiting spatial phase precession in the hippocampus and entorhinal cortex (?’s< 0.002, bino-
mial test; Fig. 3.3B). Phase precessing neurons exhibited an average circular–linear correlation
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Figure 3.4: Spike-phase spectra reveals precession-like pattern in non-spatially tuned neu-
rons. A) Schematic illustrating analysis of rhythmic spiking frequency relative to LFP oscillation
(see Methods). Left: Autocorrelation of spike times (gray), with dotted lines at 200 ms intervals.
Middle: Autocorrelation of unwrapped spike phases. Dotted lines indicate one cycle of ongoing
LFP in 2–10 Hz band. Red arrows indicate peaks in autocorrelation, which occur progressively
earlier than cycles of ongoing LFP. Fast Right: Fourier transform (FFT) of autocorrelation func-
tion yields power spectral density(PSD) showing cell spiking frequency relative to ongoing LFP
frequency. The modulation index (MI) is visualized here as the ratio of the spectral peak height to
power at all other relative frequencies. This value is compared to a null distribution of MI values
generated by shuffling spike phases in each cycle. B) Left: Spike time autocorrelation showing
little evidence of theta modulation. Right: Spike phase autocorrelation (orange) showing cell os-
cillating slightly faster than ongoing LFP (cycles of 2–10 Hz LFP indicated by dotted line). Inset
shows spike-phase spectra. C) Modulation index (MI) of spike-phase spectral peaks for signif-
icant vs. non-significant neurons. D) Distribution of relative frequencies for neurons exhibiting
significant MI. Values to the right of the black line indicate that the rhythmic spiking frequency
slightly exceeded the LFP frequency. E) Percentage of non-spatial cells that exhibit precession-
like spiking relative to LFP phase, compared to cell’s exhibiting precession relative to time in a
spiking episode. Black dotted line denotes chance level. Solid black line indicates 95% binomial
confidence interval. Asterisk indicates significant proportion of cells (? < 7 × 10−18, binomial
test).
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average in-field firing rate of 4.9 ± 1.7 Hz (Fig. 3.3D). Phase precessing neurons had spatial firing
fields throughout the environment (Fig. 3.3E). To test whether spatial phase precession was con-
sistent across an entire behavioral session, we separately computed the circular–linear correlation
coefficient for the first and second halves of the session and found no difference between halves
(? = 0.4, paired t-test), with significantly negative correlation coefficients in each half (?s< 0.002,
one-sample t-test). We found evidence for spatial phase precession in 11/12 of the subjects with
spatially modulated neurons. These results thus demonstrate the existence of phase precession as
a neural code for spatial position in humans during virtual navigation. The theta-frequency (2–
10 Hz) and regions involved (hippocampus, entorhinal cortex) suggest that the phase precession
we observed is largely analogous to that documented in rodent place and grid cells.
To be sure that our findings of precession indicated a spatial phase code relative to space, we
tested two alternative explanations for our results: that precession was equally prevalent at ran-
domly selected spatial locations (in which the neuron was sufficiently active), or that precession
was actually measuring the advance of spike phase according to elapsed time (see Methods; Sup-
plementary Fig. S3.4A, C). Neither alternative model identified significant proportions of phase-
precessing cells, and these models resulted in the identification of a smaller number of cells as
compared to our primary analyses (j2 = 20.6, ? < 4 × 10−5, chi-squared test; Fig. 3.3A; see also
Supplementary Fig. S3.4B, D). These results indicate that human phase precession occurs more
strongly at locations that show the highest firing rates, and that phase precession in spatially tuned
neurons is more closely tied to location than elapsed time during movement.
3.3.2 Evidence for phase precession without spatial coding.
While phase precession has been observed most readily relative to specific spatial locations,
there is also evidence for precession with respect to non-spatial behaviors and stimuli [128, 149,
57, 150, 147], and in regions outside the hippocampal formation [148, 145]. These findings sug-
gest that phase precession could be a more general phenomenon that the brain uses to represent
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Figure 3.5: Goal-state phase precession. A) Schematic of task environment. Labels indicate
goal locations. B) Spike-phases during navigation to different goals for example neuron. Top:
unwrapped spike-phase autocorrelograms for each goal. Black line indicates fit of decaying-
oscillation function. Spiking frequency transiently exceeded LFP frequency only during navi-
gation to goal 2. Bottom: Spike-phase as a function of duration within each goal epoch. Black
line indicates circular-linear regression fit. C) Schematic of method for assessing goal-state phase
precession. If a neuron exhibited a significant spike-phase spectral peak at relative frequency ex-
ceeding 1 (following multiple comparisons correction), and this effect was significantly stronger
than that observed during trajectories to other goals, then this neuron was classified as exhibiting
goal-state precession (see Methods). D) Example neurons exhibiting phase precession during navi-
gation to specific goals. Left: Spike-phase spectra depicting frequency of neuronal spiking relative
to ongoing LFP. Asterisk denotes spectral peaks that were significant and significantly different
from other spike-phase spectra for other goals. Gray lines denote non-significant goals. Right:
Spike-phase autocorelograms during navigation to each goal (significant goal epochs depicted in
color). Text indicates the p-value for significance tests described in C).
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amine this possibility, we used a broader analytical method to test whether the non-spatially tuned
neurons exhibited phase precession without reference to position. To do this, we measured each
neuron’s rhythmic frequency of spiking in comparison to the local theta oscillation [180, 186].
Identifying a consistent pattern of faster-than-LFP rhythmic spiking would indicate the presence
of a precession-like pattern of LFP-coordinated spiking that could bind and compress sequential,
non-spatial features of the task — just as spatial phase precession is theorized to do for locations
[187, 29].
We identified neurons that showed rhythmic spiking at a frequency faster than the theta oscilla-
tion by using a method that has identified this pattern in animals with very stereotyped, 8 Hz theta
such as rats [157, 188, 146] and mice [189, 190], as well as animals with human-like theta that
appears at a range of frequencies, such as bats [173]. In brief, in this method we first measured
the theta phase estimate for each spike from the concurrent 2–10-Hz LFP and “unwrapped” the
phase time series so that it increased linearly, like elapsed time. We then measured the spike-phase
spectrum, which we defined as the power spectral density of the time series of unwrapped spike
phases (see Methods). In contrast to conventional spectral analysis that measures the frequency of
a signal relative to absolute time, the spike–phase spectra reflects the relative frequency of rhyth-
mic spiking compared to the frequency of concurrent LFP oscillations. If a spike-phase spectra
showed a peak at a relative frequency > 1.0 it would indicate that a neuron’s rhythmic spiking was
faster than the concurrent oscillations in the LFP, and thus this neuron’s spiking exhibited preces-
sion relative to the LFP (Fig. 3.4A). This method ensures that a consistent relationship between
the spiking frequency and LFP frequency can be identified even if the LFP shifts in frequency or
amplitude, and even though neuronal spike times alone may not show a clear oscillation (Supple-
mentary Fig. S3.1B), as is the case in humans and bats [173]. We validated this method by applying
it to data from rodent CA1 and identifying a consistent > 1.0 relative frequency (Supplementary
Fig. S3.1C,D), consistent with the spatial phase precession observed in these neurons [157].
To assess whether precession-like rhythmic spiking was evident for non-spatially tuned cells,
we applied this method to the 744 neurons that were active during the task but did not exhibit sig-
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nificant spatial tuning. Figure 3.4B depicts an example neuron that we identified with this method
that showed significant precession. This analysis found that the rhythmicity of this cell’s spiking
frequency occurred at a frequency that reliably exceeded the frequency of the LFP (right panel), al-
though no consistent rhythm is apparent from the spike timing alone (left panel). Using this method
we found that 12% of non-spatially tuned neurons (90/744) showed a significant relationship be-
tween neuronal spiking frequency and LFP frequency (Fig. 3.4C), at a range of relative frequencies
> 1.0 (Fig. 3.4D). The number of neurons that showed this phenomenon was significantly more
than we expected by chance (? < 7 × 10−18, binomial test; Fig. 3.4E).
We performed a control analysis (Supplementary Fig. S3.4C) to rule out the possibility that
these effects could be explained by the absolute spike timing, though this was unlikely given the
relative lack of intrinsic rhythmicity in the spike timing (see Supplementary Fig. S3.1B). This anal-
ysis confirmed that most of these neurons show phase precession only when spiking is measured
relative to the instantaneous ongoing oscillation rather than absolute time [191] (Fig. 3.4E). These
results illustrate how the frequency variability of human hippocampal theta [169] may diminish
traditional measures of phase precession, and demonstrate the potential for phase precession in
neurons that are not spatially tuned. We next sought to test whether this new non-spatial preces-
sion pattern might vary behaviorally in relation to non-spatial, higher level features of the task,
such as prospective goals.
3.3.3 Evidence for phase precession during trajectories to specific goals.
Having shown that non-spatially tuned neurons can exhibit phase precession, we next tested
whether this was a tonic pattern [186] or, alternatively, one that emerged selectively to code for
specific stimuli or states. Specifically, recent work has shown that human hippocampal–cortical
networks represent goals and their intermediate locations [192]; furthermore we found previously
that this task elicits distinctive patterns of rate- and phase- coding for goals [161]. Therefore,
we assessed whether phase precession emerged selectively during trajectories to specific goals in
service of binding those trajectories for learning and memory.
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During each trial of this task, the subject was cued to travel to a randomly selected goal location
(Fig. 3.5A). We found that some neurons specifically showed phase precession only during travel to
particular goals. Figure 3.5B shows an example of a neuron whose spiking shows phase precession
during navigation to goal 2, but not the other goals. This effect is evident in the spike-phase
autocorrelogram for that goal, which shows that during travel to goal 2 rhythmic spiking occurs at
a frequency that is slightly faster than the ongoing 2–10 Hz LFP. To systematically test for goal-
state phase precession, we measured the spike-phase spectrum during trajectories to each goal and
compared these spectra between goals, using a permutation procedure and correcting for multiple
comparison across goals (Fig. 3.5C, see Methods). Figure 3.5D depicts two example neurons
from the hippocampus and amygdala of two different subjects (see Supplementary Fig. S3.5 for
additional examples). These neurons exhibited rhythmic spiking at faster frequencies than the
ongoing LFP while the subjects were en route to specific goals. Critically, this rhythmic spiking
was goal-specific and did not appear during trajectories to other goals. These patterns were thus
examples of phase precession for a particular goal-state, similar to phase precession in a place
field.
We applied this method to the 448 non-spatially tuned neurons that were sufficiently active
during each goal, and found a population of neurons exhibiting a significant pattern of faster-than-
LFP rhythmic spiking during at least one goal (Fig. 3.6A), across a range of relative frequencies
(Fig. 3.6B). Overall, 11% of these neurons (49/448) exhibited significant goal-state precession. We
found at least one neuron exhibiting goal-state phase precession in 10/13 subjects. Of the neurons
exhibiting goal-state precession, almost all did so for only one of the six goals (Fig. 3.6C). This
effect was present at significant levels in anterior cingulate, orbitofrontal cortex, amygdala, and
hippocampus, but not parahippocampal gyrus or entorhinal cortex (?’s< 0.02, binomial test; Fig.
3.6D).
We performed a series of control analyses that rules out the possibility that our observation of
precession for specific goal states was confounded by between-goal differences in LFP power or
neuronal firing rate (Fig. 3.6E). Indeed, neither example neuron in Figure 3.5 exhibited increased
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firing rates during goals that showed precession, suggesting that goal-state precession was inde-
pendent of goal-specific firing rate increases [161]. Overall, only 17 of the 49 neurons that showed
goal-state precession also showed increased goal-specific firing rate increases (?s< 0.05, one-way
ANOVA), and only 2 of 17 of these neurons showed precession and a firing rate increase for the
same goal [153] (Fig. 3.6F). Next, we tested whether subject performance on different goals might
be responsible for our results, i.e., whether precession might occur when subjects perform more
efficient navigation. We measured subject’s performance on each goal (see Methods) and found no
significant difference in navigational performance between goals that elicited precession and those
that did not (Supplementary Fig. S3.6A, B). Because differences in theta power, firing rate, and
behavior did not account for our results, our findings indicate that non-spatial phase precession
selectively occurs during trajectories to specific goals and may also support the representation of
non-spatial, sequential features of behavior.
3.4 Discussion
The nature of the neural code is a fundamental question in neuroscience. Our findings show
the first evidence that neurons in the human brain spike in rhythm with local network oscillations
to represent spatial position and non-spatial events, in addition to the well-established code based
on firing rate. Specifically, we demonstrate the existence of phase precession in humans during a
virtual spatial memory task. We provide evidence for rodent-like spatial phase precession in hu-
man hippocampus and entorhinal cortex, in which spatially tuned neurons spike at earlier phases
of theta (2–10 Hz) LFP oscillations as subjects moved through the putative place field center. We
also provide evidence for the existence of non-spatial, goal-state phase precession which occurs
transiently during trajectories to specific goals. These findings thus extend phase precession be-
yond rodents, and beyond spatial location, highlighting its potential as a more widespread neuronal
mechanism for coordinating spike timing during behavior and cognition.
The spatial phase precession we observed bears important similarities to phase precession in
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Figure 3.6: Prevalence and characteristics of goal-state phase precession in neurons that are
not spatially tuned. A) Modulation index (MI) of spike-phase spectral peaks for significant vs.
non-significant goals. B) Peak spike-phase PSD frequency for all goals for which a neuron ex-
hibited a significant MI in the spike-phase spectra. Values to the right of the black line indicate
that the neuronal frequency slightly exceeded the LFP frequency, indicating precession. C) Num-
ber of goals per neuron for which precession was observed. Most neurons exhibited precession
during only one goal. D) Percentage of non-spatial cells in each region that exhibited goal-state
phase precession. Asterisks indicate significant proportion of cells (?s< 0.02, binomial test). E)
Distribution of Cohen’s d for the difference in 2–10 Hz power (left) and firing rate (right) between
trajectories to goals showing precession vs. those that did not. Black dotted line indicate effect
size of ±0.8. F) Analysis of overlap between goal-state phase precession and rate coding for goals.
cortex, where place and grid cells, respectively, are canonically found [23, 24, 32, 33]. This
suggests that the spatial phase precession we observed may be driven primarily by place- and
grid- cells, as it is in rodents. One potential reason why phase precession has not previously been
observed in humans is because human theta oscillations often appear at a slower and broader range
of frequencies compared to those seen in rodents [168, 167, 169]. We specifically assessed phase
precession relative to the broader range of theta frequency (2–10 Hz) fluctuations of the LFP, in line
with the recent discoveries of phase precession in bats [173] and marmosets [193] — two animals
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with similarly heterogeneous theta oscillations. Our findings are also consistent with findings from
rodents, who continue to show phase precession even when LFP theta power and theta-modulated
spiking are reduced [194, 145, 195], and have also shown evidence of lower frequency oscillations
[196, 197]. Furthermore, phase coding may not depend on regular, high amplitude rhythmicity
in neural activity [198]. Instead, shifting LFP frequency can modulate spike-time intervals for
synaptic plasticity without affecting the spike-phase [187]. Recent work in rodents has indeed
demonstrated that the theta phase code is robust to changes in theta frequency, even as temporal
lags between spikes are altered [191]. It is thus likely that the spatial phase precession we observed
is analogous to that described in rodents, despite differences in theta range and rhythmicity.
Phase precession has predominantly been observed during place- or grid- cell spiking [199].
However, recent work has discovered the presence of phase precession relative to sound [128,
152], odor [152], time in an episode [149, 57, 150], task progression [147], and REM sleep [149].
These findings highlight the potential generalizability of phase precession to non-spatial domains.
In these instances, phase precession may enable the encoding of any successive stimuli or state,
with the progression of phases binding a myriad of non-spatial sequences together for learning.
By leveraging the idea that any variable may be encoded in spike phase if the frequency of spike
rhythmicity exceeds the frequency of the local LFP oscillation [157, 187], we showed that phase
precession also occurs with respect to behavioral states other than inhabiting a specific physical
location—in this case, exclusively during trajectories to specific goals. The fact that this result
is so specific, only showing up for a subset of goals for each neuron, might suggest an ensemble
temporal code responsible for encoding all of the goals in the task [200, 201].
The goal-state phase precession we observed was largely independent of rate coding for goals,
which has been described previously in human studies [32, 161, 202]. That the presence of rate
and phase coding for goals is statistically independent is consistent with observations in rodents
that showed that phase precession can appear for specific behavioral states even in the absence
of concurrent firing-rate changes [153]. These findings support the theory that phase precession
is used by the brain to signal behavioral states independent of firing-rate changes [203, 204]. A
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challenge for future work is to understand the specific features of this phenomenon, such as the role
of different phases within goal-state precession. One hypothesis is that goal-state precession may
help track a person’s “episodic" position within a goal-seeking event. This would align with work
in rodents showing phase-precession in “episode" or “time" cells when a rodent runs on a treadmill
with a goal [57] but not without a goal [205], as well as evidence from human imaging showing
that hippocampal and entorhinal cortex population activity correlates with distance to goal [206].
Furthermore, goal-state phase precession may relate to the phase precession observed in ventral
striatum “ramp cells" [145], and medial prefrontal cortex neurons in rodents [148]. The former
exhibited precession as rodents approached reward locations, and the latter exhibited precession
that was clearest when rodents approached the decision point in a maze [148]. Given that we found
goal-state phase precession across various brain regions, including frontal cortex, these prior works
further support the hypothesis that precession may represent “episodic" position within top-down
behavioral states.
It is important to understand the prevalence of phase precession due to its likely theoretical
relevance as neuronal mechanism for binding and compressing sequential events. In brief, phase
precession organizes spiking at time intervals below the deactivation time constant of NMDA re-
ceptors, facilitating synaptic plasticity between neurons that encode events at behavioral time-
scales [132, 207, 208, 209, 135, 29]. Strengthening associations between consecutively active
neurons may be a widely useful mechanism for learning associations. Our findings extend phase
precession to the human brain and demonstrate that precession does not necessarily depend on
physiological constraints, such as a stationary ∼8 Hz theta oscillations [194, 145, 195, 173, 187].
Furthermore, our results show that a consistent difference between spiking and LFP frequency
extends beyond place- or grid- field activity and may represent non-spatial mental sequences re-
lated to a memory task. This consistent spike–LFP frequency difference has been characterized by
oscillatory-interference models as a function of spatial inputs, such as velocity, but may include
non-spatial inputs if they increase spiking frequency above the network oscillation [210, 211].
Therefore, our findings demonstrate the potential utility for phase precession in humans, across
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diverse brain regions, as a general, domain-free mechanism for temporal compression of specific
experiences.
In summary, we have provided evidence for spatial phase precession in the human hippocam-
pus and entorhinal cortex during virtual navigation and shown that it exhibits features similar to
those seen in rodents. Further, we also demonstrated the existence of phase precession that is spe-
cific to trajectories to particular goals. These findings suggest that phase precession is a general
mechanism for temporal coding in the human brain, despite the heterogeneity in theta rhythmicity
in human MTL. Furthermore, the discovery of goal-state phase precession extends the potential
for phase coding to be physiologically relevant for an array of experiential features, even when the
neurons do not show concurrent firing rate changes for those features. Overall, our results suggest
that phase precession is an important neural code across species and brain regions, not only for
spatial cognition and memory but also for non-spatial features of experience.
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3.5 Supplementary Material
Figure S3.1: Rodent hippocampal theta oscillations and measurement of precession without
position. Related to Figures 3.1, 3.4. A) Power spectral density of hippocampal LFPs recorded in
navigating rodents (blue) and humans (red). Black line denotes average across channels. Rodent
hippocampal LFP shows a clear peak in the 5-10 Hz range in almost all channels, while the human
LFP does not. B) Power spectral density from single-unit discharge from rodent (blue) and human
(red) hippocampus. Black line denotes average across neurons. C) Modulation index (MI) of
spike-phase spectral peaks for significant vs. non-significant neurons recorded in rodent CA1. D)
Distribution of relative frequencies for neurons exhibiting significant MI in the spike-phase spectra.




Figure S3.2: Examples of spatial phase precession during individual passes through a field.
Related to Figure 3.2. Spike times and 1–30-Hz filtered LFP data during individual passes through
peak firing bins for four neurons that exhibited significant spatial phase precession. Red arrows
denote peaks of individual theta cycles.
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Figure S3.3: Additional examples of spatial phase precession. Related to Figure 3.2. The ac-
tivity of four neurons that show significant spatial phase precession. Left: firing rate heat map.
Brighter colors denote higher firing rates. Text label indicates the color scale for the plot with
the mean firing rate of the peak firing bin, which is noted with an asterisk. Dotted lines indicate
maximum radius around field in which spiking was assessed. Arrows in the center of the heatmap
indicate the movement direction for which this plot was computed. Middle: spike phase as a
function of location relative to the field center. Spike phases are duplicated vertically to enable vi-
sualization of circular–linear regression (red). Text indicates circular-linear regression coefficient
(rho). Right: surrogate distribution of circular-linear regression rho-values generated by permu-
tation of spike phases. Red line indicates value of real data. Dark gray shading indicates 95Cℎ
percentile of surrogate distribution.
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Figure S3.4: Location- and time- control analyses for spatial phase precession. Related to
Figure 3.3. A) Example of alternate location selected to test whether peak firing bins exhibited sig-
nificantly greater phase precession than randomly selected locations. B) Distribution of differences
in circular-linear correlation coefficients for precession observed in peak firing bin vs. randomly
selected location. C) Schematic of method for identifying elevated firing rate. Firing rate had to
exceed a firing rate threshold of 1.5 Hz for at least 250 ms in order to be classified as a firing rate
"motif". D) Schematic of of method for time-based phase precession within motifs of elevated
firing rate. E) Example neuron exhibiting significant phase precession relative to elapsed time
within a firing rate motif. F) Distribution of differences in circular-linear correlation coefficients
for precession observed in peak firing bin vs. time in firing motifs.
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Figure S3.5: Additional examples of goal-state phase precession. Related to Figure 3.5. Three
example neurons exhibiting phase precession during navigation to specific goals. Left: Power
spectral density depicting frequency of neuronal spiking relative to ongoing LFP. Asterisk denotes
peaks that were significant and significantly different from other goals. Gray lines denote spike-
phase spectra for non-significant goals. Right: Spike-phase autocorelograms during navigation to
each goal (significant goal epochs depicted in color). Text indicates the p-value for both signifi-
cance tests described in Figure 3.5C), and relative frequency of spiking to LFP. Black line indicates
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Figure S3.6: Goal-state phase precession is not a function of a differences in navigation per-
formance. Related to Figure 3.6. A) Excess path length as a function of goal. B) Distribution
of Cohen’s d comparing excess path length during trajectories to goals that showed precession vs.
those that did not. Black dotted line indicates effect size of ±0.8.
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Chapter 4: Gamma oscillations in the human amygdala and hippocampus
discriminate emotional features of episodic memory
Salman E. Qasim, Uma Mohan, & Joshua Jacobs
Manuscript in preparation.
The emotional context of an event can determine if and how you remember that experience later.
We examined the neuronal circuits underlying the influence of emotional context on memory
encoding by analyzing direct recordings of brain activity in the hippocampus and amygdala of
epilepsy patients who encoded and recalled lists of words. The emotional features of these words
(valence and arousal) were predictive of subsequent recall, and gamma oscillations increased in the
hippocampus and amygdala during the successful encoding of highly arousing words, or highly
negative words, respectively. These emotional features also elicited distinct patterns of amygdala-
hippocampus theta-gamma coupling, particularly for high arousal words. Finally, 50 Hz electrical
stimulation in the amygdala impaired memory for neutral words while hippocampal stimulation
impaired memory for high arousal words. These findings illustrate the importance of emotional
context to episodic memory, and identify a specific role for the amygdala-hippocampus circuit in
processing this emotional context during memory encoding.
4.1 Introduction
Episodic memories, memories of personal events and experiences, are almost impossible to
untangle from their emotional context. Emotional events comprise some of our most vivid, impor-
tant, and persistent memories, and their loss to diseases like Alzheimer’s illustrate the importance
of understanding the neuronal circuits that strengthen memory for events with emotional context
[212].
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Indeed, the brain region known for its role in emotion processing[213, 214]—the amygdala—is
an early target of Alzheimer’s disease [215]. The amygdala abuts the anterior portion of the hip-
pocampus, the brain region most strongly associated with declarative memory [216]. This anatom-
ical convergence has been investigated through careful lesion studies, which have shown that the
amygdala is also an essential brain region for memory pertaining to events with emotional salience
[217]. Furthermore, brain activity in the amygdala is often correlated with emotional memory
processes. Research in rodents, for example, has shown that neurons in the amygdala become
more active and more synchronized after the animal encounters fearful conditions, indicative of an
active neuronal ensemble for fear memory [218]. Recent discoveries of manipulable fear mem-
ory engrams have further supported the idea that synchronously active neurons in the amygdala
and hippocampus are mechanistically involved in binding emotional context to events for memory
[219]. In humans, functional imaging studies have provided evidence for this hypothesis, demon-
strating that the amygdala is more active during the encoding of emotional stimuli, in parallel with
the MTL system [220]. Stimulation research in humans has shown that direct electrical stimulation
of the amygdala can lead to memory improvements for non-neutral stimuli [221].
However, investigating the precise neuronal patterns underlying a potential amygdala-hippocampal
circuit for memory is difficult. While animal studies allow for direct brain recordings, researchers
are often limited to studying conditioned fear responses as a proxy for emotional context. While
human studies enable more direct assessment of emotional stimuli, direct brain recordings are
rare. The few that exist have shown that neurons in the human amygdala and hippocampus show
rate-and phase- based coding of working memory and high phase-locking to hippocampal theta
oscillations, providing evidence that neuronal activity in the amygdala and hippocampus is tied
to memory demands and may be coordinated between regions [222, 96, 74, 223]. Critically, one
study found that coordination between amygdala and hippocampal LFPs is enhanced during fear-
ful image viewing, suggesting that simply viewing stimuli with emotional content is sufficient to
engage the amygdala-hippocampal circuit. These studies did not, however, assess the influence
emotional context has on memory processes, and their corresponding neuronal patterns. Overall,
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it is not clear what cognitive process the emotional context influences, as emotional features have
been theorized to play a role in encoding, storage, and retrieval processes during memory [224]. If
emotional context influenced processes relating to memory encoding, we theorized that neuronal
activity during the encoding period should reflect subsequent memory success as a function of the
valence and arousal of words.
Here, we tested the hypothesis that groups of neurons in the amygdala and hippocampus ex-
hibit correlated firing during the encoding of memories with emotional content, and that increased
activity in this amygdala-hippocampal enhances the successful encoding of such memories. We
did so by analyzing a dataset of iEEG recordings from epilepsy patients during a verbal free recall
task, a test of episodic memory for words. We characterized the emotional features of each word
along the two dimensions—arousal and valence—and found that these features were predictive
of subsequent memory recall. Furthermore, we show that modulatory effects of emotional context
may involve gamma oscillations in the amygala-hippocampal circuit, and particularly theta-gamma
coupling between these regions for high arousal words. Finally, we demonstrate that direct electri-
cal stimulation impairs memory for high arousal words, suggesting a causal role for these neuronal
patterns in the effects of emotional context on episodic memory.
4.2 Methods
4.2.1 Data recording and participants.
Data was recorded from patients undergoing invasive iEEG monitoring in the course of their
treatment for drug-resistant epilepsy. Patients were recruited to participate in a multi-center project,
with data collected at Thomas Jefferson University Hospital, Mayo Clinic, Hospital of the Uni-
versity of Pennsylvania, Emory University Hospital, University of Texas Southwestern Medical
Center, Dartmouth-Hitchcock Medical Center, Columbia University Medical Center, National In-
stitutes of Health, and University of Washington Medical Center. Experimental protocol was ap-
proved by the IRB at each institution and informed consent was obtained from each participant.
Electrodes were implanted in the hippocampus and amygdala using localized, penetrating
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depth electrodes (Ad-tech Medical Instruments, WI). Electrodes were spaced 10 mm apart, and
data was recorded using either the Nihon Kohden EEG-1200, Natus XLTek EMU 128 or Grass
Aura-LTM64. iEEG signals were sampled at either 500, 1,000, or 1,600 Hz and referenced to an
intracranial electrode, or a contact on the scalp or mastoid process.
4.2.2 Task
Subjects participated in a free-recall verbal memory task. During this task, a 10 s countdown
preceded each list of 12 words, which were presented for 1600 ms each with interstimulus intervals
randomly sampled from between 750-1000 ms. Each list was followed by a math distractor task to
prevent rehearsal, lasting at least 20 seconds, during which simple math problems were presented
until a response was entered or recall began. A visual cue paired with a 800 Hz tone signaled
the start of each recall period, and subjects had 30 seconds to verbally recall as many words from
the list of 12 words they had just seen, in any order. These vocal responses were recorded and
annotated offline to assess recall accuracy. Subjects encoded and recalled 25 lists in each session,
and did not see the same list twice across sessions.
Subjects performed one or both versions of this task that differed in the semantic structure of
the word lists. The uncategorized version of the task utilizes a word pool of 300 words (http://
memory.psych.upenn.edu/files/wordpools/iEEG_FR_nouns.txt), constructed
by selecting words from the Toronto word pool with intermediate recall performance (after ac-
counting for recall dynamics and clustering effects inherent to free recall) [225]. This word pool
was split into lists of 12 words such that the mean pairwise semantic similarity within list was
relatively constant across lists. For the categorized free recall task, the word pool was drawn from
user-rated semantic categories (using Amazon Mechanical Turk). Words were sequentially pre-
sented as categorical pairs (drawn from the same category), and each list consisted of four words
drawn from each of three categories. Two pairs drawn from the the same semantic category were
never presented consecutively [226].
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4.2.3 Characterizing emotional context during encoding
We utilized a publicly available rating-scale, the NRC Lexicon, to quantify the emotional con-
text of the words present in the word pool for each task. We selected this rating scale, as opposed to
other commonly used rating scales, because of the higher number of independent raters involved,
and the use of split-half reliability testing for all ratings. In sum, 97% of the words tested had
ratings in the NRC Lexicon and were analyzed in this study.
For each subject, we quantified the relationship between word valence, arousal, and subsequent
recall using an L2-normalized logistic regression classifier (equation [1]), with an inverse regular-
ization parameter  = 0.0072. Valence was included as both a linear and polynomial feature due
to the hypothesis that low (negative) or high (positive) valence may be equally predictive of recall.
Observations were weighted by the frequency of forgotten vs. remembered word counts.
%A (A420;; = 1) = 1
1 + 4G?−(V0+V1++V2+V3+2+V4 (+×))
(4.1)
In equation (1), V = valence, A = arousal. We used leave-one-out cross validation in each one
list was held out from each session for testing, and classifier performance was average across all
folds. We assessed the performance of each subject’s classifier by computing the area under the
ROC curve, and compared these AUC values to those generated by randomly shuffling labels for
recalled and unrecalled words.
4.2.4 Spectral analysis
All data was band-stop filtered around 60 Hz to minimize line noise, and data were bipolar
referenced to eliminate reference channel artifacts and noise [227]. Local field potential data were
downsampled to 256 Hz for analyses. We computed spectral power during 2000 ms epochs, with
word presentation occurring at C = 500 ms. We used a continuous wavelet transform (Morlet
wavelets, wave number=5) with 30 log-spaced frequencies between 2 and 128 Hz, and 1000 ms
buffer windows to attenuate convolution edge effects. We then averaged power during the encoding
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period into two bands: theta (2-10 Hz), and gamma (30-120 Hz). We fit a linear model using the to
assess the affects of emotional context and subsequent memory on oscillatory power in each band
(z-scored within-subject) equation (2).
?>F4A ∼ V0+ V1+ + V2+ V3+2+ V4'+ V5" + V6"+ V7"+2+ V8"'+ V9"'+2+ V10"'+2
(4.2)
In equation (2), M = memory (recalled vs. unrecalled) and R = region (amygdala vs. hip-
pocampus). We used a likelihood ratio test (LRT) to assess the significance of the model after
removing interactions and main effects, in order to detemine which factors explained a significant
amount of the variance in power.
4.2.5 Phase amplitude coupling
We computed the phase-amplitude coupling (PAC) by using normalized direct estimator of PAC
[228]. Briefly, this method is similar to more standard metric characterizing the modulation-index
describing the Kullback-Leibler distance between the theta-phase binned distribution and a uni-
form distribution. However, this method normalizes the gamma amplitude and minimizes the in-
fluence of changes in amplitude between signals. To assess whether significant differences existed
between PAC in the remembered and forgotten conditions, we used a non-parametric cluster-based
permutation test, by generating surrogate data by swapping time blocks.
4.2.6 Stimulation
Stimulation was applied only after a neurologist determined safe amplitudes using an itera-
tive mapping procedure, stepping up stimulation in 0.5 mA increments and monitoring for after-
discharges. The maximum amplitude selected (1.5 mA) fell well below standard safety boundaries
for charge density [229]. We applied stimulation in a bipolar configuration, with current passing
through a single pair of adjacent electrodes. Stimulation consisted of charge-balance biphasic rect-
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angular pulses (width = 300 `s) applied continuously at 50 Hz frequency for 4.6 s while subjects
encoded two consecutive words. Then, stimulation was paused for the following two words, and
then applied again, for each list of 12 words. Stimulation began 200 ms prior to word presentation
and lasted until 200–450 ms after the offset of the second word in the stimulated pair. We applied
stimulation during 20/25 of the lists in a session, so subjects were stimulated during encoding for
120 words and not stimulated for 180 words per session.
4.3 Results
4.3.1 Emotional features of a word predicts subsequent episodic recall
We analyzed data from a verbal episodic memory task in which subjects were shown lists of
words and asked to memorize them. After each list subjects performed a math distractor task to
prevent rehearsal, and then told to recall as many words as possible, in any order. This free recall
paradigm has been used to identify memory-related biomarkers in the human brain [230]. We
assessed the influence of emotion on recall success by quantifying the valence and arousal of each
word based on a publicly available lexicon [231, 232].
Briefly, this lexicon consists of rating made by thousands of participants with high consistency
in a split-half reliability test. The words in the free recall task were not chosen based on their
emotional associations and exhibited higher valence (0.56±0.15) and lower arousal (0.36±0.16)
than the broader lexicon (?s< 3G10−9, Wilcoxon rank-sum test, Fig. 4.1A), but these features
have been shown to affect successful recall, generally[232, 233], and in this particular dataset
[234]. Furthermore, the emotional dimensions of the words in this dataset have also been shown to
influence their clustering during memory retrieval [235]. We thus tested whether the valence and
arousal of a word could predict that the word would be subsequently recalled, within each of the
157 subjects who performed the task. Overall, classification accuracy using valence and arousal
was significantly better than chance (median AUC = 53, Fig. 4.1B). Over the population, negative
words and highly arousing words were both remembered more often, and were recalled first more
















































Figure 4.1: Emotional context predicts subsequent recall. A) Joint scatter plot and marginal
distributions of valence and arousal ratings in the general rating Lexicon (gray) and the word pool
for the free recall tasks performed by subjects (black). Asterisks indicate significant difference
between the mean ratings for valence and arousal between the word pool and the general lexicon.
B) Left, AUC for each within-subject classifier of recall success as a function of word valence
and arousal. Black lines indicate classifier performance significantly better than chance. Right,
averaged AUC across all subjects, compared to chance-level performance generated by shuffling
trial labels. Asterisk indicates significant difference.
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Figure 4.2: Subsequent memory effect in hippocampus and amygdala. A) Location of all
1,376 electrodes recorded across all subjects. Purple circles indicate electrodes localized to hip-
pocampus, orange circles indicate electrodes localized to the amygdala. B) Z-scored spectrogram
for hippocampal (top) and amygdala (bottom) electrodes showing difference between remembered
and forgotten words. Warm colors indicate an increase in power during encoding of remembered
words, while cool colors indicate a decrease in power. Vertical black line denotes the onset of word
presentation.
4.3.2 Emotional features correspond to distinct neuronal dynamics during memory encoding
We next tested whether the behavioral influence of these emotional dimensions arose from
distinct patterns of neuronal activity in the hippocampus and amygdala. We analyzed 965 elec-
trodes in the hippocampus and 411 electrodes in the amygdala of 157 subjects who underwent
depth-electrode implantation during treatment of their epilepsy (Fig. 4.2A). First, we assessed the
subsequent memory effect (SME), a commonly applied contrast comparing brain activity during
encoding for remembered vs. forgotten items [236, 237]. Prior iEEG work has identified a char-
acteristic pattern of high-frequency increases and low-frequency decreases in the medial temporal
lobe associated with successfuly recalled words [238, 239, 227, 240]. Over all the hippocampal






























































Figure 4.3: Memory-related power change as a function of frequency, region, and emotional
context. Z-scored power differences (remembered - forgotten) in the theta (2-10 Hz) and gamma
(30-120 Hz) bands, plotted as a function of region (hippocampus, amygdala) and emotional fea-
tures (valence, arousal). Emotional features were binned into terciles spanning the whole range of
possible values. Asterisks represent significance for comparison of power between remembered
and forgotten items, or between power differences as a function of emotional feature.
trodes (Fig. 4.2B), whereby gamma power seemed to increase while theta power decreased during
encoding of subsequently remembered items.
In order to determine the effect of emotional context on these oscillatory dynamics, we mod-
elled theta and gamma power as a function of valence, arousal, memory performance, and brain
region, and their interactions. We found a significant effect of memory performance on theta
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Figure 4.4: Phase-amplitude coupling during low and high arousal word encoding as a func-
tion of subsequent memory. Heatmaps showing differences in PAC (F-statistic) from cluster per-
mutation test comparing remembered and forgotten items for low arousal (top) and high arousal
(bottom) words). Warm colors indicate higher F-statistic values. Non-significant portions were
portrayed in grayscale.
power (j(12) = 222.9, ? < 7G10−41, likelihood ratio test), indicating that the robust decrease in
theta power associated with successful encoding was persistent across both the amygdala and hip-
pocampus, regardless of emotional context (Fig. 4.3). However, gamma power was significantly
modulated by the interaction of arousal and memory performance (j(7) = 30.4, ? < 9G10−5, likeli-
hood ratio test), such that gamma power increased in both regions with arousal for words that were
successfully encoded (Fig. 4.3, bottom right). We also performed individual t-tests comparing sub-
sequent memory effects (SME) for theta and gamma power as a function of valence and arousal
(binned in terciles). These results were largely consistent with the outcomes of the full linear
mixed model, but also revealed that amygdala gamma was significantly enhanced during memory
encoding for negative (low valence) words (Fig. 4.3). This effect was significantly greater than for
neutral (medium valence) or positive (high valence) words (?s< 0.007). Overall, the valence and
arousal associated with each word elicits gamma oscillations in the human amygdala-hippocampal
circuit that may be related to their subsequent recall. Theta oscillations, on the other hand, are















































Figure 4.5: Memory performance as a function of direct brain stimulation. Difference in per-
centage of recalled words (stimulation - no stimulation), plotted as a function of region (hippocam-
pus, amygdala) and emotional features (valence, arousal). Colors indicate the site of stimulation.
Asterisks indicate either indicate a significant change in recall performance with stimulation, or
significant comparisons between the effects of stimulation on recall performance for words with
different emotional features.
A subset of subjects (= = 89) analyzed in this study had electrodes in ipsilateral hippocampus
and amygdala, enabling us to assess the connectivity between these two regions as a function of
memory performance and emotional context. In accordance with recent work in humans showing
phase-amplitude coupling (PAC) between amygdala and hippocampus during viewing of salient
stimuli [241], we computed PAC between these regions during word encoding. This enabled us to
measure how the phase of low-frequency oscillations might modulate the amplitude of the high-
frequency oscillations that varied as a function of arousal and memory. During encoding of words
associated with low arousal, a similar pattern of bi-directional modulation at both low and high
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theta frequencies (4 and 9 Hz, respectively) was significantly more prevalent for words that were
subsequently remembered than those that were forgotten (Fig. 4.4). However, for words associated
with high arousal, this pattern differed depending on which region was considered to be driving the
modulation. When comparing remembered words to forgotten words, low hippocampal theta (5
Hz) modulated high frequency amygdala gamma (100 Hz), while high frequency amygdala theta
(9 Hz) modulated low frequency hippocampal gamma (50 Hz) (Fig. 4.4). In contrast, no significant
difference between remembered and forgotten words was observed in either direction for negative
(low valence) words (Fig. S4.3).
4.3.3 Electrical stimulation of the amygdala-hippocampal circuit selectively disrupts memory
If the emotional context of a stimulus engages the amygdala-hippocampal circuit to enhance
memory, than disruption of this circuit should disrupt memory. We thus tested the effect of direct
brain stimulation on memory performance, which has been shown to impair memory when applied
to MTL regions [92]. We applied direct electric stimulation to this circuit in a subset of the subjects
in this study (= = 16), as part of a larger study examining the effects of stimulation on memory
circuits (see Methods for details). Of these sixteen subjects, 13 subjects were stimulated at 14
different sites in the hippocampus, across 36 total sessions. The other 3 subjects were simulated
at 4 different sites in the amygdala, across 10 total sessions. In these subjects, 50 Hz stimulation
was applied and paused for consecutive pairs of words (Fig. S4.2, see Methods). We analyzed
how stimulation in the amygdala and hippocampus during the encoding period impacted subse-
quent recall for words of varying arousal and valence. Figure 4.5 shows that amygdala stimulation
caused a small but significant disruption of recall for neutral valence words (t=−6.14, p=0.01).
Conversely, hippocampal stimulation significantly disrupted memory for highly arousing words
(t=−4.82, p=0.0003), and significantly more than for medium or low arousal words (?s< 0.01).
Overall, the disruptive effect of encoding-period stimulation in the hippocampus was conserved,
but differed as a function of arousal.
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4.4 Discussion
The amygdala is most directly associated with fear-related behaviors in animals, but has also
been shown to play an important role in memory [242]. Studies in humans enable us to examine
the more diverse role of the amygdala through cognitive experiments that utilize cues with seman-
tic emotional associations. Here, we tested whether such associations affected encoding processes
related to episodic memory. By directly recording oscillatory activity in the amygdala and hip-
pocampus as subjects performed an episodic verbal memory task, we found that the emotional
associations of encoded words influenced the underlying neuronal dynamics in the amygdala-
hippocampal circuit. Specifically, gamma oscillations in the two regions exhibited clear correspon-
dence with the emotional context of a word and its subsequent recall, particularly the associated
arousal. Furthermore, distinct patterns of amygdala-hippocampal connectivity were associated
with successful recall for words associated with high arousal. Finally, we perturbed these neuronal
dynamics (using direct brain stimulation) and impaired memory for words as a function of their
arousal. This suggests that the neuronal patterns we observed in this circuit are causally related to
episodic memory processes for stimuli with emotional associations.
One advantage of studying the role of emotion in humans is that we are able to utilize stimuli
with emotional associations, rather than relying on stimuli that elicit physiological, anxiety-driven
behaviors. In this study, we found that word valence (negative, neutral, or positive) and word
arousal (low to high) were sufficient to impact subjects’ recall performance of those words, repli-
cating similar findings on similar datasets [233, 234]. Prior iEEG research in humans has demon-
strated that, during encoding, MTL gamma oscillations are positively correlated with subsequent
recall, while theta oscillations are negatively correlated with subsequent recall[238, 227]. More
recent work has shown that theta oscillations show similar correlations for semantic and temporal
distances in these tasks, demonstrating that semantic associations for words play some role in the
oscillatory dynamics relating to memory processes in this task [243]. Because the amygdala is also
involved in the processing of valence and arousal we assessed whether oscillatory activity in the
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region correlated with subsequent recall [244]. We found that the amygdala shows an overall sim-
ilar pattern of oscillatory activity to the rest of the MTL during encoding of subsequently recalled
items, suggesting its involvement in the broader circuit underlying successful memory.
Critically, we found that theta oscillations decreased fairly uniformly across both the amyg-
dala and hippocampus during encoding for subsequently recalled words, while gamma oscillations
increased selectively, depending on region, valence, and arousal. Theta synchrony between the
amygdala and hippocampus has been correlated with consolidation and retrieval of fear memo-
ries, and anxiety-like behavior in rodents [245, 246]. One future direction of this work is to more
closely assess measures of theta synchrony within this circuit (i.e. coherence) to tease out whether
this pattern holds in humans. However, because our task involved words with emotional associa-
tions, rather than stimuli that elicit emotional responses, such as anxiety, it is possible that theta
coherence may play a smaller role in successful encoding and retrieval.
Conversely, our finding that highly arousing words showed PAC for amygdala high-theta and
hippocampal low-gamma align with recent work in humans showing elevated hippocampal PAC
correlated with subsequent recall [247], and work in rodents demonstrating that amygdala stimula-
tion benefits memory and elicits gamma synchrony in the hippocampus. Furthermore, our observa-
tion that amygdala stimulation impaired memory it might then suggest that stimulation interferes
with the amygdala-hippocampus theta-gamma coupling associated with successful memory [248].
Other work in humans has also suggested that gamma oscillations and PAC in the amygdala-
hippocampal circuit are related to processing stimuli with emotional associations [241]. We iden-
tified different patterns of PAC depending on the direction of modulation. Future work will parse
whether low and high gamma [249], and low and high theta [169], show functionally different
patterns of PAC relating to memory retrieval. Notably, significant PAC was not present during suc-
cessful encoding of negative (low valence) words. This suggests that are results are not driven by
increases in gamma power, but more importantly indicates that arousal, specifically, engages the
amygdala-hippocampal circuit during memory encoding. To test this hypothesis further, we ana-
lyzed data from a subset of patients who underwent direct brain stimulation in the amygdala and
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hippocampus. Indeed, we found that 50 Hz stimulation to the hippocampus specifically impaired
subsequent recall for highly arousing words. This manipulation provides more causal evidence that
highly arousing words engage the amygdala-hippocampal circuit via theta-gamma coupling, and
that this enhances successful memory processes. This also aligns, mechanistically, with deep-brain
stimulation findings in movement disorders, showing that direct electrical stimulation in humans
disrupts cross-regional theta-gamma PAC [250].
Given that these analyses focus on oscillations and synchrony during the encoding period of the
task, one possible mechanism involved is attention. Emotional context, in parallel with cognitive
control, drives attention to salient stimuli during memory encoding [251], and that attention, in
turn, is thought to lead to improved memory and hippocampal representations for past stimuli
[232, 252]. Indeed, gamma oscillations in visual cortex are thought to be involved in the selection
of visual inputs for subsequent processing, and theta-gamma modulation, specifically, has been
found to correlate with increased visual attention [253, 254]. One possibility, then, is that attention
induces bursts of gamma oscillations that represent a form of coordination within and between
these regions necessary for selecting the inputs and cell ensembles for encoding an experience into
memory [249]. These gamma oscillations may be segregated across different phases of concurrent
low-frequency fluctuations [155].
Overall, our findings present substantial evidence that the human amygdala is involved in
episodic memory processes for stimuli with emotional associations, even when that emotional
context is not relevant to the particular task at hand. Furthermore, we identify specific neuronal
substrates, in the form of gamma oscillations and amygdala-hippocampus theta-gamma PAC, that
correlate with memory performance as a function of emotional context. Finally, we demonstrate
that these signals may be causally related to memory by impairing memory for high arousal words
though direct electrical stimulation of the hippocampus. These data suggest an important role for




























Figure S4.1: Examples of assigned emotion metrics and effects on recall. Related to Figure
4.1. A) Lists of the 25 words assigned the most negative (low valence - red), most positive (high
valence - green), and most arousing (blue) ratings using the NRC Lexicon. B) Top: Probability
of recall as a function of binned valence (left) and arousal (right). Asterisks indicate significant
comparisons. Bottom: Probability of first recall as a function of binned valence (left) and arousal
(right).
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Figure S4.2: Schematic of stimulation paradigm during free recall tasks. Related to Figure 4.5.
Illustration depicting general task design for stimulation. Words were stimulated in pairs, such that
50 Hz stimulation was applied for the full encoding period spanning the two words. Stimulation
was then paused for the next two words. Stimulation was not applied during the math distractor
task, or during retrieval.
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Figure S4.3: Phase-amplitude coupling during low valence word encoding as a function of
subsequent memory. Related to Figure 4.4. Heatmaps showing differences in PAC (F-statistic)
from cluster permutation test comparing remembered and forgotten items for negative (low va-
lence) words). Non-significant portions were portrayed in grayscale.
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Chapter 5: General discussion and future directions
My research has demonstrated that important neuronal correlates of space translate from ani-
mals to humans, and discovered novel neuronal patterns in humans corresponding to the conjunc-
tion of space, memory, and internal features of experience like goals and emotions. Here, I will
synthesize across each study to describe how these findings build uniquely on the animal literature
to contribute to a broader understanding of the neural systems underlying declarative memory. I
will conclude by summarizing the new questions that my work has raised, and the future directions
I hope to pursue.
5.1 The conjunctive representations of space and memory in the human brain
Is a cognitive map just a map, representing coordinates in a space? Or does it contain informa-
tion about what happened within that space? Some of the earliest hypotheses of the brain’s spa-
tial representations accorded them a broader function related to memory [23], due to their shared
anatomy across rodents and other mammals. Recent work in rodents has strongly supported this
approach, demonstrating a potentially causal role between place-cell activity and memory-driven
behavior [56]. However, this intuitive hypothesis has been limited in its general value because few
studies have been able to generalize the rodent findings on spatial representation to humans and
identify their role in memory processes.
In Chapter 2, I sought to answer this question more directly in humans. I recorded single-
neuron activity in the human MTL as people performed a spatial memory task, in order to un-
derstand whether spatially-tuned neurons in humans reflected memory for past events. I show
evidence for memory-trace cells in the human EC whose spiking activity represented the the loca-
tion a person is trying to remember. The neurons were active near the locations a person thought
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was associated with a past event, and were also active when people were cued to recall that event
but standing outside the environment. As such, I hypothesized that memory-trace cells represent a
neuronal code for subjective declarative-memory recall, tying the memory for an event to its spa-
tial context. Furthermore, by illustrating the re-activation of memory-trace cell firing during cue
maintenance, I showed that these conjunctive space-memory representations may extend beyond
space as a more general marker for memory retrieval. This provides further justification for the
general hypothesis that memory processes influence, and are potentially influenced by, spatial rep-
resentations in the brain, suggesting that the brain’s map binds location to the things that happened
in those locations. These neurons may represent a neural substrate for declarative memory, as the
EC is an early target of Alzheimer’s disease [120, 121]. It is possible that loss of memory-trace
cells, or alterations in their firing patterns, may underlie some deficit in disorders like Alzheimer’s.
Still, many of the neuronal phenomena underlying spatial navigation that hold more general
computational value have never been observed in humans. These patterns, like phase precession,
are thought to represent mechanisms for organizing events/locations in relation to one another, and
in sequences for learning and memory [155, 5]. However, phase precession has largely only been
observed in rodents, with only minimal examples in bats[173] and non-human primates [193], par-
tially because of the difference in theta oscillations between species. In Chapter 3 I show, for the
first time, that phase precession generalizes to the human MTL. First, by providing clear evidence
for spatial phase precession in humans, I show that phase precession is a widespread phenomenon
despite the differences in theta oscillations across species. Second, I also show that phase preces-
sion generalizes beyond space to potentially encode more abstract sequence progression in specific
goal states. Specifically, I found that neurons which did not encode space still showed a pattern
of consistent precession-like frequency differences that suggest phase precession plays a role in
encoding goal states. By identifying phase precession in humans, in different brain regions than in
rodents, and with respect to navigational goal (instead of location), I demonstrate the potential use
of phase precession for learning non-spatial sequences for subsequent memory.
These two studies, taken together, provide a strong case for the relationship of neuronal repre-
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sentations of space to memory by demonstrating their existence in humans and generalizing them
to new domains that are difficult to test in animal models. As such, they also strengthen the broader
theoretical argument that any cognitive map, should one exist, is likely to represent a more general
form of neural coding that happens to serve spatial representation, but is not exclusive to it. Further-
more, these studies open up avenues of research in both rodents and humans. For example, since
“trace cells” have been found in rodents, researchers may pursue clear studies examining their role
in memory using careful experimental design and targeted manipulation/lesion/stimulation. Simi-
larly, the methods we used to identify goal-state phase precession may be applied to a wide variety
of rodent studies to examine the prevalence of non-spatial, state-dependent phase precession in
rodents, even outside of the MTL [255].
Internal context influences memory circuits Episodic memory is imbued with internal, sub-
jective qualities [43]. Two of those qualities are examined in some detail across all three studies:
goals and emotions. Goals relate both to a person’s cognitive control, and to the reward structure
of an event, while emotions refer to the emotional associations and responses involved. I refer to
both these features as part of the “internal context” of an event, as opposed to externally observable
contexts such as space. Both features are known to impact what the brain remembers, and how it
remembers it [256, 257, 258].
Goal-directed behavior has long been known to influence hippocampal neuronal activity. Early
work by Jim Ranck (preceding the publication of the first place-cell paper) demonstrated that
subsets of hippocampal complex-spike cells discharge during appetitive approach or consumption
in a task during which food, milk, and water-rewards were consistently associated with particular
locations [259]. This work, and much that followed, has shown that internal states relating to
goals, motivations, intentions, and emotions, might play a role in hippocampal processes relating
to both space and memory [260, 54, 261]. Both Chapter 2 and Chapter 3 feature some influence
of a person’s goals on the neuronal activity underlying some basic spatial or memory computation.
Memory-trace cells only activate when a person is approaching their current target; goal-state phase
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precession only occurs while moving towards one goal and not towards others. These findings
converge with a growing body of work demonstrating a role for mid-brain reward circuitry and
prefrontal executive control in MTL activity relating to memory and spatial navigation [262, 263].
In Chapter 4, I address this question most directly. Chapter 4 is primarily concerned with
the influence of emotional salience on memory encoding. Emotional context is a difficult vari-
able to access in animal models. A majority of the work relies on conditioning paradigms in
which a conditioned stimulus leads to memory retrieval measured by a conditioned response. By
utilizing fear stimuli (such as shocks), researchers study “fear memories” in animals. But emo-
tion, particularly in humans, spans a wide range of valence and arousal and these factors impact
many important elements of human cognition such as attention, learning, and memory[264]. In
Chapter 4 we identified the network-level neuronal circuits involved in the encoding of memories
with different emotional contexts. We found that gamma oscillations in both the hippocampus
and amygdala increased during successful memory encoding for more arousing words, and that
bi-directional theta-gamma PAC between these regions also differentiated between memories that
were subsequently recalled vs. forgotten. Furthermore, applying electrical stimulation to the hip-
pocampus selectively impaired recall for highly arousing words. However, two open questions
remain, that future directions of this work will seek to answer. To assess whether these neuronal
dynamics uniquely relate to memory encoding processes, we will analyze these patterns in relation
to the retrieval period, when subjects actually performed recall. Significant correlation between
encoding and retrieval dynamics would instead suggest that the amygdala-hippocampal circuit is
involved more broadly throughout encoding, storage, and retrieval. Second, in order to more care-
fully assess the neuronal mechanisms involved, we will analyze single-neuron data recorded from
the amygdala and hippocampus during this task and measure their rate- and phase- coding with
respect to emotional context during encoding and retrieval. Doing so may reveal the underlying
neuronal mechanisms involved with the network-level observations described in Chapter 4.
By demonstrating a potential role for the amygdala-hippocampal circuit in memory for words
with different levels of arousal and valence, and showing that electrical stimulation disrupted these
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memories, Chapter 4 illustrates a wider network for human memory processes integrated with
internal context. The amygdala is also a region affected by Alzheimer’s, and is often also lesioned
in amnesiac patients. In this way, it is possible then that diseases affecting the connectivity between
the amygdala and the hippocampus could affect memory for events with emotional context. This
latter effect is particularly important for studying potential stimulation treatments for memory
disorders, especially as amygdala stimulation has been shown to improve memory under certain
valence conditions [221].
5.2 Future directions
5.2.1 Investigating memory independent of space
Spatial context has been a key aspect of understanding memory and has enabled a litany of
discoveries in the the neuronal basis of memory. The general hypothesis binding space and mem-
ory together in the brain relies on two possible relationships between the two domains: that spatial
context is a fundamental feature of events in episodic memory, and/or that spatial representations
may be abstracted to represent knowledge for semantic memory. Chapters 2 and 3 focused pri-
marily on the former hypothesis, recapitulating and extending the lessons of decades of rodent
research examining the link between spatial context and memory in the brain. However, as I begin
to show in Chapter 4, we now possess a broader understanding of these systems and a broader set
of experimental tools to examine the brain signals involved in memory more generally in humans,
and in relation to non-spatial features of experience. Non-spatial features have already been shown
to engage similar brain circuits as spatial features [128], suggesting common mechanisms across
domains in service of memory.
Overall, the work in this thesis posits that MTL neuronal representations are important for gen-
eral “maps” of knowledge and experiences that modulate the neuronal circuits involved in memory
[25]. For example, imaging work has begun to show, broadly, that MTL activity is correlated with
abstract inferential processes probing knowledge of relational structure [265, 127]. Direct record-
ings in humans should next record the neuronal patterns identified in this work (spatially-tuned
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single neurons, phase precession, local network oscillations) in relation to non-spatial stimuli and
tasks. In order to do so, a future aim of my research is to carefully analyze correlated neuronal
activity across brain regions thought to be involved in the abstraction of these representational
principles beyond space. These regions include prefrontal cortex, amygdala, parahippocampal ar-
eas, and temporal lobe—all regions that are often covered by electrodes in epilepsy patients. To
investigate the abstraction of these principles, I also aim to design tasks that allow us to measure
neuronal activity in these regions while subjects perform tasks requiring higher levels of cognition
or training than is possible in animal models, so that we may further tease out the unique aspects
of human cognition and memory that emerges from these neuronal patterns.
5.2.2 Technology for invasive measurements of neuronal activity in humans
One primary future direction of research into the neuronal basis of human cognition is to record
more neurons simultaneously. Many aspects of cognition we care about may be sparsely coded by
a few, distributed neurons, which can be difficult to capture without extensive coverage of the
brain area. The hippocampus, in particular, tends to yield fewer active neurons than other regions,
such as the amygdala [266, 267]. As such, we are unable to assess the existence of important
ensemble-level phenomena, such as theta sequences, a coordination of place-cell firing across a
group of place cells, which is thought to represent a critical juncture between space and mem-
ory coding [268]. Furthermore, ensemble representations may hold great value for understanding
how conjunctive rate codes are represented in the brain for complex, abstract aspects of cognition
[269]. A significant amount of research has also demonstrated that ensembles of neurons exhibit
emergent coding properties that are absent from individual neurons [270]. Increasing the number
of neurons recorded from these regions thus has great scientific value - technological advances in
animal electrophysiology have resulted in the ability to simultaneously record upwards of 10,000
neurons in a single animal. However, increasing the number of electrodes is difficult in present
stereotactic EEG surgical paradigms, without potentially compromising patient health. Adding
microwires along the shank would lead to electrode termination in tissue that may not be resected,
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potentially damaging healthy brain tissue. Increasing the diameter of the micro-macro electrode
used would lead to larger burr holes, as well as a greater risk of damage to brain tissue and vascu-
lature. Decreasing the size of the electrodes, in order to fit more into the bundle, would increase
the risk of breakage. For this reason, few alternative designs have emerged [271, 267]. Future
technologies may instead implement mixed designs with microwires emerging from the tip of the
electrode as well as along the length of the shaft. Not only would this design increase yield, but
the stereotyped organization of wires along the shaft may enable improved spike-sorting utilizing
the relative spatial position of the wires.
Another important direction for future research is to better untangle the neuronal circuits in-
volved in human cognition. Currently, this is done primarily through analyzing synchrony be-
tween signals recorded at distal locations (as in Chapter 4), but this does not provide direct ev-
idence of a functional connection between regions. However, it is often not an option to record
data from other regions we might care about, because recording locations depend on the clinical
indications for each patient. Therefore, one solution will be to measure a direct physiological in-
dicator of inter-regional functional communication, particularly neurotransmitter concentrations.
One emerging and promising technology that may be integrated with current micro-wire probes is
fast-scan cyclic voltammetry (FSCV). FSCV utilizes applied current to detect changes in electro-
chemical concentrations, and can be used to measure fast fluctuations in important neurochemicals
such as dopamine. Dopaminergic terminals in the MTL come from regions like the locus ceruleus
and ventral tegmental area—regions in which electrodes are almost never placed [272]. FSCV
has been utilized in human deep-brain stimulation cases to measure dopamine in the striatal sys-
tem, and future work may integrate FSCV with micro-wire recordings for use in epilepsy patients
[273]. For example, we show in Chapter 4 that word arousal is tightly related to neural correlates
of memory. Arousal is thought to influence human memory via neural activity in the amygdala,
and the adrenergic system, which we may be able to track by measuring the concentration of
epinephrine/norepinephrine in the amygdala [274]. Furthermore, measuring dopamine in the MTL
during goal-directed navigation may help us better understand how goals modulate the cognitive
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map, and measuring acetylcholine in concert with LFP data may further untangle how network
level rhythms correspond to memory [275, 263]. In this way we may be able to better untangle
neural circuits involved in memory.
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Conclusion
Overall, my work has examined the electrophysiological basis for spatial cognition and
memory in humans. By leveraging direct-brain recordings and carefully designed experimental
tasks, I have generalized fundamental electrophysiological findings from animal research and
demonstrated how the same signals and brain regions may more broadly be involved with
memory. These experiments have produced new findings into the neuronal patterns binding space
and memory in the entorhinal cortex, new, widespread patterns of phase-coding for space and
goals, and the amygdala-hippocampal circuit involved in episodic memory encoding. Further
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