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Abstract
We study an AMOC time series model with an abrupt change in the mean and
dependent errors that fulfill certain mixing conditions. We obtain confidence inter-
vals for the unknown change-point via bootstrapping methods.
Precisely we use a block bootstrap of the estimated centered error sequence. Then
we reconstruct a sequence with a change in the mean using the same estimators
as before. The difference between the change-point estimator of the resampled se-
quence and the one for the original sequence can be used as an approximation of
the difference between the real change-point and its estimator. This enables us to
construct confidence intervals using the empirical distribution of the resampled time
series.
A simulation study shows that the resampled confidence intervals are usually closer
to their target levels and at the same time smaller than the asymptotic intervals.
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1 Introduction
Recently a number of papers has been published on possible application of bootstrap-
ping or permutation methods in change-point analysis, confer Husˇkova´ [17] for a recent
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1 Introduction
survey. Most of these papers are concerned with obtaining critical values for the corre-
sponding change-point tests. Another important issue in change-point analysis, however,
is how to obtain confidence intervals for the change-point. In this paper we construct
bootstrapping confidence intervals for the change-point in a model with dependent data.
We consider the following At-Most-One-Change (AMOC) location model
X(i) = µ+ d 1{i>m} + e(i), 1 6 i 6 n, (1.1)
where m = m(n) = bnϑc, d = dn may depend on n. The errors {e(i), 1 6 i 6 n} are
stationary and strong-mixing with a rate specified below,
E e(i) = 0, 0 < σ2 = E e(i)2 <∞, E |e(i)|ν <∞ for some ν > 4,∑
h>0
| cov(e(0), e(h))| <∞, (1.2)
and
τ2 := var e(0) + 2
∑
h>1
cov(e(0), e(h)) <∞. (1.3)
The purpose of this paper is to develop and study a bootstrap suitable for getting
approximation of the distribution of the following class of change-point estimators
m̂(γ) = arg max{|Sγ(k)|; k = 1, . . . , n− 1}
= min{k; 1 6 k < n, Sγ(k) > Sγ(j), j = 1, . . . , n− 1},
(1.4)
where
Sγ(k) =
(
n
k(n− k)
)γ k∑
i=1
(X(i)− X¯n)
and X¯n = n−1
∑n
i=1X(i).
There is a quite extensive literature concerning asymptotic behavior of change-point
estimators for independent observations. For a survey of various results, see e.g. Du¨mb-
gen [13], Cso¨rgo˝ and Horva´th [10] and Antoch et al. [1]. One of the first papers to derive
the limit distribution for m̂(1/2) and independent errors under local changes has been
written by Bhattacharya and Brockwell [7]. Du¨mbgen [13] considered a change in a gen-
eral model for AMOC with independent observations and developed a suitable bootstrap.
Antoch et al. [4] studied the asymptotic behavior of Sγ(k), 0 ≤ γ ≤ 1/2, in the model
(1.1) with independent identically distributed errors and developed and studied a boot-
strap valid for local changes. They also obtained various related results, such as rates
of consistency for the estimators and their limiting distribution. Ferger and Stute [16]
and Ferger [14, 15] studied change-point estimators based on U -statistics for i.i.d. errors.
Bai [5] and Antoch et al. [3] analyzed the limit behavior of various estimators when the
error sequence forms a linear process. However, they have not discussed bootstrapping.
Most of the theoretical results concerning bootstrap methods in change-point analy-
sis (testing and estimation) have been obtained for independent observations, see e.g.,
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Husˇkova´ [17] . Antoch and Husˇkova´ [2] obtained critical values for the change-point test
related to functionals of Sγ(k) for H0 : m = n (”no change”) vs. H1 : m < n, d 6= 0
(”there is a change in the mean”) using permutation methods (or equivalently, boot-
strap without replacement) for the independent case. Recently, Kirch [18, 19, 20] has
developed various bootstrap approximations for critical values for the above tests of
”no change” versus ”there is a change in the mean” suitable for the case of dependent
observations that form a linear process. The results in [19] can also be modified in a
straightforward way for dependent observations as discussed here.
In this paper we develop and prove the validity of a circular overlapping block bootstrap
for obtaining asymptotically correct confidence intervals in the case of dependent errors.
In order to prove validity of the developed bootstrap scheme as well as to obtain the
asymptotic under the null hypothesis for the change-point estimator we have to use
some results like laws of (iterated) logarithm or large numbers for a triangular array.
Therefore we need additionally to the assumptions (1.2) the following one for certain
δ,∆ > 0 (in some cases > 2):
(A) Let {e(i) : i ∈ Z} be a strictly stationary sequence with E e(0) = 0. Assume there
are δ,∆ > 0 with
E |e(0)|2+δ+∆ 6 D1
and
∞∑
k=0
(k + 1)δ/2αn(k)∆/(2+δ+∆) 6 D2, (1.5)
where αn(k) is the corresponding strong mixing coefficient, i.e.
αn(k) = sup
A,B
|P (A ∩B)− P (A)P (B)| ,
where A and B vary over the σ-fields A(e(0), e(−1), . . .) respectively
A(e(k), e(k + 1), . . .).
Under this assumption we get moment inequalities (cf. Yokoyama [26], Theorem 1, and
Serfling [24], Lemma B, Theorem 3.1), which in turn yield laws of large numbers. More-
over the results remain true for triangular arrays that fulfill uniformly the assumptions
above. For more details we refer to Kirch [18], Appendix B.2.
In fact we only need this assumption in order to obtain a Donsker type central limit
theorem for the partial sums of the errors (to derive the asymptotic under the null
hypothesis) as well as bounds on higher order moments of certain sums of the observed
error sequence. This in turn yields laws of large numbers and laws of (iterated) logarithm.
The proofs can easily be adapted to allow for errors that do not fulfill condition (A) but
the necessary moment conditions.
Example 1.1. Suppose that the errors form a linear process
e(i) =
∑
s>0
ws (i− s),
3
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where the innovations {(i) : −∞ < i <∞} are i.i.d. random variables with
E (i) = 0, 0 < σ2 = E (i)2 <∞, E |(i)|ν <∞ for some ν > 4.
We suppose that the weights {ws : s > 0} satisfy∑
s>0
|ws| <∞,
∑
s>0
ws 6= 0.
Corollary 4 in Withers [25] gives mild conditions under which linear sequences are strong
mixing and even provides the mixing coefficients. This can be used to check condition
(A). Causal ARMA sequences with appropriate innovations, for example, fulfill it for
any δ,∆ > 0, if the (2 + δ + ∆)-moment of the innovations exists.
For the sake of simplicity we will only consider the case γ = 1/2 in the following. The
results for 0 6 γ < 1/2 can be obtained in a similar way as outlined in Antoch et al. [4].
In the simulation study we will also consider other choices of γ, since the asymptotic
method does not give such good approximations for γ < 1/2. The reason is that the
asymptotic distribution in this case depends on unknown parameters and thus in practice
on estimators.
In the present paper we focus on local alternatives (i.e., d = dn → 0, as n → ∞). To
obtain results for fixed alternatives is more complicated because the limit distribution of
the estimator is determined by finite sums, which depend on the underlying distribution
function. Some comments concerning the i.i.d. case can be found in the survey paper
by Antoch and Husˇkova´ [1]. Furthermore Du¨mbgen [13] considers both, local and
fixed changes, for independent observations in a somewhat more general setup, i.e. the
parameters that are subject to change need not be location parameters.
In the following m̂ := m̂(1/2), S(k) := S1/2(k).
2 Limit Distribution and Rate of Consistency for the Estimators
In this section we summarize and generalize some previous results by Antoch et al. [3, 4]
that we need in the sequel.
The next theorem gives the rate of consistency for the change-point estimator m̂ as well
as its limit distribution for a local change. For the i.i.d. case these results have been
obtained by Antoch et al. [4], Theorem 1 and 2. The second result has been generalized
for errors that form a linear process under the additional assumption
∑
s>0
√
s |ws| <∞
by Antoch et al. [3] (Theorem 2.2).
Theorem 2.1. Assume that (1.1)-(1.3) with 0 < ϑ < 1 are satisfied and, as n→∞,
dn → 0, |dn|−1 n−1/2(log n)1/2 = o(1). (2.1)
Moreover let assumption (A) be fulfilled for some δ,∆ > 0. Then:
a) The following rate of consistency holds, as n→∞,
m̂−m = o(d−2n log n) P − a.s.
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b) The change-point estimator fulfills, as n→∞,
d2n (m̂− bnϑc)
τ2
D−→ arg max{W (t)− |t|/2 : t ∈ R}, (2.2)
where {W (t) : t ∈ R} is a two-sided Wiener process and τ2 as in (1.3).
The proof is postponed to Section 5.
Remark 2.1. We would like to point out that the result in a) also remains true for a
fixed change, precisely it suffices to have |dn|−1 n−1/2(log n)1/2 = o(1) we do not need
dn → 0. As a contrast we do need dn → 0 to obtain the limit distribution in b), but if
this is not fullfilled the proof still shows m̂−m = OP (d−2n ).
Remark 2.2. Also assertion (2.2) remains true, if one replaces the unknown quantity
τ by a consistent estimator τ̂ . It is also possible to replace dn by an estimator fulfilling
d̂n − dn = OP
(√
log n/n
)
, since then it follows d̂n/dn → 1 under (2.1).
a) The following Bartlett type estimator is a consistent estimator for τ2 under the
conditions of Theorem 2.1 (cf. Theorem 1.1 in Berkes et al. [6], Lemma A.0.1 in
Politis et al. [22], and Theorems 14.1 and 14.5 in Davidson [11]):
τ˜2n(Λn) = R̂(0) + 2
Λn∑
k=1
(
1− k
Λn
)
R̂(k), (2.3)
where
R̂(k) =
1
n
bm−k∑
t=1
(Xt − X¯bm)(Xt+k − X¯bm) +
n−k∑
t=bm+1(Xt − X¯
0bm)(Xt+k − X¯0bm)
 ,
m̂ = min{arg max{|S(k)| : k = 1, . . . , n}} and X¯0bm = 1n−bm∑ni=bm+1Xi. Λn should be
chosen such that Λ2n/ log(n)→∞ and n−1Λ2n log Λn = o(log(n)).
b) As an estimator for dn one can use
d̂n =
1
n− m̂
n∑
j=bm+1X(j)−
1
m̂
bm∑
j=1
X(j). (2.4)
Combining Theorem 2.1 a) with Theorem B.8 and Remark B.2 in Kirch [18] we obtain
the rate
d̂n − dn = o
(√
log n
n
)
P − a.s.
under the assumptions of Theorem 2.1.
Remark 2.3. It can be shown that the above limit distribution is continuous and explic-
itly known (confer Remark 2.3 in Antoch et Husˇkova´ [1]). Thus the above theorem can
be used to construct asymptotic confidence intervals, precisely (m̂− τ̂ /d̂nqU (α/2), m̂−
τ̂ /d̂nqL(α/2)), where P (U(1/2) 6 qL(α/2)) = α/2, P (U(1/2) > qU (α/2)) = α/2 for
U(1/2) = U(ϑ, 1/2) as in Remark 2.4 below. Note that U(ϑ, 1/2) does not depend on
the unknown parameter ϑ.
5
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Remark 2.4. For 0 6 γ < 12 the limit distribution depends on the unknown parame-
ter ϑ. Precisely it can be shown that the limit is
U(ϑ, γ) = arg max{W (t)− |t|gϑ,γ(t)},
where gϑ,γ(t) =
{
(1− ϑ)(1− γ) + ϑγ, t < 0,
(1− ϑ)γ + ϑ(1− γ), t > 0.
Remark 2.3 in Antoch et Husˇkova´ [1] gives a closed formula for the limit distribution.
We would like to point out a small (but for simulations very important) misprint there:
The integral is equal to c2/(c1 + c2) + . . . and not to c1/(c1 + c2) + . . ..
3 Bootstrap approximations
Antoch et al. [4] propose a bootstrap with replacement of the estimated error sequence to
obtain confidence intervals for the change-point. Since in our case the error sequence is no
longer independent we have to use a slightly different approach here. We still bootstrap
the estimated error sequence with replacement, but we will now use a circular moving
block bootstrap as suggested by Politis and Romano [23]. It has the advantage over
the regular moving blocks bootstrap by Ku¨nsch [21] that the sample mean is unbiased.
Another possibility is to use non-overlapping blocks as suggested by Carlstein [9], but
this bootstrap does behave slightly worse in simulations.
Kirch [18, 19] used block bootstrapping procedures (more precisely a block permutation
method as well as a circular and non-circular block bootstrap) to get approximations for
the critical values of the change-point test corresponding to the above problem.
Block bootstrapping methods split the observation sequence of length n into sequences
of length K. Then we put L of them together to a bootstrap sequence (i.e. n = KL).
We keep the order within the blocks. K and L depend on n and converge to infinity
with n.
The idea is that, for properly chosen block-length K, the block contains enough informa-
tion about the dependency structure so that the estimate is close to the null hypothesis.
We assume in the following that
K,L→∞ and K = K(L), n = n(L) = KL, K/L = o(1). (3.1)
Let µ̂1 be an estimator for µ, µ̂2 for µ+ dn, and d̂n for dn, e.g.
µ̂1 =
1
m̂
bm∑
i=1
X(i), µ̂2 =
1
n− m̂
n∑
i=bm+1X(i), d̂n = µ̂2 − µ̂1, (3.2)
where m̂ = m̂(1/2) as in (1.4). Remark 2.2 yields that d̂n fulfills assumption (3.5).
Define the estimated residuals and the centered residuals by
ê(i) = X(i)− µ̂11{i6bm} − µ̂21{bm<i6n},
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e˜(i) = ê(i)− 1
n
n∑
j=1
ê(j),
respectively. Throughout the paper the following representation will turn out to be very
useful
e˜(i) =e(i)− e¯n + dn
(
1{m<i6n} −
n−m
n
)
− d̂n
(
1{bm<i6n} − n− m̂n
)
. (3.3)
Let (U(1), . . . , U(L)) be i.i.d. with P (U(1) = i) = 1n for i = 0, . . . , n − 1 independent
of the observations X(1), . . . , X(n). Take the i.i.d. bootstrap sample e∗(Kl + k) =
e˜(U(l) + k), where e˜(j) = e˜(j − n) for j > n (hence the name circular bootstrap).
Consider the bootstrap observations
X∗(Kl + k) = e∗(Kl + k) + µ̂11{Kl+k6bm} + µ̂21{bm<Kl+k6n}.
We now deal with the following bootstrap estimator of the change-point m
m̂∗ = arg max{|S∗(k)|; k = 1, . . . , n− 1}, (3.4)
where
S∗(k) =
(
n
k(n− k)
)1/2 k∑
i=1
(X∗(i)− X¯∗n).
Now we are ready to present results on the asymptotic behavior of the bootstrap esti-
mator m̂∗ defined in (3.4) of the change-point together with a short discussion, how to
apply the result to obtain confidence intervals.
With P ∗, E∗, var∗, . . . we will denote probability, expectation, variance,. . ., given
X(1), . . . , X(n).
Theorem 3.1. Assume that (1.1)-(1.3) with 0 < ϑ < 1 and (3.1) hold. Moreover let
d̂n − dn = O
(√
log n
n
)
P − a.s. (3.5)
be fulfilled in addition to (2.1). Moreover let assumption (A) be fulfilled for some
0 < δ(2) + ∆(2) < (δ(1) − 2)/2 < (ν − 4)/2, ∆(1) = ν − 2− δ(1). (3.6)
If d2nK → 0, then
sup
x∈R
∣∣∣P ∗(d̂2n(m̂∗ − m̂) 6 x)− P (d2n(m̂−m) 6 x)∣∣∣→ 0 P − a.s.
Since the limit distribution (for both the bootstrap as well as null asymptotic) is contin-
uous (as has been pointed out by Remark 2.3) the described sampling scheme provides
bootstrap approximations to the (1 − α)-quantile for arbitrary α ∈ (0, 1). Thus the
bootstrap based approximation for the change-point m can be constructed along the
usual lines. Precisely the (1− α)-bootstrap confidence interval is given by
[2m̂− q∗L(α/2), 2m̂− q∗U (α/2)],
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where
q∗L(α/2) = sup{u; P ∗ (m̂∗ < u) 6 α/2}
and
q∗U (α/2) = inf{u; P ∗ (m̂∗ > u) 6 α/2}.
Usually one uses the empirical bootstrap distribution of m̂∗ for say 10 000 random boot-
strap samples. Further discussions on bootstrap approximations of confidence intervals
(for the similar case of i.i.d. errors) can be found in Antoch and Husˇkova´ [1].
Remark 3.1. There are also several other possibilities of bootstrapping. For example
we can use a non-circular approach and/or non-overlapping blocks. Simulations for the
bootstrap where (U(1), . . . , U(L)) are i.i.d. uniformly distributed on {0, . . . , L− 1} and
e∗(Kl+ k) = e˜(KU(l) + k) indicate that this bootstrap does not perform quite as good
as the bootstrap proposed above.
4 Simulation Study
In the previous chapter we have established the asymptotic validity of the bootstrap
confidence intervals. The question remains how well these confidence intervals behave
for small samples and also how well they behave in comparison with the asymptotic
intervals.
In this section we not only consider γ = 12 but also γ = 0. The important difference
is that the asymptotic confidence intervals depend on the unknown parameter ϑ for
0 6 γ < 12 . Not surprisingly it turns out that the asymptotic intervals behave better for
γ = 12 , whereas in all other cases it is better to use the bootstrap intervals.
Moreover we consider changes in the mean of d = 0.5, 1, 2, 4. The latter ones can hardly
be regarded as local changes, however we are still interested in the behavior of the
bootstrap intervals, since we conjecture it will also be valid in those cases.
For the simulations we use an autoregressive sequence of order one as an error sequence
with standard normally distributed innovations and different values of ρ = 0.1, 0.3. We
consider changes at m = 20, 40. We use the estimator d̂n as in (2.4) respectively (3.2)
and - for the asymptotic method - the Bartlett estimator given in (2.3) with Λn = 0.1n,
because in the simulation study conducted by Antoch et al. [3] this choice gave best
results in the AR(1)-case.
The goodness of confidence intervals can essentially be determined by two criteria:
C.1 The probability that the actual change-point is outside the (1-α)-confidence interval
should be close to (smaller than) α.
C.2 The confidence intervals should be short.
We visualize the first quantity by using CoLe-Plots (Confidence-Level-Plots) and the
second one by using CoIL-Plots (Confidence-Interval-Length-Plots).
In fact we have done more simulations (such as QQ-plots or tables of the quantiles of m)
for a large amount of different combinations of parameters as well as different possible
8
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bootstrap procedures. The problem, however, is that for the bootstrap they only give
result for one specific underlying sequence and are thus rather not as informative. For
this reason and also due to similarity of results as well as due to limitations of space we
restrict ourselves to the following plots.
CoLe-Plots
We explain how the plots are created using the example of asymptotic confidence inter-
vals. The general version of Theorem 2.1 yields that the asymptotic confidence intervals
are calculated using the distribution of Z = m̂ − τ̂2/d̂2nV (ϑ̂, γ), where V (ϑ̂, γ) is as in
Remark 2.4 and ϑ̂ = m̂/n. Note that
m 6∈ CI(1− α) ⇐⇒ P (Z 6 m) 6 α/2 or P (Z > m) 6 α/2
⇐⇒ 2 min(P (Z 6 m), P (Z > m)) 6 α.
The CoLe-Plots now draw the empirical distributions function (based on 1 000 observa-
tion sequences) of 2 min(P (Z 6 m), P (Z > m)).
Thus for given α on the x-axis the plot shows the empirical probability that m is outside
the (1−α)-confidence interval on the y-axis, hence it visualizes C.1. Optimally, the plot
should be below or (even better) on the diagonal.
For the bootstrap confidence intervals the procedures works exactly the same but now
the intervals are calculated using the (empirical, based on 10 000 resamples) distribution
of Z˜ = 2m̂− m̂∗.
CoIL-Plots
We calculate for 1 000 observation sequences the length of the confidence intervals for
levels α = 0.01, 0.02, . . . , 0.1. The empirical bootstrap distribution is based on 10 000
random samples as before. Then we plot the mean using a thick line (as well as the
upper and lower quartiles with thin lines), linearly interpolated. So these plots visualize
the length of the intervals and thus C.2.
Note that the scale on the y-axis is not the same for different pictures. This way we can
better compare the asymptotic with the bootstrap method.
The plots are given in figures 4.1(i)-4.1(ii) for γ = 0 and 4.2 for γ = 0.5. Concerning
the CoIL-Plots we only plot the means for better readability. In Figure 4.3 we give
the CoIL-Plot corresponding to Figure 4.1(i) (2) including the quartiles to give a better
idea of the distribution of the length of the confidence interval. Concerning γ = 0 we
see that for small dn the actual cover probability of the interval is too small for both
methods, yet the asymptotic interval is somewhat better than the bootstrap intervals.
At the same time the length of the asymptotic interval is very large, much larger than
the length of the bootstrap interval. Frequently it is even longer than the observation
sequence. We did not correct upper and lower bounds of the intervals by 0 respectively
80, but bootstrap intervals can also be outside that possible range.
In fact it is somewhat surprising that even though the intervals are quite long the levels
are not as good. The reason is that the change-point estimator for such a small change
(and relatively few observations points) is frequently not very good. A typical example
is an observation sequence with a change at m = 20, where the estimator suggests a
change at 70. This results in intervals that do not contain the actual change-point.
Also this leads to a wrong estimation of the parameters of the underlying asymptotic
9
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(1) CoLe-Plot: d = 0.5 (2) CoIL-Plot: d = 0.5
(3) CoLe-Plot: d = 1 (4) CoIL-Plot: d = 1
(5) CoLe-Plot: d = 2 (6) CoIL-Plot: d = 2
(7) CoLe-Plot: d = 4 (8) CoIL-Plot: d = 4
Figure 4.1(i): CoLe- and CoIL-Plots for n = 80, m = 40, ρ = 0.1, and γ = 0 for
the asymptotic method as well as bootstrap method with different block-
lengths
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(9) CoLe-Plot: d = 0.5, m = 40 (10) CoIL-Plot: d = 0.5, m = 40
(11) CoLe-Plot: d = 2, m = 40 (12) CoIL-Plot: d = 2, m = 40
(13) CoLe-Plot: d = 0.5, m = 20 (14) CoIL-Plot: d = 0.5, m = 20
(15) CoLe-Plot: d = 2, m = 20 (16) CoIL-Plot: d = 2, m = 20
Figure 4.1(ii): CoLe- and CoIL-Plots for n = 80, ρ = 0.3, and γ = 0 for the asymptotic
method as well as bootstrap method with different block-lengths
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(17) CoLe-Plot: d = 0.5 (18) CoIL-Plot: d = 0.5
(19) CoLe-Plot: d = 1 (20) CoIL-Plot: d = 1
(21) CoLe-Plot: d = 2 (22) CoIL-Plot: d = 2
(23) CoLe-Plot: d = 4 (24) CoIL-Plot: d = 4
Figure 4.2: CoLe- and CoIL-Plots for n = 80, m = 20, ρ = 0.3, and γ = 0.5 for the
asymptotic method as well as bootstrap method with different block-lengths
12
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Figure 4.3: CoIL-Plot for n = 80, m = 40, ρ = 0.1, γ = 0, and d = 0.5, which addition-
ally to Figure 4.1(i) (2) includes quartiles of the interval length
distribution, which is then highly skewed in the wrong direction. Thus the lower quantile
of the interval is something around 60, whereas the upper quantile is far bigger than 80.
For more obvious changes the level of the intervals as well as the length becomes better.
This is somewhat surprising in case of the asymptotic intervals because for fixed changes
the asymptotic is not valid. The reason is that we have an interval around the change-
point estimator, which is quite good for more obvious changes.
If the changes are closer to the border of the interval, the levels for both methods
deteriorate somewhat. The same holds true for stronger correlation of the underlying
error sequence.
Overall the bootstrap intervals behave better than the asymptotic intervals.
However, in the case of γ = 0.5 the asymptotic distribution does not depend on unknown
parameters anymore. In this case the asymptotic confidence intervals for local changes
are in fact better than the bootstrap intervals. The levels of both methods are for small
d somewhat worse than for γ = 0, but the lengths are much better, especially for the
asymptotic intervals. However, for more obvious changes the bootstrap intervals are
again better than the asymptotic ones. This is due to the fact that the asymptotic does
not hold in this case.
It is worth noting that the performance of the bootstrap method does not seem to depend
significantly on the choice of the block-length. This is in contrast to the situation where
we bootstrap critical values for change-point tests (cf. Kirch [19]) where a larger block-
length was needed when the data was more dependent.
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In real-life situations we recommend to rather use the bootstrap intervals, since they
work no matter what γ and for both, local as well as fixed changes.
5 Proofs
Throughout the proofs we use the notation an  bn for an = O(bn).
We start with the proof of Theorem 2.1 in Section 2.
Proof of Theorem 2.1. We only sketch the proof, because it is very similar to the
proof of Theorem 1 respectively 2 in Antoch et al. [4]. First note that
m̂ = arg max{V (k) : k = 1, . . . , n− 1}, where V (k) = S(k)2 − S(m)2.
Simple calculations yield for k < m
V (k) =
n(m− k)(n−m− k)
k(n− k)m(n−m)
(
k∑
i=1
(e(i)− e¯n)
)2
− n
m(n−m)
m∑
i=k+1
(e(i)− e¯n)
(
k∑
i=1
(e(i)− e¯n) +
m∑
i=1
(e(i)− e¯n)
)
+ 2dn
m∑
i=k+1
(e(i)− e¯n)
+ 2dn
m− k
n− k
k∑
i=1
(e(i)− e¯n)
+ d2n
(n−m)(k −m)
n− k
= Ak1 +Ak2 +Ak3 +Ak4 +Ak5.
(5.1)
First we show assertion a), i.e. the a.s. rate of consistency for the change-point estimator.
Theorem B.8 b) and Remark B.2 in Kirch [18] give
max
k6m
∣∣∣∣Ak1Ak5
∣∣∣∣ = maxk6m−an d−2n n|n−m− k|m(n−m)2
∣∣∣∣∣ 1√k
k∑
i=1
(e(i)− e¯n)
∣∣∣∣∣
2
= o
(
d−2n n
−1 log n
)
= o(1) P − a.s.
Similarly we get for an = d−2n log n, where  > 0 is an arbitrary fixed constant,
max
k6m−an
∣∣∣∣Ak2Ak5
∣∣∣∣ = maxk6m−an d−2n n(n− k)m(n−m)2
∣∣∣∣∣ 1m− k
m∑
i=k+1
(e(i)− e¯n)
∣∣∣∣∣
·
∣∣∣∣∣
k∑
i=1
(e(i)− e¯n) +
m∑
i=1
(e(i)− e¯n)
∣∣∣∣∣
= o
(
d−2n
√
log n
n
√
log n
an
)
= o(1) P − a.s.,
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max
k6m−an
∣∣∣∣Ak3Ak5
∣∣∣∣ = maxk6m−an 2d−1n n− kn−m
∣∣∣∣∣ 1m− k
m∑
i=k+1
(e(i)− e¯n)
∣∣∣∣∣
= o
(
d−1n
√
log n
an
)
= o(1) P − a.s.,
max
k6m−an
∣∣∣∣Ak4Ak5
∣∣∣∣ = maxk6m−an 2d−1n 1n−m
∣∣∣∣∣
k∑
i=1
(e(i)− e¯n)
∣∣∣∣∣
= o
(
d−1n
√
log n
n
)
= o(1), P − a.s.
Note that Ak5 is increasing in k for k 6 m, so that
max
k6m
Ak5 = 0 and max
k6m−an
Ak5 6 − log n.
Thus
P
(
m̂ 6 m− d2n log n inf. often
)
6 P
(
max
k6m−an
V (k) > max
k>m−an
V (k) inf. often
)
6 P
(
max
k6m−an
V (k) > 0 inf. often
)
6 P
(
max
k6m−an
{Ak5 (1 + Yn)} > 0 inf. often
)
, with Yn = o(1) P − a.s.
= 0.
A similar argument gives
P
(
m̂ > m− d2n log n inf. often
)
= 0.
Hence assertion a) is proven.
For assertion b) we first need somewhat stronger bounds for the above sums, but only
in a P -stochastic sense. Theorem B.3 in Kirch [18] gives a Ha´jek -Re´nyi type inequality
if certain moment conditions of the sums are fulfilled. This yields here (C > 0 arbitrary
fixed constant)
max
16k6n
∣∣∣∣∣∣ 1√k
n∑
j=1
(e(j)− e¯n)
∣∣∣∣∣∣ = oP (√log n),
max
16k6n
∣∣∣∣∣∣ 1√n
n∑
j=1
(e(j)− e¯n)
∣∣∣∣∣∣ = OP (1),
|d−1n |C1/2 max
k6m−Cd−2n
∣∣∣∣∣∣ 1m− k
m∑
j=k+1
(e(j)− e¯n)
∣∣∣∣∣∣ = OP (1),
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where the last line follows because for all γn > 1 (in particular for γn →∞), D > 0 and
some δ > 0
P
(
γ1/2n max
γn6k6n
1
k
k∑
i=1
(e(i)− e¯n) > D
)
 1
D2+δ
γ1+δ/2n
 γn∑
k=1
1
γ2+δn
kδ/2 +
n∑
k=γn+1
k−2−δ/2

 1
D2+δ
.
Analogously to above this yields for bn = Cd−2n , where C > 0 is an arbitrary fixed
constant,
max
k6m−bn
∣∣∣∣Ak1Ak5
∣∣∣∣ = oP (1), maxk6m−bn
∣∣∣∣Ak2Ak5
∣∣∣∣ = oP (1),
max
k6m−bn
∣∣∣∣Ak3Ak5
∣∣∣∣ = C−1/2OP (1), maxk6m−bn
∣∣∣∣Ak4Ak5
∣∣∣∣ = oP (1).
Similarly for −bn 6 k −m < 0
max
−bn6k−m<0
|Ak1| = oP (1), max−bn6k−m<0 |Ak2| = oP (1),
max
−bn6k−m<0
|Ak4| = oP (1), Ak5 = −(m− k)d2n + oP (1),
where the last rate is uniformly in −bn 6 k − m < 0. The proof can be finished
analogously to the proof of Theorem 2 in Antoch et al. [4], where we now use Theorem 1
of Section 1.5 in Doukhan [12].
We will first formulate some auxiliary lemmas, which will enable us to prove the results
in Section 3.
Lemma 5.1. Let ξn(1), . . . , ξn(n) be a triangular array of row-wise i.i.d. random vari-
ables with E ξn(1) = 0 and E ξ2n(1) = σ
2 + o(1) as n→∞, then 1σ√n ∑
j6nt
ξn(j) : 0 6 t 6 1
 D[0,1]−→ {W (t) : 0 6 t 6 1}.
Proof. It is analogous to that of Theorem 16.1 in Billingsley [8], since the central limit
theorem holds for triangular arrays and the proof of tightness also works analogously.
Lemma 5.2. Assume that (1.1)-(1.3) with 0 < ϑ < 1 and let (2.1) be fullfilled. Moreover
let assumption (A) be fulfilled for some 0 < δ < (ν−4)/2, ∆ = ν−4−2δ. If additionally
(3.5), then
var∗
(
1√
K
K∑
k=1
e∗(k)
)
= τ˜2n +O
(√
log n
L
)
= τ2 + o(1) = O(1) P − a.s.,
where τ˜2n =
1
n
n−1∑
l=0
[
1√
K
K∑
k=1
e(l + k)
]2
and e(j) = e(j − n) for j > n.
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Remark 5.1. More careful considerations concerning A3 below even yield an almost
sure rate of O
(
logn
L
)
.
Remark 5.2. ’Estimator’ τ˜n is closely related to the Bartlett window estimator with
parameter K− 1 if for this estimator one also uses a circularly extended series, precisely
τ˜2n =
1
n
n∑
l=1
e2(l) + 2
K−1∑
t=1
(
1− t
K
)
1
n
n∑
l=1
e(l)e(l + t).
Proof. For m < m̂ (the other case can be dealt with in a similar way) (3.3) yields the
following decomposition
var∗
(
1√
K
K∑
k=1
e∗(k)
)
= A1 +A2 + 2A3,
where
A1 =
1
n
n−1∑
l=0
(
1√
K
K∑
k=1
e(l + k)
)2
−Ke¯2n
A2 =
1
K2L
n−1∑
l=0
(
K∑
k=1
[
dn
(
1{n>l+k>m} −
n−m
n
)
− d̂n
(
1{n>l+k>bm} − n− m̂n
)])2
A3 =
1
K2L
n−1∑
l=0
K∑
k=1
(e(l + k)− e¯n)
·
K∑
j=1
(
dn
(
1{n>l+k>m} −
n−m
n
)
− d̂n
(
1{n>l+k>bm} − n− m̂n
))
.
Theorem B.8 b) in Kirch [18] yields
A1 =
1
n
n−1∑
l=0
(
1√
K
K∑
k=1
e(l + k)
)2
+ o
(
log n
L
)
P − a.s.
Concerning A2 we have
A2  1
L
n−1∑
l=0
(
dn
n−m
n
− d̂nn− m̂
n
)2
+
1
K2L
n−1∑
l=0
(
K∑
k=1
(
dn1{n>l+k>m} − d̂n1{n>l+k>bm})
)2
= A21 +A22,
now Theorem 2.1 a) and (3.5) yield
A21  K
(
d2n
(m− m̂)2
n2
+ (dn − d̂n)2
)
 Kd2n
|m− m̂|
n
+ (dn − d̂n)2K = O
(
log n
L
)
P − a.s.
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Similar arguments give
A22 =
1
K2L
n−1∑
l=0
(
K∑
k=1
dn1{m<l+k<bm}
)2
+
1
K2L
n−1∑
l=0
(
K∑
k=1
(dn − d̂n)1{n>l+k>bm}
)2
 1
L
d2n|m− m̂|+K(dn − d̂n)2 = O
(
log n
L
)
P − a.s.
Note that
E
 1√
K
K∑
j=1
e(j)
2 = var(e(0)) + 2 1
K
∑
i<j
cov(e(i), e(j))
= var(e(0)) + 2
K−1∑
j=1
cov(e(0), e(j))
(
1− j
K
)
= τ2 + o(1),
where the last line follows because of the absolute summability of the covariance function.
Thus, A1 = τ2 + o(1) = O(1) P − a.s. because of (3.6.7) in Kirch [18]. We do not
need assumption (3.6.6) there because (3.6.9) can be strengthened using the Minkoswki
inequality as follows:
P
(∣∣∣∣∣ 1n
n−1∑
i=0
Y (i)
∣∣∣∣∣ > 
)
6 P
(∣∣∣∣∣ 1K
K∑
k=1
1
L
L−1∑
l=0
Y (Kl + k)
∣∣∣∣∣ > 
)
 E
∣∣∣∣∣ 1K
K∑
k=1
1
L
L∑
l=0
Y (Kl + k)
∣∣∣∣∣
2+δ
6 1
K2+δ
 K∑
k=1
E ∣∣∣∣∣ 1L
L−1∑
l=0
Y (Kl + k)
∣∣∣∣∣
2+δ
1/(2+δ)

2+δ
 L−(2+δ)/2.
The Cauchy-Schwartz inequality yields
A3 6
√
A1A2 = O
(√
log n
L
)
P − a.s.
Putting everything together we arrive at the assertion.
Lemma 5.3. Assume that (1.1)-(1.3) with 0 < ϑ < 1 and let (2.1) and (3.5) be fullfilled.
Moreover let assumption (A) be fulfilled for some δ,∆ > 0. Then,
max
16l<L
16k6K
1√
Kl + 1
∣∣∣∣∣∣
K∑
j=k+1
e∗(Kl + j)
∣∣∣∣∣∣
= max
16l<L
16k6K
1√
Kl + 1
∣∣∣∣∣∣
K∑
j=k+1
(e(U(l) + j)− e¯n)
∣∣∣∣∣∣+R(1)n (U),
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max
16k6K
∣∣∣∣∣ 1√k
k∑
i=1
e∗(i)
∣∣∣∣∣ = max16k6K
∣∣∣∣∣ 1√k
k∑
i=1
[e(U(0) + i)− e¯n]
∣∣∣∣∣+R(2)n (U),
max
16k<K
∣∣∣∣∣ 1√K − k
K∑
i=k+1
e∗(i)
∣∣∣∣∣
= max
16k<K
∣∣∣∣∣ 1√K − k
K∑
i=k+1
[e(U(0) + i)− e¯n]
∣∣∣∣∣+R(3)n (U),
max
16l<L
16k6K
1√
KL
∣∣∣∣∣∣
K∑
j=k+1
e∗(Kl + j)
∣∣∣∣∣∣
= max
16l<L
16k6K
1√
KL
∣∣∣∣∣∣
K∑
j=k+1
(e(U(l) + j)− e¯n)
∣∣∣∣∣∣+R(4)n (U),
with |R(i)n (U)| 6 Rn, i = 1, 2, 3, where Rn does not depend on {U(·)} and
Rn = o
(√
log n
)
P − a.s.,
and R(4)n (U) 6 R˜n, where R˜n does not depend on {U(·)} and R˜n = o(1) P − a.s.
If additionally Kd2n = o(1), then Rn = o(1) P − a.s.
Proof. We only prove the first result, the others can be proven similarly. Let m < m̂,
the other case is analogous. By (3.3) we get∣∣∣∣∣∣ max16l<L
16k6K
1√
Kl + 1
∣∣∣∣∣∣
K∑
j=k+1
e∗(Kl + j)
∣∣∣∣∣∣− max16l<L
16k6K
1√
Kl + 1
∣∣∣∣∣∣
K∑
j=k+1
(e(U(l) + j)− e¯n)
∣∣∣∣∣∣
∣∣∣∣∣∣
6 max
16l<L
16k6K
1√
Kl + 1
∣∣∣∣∣
K∑
j=k+1
(
dn
(
1{n>U(l)+k>m} −
n−m
n
)
− d̂n
(
1{n>U(l)+k>bm} − n− m̂n
))∣∣∣∣∣
 max
l,k
1√
Kl + 1
∣∣∣∣∣∣
K∑
j=k+1
(
dn
n−m
n
− d̂nn− m̂
n
)∣∣∣∣∣∣
+ max
l,k
1√
Kl + 1
∣∣∣∣∣∣
K∑
j=k+1
dn1{m<U(l)+k<bm}
∣∣∣∣∣∣
+ max
l,k
1√
Kl + 1
∣∣∣∣∣∣
K∑
j=k+1
|dn − d̂n|1{n>U(l)+k>bm}
∣∣∣∣∣∣
= B1 +B2 +B3,
where by Theorem 2.1 a) and (3.5) we get (note that min(K, |m− m̂|) 6√K|m− m̂|)
B1 
√
K
(
|dn| |m̂−m|
n
+ |dn − d̂n|
)
= O
(√
log n
L
)
= o(1) P − a.s.,
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B2  1√
K
min(K, |m− m̂|) |dn| 6 min
(√
K|dn|,
√
|m− m̂||d2n|
)
= o
(
min
(√
log n,
√
Kdn
))
P − a.s.,
B3 
√
K|dn − d̂n| = O
(√
log n
L
)
= o(1) P − a.s.
This gives the assertion.
Lemma 5.4. Assume that (1.1)-(1.3) with 0 < ϑ < 1 and let (2.1) and (3.5) be fullfilled.
Moreover let assumption (A) be fulfilled for some 0 < δ(2) + ∆(2) < (δ(1) − 2)/2 <
(ν − 4)/2, ∆(1) = ν − 2− δ(1). Then,
a)
1√
log n
max
16j6n
1√
j
∣∣∣∣∣
j∑
i=1
e∗(i)
∣∣∣∣∣ = OP ∗(1) P − a.s.
b) max
16j6n
1√
n
∣∣∣∣∣
j∑
i=1
e∗(i)
∣∣∣∣∣ = OP ∗(1) P − a.s.
c) If moreover d2nK → 0, then
d̂−1n C
1/2 max
16j6bm−C bd−2n
1
m̂− j
∣∣∣∣∣∣
bm∑
i=j+1
(e∗(i)− e¯∗n)
∣∣∣∣∣∣ = OP ∗(1) P − a.s.
Proof. The proof of Lemma 5.2 shows that
E∗
(
1√
K
K∑
k=1
(e(U(0) + k)− e¯n)
)2
= O(1) P − a.s. (5.2)
Analogously we get from the proof of Theorem 3.6.2 and Remark 3.6.4 in Kirch [18] for
some δ > 0
E∗
 max
k=0,...,K−1
∣∣∣∣∣∣ 1√K
K∑
j=k+1
(e(U(0) + j)− e¯n)
∣∣∣∣∣∣
2+δ
 = O(1) P − a.s.
E∗
 1
(log n)1+δ/2
max
16k6K
∣∣∣∣∣∣ 1√k
k∑
j=1
(e(U(0) + j)− e¯n)
∣∣∣∣∣∣
2+δ
 = o(1) P − a.s.
(5.3)
Thus we get by Lemma 5.3 using the Markov resp. Ha´jek -Re´nyi inequalities
P ∗
(
max
j6n
1√
j
∣∣∣∣∣
j∑
i=1
e∗(i)
∣∣∣∣∣ > c√log n
)
 P ∗
(
max
16l<L
1√
Kl + 1
∣∣∣∣∣
l∑
i=0
K∑
k=1
e∗(Ki+ k)
∣∣∣∣∣+ max16k6K 1√k
∣∣∣∣∣
k∑
i=1
(e(U(0) + i)− e¯n)
∣∣∣∣∣
+ max
16l<L
16k6K
1√
Kl + 1
∣∣∣∣∣∣
K∑
j=k+1
(e(U(l) + j)− e¯n)
∣∣∣∣∣∣ > c√log n
)
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 1
log n
L∑
l=1
1
l
var∗
(
1√
K
K∑
k=1
e∗(k)
)
+ E∗
 1
(log n)1+δ/2
max
16k6K
∣∣∣∣∣ 1√k
k∑
i=1
(e(U(0) + i)− e¯n)
∣∣∣∣∣
2+δ

+
1
(log n)1+δ/2
L∑
l=1
1
l1+δ/2
E∗
 max
06k<K
∣∣∣∣∣∣ 1√K
k∑
j=1
(e(U(0) + j)− e¯n)
∣∣∣∣∣∣
2+δ

=
1
K
var∗
(
K∑
k=1
e∗(k)
)
+ o(1) = O(1) P − a.s.,
where the last line follows from Lemma 5.2. This is assertion a), assertion b) is analogous.
Concerning assertion c) we have:
P ∗
d̂−1n C1/2 max
j6bm−C bd−2n
1
m̂− j
∣∣∣∣∣∣
bm∑
i=j+1
(e∗(i)− e¯∗n)
∣∣∣∣∣∣ > c

 P ∗
(
d̂−1n C
1/2|e¯∗n| > c′
)
+ P ∗
d̂−1n C1/2 max
j6bm−C bd−2n
1
m̂− j
∣∣∣∣∣∣
bbm/Kc−1∑
l=dj/Ke
K∑
k=1
e∗(Kl + k)
∣∣∣∣∣∣ > c′

+ P ∗
d̂−1n C1/2 max
Kl+k6bm−C bd−2n
1
m̂− (Kl + k)
∣∣∣∣∣∣
K∑
j=k+1
e∗(Kl + j)
∣∣∣∣∣∣ > c′

+ P ∗
d̂−1n C1/2 max
j6bm−C bd−2n
1
m̂− j
∣∣∣∣∣∣
Kdj/Ke∑
i=j+1
e∗(i)
∣∣∣∣∣∣ > c′

+ P ∗
d̂nC−1/2
∣∣∣∣∣∣
bm∑
j=Kbbm/Kc+1 e
∗(j)
∣∣∣∣∣∣ > c′

= D1 +D2 +D3 +D4 +D5.
The Chebyshev inequality, Lemma 5.2, and the fact that d̂−1n n−1/2 = o(1) P − a.s. yield
D1 = P ∗
(
d̂−1n C
1/2|e¯∗n| > c′
)
 Cd̂−2n n−1
1
K
var∗
(
K∑
i=1
e∗(i)
)
= o(1) P − a.s.
Moreover the Ha´jek -Re´nyi inequality gives (note that
∑bn
j=an
1/j2 = O(1/an))
D2  Cd̂−2n var∗
(
K∑
k=1
e∗(k)
) 1
K2
bbm/Kc−1∑
l=C bd−2n /K+1
1
(l − 1)2 +
d̂2n
CK

 1
K
var∗
(
K∑
i=1
e∗(i)
)
= O(1) P − a.s.
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Since Kd̂2n → 0 and by Lemma 5.3 we get
D3 
(bm−C bd−2n )/K∑
l=1
P ∗
C1/2
d̂n
1
m̂−Kl −K
∣∣∣∣∣∣ max16k6K
K∑
j=k+1
e∗(Kl + j)
∣∣∣∣∣∣ > c′′


(√
Kd̂−1n C
1/2
)2+δ
·
(bm−C bd−2n )/K∑
l=1
1
(m̂−Kl −K)2+δ E
∗
∣∣∣∣∣∣ max16k6K 1√K
K∑
j=k+1
(e(U(0) + j)− e¯n)
∣∣∣∣∣∣
2+δ

(√
Kd̂−1n C
1/2
)2+δ 1
K2+δ
bm/K−2∑
j=C bd−2n /K
1
j2+δ

(
C−1d̂2nK
)δ/2
= o(1) P − a.s.
The arguments for D4 and D5 are analogous and therefore omitted.
Now we are able to prove the result for the local case.
Proof of Theorem 3.1. The proof is very close to the proof of Theorem 3 of Antoch
et al. [4], therefore we will only sketch it.
Taking x > 0, without loss of generality, we have for large enough C > 0
P ∗
(
d̂2n(m̂
∗ − m̂) 6 x
)
=P ∗
(
m̂− Cd̂−2n 6 m̂∗ 6 m̂+ xd̂−2n
)
+ P ∗
(
d̂2n(m̂
∗ − m̂) 6 x, |m̂∗ − m̂| > Cd̂−2n
)
,
and the second term is smaller than
P ∗(m̂∗ < m̂− Cd̂−2n ) + P ∗
(
m̂∗ > m̂+ Cd̂−2n
)
.
Similar to the proof of Theorem 2.1 we will now show that this becomes arbitrarily small
for almost all samples X(1), . . . , X(n). First note that by Theorem 2.1 a) there exists
 > 0 with
0 <  <
m̂
n
< 1−  P − a.s.
We have an analogous decomposition V ∗j = A
∗
j1 + A
∗
j2 + A
∗
j3 + A
∗
j4 + A
∗
j5 as in (5.1),
where we replace m by m̂ and e(·) by e∗(·).
Then, by Lemma 5.4,
max
j6bm−C bd−2n
∣∣∣∣∣A∗j1A∗j5
∣∣∣∣∣ d̂−2n n−1 maxj6n 1j
∣∣∣∣∣
j∑
i=1
e∗(i)
∣∣∣∣∣
2
= OP ∗
(
d̂−2n n
−1 log n
)
= oP ∗(1) P − a.s.,
since d̂−1n n−1/2(log n)1/2 → 0 P − a.s. Similarly we get
max
j6bm−C bd−2n
∣∣∣∣∣A∗j2A∗j5
∣∣∣∣∣ n−1/2d̂−2n maxj6bm−C bd−2n 1m̂− j
∣∣∣∣∣∣
bm∑
i=j+1
(e∗(i)− e¯∗n)
∣∣∣∣∣∣ max16j6n 1√n
∣∣∣∣∣
j∑
i=1
e∗(i)
∣∣∣∣∣
= OP ∗
(
d̂−1n n
−1/2
)
= oP ∗(1) P − a.s.
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max
j6bm−C bd−2n
∣∣∣∣∣A∗j3A∗j5
∣∣∣∣∣ 6 d̂−1n maxj6bm−C bd−2n 1m̂− j
∣∣∣∣∣∣
bm∑
i=j+1
(e∗(i)− e¯∗n)
∣∣∣∣∣∣
= C−1/2OP ∗(1) P − a.s.
max
j6bm−C bd−2n
∣∣∣∣∣A∗j4A∗j5
∣∣∣∣∣ d̂−1n n−1/2 max16j6n 1√n
∣∣∣∣∣
j∑
i=1
e∗(i)
∣∣∣∣∣ = OP ∗(d̂−1n n−1/2)
= oP ∗(1) P − a.s.
This gives as in the proof of Theorem 1 in Antoch et al. [4] (and similar to the proof
of Theorem 2.1) that P ∗(m̂∗ < m̂ − Cd̂−2n ) becomes arbitrarily small P − a.s. Similar
arguments hold true for P ∗(m̂∗ > m̂+ Cd̂−2n ).
So it suffices to consider (C large enough)
P ∗(m̂− Cd̂−2n 6 m̂∗ 6 m̂+ xd̂−2n ) = P ∗
(
max
(j−bm)bd2n∈[−C,x]V
∗
j > max
(j−bm)bd2n 6∈[−C,x]V
∗
j
)
.
For −Cd̂−2n 6 j − m̂ < 0 we get similarly to above
max
−C bd−2n 6j−bm<0 |A
∗
j1| = OP ∗
(
d̂−2n n
−1
)
= oP ∗(1) P − a.s.
max
−C bd−2n 6j−bm<0 |A
∗
j2| = OP ∗
(
d̂−1n n
−1/2(log n)−1/2
)
= oP ∗(1) P − a.s.
max
−C bd−2n 6j−bm<0 |A
∗
j4| = OP ∗
(
d̂−1n n
−1/2
)
= oP ∗(1) P − a.s.
Analogous arguments give the assertion for j > m̂. We can now essentially finish the
proof as in Antoch et al. [4]. Note that P − a.s. we have
V ∗j =

0, j = m̂,
2d̂n
∑bm
i=j+1 e
∗(i)− d̂2n(m̂− j) + oP ∗(1), m̂− Cd̂−2n 6 j < m̂,
−2d̂n
∑j
i=bm+1 e∗(i) + d̂2n(m̂− j) + oP ∗(1), m̂ < j 6 m̂− xd̂−2n ,
A similar argument as in Lemma 5.4 yields
1√
K
max
16k6K
∣∣∣∣∣
K∑
i=k+1
e∗(i)
∣∣∣∣∣ = OP ∗(1) P − a.s.
Thus we get for m̂− Cd̂−2n 6 j < m̂
V ∗j = 2d̂n
√
K
bbm/Kc∑
l=dj/Ke
1√
K
K∑
k=1
e∗(Kl + k)− d̂2n(m̂− j) + oP ∗(1),
and a similar equation in the other case. Consider the process
V˜ ∗n (s) =

0, s = 0,
d̂n
√
K
∑bbm/Kc
l=d(bm−bd−2n sτ2)/Ke 1√τK
∑K
k=1 e
∗(Kl + k) + s/2, s < 0,
−d̂n
∑b(bm+bd−2n τ2s)/Kc
l=d(bm+1)/Ke 1√τK ∑Kk=1 e∗(Kl + k)− s/2, s > 0.
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Asymptotically the maximum of {V ∗j }j is the same as the maximum over {V˜ ∗n (s)}s∈R.
By Lemmas 5.1 and 5.2 the process {V˜ ∗n (s)}s∈R converges P−a.s. to the process {W (s)−
|s|/2 : s ∈ R}. Hence, as L→∞,
P ∗
(
max
(j−bm)bd2n∈[−C,x]V
∗
j > max
(j−bm)bd2n 6∈[−C,x]V
∗
j
)
→ P ∗
(
sup
−C6s6x
(W (s)− |s|/2) > sup
s∈]x,C]
(W (s)− |s|/2)
)
= P ∗
(
−C 6 arg max
s
(W (s)− |s|/2) 6 x
)
P − a.s.
Letting C →∞ yields the desired result.
References
[1] Antoch, J., and Husˇkova´, M. Estimators of changes. In Asymptotics, Nonparamet-
rics, and Time Series, pages 533–578. Marcel Dekker, 1999.
[2] Antoch, J., and Husˇkova´, M. Permutation tests for change point analysis. Statist.
Probab. Lett., 53:37–46, 2001.
[3] Antoch, J., Husˇkova´, M., and Pra´sˇkova´, Z. Effect of dependence on statistics for
determination of change. J. Statist. Plann. Inference, 60:291–310, 1997.
[4] Antoch, J., Husˇkova´, M., and Veraverbeke, N. Change-point problem and bootstrap.
J. Nonparametr. Stat., 5:123–144, 1995.
[5] J. Bai. Least squares estimation of a shift in linear processes. J. Time Ser. Anal.,
15:435–472, 1994.
[6] Berkes, I., Horva´th, L., Kokoszka, P., and Shao, Q.M. Almost sure convergence of
the Bartlett estimator. Period. Math. Hungar., 51:11–25, 2005.
[7] Bhattacharya, P.K., and Brockwell, P.J. The minimum of additive process with
applications to signal estimation storage theory. Z. Wahrsch. verw. Geb., 37:51–57,
1976.
[8] Billingsley, P. Convergence of Probability Measures. Wiley, New York, 1968.
[9] Carlstein, E. The use of subseries values for estimating the variance of a general
statistic from a stationary sequence. Ann. Statist., 14:1171–1179, 1986.
[10] Cso¨rgo˝, M., and Horva´th, L. Limit Theorems in Change-Point Analysis. Wiley,
Chichester, 1997.
[11] Davidson, J. Stochastic limit theory. Oxford University Press, Oxford, 2002.
[12] Doukhan, P. Mixing, Properties and Examples. Springer, New York, 1994.
[13] Du¨mbgen, L. The asymptotic behavior of some nonparametric change-point esti-
mators. Ann. Statist., 19:1471–1495, 1991.
24
References
[14] Ferger, D. Asymptotic distribution theory of change-point estimators and confidence
intervals based on bootstrap approximation. Math. Methods Stat., 3:362–378, 1992.
[15] Ferger, D. Change-point estimators in case of small disorders. J. Statist. Plann.
Inference, 40:33–49, 1992.
[16] Ferger, D. and Stute, W. Convergence of changepoint estimators. Stochastic Pro-
cesses Appl., 42:345–351, 1992.
[17] Husˇkova´, M. Permutation principle and bootstrap in change point analysis. Fields
Inst. Commun., 44:273–291, 2004.
[18] Kirch, C. Resampling Methods for the Change Analysis of Dependent
Data. PhD thesis, Universita¨t zu Ko¨ln, Ko¨ln, 2006. http://kups.ub.uni-
koeln.de/volltexte/2006/1795/.
[19] Kirch, C. Block permutation principles for the change analysis of dependent data.
J. Statist. Plann. Inference, 137:2453–2474, 2007.
[20] Kirch, C. Resampling in the frequency domain of time series to determine critical
values for change-point tests. Statist. Decisions, 2007. Submitted.
[21] Ku¨nsch, H.R. The jackknife and the bootstrap for general stationary observations.
Ann. Statist., 17:1217–1241, 1989.
[22] Politis, D., Romano, J.P., and Wolf, M. Subsampling. Springer, New York, 1999.
[23] Politis, D.N., and Romano, J.P. A circular block-resampling procedure for station-
ary data. In LePage, R. and Billard, L., editors, Exploring the Limits of Bootstrap,
pages 263–270, New York, 1992. Wiley.
[24] Serfling, R.J. Convergence properties of sn under moment restrictions. Ann. Math.
Statist., 41:1235–1248, 1970.
[25] Withers, C.S. Conditions for linear processes to be strong-mixing. Z. Wahrsch.
verw. Geb., 57:477–480, 1981.
[26] Yokoyama, R. Moment bounds for stationary mixing sequences. Z. Wahrsch. verw.
Geb., 52:45–57, 1980.
25
