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ABSTRACT 
Different algorithms, based on Gaussian elimination, for the solution of dense 
linear systems of equations are discussed for a multiprocessor ring. The number of 
processors is assumed not to exceed the problem size. A fairly general model for data 
transfer is proposed, and the algorithms are analyzed with respect to their require- 
ments of arithmetic as well as communication times. 
1. INTRODUCTION 
This paper discusses various algorithms, based on Gaussian elimination, 
for the solution of dense linear systems of equations, 
Ax=b 
on a linearly connected ring of general purpose processors. 
In multiprocessor systems, the total time to perform a sequence of 
computational tasks depends not only on when a task is completed, but also 
on where (i.e., in which processor) it is accomplished. For a particular task it 
is now important in which processor its input data are situated (i.e., how long 
it takes to move them to the requesting processor) and when they are 
available. This in turn implies a great richness in the class of algorithms, in 
terms of the assignments of tasks to processors and the underlying topology of 
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the inter-processor communication network. The algorithms to be presented 
differ in the way the matrix A and the right-hand side vector b are 
distributed among the processors. 
1.1. Overview 
The approach taken here for the development and analysis of algorithms 
acknowledges that times for data communication are not negligible and may 
in fact dominate the times for actual arithmetic. A fairly general communica- 
tion model is proposed, and all algorithms are characterized and compared 
with respect to their requirements for arithmetic as well as communication. 
Following the classical approach, methods for triangular system solution 
are discussed (Section 3) before introducing schemes for Gaussian elimination 
without (Section 4) and with partial pivoting (Section 5). A short summary of 
the main results can be found in Section 6. To begin with, the second part of 
this section presents a summary of the requisite hardware features, based on 
which various ways of transferring data can be devised (Section 2). 
To avoid long nondescriptive formulae the derivation of arithmetic and 
communication times will contain merely high-order terms (in the size iV of 
the matrix and the number k of processors). Furthermore, only a few 
representative methods will be described in detail to illustrate their analysis, 
while others, obvious variations, will be listed in tables. 
Surveys of (general) parallel algorithms for the direct solution of dense 
linear systems of equations appear in [3, 8, lo]. Probably the earliest paper to 
realize that “data movement, rather than arithmetic operations, can be the 
limiting factor in the performance of parallel computers on matrix operations” 
is [2]. There, lower bounds for matrix multiplication and matrix inversion are 
determined for arbitrary processor interconnection schemes where each 
processor can hold one matrix element. In [l], the communication require- 
ments of some numerical methods, such as tridiagonal system solution by 
substructuring, ADI, FFT, and fast Poisson solvers, are analyzed with respect 
to shared-memory multiprocessors and highly parallel non-shared-memory 
MIMD systems. A probabilistic model for predicting iteration time and 
optimal data allocation when solving linear systems via iterative methods is 
presented in [6]. Its application in [7] prompts the conclusion that “a 
broadcast bus architecture can effectively reduce the expected computation 
time for solving sparse linear systems.” 
Gaussian elimination for dense systems on a multiprocessor ring is dis- 
cussed in [9]. Lawrie and Sameh [4] present a technique for solving symmet- 
ric positive definite banded systems, which is a generalization of a method for 
tridiagonal system solution on multiprocessors; it takes advantage of different 
alignment networks for allocating data to the memories of particular 
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processors. However, the analysis in both is based on the assumption that the 
time for transmitting one floating-point number from a processor to its nearest 
neighbor does not exceed the time for an arithmetic operation. 
This paper lays no claim to being either exhaustive or complete. Its 
objective is to compare a variety of algorithms, which are fairly reasonable to 
program and to analyze, for the solution of a single problem on a certain class 
of parallel architectures, thereby leading to a more realistic approach to future 
algorithm development on multiprocessor machines. 
1.2. The Multiprocessor Ring 
The multiprocessor architecture under consideration, depicted in Figure 
1, was introduced in [ 1 l] and consists of 
(1) k linearly connected general-purpose (possibly pipelined) processors, 
each with its own memory (the processors in the ring will be consecutively 
numbered P, through Pk), 
(2) a fast bus connected to all processors, 
(3) local interconnections linking each processor to its two nearest neigh- 
bors (the ring). 
The following assumptions will be made throughout the paper. Using the 
local links, each processor is capable of writing to one neighbor while reading 
from the other. In order to compare the merits of nearest-neighbor communi- 
cation on one hand and broadcasting on the other, an algorithm will make 
Local Link - Broadcast Bus 
FIG. 1. Ring of k = 8 processors. 
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exclusive use of only one of them, but never use a combination of both local 
links and the bus. For purposes of estimating the computation time, processors 
are viewed as working in lockstep, that is, they are able to synchronize 
parallel tasks which ideally would require the same amount of time to 
complete (this assumption is well justified, as the parallel tasks of our 
algorithms are almost identical). Although the architecture proper is not 
necessarily SIMD, the algorithms under consideration are of SIMD type and 
one can consequently regard the stream of instructions as being synchronized. 
Subject to the above assumptions, our model will yield a good estimate for the 
total elapsed time on a general loosely coupled distributed system. 
The bus has a speed of R, words per second, while the local links can 
transfer data at a rate of R, words per second. The inverses of R, and R, 
are denoted by rB and rL, respectively. To be general, each transfer of a data 
packet is associated with a constant startup (setup) time of fig and fiL, 
respectively, which is independent of the size (the number of words) per 
packet. Often, the startup times are (much) larger than the elemental transfer 
times, that is, 
The time to broadcast a packet of size N via the bus is 
while the time to send it from a processor to its neighbor by using the local 
links is 
t T,L=PL+NTL. 
On a single processor, a linear combination of two vectors of length N takes 
time 
tA=y+ Nw, 
where y is the pipe-fill time (it is zero for nonpipelined machines), w the time 
for one scalar operation, and y > w (again, the startup time dominates the 
elemental operation time). 
In the sequel, t,,, denotes the data transfer time for the bus, t,, L refers 
to the one for the local links, and tA stands for the arithmetic time. For any 
algorithm, the sum of its transfer and arithmetic time, t,, * + tA, is simply 
called its computation time. Whenever convenient, the size N of the matrix is 
a multiple of the number of processors k. 
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With regard to algorithms for the solution of dense linear systems, it will 
be shown that the two modes of data transfer, broadcasting and pipelined 
data transfer via nearest-neighbor connections, do not result in obviously 
different computation times, provided the number of processors is not too 
large. Even though the expressions for the computation times differ in the 
number of startups, they contain data transfer times only as coefficients of 
low-order terms in N, the order of the matrix. Hence data communication has 
asymptotically no influence on the high-order terms which are relevant for the 
overall time estimate. 
For this reason, we will consider algorithms where communication is not 
overlapped with computation. In fact, most outer loops of the proposed 
methods consist of a parallel communication task followed (or preceded) by a 
parallel computation task, and as a result no processor performs computations 
while data transfers are taking place. Moreover, most of our methods require 
broadcast-type data transfers so that after a short startup time all communica- 
tion links are active during the data transfer phase of the loop. In case the 
processors are not provided with I/O coprocessors, the arithmetic units are 
idle while I/O (broadcasting or nearest-neighbor communication) takes place. 
2. DATA TRANSFERS 
In this section we consider different ways of transferring data among 
processors which are important in subsequent computational algorithms. We 
assume that a vector can be divided up into “packets” of arbitrary size 
(subject to the vector length, of course). 
As mentioned in the previous section, it takes time 
t T,B=PB+% 
to broadcast a vector of length N from one processor to all others using the 
broadcast bus. Consequently, the time to broadcast a vector is independent of 
the number of destination processors. 
An alternative method consists of using only the local links between the 
processors and pipelining the data transfers: while sending one packet to its 
successor, a processor receives the next packet from its predecessor. Thus, if 
processor P, is to send its data to all other processors, then in step 1 the first 
packet is sent from Pi to Pz. In step j, the first packet is sent from Pi to Pi+, 
while the second packet follows up from Pj _ I to Pj, etc. 
If the vector is partitioned into Y packets of equal size, then the process 
will terminate after k + v - 2 steps, when the last packet has reached P,. 
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With regard to high-order terms in k and Y, the total time comes to 
(2.1) 
The above equation indicates that for large enough v the time required for 
transferring a vector of length N is proportional to NrL. However, the larger 
v, the larger the cost of the setup times will be. 
Another possibility is to have P, send its data “both ways round” so that 
processors to the left and right of P, will receive them at the same time. The 
resulting data transfer time comes to 
tT,,=(+k+~)&+(+k+v)~~L, 
V 
which is at most twice as fast as the one in (2.1) when data are sent to all k 
processors. If data must be sent to fewer than k - 1 processors, this scheme 
becomes more complicated. To achieve optimality, vectors might need to be 
partitioned into packets of two different sizes, one for the left path and one 
for the right path, in case the number of processors to be reached to the right 
and left of P, are different. Since the difference is only a factor of two, we 
prefer to restrict ourselves to the simpler scheme of “one-way data flow.” 
From Equation (2.1) one observes that an optimal value for v exists and is 
given by 
V 
opt 
= q J-- L 
for which the optimal time becomes 
t r,L,opt(N) =NIL + WL +2@5%. 
=($K.+mL)“. 
Observe that 1~ v < N, so that the formula (2.2) is valid only when 
(2.2) 
(2.3) 
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Otherwise, the optimal time simply becomes 
t ,,L,,,(N)Z(k+N)(pL+71,) if p+ 
L 
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and 
t T,L,optw) = WL + N7,) if 
N PL 
-->N2. 
k 71, 
For example, assume that k processors with transmission time rL and a 
problem of size N are given. If, with increasing setup time for data transmis- 
sion, the transfer time is to remain optimal, the number of packets must 
decrease (while their size increases), so that a smaller number of setup times is 
required. Yet, if the elemental transmission and setup times are of the same 
order of magnitude, then the packets should each be of size JNIk. We will 
sometimes make use of the double inequality 
NrL + ML G tT,L,opt (N)a(NT,+k&). (2.4) 
Note that the upper bound corresponds to choosing the nonoptimal value 
v = k. 
Sending a vector to processors that are at a distance not exceeding x < k 
changes the optimal value of v to 
V opt = 
/-- 
I;NZ 
PI. 
and the corresponding time to 
tT,L,opt(N) = (6 + dK_p,)‘. (2.5) 
Obviously, it does not pay to divide a vector into packets when using the 
broadcast bus. 
In case a vector v is “uniformly” distributed over the k processors so that 
the subvector vi of length N/k resides in processor Pi, an important 
operation is @ vi, the direct sum of the blocks vi,. . ., vk, which makes the 
full vector v available in each processor. This obviously requires no compu- 
tation but only data transfers. 
212 I. C. F. IPSEN, Y. SAAD, AND M. H. SCHULTZ 
Using the bus, it is possible to broadcast each oi, one after the other, to all 
the processors, which requires time 
When employing the local links, the subvectors are “rotated” in a 
roundabout fashion: in step 1 we simultaneously send ui from I’, to Ps, os 
from Pz to P3, etc., and finally ok from P, to P,; generally, in step i, we 
transmit ui from Pi to Pj+l, u2 from Pj+l to Pj+2, and vk from Pj_l to Pj 
(the indices should be taken modulo k). After k of the above steps vi has 
encountered each processor. Hence the whole process requires time 
(2.6) 
Consequently, the number of setup times and elemental transfer times is the 
same for bus and local links. 
3. SOLUTION OF TRIANGULAR SYSTEMS 
In sequential machines, a general dense linear system 
Ax=b, 
where A is a real N x N matrix, is efficiently solved by first reducing it to 
triangular form via Gaussian elimination and then solving the resulting 
triangular system. The same approach will be used for a parallel implementa- 
tion on the multiprocessor ring. As is classically done, we will start by 
considering the solution of triangular systems. 
3.1. Partitioning the Matrix into Blocks of Contiguous Rows 
Consider the upper triangular system 
Ux=b, (3.1) 
where U is an upper triangular matrix of size N X N. The simplest idea that 
comes to mind for the solution of such a system on a parallel machine is to 
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FIG. 2. Block-row partitioning of a triangular system. 
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FIG. 3. Sketch of Algorithm TRB for k = 8. 
partition the rows of U into k blocks, each consisting of N/k rows, and to 
store each block in a processor, as shown in Figure 2. Recall that the 
processors are numbered consecutively I’, through Pk. 
Let processor Pi hold rows (i - l)(N/k) + 1 to i( N/k) of U, the corre- 
sponding block bi of the right-hand side vector b, and the block xi of the 
solution vector x. Accordingly, denote by Vi j the N/k x N/k block matrix in 
position (i, j) of the matrix U. The algorithm TRB (triangular system solution 
with block rows) to solve (3.1) is shown below; proceeding from bottom to the 
top of the matrix, processor Pi solves the N/k x N/k triangular system whose 
coefficient matrix is the ith diagonal block Uii, i = k, k - 1,. . . , 1. The solution 
vector xi is then sent to the processors to the left of Pi, which perform the 
corresponding matrix-vector multiplications with xi. 
Figure 3 graphically illustrates the algorithm; entries in the matrix U 
denote the time steps when the corresponding block matrix qj is processed. 
ALGORITHM TRB (Triangular system solution with block rows). 
1. Solve in Pk 
U,,r, = b,. 
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2. For i = k - 1, k - 2,. . . , 1 do 
(a) Send xi+i from Piti to Pi,Pi_,,... P, 
(b) For j = 1,2,. . . , i do in Pi 
bi:= bi - t~~,~+~x~+~. (3.2) 
(c) Solve in P, 
v,,x, = bi. (3.3) 
At each step i of Algorithm TRB a vector of length N/k must be 
transferred from Pi + 1 to Pi, Pi _ i, . . . , P,, which, according to (2.4) and (2.5), 
requires time 
using the local links, and 
(3.4) 
(3.5) 
using the broadcast bus. Summing up over steps i = k - 1, k - 2,. . . , 1 yields 
the total times required for data communication: 
t T, L = NrL + ;fiL + Sk/w 
< 2NrI> + k2,8, (3.6) 
and 
t,, B = NrB + k&g, (3.7) 
where the approximations 
k-l k2 k-l 
= 2’ 
iz- c fi z $ka/2 (3.8) 
i=l i=l 
have been employed, which are valid only when k is sufficiently large. 
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Now consider the time spent doing arithmetic. At step i in (3.2) each 
active processor computes a component of the new vector bj in N/k 
pipelined operations which takes time 
summing this over N/k results in time 
Solving the triangular system in (3.3), 
Rx= f, 
on a pipelined machine requires time 
(3.9) 
(3.10) 
because xi, 16 i -C N/k, is obtained by 
and 
f N/k 
xN,k = - ) 
‘N/k 
where the indices are relative to the subblock. The factor in parentheses 
constitutes an inner product and can be performed in time (N/k - i - 1)~ + y. 
The division is incorporated into the pipelining of the inner product, so that 
there is no need for an additional startup time. However, for some machines 
(the FPS-164, for instance) this may have to be revised, as divisions are 
significantly more expensive than additions or multiplications. Summing (3.9) 
and (3.10) over k - 1 steps gives as high-order terms for the arithmetic time 
2 
1,=2Ny+;;o. (3.11) 
216 I. C. F. IPSEN, Y. SAAD, AND M. H. SCHULTZ 
P, P2 P3 . . P3 
FIG. 4. Sketch of Algorithm TCB for k = 8 
3.2. Partitioning the Matrix into Blocks of Contiguous Columns 
In a block column-oriented partitioning scheme each of the k processors 
contains N/k adjacent columns, that is, processor Pi contains columns 
(i - l)(N/k) + 1 to i(N/k) of U, as well as b,, where Uij is again the 
(N/k) x (N/k) block matrix at position (i, j) of U. Although this algorithm 
will turn out to be the most inefficient one presented in this paper, it is 
described on account of its simplicity and in order to better illustrate related 
improved versions. 
During each step, a triangular subsystem of order N/k X N/k is solved, 
whereafter all matrix-vector products yij = Uijx j for the next higher block 
row are performed in paraZZeZ, and the partial sums yij are sent to the 
processor responsible for the subsequent triangular system solution. Algorithm 
TCB (triangular system solution with block columns) is graphically sketched 
in Figure 4, where the entry for Uij contains the time step at which it 
participates in a computation. The algorithm is formulated for data transfers 
involving the local links; the modifications for the bus are obvious. 
ALGORITHM TCB (Triangular system solution with block columns). 
1. Solve in P, 
U,,x, = b,. 
2. Fori=k-l,k-2 ,..., ldo 
(a) For j = k, k - 1,. . . , i + 1 do in Pj 
yij := uijxj. (3.12) 
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(b) For j = k, k - 1,. . . , i + 1 do 
{Comment: Every processor sends to its left neighbor the block yi,* 
it just received from its right neighbor.} 
In Processor P,,Z=i+l,..., j send yi,l+k_j to P,_, 
(c) Solve in Pi 
k 
Uiixi=bi- c yij. 
j=i+l 
(3.13) 
Observe that the solution-vector parts xi are never transmitted; only the 
matrix-vector products yi,l+k _ j are. The communication time with the local 
links for 2(b) in step i comes to 
since all yij can be sent at the same time via the local links. For k - 1 steps 
this makes 
tT.L = +k2PL + $cNrL. (3.14) 
Because diffwent vectors yij must be sent to one processor Pi at the same 
time, broadcasting bears no advantage over the local links and 
The arithmetic time can easily be determined by observing that in each 
step the matrix-vector multiplications which are all done in parallel are 
followed by k - i + 1 summations of vectors of length N/k and a subsequent 
triangular system solution in (3.13). Hence, from (3.9) and (3.10) the time per 
step is 
1 N2 
+2F~+Fy, 
and the total for k steps is given by 
tA = (2N+;k2)~+(;~+$Vkjw. 
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However, compared to Algorithm TRB, the communication time of TCB 
is worse by a factor of k. The reason is that the k - i matrix-vector 
multiplications in (3.12) of step i are all executed in parallel, and completed 
at the same time. Consequently, in step 2(b) k - i - 1 vectors are sent to one 
processor, which can only receive them in sequence. 
In contrast with TRB, the vector additions in 2(c) cannot be performed 
in parallel, and hence their computation time is increased by a factor of k. It 
would seem that this time could be improved by performing summations in a 
“tree like” fashion, since more computations and transfers could be done 
simultaneously. In that case, however, the distances to the destination 
processors would increase, to as much as k/2 for the last summation. The 
fastest way might be, for a given i, to compute the first f, [A Q log(k - i)] 
summations in a treelike fashion and then to send the partial sums and the 
remaining log( k - i)- & vectors to one processor for the computation of the 
final sum. 
3.3. Partitioning the Matrix into Blocks of Contiguous Columns: 
A Second Approach 
In Algorithm TCB all processors are waiting for the solution of the 
triangular system with coefficient matrix Uii, so that all matrix-vector prod- 
ucts of one block row can be computed in parallel. However, in this second 
version of the column-oriented method, Algorithm TCBG (greedy triangular 
system solution with block columns), which might be regarded as a “greedy 
method,” each processor performs its matrix-vector multiplications as soon as 
the necessary data (corresponding blocks of the solution vector) are available. 
This leads to the scheme illustrated in Figure 5, where the numbers within 
each block indicate the sequence of operations. Again, processor Pi comprises 
columns (i - l)(N/k) to i(N/k) of U. 
Note that sequencing the tasks based on the availability of the operands 
does not mean that this algorithm is a data-flow algorithm. It could clearly be 
PI Pz P3. . P* 
FIG. 5. Sketch of Algorithm TCBG for k = 8. 
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implemented in a data flow fashion, but our complexity analysis would not be 
valid without the original assumption of synchronization of the outer loops. In 
Figure 5 this means, for example, that none of the tasks whose number is 7 
will be carried out before all the tasks numbered 6 are completed. 
The first step of the method consists of solving the triangular system 
U,,x, = b,. Once xk is computed, processor Pk performs the multiplication 
u k ~ i, k~k and subtracts the result from b, _ 1. It passes on this transformed 
part of the right-hand side to processor Pk _ 1, which uses it to obtain xk _ 1 by 
solving the triangular system involving U, ~ l,k _ i. Meanwhile, processor Pk 
prepares for the coming steps and computes U,_ 2,k~k, which it then sub- 
tracts from b, _ 2. In general, processor Pi solves the triangular system with 
coefficient matrix Vii while processors Pi+ 1 . . . , Pk perform a matrix-vector 
multiplication involving previously computed parts of the solution vector. The 
product is subtracted from the corresponding part of the right-hand side, and 
the result is sent to the processor on the left. 
There are 2k - 1 steps in Algorithm TCBG; when i is odd, step i, 
i = 1,2,..., 2k - 1, consists of a matrix-vector multiplication overlapped with a 
triangular system solution, which in turn is followed by the simultaneous 
transfer (via the local links) of a vector of length N/k from at most k/2 
processors to their left neighbors (when i is even, no triangular system 
solution occurs). Since this communication takes place only between pairs of 
processors, the vector is not divided into packets of smaller size and the 
number of startup times is reduced by more than a factor of k compared to 
TRB and TCB. After 2k - 1 steps the time for data communication is about 
In the case of broadcasting, simultaneous transfer is no longer possible and 
the upper bound per step increases to 
bringing the total time for data exchange to 
which, as expected, exceeds by a factor of k the communication time 
involving local links. 
The communication time in TCBG with local links is superior by a factor 
of k to the one in TCB given by (3.14). As for broadcasting, TRB is the 
preferred scheme. Hence, the row-oriented scheme would benefit from broad- 
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casting while the column-oriented scheme would be better off with data 
exchange on the local links. 
For the arithmetic operation time, note that in contrast to TCB, 
matrix-vector multiplications and linear system solutions are overlapped. As 
the processors are assumed to work in lockstep and a matrix-vector multiplica- 
tion needs twice the amount of time of a triangular-system solution of the 
same size, the arithmeticoperation count is proportional to 
which is 
no more 
N2 
tA = 27 +2Ny, (3.15) 
larger than the one for TRB or TCB. In fact, as is seen in Figure 5, 
than half the processors are ever active simultaneously. 
3.4. Partitioning a Diagonal-Diagonal-B&k Matrix into Contiguous Blocks 
of Rows or Columns 
The solution of the triangular systems in TRB and TCB can be avoided 
and the arithmetic time reduced by about 50% when the diagonal blocks of U 
are N/k X N/k diagonal matrices. Such matrices are referred to as diagonal- 
diagonal-block (DDB) matrices. The communication times remain the same, 
while the arithmetic time for TRB is reduced to 
and for TCB to 
N2 
tA ---w+Ny, k 
(3.16) 
tA=(;+;Nk)w+(N+;k2)y. 
Note that the computation time is not diminished when TCBG is applied to a 
DDB matrix, because the simultaneous matrix-vector multiplications conceal 
the improvement in the triangular-system solution. 
3.5. Scattering the Rows of the Matrix 
The previous algorithm is not efficient with regard to arithmetic, since 
many processors are idle during an important part of the process. A remedy is 
to simply scatter the rows of the matrix U across the processors in a cyclic 
way so that the work is divided more evenly and processors become idle only 
during the last k steps (this is termed ‘torus wrap’ in [5]). Clearly, one can 
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FIG. 6. Scattering the rows of a triangular system for k = 4. 
expect the communication time to increase somewhat, while the arithmetic 
time should decrease. 
Let the rows of U be scattered in such a way that Pi contains rows 
i,i+k,i+2k ,..., i + (N/k - l)k. This time the matrix U is divided up into 
blocks of size k each (separated by bold lines in Figure 6) instead of N/k as 
in Section 3.1. Let b,, b, ,..., b,, and xi, xs,.. ., x~,~ be the blocks of the 
right-hand side b and the solution x, respectively, corresponding to the above 
partitioning. After all processors have participated in the triangular-system 
solution, they perform matrix-vector multiplications with the newly found 
part of the solution vector which each of them contains. Algorithm TRB is 
modified as follows. 
ALGORITHM TRS (Triangular system solution with scattered rows) 
1. Solve 
N 
Q,n,x, = b,, where m=--. k 
2. For i=(N/k)-l,(N/k)-2 ,..., 1 do 
(a) For j = 1,2,...,i do 
bi:= bj - Uj,i+l~i+l. (3.17) 
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(b) Solve 
u,,x, = b,. (3.18) 
There are two main tasks in the loop of the above algorithm: solving the 
k x k triangular systems (3.18) and performing the matrix-vector multiplica- 
tions (3.17). 
During the triangular-system solution each row of the matrix Uii is 
contained in a different processor. Therefore, one can use the results of 
Section 3.1 with N = k, i.e., N/k = 1. Observe that it is most efficient to send 
each newly found element of the solution vector directly to all other processors. 
However, since only one scalar at a time is transmitted, the data transfer time 
comes to k( 7L + pL) for the local links; for each triangular system the transfer 
time is 
k2h + Pd. 
Since broadcasting does not depend on the number of processors being 
addressed, the solution of (3.18) requires a number of data movements 
proportional to 
k(TB + Pd. 
For N/k linear systems the communication cost is thus 
t,,, = W% + PLJ (3.19) 
and 
t m=Nh+Pd. (3.20) 
After the solution of the system (3.18) each processor contains all known 
elements of the solution vector. In contrast to the previous schemes TRB, 
TCB, and TCBG, which partition the matrix into contiguous parts, the 
coefficient of the startup times j3 in the scattering scheme grows with the 
problem size (for broadcast bus as well as local links). 
The arithmetic time for the solution of a k X k triangular system is 
2 k( y f o ), resulting in a total of approximately 
2N(y + 0). (3.21) 
The factor of two in (3.21) takes into account that we assume no overlapping 
of a multiplication and a subsequent division in scalar arithmetic. 
DENSE LINEAR SYSTEMS 223 
Once the vector xi + 1 is determined in all processors, each processor forms 
the inner product of its row of U with xi+r and subtracts the results from its 
component of bj in time y + kw, j = 1,2,. . . , i. Hence the arithmetic time in 
step i of Algorithm TRS is i(v + ko), and the total over all steps in (3.17) 
comes to 
Adding (3.22) and (3.21) results in an arithmetic time of 
(3.22) 
On one hand the coefficient for the elemental operation time w in 
Algorithm TRS is the smallest in comparison with TRB, TCB, and TCBG. On 
the other hand, the coefficient for the pipefill time y is increased by N2/k2, 
which makes the contribution of y in TRS always larger than in the other 
schemes. 
3.6. Scattering the Rows of a Diagonal-Diagonal-Block Matrix 
Scattering the rows of a DDB matrix decreases both the arithmetic and 
the communication times. For each of the N/k steps, the time (3.21) can now 
be subtracted from the total arithmetic time, yielding 
1 N2 1 N2 
t”=gk 2ks --0+----y. (3.24) 
Since no triangular system has to be solved, each processor contains exactly 
one element of the vector rifl in (3.18). Yet, prior to performing the 
operations in (3.17) the entire vector xi+ r must be made available in all 
processors. Thus, a direct sum of k “vectors” of length one, as described in 
Section 2, must be performed. From (2.6), the transfer time for operations 
(3.17) is therefore k(TL + pL) per step on the local links. For all N/k steps 
this makes 
t,,, = NrL + NpL. (3.25) 
For the broadcast bus, the time is obviously similar, 
t,,, = NrB + NPB. 
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FIG. 7. Block diagonal scattering of a triangular system for k = 8. 
This algorithm and Algorithm TRS with the broadcast bus are the only 
ones not to show an increase in either communication or arithmetic times as k 
increases. Among the methods discussed so far, the contribution of the 
elemental operation time w in the DDB scattering scheme is the smallest, 
while that of the pipe-fill time y is the largest when k < m. 
3.7. Partitioning the Matrix into Block Diagonals 
Scattering of block diagonals instead of rows or columns will be consid- 
ered in this section. The matrix is partitioned into blocks of size N/k X N/k. 
As before, Uii represents the block matrix in position (i, j) of U. The matrix is 
scattered so that processor Pk _ i contains block superdiagonal i of U, i = 
0 ,. . . , k - 1; in particular, the main block diagonal (superdiagonal 0) is 
contained in P,. 
Formally, P, _ i contains block matrices Uj, j+ ir j = 1,2,. . . , k - i. This 
scheme is described in Figure 7, where the matrix entries denote the 
processor in which the corresponding block matrix is contained. Initially, 
corresponding elements of the right-hand side b and the last column of U 
reside in the same processors. The triangular system can then be solved with 
Algorithm TDB below. 
ALGORITHM TDB (Triangular system solution with diagonal blocks). 
1. Solve in P, 
U,,x, = b,. 
2. Fori=k-l,k-2 ,..., ldo 
(a) Send xi+i from P, to Pk_1,Pk_2,...,Pk~i. 
(b) For j = k - i, k - i + 1,. . . k - 1 do in Pi (qjk = bj) 
(3.26) 
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(c) For j = 1,2,...i do in Pj 
Send t~~+i,~ to Pj+l. 
(d) Solve 
&Xi = yk,i. (3.27) 
At each iteration in the above algorithm the following has to be done: 
(1) In step 2(a), transferring the vector xi+ 1 from processor Pk, where it 
has just been computed, to i other processors, in time 
using the local links. However, this expression can be simplified by using the 
upper bound 
derived from (2.4) which corresponds to splitting the data into a nonoptimal 
number of packets. Using the broadcast bus, the transfer time is just 
(2) In step 2(b), N/k matrix-vector multiplications of length N/k, in 
time 
(3) In step 2(c), sending the result of step 2(b) from one processor to its 
neighbor via the local links, in time 
This is done simultaneously for all processors, but must be sequenced when 
using the bus: 
N 
i/le + i-r,. 
k 
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(4) Solving the system (3.27), in time 
Hence, the communication and arithmetic times for Algorithm TDB are 
t,,, = 3NrL + k2&, 
tT, B = ;kNr, + $k2PB, 
3 N2 
tA 
= ---w +2Ny. 
2 k 
The arithmetic and local link communication times are comparable to those of 
the block-row algorithm TRB, while the broadcast transfer time is the same as 
for the block-column algorithm TCB. 
Analogously to the other block schemes, for a DDB matrix only the 
arithmetic time is reduced, to 
N2 
tA =--w+Ny. k 
3.8. Summary 
The complexity bounds for the various algorithms considered in this 
section are summarized in Table 1. One might be tempted to believe that a 
simple look at the table would reveal an optimal algorithm. Although in the 
purely sequential case it is a perfectly reasonable strategy to seek the fastest 
method for a given problem, the situation in the parallel context is more 
subtle. Simply contemplate the complexity of our table: beside the problem 
size N, the time estimates for algorithms on a multiprocessor ring involve five 
additional parameters, k, w, y, 7, and p. Changing any of these parameters 
can improve or worsen the speed of a method; in particular, the best method 
for a specific choice of parameters might be most unsuitable for a different 
parameter set. This increase in complexity is due to the “higher dimensional- 
ity” of the hardware: apart from the arithmetic speed o, one has to take into 
account not only the pipe-fill time y and the number of processors k relative 
to the problem size N, but also the communication speed governed by /J 
and r. 
It is therefore suggested to interpret the table by considering the coeffi- 
cients of the various parameters separately. When dealing with a small 
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TABLE 1 
COMPUTATION TIMES FOR SEVERAL TRIANGULAR-SYSTEM SOLUTION ALGORITHMS 
- 
Method 
TRB 
TCB 
TDB 
t.4 tT, I. tT, B - 
NTB + 4 
kN k2 
-TR + -l&s 
2 2 
kN k2 
p + ,PB 
TRB/DDB $ + Ny 2N7,. + k2&. 
TCB/DDB (;+++(;+N)y ;q,+$& 
TDB/DDB ; w + Ny 3N7, + k”&. 
TRS ($iZN)w+($+BN)y kN~,,+Idvp,, 
TCS (T+kN)~+i$+2N)y kNTIa+Np,, 
TRS/DDB 2 w + $ y N~I. + NP,. 
TCS/DDB (;+kNjw+(;+N)y kN~,,tN/3,, 
2N2 
TRBG k~ +2Ny NT,. + 6. 
NTB + k&s 
kN k2 
yp + -yj-Pi3 
kN k2 
-rB +--PB 2 2 
NTB + NPB 
kNrB •t N& 
NT, + NPB 
kNr, + NBR 
NTB + @B 
TCBG 
2N2 
k~ +2Ny 2N7,. + 2% kNr, + k2pB 
number of processors connected via a broadcast bus, for instance, Algorithm 
TRB has a communication startup on the order of kfiB while Algorithm TRS 
has one proportional to NPs. If the startup time /3s dominates all other 
hardware parameters by a large margin, Algorithm TRB is certainly the 
method of choice. We conclude this section by listing a few observations from 
the table. 
(1) When the number of processors, k, is much smaller than N, com- 
munication times are of lower order than arithmetic times. 
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(2) In general, the scattered schemes seem to show better arithmetic than 
communication performance. This is because fewer processors are idle than in 
block methods, which in turn results in increased data transfers. 
(3) Broadcasting, it appears, is best done with row-oriented schemes 
and/or “greedy” methods. For a small number of processors TRBG and 
TCBG, and otherwise TRS/DDB, are to be preferred. 
(4) Communication on local links is fastest with row-oriented schemes 
such as TRB/DDB and TRB, as well as with the diagonal-block method TDB. 
For a large number of processors, k = N, the row scattering schemes also 
perform well. 
(5) The merit of an algorithm regarding arithmetic depends very much on 
the relation of pipe-fill times to elemental operation times and the number of 
processors. For example, for nonpipelined machines the row scattering scheme, 
TRS/DDB, seems to be most appealing. For large pipe-fill times and a small 
number of processors the block DDB methods look attractive. 
(6) The block schemes might be better suited for pipelined machines than 
the scattering schemes, since their coefficients for pipe-fill times are lower. 
(7) DDB matrices do not improve the performance of greedy methods, 
TRBG and TCBG, since simultaneous matrix-vector multiplications conceal 
the improvement in triangular-system solution. 
(8) Disappointingly, the diagonal-block scheme, TDB, did not deliver the 
expected compromise between block schemes (faster communication) and 
scattering schemes (faster arithmetic). 
To summarize, for fast solution of triangular systems on a multiprocessor 
ring, row-oriented methods seem to be superior to column-oriented ones. In 
particular, when communicating on local links the block-row DDB method, 
TRB/DDB, and also TDB/DDB, are recommended; if the number of 
processors is proportional to N, then the row scattering algorithms, TRS and 
TRS/DDB, should also be considered. A row-oriented scheme, TRS/DDB, or 
greedy scheme, TRBG or TCBG, should be chosen when data transfer is done 
via broadcasting. 
4. GAUSSIAN ELIMINATION 
In this section we describe parallel implementations of Gaussian elimina- 
tion on a dense N x N matrix A for solving the linear system 
Ax=b. (4-l) 
It is assumed that no pivoting is required. The issue of pivoting will be 
discussed in the Section 5. 
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4.1. Partitioning the Matrix into Blocks of Contiguous Rows 
The simplest way to implement Gaussian elimination is to divide the 
matrix A into k blocks of N/k rows each and assign one block to each 
processor as in Section 3.1. Let processor Pi hold rows (i - l)( N/k) + 1 to 
i( N/ k) of A and the corresponding components of the right-hand side vector 
b; see Figure 8. 
If at the jth step row j is stored in Pi, then, in order to effect the 
appropriate eliminations, it must be sent to Pi + 1,. . . , Pk. Section 2 showed 
that the use of local links for the transfer of a row of length N - j to i = k - i 
processors requires time proportional to 
where 5 depends on j via 
This yields an approximate communication time for step j of 
(N- j)(&+g)2. 
After summation from j = 1 to N - 1, one has 
A b 
Processor PI (Idle) 
Processor PZ (Idle) 
Processor Pa (Active) 
Processor Pd (Active) 
Processor Pk (Active) 
FIG. 8. Gaussian elimination on a block-row partitioned matrix. 
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which can be written as 
with 
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tT,L 
k PL 
(y= --. J N TL 
(4.2) 
(4.3) 
Using the bus to broadcast a row of length N - j to an arbitrary number 
of processors requires time 
and therefore the total communication time on the bus is given by 
t,,, = NpB + ;N2rB. 
To determine the arithmetic time, we note that at step j a processor 
performs at most N/k eliminations, which takes time 
and summing over N - 1 steps, 
N3 N2 
tA=2kW+kY* (4.4) 
The startup-time coefficient y in the above formula is divided by k because 
all active processors simultaneously eliminate (at most) N/k elements per 
column by computing linear combinations of rows of length N - j. 
4.2. Partitioning the Matrix into Blocks of Contiguous Columns 
Similarly, if the matrix is divided up into blocks of contiguous columns, 
then Pi contains columns (i - l)(N/k) to i( N/k) of A. For simplicity, the 
vector b is considered to be another column of A and hence stored in P,. At 
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step j, column j, which contains the multipliers and is located in Pi, must be 
transmitted to Pi + r, . . . , Pk. This consumes roughly the same amount of 
communication time as for the block-row partitioning, given by (4.2) and 
(4.3). The arithmetic operations during step j take time 
as each processor forms N - j linear combinations of rows of length N/k. 
The total time for arithmetic operations comes to 
1 N3 
tA”z k --w + ;N2y. 
Unlike in (4.4), the startup time is not reduced by k, since the number of 
elements per column each processor has to eliminate is independent of k. 
Recall that on a sequential machine the time for Gaussian elimination is 
proportional to jN3ti. In the preceding schemes, use of k processors does not 
speed up the computation by a factor of k, no matter how fast the communi- 
cation, because processors are often idle. There are several ways of improving 
the efficiency of these algorithms. One could keep processors active by having 
them continue the elimination on rows above the pivot row instead of 
remaining inactive; this is the Gauss-Jordan method, to be discussed later. An 
alternative is scattering rows or columns across processors, as was done 
already for the solution of triangular systems. 
4.3. Scattering the Rows and Columns of a Matrix 
As in Section 3.5, the matrix A is partitioned into blocks of k rows or 
columns. However, now the processors do not contain blocks of contiguous 
rows or columns, but the rows (or columns) are scattered “cyclically” across 
processors P,, . . . , Pk. This scheme will be referred to as scattered Gaussian 
elimination. 
An example of row scattering is depicted in Figure 9. At step j, the pivot 
row must be available to all processors for purposes of elimination. Sending a 
row of length N - j to all processors (see Section 2) takes time 
Summing this expression for j = 1,2,. . . , N - 1 and using the approximations 
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A b 
Processor PI 
Processor fi 
Processor P3 
Processor P4 
Processor PI 
Processor Pz 
Processor 9 
Processor P, 
FIG. 9. Gaussian elimination with scattered rows for k = 4. 
(3.Q the total communication time comes to approximately 
where (Y is defined by (4.3). 
As for arithmetic, there are N - j elements to be eliminated during step j, 
and since the rows are scattered across the k processors, each processor 
performs about [(N- j)/kl li near combinations at the cost of y + (N - j)w 
each. Therefore, step j consumes time 
I 1 y (y+(N-j)o]. 
Using the approximation 
W-j) _ 
k 
and summing over j, this yields 
(4.6) 
1 N3 1 N2 
tA = - 
3 k -W+2kY. (4.7) 
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Observe that, as before, the startup time is reduced by a factor of k, and that 
the above formula is only valid for k -=K N, because the approximation (4.6) 
was used. 
Scattering the columns of the matrix across the processors does not 
change the communication time (4.5). Analogous to (4.7), the arithmetic time 
is 
N3 N2 
f”“~Wfyp 
where the startup times are independent of k. 
The communication time for scattered partitioning is always larger than 
that of the “contiguous” version in Section 4.1. For large (Y, it is roughly twice 
as big, while for small (Y the two times are comparable. Furthermore, 
scattering results in an arithmetic time consistent with the sequential case, 
that is, for k = 1 the arithmetic time reduces to that of the sequential 
evaluation. 
4.4. Reduction to a DDB Scattered Matrix 
As mentioned in Sections 3.4 and 3.6, there are advantages to having 
diagonal matrices in block positions (i, i) of the upper triangular matrix U. 
Such DDB matrices can be obtained in the same (parallel) time as regular 
upper triangular systems, by simply utilizing the idle processors. The result is 
a triangular system whose solution requires less communication and startup 
times; see Sections 3.4 and 3.6. 
4.5. Partitioning the Matrix into Block Diagonals 
Now consider a scheme which leads to the diagonal scattering of Section 
3.7 by partitioning the matrix A into square blocks of size m X m each, 
where m = N/k. Again, Aij represents the block matrix in position (i, j) of 
A. The elements are scattered so that block Ai, j belongs to the processor 
numbered 1 + [(i - j)mod k], 16 i, j < k. The above scheme is illustrated in 
Figure 10, where a matrix entry denotes the processor to which the corre- 
sponding block matrix is assigned. The right-hand side b constitutes an 
additional column of A and is distributed accordingly among the processors. 
Since any two contiguous blocks of A belong to neighboring processors, 
scattering schemes permit easy overlapping of data transfers across local links. 
At each step j of Gaussian elimination, all processors holding a piece of 
the pivot row (of size m = N/k) simultaneously communicate their piece to 
the processors beneath them. Because of the way the matrix is distributed, 
only transfers from processor Pi to processor PrCi _ ljmodkl are necessary. 
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FIG. 10. Block-diagonal scattering of a linear system across eight processors. 
These transfers are repeated until each piece reaches the processor holding 
the corresponding piece of the last block-row, which requires exactly 
KN- j)/ml t ransfers. Hence, the time for transmitting the jth row is 
approximately 
N-j 
m ( 
N-j 
mrL+PL)=(N-j)rL+yBL. 
Once the pivot row is available in all processors, the pivots, i.e., the elements 
of jth column, need to be transmitted to the right. Clearly, this involves the 
same amount of time as above. The total transfer time thus comes to 
t,,, = N2rL + NkfiL. 
As data are sent in two directions, from west to east and from north to south, 
the preceding time is twice as large that of the previous schemes. 
In case of broadcasting, each piece of length m can be moved simulta- 
neously to all processors at the cost of mrB + pB. The resulting total transfer 
time is 
tT, B = N2rB + Nlcj3,. 
We consider now the arithmetic complexity of this method. In step j of 
the algorithm N - j eliminations are performed, each of which consists of 
taking linear combinations of vectors of length m in different processors. The 
processor to finish last is Pi, which holds the diagonal blocks and performs 
exactly N - j linear combinations of length m each. Hence the arithmetic 
time at step j is 
(N- j)(mo + Y), 
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and the total arithmetic time is 
N3 N2 
tA=2kw+TY. (4.8) 
It is possible to extend this scheme by scattering diagonals with block size 
m x m, where 1 q m < N/k, that is, by assigning all the blocks on the same 
diagonal cyclically to processors P,, Pz,. . . , Pk, PI, Pz,. . . , Pk, . . . . The parame- 
ter m should then be chosen so as to minimize the total computation time. 
However, we will refrain from discussing this case, as it leads to complicated 
formulae and does not result in a significantly better algorithm. 
4.6. Gabs-Lyman El~rni~ti~ 
Gauss-Jordan algorithm is one of the simplest approaches toward improv- 
ing the a~thmetic efficiency of Gaussian ehmination on m~tiprocessors. Let 
the matrix A be partitioned into k blocks of m contiguous rows as shown in 
Figure 8. As already observed in the discussion of Gaussian elimination in 
Section 4.1, the idle processors can be employed to continue the elimination 
on the rows above the current pivot row, thus maximizing the number of 
active processors at any given step. 
To estimate the transfer time, observe that at each step the pivot row 
must be sent to all processors. This results in a time identical to that of 
row-scattered Gaussian elimination given by (4.5). Similarly, the arithmetic 
time is identical to that of Gaussian elimination with bIock-row partitioning 
given by (4.4). The obvious advantage of this method over the one described 
in Section 4.1 is that we no longer have to solve a triangular system. Clearly, 
scattering of the matrix across the processors will not result in any gain, 
because all processors are active during the whole e~mination process. 
5. PARTIAL PIVOTING 
So far, the issue of pivoting has been put aside in order to simplify the 
algorithm description. In fact, it will now be demonstrated that partial 
pivoting may be incorporated at little extra cost. 
First consider the block-row method described in Section 4.1. At the jth 
step, the element of largest absolute value has to be determined among all 
elements aij with i = j,..., N. This is achieved in two stages. First, the 
maximum element in each processor, the ‘local maximum’, is found. Then all 
local maxima are compared to obtain the global maximum. The first step costs 
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time (N/k)w’, where w’ is the time a processor requires to perform one 
comparison. Taking advantage of nearest-neighbor connections in the second 
step by employing a “round robin”-type comparison among the local maxima 
requires a communication time of at most i( rt + fiL). Here, i = k - [ j/m 1 is 
the number of processors involved in the jth step of Gaussian elimination 
and, at the same time, the number of comparisons needed to determine the 
global maximum, resulting in a comparison time of id. A similar approach 
using the bus consists of broadcasting each local maximum in turn to the i - 1 
other processors and performing the comparisons for the global maximum in 
each of the i processors, in parallel. This leads to similar times for communi- 
cation and identical times for arithmetic. Summing the above time estimates 
over the N - 1 steps of the Gaussian elimination procedure, one finds that the 
overhead for partial pivoting in the block-row scheme is 
tP, BR = (54 
where r and /3 represent either rL and /IL, or rB and pB, respectively, 
depending on which data transfer mode is used. 
For the blockcolumn scheme, the entire jth column resides in one 
processor, obviating any need for data communication. All comparisons are 
done in one processor while the others remain idle. Consequently, the 
overhead time comes to 
N2 
t,, BC = ---id’. 
2 
The scattered scheme of Section 3.5 is similar to that of the block-row 
scheme, except that the first stage involves 1 j/k] comparisons while the 
second involves k comparisons. As a result, the overhead time for pivoting is 
tP, BRS = (5.3) 
When dealing with row-oriented schemes (as also on a sequential mac- 
hine), there is no need to actually permute the pivot row with the jth row, 
i.e., to physically exchange the two rows. One merely needs to maintain a 
pointer indicating the actual position of a row with respect to the resulting 
upper triangular system; the rows of this system are scattered arbitrarily 
across the processors, and each processor contains N/k rows. Consequently, 
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the triangular-system solution becomes more complicated and the communi- 
cation time increases. 
For instance, consider what happens in Algorithm TRB of Section 3.1 
when the rows of the upper triangular system are randomly scattered, due to 
the above pivoting technique. To begin with, the processor containing the last 
row of U computes the last component tN of the solution vector x (cost: 
y + o). This implies, however, that each processor has to check whether it 
indeed contains the last row. To keep matters simple, we will disregard the 
cost of these tests. The component cN is sent to all processors [cost: 
k( pr, + TV) or pg + +rJ, which then perform the analogue of step 2(b) in 
Algorithm TRB, i.e., they essentially modify the right-hand-side vector. Since 
each processor holds at most N/k elements of any column of U, this takes 
time at most 
N 
--w+y. 
k (5.4) 
Next, E,,_ r is computed in some processor and the above process repeated. 
Because of the arbitrary scattering of the rows, each component must be sent 
to all processors in each step. Moreover, since the number of rows per 
processor in any step is only known not to exceed N/k, the arithmetic time 
per step is bounded above by (5.4). Summing over N steps, the arithmetic 
and communication times, respectively, for solving such a randomly scattered 
triangular system come to 
Observe the increase of the contribution from latencies in the communication 
time when the local links are used. 
The complexity of the above algorithm ought not to be underestimated. 
These drawbacks are not encountered when choosing a column scheme, as 
each processor is able to keep track of the appropriate permutations. The 
Gauss-Jordan algorithm also avoids such difficulties because the resulting 
system is diagonal, yet it may remain potentially unstable. In view of the fact 
that the costs of solving triangular systems are small in comparison with those 
of Gaussian elimination, it appears that on the whole a column scheme is 
more attractive when pivoting is necessary. 
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6. DISCUSSION 
The performance of the Gaussian elimination algorithms in Section 4 is 
summarized in Table 2. The following observations can be made by examin- 
ing the results of Sections 3, 4, and 5: 
(1) The communication times are low-order terms compared to arithmetic 
times when k +z N. 
(2) Both arithmetic and communication times of the triangular-system 
solution algorithms are low-order terms compared to those of Gaussian 
elimination. 
(3) The scattered schemes show better arithmetic but worse communica- 
tion performance. 
TABLE 2 
COMPUTATION TIMES FOR SEVERAL GAUSSIAN-ELIMINATION ALGORITHMSa 
Method tA tT, L tT, R 
N3 N2 N2 N2 
GE/BR --w+---y y TL(l + ay 
;: ;z N2 
-p+NP, 
N2 
GE/BC za+T’ 7 TL(l + cr)2 ,%W, 
GE/RS 
N3 N2 
3k*+zy 
N3 N2 N2 N2 
GE/CS --w+--y 
$ 
p(l+;(Y+2c?) 
i2 N2 
%TB + NPB 
N2 
GE/DDB 
3k”+2ky 
-p(l+$a+za2) p+N& 
N3 N2 
GE/DS 2kW+xY N27, + W$. N2rB + kN,,, 
N3 N2 N2 
GJ ZOt‘kY -+l+$Y+2a~) 
N2 
~TB + NPB 
“DL = dm. We have the following upper bounds: 
N2 
T T,,( 1 + a)” d N2r, + kN,,,> 3 
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(4) Communication times are lower when using the bus than with local 
links (which is to be expected, since pivot rows must be broadcast to several 
processors during each step). 
(5) Diagonal scattering of data results in poor overall performance. 
(6) The overhead for pivoting is small compared to the cost of Gaussian 
elimination. It is, however, of the same order as that of triangular-system 
solution. 
(7) Pivoting is less expensive for row-oriented schemes. 
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