Abstract: Fault-proneness is one of the most tackled quality factors in the field of software quality. Predicting the probability of the faulty classes is necessary information to guide developers in their endeavour to improve the software quality and to reduce the costs of testing and maintenance. The performance of the fault prediction models suffers greatly from the imbalance of fault distribution, i.e., the majority of modules are not faulty whereas the minority are only faulty. The imbalanced distribution of faults affects the efficiency of prediction models greatly. In this paper, we discuss many oversampling techniques that are used to improve the performance of prediction models. We propose to guide the oversampling process using the fault content (i.e., the number of faults in a module). This study is conducted on a large object-oriented system -Eclipse. The proposed oversampling is tested on ten classifiers. The results of this work shows that using fault content in sampling has better prediction performance than other traditional oversampling techniques. The decision trees and nearest neighbours have shown outstanding performance whereas other classifiers have shown acceptable performance.
Introduction
Object-oriented metrics have been validated empirically as predictors of design flaws. Large and complex software systems have faults (Myers et al., 2004) and difficult to keep fault-free or even to reduce the risk of having faults in the next release. According to (Boehm and Papaccio, 1988) , software verification and validation activities should focus on identifying and eliminating high-risk problems. To prevent or reduce faults in software systems, quality control models can be used, such as the fault-proneness models, to predict where errors are likely to occur. To realise this goal many researchers have studied software faults and built fault-proneness models based on the event of faults in systems (Basili et al,. 1996; Briand et al., 2000 Briand et al., , 2001 Subramanyam and Krishnan, 2003; Gyimothy et al., 2005; Shatnawi and Li, 2008) . Many machine learning methods were applied to build software fault prediction models such as genetic programming (Evett et al., 1998) , decision trees (Khoshgoftaar and Seliya, 2004) , neural networks (Thwin and Quah, 2003) , Naïve Bayes (NB) (Menzies et al., 2007) , case-based reasoning (El Emam et al, 2001) , and fuzzy logic (Yuan et al., 2000) . Software metrics can help software engineers in auditing and monitoring the quality of a software design during the project progress. Furthermore, predicting the probability of the faulty classes is necessary information to guide developers in their endeavour to improve the software quality and to reduce the costs of testing and maintenance. For example, software testers can plan testing based on the most fault-prone parts to increase the productivity of software testing. The probability of the faults in classes can be used to rank classes based on fault probabilities. The classes that are within the high-level risk need more investigation than the classes that are within the low-level risk. Moreover, fault prediction models can help software engineers to make future decisions. In this research, we attempt to identify such unsafe structures by identifying the probability of faults in systems.
Although some of the metric models have shown to be effective in empirical studies, their performances suffered from imbalanced distribution. Such models are good in predicting the majority class and worse in predicting the minority class (faulty modules) which are more important for quality engineers. Misclassifying the faulty class costs more and has more impact on software quality. To improve the prediction models of imbalanced classes, we conduct an experiment on a large object-oriented system -Eclipse -using ten classifiers to find the best performance when an imbalanced data is available to predict the fault-proneness. We propose to use the fault content to oversample the instances in the minority class.
Related work
There are many research studies that have linked software metrics to various quality factors (Shatnawi and Li, 2008; Li and Shatnawi, 2007; Bandi et al., 2003; Briand et al., 2000) . However, the focus of this research is to build prediction models for imbalanced data, i.e., the fault data are skewed and the faulty modules are minority. We summarise the studies that were conducted to improve the fault prediction model for imbalanced data. The previous studies that have addressed the problem of imbalanced data are fairly recent and mostly limited to fine-grained measurement at the method level. Studies on 15 datasets from the domain of the software engineering (Van Hulse et al., 2007; Ma and Cukic, 2007) have shown that fault data are imbalanced. Many algorithms were used to build models that result in the best overall accuracy for five defects data from NASA projects 1 . However, it is very important for those models to be useful (Seiffert et al., 2008) . In Seiffert et al. (2008) , the authors compared the effect of many sampling techniques (over and under-sampling) and one boosting (Adaboost) on the classification performance of two classifiers (C4.5 and RIPPER). The results showed that the boosting had the best performance and under sampling is better than oversampling techniques. In another study, Catal and Diri (2008) also used the NASA's data to predict fault prone-modules. Catal and Diri have proposed an artificial immune system (semi-supervised approach) that uses a recent algorithm called YATSI. Gondra (2008) also used the NASA's data to build fault-proneness models using two machine learning techniques, artificial neural networks (ANN) and support vector machines (SVM). The ANN that was used is the multilayer back propagation algorithm. A sensitivity analysis is performed in order to determine the importance of software metrics in predicting fault-proneness. The most critical software metrics are then used to implement prediction models. Then, a holdout cross-validation is used to train models on the reduced dataset. Zheng (2010) compared the effect of cost-sensitive boosting algorithms on the performance of neural networks for predicting fault-prone parts using four datasets from NASA projects. Khoshgoftaar et al. (2010) have built fault prediction models that involve two preprocessing techniques, a feature selection technique for selecting the important metrics and a data sampling technique to overcome class imbalance problem in fault distribution. According to Khoshgoftaar et al. , the performance of a prediction model depends on both the selected software metrics and the proportion of faulty modules in the dataset. The results of the experiment showed that feature selection performs significantly better when used on sampled data than the original data, and that prediction models perform equally for the training and original data. Seliya et al. (2010) have used bagging to improve the performance of NB and C4.5 decision tree on 15 defect datasets. Their findings show that bagging improved the performance of classifiers of imbalanced classes. In a recent study, Gao et al. (2012) have conducted an empirical study using many sampling techniques followed by feature selection techniques to improve the effectiveness of the software fault prediction. Al Dallal (2012) has studied the effect of special methods (such as constructors, destructors, and access methods) on measuring cohesion of classes. Dallal has conducted an empirical study to find the effect of including/excluding these special methods on refactoring and predicting faulty classes. The results show significant differences in cohesion measurements and significant effects on refactoring prediction but no significant effects on fault prediction.
In summary, we notice that the researchers built prediction models using different sampling techniques, however, all these studies were on procedural metrics, at the method level, and did not consider measurements of object-oriented attributes. On the other hand, our work handles imbalanced data for a large object-oriented system.
Background
In this study, we conduct our experiment on ten well-known classification techniques. In the following, we provide a brief description of each technique:
• NB: NB is commonly used classifier in the software defect prediction, and has been used as a classifier for defect prediction in many studies including (Lessmann et al., 2008; Menzies et al., 2007) . NB is intuitive and simple to build and can be viewed as a simple Baysian network that has two assumptions: the attributes (metrics) are independent given the class (faulty or not faulty) and no hidden or underlying attributes affect the prediction (John and Langley, 1995) .
• Bayes networks: a Bayesian network is a graphical model that displays nodes (metrics) in a dataset and the conditional independencies between them to predict a categorical field (faulty or not faulty) (Heckerman, 1998) . Table 1 shows the default settings of the Bayes Networks in Weka.
• Logistic regression (LR): LR is a statistical function that is used widely to predict fault-prone modules. The LR model is a regression model that is suitable for binary predictors (faulty or not faulty). The LR model is built from a logistic curve as combination of all metrics to predict modules fault-proneness (Hosmer and Lemeshow, 2000) .
• SVM: SVM uses hyperplanes (works even when the data are not linearly separable) to find the best function that discriminates between two classes (faulty, not faulty) by maximising the margin between the two classes. SVM is able to discriminate between non-linearly separable classes. SVM finds the maximum margin hyperplane that ensures the generalisability (i.e., the model successfulness on future data) and minimises the training error (Burges, 1998; Gondra, 2008) • Neural networks: this kind of classification is similar to the organisation of the brain neurons. Neurons are arranged in layers (i.e., input layer, number of hidden layers and output layer). Connections between the neurons provide the network with the ability to learn patterns (classification). In the multi-layer perceptron, each hidden layer neuron uses a combination of weighted outputs of the neurons from the previous layer. In the final hidden layer, neurons are combined to produce an output, which is compared to the correct output and the difference between the two values (the error) is fed back to update the network. This network update is referred to as back-propagation neural networks. The purpose of back-propagation is to reduce the sum of square errors. The algorithm stops when the required error is sufficiently small (Gondra, 2008) . The most important parameter in setting the neural network is the number of hidden layers. In Weka, the chosen number of hidden layers is 'a' = (attributes + classes) / 2. Table 1 shows the settings of all parameters for backpropagation neural networks.
• Nearest neighbour (kNN): kNN assigns the dominant label of the closest group of k objects in the training set. kNN uses distance (similarity) metric to find the nearest neighbours and assigns that label that has the majority (Aha and Kibler, 1991) . We conducted kNN at two settings, 1NN and 5NN.
• Decision trees (C4.5): C4.5 is an extension of the basic ID3 algorithm designed by Quinlan. C4.5 is well-known decision tree classifier in the fault-prediction domain. C4.5 uses information-based criteria (information gain) to build decision trees (Quinlan, 1993) . The tree grows by selecting the decision for the attribute with the highest information gain. • Decision trees (CART): CART is another classifier that builds decision trees using the Gini diversity index. The CART grows recursively by partitioning the training dataset into subsets with similar values for the class (faulty or not faulty). The CART algorithm grows the tree by conducting an exhaustive search of all attributes (i.e., metrics) and all possible splitting values, selecting the split that reduces impurity in each node (Ebert, 1996; Selby and Porter, 1988 ).
• Decision trees (RandomForest): Random forests are extended form decision trees. Random Forests build many classification trees (hundreds or even thousands) using subsets of the training data. To classify a module, use the software metrics as input for all trees in the forest to find a classification (Guo et al., 2004) . The forest chooses the classification having received the most predictions (votes) from all trees (Breiman, 2001 ).
Methodology
Data sampling is a well-known technique to overcome the weak performance of classifiers for imbalanced data. To improve the prediction models of imbalanced classes, we oversample the minority class by duplicating the instances whenever a module has more than one error. For example, if a module has one or zero faults then no duplication, while if a module has n errors then the module is included n times in the dataset. We need to compare our results with other oversampling techniques, for example SMOTE technique. We run the experiment for all classifiers that are shown in Table 1 . In the rest of this section, we describe the data collection process, the data preprocessing, performance evaluation, SMOTE sampling, experiment runs and the performance evaluation.
Date collection
In this research, we use fault data for a large open-source system -Eclipse IDE. Eclipse has been under development by IBM for several years, and the source code of the Eclipse releases is available in the public domain. The fault data were collected from the developer logs from the concurrent versioning system (CVS) that is published online. The logs of developers include information about the fixed bugs as well as the changes in the system. The fixed bugs were assigned identification number and the files (including Java files) were affected by the change. The faults were assigned to the relevant release. Table 2 shows the distribution of faults in Eclipse 2.0. It is very clear that such data is highly imbalanced (7.2% of modules only have faults). Table 2 shows the distribution of faulty modules after two oversampling techniques, SMOTE and the proposed technique. The original data is highly skewed; the faulty modules are minority. We have used a quality control tool -the Borland Together for Eclipse (Version 6.2) -to gather five object-oriented (OO) metrics (Gronback, 2003) . Many OO metrics were validated as predictors of quality factors such as fault-proneness and the most validated metrics is the Chidamber and Kemerer (CK) suite. Chidamber and Kemerer (1994) have proposed and validated a suite of six OO metrics. However, we use five metrics only and we exclude the cohesion metric. The five metrics are summarised as follows: 
Date preprocessing
In this work, we are faced with a challenge of skewed fault distribution which hinders the performance of the prediction models. In Eclipse data, the class imbalance is significantly high (i.e., as shown in Table 2 , 7.2% of classes have one fault or more); therefore the under-sampling strategy may harm the learning process because random under sampling excludes a large number of instances from the majority class (Klement et al., 2009) . In this work, we conduct an experiment that finds the significance of the difference between before and after sampling the data. Therefore, there are five scenarios for running many classifiers on the fault data:
1 the original data is used as-is 2 a random sampling of data from (1) is used 3 oversampling technique (SMOTE) are applied to balance between the minority and majority classes 4 a duplication of the minority instances using the fault content is conducted, i.e., number of fault for each module 5 a random sampling of the dataset we got from (4) is used.
Henceforth, these datasets are called as, original data, sampled data, SMOTE, Duplicated, and duplicated and resampled, respectively. For these datasets, we run ten classifiers using Weka (Witten and Frank, 2005) . 
Performance evaluation
In many machine learning techniques, the fault-proneness prediction is assessed by considering all faults equally distributed. However, this evaluation might not work properly when the data is not balanced (Chawla, 2003) . For imbalanced data, the evaluation of prediction performance using single criteria, such as the overall accuracy or error rate, gives large indicator for majority class and small indicator for the minority class. Therefore, an assessment method that takes both classes in consideration, such as the receiver-operating characteristic (ROC) curves, is necessary for conclusive evaluations in the presence of imbalanced data (Jiang et al., 2008; He and Garcia, 2009 ). Kubat and Matwin (1997) found that, in imbalanced dataset, the effect of the negative cases (no bugs in classes) prevails. The performance of a classifier is usually evaluated using the overall accuracy measure which is calculated from the confusion matrix, shown in Figure 1 , as follows:
Accuracy TP TN TP FP TN FN
The overall accuracy is usually the most frequent measure as appeared in previous research and it measures the chance of correctly predicting the fault proneness of modules. Overall accuracy does not consider the distribution of the fault data and cost of misclassifying faulty modules (Jiang et al., 2008) . The classification of modules is based on a particular threshold value (e.g., 0.5). The probabilities that are larger than the threshold are considered faulty, otherwise non-faulty. However, in imbalanced dataset, this threshold may not work well and most modules have low probabilities. In such cases, a search for a new threshold that can discriminate well between the two classes is needed. This process is lengthy and should be repeated for each prediction model. In addition, this measure may differ for different classifiers. In many studies, it was confirmed that in the context of the balanced datasets and equal error costs, it is reasonable to use error rate as a performance metric (Error = 1 − Accuracy). However, in the context of imbalanced datasets and unequal error costs, it is more appropriate to use a measure that uses both true positives and false positives (Chawla et al., 2002) . Therefore, we compare the results of the classifiers among datasets using the area under the ROC analysis. The ROC area (AUC) is a diagnostic performance test (Zweig and Campbell, 1993 ). An ROC curve shows a visual trade off analysis between two measures, the correctly classified modules as fault-prone and the number of incorrectly classified as not faulty-prone. The ROC area can be used to assess the quality of the information provided by the classification of software modules into two categories or more (faulty-prone and not faulty-prone in our study). Each point in the curve is a pair of sensitivity and 1-specificity values that are calculated at a particular threshold. These values are calculated for all threshold values between 0 and 1, which are used to draw the ROC curve. Therefore, the performance is assessed at all possible threshold values. The sensitivity and specificity are calculated from the confusion matrix, Figure 1 , as follows:
The values of AUC are between 0 and 1 -it measures the discrimination performance of the classifier. Hosmer and Lemeshow (2000) suggested using the following rules to evaluate the performance of classifiers using AUC:
• AUC = 0.5 means no good classification
• 0.5 < AUC < 0.6 means poor classification
• 0.6 ≤ AUC < 0.7 means fair classification
• 0.7 ≤ AUC < 0.8 means acceptable classification
• 0.8 ≤ AUC < 0.9 means excellent classification
• AUC ≥ 0.9 means outstanding classification.
The ROC analysis is very effective for data with skewed distribution and unequal classification error costs (Fawcett, 2004) and is suitable for analysing our data because the fault data is highly skewed. The ROC analysis is important for studies that use the cost-sensitive classification, especially in the presence of imbalanced classes (Fawcett, 2004) , as in the case of Eclipse data under study. The ROC curve has many advantages: first, ROC curve is insensitive to number of faulty and number of not faulty instances because the ROC curve depends on measuring two indicators, the true positives rate and true negatives rate, which together consider all the cells of the confusion matrix (Figure 1) . Changes in data distribution may come from different practices. For example, software changes may cause the number of modules to increase significantly without causing the number of fault-prone modules to increase. This change in data distribution does not affect the results of the ROC, because ROC is insensitive to the data distribution. The characteristics of the ROC analysis help researchers in generalising results even in case of imbalanced or changing data distribution. In addition, the ROC analysis is preferable both for practical choices and for drawing scientific conclusions (Zweig and Campbell, 1993) .
Experimental results
We run ten classifiers on the five datasets using ten-fold cross validation. Classifier validation is another important issue and especially in finding the estimated performance of the classifier. Cross-validation is used to test the performance of a classifier. One advantage of cross-validation is to avoid the need to test the data on another or future dataset. The cross-validation works as follows: first, the training dataset is randomly split into N folds (ten folds in our study); second, 90% of the data is used to train a classifier and the 10% is used to evaluate the performance of the classifier. This process assures that a similar distribution of outcomes is present in each of the N data subsets. The entire model-building is repeated ten times for each classifier. The average performance of these models is an estimate of the performance of the original model on a future independent set. To compare the performance of classifiers on different datasets, a corrected paired t-test is conducted to find the significant differences among classifiers' performance (AUC values) for the five scenarios. The paired t-test is used to find which dataset produces the best performance by comparing the AUC values for all runs.
SMOTE sampling results
SMOTE is an oversampling approach that increases the number of instances for the minority class (faulty modules in our study) by creating synthetic examples rather than by oversampling with replacement (Chawla et al., 2002) . The implementation of SMOTE in Weka uses five nearest neighbours to synthesise the new samples. The oversampling using SMOTE algorithm can be used for many amounts of oversampling (e.g., 100%, 200%, 300%, 400%, and 500%). For example, 100% and 200% increases the minority class twice and three times, respectively. Amounts of oversampling are related to the number of nearest neighbours used; if the amount of oversampling is 200%, only two nearest neighbours from the five nearest neighbours are selected and one sample is generated in direction of each. SMOTE algorithm works as follows: first, compute the difference between a feature vector and its nearest neighbours; second, generate a random number between 0 and 1 and multiply it by the resulting difference; third add the result to the feature vector under consideration. We need to find which amount is the best for our data. Therefore we run the ten classifiers for the five amounts. We have compared the AUC values of each SMOTE amount with the original data using the corrected paired t-test (i.e., AUC values). Table 3 shows the AUC values for the five amounts. The AUC values that are shown in italics are significantly different from the AUC values of the Original Data. The last row summarises three numbers which are the significantly larger than, insignificantly different, and significantly less than, and these numbers are denoted as (+/ /-), respectively. The SMOTE400 and SMOTE500 are the most significantly different from the original data. To choose which one has better performance, we have calculated the significant differences using the corrected paired t-test and found that for five classifiers SMOTE500 is significantly better than SMOTE400 and for the rest they are insignificantly different, i.e., (5/5/0). As shown in Table 4 , the SMOT500 is ranked the best. The ranking test ranks the datasets according to the total number of significant wins (>) and losses (<) against the original data. The last column (> − <) is the difference between the number of wins and the number of losses (The number of times that there are no significant differences is not mentioned). In addition, the AUC values are larger for most classifiers. Therefore, for the rest of this work we use SMOTE500. The results show that RandomForest trees are the best classifiers to predict fault-prone modules and shows outstanding performance (AUC > 90). Therefore, decision trees, nearest neighbours, and Bayesian networks have the best classification performance. 
Note: *The AUC values that are shown in italics are significantly better than their counterpart in the duplicated and resampled dataset. 
Classification results
We run the ten classifiers on five datasets (representing the five scenarios) to find the best performance in imbalanced data context. Table 5 shows the AUC values for all datasets. The summary at the last row shows that all sampling techniques have better performance than the original data (the AUC values in italics are significantly better than the original data). A resample of the data is significantly better for five classifiers. Again, SMOTE is better than the original data for nine classifiers. We notice that the new proposed oversampling technique (i.e., using fault content to oversample faulty classes) is always better without and with resampling (last two columns). The three decision trees and two nearest neighbours have shown excellent discrimination between faulty and not faulty modules. Although the improvements on other classifiers are statistically significant but ranges between acceptable and excellent discrimination. To find which technique is better, we have calculated the corrected paired t-test between each sampling technique and duplicated and resampled dataset. The results are shown in Table 6 . Duplicated and resampled has better performance for ten classifiers than in the original data, (with and without resampling). Duplicated and resampled has better performance for eight classifiers than SMOTE and has better performance for five classifiers than duplicated data without resampling. There is only one classifier (the Bayesian Networks) that is significantly better than the proposed technique for SMOTE. Table 7 shows the ranking of datasets according to significant wins; it is clearly demonstrated that the proposed technique is the best preprocessing technique (first row with 33 wins).
Conclusions and future work
The prediction of fault-proneness of software modules has received great attention in the software quality field. Prediction models were built using different classifiers. However, few researchers have considered the impact of data imbalance on classifiers performance, especially in OO systems. In this research, we have used the available fault content to oversample the minority class (faulty modules), which are more vital to investigate than the majority class (not faulty modules). Ten different classifiers were built using the well-known metrics -CK metrics. The fault content showed better performance than the well-known oversampling technique -SMOTE. The results also confirm that most classifiers benefit from oversampling, and only decision trees and nearest neighbours have outstanding performances whereas other classifiers have acceptable performance. On the other hand, all classifiers on the original data showed weak performances. The results of this research confirm previous findings and use fault content as a guide to oversample the minority class. The fault content helps in improving the performance of classifiers without adding new information to the original datasets. Most previous similar studies were conducted on procedural metrics and the software applications were small or medium in size (i.e., most applications were from NASA fault data), whereas our study is conducted on a large OO open-source system -Eclipse. For example, KC1 data (from NASA project) were used to test the effect of sampling on imbalanced data at the method level, however the KC1 data is not imbalanced at a coarse-grained level, i.e., at the class level 41% of modules are faulty.
In the future, we plan to test more classifiers and data preprocessing techniques that can improve the performance of imbalanced data predictions. Our plan includes bagging, boosting, cost-sensitive learners, and other related techniques.
