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1. INTRODUCTION 
A relative minimum point x,, of a function f is called stable if functions g (of a 
suitable class) which are sufficiently close to f have relative minimum points 
within a prescribed distance from x,, . In previous papers (see [l, 21) an analogous 
property of stability was studied for stationary points of functions of class C2 
defined in a finite dimensional space. 
In the present paper sufficient conditions for the stability of minimum points 
are established for functions defined in Banach spaces and for certain functionals 
of the calculus of variations. 
Section 2 is devoted to the basic stability condition (2.1) and its consequences 
for functions defined in a Banach space. In section 3 a stability theorem is 
proved for the “simplest problem” of the calculus of variations. A theorem which 
provides essentially a generalization of this theorem to multiple integrals is 
demonstrated in section 4. Here Sobolev spaces play an important role, and 
frequent reference is made to Morrey’s book [4]. In spite of the close relationship 
of the two theorems, it was thought desirable to give a separate proof for Theo- 
rem 2 which is independent of the theory of Sobolev spaces. In both cases the 
essential property of lower semi-continuity was deduced from a result of 
Berkovitz [S]. 
2. BASIC RESULTS 
LEMMA 1. Let p be a real valued strictly increasing function defined on [0, CO) 
with p(0) = 0. Let E be a subset of a normed erector space X, let x,, be a point of E, 
and let f be a real valued function defined on E such that when x E E, 
f (4 - f (x0) =r P(II * - x0 II)* (2.1) 
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For a given E > 0, let B(x, , e) denote the closed ball centered at x0 with radius E. 
Put 6 = p(~)/2, and letg be another real valuedfunction defined on E such that when 
x E E n B(x, , E), 
I g(x) -f(x)l -=c s* (2.2) 
Then g(xJ < inf{g(x): x E E, // x - x0 // = E} w enever h the indicated set is not 
empty. 
Proof. Assume that the intersection of E and the boundary of B(x, , C) is 
not empty. Put 
h = inf{f(x) -f(xs): x E E, 11 x - x,, Ij = c>. 
By (2.1), h 2 p(c) so that 6 5 h/2. When x E E and /I x - x0 11 = E we have by 
(2.2) that g(x) - f(xa) > f(x) - f(x,,) - 6 2 h - S 2 h/2, so that 
Kdx) - f(xd: x E E, Ij x - x0 I/ = C} >= h/2. (2.3) 
Again, by (2.2) and (2.3), 
&o) -c f(xo) + 6 5 f&J + h/2 
5 inf(g(x): x E E, j/ x - x0 /I = e}. 
Remark. The lemma shows that if g has a minimum on the set E n B(x, , e), 
it must lie in the interior of the ball B(x, , c). 
THEOREM 1. Let X be a rejexive Banach space, and assume that the conditions 
of Lemma 1 are satisfied where E is an open set containing the closed ball B(x, , E). 
Moreover, let the function g of the lemma be lower semicontinuous with respect to 
weakly convergent sequences in B(x, , l ). Then g has a minimum value in B(xO , C) 
which it takes on at an interiorpoint z of B(x, , l ). Thue the relative minimum point 
f of g is within a distance E of the minimum point x0 off. If g is assumed to be 
Gateaux differentiable, its Gateaux dilferential is zero at ?c. 
Proof. Let p = inf{g(x): x E B(x, , l )}. 
The conditions of the lemma insure that TV is finite and the conclusion of the 
lemma implies that there exists a minimizing sequence {xn} in the interior of the 
ball B(x, , E), i.e. 
limg(x,) = p (2.4) 
where I/ x, - x0 (1 < E. Since X is reflexive, the closed ball B(x,, , e) is weakly 
compact, so there exists a subsequence (also denoted by x,) which converges 
weakly to some element z in B(x, , c). The weak lower semicontinuity of g 
implies that limg(x,) 2 g(a) so by (2.4), p 1 g(x). But p d g(g) by the defini- 
tion of p, so p = g(x), and by Lemma 1, x is an interior point of B(xa , l ). The 
last statement of the theorem then follows immediately. 
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The following examples in finite dimensional spaces show that the basic 
stability condition (2.1), although strong, is a natural one. 
EXAMPLE 1. Let f(x) b e a function of class C2 defined in an open set in the 
n-dimensional space R n. Well-known sufficient conditions for a point x0 of this 
open set to be a relative minimum are that the total differential #(x0; h) = 0 for 
all increments h in R”, and that the second differential d2f(x,; h) is a positive 
definite quadratic form in h. Suppose that these two conditions hold. Then by 
Taylor’s formula 
f(xo + h> -f&J = Wf(xo; h) + r(h), 
where r(h)/1 h I2 + 0 with 1 h ) . Since the quadratic form daf(~s ,h) is positive 
definite there is a positive number X such that 
for all h in R”. Let E be an open ball centered at x0 whose radius is so small that 
E lies in the domain off and that r(h) s (h/2) 1 h I2 when x0 + h E E. It follows 
that 
f&o + 4 -f&J 2 P/2) 1 h 12> 
so that the basic stability condition (1) holds for f on E with p(s) = r\s2/2. Thus 
by Theorem 1, if g satisfies condition (2.2) and is lower semicontinuous, there is a 
relative minimum point E for g with 1 K - x0 1 < E. If in addition g is differenti- 
able, then its total differential iszero at Z. 
EWPLE 2. The function f(x) = 1 x j defined on R* has a stable minimum 
point at the origin (although f is not differentiable there) since we may take 
p(s) = s in order to satisfy (2.1) with x0 = 0. 
EXAMPLE 3. The function f (x, y) = (x - JJ)” defined in R2 has a minimum 
point at the origin with f (0,O) = 0. In this case there exists no function p with 
the required property (2.1). Also it is easily seen that the origin is not a stable 
minimum point by consideration of the function g(x, y) = (X - y)a + k(x + y), 
which has no relative minimum when K # 0. 
3. A VARIATIONAL PROBLEM FOR SINGLE INTEGRALS 
Consider the functional 
@I = s,’ f(4 4th x’(t)> & (3-l) 
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wheref(t, X, y) is continuous for 0 < t < 1, c 5 x 5 d and all real y, and where 
x(t) is subject to the fixed end conditions: 
x(O) = a, 7 x(l) = a, > (3.2) 
where a0 and a, are points of the open interval (c, d). Let E denote the set of all 
functions x(t) which are absolutely continuous on the interval [0, 11, which 
satisfy the end conditions (3.2) and the inequality c < x(t) < d for t E [0, 11, and 
whose first derivatives belong to L,(O, l), where p > 1. The functional I is well 
defined on E. 
Let x0 be a member of the set E such that for some positive constant 01, 
I[x, + u] - I[x,] >= a f’ 1 u’(t)i” nt (3.3) 
‘0 
for all x0 + u E E. 
When x0 + u E E, u(0) = 0, and u’(t) ~L~(0.1). Thus it is easily shown by use 
of Holder’s inequality that for x0 + u E E, 
II 24 II 5 (s,’ Iu’(t)/” dt)liT’ (3.4) 
where the double bars denote the usual maximum norm for the space CIO, 11. 
By (3.3) and (3.4) 
I[x,+u] -I[xo] ~CLl~u~;~ (3.5) 
for all x0 f u E E. It follows that I[xo] is an absolute minimum for the functional 
I with E as the set of competing functions. 
Choose r > 0 so that c + E < x,(t) < d - E for all t E [0, 11, and let B(x, , 6) 
denote the closed ball with center x0 and radius E in the space CIO, 11. 
THEOREM 2. Let the functional I[x] given by (3.1) satisfy the inequality (3.3) 
for all x0 + u E E, so that I[x,] is an absolute minimum for I on E. Let J[x] = 
&dt, x(t), h*‘(t)) dt b e another functional satisfying the following conditions: 
(a) g(t, x, y) is continuous for t E [O, 11, x E [c, d] and aZZ y, and g is convex 
in y for jixed (t, x); 
(b) g(t, x, y) 2 $(t) - y 1 y 12, for t E [0, 11, x E [c, d] and all y, where 
# EL(O, 1) and y > 0; 
(c) / J[x] - I[x]I < 6 for all x E En B(x, , E), where 6 = &~p. 
Then there exists a point x E E with jl x - x0 /I < E such that J[x] is an absolute 
minimum for J on the set E n B(xo , c). 
Proof. From inequality (3.3) for the functional I[x] and hypothesis (c) for 
J[x] it follows immediately that J[ x IS ] . b ounded below on the set E n B(x, , c). 
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Put ,u = inf{J[x]: x E E n B(xo , E)>, and let {xJ be a minimizing sequence in 
En B(xO, c) such that J[x,J s J[xJ (n = 1,2,3,...) and lim,,, J[&] = CL. 
The same hypotheses also imply that thederivatives {x*‘(t)} form a bounded set 
in the L, norm. It follows by standard arguments that there exists asubsequence, 
also denoted by (xn}, which converges uniformly to a function g(t) which is 
absolutely continuous, and that the subsequence {am’) of derivatives converges 
weakly to a’(t) in L, (see, e.g., [3, Sects. 28 and 291. Thus x E En B(x,, E). 
Since xn(t) -+ n(t) uniformly (and hence strongly in L,) and x%‘(t) -+ n’(t) 
weakly in L, , we can apply Theorem 1 of [5] together with Remark 1 following 
that theorem to demonstrate that p = lim,,, J[x,J 2 J[%]. Thus J[z] is an 
absolute minimum on the szt En B(xO, c). Finally, from inequality (3.5) and 
Lemma 1 with p(s) = CUB we conclude that Ij f - x0 [I < E. 
EXAMPLE 4. Let I[x] = f:@(t) (x’)~ + q(t) x2 - 2r(t) x} dt where p, p’, 4, Y 
are given continuous functions on [O, 1] such that p(t) > 0 and q(t) 2 0. Let the 
end conditions for the problem be x(0) = a, , x( 1) = a, . This standard example 
is discussed in [3, Sect. 31. It is shown there that in finding the minimum, one can 
restrict he curves to a rectangle [0,2] x (c, d) and that the minimizing curve 
x0(t) exists and belongs to Cs. For x0 + u E E an easy calculation gives 
I[x, + u] - l[xo] = S1[ q,; u] + j-’ {P(u’)” + ~~1 dt, 
0 
where M[xo; U] is the first variation (or Gateaux differential) of .Z with increment 
u. Since l[xo] is a minimum it follows that S1[xo; U] = 0, so that 
where a = min{p(t): 0 < t < l}. Thus the basic condition (3.3) for stability 
of the minimum point is satisfied withp = 2. Given E > 0 with c + E < x0(t) < 
d- EforO<t<l,putS=&2, and let h(t, x) be continuous and satisfy the 
inequality ) h(t, x)1 < S when 0 Q t < 1 and c < x < d. Then the functional: 
J[x] = s,’ (p(d)” + qx2 - 2rx + h(t, x)> dt 
satisfies hypotheses (a), (b), (c) of Th eorem 2 and it follows that there exists a 
function Z(t) such that J[ -1 x is a relative minimum with I[ f - x0 ]I < E. 
4. A VARIATIONAL PROBLEM FOR MULTIPLE INTEGRALS 
We use some results and notations from [4], and deal with functionals of the 
form: 
44 = j- f(t, z(t), Q(t)> dt. (4.1) 
G 
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Here z is a scalar function of the vector variable t = (tl,..., t”), dt = dtl *.. dt”, 
G is a bounded domain in R and f is continuous in its arguments. 
The (Sobolev) space H,l (p > 1) is the set of functions z of class L, on G 
such that there exist functions al’,..., z,’ EL, with 
j- 
G 
p)(t) z;(t) dt = - j-G 3 z(t) dt 
(k = l,..., v)for all functions ‘p E Cl whose supports lie in G. Then the xk’ are 
the generalized partial derivatives of z while Vz = (zr’,..., z”‘) is the generalized 
gradient of Z. As the norm for HD1 we take 
IIz/I= G (j-I z(t)l” dt)liP + i ij- I z,‘(t)P dtj”‘, 
k=l G 
and HD1 is a Banach space with this norm. 
The space Hi,, is the closure in HP1 of the set of functions in Cm with their 
supports in G. Hi,, is a closed linear subspace of H,l and the norm 
is equivalent to the norm (1 u /I for u E Hi,, , according to the corollary to Theo- 
rem 3.2.1 [4, p. 691. By this same theorem (Poincare’s inequality), we have 
(II 24 Ilo)” 2 B(ll 24 IIL$” (4.2) 
for some positive constant /3, when u E Hi,, . 
Let 9 denote the domain of the functional [z] in the space H,l(G), so that 
I[z] is finite for all z E 9. We assume that 3 is not empty, and that z, E g. 
THEOREM 3. Hypotheses: (a) Th f t e uricional I[x] satisfies the inequality: 
for all .zO f u E 9 with u E B n H& , where B is an open ball with center at the 
origin in the space L, , and 01 is a positive constant. 
(b) The function g(t, x, y), where t = (tl ,..., t”), x is a scalar, and 
y = (Y1,..., Y”), is continuous in its arguments for (t, x, y) E GR1+, and is convex 
in y for jixed (t, x). 
(c) There exists a constant y > 0 and a function #(t) ELM on G such that 
g(t, x, Y) 1 9(t) - Al x Ip + I y 1”) for t E G anf (x, Y) E SF+“. 
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Conclusion: Given E with 0 < 6 < radius of B, there exists 6 > 0 such that 
;f the functional J[z] = SC g(t, Z, VX) dz, whose domain includes 9, satisjes the 
inequality 
I Jkl -&4 < 6 (4.3) 
for all x E 9 n (9 + B n Hi,), then J[z] h as a (relative) minimum at some 
point f = zr + E E Hi0 where 11 fijJ,D < E. 
Proof. Choose 8 = Q$P, and let B(e) denote the closed ball in L, of radius E 
and center at the origin. Denote by 9 the set of elements u E B(E) n I$, with 
e1 = &II + 4 - &J, 
GM = AZ,, + ~1 - %I. 
From inequality (4.3) and hypothesis (a) we find that 
I @I - 44 I < 6, 
and 
W > 41* II& - 6. 
Clearly G[u] is bounded below on Y and we put 
p = inf(G[u]: u E Y}. 
(4.4) 
(4.5) 
Let {un} be a minimizing sequence in Y with G[u,J 2 G[u,] for n = 2,3,.... 
Thus lim,,, G[u,J = p. From (4.5) it follows that a(/1 U, II,,)” < G[uJ + 6, so 
that {un} lies in some closed ball {u: 11 u )I,, 5 &} in the space I!?;,, . Since p > 1 
and since the norms /j j/s and 11 (j are equivalent in the subspace Hi,, of HPr, we 
may apply Theorem 3.2.4(e) [4, p. 701 an conclude that there exists a sub- d 
sequence (also denoted by {un}) which converges weakly to some element 
Z%E HB1. Since the closed ball {u: /I u Jj0 5 A} is convex and closed in Hal, it 
follows that u E Ui,, . Also, weak convergence of this subsequence in HP1 implies 
its weak convergence in Hi,, . Since G is bounded, it follows from Theorem 
3.4.4 [4, p. 751 that since (un} converges weakly to J in Hz,, u, converges 
strongly to I? in P9,, , i.e. in the L, norm. In particular, it follows that % lies in 
B(E). Thus we have shown that u, + u strongly in the L, norm and Vu, -+ Vii 
weakly in the L, space of generalized gradients. Thus, in view of hypotheses (b) 
and (c) of our theorem, we can apply Theorem 1 and Remark 1 of [5], and 
conclude that x0 + @E 9 and that G[u’] d y. Hence J has a minimum at the 
point % = z, + 3 relative to the set 9 n (as + B(e) n Hi,). From (4.2) and 
hypothesis (a) it follows that 
so that we may apply Lemma 1 with p(s) = @W, E = 9 n (z, + B n H&J, 
and X = L, . Hence n cannot lie on the boundary of B(e), so that II @(I,, < E. 
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