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We study the thermoelectric transport properties of a three-dimensional massive relativistic
fermion gas with screened Coulomb impurities in high magnetic fields where only the lowest Landau
levels contribute to the transport. Our results can be applied to experimental results of gapless and
gapped Dirac materials. We focus on the effects of the mass term and we show the main differences
that arise compared to the massless Dirac fermions. The different behavior is shown to be relevant
at higher magnetic fields. The calculations are performed in the framework of the linear response
theory using the exact quantum mechanical solution of the system in a constant magnetic field. We
prove that the Mott formula and the Wiedemann-Franz law are valid at low temperatures and use
them to calculate the thermoelectric transport coefficients. We show that the temperature range
where the low temperature approximation is valid increases with increasing magnetic fields. The
magnetic field dependence of measurable quantities (i.e. conductivity, Seebeck coefficient, Nernst
coefficient and thermal conductivity) strongly depend on the magnetic field dependence of the scat-
tering rate, thus the result relies on the proper treatment of the impurities. In this work they
are included through the first Born approximation using screened charged impurities as impurity
potential. We show that the electric conductivity does not change qualitatively in the case of finite
mass term. On the other hand we find that the mass term causes significantly different behavior in
the Seebeck and Nernst coefficients.
I. INTRODUCTION
The Dirac equation1 developed almost a century ago,
played a very important role in understanding relativistic
fermions in particle physics. In recent years it is exten-
sively used in the field of condensed matter physics to
describe three-dimensional Dirac materials which were
found to have relativistic fermions as low energy excita-
tions (for recent reviews see Refs. 2–4).
Materials exhibiting massless fermions are topologi-
cally classified as Dirac or Weyl semimetals5. Experimen-
tally studied gapless Dirac materials include Cd3As2
6–8,
Na3Bi
9 and TaAs10. Materials with massive fermions
are called gapped Dirac materials of which several three
dimensional candidates were found experimentally11–15.
Furthermore, two-dimensional Dirac fermions can be
found in several quasi-two-dimensional materials. The
classical example for massless fermions is graphene16. For
the massive case an extensively studied material is the bi-
layer graphene17–19.
Three-dimensional Dirac materials show several inter-
esting transport properties (for recent reviews see Refs.
20 and 21). Under an external magnetic field some of
these are the chiral anomaly22 and as a consequence
negative magnetoresistance23 and a non-saturating linear
magnetoresistance15,24–27. Furthermore, several thermo-
electric experiments were carried out in an external mag-
netic field28–32. The thermopower was found to be in-
creasing linearly with the magnetic field29. At lower fields
the Nernst coefficient shows an anomalous behavior30,31.
The most simple continuum Hamiltonian to describe
Dirac materials is the 4×4 Dirac Hamiltonian4,33,34 with
effective values for the speed of light and mass of elec-
tron. This model is able to reproduce many properties
that were experimentally observed. In the case of zero
effective mass we get the Weyl Hamiltonian suitable to
describe Dirac and Weyl semimetals35–38.
Using this continuum model previous theoretical
papers investigate the magnetoconductivity in the
massless39–41 and massive42–44 cases. The experimen-
tally seen linear magnetoresistance is recovered39–42
only if screened Coulomb impurities are used. These
studies use the linear response theory using the Born
approximation45 to evaluate the self-energy. The vertex
correction in the massless case was investigated in Ref.
46, where they found that close to the Weyl point the
effect of the vertex correction is negligible.
Several papers investigate the thermoelectric coeffi-
cients of Dirac materials in the zero magnetic field
case47–50. The finite Berry curvature of Weyl semimet-
als causes the anomalous Nernst and thermal Hall effects
even in no magnetic field49. In the case of low magnetic
fields studies using the semiclassical Boltzmann approach
can be found in Refs. 48, 51, and 52. For the case of
high magnetic fields, the Seebeck coefficient for the Weyl
Hamiltonian was studied in Ref. 53 and was found to
be linear and non-saturating at high fields. Their cal-
culation is based on expressing the thermopower using
the entropy density. In this paper, we study the thermo-
electric transport in high fields using the linear response
theory.
For the transport coefficients we follow Luttinger’s
argument54. As it was discussed previously the correct
treatment of the transport coefficients need the magneti-
zation and the so called energy magnetization55,56. Oth-
erwise divergences can appear in the off-diagonal compo-
nents of the transport coefficient tensors.
In usual systems the thermoelectric transport coeffi-
cients can be expressed using only the zero tempera-
ture conductivity as a function of the chemical potential.
These relations, which we called Sommerfeld-Bethe (SB)
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2relations57,58, can be obtained from the Boltzmann trans-
port equation. It was Jonson and Mahan59 who firstly
showed these relations microscopically for the case of a
single-band Hamiltonian with static random potentials
and static phonons. They also discussed the violation
of the SB relations in the presence of electron-phonon
interaction. The validity of the SB relations has been
discussed in the presence of mutual interactions between
electrons57,60.
In the present paper, we first describe the system in
an external magnetic field. We calculate the chemical
potential, the screening and the scattering rate and we
give their asymptotic behavior at high magnetic fields
based on our results in Ref. 42. Then, we move on to the
calculation of the thermoelectric transport coefficients.
We study the magnetic field and mass term dependence
of the transverse components of the conductivity, ther-
mal conductivity, Seebeck and Nernst coefficients. In the
Appendices we discuss the details of the formalism used
to calculate the transport coefficients. We prove that
the SB relations can be used for our system, thus the
Mott formula and Wiedemann-Franz law are valid. We
clarify the temperature range where the low temperature
approximation can be used and show that this range in-
creases with the magnetic field.
II. MODEL
The studied system is a three-dimensional relativistic
electron gas in a constant magnetic field. The system is
the same as in Ref. 42. In this section we list only what
is important to understand the later sections (for more
details see Ref. 42). The single-particle Hamiltonian is:
HD := γ
0
[
3∑
i=1
vγi (pi + eAi) + ∆
]
, (1)
Where γµ are the Dirac matrices and ∆ is the mass term.
The external uniform magnetic field points in the z direc-
tion (A = (0, Bx, 0)). From now on we use units where
v = 1, ~ = 1 and kB = 1. The Landau levels are42:
Enλs(pz) = λ
√
2neB + ∆2 + p2z , (2)
where n = 0, 1, 2, . . . is the Landau index, λ = ±1 repre-
sents the band index and s = ±1 represents the two-fold
degeneracy (for n 6= 0 levels). The eigenstates are42,61:
|Φnλs〉 =
 un,λ,s |n− 1〉−sun,λ,−s |n〉sλun,−λ,s |n− 1〉
−λun,−λ,−s |n〉
 , (3)
where in the case of n = 0, s = −sgn(pz) and unλs is
given by:
unλs =
1
2
√√√√(1 + spz√
E2n −∆2
)(
1 + λ
∆
En
)
, (4)
with En ≡ En11(pz). The quantum numbers of the sys-
tem are n ≡ (n, λ, s, pz, py). The Landau levels only
depend on n, λ and pz. It is useful to introduce the
magnetic length as:
`B :=
√
~
eB
. (5)
Each Landau level is L2/2pi`2B-fold degenerate in py (L is
the length of the system) and twofold degenerate in s (for
n 6= 0). The wave function of state |n〉 can be expressed
with the orthonormal Hermite-functions:
〈x|n〉 = i
n
L
hn(x+ `
2
Bpy; `B)e
ipyyeipzz , (6)
hn(x; `B) :=
(`2Bpi)
−1/4
√
2nn!
exp
(
− x
2
2`2B
)
Hn
(
x
`B
)
, (7)
where Hn(x) are the Hermite-polynomials.
The Green’s function for the HD system is:
GD(iωm) =
∑
n
|Φn〉 〈Φn|
iωm + µ− En . (8)
In later sections we will use three different representa-
tions of the Green’s function. First, the coordinate rep-
resentation:
GD(x,x
′, iωm) =
∑
n
φn(x)φ
†
n(x
′)
iωm + µ− En , (9)
where φn(x) := 〈x|Φn〉. Second, the momentum repre-
sentation:
GDkk′(iωm) =
∑
n
φnkφ
†
nk′
iωm + µ− En , (10)
where φnk =
∫
d3xe−ikxφn(x). Finally, the Landau level
representation:
GDn′n(iωm) =
δnn′
iωm + µ− En . (11)
The connections between these representations are:
Gkk′(iωm) =
∫
d3x d3x′e−ikxG(x,x′, iωm)eik
′x′ ,
(12)
G(x,x′, iωm) =
1
V 2
∑
k,k′
eikxGkk′(iωm)e
−ik′x′ , (13)
Gkk′(iωm) =
∑
n,n′
φnkGnn′(iωm)φ
†
n′k′ , (14)
Gnn′(iωm) =
1
V 2
∑
k,k′
φ†nkGkk′(iωm)φn′k′ . (15)
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FIG. 1. The chemical potential in the quantum limit (16)
as a function of the magnetic field using different mass terms.
The parameters used are: ne = 10
18cm−3 and v = 106m s−1.
III. IMPURITY GREEN’S FUNCTION
In this section, we summarize the results in Ref 42 that
are used in the present paper. In particular, we focus on
the quantum limit.
First, the chemical potential as a function of the mag-
netic field is calculated by fixing the charge carrier den-
sity. The chemical potential in the `B → 0, T → 0 limit
is42:
µ ∼
√
∆2B + ∆
2 ∆B := 2pi
2ne`
2
B ∝
1
B
. (16)
The magnetic fields where the chemical potential
crosses the Landau levels can be calculated as:
eBm =
(√
2pi2ne
A(m)
) 2
3
, A(m) :=
m∑
n=0
(2− δn0)
√
m− n ,
(17)
With this the criteria for the quantum limit can be ex-
pressed as:
`2B(
√
2pi2ne)
2/3  1 . (18)
Using experimentally realistic parameters such as ne ≈
1018 1
cm3
15,25, v = 1× 106 ms 6–8,25, ∆ = 10 − 50meV4,13
the quantum limit is reached above B ≈ 40 T and the
mass term becomes relevant above B = 850−170T. The
chemical potential as a function of the magnetic field is
shown in Fig. 1
The impurities are included to the Dirac Hamiltonian
in Eq. (1) as:
H = HD +
∑
i
u(x− xi) , (19)
where u(x − xi) is the impurity potential at position xi
which is assumed to be uniformly distributed. The self-
energy is calculated using the first-order Born approxi-
mation as in Refs. 39 and 42. The scattering rate in the
Landau level representation (Γn = − Im{Σn}) becomes
diagonal and can be expressed as42:
Γnλs(E ,Pz, B) = nipi
`2B
⌊
(E+M)2−D2
2
⌋∑
`=0
∑
α=±1
t=±1
∫
dQx dQy
(2pi)3
u2Q`α(B)
∣∣∣∣∣ E +M√(E +M)2 − 2`−D2
∣∣∣∣∣ ∣∣∣F `γ0tnλs (Q`α,Pz)∣∣∣2 , (20a)
F `γtnλs(Q,Pz) :=
∫
dXφ†nλs(X ; 0,Pz)φ`γt(X ;Qy,Pz −Qz)eiQxX , (20b)
Q`± := (Qx,Qy,Q`±) , Q`± := Pz ±
√
(E +M)2 − 2`−D2 , (20c)
where γ0 = sgn(E +M), φnλs(x; py, pz) := 〈x|Φn〉 and
using `B =
√
~/eB:
(P ,Q, E ,M,D, x) := `B(p,q, ε, µ,∆,X ) . (21)
The summation over t is only for l 6= 0. In this for-
mula the magnetic field dependence of the scattering rate
comes from the explicit `B factor, the impurity potential,
M and D.
For the impurity potential uq we will take into account
the screening through the electron-electron interaction.
For this the so called Random Phase Approximation62,63
(RPA) was used. In the long wavelength limit (q,q′ → 0)
47
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FIG. 2. Screening wavenumber in the quantum limit (23)
as a function of the magnetic field using different mass terms.
The parameters used are: ne = 10
18cm−3 and v = 106m s−1.
the screened impurity potential becomes42:
uq =
ui
q2 + κ2
, (22)
where the screening wavelength in the quantum limit
becomes42:
κ2 ∼ ue
2pi2`2B
√
∆2B + ∆
2
∆B
∝
{
B ∆B  ∆
B2 ∆B  ∆ . (23)
The screening wavelength as a function of the magnetic
field is shown in Fig. 2
The above formulas were derived in Ref. 42. Using
them we can get a formula for the scattering rate in the
quantum limit. In later sections we will see that at low
temperatures the important part of the scattering rate is
at E = 0. Using the (23) screening in Eq. (20a) in the
quantum limit Γnλs ≡ Γnλs(0,Pz, B) becomes:
Γnλs = niu
2
i `
2
B
∑
α=±
∫
dQx dQy
2(2pi)2
√
D2B+D2
DB
∣∣∣F 0γ0 t˜nλs (Q0α,Pz)∣∣∣2(
Q20α + ue2pi2
√
D2B+D2
DB
)2 .
(24)
In the `B → 0 limit this can be expressed as:
Γnλs = niu
2
i `
2
B
{
Inλs ∆B  ∆
∆B
∆ Jnλs ∆B  ∆
, (25)
Inλs :=
∑
α=±1
∫
dQx dQy
2(2pi)2
∣∣∣F 0γo t˜nλs (Q0α, 0)∣∣∣2(Q20α + ue2pi2 )2 (26)
Jnλs :=
∑
α=±1
∫
dQx dQy pi
2
2u2e
∣∣∣F 0γo t˜nλs (Q0α, 0)∣∣∣2 (27)
80
1
10
500100
n=1
n=0
n=2
Γ
n
11
[ n i n e
m
eV
]
B [T]
0 20 40 60 80 100
∆ [meV]
FIG. 3. Scattering rate of the n = 0, 1, 2 Landau levels in the
quantum limit (24) as a function of the magnetic field using
different mass terms. The scattering rate is calculated at
Pz = 0 and E = 0. The parameters used are: ne = 1018cm−3
and v = 106m s−1.
The magnetic field dependence is:
Γnλs ∝
{
B−1 ∆B  ∆
B−2 ∆B  ∆ . (28)
The scattering rate calculated numerically from Eq. (24)
can be seen in Fig. 3. As we can see the scattering
rate depends strongly on the Landau index. At lower
fields the mass term only affects the quantitative value
of the scattering rate, but the magnetic field dependence
is unaffected. At high fields we can see the dependencies
described in Eq. (28). For higher Landau levels a higher
magnetic field is needed to get the asymptotic behavior.
Using the (20a) scattering rate the impurity Green’s
function can be calculated from the Dyson equation as:
Gn(iωm) =
1
iωm + µ− En + iΓn(iωm) . (29)
IV. TRANSPORT COEFFICIENTS
A. Calculation of transport coefficients in a
magnetic field
The many-body Hamilton operator in the presence of
external potentials can be expressed as54:
Htot =
∫
d3xh(x)[1 + ψ(x)] + %e(x)φ(x) , (30)
where ψ is the fictitious gravitational potential intro-
duced as the dynamical counterpart of the temperature
gradient, φ is the electric potential, h is the energy den-
sity and %e is the charge density. Using the explanation
in Appendix A and B the single-particle current and en-
ergy current operator for the Eq. (19) Hamiltonian can
5be expressed as:
~Jtot1 =
~J1 + ~J1ψ , (31a)
~Jtot2 =
~J2 − e~J1φ+ 1
2
[
~J2ψ + ψ~J2 + ~J1ψH0 + H0ψ~J1
]
,
(31b)
where
~J1 = ∇pH =
(
0 σα
σα 0
)
, ~J2 =
1
2
[~JH + H~J] . (32)
The matrix elements of the current operator (~J ≡ ~J1) in
the Landau level representation can be calculated as:
J
(α)
nn′ =
∫
d3xφ†n(x)Jαφn′(x) . (33)
Using the eigenstates in Eq. (3) the matrix elements are:
J
(x)
nn′ = δpyp′yδpzp′zδn,n′−1U
n′λ′s′
nλs + (n↔ n′) , (34a)
J
(y)
nn′ = iδpyp′yδpzp′zδn,n′−1U
n′λ′s′
nλs − (n↔ n′) , (34b)
Un
′λ′s′
nλs := −λun,−λ,−sun′,λ′,s′ − ss′λ′un,λ,−sun′,−λ′,s′ .
(34c)
We define the transport coefficients (Lij) as
54,55,63:
j1 = −e2L11∇φ+ eL12∇ψ , (35a)
j2 = e L21∇φ− L22∇ψ , (35b)
where we separated the elementary charge (e) from the
usual definitions. In Appendix C we show that the trans-
port coefficients in the framework of linear response the-
ory can be expressed as:
Lij(T, µ) = −
∫
dε
df(ε− µ)
dε
Lij(0, ε) . (36)
The zero temperature conductivity e2L11 ≡ σ can be
expressed as:
L11αβ(0, ε) =
1
piV
∑
a,b
[
Re
{
J
(α)
ab J
(β)
ba
}
ImGRb (ε) ImG
R
a (ε)+
+ Im
{
J
(α)
ab J
(β)
ba
} ε∫
−∞
dξ2∂ξ ReG
R
b (ξ) ImG
R
a (ξ)
]
.
(37)
In the appendix the derivation of this formula assumes
that the eigenvalue problem of the full Hamiltonian (19)
is known. In our case only the HD part can be solved,
and we treat the impurities as perturbation. In Appendix
D we explain how this can be done including vertex cor-
rections.
In Appendix C we show that the other transport coef-
ficients can simply be expressed as (Lij(ε) ≡ Lij(0, ε)):
L12(ε) = εL11(ε) , L22(ε) = ε
2L11(ε) , (38)
and L12(ε) = L21(ε). In this way, all the transport coef-
ficients can be expressed in terms of the conductivity at
zero temperature.
Close to zero temperature (T → 0) using the Sommer-
feld expansion, we obtain:
L11(T, µ) ≈ L11(µ) + pi
2
6
T 2∂2µL11(µ) , (39a)
L12(T, µ) ≈ µL11(µ) + pi
2
6
T 2∂2µ [µL11(µ)] , (39b)
L22(T, µ) ≈ µ2L11(µ) + pi
2
6
T 2∂2µ
[
µ2L11(µ)
]
. (39c)
After changing to dimensionless units as in Eq. (21) the
relevant parameter will be the dimensionless temperature
T := `BT . So the criteria for low temperatures is:
kBT
v
√
~eB
 1 , (40)
which shows that the temperature range where the low
temperature approximation can be used increases with
increasing magnetic fields. For B = 1 T the criteria is
T  300 K.
The experimentally measurable coefficients (conduc-
tivity (σ), Seebeck (S) and thermal conductivity (κ) ten-
sors) can be expressed using the transport coefficients
as63:
σ = e2L11 , (41a)
S = − 1
eT
L−111 (L12 − µL11) , (41b)
κ =
1
T
[
L22 − L21L−111 L12
]
. (41c)
Using Eq. (39) at low temperatures :
σ(T, µ) ≈ e2L11(µ) , (42a)
S(T, µ) ≈ −pi
2T
3e
L−111 (µ)∂µL11(µ) , (42b)
κ(T, µ) ≈ pi
2
3
TL11(µ) . (42c)
As we can see the Mott’s formula and the Wiedemann-
Franz law hold.
B. Hall conductivity L11xy
For the Hall conductivity in Eq. (37) only the second
part is needed since the product of matrix elements of
the current operators (Eq. (34)) are purely imaginary.
Furthermore, since we are interested in the lowest order
approximation in the impurities we can use the clean
limit for L11xy:
6L11xy(µ) =
1
piV
∑
n,n′
Im
{
J
(x)
nn′J
(y)
n′n
} µ∫
−∞
dξ2∂ξ ReG
R
n′(ξ) ImG
R
n (ξ)
]
. (43)
With no impurities the imaginary part of the Green’s function will be a Dirac delta ImGRn (ξ) = −piδ(ξ − En). With
this the integral in Eq. (43) can be evaluated:
L11xy(µ) = −
1
2pi2`B
∞∑
n=0
∑
λ,λ′=±1
s,s′=±1
∫
dPz
(
Un+1λ
′s′
nλs
)2 f(λEn −M)− f(λ′En+1 −M)
(λEn − λ′En+1)2 , (44)
where the summation over s is taken only for n 6= 0. As
we have shown in Ref. 42 this can be expressed using the
charge carrier density as (the sign in the previous paper
is mistaken.):
σxy = −ene
B
. (45)
This result holds for finite temperatures and finite mass
terms in arbitrary magnetic fields in the clean limit. In
the quantum limit, we can express this using the chemical
potential (Eq. (16)) as:
σxy = − e
2
2pi2
√
µ2 −∆2 . (46)
C. Conductivity L11xx
From the matrix elements of the current operator (Eq.
(34a)) we can see that only the n 6= n′ Landau levels
have a finite contribution. This means that without im-
purities the conductivity vanishes because the imaginary
part of the Green’s functions will be Dirac deltas centered
around different energies.
As explained in Appendix D the lowest order approx-
imation of the conductivity in the case of impurities has
two terms:
L11xx = L
11(0)
xx + L
11(1)
xx , (47)
where L
11(1)
xx is the vertex correction.
We start with calculating the first term:
L11(0)xx (µ) =
1
piV
∑
n,n′
∣∣∣J (x)nn′∣∣∣2 ImGRn′(µ) ImGRn (µ) , (48)
where the impurity Green’s function is taken from Eq.
(29) and the matrix elements of the current operator are
taken from Eq. (34). The Green’s function and the
scattering rate are redefined as G(ε − µ) ≡ G(ε) and
Γ(ε − µ) ≡ Γ(ε). With the dimensionless units we ob-
tain:
L11(0)xx (µ) =
1
4pi3`B
∞∑
n=0
∑
λ,λ′=±1
s=±1,s′=±1
∫
dPz
(
Un+1λ
′s′
nλs
)2
ImGRnλs(M) ImGRn+1λ′s′(M) , (49)
which is the same as the formula obtained in Ref. 42. The imaginary part of the Green’s function is expressed as:
Im
{
GRn (M)
}
= − `BΓn(M,Pz, B)
(En −M)2 + (`BΓn(M,Pz, B))2 . (50)
In the quantum limit the scattering rate is small (if the impurity density is small enough) and the imaginary parts of
the Green’s function can be approximated as:
Im
{
GR0λs(M)
} ≈ −piδ(E0λs −M) , Im{GRn+1λs(M)} ≈ −`BΓn+1λs(M,Pz, B)(En+1λs −M)2 . (51)
In the lowest order of the impurity density we have to keep only the n = 0 term which leads to:
L11(0)xx =
1
4pi2
∑
λ,λ′=±1
s′=±1
∫
dPz
(
U1λ
′s′
0λs˜ (Pz,D)
)2
δ(E0λs −M)Γ1λ
′s′(M,Pz, B)
(E1λ′s′ −M)2 , (52)
7where s˜ = −sgn(Pz). After performing the Pz integral and using the Eq. (16) form of the chemical potential at high
fields (assuming µ > 0) we obtain:
L11(0)xx =
1
4pi2
∑
λ′=±1
s′=±1,ξ=±1
(
U1λ
′s′
01s˜ (ξDB ,D)
)2 √D2B +D2
DB
Γ1λ′s′
(√D2B +D2, ξDB)(
λ′
√
2 +D2B +D2 −
√D2B +D2)2 . (53)
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FIG. 4. The conductivity without the vertex correction in
the quantum limit (53) as a function of the magnetic field
using different mass terms. The parameters used are: ne =
1018cm−3 and v = 106m s−1.
In the very high field limit we can use Eq. (28) for the
scattering rate:
L11(0)xx =
{
niu
2
i `
2
BI ∆B  ∆
niu
2
i `
2
BJ ∆B  ∆
∝ 1
B
, (54)
where:
I :=
∑
λ′=±1
s′=±1,ξ=±1
1
8pi2
(
U1λ
′s′
01−ξ (0, 0)
)2
I1λ′s′ , (55a)
J :=
∑
λ′=±1
s′=±1,ξ=±1
1
8pi2
(
U1λ
′s′
01−ξ (0, 0)
)2
J1λ′s′ . (55b)
The conductivity (σ0xx = e
2L
11(0)
xx ) calculated numerically
using Eq. (53) can be seen in Fig. 4.
As we can see in the high field limit we recover the
asymptotic behavior described in Eq. (54), and at lower
fields the effect of the mass term becomes less relevant.
The real asymptotic behavior is only reached at very high
fields. In the intermediate region where the curves with
different mass term start to diverge from each other the
decrease is weaker then B−1. As a consequence in the
high field limit the quantitative value of the conductivity
is larger for larger values of the mass term.
Now we move on with the calculation of the vertex
correction, L
11(1)
xx . As explained in Appendix D in the
lowest order approximation this can be calculated as:
L11(1)xx (µ) =
1
piV
∑
n,n′,m,m′
V n
′m′
nm J
(x)
nn′J
(x)
m′m ImC
n′m′
nm (µ) , (56a)
V n
′m′
nm :=
1
V 3
∑
k,k′
q
ni|uq|2φ†n′(k′)φm′(k′ − q)φ†m(k− q)φn(k) , (56b)
ImCn
′m′
nm =
[(En − µ)Γm + (Em − µ)Γn][(Em′ − µ)Γn′ + (En′ − µ)Γm′ ]
ΓnΓmΓm′Γn′
ImGRn ImG
R
m ImG
R
m′ ImG
R
n′ , (56c)
where the Green’s functions and scattering rates are evaluated at the chemical potential (Γn ≡ Γn(µ, pz, B) and
GRn ≡ GRn (µ)). For the quantum numbers we use: n ≡ (n, λ, s, pz, py), n′ ≡ (n′, λ′, s′, pz, py), m ≡ (m, γ, t, p′z, p′y) and
m′ ≡ (m′, γ′, t′, p′z, p′y). The part with the impurity potential can be expressed similarly to the scattering rate:
V n
′λ′s′;m′γ′t′
nλs;mγt (Py,P ′y,Pz,P ′z) =
ni
`3B
∫
d3Q
(2pi)3
u2QδPy−Qy,P′yδPz−Qz,P′zF
m′γ′t′
n′λ′s′ (Q,Pz)Fmγt∗nλs (Q,Pz) , (57)
where F is defined in Eq. (20b). In the lowest order approximation in the impurity density we can again use Eq. (51)
for the imaginary part of the Green’s function. Using the matrix elements of the current operator keeping only the
8lowest Landau indexes (higher indexes will have little contribution at high fields), we obtain:
L11(1)xx =
2pi`4B
V
∑
λ,λ′,γ,γ′
s′,t
Pz,P′z,Py,P′y
V 1λ
′s′;0γ′ t˜′
0λs˜;1γt (Py,P ′y,Pz,P ′z)U1λ
′s′
0λs˜ (Pz)U1γt0γ′ t˜′(P ′z)
δ(E0γ′ t˜′(P ′z)−M)
E1γt(P ′z)−M
δ(E0λs˜(Pz)−M)
E1λ′s′(Pz)−M , (58)
where we use the fact that V is real and the symmetry properties in the quantum numbers. Using the Kronecker
deltas in V and evaluating all momentum integrals except Qx and Qy, we obtain:
L11(1)xx =
niu
2
i `
2
B
4pi2
∑
λ′,γ=±1
s′,t=±1
ξ,η=±1
U1λ
′s′
01s˜ (ξDB ,D)U1γt01t˜′(ηDB ,D)
√
D2B+D2
DB Θ
1λ′s′;01t˜′
01s˜;1γt ((ξ + η)DB , ξDB)(
λ′
√
2 +D2B +D2 −
√D2B +D2)(γ√2 +D2B +D2 −√D2B +D2) (59a)
Θn
′λ′s′;m′γ′t′
nλs;mγt (Qz,Pz) :=
∫
dQx dQy
(2pi)2
√
D2B+D2
DB F
m′γ′t′
n′λ′s′ (Q,Pz)Fmγt∗nλs (Q,Pz)(
Q2 + ue2pi2
√
D2B+D2
DB
)2 . (59b)
The structure of the vertex correction is very similar to that of L
11(0)
xx , but the origin of each term is different. Similarly
to how we calculated the limit of the scattering rate and L
11(0)
xx we can evaluate the high field limit of the vertex
correction. Since the structure is similar we get the same asymptotic behavior as in Eq. (54) but the proportionality
constants will be different:
L11(1)xx =
{
niu
2
i `
2
B I˜ ∆B  ∆
niu
2
i `
2
B J˜ ∆B  ∆
∝ 1
B
, (60)
where:
I˜ :=
1
8pi2
∑
λ′,γ=±1
s′,t=±1
ξ,η=±1
U1λ
′s′
01s˜ (0, 0)U
1γt
01t˜′(0, 0)
λ′γ
∫
dQx dQy
(2pi)2
F 01t˜
′
1λ′s′(Qx,Qy,Qz = 0, 0)F 1γt∗01s˜ (Qx,Qy,Qz = 0, 0)(Q2x +Q2y + ue2pi2 )2 , (61a)
J˜ :=
1
8pi2
∑
λ′,γ=±1
s′,t=±1
ξ,η=±1
U1λ
′s′
01s˜ (0, 0)U
1γt
01t˜′(0, 0)
λ′γ
∫
dQx dQy
(2pi)2
F 01t˜
′
1λ′s′(Qx,Qy,Qz = 0, 0)F 1γt∗01s˜ (Qx,Qy,Qz = 0, 0)(
ue
2pi2
)2 . (61b)
The vertex correction contribution was numerically cal-
culated from Eq. (59a). The results can be seen on Fig.
5.
At high fields we do not recover the asymptotic be-
havior described in Eq. (60), but instead we get a more
rapid decrease. This is because in the analytic formula
we assumed that I˜ and J˜ are non-zero. From the numer-
ics we can see that they are numerically zero. This gives
an extra decrease when DB , D → 0. From the numerical
results we can see that the vertex correction is several
orders of magnitude smaller than σ0xx. This is because
in the summation over indices in Eq. (59a) Θ is close to
zero when the matrix elements of the current operators
give finite values. Furthermore, the vertex correction at
∆ = 0 is numerically zero (it is not visible on the fig-
ure). When D  0 the vertex correction becomes more
relevant, but at reasonable values of the mass term it is
negligible. In the following section we will neglect the
vertex correction, since it has a very small contribution
to the overall conductivity.
D. Seebeck tensor
Since the thermal conductivity is proportional to
Tσ(T, µ) as in Eq. (42c), we only focus on the Seebeck
tensor.
To calculate the Seebeck tensor (42b) we need the resis-
tivity tensor and the derivative of the conductivity with
respect to the chemical potential. The independent ele-
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FIG. 5. The vertex correction of the conductivity in the
quantum limit (59a) as a function of the magnetic field us-
ing different mass terms. The parameters used are: ne =
1018cm−3 and v = 106m s−1.
ments of the Seebeck tensor are:
Sxx = −T pi
2
3e
σxx∂µσxx + σxy∂µσxy
σ2xx + σ
2
xy
, (62a)
Sxy = −T pi
2
3e
σxx∂µσxy − σxy∂µσxx
σ2xx + σ
2
xy
. (62b)
The result for the Seebeck (Sxx) and Nernst (Sxy) co-
efficients depends strongly on the Hall angle (tanϑH =
σxy/σxx), which is mainly determined by the ratio of
charge carrier density and the impurity density. Based
on experimental results for the Hall angle27 we will as-
sume σxy > σxx. This is in good agreement with the as-
sumption that the impurity density is not too high. For
simplicity from now on we will assume that tanϑH  1.
In this case the elements of the Seebeck tensor are:
Sxx = −T pi
2
3e
∂µσxy
σxy
, (63a)
Sxy = −T pi
2
3e
σxx∂µσxy − σxy∂µσxx
σ2xy
. (63b)
In the quantum limit the derivative of the Hall con-
ductivity (46) with respect to the chemical potential is:
∂µσxy = − e
2
2pi2
√
∆2B + ∆
2
∆B
. (64)
With this the Seebeck coefficient can be expressed ana-
lytically as:
Sxx = −T pi
2
3e
√
∆2B + ∆
2
∆2B
∝
{
B ∆B  ∆
B2 ∆B  ∆ . (65)
For the massless case we recover the linear non-saturating
result obtained experimentally and theoretically in Refs.
29 and 53. For the massive case we get a significantly
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FIG. 6. The Seebeck coefficient in the quantum limit (65)
as a function of the magnetic field using different mass terms.
The parameters used are: ne = 10
18cm−3 and v = 106m s−1.
different behavior since the Seebeck coefficient is propor-
tional to the square of the magnetic field. As we can
see this result does not depend on the impurity density
as long as the impurities can be neglected in the calcu-
lation of the Hall-conductivity. The Seebeck coefficient
(65) using different mass terms can be seen in Fig. 6.
The Nernst-coefficient can be divided in two terms as:
Sxy = Sxx
σxx
σxy︸ ︷︷ ︸
S
(1)
xy
+T
pi2
3e
∂µσxx
σxy︸ ︷︷ ︸
S
(2)
xy
. (66)
As we showed in previous sections σxx ∝ σxy at high
fields, this means that the magnetic field dependence of
S
(1)
xy is qualitatively the same as Sxx. For the second term
we need to evaluate ∂µσxx. Since the chemical potential
dependence affects many components of the conductiv-
ity through ∆B in Eq. (53), we calculate the derivative
numerically. The conductivity as a function of the chem-
ical potential can be seen in Fig. 7. In the massless case
the conductivity is almost independent of the chemical
potential, but in the massive case we can see that the de-
pendence becomes very strong close to the bottom of the
Landau level, caused by the diverging density of states.
Using the numerical derivative for the conductivity we
can calculate S
(2)
xy . The results for the two components
of the Nernst coefficient can be seen on Fig. 8.
The first component is very similar to the Seebeck co-
efficient, but it is suppressed by cotϑH . The second com-
ponent is very small (at certain regions even negative) at
low fields and low mass terms. At higher fields in the
case of finite mass term it has the same dependence as
S
(1)
xy and roughly the same value.
The total Nernst coefficient can be seen in Fig. 9.
The dependence is very similar to that of the Seebeck
coefficient. The main difference is at lower fields where
σxx differs from the asymptotic behavior.
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FIG. 7. The conductivity in the quantum limit (53) as a
function of the chemical potential at different magnetic fields.
The mass term is ∆ = 0 (top plot) and ∆ = 100 meV (bot-
tom plot). The solid circles show the values of the chemical
potential when ne = 10
18cm−3 at the given magnetic fields,
which is the point where the derivative in Eq. (66) has to be
evaluated.
V. SUMMARY AND DISCUSSIONS
We studied the massive Dirac Hamiltonian in a con-
stant magnetic field. We show the analytic asymp-
totic behaviors of the chemical potential the screening
wavenumber and the scattering rate based on the re-
sults obtained in Ref. 42. The important energy scale
is ∆B = 2pi
2ne`
2
B and the mass term ∆ becomes relevant
when ∆B < ∆. For realistic systems this happens at
high fields which are hard to realize experimentally. At
lower fields the effect of the mass term is negligible. The
asymptotic behavior of these quantities at high magnetic
fields is:
µ ∝ B−1 κ2 ∝ B Γ ∝ B−1 ∆B  ∆ , (67a)
µ ∼ ∆ κ2 ∝ B2 Γ ∝ B−2 ∆B  ∆ . (67b)
In Sec. IV we study the thermoelectric trans-
port coefficients based on the formalism developed by
Luttinger54,55. We prove the validity of the Sommerfeld-
Bethe relations57 and as a consequence the Mott formula
and the Wiedemann-Franz law. We show that the tem-
perature range where the low temperature approximation
can be applied expands with increasing magnetic fields.
First, we calculated the electric conductivity tensor.
We showed that the Hall conductivity in the clean limit
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FIG. 8. The two components of the Nernst coefficient in the
quantum limit (66) as a function of the magnetic field us-
ing different mass terms. The parameters used are: ne =
1018cm−3 and v = 1× 106 m s−1
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FIG. 9. The Nernst coefficient in the quantum limit (66) as
a function of the magnetic field using different mass terms.
The parameters used are: ne = 10
18cm−3 and v = 106m s−1.
is inversely proportional to the magnetic field, as in usual
systems. In the case of σxx impurities are necessary to get
a non-zero result. In our previous study42 we have shown
that the magnetic field dependence of the scattering rate
directly affects the magnetic field dependence of the con-
ductivity. The screened charged impurities are necessary
to reproduce the B−1 dependence of the conductivity and
thus the linear magnetoresistance, consistently with pre-
vious studies for the 2 × 2 Weyl Hamiltonian39–41. We
calculated the vertex correction and showed that it is
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negligible for realistic parameter regimes, which justifies
the assumptions in previous studies39,40,42. In the case
of finite mass term we showed that the high field limit is
qualitatively the same as in the massless case i.e. pro-
portional to B−1 but with different numerical prefactors.
At intermediate magnetic fields we find that the conduc-
tivity decreases at a slower rate than B−1. At high fields
the scattering rate decreases at a higher rate in the mas-
sive case, but the density of states becomes larger close
to the bottom of the Landau level. These two effects
compensate each other causing the same behavior as in
the massless case.
Then, using the Mott-formula we studied the Seebeck
and Nernst coefficients. We assumed that the Hall con-
ductivity is larger than the diagonal conductivity, and
thus the Hall-angle is large. This is a reasonable as-
sumption if the impurity density is low and it is con-
sistent with experimental results27. With this Sxx is lin-
ear in the massless case consistently with Ref. 53, but
in the massive case it increases quadratically. This is
also consistent with the experimental result for massive
Dirac electrons29 where they found the thermopower to
be linear, since the magnetic field is not high enough in
the experiment to see the different behavior. While the
qualitative difference does not appear in the conductivity
we see it in the Seebeck coefficient but only at very high
fields. As we saw the Nernst coefficient behaves very sim-
ilarly to the Seebeck coefficient. This is mainly caused
by the fact that the Hall angle saturates at high fields
which makes Sxy ∝ Sxx.
Summarizing the asymptotic results for the magnetic
field and temperature dependence of the measurable
quantities close to zero temperature and high magnetic
fields we got:
σxx ∝ ni
B
Sxx ∝ TB
ne
∆B  ∆ , (68a)
σxx ∝ ni
B
Sxx ∝ TB
2∆
n2e
∆B  ∆ , (68b)
σxy ∝ ne
B
Sxy ∝ niTB
n2e
∆B  ∆ , (68c)
σxy ∝ ne
B
Sxx ∝ niTB
2∆
n3e
∆B  ∆ . (68d)
Since the Wiedemann-Franz law holds as in Eq. (42c),
the thermal conductivity is simply proportional to the
electric conductivity. To get a complete picture for
the thermal conductivity the contribution from phonons
would also be necessary.
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Appendix A: Current operators of a general
multi-band Hamiltonian
In this appendix, we derive the current operators
of a general multi-band Hamiltonian without interac-
tions based on the continuum equation. An alternative
method is given in Ref. 57 for a single-band Hamilto-
nian with electron-phonon and finite-range mutual inter-
actions. We assume that the many-body Hamiltonian
can be written as:
H =
∑
a,b
∫
d3x Ψ†a(x)Hab(p + eA(x),x)Ψb(x) , (A1)
where H is an arbitrary Hermitian matrix that is a func-
tion of the momentum and coordinate. A is an arbitrary
vector potential describing the magnetic field. From now
on the summation over a and b will not be explicitly writ-
ten, but the Einstein summation convention is used. In
the coordinate representation the momentum becomes a
differential operator which can be described with an ap-
propriate singular kernel, thus the Hamiltonian can be
written as:
H =
∫
d3x d3x′ Ψ†a(x)Hab(x,x
′)Ψb(x′) . (A2)
The particle current and the energy current can be ex-
pressed through the continuity equation:
∂t%+ divj = 0 , ∂th+ divjE = 0 . (A3)
The particle and energy density operators are defined to
be Hermitian as:
%(x) = Ψ†(x)Ψ(x) , (A4a)
h(x) =
∫
d3x′
1
2
[
Ψ†(x)H(x,x′)Ψ(x′) + (x↔ x′)
]
.
(A4b)
From now on j1 ≡ j, j2 ≡ jE , %1 ≡ % and %2 ≡ h. The
many body current operators (Ji) can be expressed with
the density operator using Eq. (A3) as:
J (i)α :=
∫
d3xj(i)α (x) =
∫
d3x
∑
β
(∂βxα)j
(i)
β (x)
= −
∫
d3x
∑
β
xα(∂βj
(i)
β (x)) =
∫
d3x xα∂t%i(x) ,
(A5)
where we neglected surface terms during partial integra-
tion. Introducing the polarization operators defined as:
~Pi :=
∫
d3x ~x%i(x) , (A6)
the current operators are:
~Ji = ∂t ~Pi = i[H, ~Pi] . (A7)
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Using the previous definitions and the anticommutator
of fermionic field operators:
{Ψa(x),Ψ†b(x′)} = δabδ(x− x′) , (A8)
the current operators become:
~J1 = i
∫
d3xd3x′Ψ†a(x)Hab(x,x
′)(~x′ − ~x)Ψb(x′) ,
(A9a)
~J2 = i
2
∫
d3xd3x′ d3x′′Ψ†a(x)Hac(x,x
′′)×
× (~x′ − ~x)Hcb(x′′,x′)Ψb(x′) . (A9b)
Using differential operators these can be expressed as:
~Ji =
∫
d3xΨ†a(x, t) ~J
(i)
ab (p,x)Ψb(x, t) , (A10)
where (using [f(p),x] = −i∇pf(p)):
~J
(1)
ab (p,x) = ∇pHab(p + eA(x),x) , (A11a)
~J
(2)
ab (p,x) =
1
2
[ ~J (1)ac Hcb +Hac
~J
(1)
cb ] . (A11b)
If the Hamiltonian includes impurities in the form of
V (x) we can see that it doesn’t affect the particle cur-
rent, but it appears in the energy current. Thus, in order
to calculate the energy current the matrix elements of
the impurity potential would be necessary. This can be
avoided by expressing the energy current with the current
operator. A similar argument for a single-band Hamil-
tonian can be found in Refs. 57 and 64. We start by
defining:
~J1(τ, τ ′) :=
∫
d3xΨ†(x, τ)~J1Ψ(x, τ ′) , (A12)
where we use the τ imaginary times in the Matsubara
formalism. With this the many-body current operator
is:
~J1(τ) = lim
τ ′→τ−
~J1(τ, τ ′) . (A13)
Using the grand canonical Hamiltonian (K = H − µN )
the τ derivative of an arbitrary A operator is:
∂τA(τ) = [K, A(τ)] . (A14)
It can be shown that:
∂τΨ
†
a(x, τ) =
∫
d3x′Ψ†b(x
′, τ)Kba(x′,x) , (A15a)
∂τΨa(x, τ) = −
∫
d3x′Kab(x′,x)Ψb(x′, τ) . (A15b)
With these the energy current can be expressed as:
~J2(τ) = lim
τ ′→τ−
1
2
[∂τ − ∂τ ′ + 2µ] ~J1(τ, τ ′) . (A16)
Using this formula only the matrix elements of the cur-
rent operator are needed, which do not include the im-
purity potential.
Appendix B: Current operators under external fields
Following Luttinger54 the Hamiltonian of the H0 sys-
tem under external fields can be written as:
H =
∫
d3xh0(x)[1 + ψ(x)] + %e(x)φ(x) , (B1)
The kernel function in Eq. (A2) of this Hamiltonian is:
Hab(x,x
′) =H(0)ab (x,x
′)
[
1 +
1
2
(ψ(x) + ψ(x′))
]
+
+ δ(x− x′)%e(x)φ(x) . (B2)
Using Eqs. (A9a) and (A9b) the single-particle current
and energy current operators in Eq. (A10) can be ex-
pressed as:
~Jtot1 =
~J1 +
1
2
[
~J1ψ + ψ~J1
]
, (B3a)
~Jtot2 =
~J2 − e
2
[
~J1φ+ φ~J1
]
+
+
1
2
[
~J2ψ + ψ~J2 + ~J1ψH0 + H0ψ~J1
]
, (B3b)
where only the first order terms in the external fields are
kept and
~J1 = ∇pH0 , ~J2 = 1
2
[~J1H0 + H0~J1] . (B4)
This is equivalent to the currents obtained in Refs. 55
and 56.
Appendix C: Transport coefficients of a general
multi-band Hamiltonian
In this appendix, we prove Eqs. (36), (37) and (38) for
a general multi-band Hamiltonian without interactions.
The following results are similar to that of Smrcˇka and
Strˇeda55 who studied a single-band Hamiltonian, but ex-
pressed in the eigenstate basis. Phenomenologically the
current density and energy current density can be ex-
pressed using the transport coefficients (Lij) as
54,55,63:
j1 = −e2L11∇φ+ eL12∇ψ , (C1a)
j2 = e L21∇φ− L22∇ψ , (C1b)
where:
j1 = −e
〈
~J tot1
〉
V
, j2 =
〈
~J tot2
〉
V
. (C2)
For uniform electric field the electric potential is:
φ = −xE . (C3)
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According to the arguments in Ref. 54 and 55 the gradi-
ent of the gravitational potential is equivalent to the the
temperature gradient:
∇ψ ≡ −T∇
(
1
T
)
. (C4)
If this is also uniform then:
ψ ≡ −Tx∇
(
1
T
)
. (C5)
Using Eqs. (B3a), (B3b) and (A10) the thermal aver-
age of the many-body current operators can be expressed
as: 〈
~J tot1
〉
=
〈
~J1
〉
+
〈
~J ψ1
〉
0
, (C6a)〈
~J tot2
〉
=
〈
~J2
〉
+
〈
~J φ1
〉
0
+
〈
~J ψ2
〉
0
. (C6b)
The 〈〉0 is the thermal average using only the H0 Hamil-
tonian. In this formulas we only consider the potentials
up to linear order. We can divide the contributions to the
transport coefficients coming from the field independent
and field dependent currents as:
Lij = Kij + Mij . (C7)
The Kij components coming from the
〈
~Ji
〉
terms can
be calculated using the Kubo response theory63 as:
Kij = lim
ω→0
i
ω
lim
δ→0+
Πij(iωλ = ω + iδ) , (C8a)
Π
(ij)
αβ (iωλ) = −
1
V
β∫
0
dτeiωλτ
〈
J (i)α (τ)J (j)β (0)
〉
0
. (C8b)
Using the many-body current operators with the formal-
ism described in Eq. (A16) the current-current correla-
tion can be calculated as:
Π
(ij)
αβ (iωλ) = −
1
V
β∫
0
dτeiωλτ lim
τ ′→τ−
τ ′′′→τ ′′−
τ ′′→0−
∆i(∂τ , ∂τ ′)∆j(∂τ ′′ , ∂τ ′′′) 〈Jα(τ, τ ′)Jβ(τ ′′, τ ′′′)〉o , (C9a)
∆1(∂τ , ∂τ ′) := 1 , ∆2(∂τ , ∂τ ′) :=
1
2
(∂τ − ∂τ ′ + 2µ) . (C9b)
Using the (A12) form of the many-body current operator, performing the thermal average over the field operators
and transforming to the Matsubara frequency space we get:
Π
(ij)
αβ (iωλ) =
1
V
1
β
∑
n
∫
d3x
∫
d3x′∆i(iωn,−iωn − iωλ)∆j(iωn + iωλ,−iωn) Tr{JαG(x,x′, iωn + iωλ)JβG(x′,x, iωn)} ,
(C10)
where G is the Green’s function of the H0 Hamiltonian. In the eigenstate basis (H0 |a〉 = Ea |a〉) this can be expressed
as:
Π
(ij)
αβ (ω) = −
1
V
∑
a,b
J
(α)
ab J
(β)
ba C
(ij)
ba (ω) , (C11a)
C
(ij)
ba (ω) := 2
∞∫
−∞
dε
2pi
(
ε+
1
2
ω
)i+j−2 [
f(ε− µ) GRb (ε+ ω) ImGRa (ε) + f(ε− µ+ ω) ImGRb (ε+ ω)GAa (ε)
]
, (C11b)
where the Matsubara summation was substituted to an integral62,65. The retarded and advanced Green’s functions
are defined as G
R/A
a := (ε± iδ − Ea)−1. After performing the ω → 0 limit we get:
ReK
(ij)
αβ =
1
V
∑
a,b
Im
{
J
(α)
ab J
(β)
ba
}
ReC
(ij)
ba + Re
{
J
(α)
ab J
(β)
ba
}
ImC
(ij)
ba , (C12a)
C
(ij)
ba = 2
∞∫
−∞
dε
2pi
εi+j−2
(
f(ε− µ) [∂εGRb (ε) ImGRa (ε) + ∂ε ImGRb (ε)GAa (ε)]+ ∂εf(ε− µ) ImGRb (ε)GAa (ε)) . (C12b)
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Since the one-particle current operator is hermitian the following relations hold:
Im
{
J
(α)
ab J
(β)
ba
}
= − Im
{
J
(α)
ba J
(β)
ab
}
, Re
{
J
(α)
ab J
(β)
ba
}
= Re
{
J
(α)
ba J
(β)
ab
}
. (C13)
Using these and partial integrations:
ImC
(ij)
ba = −2
∞∫
−∞
dε
2pi
εi+j−2∂εf(ε− µ) ImGRb (ε) ImGRa (ε) , (C14a)
ReC
(ij)
ba = 2
∞∫
−∞
dε
2pi
f(ε− µ)
[
2εi+j−2∂ε ReGRb (ε) ImG
R
a (ε) + (i+ j − 2)εi+j−3 ReGRb (ε) ImGRa (ε)
]
. (C14b)
We move on with expressing the Mij components in
Eq. (C7). Using the eigenstate representation we can
write them as:
M11 = 0 , (C15a)
M12 = −2
∑
a
∞∫
−∞
dε
2pi
f(ε− µ) Im{GRa (ε)}Maa ,
(C15b)
M21 = M12 , (C15c)
M22 = −4
∑
a
∞∫
−∞
dε
2pi
εf(ε− µ) Im{GRa (ε)}Maa ,
(C15d)
where:
Mαβaa =
1
2
〈a| [Jαxβ + xβJα] |a〉 . (C16)
Using Jα = i[H0, xα] this can be transformed to:
Mαβaa =
1
2
〈a| [Jαxβ − Jβxα] |a〉 . (C17)
From the above formula we can see that M ijαα = 0.
Since every formula is proportional to f(ε − µ) or
∂εf(ε−µ) it is always possible to express the finite tem-
perature quantities with the zero temperature quantities
as:
Lij(T, µ) = −
∫
dε
df(ε− µ)
dε
Lij(0, ε) , (C18)
With this the diagonal components are:
L11αα(0, ε) =
1
piV
∑
a,b
∣∣∣J (α)ab ∣∣∣2 ImGRb (ε) ImGRa (ε) , (C19a)
L12αα(0, ε) = εL
11
αα(0, ) , (C19b)
L22αα(0, ε) = ε
2L11αα(0, ) . (C19c)
For the off-diagonal components the calculation is more
complex. We need to address both K and M contribu-
tions. It can be show to a similar fashion as Ref. 55 that
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Π = +
FIG. 10. Feynman diagrams of the first order approximation
of the correlation function. The double lines are the impurity
Green’s function, the double dashed lines are the effective
impurity potentials and the star is the impurity density.
the components coming from M compensate for terms
coming from K in a way that the off-diagonal compo-
nents can be expressed similarly to the diagonal compo-
nents as:
L11αβ(0, ε) =
1
piV
∑
a,b
[
Re
{
J
(α)
ab J
(β)
ba
}
ImGRb (ε) ImG
R
a (ε)+
+ Im
{
J
(α)
ab J
(β)
ba
} ε∫
−∞
dξ2∂ξ ReG
R
b (ξ) ImG
R
a (ξ)
]
,
(C20a)
L12αβ(0, ε) = εL
11
αβ(0, ) , (C20b)
L22αβ(0, ε) = ε
2L11αβ(0, ) . (C20c)
Appendix D: Calculation of vertex correction in
magnetic field
In the previous section we derived the formula for the
transport coefficients (Eq. (C20)). This formula assumes
that the eigenstate representation and the Green’s func-
tion of the whole Hamiltonian is known. In the case of
impurities usually the clean system is solvable and we
treat the impurities as perturbation. We assume that
the Hamiltonian has the form:
H = HD +
∑
i
u(x− xi) . (D1)
Now the eigenstate basis will be defined using the eigen-
states of HD (for simplicity we denote them with the
same index as before HD |a〉 = Ea |a〉).
Here we only consider the first order approximation
in the impurity density. After resummations62 diagram-
matically this can be represented as in Fig. 10. The dou-
ble lines in the diagrams represent the impurity Green’s
function (which is assumed to be diagonal in the |a〉 ba-
sis). We will only discuss the diagonal components (the
off-diagonal components generally give finite results at
the zeroth order approximation).
The first diagram gives exactly the same contribution
as in Eq. (C20), but now the expression is in the eigen-
state basis of only HD and the Green’s functions are the
impurity Green’s functions:
L11(0)αα (µ) =
1
piV
∑
a,b
∣∣∣J (α)ab ∣∣∣2 ImGRb (µ) ImGRa (µ) . (D2)
The second diagram in the momentum representation
can be expressed as:
Π
(1)
αβ(iωλ) =
1
V 6
∑
k,k′
k′′,k′′′
q
1
β
∑
n
ni|uq|2 Tr
{
J
(α)
kk Gkk′′′(iωn)Gk′′′−qk′′(iωn)J
(β)
k′′k′′Gk′′k′−q(iωn + iωλ)Gk′k(iωn + iωλ)
}
.
(D3)
In the eigenstate basis this becomes:
Π
(1)
αβ(iωλ) =
1
V
∑
a,b,c,d
V dcab J
(α)
ad J
(β)
cb C
dc
ab(iωλ) , (D4a)
Cdcab(iωλ) :=
1
β
∑
n
Ga(iωn + iωλ)Gb(iωn + iωλ)Gc(iωn)Gd(iωn) , (D4b)
V dcab :=
1
V 3
∑
k,k′
q
ni|uq|2φ†d(k′)φc(k′ − q)φ†b(k− q)φa(k) . (D4c)
After analytic continuation and expressing the Matsubara sum with an integral:
Cdcab(ω) = −
∞∫
−∞
dε
2pii
f(ε)
[
gRRabcd(ε+ ω, ε)− gRAabcd(ε+ ω, ε) + gRAabcd(ε, ε− ω)− gAAabcd(ε, ε− ω)
]
, (D5)
gXX
′
abcd (ε, ε
′) := GXa (ε)G
X
b (ε)G
X′
c (ε
′)GX
′
d (ε
′) . (D6)
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We will assume that everything except Cabcd(ω) is real (it is not necessarily true but it is true in our case). With this
after performing the DC-limit the vertex correction to the conductivity at zero temperature becomes:
L11(1)αα (µ) =
1
piV
∑
a,b,c,d
V dcab J
(α)
ad J
(α)
cb ImC
dc
ab(µ) , (D7a)
ImCdcab(µ) =
[(Ea − µ)Γb + (Eb − µ)Γa][(Ec − µ)Γd + (Ed − µ)Γc]
ΓaΓbΓcΓd
ImGRa (µ) ImG
R
b (µ) ImG
R
c (µ) ImG
R
d (µ) , (D7b)
where Γa ≡ Γa(µ).
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