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Abstract
We prove that if M is a connected real-analytic holomorphically nondegenerate hypersurface in Cn+1,
then for any point p ∈ M there exists an integer k such that any two germs at p of local biholomorphic
mappings H1,H2 : (Cn+1,p) → (Cn+1,p) that send M into itself and whose k-jets agree at p are identical.
The above is a special case of a more general theorem stated for formal hypersurfaces that gives a fi-
nite jet determination result for the class of formal mappings whose Jacobian determinant does not vanish
identically.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction and statements of main results
In this paper, we prove the following result which provides a positive answer to a conjecture
of Baouendi–Ebenfelt–Rothschild, essentially going back to [2] (see also, e.g., [7] and [17]):
Theorem 1.1. Let M ⊆ Cn+1 be a connected real-analytic holomorphically nondegenerate hy-
persurface, where n  1. Then, for every p ∈ M , there is a nonnegative integer N = N(M,p)
such that the germs at p of local real-analytic CR automorphisms of M are uniquely determined
by their N -jets at p.
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1612 R. Juhlin / Advances in Mathematics 222 (2009) 1611–1648Recall that an N -jet of a function h at a point p, denoted jNp (h), is the collection of derivatives
of h at p up to order N . Also, recall that a submanifold in complex space is called holomorphi-
cally nondegenerate at a point if it does not have a nontrivial germ of a holomorphic vector field
(with holomorphic coefficients) tangent to the manifold in a neighborhood of that point (this
notion was introduced by Stanton [23]).
This theorem can be seen as a local CR version for real-analytic hypersurfaces of Cn+1 of the
classical uniqueness theorem of H. Cartan stating that a holomorphic automorphism of bounded
domains in Cn+1 is uniquely determined by its 1-jet at any point in the domain.
The study of finite jet-determination for hypersurfaces has a long history. Poincaré in
1907 [21] pointed out the importance of studying holomorphic maps that take a piece of one
hypersurface into another. Finite jet determination for Levi-nondegenerate hypersurfaces follows
from the works of E. Cartan [9,10] (for hypersurfaces in C2), and the works of Tanaka [24] and
Chern and Moser [11] (for hypersurfaces in higher dimensions). They proved that if the hypersur-
face M is Levi-nondegenerate at p ∈ M , then any formal invertible map taking (M,p) into itself
is uniquely determined by its 2-jet at p. If the hypersurface M is more degenerate at the point p,
we may need more derivatives at p to determine the mapping, so the question arises whether the
automorphism can be determined by a finite number of its derivatives. Baouendi, Ebenfelt and
Rothschild [2] observed that holomorphic nondegeneracy is necessary in order to have finite jet
determination and showed finite jet determination for the subclass of hypersurfaces that are, so-
called, finitely nondegenerate see [6] or [3]. They generalized this result to hypersurfaces that are
essentially finite at p [4]. For the case when M is of finite type at p, Theorem 1.1 was proved by
Baouendi, Mir and Rothschild [7]. The first general result when M is of infinite type at p is due
to Ebenfelt, Lamel and Zaitsev in [13], namely that Theorem 1.1 holds for hypersurfaces in C2.
Using their techniques Putinar [22] obtained finite jet determination for a class of hypersurfaces
of infinite type in higher dimensions. Lamel and Mir [17] showed finite jet determination for the
class of hypersurfaces that are generically Levi-nondegenerate.
Theorem 1.1 follows from the following more general theorem, where we consider formal
manifolds and the class of formal mappings whose Jacobian determinant does not vanish identi-
cally. See Section 2 for precise definitions.
Theorem 1.2. Let (M,p) and (M ′,p′) be formal real hypersurfaces in Cn+1 with (M ′,p′)
holomorphically nondegenerate. Assume H0 : (Cn+1,p) → (Cn+1,p′) is a formal mapping
sending M into M ′ whose Jacobian determinant does not vanish identically. Then, there is
an integer N  0 such that if H is any formal mapping sending (M,p) into (M ′,p′) with
jNp (H) = jNp (H0), then H ≡ H0.
Finite jet determination can also be studied for maps between manifolds of higher codimen-
sion. In the case where the source manifold M is of finite type at p, we generalize Theorem 1.2 to
generic submanifolds in Cn+d of codimension d (the notions finite type and generic are defined
in Section 2):
Theorem 1.3. Let (M,p) and (M ′,p′) be formal generic manifolds in Cn+d of real codi-
mension d with (M ′,p′) holomorphically nondegenerate and M of finite type at p. Assume
H0 : (Cn+d ,p) → (Cn+d ,p′) is a formal mapping sending M into M ′ whose Jacobian determi-
nant does not vanish identically. Then, there is an integer N  0 such that if H is any formal
mapping sending (M,p) into (M ′,p′) with jN(H) = jN(H0), then H ≡ H0.p p
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are assumed to be “not totally degenerate”.
Under the conditions of Theorem 1.3, we also get an explicit expression for N , a bound on
the jet order, depending on H0, M and M ′. As a consequence, we obtain the following result for
real-analytic manifolds, where we allow the base point to vary:
Theorem 1.4. Let M and M ′ be connected real-analytic generic manifolds in Cn+d of real
codimension d . Assume H0 is a holomorphic mapping defined on an open set U ⊆ Cn+d such that
H0(M ∩ U) ⊆ M ′, M ′ is holomorphically nondegenerate, and M is of finite type for all points
in M ∩ U . Then, there is a nonnegative integer N(p) depending upper-semicontinuously on
p ∈ M ∩U such that if H is a formal mapping taking (M,p) into (M ′,H0(p)) with jN(p)p (H) =
j
N(p)
p (H0), then H = H0 as a formal power series at p.
For the class of invertible mappings, the integer N(p) does not depend on the mapping H0.
Hence, we have the following result:
Corollary 1.5. Let M be a connected real-analytic generic manifold that is holomorphically
nondegenerate and of finite type at all of its points. Then there is a nonnegative integer N(p)
depending upper-semicontinuously on the point p ∈ M such that for any real-analytic generic
manifold M ′ of the same dimension as M and any pairs H1, H2 of formal invertible mappings
taking (M,p) into M ′ with jN(p)p (H1) = jN(p)p (H2), we have H1 ≡ H2.
In their recent paper [16], Lamel and Mir prove a result similar to Corollary 1.5 for a more
restrictive class of manifolds, but for a bigger class of CR-mappings—namely the class of finite
mappings. In Theorem 1.4, the manifolds and the mappings are allowed to be more degenerate
than in their theorem, but the integer N(p) in Theorem 1.4 depends a priori on H0 and M ′, so in
particular the theorem does not hold for arbitrary pairs.
Finite jet determination has also been studied for maps between hypersurfaces of different
dimensions, e.g., [15], and for smooth CR-mappings between smooth CR-manifolds see [12].
The second part of this paper uses the techniques introduced by Ebenfelt in [12] and further
refined in [13], mentioned above. The calculations used to establish finite jet determination is
often very similar to those used to get convergence of formal mappings. Apart from the paper [7],
which also deals with convergence, there is an earlier work by Mir [19] that has given some of
the inspiration for the first part of this paper.
The paper is organized as follows. We start by introducing basic definitions and notations in
Section 2. In Section 3, we establish some finite jet determination results for systems of formal
equations that is used later on. In Section 4, we introduce some universal polynomials that are
used to establish some mapping identities. These identities will be used in Section 5 to establish
finite jet determination along the first Segre variety, and in Section 6, along the higher iterated
Segre varieties. We then prove Theorems 1.3 and 1.4, where the source manifold is of finite type
(in the sense of Kohn and Bloom–Graham). Finally, in Section 7 we use the techniques from [12]
and [13] together with our partial jet determination result from Section 5 to prove Theorem 1.2
in the case when the source hypersurface is of infinite type. Apart from using some results from
earlier sections, this section is completely independent and uses different techniques than the rest
of the paper.
The author wishes to thank Bernhard Lamel and Nordine Mir for comments and suggestions
on preliminary versions of the paper.
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Let (M,p) be a formal generic manifold in Cn+d of real codimension d . This means
that (M,p) is generated by a vector-valued formal power series ρ(Z, Z¯) = (ρ1(Z, Z¯), . . . ,
ρd(Z, Z¯)), where ρj (Z, Z¯) ∈ CZ − p, Z¯ − p¯ for 1  j  d and satisfying ∂ρ1 ∧ · · · ∧
∂ρd(p, p¯) 	= 0 and the reality condition ρ¯(Z¯,Z) ≡ ρ(Z, Z¯), where ρ¯ is obtained from ρ by
taking the complex conjugate of all the coefficients. ρ is called the defining function of the mani-
fold, and we say that the manifold is defined by the equation ρ(Z, Z¯) = 0. If ρ(Z, Z¯) converges,
then the equation ρ(Z, Z¯) = 0 defines a (generic) real-analytic submanifold in Cn+d of real codi-
mension d in a neighborhood of the point p. For more details about formal generic manifolds,
see e.g. [4] or [7].
After a formal change of coordinates, we can (without loss of generality) assume that the
manifold is given by normal coordinates at p. This means that the point p is at the origin and
that the manifold (M,0) is defined formally by
Imw = φ(z, z¯,Rew), (2.1)
where (z,w) ∈ Cn × Cd and φ(z, z¯, s) is a real vector-valued power series (z ∈ Cn and s ∈ Rd )
with d components satisfying φ(0, χ, s) ≡ φ(z,0, s) ≡ 0. By solving for w in (2.1) using the
(formal version of the) implicit function theorem, we write this equivalently as
w = Q(z, z¯, w¯), (2.2)
where Q is a vector-valued complex power series with d components satisfying
Q(z,0, τ ) ≡ τ and Q(0, χ, τ ) ≡ τ. (2.3)
The requirement that φ is a real-valued power series is equivalent to the reality condition
Q
(
z,χ, Q¯(χ, z,w)
)≡ w. (2.4)
We say, following Stanton [23], that a formal manifold M is holomorphically nondegenerate
if it does not have a nontrivial formal holomorphic vector field, which is tangent to M . A formal
holomorphic vector field is a vector field of the form
∑n+d
j=1 aj (Z)
∂
∂Zj
, where the coefficients
aj (Z) are formal power series in Z. If the manifold is given in normal coordinates, then holo-
morphic nondegeneracy is equivalent (see e.g. [7, Lemma 13.1]) to the condition that there exist
n pairs (α1, r1), . . . , (αn, rn), where, for each j , αj is a multi-index and rj ∈ {1,2, . . . , d} satis-
fying
det
((
∂ |αj |+1Qrj
∂zα
j
χk
(0, χ, τ )
)
j,k
)
	≡ 0.
Recall that a manifold (M,p) is of finite type at p (in the sense of Kohn [14] and Bloom and
Graham [8]) if the Lie algebra generated by the (formal) (0,1)- and (1,0)-vector fields span the
tangent space of M at p. In the case of hypersurfaces, then for any choice of normal coordinates
for M at p, we have that (M,p) is of infinite type at p if and only if
Q(z,χ,0) ≡ 0. (2.5)
R. Juhlin / Advances in Mathematics 222 (2009) 1611–1648 1615We let (M,p) and (M ′,p′) be formal generic manifolds in Cn+d of real codimension d , with
defining functions ρ and ρ′ respectively. We say that a formal mapping H(Z) ∈ Cn+dZ − p
maps (M,p) into (M ′,p′) if the constant term H(p) = p′ and there exists a matrix valued power
series a(Z, Z¯) ∈ Cd×dZ − p, Z¯ − p¯ such that
ρ′
(
H(Z), H¯ (Z¯)
)= a(Z, Z¯)ρ(Z, Z¯).
If (M,p) and (M ′,p′) are given in normal coordinates by Q and Q′ respectively, we write
H(z,w) = (F (z,w),G(z,w)), where F is the first n components and G the last d components
of H . The condition that H maps M into M ′ is then equivalent to that the following power-series
identity is fulfilled:
Q′
(
F
(
z,Q(z,χ, τ )
)
, H¯ (χ, τ )
)= G(z,Q(z,χ, τ )). (2.6)
In some of the results, we are going to assume that a mapping H is generically of full rank. By
this we mean that
det
∂H
∂Z
(Z) 	≡ 0. (2.7)
We will use the following well-known result, which follows in a straightforward way from linear
algebra.
Lemma 2.1. With the above notation, if (2.6) is satisfied, then the condition
detHZ(Z) 	≡ 0 (2.8)
is equivalent to
det
∂
∂z
F
(
z,Q(z,χ, τ )
) 	≡ 0 (2.9)
and
det
(
∂G
∂w
(
z,Q(z,χ, τ )
)−Q′z′(F (z,Q(z,χ, τ )), H¯ (χ, τ ))∂F∂w (z,Q(z,χ, τ ))
)
	≡ 0.
(2.10)
3. Finite jet determination results for systems of formal equations
We start by proving the following proposition, which we will be using twice in this paper:
Proposition 3.1. Let P(x,Y ) = (P 1(x,Y ), . . . ,PN(x,Y )) be a vector-valued power series in
(x,Y ) ∈ Cn1 × CN for some integers n1  0 and N  1. Let ϕ0(x, t) = (ϕ10(x, t), . . . , ϕN0 (x, t))
be a vector-valued power series in (x, t) ∈ Cn1 × Cd such that
det
∂P (
x,ϕ0(x, t)
) 	≡ 0. (3.1)∂Y
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∂ |α0|+|β0|
∂xα
0
∂tβ
0
∣∣∣∣ x=0
t=0
det
∂P
∂Y
(
x,ϕ0(x, t)
) 	= 0. (3.2)
Then for any power series ϕ(x, t) satisfying
(1) ∂ |α|+|β|ϕ
∂xα∂tβ
(0) = ∂ϕ0
∂xα∂tβ
(0), for |α| |α0|, |β| |β0|,
(2) for some k we have ∂ |β|
∂tβ
|t=0P(x,ϕ(x, t)) = ∂ |β|∂tβ |t=0P(x,ϕ0(x, t)) for |β| |β0| + k
we have that
∂ |β|ϕ
∂tβ
(x,0) = ∂
|β|ϕ0
∂tβ
(x,0), for |β| k. (3.3)
Proof. The proof is inspired by [20]. See also [19].
There exists a matrix-valued power series A(x,Y,Z) such that
P(x,Y )− P(x,Z) = A(x,Y,Z)(Y −Z) (3.4)
and
A(x,Y,Y ) = ∂P
∂Y
(x,Y ). (3.5)
In (3.4), we treat P , Y and Z as column vectors.
We have
∂P
∂Y
(
x,ϕ0(x, t)
)= A(x,ϕ0(x, t), ϕ0(x, t))
= A(x,ϕ(x, t), ϕ0(x, t))+O(|x||α0|+1, |t ||β0|+1). (3.6)
Therefore if we define
a(x, t) = detA(x,ϕ(x, t), ϕ0(x, t)), (3.7)
we have
∂ |α0|+|β0|a
∂xα
0
∂tβ
0 (0) =
∂ |α0|+|β0|
∂xα
0
∂tβ
0
∣∣∣∣ x=0
t=0
det
∂P
∂Y
(
x,ϕ0(x, t)
) 	= 0. (3.8)
We get
O
(|t ||β0|+k+1)= P (x,ϕ(x, t))− P (x,ϕ0(x, t))
= A(x,ϕ(x, t), ϕ0(x, t))(ϕ(x, t)− ϕ0(x, t)). (3.9)
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O
(|t ||β0|+k+1)= a(x, t)(ϕ(x, t)− ϕ0(x, t)). (3.10)
From (3.8), we have that ∂ |β
0|a
∂tβ
0 (x,0) 	≡ 0 and therefore
∂ |β|ϕ
∂tβ
(x,0) ≡ ∂
|β|ϕ0
∂tβ
(x,0) for |β| k.  (3.11)
In Section 7, where we are working with hypersurfaces of infinite type, we need the following
result on finite jet determination for systems of singular differential equations:
Let K denote the field R or C.
Theorem 3.2. Consider a singular system of differential equations for a Kn-valued power series
y(x, s), where s ∈ K and x ∈ Km of the form
∂sy(x, s) = p(x, s, y(x, s))
q(x, s, y(x, s))
, (3.12)
where p(x, s, y) and q(x, s, y) are power series (valued in Kn and K , respectively). Let y0(x, s)
with y0(0) = 0 be a power-series solution of (3.12) such that q(x, s, y0(x, s)) 	≡ 0. Then there
exists an integer N  0 such that, if y(x, s) is any solution of (3.12) with ∂ks y(x,0) = ∂ks y0(x,0)
for 0 k N , then y(x, s) = yˆ(x, s).
The theorem can be reduced to the following special case. (We will include the details below.)
Theorem 3.3 (Ebenfelt, Lamel, Zaitsev). Consider a singular differential equation for a Kn-
valued power series y(x, s), where s ∈ K and x ∈ Km of the form
sγ+1∂sy(x, s) = p(x, s, y(x, s))
q(x, s, y(x, s))
, (3.13)
where γ  0 is an integer, p(x, s, y) and q(x, s, y) are power series (valued in Kn and K , re-
spectively) with q(x,0,0) 	≡ 0. Let yˆ(x, s) be a power-series solution of (3.13) with yˆ(x,0) ≡ 0.
Then there exists an integer k  0 such that, if y(x, s) is another solution of (3.13) with
∂lsy(x,0) = ∂ls yˆ(x,0) for 0 l  k, then y(x, s) = yˆ(x, s).
Remark 3.4. The theorem above, stated as Theorem 5.1 in [13], was in their paper formulated
for real-analytic functions, but the proof works for power series as well. I also want to point out
that the notation y(k) used in the proof of that theorem should have denoted the coefficients not
derivatives. The theorem is also true for γ = −1. In this case, the system is nonsingular and the
solution is unique.
Proof of Theorem 3.2. Let l be the largest integer such that
∂k
k
∣∣∣∣ q(x, s, y0(x, s))≡ 0, k < l. (3.14)∂s s=0
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a(x, s) =
l∑
k=0
1
k!
∂ky
∂sk
(x,0)sk. (3.15)
We will write
y0(x, s) = a(x, s)+ sl y˜0(x, s), (3.16)
so y˜0(x,0) ≡ 0.
We will a priori assume that N  l, so we will only consider solutions y(x, s) such that
∂ky
∂sk
(x,0) = ∂ky0
∂sk
(x,0) for k  l. That is, solutions that can be written as
y(x, s) = a(x, s)+ sl y˜(x, s), (3.17)
where y˜(x,0) ≡ 0. By differentiating the above equation and using (3.13), we get
as(x, s)+ lsl−1y˜(x, s)+ sl y˜s(x, s) = p(x, s, a(x, s)+ s
l y˜(x, s))
q(x, s, a(x, s)+ sl y˜(x, s)) . (3.18)
Let the power series Q(x, s, y) be defined by
Q(x, s, y) = q(x, s, a(x, s)+ sly). (3.19)
We see from the definition of the integer l that Q has the property
∂kQ
∂sk
(x,0, y) ≡ 0, k < l (3.20)
and
∂lQ
∂sl
(x,0,0) 	≡ 0. (3.21)
Therefore, we define the new power series Q˜(x, s, y) by the equation
Q(x, s, y) = slQ˜(x, s, y). (3.22)
Furthermore, we have that Q˜(x,0,0) 	≡ 0.
From (3.18), we get that y˜ satisfies the following system of ODE’s
s2l y˜s (x, s) = P˜ (x, s, y˜(x, s))
Q˜(x, s, y˜(x, s))
, (3.23)
where the vector-valued power series P˜ (x, s, y) is defined by
P˜ (x, s, y) = p(x, s, a(x, s)+ sly)− slas(x, s)− ls2l−1y. (3.24)
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distinguished solution y˜0(x, s). Let N = N˜ + l. If y(x, s) is a solution to the system (3.12)
such that ∂
ky
∂sk
(x,0) = ∂ky0
∂sk
(x,0) for k  N , and we define y˜(x, s) by (3.17), then we have that
∂ky˜
∂sk
(x,0) = ∂ky˜0
∂sk
(x,0) for k  N˜ . Thus, Theorem 3.3 gives us that y˜(x, s) ≡ y˜0(x, s), and hence
that y(x, s) ≡ y0(x, s). 
4. Universal polynomials and mapping identities
In this section, we will define some families of polynomials. These polynomials are used to
establish mapping identities, i.e., power-series identities that are satisfied whenever we have a
formal mapping from M to M ′, where M and M ′ are formal generic submanifolds in normal
coordinates. The mapping identities will be used to prove partial jet determinations results in
Sections 5 and 6. The polynomials do not depend on the manifolds or the mapping. Therefore,
we call the polynomials universal.
We start by defining a polynomial for each tuple of indices. However, we will show in
Lemma 4.1 and later in Lemma 4.3 that two tuples with the same components but in differ-
ent order produce the same polynomial. Therefore, we will then switch to multi-index notation
to denote the polynomials.
For any nonempty tuple of indices A (i.e., A = (j1, . . . , jl) for l  1, where each
jk ∈ {1,2, . . . , n}), we will define the universal polynomial PA((Λα′)1|α′||A|) below, where
Λα′ ∈ Cn+1, |A| denotes the number of components of the tuple A, and where α′ is a multi-
index (with n components). Let Λα′ = (Λˆα′ ,Λn+1α′ ), where Λˆα′ denotes the first n components
of Λα′ . We will treat Λα′ and Λˆα′ as column vectors with n+ 1 and n components respectively.
Let ek be the multi-index (0, . . . ,0,1,0, . . . ,0), where the 1 is in position k. By (Λˆα′)|α′|=1 we
will mean the n × n matrix (Λˆe1, . . . , Λˆen). If M is an n × n matrix, let Adj(M) denote the
classical adjoint of M and let Adjkj (M) be the (k, j) entry of this matrix.
Let q be the polynomial
q
(
(Λˆα′)|α′|=1
)= det((Λˆα′)|α′|=1). (4.1)
For tuples containing only one index, that is if |A| = 1 so A = (j) for some j ∈ {1, . . . , n}, then
the polynomials PA are defined by
P(j)
(
(Λα′)|α′|=1
)= n∑
k=1
Λn+1ek Adjkj
(
(Λˆα′)|α′|=1
)
. (4.2)
For tuples of more than one component, the polynomials are defined recursively by the following
formula. Here (A, j) denotes the tuple we get by appending j to the end of the tuple A:
P(A,j)
(
(Λα′)1|α′||A|+1
)= n∑
k=1
(
q
(
(Λˆα′)|α′|=1
) ∑
1|γ ||A|
∂PA
∂Λγ
(
(Λα′)1|α′||A|
)
Λγ+ek
− (2|A| − 1)PA((Λα′)1|α′||A|) ∑
|γ |=1
∂q
∂Λˆγ
(
(Λˆα′)|α′|=1
)
Λˆγ+ek
)
× Adjk((Λˆα′)|α′|=1). (4.3)j
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and A2 are two tuples of indices with the same number of components and A2 is a permutation
of the entries in A1, then PA1 = PA2 .
Proof. We will suppress the arguments of the polynomials in order to make the notation a bit
more compact. Also if the range of an index in a sum is not specified, we will assume that the
sum is from 1 to n.
For |A| 0, let
P˜(A,k1,k2) =
∑
j1,j2
P(A,j1,j2)Λ
j1
ek1
Λ
j2
ek2
. (4.4)
We see that
P(A,j1,j2)q
2 =
∑
k1,k2
P˜(A,k1,k2) Adjk1j1 Adj
k2
j2
, (4.5)
so P(A,j1,j2) is symmetric in j1, j2 if and only if P˜(A,j1,j2) is symmetric in j1, j2.
We will need the following identity:
δk1p1
∑
s1,t1
∂q
∂Λ
s1
et1
Λ
s1
et1+ep2 =
∑
s1,t1,j1
∂ Adjk1j1
∂Λ
s1
et1
Λ
j1
ep1
Λ
s1
et1+ep2 +
∑
j1
Adjk1j1 Λ
j1
ep1+ep2 . (4.6)
This follows by applying the vector field
∑
s1,t1
Λ
s1
et1+ep2
∂
∂Λ
s1
et1
to the identity
δk1p1q =
∑
j1
Adjk1j1 Λ
j1
ep1
. (4.7)
We are going to start by proving that P˜(p1,p2) is symmetric in p1 and p2.
From (4.2) and (4.4), we get
P˜(p1,p2) = q3Λn+1ep1+ep2 + q
2
∑
k1,j1,s1,t1
Λn+1ek1
∂ Adjk1j1
∂Λ
s1
et1
Λ
s1
et1+ep2Λ
j1
ep1
− q2Λn+1ep1
∑
s1,t1
∂q
∂Λ
s1
et1
Λs1ep2
.
(4.8)
Now using (4.6), we get
P˜(p1,p2) = q3Λn+1ep1+ep2 − q
2
∑
k1,j1
Λn+1ek1 Adj
k1
j1
Λ
j1
ep1+ep2 . (4.9)
From this equation, we see that P˜(p1,p2) is symmetric in p1 and p2.
Now assume the length of A is greater than 0. From (4.3), we get that
P(A,j1) =
∑
QA,k1 Adjk1j1 , (4.10)
k1
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QA,p1 = q
∑
1|γ ||A|
∂PA
∂Λγ
Λγ+ep1 −
(
2|A| − 1)PA∑
s1,t1
∂q
∂Λ
s1
t1
Λ
s1
et1+ep1 . (4.11)
Using (4.3) once again on (4.10) and using (4.4), we get
P˜(A,p1,p2) = q3
∑
1|γ ||A|+1
∂QA,p1
∂Λγ
Λγ+ep2 + q2
∑
k1,j1,s1,t1
QA,k1
∂ Adjk1j1
∂Λ
s1
et1
Λ
j1
ep1
Λ
s1
et1+ep2
− (2|A| + 1)q2QA,p1 ∑
s1,t1
∂q
∂Λ
s1
t1
Λ
s1
et1+ep2 .
Now using (4.6) on the above equation, we get
P˜(A,p1,p2) = q3
∑
1|γ ||A|+1
∂QA,p1
∂Λγ
Λγ+ep2 − 2|A|q2QA,p1
∑
s1,t1
∂q
∂Λ
s1
t1
Λ
s1
et1+ep2
− q2
∑
k1,j1
QA,k1 Adjk1j1 Λ
j1
ep1+ep2 . (4.12)
After using (4.11) and collecting terms, we finally get
P˜(A,p1,p2) = −q3
(
2|A| − 1) ∑
1|γ ||A|
∂PA
∂Λγ+ep1
∑
s1,t1
∂q
∂Λ
s1
et1
Λ
s1
et1+ep2
− q3(2|A| − 1) ∑
1|γ ||A|
∂PA
∂Λγ+ep2
∑
s1,t1
∂q
∂Λ
s1
et1
Λ
s1
et1+ep1
+ q4
∑
1|γ 1|,|γ 2||A|
∑
1s1,s2n+1
∂2PA
∂Λ
s1
γ 1
∂Λ
s2
γ 2
Λ
s1
γ 1+ep1
Λ
s2
γ 2+ep2
+ q4
∑
1|γ ||A|
∂PA
∂Λγ
Λγ+ep1+ep2
− (2|A| − 1)q3PA ∑
s1,s2,t1,t2
∂2q
∂Λ
s1
t1 ∂λ
s2
t2
Λ
s1
et1+ep1Λ
s2
et2+ep2
− (2|A| − 1)q3PA∑
s1,t1
∂q
∂Λ
s1
et1
Λ
s1
et1+ep1+ep2
− 2|A|(2|A| − 1)q2PA ∑
s1,s2,t1,t2
∂q
∂
s1
et1
Λ
s1
et1+ep1
∂q
∂
s2
et2
Λ
s2
et2+ep2
− q2
∑
QA,k1 Adjk1j1 Λ
j1
ep1+ep2 . (4.13)k1,j1
1622 R. Juhlin / Advances in Mathematics 222 (2009) 1611–1648From this expression, it is clear that P˜(A,p1,p2) = P˜(A,p2,p1), so P(A,p1,p2) = P(A,p2,p1) for any
tuple A. By induction over |A| using the recursion formula (4.3), we see that PA is symmetric in
all its indices. 
Because of the symmetry, we will switch to multi-index notation to denote the polynomials.
That is, Pα((Λα′)1|α′||α|) = PA((Λα′)1|α′||A|) for a tuple A containing exactly αj copies of
the integer j for 1 j  n.
The usefulness of these polynomials is given by the following lemma:
Lemma 4.2.
(a) Let H = (F,G) be a formal mapping between two formal generic manifolds M and M ′ in
C
n+d of real codimension d given in normal coordinates by Q and Q′ respectively (i.e.,
the mapping condition (2.6) is satisfied). Assume that the mapping H satisfies the condition
det ∂
∂z
F (z,Q(z,χ, τ )) 	≡ 0. Then for 1 r  d and for every multi-index α with |α| > 0, we
have the following identity in the quotient field of formal power series:
Q′rz′α
(
F
(
z,Q(z,χ, τ )
)
, H¯ (χ, τ )
)= Pα(( ∂
|α′|
∂zα
′ H(r)(z,Q(z,χ, τ )))1|α′ ||α|)
(det ∂
∂z
F (z,Q(z,χ, τ )))2|α|−1
,
(4.14)
where H(r)(z,w) = (F (z,w),Gr(z,w)), where Gr is the r th component of G, and where
Q′r is the r th component of Q′.
(b) If, furthermore, q0  0 is the largest integer such that
∂ |η′|+|δ′|
∂zη
′
∂τ δ
′
∣∣∣∣ z=0
τ=0
det
∂
∂z
F
(
z,Q(z,χ, τ )
)≡ 0
for all η′ and δ′ with |η′|+ |δ′| < q0, then ∂ |η|+|δ|∂zη∂τ δ | z=0
τ=0
Pα((
∂ |α′ |
∂zα
′ H(r)(z,Q(z,χ, τ )))1|α′ ||α|)
is a polynomial in ∂ |η
′|+|δ′|
∂zη
′
∂τ δ
′ | z=0
τ=0
∂
∂z
H (r)(z,Q(z,χ, τ )) for |η′| + |δ′|  |η| + |δ| − (|α| −
1)(q0 − 1).
Proof. Let the power series λ(z,χ, τ ) be defined by
λ(z,χ, τ ) = det ∂
∂z
F
(
z,Q(z,χ, τ )
)
. (4.15)
Now, let us differentiate the r th component of (2.6) with respect to z and write the result as a
row-vector:
Q′rz′
(
F
(
z,Q(z,χ, τ )
)
, H¯ (χ, τ )
) ∂
∂z
F
(
z,Q(z,χ, τ )
)= ∂
∂z
Gr
(
z,Q(z,χ, τ )
)
. (4.16)
Note that we consider F(z,Q(z,χ, τ )) as a column vector, so ∂
∂z
F (z,Q(z,χ, τ )) is an n × n
matrix and ∂ Gr(z,Q(z,χ, τ )) is a row vector.
∂z
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∂z
F (z,Q(z,χ, τ )) and dividing with
the determinant λ(z,χ, τ ), we get
Q′rz′
(
F
(
z,Q(z,χ, τ )
)
, H¯ (χ, τ )
)= ∂∂zGr(z,Q(z,χ, τ )) · Adj ∂∂zF (z,Q(z,χ, τ ))
λ(z,χ, τ )
.
(4.17)
Taking out the kth column of the above equation, we get
Q′rz′k
(
F
(
z,Q(z,χ, τ )
)
, H¯ (χ, τ )
)= ∂∂zGr(z,Q(z,χ, τ )) · Adjk ∂∂zF (z,Q(z,χ, τ ))
λ(z,χ, τ )
,
(4.18)
where Adjk denotes the kth column of the classical adjoint matrix. From (4.2), we see that the
lemma holds for α = ek .
For notational convenience, let
Pˆα(z,χ, τ ) = Pα
((
∂ |α′|
∂zα
′ H
(r)
(
z,Q(z,χ, τ )
))
1|α′||α|
)
.
Assume, for sake of induction, that the lemma holds for all α with |α| = k0 for some integer
k0  1. We will show that the lemma holds for α + eq .
By differentiating both sides of (4.14), we get
∂Q′rz′α
∂z′
(
F
(
z,Q(z,χ, τ )
)
, H¯ (χ, τ )
) ∂
∂z
F
(
z,Q(z,χ, τ )
)
= λ(z,χ, τ )
∂Pˆα
∂z
(z,χ, τ )− (2|α| − 1)Pˆα(z,χ, τ ) ∂λ∂z (z,χ, τ )
λ(z,χ, τ )2|α|
. (4.19)
By multiplying with the adjoint matrix and dividing with the determinant λ(z,χ, τ ), we see after
looking at the different components of the resulting equation that for 1 q  n, we have
Q′rz′α+eq
(
F
(
z,Q(z,χ, τ )
)
, H¯ (χ, τ )
)= A(z,χ, τ )
λ(z,χ, τ )2(|α|+1)−1
, (4.20)
where
A(z,χ, τ ) =
(
λ(z,χ, τ )
∂Pˆα
∂z
(z,χ, τ )− (2|α| − 1)Pˆα(z,χ, τ )∂λ
∂z
(z,χ, τ )
)
× Adjq
∂
∂z
F
(
z,Q(z,χ, τ )
)
. (4.21)
By comparing (4.21) with (4.3), we see that A(z,χ, τ ) = Pˆα+eq (z,χ, τ ).
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z′α+eq (F (z,Q(z,χ, τ )), H¯ (χ, τ )) is a power series, we have that
∂ |η|+|δ|Pˆα
∂zη∂τ δ
(0,
χ,0) ≡ 0 for |η| + |δ| < (2|α| − 1)q0. From (4.21), we now see that ∂
|η|+|δ|Pˆα+eq
∂zη∂τ δ
(0, χ,0) is
a polynomial in ∂
|η2|+|δ2 Pˆα
∂zη
2
∂τ δ
2 (0, χ,0) and ∂
|η3|+|δ3|λ
∂zη
3
∂τ δ
3 (0, χ,0) for |η2| + |δ2| |η| + |δ| − q0 + 1
and |η3| + |δ3| |η| + |δ| − (2|α| − 1)q0 + 1. Now by using the induction hypothesis, we see
that ∂
|η|+|δ|Pˆα+eq
∂zη∂τ δ
(0, χ,0) is a polynomial in ∂ |η
′|+|δ′|
∂zη
′
∂τ δ
′ | z=0
τ=0
∂
∂z
H(z,Q(z,χ, τ )) for |η′| + |δ′| 
|η| + |δ| − q0 + 1 − (|α| − 1)(q0 − 1) = |η| + |δ| − |α|(q0 − 1). We have proved that the lemma
holds for α+eq . By taking different α with |α| = k0 and different q , we see that the lemma holds
for all α with |α| = k0 + 1. 
We are now going to introduce another set of universal polynomials. For every nonzero multi-
index α with n components and tuple B of indices (|B| 0), where each index ranges over the set
{1, . . . , d}, we are going to define the polynomial Pα,B((Λα′,β ′) 1|α′||α|
|β ′||B|
), where the variables
Λα′,β ′ ∈ Cn+1. In expressions like the one above, 1 |α′|  |α| and |β ′| |B| mean that α′ is
a multi-index with n components, β ′ is a multi-index with d components and that they run over
their indicated ranges.
To make the expressions a bit more compact, let for any nonzero multi-index α (with n com-
ponents)
kα = 2|α| − 1. (4.22)
For the empty tuple B = ∅ (i.e., when |B| = 0), the polynomials Pα,B are defined by
Pα,∅
(
(Λα′,0)1|α′||α|
)= Pα((Λα′,0)1|α′||α|). (4.23)
For nonempty tuples, the polynomials are defined by the recursion formula below. We use the
same notation as in the definition of Pα . The polynomial q is defined by (4.1). Let |B| 0, then
the polynomials Pα,(B,j) are defined recursively by
Pα,(B,j)
(
(Λα′,β ′) 1|α′||α|
|β ′||B|+1
)
= q((Λˆα′,0)|α′|=1) ∑
1|γ ||α|
|δ||β|
∂Pα,B
∂Λγ,δ
(
(Λα′,β ′) 1|α′||α|
|β ′||B|
)
Λγ,δ+ej
− (kα + |B|)Pα,B((Λα′,β ′) 1|α′||α|
|β ′||B|
) ∑
|γ |=1
∂q
∂Λˆγ,0
(
(Λˆα′,0)|α′|=1
)
Λˆγ,ej . (4.24)
Lemma 4.3. The polynomials Pα,B are symmetric in the indices in the tuple B .
Proof. As in the proof of Lemma 4.1, we will suppress the arguments to make the notation more
compact.
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Pα,(B,p1) = q
∑
1|γ ||α|
|δ||B|
∂Pα,B
∂Λγ,δ
Λγ,δ+ep1 −
(
kα + |B|
)
Pα,B
∑
|γ |=1
∂q
∂Λˆγ,0
Λˆγ,ep1
. (4.25)
After using the recursion formula one more time and collecting terms, we get
Pα,(B,p1,p2) = q2
∑
1|γ 1|,|γ 2||α|
|δ1|,|δ2||B|
1k1,k2n+1
∂2Pα,B
∂Λ
k1
γ 1,δ1
∂Λ
k2
γ 2,δ2
Λ
k1
γ 1,δ1+ep1
Λ
k2
γ 2,δ2+ep2
+ q2
∑
1|γ ||α|
|δ||B|
∂Pα,B
∂Λγ,δ
Λγ,δ+ep1+ep2
− (kα + |B|)q ∑
1|γ ||α|
|δ||B|
∂Pα,B
∂Λγ,δ
Λγ,δ+ep1
∑
|γ |=1
∂q
∂Λˆγ,0
Λˆγ,ep2
− (kα + |B|)q ∑
1|γ ||α|
|δ||B|
∂Pα,B
∂Λγ,δ
Λγ,δ+ep2
∑
|γ |=1
∂q
∂Λˆγ,0
Λˆγ,ep1
− (kα + |B|)qPα,B ∑
|γ 1|,|γ 2|=1
1s1,s2n
∂2q
∂Λ
s1
γ 1,0∂Λ
s2
γ 2,0
Λ
s1
γ 1,ep1
Λ
s2
γ 2,ep2
− (kα + |B|)qPα,B ∑
|γ |=1
∂q
∂Λˆγ,0
Λˆγ,ep1+ep2
− (kα + |B| + 1)(kα + |B|)Pα,B ∑
|γ 1|,|γ 2|=1
∂q
∂Λˆγ 1,0
Λˆγ 1,ep1
∂q
∂Λˆγ 2,0
Λˆγ 2,ep2
.
(4.26)
From this equation, we see that Pα,(B,p1,p2) = Pα,(B,p2,p1). We have proved that for any tuple B
that Pα,B is symmetric in the last two indices of B . By induction over |B| using the recursion
formula (4.24), it follows that Pα,B is symmetric in all the indices of B . 
From the symmetry, it is motivated to use multi-index notation, so for any nonzero multi-index
α with n components and multi-index β with d components, we let Pα,β((Λα′,β ′) 1|α′||α|
|β ′||β|
) =
Pα,B((Λα′,β ′) 1|α′||α|
|β ′||B|
), where B is a tuple that has exactly βj copies of the integer j for 1
j  d .
The polynomials Pα,β((Λα′,β ′) 1|α′||α|
′
) have the following fundamental property:|β ||β|
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(a) Let hα(x, t) = (hˆα(x, t), hn+1α (x, t)) for |α|  1 be a family of vector-valued power series
(indexed over the set of nonzero multi-indices with n components), where the variables x
and t have n1  0 and d  1 components respectively. Assume that q((hˆα(x, t))|α|=1) 	≡ 0.
Then for any α, β with |α| 1 and |β| 0, the following identity holds in the quotient field
of formal power series:
∂ |β|
∂tβ
(
Pα,0((hα′(x, t))1|α′||α|)
q((hˆα′(x, t))|α′|=1)kα
)
=
Pα,β((
∂ |β′ |hα′
∂tβ
′ (x, t)) 1|α′||α|
|β ′||β|
)
q((hˆα′(x, t))|α′|=1)kα+|β|
. (4.27)
(b) Assume that the quotient Pα,0((hα′ (x,t))1|α′||α|)
q((hˆα′ (x,t))|α′ |=1)kα
is a power series (i.e., the denominator di-
vides the numerator in the ring of formal power series). Let x = (xˆ, y), where xˆ has n2 com-
ponents and y has n3 components, where n2 +n3 = n1 (n2 or n3 might be 0), and let q˜ be the
largest integer such that ∂ |η
′|+|δ′ |
∂yη
′
∂tδ
′ | y=0
t=0
q((hˆα′(xˆ, y, t))|α′|=1) ≡ 0 for all η′ and δ′ with |η′| +
|δ′| < q˜ . Then for each η and δ, we have that ∂ |η|+|δ|
∂yη∂tδ
| y=0
t=0
Pα,β((
∂ |β′ |hα′
∂tβ
′ (x, t)) 1|α′||α|
|β ′||β|
) is a
polynomial in ∂ |η
1|+|δ1|
∂yη
1
∂tδ
1 | y=0
t=0
Pα,0((hα′(x, t))1|α′||α|) and ∂
|η2|+|δ2|
∂yη
2
∂tδ
2 | y=0
t=0
q((hˆα′(xˆ, y, t))|α′|=1)
for |η1| + |δ1| |η| + |δ| − |β|(q˜ − 1) and |η2| + |δ2| |η| + |δ| − (kα − 1)q˜ − |β|(q˜ − 1).
Proof. From the recursion formula (4.24), we see that
Pα,β+ej
((
∂ |β ′|hα′
∂tβ
′ (x, t)
)
1|α′||α|
|β ′||β|+1
)
= q((hˆα′(x, t))|α′|=1) ∂∂tj Pα,β
((
∂ |β ′|hα′
∂tβ
′ (x, t)
)
1|α′||α|
|β ′||β|
)
− (kα + |β|)Pα,β((∂ |β ′|hα′
∂tβ
′ (x, t)
)
1|α′||α|
|β ′||β|
)
∂
∂tj
q
((
hˆα′(x, t)
)
|α′|=1
)
, (4.28)
so we have that
∂
∂tj
(Pα,β(( ∂ |β′ |hα′
∂tβ
′ (x, t)) 1|α′||α|
|β ′||β|
)
q((hˆα′(x, t))|α′|=1)kα+|β|
)
=
Pα,β+ej ((
∂ |β′ |hα′
∂tβ
′ (x, t)) 1|α′||α|
|β ′||β|+1
)
q((hˆα′(x, t))|α′|=1)kα+|β|+1
. (4.29)
The first part of the lemma now follows by induction over the order of |β|.
To prove the second part of the lemma, we first note that the assumption gives us that the
left hand side of (4.27) is a power series, so the right hand side is also a power series. Thus,
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∂yη
′
∂tβ
′ | y=0
t=0
Pα,β((
∂ |β′ |hα′
∂tβ
′ (x, t)) 1|α′||α|
|β ′||β|
) ≡ 0 for all η′ and β ′ with |η′| + |β ′| < q˜(kα + |β|).
The conclusion follows by induction over |β| using the identity (4.28). 
We use these polynomials to get another set of mapping identities:
Lemma 4.5. Let H = (F,G) be a formal mapping between two formal generic manifolds M and
M ′ in Cn+d of real codimension d given in normal coordinates by Q and Q′ respectively. That
is, the mapping condition (2.6) is satisfied. Assume that the mapping H satisfies the condition
det ∂
∂z
F (z,Q(z,χ, τ )) 	≡ 0. Then for every 1 r  d and nonzero multi-index α of n components
and multi-index β of d components (|β| 0), we have the following identity in the quotient field
of power series:
∂ |β|
∂τβ
Q′rz′α
(
F
(
z,Q(z,χ, τ )
)
, H¯ (χ, τ )
)
=
Pα,β((
∂ |α′|+|β′ |
∂zα
′
∂τβ
′ H(r)(z,Q(z,χ, τ ))) 1|α′ ||α|
|β ′||β|
)
(det ∂
∂z
F (z,Q(z,χ, τ )))2|α|+|β|−1
, (4.30)
where as in Lemma 4.2, H(r)(z,w) = (F (z,w),Gr(z,w)). Furthermore,
∂ |η|+|δ|
∂zη∂τ δ
∣∣∣∣ z=0
τ=0
Pα,β
((
∂ |α′|+|β ′|
∂zα
′
∂τβ
′ H
(r)
(
z,Q(z,χ, τ )
))
1|α′||α|
|β ′||β|
)
is a polynomial in
∂ |η′|+|δ′|
∂zη
′
∂τ δ
′
∣∣∣∣ z=0
τ=0
∂
∂z
H(r)
(
z,Q(z,χ, τ )
)
for |η′| + |δ′| |η| + |δ| − (|α| + |β| − 1)(q0 − 1).
Proof. The lemma follows from Lemma 4.4 by setting xˆ = χ , y = z and t = τ and using the
family hα(χ, z, τ ) = ∂ |α|∂zα H (r)(z,Q(z,χ, τ )), and Lemma 4.2. 
5. Partial jet determination
In this section, we will prove the following partial jet determination result:
Proposition 5.1. Assume M and M ′ are formal generic manifolds in Cn+d of real codimension
d given in normal coordinates and that M ′ is holomorphically nondegenerate. Also assume we
have a formal mapping H0 = (F0,G0) taking (M,0) into (M ′,0) satisfying det ∂H0∂Z (Z) 	≡ 0.
Then for any integer k  0 there is an integer N (depending on k) such that if H is any formal
mapping taking M into M ′ with jN(H) = jN(H0), then ∂ |β|Hβ (z,0) = ∂
|β|H0
β (z,0) for |β| k.0 0 ∂w ∂w
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not assumed to be holomorphically nondegenerate.
We write the power series Q′(z,χ, τ ) as
Q′(z′, χ ′, τ ′) =
∑
|α|0
Q′α(χ ′, τ ′)z′
α
. (5.1)
As pointed out earlier, the condition det ∂
∂z
F (z,Q(z,χ, τ )) 	≡ 0 in the proposition below is ful-
filled for any mapping H between the formal manifolds that satisfies the full rank condition
det ∂H
∂Z
(Z) 	≡ 0.
Proposition 5.2. For any multi-indices α and η0 with n components, and multi-indices
β and δ0 with d components, such that |α| + |β| > 0, there is a universal polynomial
Rα,β,η0,δ0((Λη,δ)|η|+|δ|(|α|+|β|)(q0+1)), where q0 = |η0| + |δ0| such that the following hold: If
M and M ′ are formal generic manifolds in Cn+d of real codimension d , given in normal coordi-
nates by formal vector-valued functions Q and Q′ respectively, and if H = (F,G) is any formal
mapping satisfying the mapping condition (2.6) and the following three conditions:
∂ |η′|+|δ′|
∂zη
′
∂τ δ
′
∣∣∣∣ z=0
τ=0
det
∂
∂z
F
(
z,Q(z,χ, τ )
)≡ 0, |η′| + |δ′| < q0, (5.2)
∂ |η0|+|δ0|
∂zη
0
∂τ δ
0
∣∣∣∣ z=0
τ=0
det
∂
∂z
F
(
z,Q(z,χ, τ )
) 	≡ 0, (5.3)
and for every positive integer k, we have that
1
(kη0)!(kδ0)!
∂k(|η0|+|δ0|)
∂zkη
0
∂τ kδ
0
∣∣∣∣ z=0
τ=0
λ(z,χ, τ )k =
(
1
η0!δ0!
∂ |η0|+|δ0|λ
∂zη
0
∂τ δ
0 (0, χ,0)
)k
, (5.4)
where λ(z,χ, τ ) = det ∂
∂z
F (z,Q(z,χ, τ )), then we have the mapping identity
∂ |β|
∂τβ
∣∣∣∣
τ=0
Q′rα(H¯ (χ, τ )
)
=
Rα,β,η0,δ0((
∂ |η|+|δ|
∂zη∂τ δ
| z=0
τ=0
H(r)(z,Q(z,χ, τ )))|η|+|δ|(|α|+|β|)(q0+1))
( ∂
q0
∂zη
0
∂τ δ
0 | z=0
τ=0
det ∂
∂z
F (z,Q(z,χ, τ )))2(|α|+|β|)−1
, (5.5)
where as before H(r)(z,w) = (F (z,w),Gr(z,w)).
Remark 5.3. For any mapping satisfying the nondegeneracy condition (2.9), there are multi-
indices η0 and δ0 such that if we set q0 = |η0| + |δ0|, we have that (5.2), (5.3) and (5.4) are
satisfied. For example, we can define η0 and δ0 by the following conditions, which correspond
to a weighted lexicographical ordering of pairs of multi-indices such that the pair (η0, δ0) is the
smallest pair with respect to the ordering such that (5.3) holds (other choices are also possible):
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∂z
F (z,Q(z,χ, τ )). Let η0 and δ0 be uniquely defined by the requirement
that first (5.2) and (5.3) hold. Furthermore, we require that ∂ |η|+|δ|λ
∂zη∂τ δ
(0, χ,0) ≡ 0 for all (η, δ) with
|η| + |δ| = q0 and |η| < |η0|, and also for all (η, δ) satisfying |η| + |δ| = q0, |η| = |η0|, ηk = η0k ,
k < r and ηr > η0r for some 1  r < n. We also require ∂
|η|+|δ|λ
∂zη∂τ δ
(0, χ,0) ≡ 0 for all (η, δ) with
|η| + |δ| = q0, η = η0, δk = δ0k , k < r and δr > δ0r for some 1  r < d . We then see that the
condition (5.4) holds.
Proof of Proposition 5.2. For |α| > 0, we use Lemma 4.5 for η = (2|α| + |β| − 1)η0 and δ =
(2|α| + |β| − 1)δ0 to get that
∂(2|α|+|β|−1)q0
∂z(2|α|+|β|−1)η0∂τ (2|α|+|β|−1)δ0
∣∣∣∣ z=0
τ=0
Pα,β
((
∂ |α′|+|β ′|
∂zα
′
∂τβ
′ H
(r)
(
z,Q(z,χ, τ )
))
1|α′||α|
|β ′||β|
)
is a polynomial in
∂ |η′|+|γ ′|
∂zη
′
∂τγ
′
∣∣∣∣ z=0
τ=0
H(r)
(
z,Q(z,χ, τ )
)
for |η′| + |δ′|  |α|(q0 + 1) + |β|. By using property (5.4), we get from (4.30) the following
identity for all |α| > 0:
∂ |β|
∂τβ
∣∣∣∣
τ=0
Q′
z′α
(
F(0, τ ), H¯ (χ, τ )
)
=
P ′
α,β,η0,δ0
(( ∂
|η|+|δ|
∂zη∂τ δ
| z=0
τ=0
H(r)(z,Q(z,χ, τ )))|η|+|δ||α|(q0+1)+|β|)
( ∂
q0
∂zη
0
∂τ δ
0 | z=0
τ=0
det ∂
∂z
F (z,Q(z,χ, τ )))2|α|+|β|−1
, (5.6)
where the polynomial P ′
α,β,η0,δ0
is universal, that is, it does not depend on the manifolds M and
M ′ nor on the mapping H . For the case α = 0, we will instead use the identity
∂ |β|
∂τβ
∣∣∣∣
τ=0
Q′r
(
F(0, τ ), H¯ (χ, τ )
)= ∂ |β|Gr
∂wβ
(0,0), (5.7)
which we get by setting z = 0 in (2.6) and differentiating the resulting equation with respect to τ .
We will use the identities (5.6) and (5.7) to prove the proposition by induction over |β|. The
case when β = 0 follows directly from the identity (5.6). Now assume that |β| > 0 and that the
proposition holds for all multi-indices of lower order. We will use the observation
∂ |β|
∂τβ
∣∣∣∣
τ=0
Q′rz′α
(
F(0, τ ), H¯ (χ, τ )
)
= ∂
|β|
β
∣∣∣∣ Q′rz′α (0, H¯ (χ, τ ))∂τ τ=0
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∑
β1+β2=β
β1 	=0
β!
β1!β2!
∂ |β|
∂τ 1β
1
∂τ 2β
2
∣∣∣∣ τ 1=0
τ 2=0
Q′rz′α
(
F
(
0, τ 1
)
, H¯
(
χ, τ 2
))
. (5.8)
Note that ∂ |β|
∂τ 1β
1
∂τ 2β
2 | τ 1=0
τ 2=0
Q′rz′α (F (0, τ 1), H¯ (χ, τ 2)) is a polynomial in ∂
β′F
∂wβ
′ (0)
and ∂ |β
2|
∂τ 2β
2 |τ 2=0Q′rz′α′ (0, H¯ (χ, τ 2)) for |β ′|  |β| and 1  |α′|  |α| + |β1|. Note that |α′| +
|β2| |α|+ |β|, but |β2| < |β|, so by using the induction hypothesis, we see that the proposition
is true for β . 
Proposition 5.4. Let M and M ′ be formal generic manifolds in Cn+d of real codimension d ,
given in normal coordinates by Q and Q′ respectively. Let H0 = (F0,G0) be a formal map-
ping satisfying the mapping condition (2.6), and assume that det ∂
∂z
F0(z,Q(z,χ, τ )) 	≡ 0.
Let q0  0 be the largest integer such that ∂
|η|+|δ|
∂zη∂τ δ
| z=0
τ=0
det ∂
∂z
F0(z,Q(z,χ, τ )) ≡ 0 for all η
and δ with |η| + |δ| < q0. Then for |α|  0 and |β|  0 we have that if H is any formal
mapping satisfying (2.6) such that jN0 (H) = jN0 (H0), where N = (|α| + |β|)(q0 + 1), then
∂ |β|
∂τβ
|τ=0Q′α(H¯ (χ, τ )) = ∂
|β|
∂τβ
|τ=0Q′α(H¯0(χ, τ )).
Proof. The case α = 0, β = 0 follows directly from the fact that G¯(χ,0) ≡ 0, so we assume that
|α| + |β| > 0. We see that the condition (5.2) for the mapping H0 is fulfilled. From Remark 5.3,
we see that we can pick multi-indices η0, and δ0 with n and d components respectively, with
|η0| + |δ0| = q0 such that the mapping H0 also fulfills the conditions (5.3) and (5.4). From the
assumption that jN0 (H) = jN0 (H0) for N = (|α| + |β|)(q0 + 1), we also have that the condi-
tions (5.2), (5.3) and (5.4) are fulfilled for the mapping H . It then follows that the right hand side
of (5.5) for the mapping H is identical to the right hand side of (5.5) for the mapping H0. We
conclude that the left hand sides are also identical. 
We are now ready to prove Proposition 5.1.
Proof of Proposition 5.1. Because M ′ is holomorphically nondegenerate, we can pick n pairs
(α1, r1), . . . , (αn, rn), where αk is multi-index with n components and rk is an index 1 rk  d ,
such that det(
∂Q′rk
αk
∂χj
(χ, τ ))k,j 	≡ 0.
To simplify notation, let P k(y, t) = Q′rk
αk
(y, t) for 1  k  n and P k(y, t) = Q′k−n0 (y, t)
for n + 1  k  n + d . Let Y = (y, t) and P(Y ) = (P 1(Y ), . . . ,P n+d(Y )). Furthermore, let
b = max1kn |αk|.
Note that Q′0(y, t) = t , so
det
∂P
∂Y
(y, t) = det
(
∂Q′rk
αk
∂χj
(y, t)
)
k,j
	≡ 0. (5.9)
Define
λ(Y ) := det ∂P (Y ). (5.10)
∂Y
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have that λ(H¯0(χ, τ )) 	≡ 0. Let B1 be an integer and β1 a multi-index with d components such
that there exists a multi-index η such that |η| + |β1| = B1 and ∂B1
∂χητβ
1 |χ=0
τ=0
λ(H¯0(χ, τ )) 	= 0.
Now, let the integer k  0. We define the bound N1k by
N1k = max
{(
b + ∣∣β1∣∣+ k)(q0 + 1),B1}. (5.11)
Assume that
j
N1k
0 (H) = j
N1k
0 (H0). (5.12)
We see from Proposition 5.4 that
∂ |β|
∂τβ
∣∣∣∣
τ=0
Q′α
(
H¯ (χ, τ )
)= ∂ |β|
∂τβ
∣∣∣∣
τ=0
Q′α
(
H¯0(χ, τ )
)
for |α| b, |β| |β1| + k. Thus,
∂ |β|
∂τβ
∣∣∣∣
τ=0
P
(
H¯ (χ, τ )
)= ∂ |β|
∂τβ
∣∣∣∣
τ=0
P
(
H¯0(χ, τ )
)
, |β| ∣∣β1∣∣+ k. (5.13)
Now from Proposition 3.1, it follows that ∂ |β|H
∂wβ
(z,0) = ∂ |β|H0
∂wβ
(z,0) for |β| k. 
6. The finite type case
In this section, we will prove Theorems 1.3 and 1.4, but first we need to prove Proposition 6.2,
which is a generalization of Proposition 5.1.
Assume M is a formal generic manifold in Cn+d of real codimension d given in normal coor-
dinates by Q. For j  1, we define the formal mappings Uj : Cnj × Cd → Cd by the following
formulas, where the variables t ∈ Cd and z,χ, zk,χk ∈ Cn for all k:
U1(z; t) = t, (6.1)
U2j
(
z,χ, z2, χ2, . . . , zj ,χj ; t)= U2j−1(z,χ, z2, χ2, . . . , zj ;Q(zj ,χj , t)), j  1
(6.2)
and
U2j+1
(
z,χ, z2, χ2, . . . , zj ,χj , zj+1; t)
= U2j (z,χ, z2, χ2, . . . , zj ,χj ; Q¯(χj , zj+1, t)), j  1. (6.3)
Furthermore, let the formal mappings Sj : Cnj × Cd → Cn × Cd for j  1 be defined by
Sj
(
z,χ, z2, χ2, . . . ; t)= (z,Uj (z,χ, z2, χ2, . . . ; t)). (6.4)
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varieties. However, we need to take derivatives with respect to t before setting t = 0, so we will
keep the above notation.
We will also use the complex conjugates U¯ j (χ, z,χ2, . . . ; t) and S¯j (χ, z,χ2, . . . ; t). From
the reality condition (2.4), we have(
z,Q
(
z,χ, U¯ j+1
(
χ, z,χ2, z2, . . . ; t)))= Sj (z,χ2, z2, . . . ; t), j  1. (6.5)
By plugging τ = U¯ j+1(χ, z,χ2, . . . ; t) into the mapping equation (2.6) and using the identity
above, we get
Q′
(
F
(
Sj
(
z,χ2, z2, . . . ; t)), H¯ (S¯j+1(χ, z,χ2, . . . ; t)))= G(Sj (z,χ2, z2, . . . ; t)). (6.6)
We will prove the following result:
Proposition 6.2. Assume that H0 is a formal mapping of generically full rank between two for-
mal generic manifolds M and M ′ given in normal coordinates, where M ′ is holomorphically
nondegenerate. Then for all j  1 and k  0, there exist an integer Njk such that if H is any
formal mapping between M and M ′ satisfying jN
j
k
0 (H) = j
N
j
k
0 (H0), then
∂ |β|
∂tβ
∣∣∣∣
t=0
(
H ◦ Sj )≡ ∂ |β|
∂tβ
∣∣∣∣
t=0
(
H0 ◦ Sj
) (6.7)
for |β| k.
Explicit expressions for the bounds Njk are given by (5.11) and by (6.25) in the proof below.
Before we prove Proposition 6.2, we need some more mapping identities.
Lemma 6.3. Let the polynomials Pα,β be as defined in Section 4. Let M and M ′ be formal generic
manifolds in Cn+d of real codimension d given in normal coordinates by Q and Q′ respectively.
Assume H is a formal mapping satisfying the mapping condition (2.6) and the nondegeneracy
condition (2.9). Then for any integer j  1 and multi-indices α and β with n and d components
respectively with |α| > 0, we have the mapping identity
∂ |β|
∂tβ
Q′rz′α
(
F
(
Sj
(
z,χ2, z2, . . . ; t)), H¯ (S¯j+1(χ, z,χ2, . . . ; t)))
=
Pα,β((
∂ |β′ |
∂tβ
′ (( ∂
|α′|
∂zα
′ H(r)(z,Q(z,χ, τ )))|τ=U¯ j+1(χ,z,χ2,...;t))) 1|α′||α|
|β ′||β|
)
det(( ∂
∂z
F (z,Q(z,χ, τ )))|τ=U¯ j+1(χ,z,χ2,...;t))2|α|+|β|−1
. (6.8)
Furthermore, let qj+1 be the largest integer such that
∂ |β ′|
∂tβ
′
∣∣∣∣ det
((
∂
∂z
F
(
z,Q(z,χ, τ )
))∣∣∣∣
j+1 2
)
≡ 0t=0 τ=U¯ (χ,z,χ ,...;t)
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∂ |δ|
∂tδ
∣∣∣∣
t=0
Pα,β
((
∂ |β ′|
∂tβ
′
((
∂ |α′|
∂zα
′ H
(r)
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
))
1|α′||α|
|β ′||β|
)
is a polynomial in
∂ |δ′|
∂tδ
′
∣∣∣∣
t=0
((
∂ |α′|
∂zα
′ H
(r)
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
for 1 |α′| |α| and |δ′| |δ| − |β|(qj+1 − 1).
Proof. By setting τ = U¯ j+1(χ, z,χ2, . . . ; t) in the identity (4.14) and using (6.5), we get
Q′rz′α
(
F
(
Sj
(
z,χ2, z2, . . . ; t)), H¯ (S¯j+1(χ, z,χ2, . . . ; t)))
=
Pα(((
∂ |α′ |
∂zα
′ H(r)(z,Q(z,χ, τ )))|τ=U¯ j+1(χ,z,χ2,...;t))1|α′||α|)
det(( ∂
∂z
F (z,Q(z,χ, τ )))|τ=U¯ j+1(χ,z,χ2,...;t))kα
, (6.9)
where, as before, kα = 2|α| − 1. Now using
hα′ =
(
∂ |α′|
∂zα
′ H
(r)
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
in Lemma 4.4 with x = (χ, z,χ2, . . .) (not including t) and with no variable y, we get (6.3).
From the second part of Lemma 4.4, we get that
∂ |δ|
∂tδ
∣∣∣∣
t=0
Pα,β
((
∂ |β ′|
∂tβ
′
((
∂ |α′|
∂zα
′ H
(r)
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
))
1|α′||α|
|β ′||β|
)
is a polynomial in
∂ |δ1|
∂tδ
1
∣∣∣∣
t=0
Pα
(((
∂ |α′|
∂zα
′ H
(r)
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
1|α′||α|
)
and
∂ |δ2|
∂tδ
2
∣∣∣∣
t=0
det
((
∂
∂z
F
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
for
∣∣δ1∣∣ |δ| − |β|(qj+1 − 1) and ∣∣δ2∣∣ |δ| − (kα − 1)qj+1 − |β|(qj+1 − 1).
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∂ |δ1|
∂tδ
1
∣∣∣∣
t=0
Pα
(((
∂ |α′|
∂zα
′ H
(r)
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
1|α′||α|
)
is a polynomial in
∂ |δ′|
∂tδ
′
∣∣∣∣
t=0
((
∂ |α′|
∂zα
′ H
(r)
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
for 1 |α′| |α| and |δ′| |δ1|. By combining these results, we get the conclusion of the second
part of the lemma. 
We can now prove our final universal mapping identity:
Proposition 6.4. For any multi-index α with n components, and multi-indices β and γ with d
components, such that |α| + |β| > 0, there is a universal polynomial
Rα,β,γ
(
(Λη,δ)|η|+|δ|(|α|+|β|)(2|γ |+1)−|γ |
)
such that the following hold: If M and M ′ are formal generic submanifolds in Cn+d of real co-
dimension d given in normal coordinates by Q and Q′ respectively. If j  1 and if H = (F,G)
is any formal mapping satisfying the mapping condition (2.6) and the following three conditions:
∂ |δ′|
∂tδ
′
∣∣∣∣
t=0
det
((
∂
∂z
F
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
≡ 0, |δ′| < |γ |, (6.10)
∂ |γ |
∂tγ
∣∣∣∣
t=0
det
((
∂
∂z
F
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
	≡ 0, (6.11)
and for every positive integer k, we have that
1
(kγ )!
∂k(|γ |)
∂tkγ
∣∣∣∣
t=0
det
((
∂
∂z
F
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)k
=
(
1
γ !
∂ |γ |
∂tγ
∣∣∣∣
t=0
det
((
∂
∂z
F
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
))k
, (6.12)
then for each r in {1, . . . , d}, we have the mapping identity
∂ |β|
∂tβ
∣∣∣∣
t=0
Q′rz′α
(
F
(
Sj
(
z,χ2, z2, . . . ,0
))
, H¯
(
S¯j+1
(
χ, z,χ2, . . . ; t)))
= Rα,β,γ ((
∂ |δ|
∂tδ
|t=0hr,jη (χ, z, . . . ; t))|η|+|δ|(|α|+|β|)(2|γ |+1)−|γ |)
( 1 ∂
|γ |
γ |t=0 det(( ∂ F (z,Q(z,χ, τ )))| ¯ j+1 2 ))2(|α|+|β|)−1
, (6.13)
γ ! ∂t ∂z τ=U (χ,z,χ ,...;t)
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H(r)(z,w) = (F (z,w),Gr(z,w)).
Remark 6.5. For any mapping satisfying the nondegeneracy condition (2.9), there is a multi-
index γ such that (6.10), (6.11) and (6.12) are satisfied. For example, a similar ordering of multi-
indices as in Remark 5.3 can be used.
Proof of Proposition 6.4. For |α| > 0, we use Lemma 6.3 for δ = (2|α| + |β| − 1)γ to get that
∂(2|α|+|β|−1)|γ |
∂t(2|α|+|β|−1)γ
∣∣∣∣
t=0
Pα,β
((
∂ |β ′|
∂tβ
′ h
r,j
α′ (χ, z, . . . ; t)
)
1|α′||α|
|β ′||β|
)
is a polynomial in
∂ |δ′|
∂tδ
′
∣∣∣∣
t=0
h
r,j
α′ (χ, z, . . . ; t)
for |δ′| (2|α| − 1)|γ | + |β| and 1 |α′| |α|. By using property (6.12), we get from (6.8) the
following identity for all |α| > 0:
∂ |β|
∂tβ
∣∣∣∣
t=0
Q′rz′α
(
F
(
Sj
(
z,χ2, z2, . . . ; t)), H¯ (S¯j+1(χ, z,χ2, . . . ; t)))
= P
′
α,β,γ ((
∂ |δ|
∂tδ
|t=0hr,jη (χ, z, . . . ; t))|η|+|δ|(2|α|−1)|γ |+|α|+|β|)
( 1
γ !
∂ |γ |
∂tγ
|t=0 det(( ∂∂zF (z,Q(z,χ, τ )))|τ=U¯ j+1(χ,z,χ2,...;t)))2|α|+|β|−1
,
where the polynomial P ′α,β,γ is universal, that is, it does not depend on the manifolds M and M ′
nor the mapping H . For the case α = 0, we will use the identity
∂ |β|
∂tβ
∣∣∣∣
t=0
Q′r
(
F
(
Sj
(
z,χ2, z2, . . . ; t)), H¯ (S¯j+1(χ, z,χ2, . . . ; t)))
= ∂
|β|
∂tβ
∣∣∣∣
t=0
Gr
(
Sj
(
z,χ2, z2, . . . ; t)),
which we get by differentiating (6.6).
The proposition now follows by induction over |β| using the observation
∂ |β|
∂tβ
∣∣∣∣
t=0
yr,jα (χ, z, . . . ; t, t)
=
∑
β1+β2=β
β!
β1!β2!
∂ |β|
∂t1β
1
∂t2β
2
∣∣∣∣ t1=0
t2=0
yr,jα
(
χ, z, . . . ; t1, t2), (6.14)
where
yr,jα
(
χ, z, . . . ; t1, t2)= Q′rz′α (F (Sj (z,χ2, z2, . . . ; t1)), H¯ (S¯j+1(χ, z,χ2, . . . ; t2))). 
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Lemma 6.6. Let h(z,w) and h0(z,w) be power series. If for some positive integers N , j and
nonnegative integer k, we have that
∂ |α|h
∂Zα
(
z,Uj (z,χ, . . . ; t))= ∂ |α|h0
∂Zα
(
z,Uj (z,χ, . . . ; t))+O(|t |N ) (6.15)
for |α| k then
∂ |α|h
∂Zα
(
z,Uj (z,χ, . . . ; t))= ∂ |α|h0
∂Zα
(
z,Uj (z,χ, . . . ; t))+O(|t |N−1) (6.16)
for |α| k + 1.
Proof. By applying the vector field ∂
∂t
to Eq. (6.15), we get that
∂ |α|+1h
∂Zα∂w
(
z,Uj (z,χ, . . . ; t))∂Uj
∂t
(z,χ, . . . ; t)
= ∂
|α|+1h0
∂Zα∂w
(
z,Uj (z,χ, . . . ; t))∂Uj
∂t
(z,χ, . . . ; t)+O(|t |N−1)
for |α| k. Now since ∂Uj
∂t
(z,χ, . . . ; t) is an invertible matrix in the ring of formal power series,
we have that
∂ |α|+1h
∂Zα∂w
(
z,Uj (z,χ, . . . ; t))= ∂ |α|+1h0
∂Zα∂w
(
z,Uj (z,χ, . . . ; t))+O(|t |N−1) (6.17)
for |α| k.
Now, by applying the vector field ∂
∂z
to Eq. (6.15), we get
∂ |α|+1h
∂Zα∂z
(
z,Uj (z,χ, . . . ; t))+ ∂ |α|+1h
∂Zα∂w
(
z,Uj (z,χ, . . . ; t))∂Uj
∂z
(z,χ, . . . ; t)
= ∂
|α|+1h0
∂Zα∂z
(
z,Uj (z,χ, . . . ; t))+ ∂ |α|+1h
∂Zα∂w
(
z,Uj (z,χ, . . . ; t))∂Uj
∂z
(z,χ, . . . ; t)
+O(|t |N )
for |α| k. By using (6.17), we get
∂ |α|+1h
∂Zα∂z
(
z,Uj (z,χ, . . . ; t))= ∂ |α|+1h0
∂Zα∂z
(
z,Uj (z,χ, . . . ; t))+O(|t |N−1) (6.18)
for |α| k.
Eqs. (6.17) and (6.18) prove the lemma. 
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nonnegative integer k, we have that
∂ |β|
∂tβ
∣∣∣∣
t=0
h
(
Sj (z,χ, . . . ; t))= ∂ |β|
∂tβ
∣∣∣∣
t=0
h0
(
Sj (z,χ, . . . ; t)) (6.19)
for |β| k, then
∂ |β|
∂tβ
∣∣∣∣
t=0
∂ |α|h
∂Zα
(
Sj (z,χ, . . . ; t))= ∂ |β|
∂tβ
∣∣∣∣
t=0
∂ |α|h0
∂Zα
(
Sj (z,χ, . . . ; t)) (6.20)
for |α| + |β| k.
Proof of Proposition 6.2. From Proposition 5.1, we see that the proposition is true for j = 1. In
the proof of Proposition 5.1, we gave an explicit expression for the bound N1k by Eq. (5.11).
We will prove the proposition by induction over j , so assume for some j  1 that we have
defined the integers Njk such that (6.7) holds. We define qj+1 to be the largest integer such that
∂ |β ′|
∂tβ
′
∣∣∣∣
t=0
det
((
∂
∂z
F0
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
≡ 0
for all |β ′| < qj+1. We also define the integers Nj+1|α|,k by
N
j+1
0,0 = Nj0 , Nj+1|α|,k = Njrj+1α,k , for |α| + k > 0,
where rj+1α,k = (|α| + k)(2qj+1 + 1)− qj+1.
We start by proving the following:
Lemma 6.8. Let M , M ′ and H0 be as above. If H is a formal mapping satisfying the mapping
condition (2.6) and the condition j
N
j+1
|α|,k
0 (H) = j
N
j+1
|α|,k
0 (H0) then
∂ |β|
∂tβ
∣∣∣∣
t=0
Q′rz′α
(
F0
(
Sj
(
z,χ2, z2, . . . ;0)), H¯ (S¯j+1(χ, z,χ2, . . . ; t)))
= ∂
|β|
∂tβ
∣∣∣∣
t=0
Q′rz′α
(
F0
(
Sj
(
z,χ2, z2, . . . ;0)), H¯0(S¯j+1(χ, z,χ2, . . . ; t))) (6.21)
for |β| k.
Proof. The case when |α| + k = 0 follows directly from the identity (6.6) and the induction
hypothesis. For the case |α| + k > 0, the lemma is a corollary of Proposition 6.4: Pick a multi-
index γ with |γ | = qj+1 such that the conditions (6.10), (6.11) and (6.12) are fulfilled for the
mapping H0. Since |α|+ k > 0, we have that (|α|+ k)(2qj+1 +1)−qj+1  qj+1 +1. Therefore
N
j+1
α,k  N
j
qj+1+1. We therefore have that F(S
j (z,χ2, z2, . . . ;0)) = F0(Sj (z,χ2, z2, . . . ;0)),
and from Corollary 6.7, we have that
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∂tγ
∣∣∣∣
t=0
det
((
∂
∂z
F
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
= ∂
|γ |
∂tγ
∣∣∣∣
t=0
det
((
∂
∂z
F0
(
z,Q(z,χ, τ )
))∣∣∣∣
τ=U¯ j+1(χ,z,χ2,...;t)
)
.
Now for a β with |β| < k, we observe that the mapping H also satisfies the conditions (6.10),
(6.11) and (6.12) and that both mappings H and H0 satisfy the mapping identity (6.13). We have
already observed that the denominator of the right hand side of (6.13) are the same for the two
mappings and again from Corollary 6.7, we see that also the numerators are the same. Because
the right hand sides are identical also the left hand sides will agree. The lemma now follows from
the observation above that F(Sj (z,χ2, z2, . . . ;0)) = F0(Sj (z,χ2, z2, . . . ;0)). 
Now consider the pairs (αp, rp) as defined in the previous section, and define Pj+1 : C(j+1)n×
C
n+d → Cn+d by
Pj+1
(
χ, z,χ2, z2, . . . , Y
)=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Q′r1
z′α1
(F0(Sj (z,χ2, z2, . . . ;0)), Y )
...
Q′rn
z′αn
(F0(Sj (z,χ2, z2, . . . ;0)), Y )
Q′1(F0(Sj (z,χ2, z2, . . . ;0)), Y )
...
Q′d(F0(Sj (z,χ2, z2, . . . ;0)), Y )
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6.22)
We observe that
det
∂Pj+1
∂Y
(
χ, z,χ2, . . . , H¯0
(
S¯j+1
(
χ, z,χ2, . . . ; t))) 	≡ 0. (6.23)
This is true, because if we set z = 0 and χp = 0, zp = 0 for p  2, in the left hand side of the
above equation, we get
det
(∂Q′rp
z′αp
∂χk
(
0, H¯0(χ, t)
))
p,k
,
which is not identically zero.
Let Bj+1 be an integer and βj+1 a multi-index with d components such that there exist multi-
indices ηk , 1  k  j + 1, where each multi-index ηk has n components, and we have |η1| +
· · · + |ηj+1| + |βj+1| = Bj+1 and
(
∂Bj+1
∂χη
1
. . . ∂tβ
j+1 det
∂Pj+1
∂Y
(
χ, z,χ2, . . . , H¯0
(
S¯j+1
(
χ, z,χ2, . . . ; t))))(0) 	= 0. (6.24)
Let
N
j+1 = max{Njr ,Bj+1}, (6.25)k k,j
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section, and where Bj+1 is defined above. Now from Proposition 3.1 and Lemma 6.8, it follows
that if
j
N
j+1
k
0 (H) = j
N
j+1
k
0 (H0),
then
∂ |β|
∂tβ
∣∣∣∣
t=0
H¯
(
S¯j+1
(
χ, z,χ2, . . . ; t))= ∂ |β|
∂tβ
∣∣∣∣
t=0
H¯0
(
S¯j+1
(
χ, z,χ2, . . . ; t)),
for |β| k, so we have proved that the proposition holds for j + 1. 
Remark 6.9. Note that we can take Bj+1 = B1 and βj+1 = β1. Furthermore, we note that
p2  p0 and that qj+1  pj for j  2, so we can use p0 for an upper bound. With these choices,
we get a simpler expression for the bound of the jet, but we get, in general, a better estimate if
we are more flexible in how we choose these constants.
Proof of Theorem 1.3. Now, if M is a generic manifold of finite type at 0, we know that the
(d+1)th Segre map (ξ1, . . . , ξd) → Sd+1(ξ1, . . . , ξd ,0) is generically of full rank, see [1] or [5].
Therefore, it follows that if jN
d+1
0
0 (H) = j
Nd+10
0 (H0), then H(z,w) ≡ H0(z,w). 
Proof of Theorem 1.4. The theorem follows from the proof of Proposition 5.1 and Proposi-
tion 6.2 by inspecting how the integers Njk change when we move away from a point p0 ∈ M∩U .
We will show that if the point p ∈ M is sufficiently close to p0, then Nd+10 (p)Nd+10 (p0), and
from this the theorem follows.
Take p0 ∈ M ∩ U and let Q(z,χ, τ) represent a choice of normal coordinates at p0 and
Q′(z′, χ ′, τ ′) a choice of normal coordinates for M ′ at H(p0). Then for all p in a neighborhood
of p0 in M ∩U we can pick normal coordinates for M at p represented by Qp(z,χ, τ ) such that
Qp0(z,χ, τ ) ≡ Q(z,χ, τ) and so that all the coefficients of Qp(z,χ, τ ) as a vector-valued power
series are continuous as a function of p. (This is done by taking the standard transformations,
as described in [3], that take M given in normal coordinates at p0 by Q(z,χ, τ) into normal
coordinates at p. The coefficients of Qp(z,χ, τ ) will in fact depend real-analytically on p, but
we will only use continuity in this paper. See also [18], Lemma 4.1.) We pick a similar family
Q′
p′(z,χ, τ ) representing normal coordinates of M
′ in a neighborhood of H0(p0). Because our
original map H0 is continuous the coefficients of Q′H0(p)(z
′, χ ′, τ ′) also depend continuously
on p, for p sufficiently close to p0. Let H0,p(z,w) denote the mapping H0 after the transfor-
mation into these choices of normal coordinates at p ∈ M and H0(p) ∈ M ′ respectively. With
this choice of transformations into normal coordinates, also the coefficients of H0,p(z,w) are
continuous functions of p.
We start by looking how the integer q0 change with the point p. If η, δ are multi-indices such
that
∂ |η|+|δ|
∂zη∂τ δ
∣∣∣∣ z=0 det ∂∂zF0,p(z,Q(z,χ, τ )) 	≡ 0 (6.26)
τ=0
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all points p sufficiently close to p0. We conclude that
q0(p) q0(p0).
Next, for any n pairs (αj , rj ), 1 j  n such that
det
(
∂Q′
H0(p)
rk
αk
∂χj
(χ, τ )
)
k,j
	≡ 0 (6.27)
for the point p = p0, we have again from continuity that the same condition holds for all points
p sufficiently close to p0, so the same choice of pairs work for p as for p0, if p is sufficiently
close to p0. In particular, the integer b = max{|αk|} can be chosen to be the same for the point p
as for p0.
Also, for any multi-indices β1 and η such that
∂ |η|+|β1|
∂χη∂τβ
1
∣∣∣∣
χ=0, τ=0
det
(
∂Q′H0(p)
rk
αk
∂χj
(χ, τ )
)
k,j
	= 0 (6.28)
for the point p = p0, we have that the same condition is true for all points p ∈ M sufficiently
close to p0. Thus, we can choose the integer B1 = |η| + |β1| and the multi-index β1 to be the
same for the point p as for the point p0. From Eq. (5.11), we then see that
N1k (p)N1k (p0). (6.29)
We also have for any j  1 that the coefficients of the vector-valued power series
Sj (z,χ, z2, χ2, . . . ; t) depend continuously on the point p in a neighborhood of p0. Therefore
we also get, in a similar way as before, that
qj (p) qj (p0), 2 j  d + 1. (6.30)
We also see, in the same way as before, that if p is sufficiently close to p0, then we can choose Bj ,
for 2 j  d + 1 and βj for 2 j  d + 1 to be the same for p as for p0. From the recursion
formula (6.25), we see that
N
j
k (p)N
j
k (p0), 1 j  d + 1, k  0. (6.31)
In particular, we have that Nd+10 (p)N
d+1
0 (p0).
Let N(p) be the minimum of Nd+10 (p) over all choices of normal coordinates of M at p
and M ′ at H0(p), all choices of pairs (αj , rj ), 1  j  n satisfying condition (6.27), and all
choices of pairs (Bj ,βj ), 1 j  d + 1, where Bj is an integer and βj a multi-index such that
conditions (6.28) and (6.24) hold. Let p0 ∈ M . For any choice realizing this minimum at p0, from
the observation above that Nd+10 (p)N
d+1
0 (p0) when p is sufficiently close to p0 we have that
N(p)N(p0). So we have proved that the function N(p) is upper semicontinuous. 
We conclude this section, by showing how Corollary 1.5 follows from Theorem 1.4.
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H0 is the identity mapping. Because we assume N(p) 0, we assume that H1(p) = H2(p) so if
we set H = H1 ◦H−12 , we see that the conclusion follows from the theorem. 
7. The infinite type case
In this section, we will prove Theorem 1.2 in the case where the source hypersurface M
is of infinite type at p. We will work with local coordinates (formal parameterizations of the
hypersurfaces M and M ′), and use the technique developed by Ebenfelt in [12] (for smooth
CR-mappings). However, in this section, all mappings and hypersurfaces are formal.
As in the previous sections, we are going to assume that (M,p) and (M ′,p′) are given in
normal coordinates, and work with formal mappings H = (F,G) satisfying the condition
detHZ(Z) 	≡ 0, (7.1)
where Z = (z,w). As pointed out in Section 2 (Lemma 2.1), from the fact that H is a mapping
between two hypersurfaces, it follows from (7.1) that
det
∂
∂z
F
(
z,Q(z,χ, τ )
) 	≡ 0. (7.2)
We know that M is not Levi flat from the assumption that M ′ is holomorphically nondegenerate
together with (7.1).
Let M be defined formally by
Imw = φ(z, z¯,Rew). (7.3)
The assumption that M is of infinite type means that φ(z, z¯,0) ≡ 0.
We will parameterize M by z, z¯ and the real part of w, which we will denote by s, and we
will use a similar parameterization on M ′. We define the parameterized form of our mapping as
f (z, z¯, s) = F (z, s + iφ(z, z¯, s)), (7.4)
sˆ(z, z¯, s) = G(z, s + iφ(z, z¯, s))+ G¯(z¯, s − iφ(z, z¯, s))
2
, (7.5)
and we let h : Cn × R → Cn × R be the formal (parameterized) mapping given by h = (f, sˆ).
A basis for the vector fields on M in local coordinates is given by T , LA, and LA¯, where
T = ∂
∂s
, (7.6)
LA = ∂
∂zA
+ iφzA
1 − iφs
∂
∂s
, (7.7)
LA¯ =
∂
∂z¯A
− iφz¯A
1 + iφs
∂
∂s
, (7.8)
where the index A runs from 1 to n.
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and down in a term, we are going to take the sum over this index.
By θ , θA and θA¯, we denote the dual basis, i.e. covectors satisfying
〈θ;T 〉 = 1, 〈θ;LB〉 = 0, 〈θ;LB¯〉 = 0, (7.9)〈
θA;T 〉= 0, 〈θA;LB 〉= δAB , 〈θA;LB¯ 〉= 0, (7.10)〈
θA¯;T 〉= 0, 〈θA¯;LB 〉= 0, 〈θA¯;LB¯ 〉= δAB . (7.11)
Explicitly, we have
θ = − iφzA
1 − iφs dz
A + iφz¯A
1 + iφs dz¯
A + ds, (7.12)
θA = dzA, (7.13)
θA¯ = dz¯A. (7.14)
The condition (7.2) is equivalent to
det
(
LAf
B
)
B,A
	≡ 0. (7.15)
As in [12],
hA¯1...A¯kB := 〈LA¯k . . .LA¯1θ;LB〉, (7.16)
where LA¯ is the Lie-derivative along the vector field LA¯. That is, given a one-form ω, we have
LA¯ω = LA¯dω + d(LA¯ω). (7.17)
However, if ω is a holomorphic form then the second term vanishes and LA¯ω is also a holomor-
phic form. That is, in the definition of hA¯1...A¯kB , we have LA¯ω = LA¯dω.
Similarly, we define
hA¯1...A¯k := 〈LA¯k . . .LA¯1θ;T 〉. (7.18)
From [12], we have the following recursive relation:
hA¯1...A¯kC¯B = LC¯hA¯1...A¯kB + hA¯1...A¯k hC¯B. (7.19)
One can easily check using this relation that hA¯1...A¯kB is symmetric in the first k indices. There-
fore we can instead use the multi-index notation
hα¯B := h 1¯...1¯︸︷︷︸
α1
2¯...2¯︸︷︷︸
α2
... n¯...n¯︸︷︷︸
αn
B, (7.20)
because the ordering of the indices is unimportant.
On our target manifold, we have a similar parameterization, basis, dual basis, and functions.
We denote each of these by putting a hat over the corresponding object.
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multi-indices α1, . . . , αn such that
det(hˆ
α¯j k
)j,k 	≡ 0. (7.21)
Because h is a formal CR-map, h∗ of any formal CR-vector on M is a formal CR-vector
on M ′, so there exist power series γ BA = γ BA (z, z¯, s) such that h∗(LA¯) = γ¯ BA LˆB¯ . This implies
that h∗(LA) = γ BA LˆB . We let the power series ξ = ξ(z, z¯, s) and η = η(z, z¯, s) be defined by
ξ = 〈θˆ , h∗T 〉 and ηA = 〈θˆA, h∗T 〉. Observe that we have h∗T = ξ Tˆ + ηALˆA + ηALˆA¯. We sum-
marize this in the matrix notation (still using the summation convention)
h∗
(
T
LA
LA¯
)
=
⎛
⎝ ξ ηB ηB0 γ BA 0
0 0 γ BA
⎞
⎠( TˆLˆB
LˆB¯
)
. (7.22)
By duality, we then have
h∗
(
θˆ
θˆB
θˆ B¯
)
=
⎛
⎝ ξ 0 0ηB γ BA 0
ηB 0 γ BA
⎞
⎠( θθA
θA¯
)
. (7.23)
It is straightforward to derive the following equalities, see [12]:
ξhA¯B = γ CA γDB hˆC¯D, (7.24)
LA¯ξ + ξhA¯ = ξγ CA hˆC¯ + γ CA ηDhˆC¯D, (7.25)
LA¯γ
E
B + ηEhA¯B = 0, (7.26)
LA¯η
C + ηChA¯ = 0, (7.27)
T γ CA −LAηC − ηChA¯ = 0. (7.28)
We will prove some relations among ξ , γ and η, which will help us to later get a system of
differential equations.
We have
LAf
B = LAzˆB = γ CA LˆCzˆB = γ BA , (7.29)
Tf A = (ξ Tˆ + ηBLˆB + ηBLˆB¯)f A = ηA (7.30)
and
T sˆ = (ξ Tˆ + ηBLˆB + ηBLˆB¯)sˆ = ξ + ηB iφˆzB1 − iφˆs − ηB
iφˆz¯B
1 + iφˆs
. (7.31)
Thus, the assumption (7.15) gives us that
det
(
γ A
) 	≡ 0. (7.32)B A,B
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γ ∗ABγ BC = γ ∗BCγ AB = det(γ ) · δAC, (7.33)
where δAC is the Dirac delta symbol.
From (7.24) and (7.25), we get
γDB hˆA¯D =
γ ∗CAhC¯Bξ
det(γ¯ )
, (7.34)
ηDhˆA¯D =
γ ∗CA(LC¯ξ + ξhC¯)− ξ hˆC¯ · det(γ¯ )
det(γ¯ )
. (7.35)
We can now prove the following lemma:
Lemma 7.1. For any integer k  1 and indices A1, . . . ,Ak,B ∈ {1, . . . , n} the following identity
holds
γDB hˆA¯1...A¯kD =
rA¯1...A¯kB(L
J γ CA ,L
I¯ ξ ;h)
det(γ¯ )2k−1
(7.36)
and for any indices A1, . . . ,Ak ∈ {1, . . . , n} the following identity holds
ηDhˆA¯1...A¯kD =
sA¯1...A¯k (L
J γ CA ,L
I¯ ξ ;h)
det(γ¯ )2k−1
, (7.37)
where
rA1,...,Ak,B
(
LJγ CA ,L
I¯ ξ ; zˆ′, z¯′, sˆ′)(z, z¯, s) and
sA1,...,Ak
(
LJγ CA ,L
I¯ ξ ; z′, z¯′, s′)(z, z¯, s) (7.38)
are power series which are polynomials in the arguments proceeding the “;”, and where A, C
run over the indices {1, . . . , n} and where I and J run over all multi-indices with |I |, |J |  k.
Moreover the functions in (7.38) depend only on M and M ′ (and not on the mapping h).
Proof. From (7.34) and (7.35), we see that the lemma is true for k = 1. By assuming that
the lemma holds for a fixed k and applying the vector field
γ ∗CAk+1
det(γ¯ ) LC¯ to both sides of (7.36)
and (7.37), we see that the lemma holds for k + 1. 
Because M ′ is holomorphically nondegenerate, there exist multi-indices α1, . . . , αn, where
αA = (αA1 , . . . , αAn ) such that det(hˆα¯A,B)A,B(z′, z¯′, s′) 	≡ 0.
We define
λˆ(z′, z¯′, s′) := det(hˆα¯A,B)A,B(z′, z¯′, s′). (7.39)
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det
⎛
⎜⎝
∂f
∂z
∂f
∂z¯
∂f
∂s
∂f¯
∂z
∂f¯
∂z¯
∂f¯
∂s
∂sˆ
∂z
∂sˆ
∂z¯
∂sˆ
∂s
⎞
⎟⎠ (z, z¯, s) 	≡ 0. (7.40)
Therefore,
λˆ
(
f (z, z¯, s), f¯ (z¯, z, s), sˆ(z, z¯, s)
) 	≡ 0. (7.41)
From Lemma 7.1, we have, using the multi-index notation,
γDB hˆα¯AD =
r
α¯AB
(LJ γ CA ,L
I¯ ξ ;h)
det(γ¯ )2k−1
(7.42)
and
ηDhˆ
α¯AD
= sα¯A(L
J γ CA ,L
I¯ ξ ;h)
det(γ¯ )2k−1
. (7.43)
Let the matrix (hˆ∗C¯D)C¯,D be the classical adjoint of the matrix (hˆα¯AB)A,B . That is,
hˆ∗A¯B hˆ
α¯AD
= λˆ · δBD, (7.44)
hˆ∗A¯B hˆ
α¯CB
= λˆ · δA¯
C¯
. (7.45)
From the proof of Proposition 3.18 in [12], we have the following:
Lemma 7.2. For any integer k  0 and multi-index J , we have the following identity.
|J |+k∑
m=1
k∑
s=0
bE1,...,En,E,F¯s
[
. . .
[[LE1LE2 . . .LEn,LF¯ ],LF¯ ] . . . ,LF¯ ]︸ ︷︷ ︸
length s
= (hF¯E)pLJ T k, (7.46)
where p is an integer which depends on k, and J , and where bE1,...,En,E,F¯s are power series.
Because M is not Levi-flat, we can pick indices E and F such that hF¯E 	≡ 0.
By following [12], we will define the classes Cap and the refined classes Ca,bp,q as follows: We
shall say for a power series on M (i.e. a power series in z, z¯, s) that u ∈ Ca,bp,q if
u = r(L
I γ CA ,L
IT mηC,LIT mξ,LNγ CA ,L
NT nηC;h)
(det γ¯ )j1(hF¯E)j2(λˆ ◦ h)j3
, (7.47)
for some power series r and nonnegative integers jk for 1 k  6, where the power series r is a
polynomial in the arguments preceding the “;”. The indices A, C run over the set {1, . . . , n}. The
1646 R. Juhlin / Advances in Mathematics 222 (2009) 1611–1648multi-indices I , N , and nonnegative integers m, n run over |I | + m  p, m  q , |N | + n  a,
n b. Moreover, r should only depend on M , M ′, but not the mapping h.
Remark 7.3. From (7.41), we have that λˆ ◦ h 	≡ 0, so the right hand side of (7.47) is in the
quotient ring of formal power series, but the condition that u is a power series says that the right
hand side factors. In other words (7.47) means that the following power-series identity holds:
u · (det γ¯ )j1(hF¯E)j2(λˆ ◦ h)j3 = r
(
LIγ CA ,L
IT mηC,LIT mξ,LNγ CA ,L
NT nηC;h). (7.48)
Let k0 = maxA |αA|. By multiplying (7.42) and (7.43) with the classical adjoint and dividing
with the determinant, we get
γDF ,η
C ∈ C−1,−1k0,0 . (7.49)
From the reality of ξ , we also have directly that
ξ ∈ C−1,−1k0,0 . (7.50)
Now, the same arguments as in [12] (with l0 = 1 and with the classes Da,bp,q having quotient
similar as the classes Ca,bp,q defined above) give us that
LJT kγ BD ,L
J T kηB ∈ C−1,−1
k0+|J |+k,min(k0,|J |+k) (7.51)
and
LJT kγ BD ,L
J T kηB,LJ T kξ ∈ C−1,−13k0,3k0 , ∀k  k0. (7.52)
By using (7.52) on the conjugated terms in (7.51), Lemma 7.2, and Eqs. (7.25) through (7.27),
we finally get the following:
Lemma 7.4. For any multi-indices R and Q, any nonnegative integer k, and indices D and F ,
there are power series r1, r2 and r3, which are polynomials in their arguments preceding the “;”,
and monomials m1, m2 and m3 such that
LRT kLQ¯γDF =
r1(LI γ
C
A ,L
IT jηC,LIT j ξ ;h)
m1(detγ,det γ¯ , hF¯E,hF¯E, λˆ ◦ h, λˆ ◦ h)
, (7.53)
LRT kLQ¯ηD = r2(L
I γ CA ,L
IT jηC,LIT j ξ ;h)
m2(detγ,det γ¯ , hF¯E,hF¯E, λˆ ◦ h, λˆ ◦ h)
, (7.54)
LRT kLQ¯ξ = r3(L
I γ CA ,L
IT jηC,LIT j ξ,LI γ CA ,L
IT jηC,LIT j ξ ;h)
m3(detγ,det γ¯ , hF¯E,hF¯E, λˆ ◦ h, λˆ ◦ h)
, (7.55)
where |I | + j  3k0 and where the functions r1, r2, r3, m1, m2 and m3 only depends on the
hypersurfaces M and M ′ and not on the mapping h.
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obtain that T (LIγ CA ), T (LIT jηC), T (LIT j ξ), T (LIγ
C
A ), T (L
IT jηC) and T (LIT j ξ) can all
be expressed in terms of lower order derivatives and with a quotient which is a monomial in
detγ , det γ¯ , hF¯E , λˆ ◦ h and λˆ ◦ h. After putting these expressions on a common denominator,
the denominator will be
(detγ )j1(det γ¯ )j2(hF¯E)
j3(hF¯E)
j4(λˆ ◦ h)j5(λˆ ◦ h)j6 (7.56)
for some integers jk , 1 k  6.
Let U be the vector (fA, f¯A, sˆ,LI γ CA ,LIT jηC,LIT j ξ,LI γ
C
A ,L
IT jηC,LIT j ξ), where
A, C run over all indices and I , j  0 runs over the set |I | + j  3k0. From the argument
above and Eqs. (7.29) through (7.31), we see that we can express T U in terms of U . We obtain
a singular system of ode’s:
∂sU(z, z¯, s) = R(z, z¯, s,U)
q(U)
, (7.57)
where q(U) is the common denominator (7.56). Note that we have q(U(z, z¯, s)) 	≡ 0.
We can now prove Theorem 1.2 in the case where M is of infinite type at p. Let U0 be the
vector-valued power series corresponding to the mapping H0. From the assumption that M is
of infinite type, we get from Proposition 5.1 that for any k there is an Nk such that if H is
any mapping with jNk (H) = jNk (H0) and U is the vector-valued power series defined above
corresponding to H , we have that ∂jU
∂sj
(z, z¯,0) = ∂jU0
∂sj
(z, z¯,0) for j  k. The conclusion of the
theorem now follows from Theorem 3.2 after centering the vector-valued power series U at 0.
That is, applying the theorem to the vector U˜ (z, z¯, s) = U(z, z¯, s)−U(0).
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