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Abstract. This paper is devoted to the Gaussian fluctuations and
deviations of the traces of tridiagonal random matrix. Under quite
general assumptions, we prove that the traces are approximately nor-
mal distributed. Multi-dimensional central limit theorem is also ob-
tained here. These results have several applications to various physical
models and random matrix models, such as the Anderson model, the
random birth-death Markov kernel, the random birth-death Q matrix
and the β-Hermite ensemble. Furthermore, under some independent
and identically distributed condition, we also prove the large deviation
principle as well as the moderate deviation principle for the traces.
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1
1 Introduction
We are here concerned with the tridiagonal random matrix
Qn =

d1 b1
a1 d2 b2
a2 d3 b3
. . .
. . .
. . .
an−2 dn−1 bn−1
an−1 dn

, (1.1)
where ai, bi and di, 1 ≤ i ≤ n, are random variables with a0 = bn = 0.
Tridiagonal random matrix attracts significant interests in various fields.
In quantum mechanics, it is a finite-difference model of one-dimensional ran-
dom Schro¨dinger operator, such as the extensively studied Anderson model
where ai = bi = −1 and all di are independent and identically distributed
(see e.g. [28, 7]). The non-symmetric model with ai/bi > 0 also arises in
the non-Hermitian quantum mechanics of Hatano and Nelson, see e.g. [21]
and references therein. Tridiagonal random matrix is also a basic model of
random walks with random environment in chain graphs, interesting exam-
ples include the random birth-death Markov kernel proposed in [5, 8], where
ai−1+ di+ bi = 1 and {(ai−1, di, bi)} is an ergodic random field, and the ran-
dom birth-death Q matrix recently studied in [23], where di = −(ai−1 + bi)
and {ai} and {bi} are two sequences of strictly stationary ergodic processes.
Moreover, tridiagonal random matrix also plays an important role in ran-
dom matrix theory. One well-known model is the β-Hermite ensemble, in
which ai = bi, ai is distributed as β
−1/2χiβ (χiβ is the χ distribution with
iβ degrees of freedom), β > 0, di is normally distributed as N(0, 2/β), and
{ai, di} are independent. This model was first proposed in [17] and gener-
alized the classical Gaussian ensembles for β = 1, 2, 4, corresponding to the
Gaussian orthogonal ensemble (GOE), Gaussian unitary ensemble (GUE)
and Gaussian symplectic ensemble (GSE) respectively. Due to its simple
tridiagonal structure, one expects to investigate some interesting spectral
phenomena of general random matrices from the study of the tridiagonal
random matrix (1.1). For the generalization of the β-Hermite ensemble to
general symmetric tridiagonal random matrix (with independent entries), we
refer the interested reader to [29], which is another motivation for the present
work.
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The interest of this paper lies in the Gaussian fluctuations and deviations
of the trace of powers, or in other words, the moments of empirical spectral
distribution of the tridiagonal random matrix (1.1).
The fluctuations of the traces of random matrices are extensively stud-
ied in the literature and, in a general context, turn out to be Gaussian.
For instance, the traces of the classical (unitary, orthogonal and symplectic)
compact groups were proved by Diaconis and Shahshahani [14], by using
the representation theory, to be independent and normally distributed in the
limit. For the Wigner matrices, the Gaussian fluctuations of the traces are
presented in [1, Theorem 2.1.31] (see also [22, Theorem 2.1]), based on elab-
orate computations of moments. See also [29] for the symmetric tridiagonal
random matrix with indepenent entries, where the Gaussian fluctuations of
the traces were obtained by a judicious counting of levels of paths. We also
refer to [2, 18, 26, 25, 30, 31] and references therein for fluctuations of other
linear eigenvalue statistics.
Furthermore, large deviation was well-known for the empirical spectral
distribution of the unitary invariant ensembles, including the β-Hermite en-
semble (see [3] and [1]). See also [4] for the non self-ajoint matrix with
independent Gaussian entries. Moderate deviation principle for the empiri-
cal spectral distribution of the Gaussian divisible matrix was studied in [12].
Moreover, for the eigenvalue counting function of the determinantal point
process and Wigner matrix, we refer to [15] and [16] .
Motivated by the physical models and random matrix models mentioned
above, we here consider the tridiagonal random matrix (1.1) under quite gen-
eral assumptions (see (H.1) and (H.2) in Section 3, see also (H.3) in Section
4), which, in particular, allow the non-independent entries in (1.1). We prove
the Gaussian fluctuations of the traces of such model. Multi-dimensional cen-
tral limit theorem is also given. Moreover, the large deviations of the traces,
in relation to those of additive functionals of uniform Markov chains, as
well as the moderate deviation results are also obtained here. These results
are applicable to various models, such as the Anderson model, the random
birth-death Markov kernel, the random birth-death Q matrix as well as the
symmetric tridiagonal random matrix, including the β-Hermite ensemble.
Our proof is quite different from the standard method of moments men-
tioned above and relies crucially on a path expansion of the trace (see (2.5)
below), which is formulated according to the types of circuits determined by
the tridiagonal structure of (1.1). This formula was recently used in our arti-
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cle [23] to study the limiting spectral distribution of the random birth-death
Q matrix. The advantage of this formula is that, it reveals that the fluctu-
ations and deviations of the traces are asymptotically the same to those of
the sum of m-dependent random variables. This new point of view gives a
unified way to understand the limit behavior of traces of quite general tridi-
agonal random matrices with non-symmetric structure or non-independent
entries. Moreover, it also allows to employ the analytic tools (e.g. blocking
arguments, Lyapunov’s central limit theorem and large deviations of addi-
tive functionals of Markov chains) to obtain the Gaussian fluctuations and
deviations of the traces.
The remainder of this paper is organized as follows. In Section 2 we first
set up some preliminary notations and definitions, then we present the path
expansion formula (2.5). Section 3 is devoted to the Gaussian fluctuations
of the traces, and Section 4 is concerned with the deviation results. Finally,
Section 5 includes some discussions on the main results of this paper, and
the Appendix, i.e. Section 6 contains some technical proofs.
Notations. Throughout this paper, for x ∈ R+, [x] denotes the largest
integer not greater than x, f = O(g) means that |f/g| stays bounded, and
fn = o(1) means that |fn| tends to zero, as n→∞.
2 Preliminaries
Let us first recall some notations from our recent paper [23]. In particular,
we will classify the circuits according to their types. Then, we shall formulate
the path expansion formula of the trace precisely.
Let k ≥ 1 be fixed. For every 0 ≤ l ≤ [k
2
], 1 ≤ i ≤ n− l, set
Q
−→ml,−→n l
l,i :=
l−1∏
j=0
(ai+jbi+j)
mj+1
l∏
j=0
d
nj
i+j, (2.1)
where, −→m l = (m1, m2, ..., ml) and −→n l = (n0, n1, ..., nl). We say that −→m l and
4
−→n l are admissible, if mj ≥ 0 and nh ≥ 0 for every 1 ≤ j ≤ l, 0 ≤ h ≤ l,
2
l∑
j=1
mj +
l∑
h=0
nh = k, (2.2)
and if for some l > 0, there exists 1 ≤ p ≤ l, such that mp = 0, then mj = 0
and nh = 0 for all p < j ≤ l, p ≤ h ≤ l. Set
Ψk := {(l,−→m l,−→n l) : 0 ≤ l ≤ [k
2
],−→m l and −→n l are admissible}. (2.3)
The intuitions of these quantities can be seen as follows. By the tridiag-
onal structure of (1.1), we note that
TrQkn =
∑
pi∈Cn
Qpi, Qpi :=
k∏
j=1
Q(pij , pij+1). (2.4)
where Cn denotes the set of all circuits, i.e.
Cn = {pi : (1, · · · , k)→ (1, · · · , n) : |pij − pij+1| ≤ 1, 1 ≤ j ≤ k, pik+1 = pi1}.
The types of Cn can be determined by the set Ψk and the vertices i, 1 ≤ i ≤ n.
Indeed, l is the largest length between various vertices in the circuit pi, and i
is the leftmost vertex in pi. The vector −→m l determines the circuit pi consisting
of the subindices of off-diagonal entries in Qpi, and the coordinate mj+1 is
half of the number of edges with the vertices i+ j and i+ j + 1. Similarly,
the vector −→n l is related to the diagonal entries in Qpi, and the coordinate nj
is the number of loops with the vertex i + j. Thus, Q
−→ml,−→n l
l,i defined in (2.1)
can be viewed as a representative element of the type (l,−→m l,−→n l) and the
leftmost point i.
Let C
−→ml,−→n l
l,i denote the number of circuits of the same type (l,
−→m l,−→n l)
and the leftmost vertex i. Note that for every 1 ≤ i, j ≤ n, C−→ml,−→n ll,i =
C
−→ml,−→n l
l,j . That is, the number of circuits with the same type {l,−→m l,−→n l},
though different leftmost vertices, are also the same. Hence, we can set
C
−→ml,−→n l
l := C
−→ml,−→n l
l,i .
With these notations, the expansion of the trace (2.4) can be reformulated
according to the types of the circuits Cn, i.e.
TrQkn =
∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l
n−l∑
i=1
Q
−→ml,−→n l
l,i . (2.5)
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This formula was recently used in our article [23] for the study of limiting
spectral distribution of the random birth-death Q matrix and, as we shall
see later, is crucial for the formulations and proofs of the main results in this
paper.
We conclude this section by taking TrQ3n and TrQ
4
n for examples. For
TrQ3n, in this case l = 0, 1, Ψk contains the types (0, (0), (3)), (1, (1), (1, 0))
and (1, (1), (0, 1)), and C
−→ml,−→n l
l is equal to 1, 3, 3 respectively. Hence, by (2.5)
we have
TrQ3n =
n∑
i=1
d3i + 3
n−1∑
i=1
(aibi)di + 3
n−1∑
i=1
(aibi)di+1.
For TrQ4n, l = 0, 1, 2, Ψk have the types (0, (0), (4)), (1, (1), (2, 0)), (1, (1), (1, 1)),
(1, (1), (0, 2)), (1, (2), (0, 0)) and (1, (1, 1), (0, 0, 0)), and the corresponding
C
−→ml,−→n l
l are 1, 4, 4, 4, 2 and 4 respectively. Thus, it follows that
TrQ4n =
n∑
i=1
d4i +
n−1∑
i=1
aibi(4d
2
i + 4didi+1 + 4d
2
i+1 + 2aibi) + 4
n−2∑
i=1
aibiai+1bi+1.
3 Gaussian fluctuations
In this section, the main results Theorem 3.2 and 3.3 are formulated in Sub-
section 3.1, and then they are proved in Subsection 3.2 and 3.3 respectively.
Moreover, several applications are also given in Subsection 3.4.
3.1 Main results
Let m be a fixed nonnegative integer. The random variables {Xi} are said
to be m-dependent, if for any positive integers i and j with j − i > m, Xj
is independent of the σ-field generated by {Xh, 1 ≤ h ≤ i}. In particular,
0-dependence is equivalent to independence.
Motivated by the physical models and random matrix models mentioned
in Section 1, we introduce the assumptions (H.1) and (H.2) below.
(H.1) In the symmetric case (i.e. ai = bi for all i ≥ 1), the off-diagonal
entries {ai} are independent, and the diagonal entries {di} satisfy that
di = f(ai−1, ai) with f a continuous function on R2 or {ai, di} are all
independent.
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In the non-symmetric case, the random vectors {(ai−1, di, bi)} are inde-
pendent.
As regards the asymptotic behavior of the entries in (1.1), we assume that
(H.2) Let α and ε be two nonnegative constants, 0 ≤ ε ≤ α. There exist
constants a, d, b and random variables ηi, ζi, ξi, η, ζ, ξ, such that
i−α(ai−1, di, bi) = (a, d, b) + i−ε(ηi−1, ζi, ξi), (3.1)
where ηi−1, ζi and ξi satisfy
(ηi−1, ζi, ξi)
d→ (η, ζ, ξ), (3.2)
“
d→ ” means convergence in distribution, and for each k ≥ 1,
sup
i≥1
E(η2ki + ζ
2k
i + ξ
2k
i ) <∞. (3.3)
Remark 3.1 (i). By Ho¨lder’s inequality, (3.3) implies that all moments of
ηn, ζn, ξn are finite.
(ii). Assumption (H.1) allows to treat the tridiagonal random matrix
(1.1) with non-independent entries. The conditions on di in the symmetric
case is mainly motivated by the random birth-death Markov kernel and the
random birth-death Q matrix, where f(ai−1, ai) is of the form 1− (ai−1+ ai)
and −(ai−1 + ai) respectively.
(iii). In the case that the entries of (1.1) are independent and identically
distributed (i.i.d.) and have all moments finite, the assumptions (H.1) and
(H.2) are obviously verified.
(iv). In Assumption (H.2) with α > 0, when 0 < ε < α (resp. ε = 0),
the entries convergence in distribution to degenerate (resp. non-degenerate)
random variables. The degenerate case actually includes the β-Hermite en-
semble. See Subsection 3.4 for more details.
The main results in this section are formulated below. Taking into ac-
count the complicated formulations of covariances in the case ε > 0, we shall
consider the case ε = 0 and 0 < ε ≤ α in Theorem 3.2 and 3.3 respectively,
to make the structure of the variance and covariances clean.
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Theorem 3.2 Assume (H.1) and (H.2) with ε = 0.
(i). For each k ≥ 1, let mk = [k2 ] (resp. [k2 ] + 1) in the non-symmetric
(resp. symmetric) case. Set TrQ˜kn := TrQ
k
n − ETrQkn. Then,
n−(αk+
1
2
)TrQ˜kn
d→ N(0, Dk). (3.4)
Here
Dk =
1
2αk + 1
[
V ar(Zk,1) + 2
mk∑
j=1
Cov(Zk,1, Zk,1+j)
]
, (3.5)
and for each 1 ≤ i ≤ mk + 1,
Zk,i =
∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l
l−1∏
j=0
(η˜i+j ξ˜i+j)
mj+1
l∏
j=0
(ζ˜i+j)
nj , (3.6)
where η˜i, ζ˜i, ξ˜i have the same distributions as those of a + η, d+ ζ and b + ξ
respectively, and they satisfy Assumption (H.1) with all ai, di, bi replaced by
η˜i, ζ˜i and ξ˜i respectively.
(ii) Given k1, · · · , kr ≥ 1, r ≥ 1, set mij = max{mki, mkj}. We have
n−
1
2 (n−αk1TrQ˜k1n , · · · , n−αkrTrQ˜krn ) d−→ ΦΛ, (3.7)
where ΦΛ is a r-dimensional normal distribution with mean zero and covari-
ance matrix Λ, for 1 ≤ i, j ≤ r,
Λ(i, j) =
1
α(ki + kj) + 1
[
Cov(Zki,1, Zkj ,1)
+
mij∑
h=1
(
Cov(Zki,1, Zkj,1+h) + Cov(Zki,1+h, Zkj ,1)
) ]
, (3.8)
where Zki,h and Zkj ,h, 1 ≤ h ≤ mij + 1, are defined as in (3.6).
Theorem 3.3 Assume (H.1) and (H.2) with 0 < ε ≤ α. Let TrQ˜kn, mk and
mij be as in Theorem 3.2.
(i). For each k ≥ 1, 0 ≤ j ≤ mk, there exists the limit
σk(1 + j, 1) := lim
n→∞
n−2(αk−ε)Cov(Xk,n, Xk,n−j), (3.9)
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and we have
n−(αk+
1
2
−ε)TrQ˜kn
d→ N(0, Dk),
where
Dk =
1
2αk + 1− 2ε(σk(1, 1) + 2
mk∑
j=1
σk(1 + j, 1)).
(ii). Given k1, · · · , kr ≥ 1, r ≥ 1. For every 1 ≤ i, j ≤ r and 0 ≤ h ≤
mij, there exists the limit
σki,kj(1 + h, 1) := lim
n→∞
n−(α(ki+kj)−2ε)Cov(Xki,n, Xkj ,n−h), (3.10)
and we have
n−
1
2
+ε(n−αk1TrQ˜k1n , · · · , n−αkrTrQ˜krn ) d→ ΦΛ,
where ΦΛ is the r-dimensional normal distribution as in Theorem 3.2, but
with the covariances Λ(i, j) defined by
Λ(i, j) =
1
α(ki + kj) + 1− 2ε
[
σki,kj(1, 1)
+
mij∑
h=1
(
σki,kj(1, 1 + h) + σki,kj(1 + h, 1)
) ]
, (3.11)
where σki,kj(1, 1 + h) = σkj ,ki(1 + h, 1).
Remark 3.4 Actually, in the case 0 < ε ≤ α, σk(1+j, 1) and σki,kj(1+h, 1)
can be calculated explicitly in terms of the covariances of ηn, ξn and ζn. Since
the formulations are complicated, we omit them in the statement of Theorem
3.3. Concrete calculations are shown in Corollary 3.6 below for the symmetric
tridiagonal random matrix motivated by [29] and the β-Hermite ensemble.
3.2 Proof of Theorem 3.2
The key observation for the proof is that, the path expansion formula of the
trace (2.5) indicates that the fluctuation of TrQkn is approximately the same
as that of ∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l
n∑
i=1
Q
−→ml,−→n l
l,i =
n∑
i=1
Xk,i,
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where
Xk,i :=
∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l Q
−→ml,−→n l
l,i
=
∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l
l−1∏
j=0
(ai+jbi+j)
mj+1
l∏
j=0
d
nj
i+j . (3.12)
{Xk,i}i≥1 is mk-dependent with mk defined as in Theorem 3.2, due to As-
sumption (H.1) and the finite width of band in the tridiagonal random matrix
(1.1). With this new point of view, we can expect the Gaussian fluctuation
of TrQkn, inspired by the fact that m-dependent random variables are ap-
proximated normally distributed in the stationary case (see e.g. [24, 9, 19]).
On the technical level, in order to deal with the non-stationary case α > 0
in Assumption (H.2), we will employ the standard blocking arguments to
separate the sum
∑n
i=1Xk,i into independent blocks and small ones.
Proof of Theorem 3.2. (i). We first note that
E
∣∣∣∣n−(αk+ 12 )(TrQ˜kn − n∑
i=1
X˜k,i)
∣∣∣∣2 → 0, (3.13)
where X˜k,i = Xk,i − EXk,i. (See the Appendix for the proof.)
Thus, we only need to consider the fluctuation of
∑n
i=1 X˜k,i, which is
actually the sum of mk-dependent random variables.
Let κ < 1
4
, n′ = [nκ], p = [ n
n′
], r = n− pn′. Set Y˜n,i = n−αkX˜k,i. For 1 ≤
i ≤ p, let U˜n,i :=
in′−mk∑
j=(i−1)n′+1
Y˜n,j. For 1 ≤ i ≤ p− 1, set Z˜n,i =
in′∑
j=in′−mk+1
Y˜n,j,
Z˜n,p =
n∑
j=pn′−mk+1
Y˜n,j and T˜n =
p∑
i=1
Z˜n,i. Note that, {U˜n,i}1≤i≤p are indepen-
dent, and so are {Z˜n,i}1≤i≤p, due to the mk-dependence of {Xk,i}. Moreover,
n−(αk+
1
2
)
n∑
i=1
X˜k,i = n
− 1
2
n∑
i=1
Y˜n,i = n
− 1
2
p∑
i=1
U˜n,i + n
− 1
2 T˜n.
Let us show that, as n→∞,
n−
1
2 T˜n
d−→ 0. (3.14)
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Indeed, by the independence of {Z˜n,i},
E(n−
1
2 T˜n)
2 =
1
n
E(
p∑
i=1
Z˜n,i)
2 =
1
n
p∑
i=1
EZ˜2n,i.
Then, it follows from the boundedness of moments in (3.3) that
E(n−
1
2 T˜n)
2 = O(pm
2
k
n
) +O((n− pn
′ +mk)2
n
)→ 0, (3.15)
which yields (3.14), as claimed.
In view of (3.14) and pn′/n → 1, the proof of Theorem 3.2 now reduces
to proving that
1√
pn′
p∑
i=1
U˜n,i
d→ N(0, Dk). (3.16)
For this purpose, let us first treat the limit behavior of the variance. Using
the notations as in [24], we set
An,i := EY˜
2
n,i+mk
+ 2
mk∑
j=1
EY˜n,i+mk Y˜n,i+mk−j. (3.17)
By the independence of {U˜n,i}1≤i≤p and the mk-dependence of {Y˜n,i}1≤i≤n,
straightforward computations show that
E(
1√
pn′
p∑
i=1
U˜n,i)
2 =
1
pn′
p∑
i=1
E(U˜n,i)
2
=
1
pn′
p∑
i=1
E( mk∑
h=1
Y˜n,(i−1)n′+h
)2
+
n′−2mk∑
h=1
An,(i−1)n′+h

=O(m
2
k
n′
) +
1
pn′
p∑
i=1
n′−2mk∑
h=1
An,(i−1)n′+h, (3.18)
where the last step is due to (3.3).
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Set ni,h := (i − 1)n′ + h +mk. In order to take the limit p, n′ → ∞, we
note from (3.17) and the definition of Y˜n,i that
1
pn′
p∑
i=1
n′−2mk∑
h=1
An,(i−1)n′+h
=
1
pn′
p∑
i=1
n′−2mk∑
h=1
[
EY˜ 2n,ni,h + 2
mk∑
j=1
EY˜n,ni,hY˜n,ni,h−j
]
=
1
pn′
p∑
i=1
n′−2mk∑
h=1
(
ni,h
n
)2αkV ar(
Xk,ni,h
nαki,h
)
+
2
pn′
mk∑
j=1
p∑
i=1
n′−2mk∑
h=1
(
ni,h
n
)αk(
ni,h − j
n
)αkCov(
Xk,ni,h
nαki,h
,
Xk,ni,h−j
(ni,h − j)αk ). (3.19)
It is not difficult to see that, for every 0 ≤ j ≤ mk, as p, n′ →∞,
1
pn′
p∑
i=1
n′−2mk∑
h=1
(
ni,h
n
)αk(
ni,h − j
n
)αk → 1
2αk + 1
. (3.20)
Moreover, we have that as n(i, h)→∞,
Cov(
Xk,ni,h
nαki,h
,
Xk,ni,h−j
(ni,h − j)αk )→ Cov(Zk,1, Zk,1+j), (3.21)
where Zk,i, 1 ≤ i ≤ mk + 1, are defined as in (3.6). (See the Appendix for
the proof.)
Thus, plugging (3.20) and (3.21) into (3.19), we obtain that as p, n′ →∞,
1
pn′
p∑
i=1
n′−2mk∑
h=1
An,(i−1)n′+h → Dk (3.22)
with Dk defined as in (3.5), which together with (3.18) yields that
E(
1√
pn′
p∑
i=1
U˜n,i)
2 → Dk. (3.23)
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As regards the third moments of U˜n,i/
√
n′ in (3.16), since E|Y˜n,j|3 = O(1)
and n′ = o(p
1
3 ), we have for 1 ≤ i ≤ p,
E
∣∣∣∣ 1√n′ U˜n,i
∣∣∣∣3 =(n′)− 32E
∣∣∣∣∣∣
in′−mk∑
j=(i−1)n′+1
Y˜n,j
∣∣∣∣∣∣
3
=O((n′)− 32 (n′ −mk)3)
=O((n′) 32 ) = o(p 12 ). (3.24)
Consequently, combining (3.23) and (3.24), and applying Lyapunov’s cen-
tral limit theorem (see [24, Appendix], see also [9, Theorem 7.1.2]), we obtain
(3.16) and complete the proof of the first part (i).
(ii). In order to prove (3.7), we just need to show that for all z1, · · · , zr ∈
R, the linear combination n−1/2
∑r
j=1 zjn
−αkjTrQ˜kjn is normally distributed
in the limit.
To this end, as in the proof of (3.13), the limit behavior is the same as
that of
n−
1
2
r∑
j=1
zjn
−αkj
n∑
i=1
Xkj ,i = n
− 1
2
n∑
i=1
r∑
j=1
zjn
−αkjXkj ,i, (3.25)
where Xkj ,i is defined as in (3.12) with kj replacing k.
Since {Xkj ,i}i≥1 ismkj -dependent for each 1 ≤ j ≤ r, {
∑r
j=1 zjn
−αkjXkj ,i}i≥1
is M-dependent with M = max1≤j≤rmkj . Thus, as in the preceding proof of
the first assertion (i), we deduce that n−1/2
∑n
i=1
∑r
j=1 zjn
−αkjXkj ,i is nor-
mally distributed in the limit, which consequently implies the Gaussian fluc-
tuation of the random vectors n−
1
2 (n−αk1TrQ˜k1n , · · · , n−αkrTrQ˜krn ), n ≥ 1.
It remains to compute the covariances Λ(i, j). Let mij = max{mki, mkj}.
Then, {Xki,q, Xkj ,q}q≥1 is mij-dependent. Set Y˜ki,n,q := n−αkiX˜ki,q, and
Bn,q :=EY˜ki,n,q+mij Y˜kj ,n,q+mij
+
mij∑
h=1
(EY˜ki,n,q+mij−hY˜kj ,n,q+mij + EY˜ki,n,q+mij Y˜kj ,n,q+mij−h).
13
Straightforward computations show that
n−(α(ki+kj)+1)Cov(
n∑
q=1
Xki,q,
n∑
q=1
Xkj ,q)
=n−1E(
mij∑
q=1
Y˜ki,n,q)(
mij∑
q=1
Y˜kj,n,q) + n
−1
n−mij∑
q=1
Bn,q
=O(n−1) + n−1
n−mij∑
q=1
EY˜ki,n,q+mij Y˜kj,n,q+mij
+ n−1
mij∑
h=1
n−mij∑
q=1
(EY˜ki,n,q+mij−hY˜kj ,n,q+mij + EY˜ki,n,q+mij Y˜kj ,n,q+mij−h).
(3.26)
As in the proof of (3.22), we deduce that for each 0 ≤ h ≤ mij , as n→∞,
1
n
n−mij∑
q=1
(
q +mij − h
n
)αki(
q +mij
n
)αkj → 1
α(ki + kj) + 1
,
and as q →∞,
Cov(
Xki,q+mij−h
(q +mij − h)αki ,
Xkj ,q+mij
(q +mij)αkj
)→ Cov(Zki,1, Zkj,1+h).
Hence,
n−1
n−mij∑
q=1
E(Y˜ki,n,q+mij−hY˜kj ,n,q+mij)→
1
α(ki + kj) + 1
Cov(Zki,1, Zkj ,1+h).
(3.27)
Similarly,
n−1
n−mij∑
q=1
E(Y˜ki,n,q+mij , Y˜kj,n,q+mij−h)→
1
α(ki + kj) + 1
Cov(Zki,1+h, Zkj,1).
(3.28)
Therefore, it follows from (3.26)-(3.28) that, as n→∞,
n−(α(ki+kj)+1)Cov(
n∑
q=1
Xki,q,
n∑
q=1
Xkj ,q)→ Λ(i, j).
where Λ(i, j) is defined as in (3.8), thereby completing the proof. 
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3.3 Proof of Theorem 3.3
Proof of Theorem 3.3. The proof is similar to that of Theorem 3.2, we only
need to prove that, with the additional scaling n2ε, the limits (3.9) and (3.10)
exist. Below, we show the existence of the limit (3.9), the proof of (3.10)
follows analogously.
Taking into account the definition of Xk,i in (3.12), we need to show the
asymptotic estimate of
∏l−1
j=0(an+jbn+j)
mj+1
∏l
j=0 d
nj
n+j.
Indeed, by Assumption (H.2), for each 0 ≤ j ≤ l − 1,
an+jbn+j
n2α
=ab+ b
ηn+j
nε
+ a
ξn+j
nε
+O( 1
n2ε
).
Here, with a slight abuse of notation, O(n−2ε) stands for the term of order
n−2ε after taking the expectation. Hence, for mj+1 ≥ 1,
(
an+jbn+j
n2α
)mj+1
=(ab)mj+1 + (ab)mj+1−1mj+1
(
b
ηn+j
nε
+ a
ξn+j
nε
)
+O( 1
n2ε
).
Hence, setting |−→m l| =
l∑
j=1
mj , we derive that for |−→m l| ≥ 1,
l−1∏
j=0
(
an+jbn+j
n2α
)mj+1
=(ab)|
−→ml|−1[ab+ a
l∑
j=1
mj
ξn+j−1
nε
+ b
l∑
j=1
mj
ηn+j−1
nε
] +O( 1
n2ε
). (3.29)
Similarly, setting |−→n l| =
l∑
j=0
nj , we have that for |−→n l| ≥ 1,
l∏
j=0
(
dn+j
nα
)nj =
l∏
j=0
(
dnj + dnj−1nj
ζn+j
nε
)
+O( 1
n2ε
)
=d|
−→n l|−1[d+
l∑
j=0
nj
ζn+j
nε
] +O( 1
n2ε
). (3.30)
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Thus, (3.29) and (3.30) yield that for |−→m l| ≥ 1, |−→n l| ≥ 1,
l−1∏
j=0
(
an+jbn+j
n2α
)mj+1
l∏
j=0
(
dn+j
nα
)nj
=(ab)|
−→ml|−1d|
−→n l|−1
[
abd +
l∑
j=1
(
admjξn+j−1 + bdmjηn+j−1
+ abnjζn+j
)
n−ε + abn0ζnn−ε
]
+O(n−2ε). (3.31)
Moreover, it is easy to see that, for |−→m l| = 0,
(
dn
nα
)k = dk−1(d+ k
ζn
nε
) +O( 1
n2ε
), (3.32)
and for |−→n l| = 0,
l−1∏
j=0
(
an+jbn+j
n2α
)mj+1
=(ab)
k
2
−1[ab+ a
l∑
j=1
mj
ξn+j−1
nε
+ b
l∑
j=1
mj
ηn+j−1
nε
] +O( 1
n2ε
). (3.33)
Plugging (3.12), (3.31)-(3.33) into the right hand side of (3.9), we conse-
quently deduce that the limit (3.9) exists, which actually can be computed
explicitly in terms of the covariances of ηn, ξn and ζn. For simplicity, we omit
it here. The proof is complete. 
3.4 Applications
Let us start with the independent identically distributed (i.i.d.) case, which
is a direct consequence of Theorem 3.2 .
Corollary 3.5 (The case α = 0.) In the symmetric case, assume that {ai}
is a sequence of i.i.d. random variables, {di} satisfy that di = f(ai−1, ai) with
f a continuous function, or {di} are i.i.d random variables and independent
of {ai}. In the non-symmetric case, assume that {(ai−1, di, bi)} is a sequence
of i.i.d random vectors. Suppose also that in both cases the entries have all
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moments finite. Then, the assertions in Theorem 3.2 hold. In particular, the
variance Dk is given by
Dk = V ar(Xk,2) + 2
mk∑
j=1
Cov(Xk,2, Xk,2+j), (3.34)
with mk defined as in Theorem 3.2 and Xk,i as in (3.12)
3, 2 ≤ i ≤ mk + 2,
and the covariances Λ(i, j) are given by
Λ(i, j) = Cov(Xki,2, Xkj ,2) +
mij∑
h=1
(Cov(Xki,2, Xkj ,2+h) + Cov(Xki,2+h, Xkj,2)),
where mij = max{mki, mkj}.
Corollary 3.5 have several applications to the physical models and ran-
dom matrix models mentioned in Section 1.
Anderson model ([28, 7]). When ai = bi = −1, and {di} are i.i.d
random variables with all moments finite, this tridiagonal random matrix
(1.1) is referred to the Anderson model in the physical literature, restricted
to the bound domain Λn = {1, · · · , n}. Write Qn = Qn,0 + Vn, where
Vn = diag(d1, · · · , dn). Qn,0 represents the finite difference operator, a dis-
crete analogue of the one dimensional Schro¨dinger operator, and Vn repre-
sents the operator of multiplication by the random field di, 1 ≤ i ≤ n. For
this model, the conditions in Corollary 3.5 are verified. Hence, its traces of
powers TrQkn, k ≥ 1, are normally distributed in the limit.
Hatano-Nelson model ([21]). When ai/bi > 0 and {(ai−1, di, bi)} is a
sequence of i.i.d. random vectors with all moments finite, this tridiagonal
random matrix is motivated by the non-Hermitian quantum mechanics of
Hatano and Nelson (see [21] and references therein). In this case, it follows
from Corollary 3.5 that the traces are approximated normally distributed.
Random birth-death Markov kernel ([5, 8]). This tridiagonal random ma-
trix arises in the random walks with random environment in chain graphs.
Given the chain graph G = (V,E), V = {1, · · · , n}, E = {(i, j), |i− j| ≤ 1}.
3The subindices of Xk,i here starts with 2, since, e.g. in the case di = f(ai−1, ai), i ≥ 1,
the distribution of d1(= f(0, a1)) is different from that of di = f(ai−1, ai), i ≥ 2.
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Consider the random birth-death Markov kernel Qn, with the state space V
and the entries satisfying ai, bi ∈ (0, 1], di ∈ [0, 1], and ai−1 + di + bi = 1.
One concrete example is the random conductance model, in which case
b1 = an−1 = 1, bi = 1 − ai−1 = Ui,i+1/(Ui,i+1 + Ui,i−1), and {Ui,i+1} are
i.i.d. positive random variables. Another example is that b1 = an−1 = 1,
bi = 1 − ai−1 = Vi, and {Vi} are i.i.d. random variables on [0, 1]. We refer
to [5] for more detail discussions and for the study of the limiting spectral
distribution of such model in the ergodic environment. Here, in the i.i.d.
environment, i.e. {(ai−1, di, bi)} is a sequence of i.i.d. random vectors with
all moments finite, we deduce from Corollary 3.5 that the traces are asymp-
totically normally distributed.
Random birth-death Q matrix ([23]). This model is motivated from the
infinitesimal generator of continuous-time Markov process in the chain graph.
In this case, ai, bi > 0 and di = −(ai−1 + bi). In [23] we proved the existence
of the limiting spectral distribution in the strictly stationary ergodic case
(see [23, Theorem 1]). Here, in the case that {ai} and {bi} are two sequences
of i.i.d random variables, {ai} is independent of {bi} (or ai = bi, i ≥ 1), and
they have all moments finite, Corollary 3.5 implies the Gaussian fluctuations
of the traces.
Now, we formulate and prove Corollary 3.6 below for the case α > 0,
which is mainly motivated by the symmetric tridiagonal random matrix stud-
ied in [29] and includes, in particular, the well-known β-Hermite ensemble.
For simplicity, we will regard the l + 1-dimensional vector −→n l in Ψk in
(2.3) as the vector in the larger space R[
k
2
]+1, by just adding zeros to the
remaining [k
2
]− l coordinates, and for each 0 ≤ q ≤ [k
2
], −→e q denotes the q-th
normal basis in R[
k
2
]+1, namely, the q-th coordinate of −→e q is 1 and the others
are zeros.
Corollary 3.6 (The case α > 0.) Consider the symmetric tridiagonal ran-
dom matrix (1.1), i.e. ai = bi, i ≥ 1. Assume that in (H.1) all ai and di
are independent. Assume also (H.2) with 0 < ε ≤ α and supn≥1 E|dn|k <∞
for any k ≥ 1. Then, the assertions in Theorem 3.3 hold. In particular, the
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covariances Λ(i, j) are given by
Λ(i, j) =

aki+kj−2V ar(η)
α(ki+kj)+1−2ε kikj
(
ki
ki/2
)(
kj
kj/2
)
, if ki, kj even;
aki+kj−2V ar(ζ)
α(ki+kj)+1−2αkikj
(
ki−1
(ki−1)/2
)(
kj−1
(kj−1)/2
)
, if ε = α, ki, kj odd ;
0, otherwise.
(3.35)
Remark 3.7 This result coincides with Theorem 3 in [29],4 under the con-
ditions considered here. However, the proof presented below is quite different
from that in [29], it is analytic and mainly based on Theorem 3.3.
Proof. First, by the condition on dn, we note that in Assumption (H.2)
d = 0, ζn = n
−(α−ε)dn, and the limit ζ = 0 when ε < α. Below we shall
discuss the case k is even or odd respectively.
When k is even, (2.2) indicates that |−→n l| :=
∑l
h=0 nh is also even. Since
d = 0, from (3.31)-(3.33) we see that the main contribution comes from the
case |−→n l| = 0, i.e. there is no loop in the circuit. Hence, it follows from
(3.12) and (3.33) that
n−αkXk,n =
∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l [a
k−2(a2 + 2a
l∑
q=1
mq
ηn+q−1
nε
) +O( 1
n2ε
)],
(3.36)
which by the independence of {ζn} implies that
σki,kj(1 + h, 1)
=4aki+kj−2V ar(ξ)
∑
(l,−→ml,−→n l)∈Ψki
(l′,−→m′
l′
,−→n ′
l′
)∈Ψkj
C
−→ml,−→n l
l C
−→m′
l′
,−→n ′
l′
l′
∑
1≤q≤l
1≤q′≤l′
mqm
′
q′δq+h,q′. (3.37)
We shall compute explicitly the covariance Λ(i, j) in (3.11). For conve-
nience, we place the leftmost vertex of the circuit pi′ of type (l′,−→m ′l′,−→n ′l′)
at 1. Then, the circuit pi of the type (l,−→m l,−→n l) contributing to (3.37) is
the one with the leftmost vertex 1 + h, and
∑
1≤q≤l
∑
1≤q′≤l′ mqm
′
q′δq+h,q′ =
4In [29, (3.5)], mk+l2 , m
Ih(γ1)+Ih(γ2)
2 and the denominator α(k + l) shall be modified by
m
1
2
(k+l)
2 , m
1
2
(Ii(γ1)+Ii(γ2))
2 and α(k + l) + 1− 2α respectively.
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1/4
∑
q≥0 Ih+q(pi)Ih+q(pi
′), where Ii(γ) dentes the number of edges {i, i + 1}
in the circuit γ, i.e. Ii(γ) = 2mi+1−j if the leftmost vertex of γ is j (see
also [29, p.187]). Hence, the summation in σki,kj(1 + h, 1) consists of the
overlapped parts of all these two circuits pi and pi′. Similar argument holds
for σki,kj(1, 1 + h), with the slight modification that the leftmost vertex of
pi′ is 1 − h (we here extend the positions of vertices to the negative in-
tegers). Thus, using the notation Γ(k, l) in [29, (3.1)], we deduce that
the summation in (3.11) is equal to 1
4
∑
(γ1,γ2)∈Γ(ki,kj)
∑
i<0 Ii(γ1)Ii(γ2) =
1
4
kikj
(
ki
ki/2
)(
kj
kj/2
)
(see [29, p.213] for the equality), which together with the
coefficients (α(ki + kj) + 1− 2ε)−1 and 4aki+kj−2V ar(ξ) in (3.11) and (3.37)
respectively yields (3.35) when ki, kj are even.
When k is odd, (2.2) implies that |−→n l| shall be also odd. As in the
preceding arguments, (3.31)-(3.33) yield that the only case contributing to
the main order is that |−→n l| = 1, namely, there is only one loop in the circuit.
We use the q-th normal basis −→e q of R[ k2 ]+1 to indicate that the vertex of this
loop is n + q if the leftmost vertex of the circuit is n, 0 ≤ q ≤ [k
2
]. Then,
(3.31) yields that
n−αkXk,n =
∑
(l,−→ml,−→e q)∈Ψk
0≤q≤[ k
2
]
C
−→ml,−→e q
l a
k−1ζn+qn−ε +O(n−2ε). (3.38)
(Note that, this includes the easy case k = 1.) Hence, it follows that
σki,kj(1 + h, 1)
=aki+kj−2V ar(ζ)
∑
(l,−→ml,−→e q)∈Ψki
0≤q≤[ k
2
]
∑
(l′,−→m′
l
,−→e q′ )∈Ψkj
0≤q′≤[ k
2
]
C
−→ml,−→e q
l C
−→m′
l′
,−→e q′
l′ δq+h,q′. (3.39)
In particular, σki,kj(1 + h, 1) vanishes when 0 < ε < α, since in that case
ζ = 0.
The computation of Λ(i, j) in this case is easier. Similarly, place the left-
most vertex of pi′ of the type (l′,−→m ′l,−→n ′l) at 1. (3.39) indicates that leftmost
vertex of pi of the type (l,−→m l,−→n l) is 1+h, and the summation in (3.39) con-
sists of all these two circuits pi and pi′ with exactly one loop at the same vertex.
Thus, the summation in (3.11) is equal to |Γ(ki, kj)| = kikj
(
ki−1
(ki−1)/2
)(
kj−1
(kj−1)/2
)
(see [29, Remark 4] for this equality), which yields consequently (3.35).
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Finally, as all ξn and ζn are independent, it follows from (3.36) and
(3.38) that σki,kj(1 + h, 1) = 0 in the other cases, which implies immedi-
ately Λ(i, j) = 0. The proof is complete. 
β-Hermite ensemble ([17, 18]). This model has been widely studied in
the literature. In this model, ai = bi, ai is distributed as β
−1/2χiβ (χiβ
is the χ distribution with iβ degrees of freedom), β > 0, di is normally
distributed as N(0, 2/β), and {ai, di} are all independent. One significant
fact is that the density of the eigenvalue distribution is given by Cnβ
∏
i<j |λi−
λj|β exp(−β
∑n
i=1 λ
2
i /2) with Cnβ a normalization. Hence, it generalizes β =
1, 2, 4 in the classical Gaussian ensembles (i.e. GOE, GUE, GSE respectively)
to continuous exponents β > 0, which are connected to lattice gas theory,
Selberg-type integrals, Jack polynomials and so on. Now, using the fact that
χr −
√
r
d→ N(0, 1/2), we deduce that in Assumption (H.2) α = ε = 1/2,
a = 1, η = N(0, 1/(2β)), d = 0 and ζ = N(0, 2/β). Thus, Corollary (3.6)
implies Gaussian fluctuations of the traces and the covariances are given by
Λ(i, j) =

1
β
kikj
ki+kj
(
ki
ki/2
)(
kj
kj/2
)
, if ki, kj even;
4
β
kikj
ki+kj
(
ki−1
(ki−1)/2
)(
kj−1
(kj−1)/2
)
, if ε = α, ki, kj odd ;
0, otherwise,
which coincides with [29, Corollary 2]5 and [18, Theorem 1.2].
4 Deviations
This section is devoted to the large deviation and moderate deviation princi-
ples for the traces. Due to technical reasons, we will consider the tridiagonal
random matrix (1.1) with entries satisfying Assumption (H.3) in the case
α = 0 below.
(H.3) (i). In the non-symmetric case, {(ai−1, di, bi)} are i.i.d. random vectors.
Set ν := P ◦ (a1, d2, b2)−1 ∈ P(R3).
In the symmetric case (ai = bi, ∀i ≥ 1), {ai} is a sequence of i.i.d.
random variables, and {di} satisfies:
5In [29, Corollary 2], the terms kl
α(k+l) in the even and odd cases shall be modified by
klσ2
Z
α(k+l)+1−2ε and
klσ2
d
α(k+l)+1−2α respectively.
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(ii). {di} is a sequence of i.i.d. random variables and independent of
{ai}. Set ν ′ := P ◦ (d1, a1)−1 ∈ P(R2). Or,
(iii). di = f(ai−1, ai), where f is a continuous function and a0 = 0. Set
ν ′′ = P ◦ (a1)−1 ∈ P(R).
Moreover, in all cases {ai, di, bi} are bounded random variables.
Remark 4.1 Assumption (H.3) already includes the models corresponding
to the case α = 0 in Subsection 3.4, such as the Anderson model, the Hatano-
Nelson model, the random birth-death Markov kernel and the random birth-
death Q matrix.
4.1 Large deviations
Let us first introduce some basic notations and definitions for large deviation
principles. More details can be found in [13] and [20]. Then, we formulate
and prove our result in Theorem 4.2 below.
Consider a complete separable metric space X , P(X ) denotes all the
probability measures in X . A sequence of probability measures {µn} ⊂
P(X ) is said to satisfy the large deviation principle (LDP for short) with
speed sn → ∞ and good rate function I : X → [0,∞], if the level sets
{x ∈ X : I(x) ≤ c} are compact for all c ∈ [0,∞) and if for all Borel set A
of X ,
− inf
x∈Ao
I(x) ≤ lim inf
n→∞
1
sn
logµn(A) ≤ lim sup
n→∞
1
sn
log µn(A) ≤ − inf
x∈A
I(x),
where Ao and A denote the interior and closure of A respectively. In that
case, we shall simply say that {µn} satisfies the LDP (sn, I) on X . We also
say that a family of X -valued random variables satisfies the LDP (sn, I) if
the family of their laws does. For any µ, µ′ ∈ P(X ), the relative entropy of
µ with respect to µ′ is defined by
H(µ|µ′) =
{ ∫
g log gdµ′, if g = dµ
dµ′
exists;
∞, otherwise.
We also consider the product space X r with r ≥ 2. A probability measure
µ ∈ P(X r) is said to be shift invariant if for any Borel set A of X r−1,
µ(x ∈ X r : (x1, · · · , xr−1) ∈ A) = µ(x ∈ X r : (x2, · · · , xr) ∈ A).
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Moreover, for any µ ∈ P(X r−1), ρ ∈ P(X ), define the probability measure
µ⊗r ρ ∈ P(X r) by, for any Borel set A of X r,
(µ⊗r ρ) (A) =
∫
X r−1
µ(dx)
∫
X
I{(x,y)∈A}ρ(dy),
where I{(x,y)∈A} is the indicator function of the set {(x, y) ∈ A}. Define for
ρ ∈ P(X ),
Ir,ρ(µ) =
{
H(µ|µr−1 ⊗r ρ), if µ is shift invariant;
∞, otherwise, (4.1)
where µr−1 denotes the marginal of µ on the first (r − 1) coordinates.
Now, come to the tridiagonal random matrix (1.1). For each k ≥ 1, set
rk = [
k
2
] + 1. In the non-symmetric case, take X = R3, and define the
function F on (R3)rk by
F (α1, · · · , αrk) =
∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l
l−1∏
j=0
(x1+jz1+j)
mj+1
l∏
j=0
y
nj
1+j , (4.2)
where αi = (xi−1, yi, zi) ∈ R3, 1 ≤ i ≤ rk and x0 = 0. Associating with F ,
define IF3rk,ν on R
3 by
IF3rk,ν(x) := inf{Irk,ν(µ) : µ ∈ P((R3)rk), x = µ(F )},
where ν is defined as in Assumption (H.3), and µ(F ) denotes the integration
of F with respect to µ.
Similarly, in the symmetric case (ii) in (H.3), take X = R2, define the
function F ′ on (R2)rk by
F ′(β1, · · · , βrk) =
∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l
l−1∏
j=0
z
2mj+1
1+j
l∏
j=0
y
nj
1+j (4.3)
with βi = (yi, zi), 1 ≤ i ≤ rk, and the corresponding function IF ′2rk,ν′ is defined
by
IF
′
2rk,ν′
(x) := inf{Irk,ν′(µ) : µ ∈ P((R2)rk), x = µ(F ′)}
where ν ′ is defined as in Assumption (H.3).
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In the symmetric case (iii) in (H.3), take X = R, and define the function
F ′′ on Rrk+1 by
F ′′(z0, · · · , zrk) = F ′(γ1, · · · , γrk),
where γi = (f(zi−1, zi), zi), 1 ≤ i ≤ rk. The related function IF ′′rk+1,ν′′ is
defined analogously by
IF
′′
rk+1,ν′′
(x) := inf{Irk+1,ν′′(µ) : µ ∈ P((R)rk+1), x = µ(F ′′)}
with ν ′′ defined as in (iii) in (H.3).
We are ready to state our large deviation result. Since when k = 1,
TrQkn =
∑n
i=1 di, i.e. the sum of i.i.d random variables, of which the large
deviation is well known by the Crame´r theorem (see [13, Theorem 2.2.3]).
Therefore, below we are concerned with the case k ≥ 2.
Theorem 4.2 Assume (H.3). Let k ≥ 2 and set rk := [k2 ] + 1. Then,
{ 1
n
TrQkn}n≥1 satisfies the LDP (n, IF3rk,ν), LDP (n, IF
′
2rk,ν′
) and LDP (n, IF
′′
rk+1,ν′′
)
in the cases (i)− (iii) in (H.3) respectively.
Proof. Let us first consider the non-symmetric case (i) in (H.3). We
note that { 1
n
TrQkn} and { 1n
∑n
i=1Xk,i} is exponentially equivalent, i.e., for
any δ > 0,
lim
n→∞
1
n
logP(
1
n
|TrQkn −
n∑
i=1
Xk,i| > δ) = −∞. (4.4)
(See the Appendix for the proof.) Thus, by the exponential equivalence
theorem([13, Theorem 4.2.13]), the proof reduces to proving the large devi-
ation of 1
n
∑n
i=1Xk,i.
Now, set the random vectors αi = (ai−1, di, bi) ∈ R3, i ≥ 1. By the
independence and the identical distribution of {αi} in Assumption (H.3),
we regard {αi} as a Markov chain on R3 with the transition probability
pi(x, dy) := ν(dy), x, y ∈ R3. Note that {pi(x, dy)} obviously satisfy the
uniform Assumption (U) in [13, p.275] (see also Hypothesis 1.1(a) in [20]),
i.e., {αi} is a uniform Markov chain on R3. Thus, applying [13, Theorem
6.5.12] (see also [20, Theorem 1.4]), we have that the multivariate empirical
measure µn :=
1
n
∑n
i=1 δ(αi,··· ,αi+rk−1) satisfies the LDP (n, Irk,ν) with the good
rate function Irk,ν defined as in (4.1).
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On the other hand, by the definition of Xk,i in (3.12), we note that
Xk,i = F (αi, · · · , αi+rk−1), (4.5)
namely, Xk,i can be viewed as a continuous function on the product space
(R3)rk . Moreover,
1
n
n∑
i=1
Xk,i =
1
n
n∑
i=1
F (αi, · · · , αi+rk−1) = µn(F ),
which implies that 1
n
∑n
i=1Xk,i is an additive functional of the uniformMarkov
chain.
Therefore, we can apply the contraction principle (see [13, Theorem
4.2.1]) to obtain the large deviation of 1
n
∑n
i=1Xk,i as specified in the non-
symmetric case.
The symmetric case can be treated analogously. In fact, in the case
(ii) in (H.3), Xk,i = F
′(βi, · · · , βi+rk−1), and the random vectors βi =
(di, bi) ∈ R2 forms a uniform Markov chain on R2 with the transition prob-
ability pi′(x, dy) = ν ′(dy). Moreover, in the case (iii) in (H.3), Xk,i =
F ′′(bi−1, · · · , bi+rk−1), and {bi} ⊂ R forms a uniform Markov chain in R
with pi′′(x, dy) = ν ′′(dy). Therefore, applying [13, Theorem 6.5.12] and the
contraction principle, we obtain the asserted large deviation results. The
proof of Theorem 4.2 is complete. 
4.2 Moderate deviations
Moderate deviation principles for dependent random variables are widely
studied in the literature, see e.g. [32, 11, 27] and references therein. Here,
for the moderate deviations of the traces, we prefer to give an elementary
proof based on the blocking arguments as those in the proof of Theorem 3.2.
Theorem 4.3 Assume (H.3). Set λn = n
−ν with ν ∈ (0, 1), and let TrQ˜kn =
TrQkn − ETrQkn. Then, for every k ≥ 1 and Dk > 0, where Dk is defined as
in (3.34), {
√
λn
n
TrQ˜kn}n≥1 satisfies the LDP (λ−1n , x
2
2Dk
).
Proof of Theorem 4.3. Let X˜k,i = Xk,i − EXk,i. We first note that
{
√
λn
n
TrQ˜kn} and {
√
λn
n
∑n
i=1 X˜k,i} is exponentially equivalent, i.e. for any
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δ > 0,
lim sup
n→∞
λn log P
(√
λn
n
|TrQ˜kn −
n∑
i=1
X˜k,i| ≥ δ
)
= −∞. (4.6)
(The proof is postponed to the Appendix.) Hence, it is equivalent to prove
the moderate deviation for
∑n
i=1 X˜k,i. For this purpose, we will use the
blocking arguments as in the proof of Theorem 3.2.
Let p = nν+ε, where ε ∈ (3
4
(1 − ν), 1 − ν). Set n′ = [n
p
] and r = n − pn′.
Let Y˜n,i, U˜n,i, Z˜n,i and T˜n be as in the proof of Theorem 3.2, but with α = 0.
Then √
λn
n
n∑
i=1
X˜k,i =
√
λn
n
p∑
i=1
U˜n,i +
√
λn
n
T˜n.
Moreover, denote by Λn the logarithmic moment generating function of√
λn
n
p∑
i=1
U˜n,i, i.e. Λn(t) = logE exp(t
√
λn
n
∑p
i=1 U˜n,i), t ∈ R.
We shall prove below that, for every δ > 0,
lim sup
n→∞
λn logP
(
|
√
λn
n
T˜n| ≥ δ
)
= −∞, (4.7)
and
lim
n→∞
λnΛn(λ
−1
n t) =
t2
2
Dk, (4.8)
where Dk is the variance defined as in (3.34). Then, by the exponential
equivalence, (4.7) implies that we only need to consider the moderate devi-
ations of
∑p
i=1 U˜n,i. Consequently, (4.8) and the Ga¨rtner-Ellis theorem (see
e.g. [13]) yield the asserted moderate deviation principle for the traces.
It remains to prove (4.7) and (4.8). For the proof of (4.7), since T˜n =∑p
i=1 Z˜n,i and Z˜n,i are independent, using Assumption (H.3) and the Bern-
stein inequality (see e.g. [2, p.21]), we have
P(|
√
λn
n
T˜n| ≥ δ) ≤ 2e−δ2/(2(B2n+cδ)),
26
where B2n =
λn
n
E|T˜n|2 = O(λnpn ) and c =
√
λn
n
sup
1≤i≤p
‖Z˜n,i‖∞ = O(
√
λn
n
).
Thus,
λn log P(|
√
λn
n
T˜n| ≥ δ) ≤λn log(2e−δ2/(2(B2n+cδ)))
=λn log 2− δ
2
O( p
n
+ 1√
λnn
)
→ −∞,
which implies (4.7), as claimed.
Coming to the proof of (4.8), we note that by the uniform boundedness
in Assumption (H.3) and ε > 1
2
(1− ν),
1√
λnn
U˜n,i = O(n′/
√
λnn) = O(n 12 (1−ν)−ε) = o(1).
Hence, it follows that
λnΛn(λ
−1
n t) =
p∑
i=1
λn logE exp(
t√
λnn
U˜n,i)
=
p∑
i=1
λn log
[
1 +
t2
2λnn
EU˜2n,i +O(
EU˜3n,i
(λnn)
3
2
)
]
. (4.9)
Similarly to (3.18) and (3.19), we have
1
λnn
EU˜2n,i =
1
λnn
E( mk∑
h=1
Y˜n,(i−1)n′+h
)2
+
n′−2mk∑
h=1
An,(i−1)n′+h

=O( 1
λnn
) +
1
λnn
n′−2mk∑
h=1
An,(i−1)n′+h,
where An,(i−1)n′+h are defined as in (3.17). Hence, it follows from Assumption
(H.3) and similar computations as in (3.19)-(3.23) that
1
λnn
EU˜2n,i = O(
1
λnn
) +
1
λnp
(Dk + o(1)). (4.10)
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Moreover, for the third moment in (4.9), by the choices of λn and n
′,
1
(λnn)
3
2
EU˜3n,i =
1
(λnn)
3
2
E(
in′−mk∑
j=(i−1)n′+1
Y˜n,j)
3
=
1
(λnn)
3
2
O((n′)3)
=n3(
1
2
− 1
2
ν−ε) = o(1). (4.11)
Consequently, plugging (4.10) and (4.11) into (4.9), we obtain that
λnΛn(λ
−1
n t) =
p∑
i=1
λn
[
t2
2λnn
EU˜2n,i +O(
EU˜3n,i
(λnn)
3
2
)
]
+ o(1)
=O( 1
n′
) +
t2
2
Dk +O(n 32− 32 ν−2ε) + o(1)
→t
2
2
Dk.
which implies (4.8), thereby completing the proof. 
5 Discussions
1. For more general finite diagonal random matrix (see e.g. [6], [29]), the
Gaussian fluctuations and deviations of the traces can be treated in a similar
way. Indeed, using the finite width of band, we can still reduce the asymptot-
ical analysis of the traces to those of the corresponding m-dependent random
variables.
2. It seems difficult to prove deviation results for the general case α > 0.
In some special cases, e.g. the GUE case (α = 1/2), deviation results are
known for the empirical spectral distribution (hence for the traces by the
contraction principle), we refer to [1, 12].
3. In the derivation of the large deviation results in Subsection 4.1, we
regard the trace as an additive functional of a uniform Markov chain. With
this point of view, one can expect to achieve similar results for the traces
when the entries of (1.1) form an appropriate Markov chain, e.g. positive
Harris recurrent. We refer the interested reader to [10] and references therein.
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6 Appendix
Proof of (3.13). By Assumption (H.1) and (H.2),
sup
i≥1
E|n−αkQ˜−→ml,−→n ll,i |2 <∞, (6.1)
where Q˜
−→ml
l,i = Q
−→ml
l,i − EQ
−→ml
l,i . Hence,
‖n−αk(TrQ˜kn −
n∑
i=1
X˜k,i)‖2
=‖
∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l
n∑
i=n−l+1
n−αkQ˜
−→ml,−→n l
l,i ‖2
≤
∑
(l,−→ml,−→n l)∈Ψk
C
−→ml,−→n l
l
n∑
i=n−l+1
‖n−αkQ˜−→ml,−→n ll,i ‖2 = O(1),
with ‖ · ‖2 denoting the standard L2 norm, which implies (3.13). 
Proof of (3.21). It is equivalent to prove that, as n→∞,
n−2αkCov(Xk,n, Xk,n+j)→ Cov(Zk,1, Zk,1+j). (6.2)
First consider the nonsymmetic case. Let αi = (ai−1, di, bi), i ≥ 1 and a0 = 0.
By the independence and weak convergence of αi in Assumption (H.1), it is
not difficult to deduce that
n−αk(αn, · · · , αn+[ k
2
])
d→ (α˜1, · · · , α˜1+[ k
2
]),
where α˜i are independent but with the same distribution as that of (a+η, d+
ζ, b+ ξ). Then, by (4.5) and the continuous mapping theorem ([19, Theorem
3.2.4]),
n−αkXk,n
d→ F (α˜1, · · · , α˜1+[ k
2
]) (6.3)
with F the continuous function defined as in (4.2).
Similarly,
n−αkXk,n+j
d→ F (α˜1+j , · · · , α˜1+j+[ k
2
]). (6.4)
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On the other hand, by (3.3) and Ho¨lder’s inequality
sup
n≥1
E(n−αkXk,n)4 <∞, (6.5)
which implies the uniform integrabilities of n−2αkXk,nXk,n+j, n−αkXk,n and
n−αkXk,n+j, n ≥ 1.
Therefore, by (6.3)-(6.5), we can apply the Skorohod representation the-
orem and the uniform integrability to take the limit and obtain (6.2) for the
non-symmetric case. (See e.g. [19, Theorem 3.2.4] for similar arguments for
the bounded continuous mapping.)
The symmetric case can be proved analogously. In fact, with the uniform
integrability (6.5), we only need to check the weak convergence of n−αkXk,n.
In the case that all di are independent of ai(= bi), let βi = (di, ai), i ≥ 1.
In this case, Xk,n = F
′(βn, · · · , βn+[ k
2
]) with F
′ defines as in (4.3). Then, it
follows from similar arguments as above that
n−αkXk,n
d→ F ′(β˜1, · · · , β˜1+[ k
2
]), (6.6)
where β˜i, 1 ≤ i ≤ [k2 ]+1, are independent but with the common distribution
as that of (d+ ξ, a+ η).
In the case that di = f(ai−1, ai), then βi = (f(ai−1, ai), ai), Xk,n is
now a continuous function of an−1, · · · , an+[ k
2
]. As (an−1, · · · , an+[ k
2
])
d→
(α˜1, · · · , α˜[ k
2
]+2), by the continuous mapping theorem, we can obtain the
weak convergence of n−αkXk,n. The proof is consequently complete. 
Proof of (4.4). Set N(k) = |Ψk|, the number of sets in Ψk which is defined
as in (2.3). N(k) is finite and depends only on k. Note that
P
(
1
n
∣∣∣∣∣TrQkn −
n∑
i=1
Xi
∣∣∣∣∣ ≥ δ
)
≤
∑
(l,−→ml,−→n l)∈Ψk
P
(∣∣∣∣∣C−→ml,−→n ll
n∑
i=n−l+1
Q
−→ml,−→n l
l,i
∣∣∣∣∣ ≥ nδN(k)
)
.
Then, letting C denote the maximum of C
−→ml,−→n l
l over the finite sets in Ψk and
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setting δk = δ/([
k
2
]CN(k)), we deduce that
P
(
1
n
∣∣∣∣∣TrQkn −
n∑
i=1
Xk,i
∣∣∣∣∣ ≥ δ
)
≤
∑
(l,−→ml,−→n l)∈Ψk
n∑
i=n−l+1
P
(∣∣∣Q−→ml,−→n ll,i ∣∣∣ ≥ nδk) .
Since by (2.1) and Assumption (H.3), {|Q−→ml,−→n ll,i |}i≥1 is uniformly bounded,
which implies that P(|Q−→ml,−→n ll,i | ≥ nδk) = 0 for n large enough. Hence, by
Lemma 1.2.15 in [13],
1
n
log P
(
1
n
|TrQkn −
n∑
i=1
Xk,i| ≥ δ
)
≤ max
(l,−→ml,−→n l)∈Ψk
1≤j≤[ k
2
]
1
n
log P
(
|Q−→ml,−→n ll,n−l+j| ≥ nδk
)
= −∞. (6.7)
yielding (4.4) as claimed. 
Proof of (4.6). Similarly to the proof of (6.7), we derive that
λn log P
(√
λn
n
|TrQ˜kn −
n∑
i=1
X˜k,i| ≥ δ
)
≤ max
(l,−→ml,−→n l)∈Ψk
1≤j≤[ k
2
]
λn log P
(
|Q˜−→ml,−→n ll,n−l+j| ≥
√
n
λn
δk
)
with δk defined as in the proof of (6.7), which yields (4.6), due to the fact
that {Q−→ml,−→n ll,i }i≥1 is uniformly bounded and n/λn →∞.
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