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Resumo
Neste trabalho estudamos um problema elíptico singular sob a presença de uma perturbação subli-
near em domínios suaves e limitados de RN , N  1. Estabelecemos resultados de existência de soluções
positivas e não negativas combinando métodos variacionais e perturbações no termo singular. A principal
característica do nosso resultado sobre existência de soluções positivas é permitir que o termo singular
g(x; t) divirja para +1 ou  1 quando t se aproxima da origem em certos pontos do domínio. Resultados
sobre multiplicidade, não existência e concentração de soluções também são abordados.
Palavras chave: problemas singulares, métodos variacionais, argumentos de perturbação
iii
Abstract
In this work we study an elliptic singular problem under the presence of a sublinear perturbation in
smooth and bounded domains of RN , N  1. We establish existence results for positive and nonnegative
solutions combining variational methods and perturbation arguments in the singular term. The main fea-
ture of our work about the existence of positive solutions is to allow the singular term g(x; t) to diverge
to +1 or  1 when t approaches the origin in certain points of the domain. Multiplicity, nonexistence
and the concentration of the solutions are also tackled.
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; 1  p <1;
 W k;p(
) = u 2 L1loc(
) ; para todo multiíndice jj  k; Du existe e Du 2 Lp(
)	 ; 1  p 
1;
 Hk(
) = W k;2(
);
 H10 (
) é o fecho de C10 (
) com a norma de H1(
);
 L(X;Y ) = fT : X ! Y ; T é linear.g;
 jAj denota a medida de Lebesgue do conjunto A;
 r denota o operador gradiente;
  denota o operador laplaciano;
 k  k denota norma de H10 ;
 k  kE denota a norma de E;
 u+ = max fu(x); 0g;
 u  = max f u(x); 0g;
 A  B significa que A está compactamente imerso em B, ou seja A é compacto e A  B;
 A denota a função característica do conjunto A.
Introdução
Neste trabalho estamos interessados em soluções positivas e em soluções não negativas e não triviais
do problema ( u = ( g(x; u) + f(x; u))fu>0g; em 
;




  RN é um domínio suave e limitado, N  1,  é um parâmetro real, a função g pode apresentar
singularidade na origem e a função f é sublinear no infinito.
Problemas singulares do tipo (P) aparecem no estudo de fluídos não-Newtonianos, modelos de forma-
ção biológica, fluxos de pseudoplásticos, fluídos mecânicos, na teoria da condução do calor em materiais
que conduzem eletricidade e em muitas outras áreas (veja [22] e suas referências).
Neste trabalho utilizamos métodos variacionais combinados com perturbações no termo singular e




Na literatura matemática encontramos uma vasta quantidade de trabalhos voltados ao estudo de pro-
blemas singulares. Citamos, a seguir, alguns resultados obtidos nesta área, enfatizando as características
das singularidades estudadas e não mencionando as perturbações que foram consideradas pelos autores,
exceto aquelas que estão diretamente associadas ao nosso trabalho.
Crandall, Rabinowitz e Tartar [14] estudaram o problema de Dirichlet com uma não linearidade singu-
lar e um operador mais geral do que o laplaciano. Supondo que o termo singular satisfaz limt!0+ g(x; t) =
 1, estes autores estabeleceram a existência de uma solução positiva para o problema em C2(
)\C(
).
Quando o termo não linear é monótono, eles regularizaram a função singular g(x; t) tomando g(x; t+ "),
para " > 0, e analisaram o problema resultante utilizando o método de sub-supersolução. No caso em
que g não é monótona, utilizou-se o método de bifurcação. Também foi apresentado um estudo sobre o
comportamento das soluções e uma estimativa para jruj próximo à fronteira de 
, @
.
Sun, Wu e Long [30] e Perera e Silva [33] estudaram o Problema (P) considerando os operadores
laplaciano e p-laplaciano, respectivamente, no caso particular em que g(x; t) =  a(x)t  ,  2 (0; 1) e
a(x)  0 em 
. Nestes trabalhos foram apresentados resultados de existência e multiplicidade de soluções
positivas obtidos via métodos variacionais, em [30], e via uma combinação de métodos variacionais,
método de sub e supersolução e perturbação da singularidade, em [33]. Posteriormente, Perera e Silva
[34] contemplaram o operador p-laplaciano e uma classe mais geral de singularidade, tratando o caso em
que g(x; t) pode mudar de sinal longe da origem e onde não se impõe qualquer restrição inferior quanto
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ao crescimento de g com respeito à variável t. Abordando o caso em que a singularidade se comporta
como limt!0+ g(x; t) =  1, podemos citar também os trabalhos [9], [13], [24], [26] e [27] envolvendo o
operador laplaciano. Em se tratando do operador p-laplaciano, além dos trabalhos acima mencionados,
citamos Gonçalves, Rezende e Santos [25].
Dávila e Montenegro [16] e Diaz, Morel e Oswald [19] apresentaram resultados de existência para (P)
quando g(x; t) = t  , com 0 <  < 1, aplicando o método de sub-supersolução. Combinado a este método
estão um argumento de perturbação da singularidade, em [16], e métodos variacionais, em [19]. Também
citamos o trabalho de Choi, Lazer e McKenna [10] como referência para este caso específico. No caso
particular em que g(x; t) = t  e f(x; t) = tp, com 0 < ; p < 1, Dávila e Montenegro [18] estabeleceram
a existência de soluções radiais para o Problema (P) no caso em que 
 é a bola unitária centrada na
origem. Problemas singulares, sob a hipótese limt!0+ g(x; t) = +1, também foram abordados por [31],
[32] e [41].
Nosso objetivo, neste trabalho, é estudar a existência de soluções positivas e de soluções não negativas
e não triviais para (P), abordando os casos em que limt!0+ g(x; t) =  1 e/ou limt!0+ g(x; t) = +1,
e descrever o conjunto dos valores do parâmetro  para os quais o problema admite solução quando a
função f apresenta comportamento sublinear no infinito. Ao longo deste trabalho, iremos denotar por
1 o primeiro autovalor do operador   em 
, com condição de Dirichlet na fronteira, e '1 denotará a
autofunção associada a este autovalor.
O Capítulo 1 é dedicado ao estudo da existência de soluções positivas para (P) quando f 2 C(
 
[0;1)) e g 2 C(





>  1, uniformemente em 
;












= 0, uniformemente em 
.
A seguir, enunciamos o primeiro resultado do nosso trabalho.
Teorema 1.1. Suponha (g1), (g2), (f1) e (f2) satisfeitas. Então, existe 0  0 tal que o problema (P)
possui uma solução positiva u 2 H1loc(
) \ C(
), para cada  > 0.
Shi e Yao [38] estudaram (P) quando g(x; t) = a(x)t  e f(x; t) = tp, com 0 < ; p < 1, e apresenta-
ram resultados de existência de solução clássica em função do parâmetro . Estes autores consideraram,
inclusive, o caso em que a muda de sinal em 
. Isto implica que existem pontos de 
 onde temos
limt!0+ g(x; t) =  1 e pontos onde limt!0+ g(x; t) = +1. Ghergu e Radulescu [22] estudaram um
problema similar a (P), com g(x; t) = a(x)g(t), diferenciando-se pela inserção de um segundo termo
não linear h(x), com h > 0 e   0. Supondo que limt!0+ g(t) = +1 e que f; g são funções Hölder
contínuas e monótonas satisfazendo (f2) e (g2), os autores verificaram a existência de soluções clássicas
via o método de sub-supersolução, abordando também o caso em que o potencial a muda de sinal.
Enfatizamos que, sob as condições (g1) e (g2), podem existir pontos distintos x1; x2 2 
 tais que
limt!0+ g(x1; t) = +1 e limt!0+ g(x2; t) =  1 abrangendo, neste aspecto, os casos tratados em [38] e em
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[22], uma vez que não impomos restrição no decaimento de g(x2; t), quando t! 0+. Por outro lado, o Teo-
rema 1.1 também engloba os casos tratados em [30], [33] e [34] uma vez que podemos ter limt!0+ g(x1; t) =
+1. Em particular, mencionamos que o Teorema 1.1 permite estabelecer a existência de solução positiva
para o Problema (P) com g(x; t) = sin(1=t)t  ou g(x; t) = sin+(1=t)t    sin (1=t)e 1t , 0 <  < 1.
Definindo  = inf f > 0; (P) possui solução positiva em H1loc(
) \ C(
)g, como consequência da
demonstração do Teorema 1.1, temos o seguinte corolário:
Corolário 1.2. Suponha (g1), (g2), (f1), (f2) satisfeitas e f(x; t)  0 em 
[0; 1). Então, 0   <1
e (P) tem uma solução positiva u 2 H1loc(
) \ C(
) para todo  > .
Para demonstrar o Teorema 1.1, consideramos, inicialmente, uma condição mais forte do que (g1).
(~g1) existem constantes   0 e C < 1 tais que g(x; t)   Ct  , para todos x 2 
 e t > 0.
Quando a condição acima é satisfeita, utilizamos uma técnica de perturbação no domínio 
 e métodos
variacionais para estabelecer a existência de uma solução positiva para (P), sob as hipóteses (~g1), (g2),
(f1) e (f2). Em seguida, supondo que g satisfaz (g1), utilizamos este resultado e um argumento de
perturbação da singularidade para estabelecer o Teorema 1.1. Destacamos que, sob a hipótese (~g1), o
Teorema 1.1 e o Corolário 1.2 podem ser enunciados para funções no espaço H10 (
) \ C(
).
Nos demais capítulos de nosso trabalho, vamos direcionar o estudo de (P) para o caso em que a
singularidade satisfaz limt!0+ g(x; t) = +1. No Capítulo 2 verificamos que, quando o parâmetro  é
suficientemente grande, existem duas soluções não negativas, não triviais e ordenadas para o seguinte
problema ( u = ( a(x)g(u) + f(x; u))fu>0g; em 
;
u = 0; sobre @
:
(P;a)
Choi, Lazer e McKenna [10] demonstraram a existência de duas soluções positivas para (P;a), em
dimensão N = 1, supondo que a  1, g(t) = t  , com 0 <  < 13 , e f  1. Montenegro e Silva [31]
estudaram o problema acima via métodos variacionais quando a(x)  1, g(t) = t  e f(x; t) = tp, com
0 < ; p < 1. Considerando uma perturbação no termo singular, g"(t), e utilizando o Teorema do Passo
da Montanha, os autores em [31] demonstraram a existência de duas soluções distintas, não negativas e
não triviais u1"; u2" para (P;a), com g = g". Para verificar que as soluções obtidas convergem, quando
" ! 0, para duas soluções distintas, não negativas e não triviais de (P;a), é essencial uma estimativa
local para o gradiente das soluções u".
Em nosso estudo sobre a multiplicidade de soluções para (P;a), supomos que a 2 C1;(
), para algum
0 <  < 1, f 2 C(
 [0; 1)) \ C1;(
 (0; 1)), para algum 0 <  < 1, e g 2 C2((0; 1)) são funções
satisfazendo:
(a^1) existe uma constante a0 > 0 tal que a(x)  a0 para todo x 2 
;
(f3) existem m1; t1 > 0 e 0 < p < 1 tais que jf(x; t)j+ jfx(x; t)j+tjft(x; t)j  m1tp, para todo 0 < t < t1,
uniformemente em 
;
(g^1) existem C < 1kak1 e   0 tais que g(t)   Ct  , para todo t > 0;
(g^2) existem t0 > 0,   0 e 0 <  < 1 tais que g(t) + tg0(t) >  , para todo 0 < t < t0;
(g^3) limt!0+
g(t)
tp =1, com p dado por (f3);
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(g4) existe t2 > 0 tal que 2g0(t) + tg00(t)  0 e g0(t)  0, para todo 0 < t < t2.
A seguir, enunciamos um resultado de multiplicidade de soluções para (P;a).
Teorema 2.1. Suponha (a^1), (f1)-(f3), (g^1)-(g^3) e (g4) satisfeitas. Então, existe ~ > 0 tal que o
Problema (P;a) possui duas soluções ordenadas, não negativas e não triviais em H10 (
) para   ~ .
Observe que o Teorema 2.1 estabelece multiplicidade de solução para o Problema (P;a) quando
a(x)  1 e g(t) = t  , 0 <  < 1, ou g(t) =   log(t), complementando os resultados sobre a existência
de soluções não triviais para (P;a) (veja [15], [16] e [32], respectivamente), para estes casos específicos.
Na demonstração do Teorema 2.1, inspirados pelo trabalho de Montenegro e Silva [31], utilizamos a
técnica de perturbação do termo singular combinada com métodos variacionais para obter duas soluções
distintas, não negativas e não triviais para (P;a). Destacamos que, na nossa demonstração do Teorema
2.1, também é essencial uma estimativa para o gradiente das soluções do problema perturbado. Outro
ponto que merece ser realçado é que conseguimos estabelecer uma ordenação entre as soluções do problema
(P;a), obtendo uma informação adicional para o resultado apresentado em [31].
Também é pertinente observar que, como consequência dos Teoremas 1.1 e 2.1, sob as hipóteses do
Teorema 2.1, o Problema (P;a) possui uma solução positiva e duas soluções não negativas e não triviais,
para  > max f0; ~g. No entanto, não podemos afirmar que uma das soluções obtidas no Teorema 2.1
é a solução positiva dada pelo Teorema 1.1.
O Capítulo 3 é dedicado ao estudo de não existência de soluções para (P) e (P;a). Dividimos os
resultados obtidos em duas classes: em função do parâmetro , estudada na Seção 3.1, e em função do
termo singular, estudada na Seção 3.2.
Zhang e Liao [41] apresentaram um resultado de não existência para (P;a), quando g(t) = t  ,
f(x; t) = tp, com 0 < ; p < 1, e o potencial a é localmente Hölder contínuo, não negativo e não
trivial. Aplicando o método de sub-supersolução, os autores demonstraram que não existe solução positiva
e clássica para (P;a) quando  é suficientemente pequeno. Ghergu e Radulescu [22] estudaram um
problema similar a (P;a) e estabeleceram um resultado sobre a não existência de soluções positivas
quando o parâmetro  é suficientemente pequeno. Neste caso, os autores consideraram funções, a, f e g,
Hölder contínuas, a estritamente positiva, g não negativa e f(x; t), g(t) e f(x; t)=t monótonas em relação
à variável t. Diaz, Morel e Oswald [19] também apresentaram um resultado similar para (P;a), quando
a(x)  1, f 2 L1(
), f  0 e g(x; t) = t  , com 0 <  < 1.
No nosso primeiro resultado do Capítulo 3, consideramos f 2 C(
  [0;1)) e g 2 C(
  (0;1))
satisfazendo:




g(x; t)  h(x)  0 com h(x) 6 0 em 
;
e, inspirados pelo trabalho de [22], estabelecemos o seguinte teorema
Teorema 3.1. Suponha (g1), (g3) e (f2) satisfeitas. Então, existe  > 0 tal que o Problema (P) não
possui solução positiva em H10 (
), para 0 <  < .
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Observe que o resultado acima exige apenas que g seja limitada inferiormente por uma função linear,
que f seja sublinear no infinito e que, quando t! 0+, a função g não convirja para a função identicamente
nula. Dessa forma, melhoramos o resultado apresentado em [22].
Como uma consequência direta dos Teoremas 1.1 e 3.1, sob as hipóteses (g1), (g2), (g3), (f1) e (f2),
existem 0 <   0 tais que (P) não possui solução positiva em H10 (
) \ C(
), para 0 <  < , e
(P) possui solução positiva em H10 (
) \ C(
), para  > 0. Além disso, se f(x; t)  0 em 
  [0;1),
temos  = 0 =  (veja a Proposição 3.2).
A seguir, ainda na primeira seção do Capítulo 3, exibimos um resultado sobre a não existência de
soluções não negativas e não triviais para (P;a), permitindo que o potencial a(x) se anule em conjuntos de
medida nula. Para estabelecer nosso próximo resultado, consideramos f 2 C(
 [0;1)), g 2 C((0;1))
e a 2 L1(
) satisfazendo as hipóteses a seguir:




<1, uniformemente em 
;





> 0, para algum 0 < r  p, onde p foi dado em (f^3);




), onde  = 1 pp r N2 , se r < p, e  =1, se r = p.
Observe que a condição (a3) implica que jA0j = 0, onde A0 = fx 2 
; a(x) = 0g.
Teorema 3.3. Suponha (a1), (a3), (f2), (f^3), (g1) e (g3) satisfeitas. Então, existe  > 0 tal que o
Problema (P;a) não possui solução não negativa e não trivial em H10 (
), para 0 <  < .
Dávila e Montenegro [16] estabeleceram a existência de uma única solução maximal u  0 para o
problema (P;a) quando a  1, g(t) = t  ,  2 (0; 1), e a função f é côncava, sublinear, f 6 0 e ft
é contínua em 
  (0;1). Montenegro e Olivâine [32] verificaram a existência de uma solução u  0
para o Problema (P) quando a  1, g(t) =   log(t) e f 6 0 é uma função não decrescente, sublinear
e ft é contínua em 
  (0;1). Em ambos os trabalhos, demonstrou-se a existência de  > 0 tal que
jfx 2 
; u(x) = 0gj > 0, para 0 <  <  (em [32] quando 1 > e 1). Note que, quando 1 > e 1,
supondo adicionalmente a hipótese (f^3), o Teorema 3.3, implica que existe  <  tal que, para 0 <  < ,
o Problema (P;a) só admite a solução trivial (veja a Proposição 2.8 em [16], para o caso em que 
 é um
intervalo em R).
Sob as hipóteses do Teorema 2.1, como consequência deste teorema e do Teorema 3.3, deduzimos que
existem 0 <   ~ tais que (P) não possui solução não negativa e não trivial, para 0 <  < , e (P)
possui duas soluções não negativas e não triviais, para  > ~.
A Seção 3.2 trata de resultados de não existência de solução em função do termo singular. Nesta
direção, inicialmente, mencionamos o trabalho de Choi, Lazer e McKenna [10] que estudaram (P) quando
g(x; t) = t  , f(x) 2 C(
), para 0 <  < 1, e f 6 0. Estes autores demonstraram que, para   1, não
existe solução positiva e clássica para o Problema (P). Posteriormente, Ghergu e Radulescu [22], supondo




verificaram que (P;a) não possui solução clássica para qualquer valor de . Motivados por este resultado,
consideramos f 2 C(
 [0;1)) e g 2 C(
 (0;1)) satisfazendo (f2) e a hipótese a seguir:
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(g1) g(x; t)  0 e existem t0 > 0, a 2 C(
) e g^ 2 C((0; 1)) tais que
(i) g(x; t)  a(x)g^(t) > 0 para 0 < t  t0 e x 2 
;
(ii) a(x)  0 em 
;




Note que as condições (g1) e (g1) envolvem diferentes tipos de singularidade. Considere, por exemplo,
a função g(x; t) = t  . Para qualquer valor de  > 0, a condição (g1) é satisfeita, enquanto que a condição
(g1) só é satisfeita para   1. Sob a hipótese (g1), obtemos um resultado que abrange o caso tratado
por [22].
Teorema 3.5. Suponha (f2) e (g1) satisfeitas. Se a(x) 6 0 sobre @
, então o Problema (P) não possui
solução positiva em H10 (
) \ C(
) para qualquer valor de  > 0.
Note que, no Teorema 3.5, não supomos a estritamente positiva em 
, basta que não se anule sobre a
fronteira de 
. Além disso, não supomos monotonicidade em g, mas sim na função que a limita inferior-
mente próximo da origem. Nossa demonstração envolve apenas métodos variacionais e um argumento de
contradição. Como resultado do Teorema 3.5, verificamos que a existência de soluções não negativas e não
triviais para (P;a) está relacionada ao potencial a. Considerando o conjunto A+ = fx 2 
; a(x) > 0g,
temos o seguinte resultado
Teorema 3.9. Suponha (f2) e (g1) satisfeitas. Então, para qualquer valor de  > 0, o Problema (P)
não possui solução não negativa e não trivial u 2 H10 (
) \ C(
) tal que @fx 2 
; u(x) > 0g seja suave
e intercepte o conjunto A+.
Em particular, quando a função a é estritamente positiva em 
, o Teorema 3.9 implica que o
Problema (P;a) não possui solução não negativa e não trivial u para qualquer valor de  > 0, com
@fx 2 
; u(x) > 0g suave. A seguir, utilizando um argumento análogo ao da demonstração do Teorema
3.5, obtemos uma versão do Teorema 3.9.
Teorema 3.10. Suponha (f2) e (g1) satisfeitas. Então, para qualquer valor de  > 0, o Problema (P)
não possui solução não negativa e não trivial u 2 H10 (
) \ C(
) tal que @(
 \ fx 2 
;u(x) > 0g) tenha
uma parte suave  u e  u \A+ 6= ;.
O Capítulo 4 é dedicado ao estudo de soluções não triviais de (P;a) e apresenta também um resultado
sobre a concentração destas soluções envolvendo o potencial a. Na Seção 4.1 supomos que f 2 C(
 
[0; 1))\C1;(
 (0; 1)), para algum 0 <  < 1, g 2 C2((0; 1)) e a 2 C1;(
), para algum 0 <  < 1,
satisfazem:
(a0) int(A
0) 6= ;, onde A0 = fx 2 
; a(x) = 0g;






= +1, uniformemente em 
.
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Inspirados pelos resultados de não existência de solução apresentados no Capítulo 3 e utilizando ar-
gumentos semelhantes aos do Capítulo 2, apresentamos o seguinte teorema:
Teorema 4.1. Suponha (a0), (a1), (f^1), (f2), (f3), (g^1)-(g^3) e (g4) satisfeitas. Então, para qualquer
valor de  > 0, existe u 2 H10 (
) uma solução não negativa e não trivial de (P;a).
Enfatizamos que, na demonstração do Teorema 4.1, é essencial supor que int(A0) 6= ;, tendo em vista
que estabelecemos a existência de solução para o problema (P;a) via um argumento de minimização
global. Note que, sob as hipóteses do Teorema 4.1, podemos aplicar o Teorema 1.1 com g(x; t) = a(x)g(t)
para concluir que o Problema (P;a) possui solução positiva em H10 (
) se  > 0 for suficientemente
grande (veja o Teorema 1.5). No entanto, não somos capazes de afirmar que esta solução é a solução não
negativa e não trivial fornecida pelo Teorema 4.1.
Também, como consequência dos Teoremas 4.1, 2.1 e 3.3, sob as hipóteses (f^1), (f2), (f3), (g^1)-(g^3) e
(g4), podemos afirmar que:
(i) se a satisfaz (a0) e (a1), existe solução não negativa e não trivial de (P;a) em H10 (
), para todo
 > 0;
(ii) se a satisfaz (a3), existe  > 0 tal que (P;a) não possui solução não negativa e não trivial em
H10 (
), para 0 <  < ;
(iii) se a satisfaz (a^1), existe ~ > 0 tal que (P;a) possui duas soluções não negativas e não triviais em
H10 (
), para   ~.
Estes resultados nos permitem deduzir que existe uma relação entre o potencial a(x) e o comportamento
das soluções não negativas e não triviais para (P;a). A Seção 4.2 é dedicada ao estudo desta relação.
Supondo que a 2 C(
), f 2 C(




é satisfeita, estabelecemos a seguinte proposição:
Proposição 4.6. Suponha (a1), (g1), (~g3) e (f2) satisfeitas. Seja fug  H10 (
) uma família de solu-
ções não negativas e não triviais de (P;a). Então, jfx 2 int(A+); u(x) > 0gj ! 0, quando ! 0.
Uma consequência imediata da Proposição 4.6 é o seguinte corolário:
Corolário 4.7. Suponha (a1), (g1), (~g3) e (f2) satisfeitas. Seja fug  H10 (
) uma família de soluções
não negativas e não triviais de (P;a). Se j@A+j = 0, então jfx 2 A+; u(x) > 0gj ! 0, quando ! 0.
Quando a função f satisfaz, adicionalmente, a seguinte condição:
(f4) existe t1 > 0 tal que f(x; t) > 0, para todos 0 < t < t1 e x 2 
;
obtemos um resultado que complementa a Proposição 4.6:
Proposição 4.8. Suponha (a1), (g1), (~g3), (f2) e (f4) satisfeitas. Seja u 2 H10 (
) uma solução não
negativa e não trivial de (P;a). Então u 6 0 em A+, para qualquer valor de .
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Antes de apresentar os resultados finais deste trabalho, relembramos que H10 (
) denota o espaço de
Hilbert dotado da norma k  k associada ao produto interno hu; vi = R


rurv, para todos u; v 2 H10 (
)
e 1 > 0 é o primeiro autovalor do operador   em H10 (
).
Dizemos que uma função u 2 H10 (
) (ou u 2 H1loc(
)) é uma solução de (P), no sentido das






   g(x; u) + f(x; u)'; 8' 2 C1c (
): (1)
No último capítulo do nosso trabalho, o Capítulo 5, demonstramos que toda solução de de (P), no
sentido das distribuições, é, na verdade, uma solução fraca de (P), i.e., a equação (1) vale para toda
' 2 H10 (
). Suponha que g 2 C((0;1)) e f 2 C(
 [0;1)) sejam funções satisfazendo (~g1) e
(f2 ) Existem constantes c1  0 e c2 > 0 tais que jf(x; t)j  c1 + c2jtjr, para 1  r  2   1.
A seguir, enunciamos o resultado principal da Seção 5.1.
Proposição 1.6. Suponha (~g1) e (f2 ) satisfeitas. Seja u 2 H10 (
) uma solução de (P) no sentido das
distribuições. Então, u é solução de (P) no sentido fraco.
Na seção 5.2, estabelecemos resultados de existência e multiplicidade de soluções para problemas
elípticos semilineares do tipo ( u = h(x; u); 
;
u = 0; @
;
(2)
onde h : 
  R 7! R é uma função de Carathéodory. Nosso primeiro resultado nesta seção supõe que h
satisfaz a seguinte condição:
(H1) h é localmente limitada, i.e., h é limitada em subconjuntos compactos de 
 R.
Associado ao Problema (2), temos o funcional I : H10 (





Supondo a existência de u 2 H10 (
) \ L1(
), uma supersolução não negativa e não trivial de (2), esta-
belecemos o seguinte resultado:
Proposição 5.3. Suponha que (H1) seja satisfeita, que h(x; 0) = 0 e que exista u 2 H10 (
) \ L1(
),
uma supersolução não negativa e não trivial de (2), tal que
(I1) I(u)  0;
(I2) Existem  > 0 e 0 <  < kuk tal que I(u)   para todo u 2 @B(0) e 0  u  u.
Então, o Problema (2) possui duas soluções não triviais u1; u2 2 H10 (
) tais que 0  u1; u2  u e
I(u2)  0 <   I(u1).
Ressaltamos que não encontramos na literatura resultado similar ao da Proposição 5.3.
Ainda na Seção 5.2, apresentamos mais duas versões da Proposição 5.3 (veja as Proposições 5.5 e 5.6),
sem impor que u 2 L1(
) e supondo que h satisfaz
(H2) Existem constantes c1  0, c2 > 0 tais que jh(x; t)j  c1 + c2jtjr, para (x; t) 2 
  R, onde
1  r <1, se N = 1; 2, e 1  r < 2   1, se N  3,
Capítulo
1
Existência de uma solução positiva
1.1 Introdução
Neste capítulo estudaremos o problema( u = ( g(x; u) + f(x; u))fu>0g; em 
;
u = 0; sobre @
;
(P)
onde  > 0 é um parâmetro real, 
 é um domínio suave e limitado de RN e N  1. De agora em diante
sempre supomos f 2 C(
 [0; 1)) e g 2 C(






>  1, uniformemente em 
;
(g2) Existe 0 <  < 1 tal que lim sup
t!0+












= 0, uniformemente em 
,
onde 1 é o primeiro autovalor do operador   com condição de Dirichlet na fronteira.
Observe que as condições (g1) e (g2) permitem que g seja ilimitada inferiormente e superiormente
numa vizinhança positiva da origem. O resultado principal do nosso trabalho, neste capítulo, estabelece
a existência de uma solução de (P) quando o parâmetro  é grande o suficiente.
Inspirados pelo trabalho de [34], estabelecemos o seguinte resultado:
Teorema 1.1. Suponha (g1), (g2), (f1) e (f2) satisfeitas. Então, existe 0 > 0 tal que o problema (P)
possui uma solução positiva u 2 H1loc(
) \ C(
) para cada   0.
Observamos que, na verdade, o fato de u ser positiva em 
 e um argumento de regularidade para
problemas elípticos não lineares implicam que u 2 C1;(
) para algum  2 (0; 1).
Definindo  = inf f > 0; (P) possui solução positiva em H1loc(
) \ C(
)g e supondo que, além das
condições (f1) e (f2), a função f satisfaz f(x; t)  0 em 
 [0;1), temos o seguinte resultado:
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Corolário 1.2. Suponha (g1), (g2), (f1), (f2) satisfeitas e f(x; t)  0 em 
 [0; 1). Então, 0   <1
e (P) tem uma solução positiva u 2 H1loc(
) \ C(
) para todo  > .
Dividimos a apresentação de nosso resultado em três seções. A Seção 1.2 é destinada a mostrar a
existência de uma subsolução de (P) utilizando as condições (g2) e (f1). Na Seção 1.3 enunciamos e
demonstramos alguns resultados preliminares supondo que a função g satisfaz uma versão mais forte da
condição (g1). Finalmente, na Seção 1.4, apresentamos a demonstração do Teorema 1.1 e do Corolário
1.2.
1.2 Existência de uma subsolução positiva para o problema
Nesta seção verificamos a existência de uma subsolução positiva de (P) sob as hipóteses (f1) e (g2).
Relembramos que '1 denota a autofunção positiva associada a 1, o primeiro autovalor do operador  
em 
 com condição de Dirichlet na fronteira. Antes de demonstrar nosso primeiro resultado, observamos
que a hipótese (g2) é equivalente à seguinte condição: existem constantes positivas A; ~C e  2 (0; 1) tais
que
g(x; t) < ~Ct  ; para 0 < t < A e x 2 
: (1.1)
Também observamos que de acordo com a condição (f1), existem constantes positivas c1; t1 tais que
f(x; t)  c1t; para 0  t < t1 e x 2 
: (1.2)
Estamos prontos para demonstrar o seguinte resultado




, tais que u é uma subsolução de (P), para todo  > 0.
Demonstração. Considerando  dado por (1.1), defina u = c'
2
1+
1 , com  2 (; 1) e c > 0. Como
1+ < 2 e '1 > 0 em 
, obtemos que u 2 C1(
)\C2(
). Além disto, escolhendo c > 0 suficientemente
pequeno, podemos supor que kuk1 < max fA; t1g, com A e t1 dados respectivamente por (1.1) e (1.2).
Então, a escolha de c nos permite escrever
g(x; u(x))  ~Cu(x)  ; 8 x 2 
; (1.3)
e
f(x; u(x))  c1u(x); 8 x 2 
: (1.4)
Para demonstrar o lema é suficiente mostrar a existência de 0 > 0 tal que para  > 0
 u =  2(1  )
(1 + )2
c1+u  jr'1j2 + 21
1 + 
u   g(x; u) + f(x; u): (1.5)
Por (1.4), podemos encontrar  > 0 tal que, para todo  > ,

2
f(x; u)  21
1 + 
u; 8 x 2 
: (1.6)
A seguir, definindo o conjunto N(@
) = fx 2 
 ; dist(x; @
)  g, como '1 2 C1(
) e jr'1j > 0
1.3 Resultados preliminares e um caso particular 12
sobre @
, existem c0 > 0 e 0 > 0 tais que
jr'1j2  c0 > 0; 8 x 2 N0(@
): (1.7)
Como  > , u 2 C(
) e u(x) = 0 para todo x 2 @
, utilizando (1.3), encontramos  2 (0; 0) tal que
u(x)g(x; u(x))  2(1  )c0
(1 + )2
c1+ ; 8 x 2 N(@
):
Tendo em vista (1.5) - (1.7) e a desigualdade acima, concluímos que, para todo  >  > 0,
 u   g(x; u) + 
2
f(x; u); 8 x 2 N(@
): (1.8)
Por outro lado, utilizando o fato de u ser positiva e contínua em 
, encontramos c2 > 0 tal que
u(x)  c2 > 0 para todo x 2 
 nN(@
). Logo, por (1.3) e (1.4), encontramos 0 >  tal que, para todo
 > 0,









f(x; u); 8 x 2 
 nN(@
):
Esta estimativa combinada com (1.5) - (1.6) implica que, para  > 0,
 u   g(x; u) + f(x; u); 8 x 2 
 nN(@
):
O fato de u ser uma subsolução de (P) em 
 é uma consequência direta de (1.8) e da desigualdade
acima. O lema está demonstrado.
Observação 1.4. Observamos que os valores de u e 0 dependem apenas da função f e das constantes
~C;A e  dadas na equação (1.1).
1.3 Resultados preliminares e um caso particular
Nesta seção estabelecemos uma versão mais fraca do Teorema 1.1 supondo que g satisfaz a seguinte
versão da condição (g1)
(~g1) Existem constantes   0 e C < 1 tais que g(x; t)   Ct   para todo x 2 
 e t > 0.
Note que a condição (~g1) é mais forte do que (g1), uma vez que ela implica que g é limitada inferior-
mente por uma função linear para todo t > 0.
Teorema 1.5. Suponha (~g1), (g2), (f1) e (f2) satisfeitas. Então, para todo   0, o Problema (P)
possui uma solução u 2 H10 (
) tal que u  u em 
, com 0 e u dados pelo Lema 1.3.
Antes de demonstrar o Teorema 1.5, relembramos que u 2 H10 (
) é uma solução de (P) no sentido






   g(x; u) + f(x; u)'; 8 ' 2 C1c (
): (1.9)
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A proposição que apresentamos a seguir estabelece que qualquer solução de (P) no sentido das
distribuições é uma solução de (P) no sentido fraco, i.e., a equação (1.9) é válida se considerarmos
' 2 H10 (
). Supondo
(f2 ) Existem constantes c1  0 e c2 > 0 tais que jf(x; t)j  c1 + c2jtjr, para 1  r < 2   1,
onde 2 = 2NN 2 , se N  3, e 2 = +1, se N = 2, estabelecemos o seguinte resultado
Proposição 1.6. Suponha (~g1) e (f2 ) satisfeitas. Seja u 2 H10 (
) uma solução de (P) no sentido das
distribuições. Então, u é solução de (P) no sentido fraco.
A demonstração da Proposição 1.6 será feita na Seção 5.1 do Capítulo 5.
Para demonstrar o Teorema 1.5 necessitamos de alguns resultados auxiliares. Observe que, sob a
condição (~g1), a função g pode ter crescimento supercrítico no infinito. Consequentemente, não podemos
garantir que o funcional associado ao Problema (P) está bem definido em H10 (
). Para superar esta
dificuldade, consideramos R > max f1; A; kuk1g e a função
gR(x; t) =
(
g(x; t); se t  R;
g(x;R); se t > R:
(1.10)
A partir de agora fixamos  > 0 e consideramos o seguinte problema semilinear( u = hR(x; u)fu>0g em 
;
u = 0 sobre @
:
(P;R)
onde hR(x; t) =  gR(x; t) + f(x; t). Observe que a função gR possui a mesma singularidade de g na
origem e satisfaz (~g1) e (1.1) com as mesmas constantes ;C;A; ~C e . Em vista disso, consideramos as
soluções de (P;R) no sentido das distribuições ou no sentido fraco, como definido na Proposição 1.6.
Nossa próxima meta é verificar que as soluções de (P;R) são limitadas a priori em H10 (
) e em L1(
),
independentemente de R, implicando que, para R suficientemente grande, qualquer solução de (P;R) é,
na verdade, uma solução de (P). Primeiro enunciamos um lema auxiliar devido a Ladyzhenskaya e
Ural’tseva (veja [28]).
Lema 1.7. Se u 2W 1;p0 (





onde Ac = fx 2 
 ; u(x) > cg, " > 0, 0    "+ p, então u+ = max fu; 0g 2 L1 (
). Além disso
ku+kL1 M <1;
com a constante M dependendo apenas de  ;  ; " ; c0 ; 
 e kukL1(Ac0):
Lema 1.8. Suponha (~g1) e (f2) satisfeitas. Então, toda solução de (P;R) é não negativa e pertence a
H10 (
)\L1(
). Além disso, existe M = M() > 0, independente de R > max f1; A; kuk1g, tal que toda
solução u de (P;R) satisfaz
kukH10 (
) M; (1.11)
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kukL1(
) M: (1.12)
Demonstração. Considere u 2 H10 (
) solução de (P;R). Primeiramente, afirmamos que u é não negativa.






hR(x; u)v; 8 v 2 H10 (
): (1.13)
Em particular, tomando v = u  concluímos imediatamente que u  0 em quase todo ponto de 
. A
seguir, verificaremos a limitação das soluções em H10 (


















Note que, por (f2), dado " > 0 existe C" > 0, tal que
jf(x; s)j  "s+ C"; 8 s > 0; x 2 
: (1.14)
Esta estimativa, a Desigualdade de Poincaré e o Teorema da Imersão de Sobolev nos permitem en-







Como C < 1 por (~g1), tomando " > 0 pequeno o suficiente concluímos que (1.11) vale.
A seguir, verificamos (1.12). Observe que, quando N = 1, a estimativa (1.12) é uma consequência
direta da imersão H10 (
) ,! L1 (
). Logo, basta considerar N  2. Dividiremos a demonstração de
(1.12) em dois passos. Primeiramente, baseados em uma técnica devida a Brezis e Kato [4], estimamos
kuks, para todo 1  s < 1 (veja p. ex. [34]). Chamamos a atenção de que, para N = 2 já temos uma
estimativa para kuks, visto que H10 (
) ,! Ls(
), para todo 1  s < 1. Resta estimar kuks quando
N  3.
Como u  0, basta mostrar que (u   c)+ 2 Ls (
), para algum c  1. Por (1.10), (~g1) e tomando
" = 1 em (1.14), temos
hR(x; u) =  gR(x; u) + f(x; u) M1(1 + u); para u  c; (1.15)
onde M1 := C +  + +C11+c 2 L1(
) é independente de u e R. Então, aplicando uma versão do Teo-
rema de Brezis-Kato para problemas singulares [8, 9] (veja também [34] para um resultado relacionado),
concluímos que
u 2 Ls(
); para todo 1  s <1 e kuks Ms; (1.16)
onde Ms é uma constante independente de u e de R. Finalmente, estabelecemos a limitação em L1(
).
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onde s = 2rr 1 . Tomando c0 = 1, " =
1
r   1 + 2N e  = 0 no Lema 1.7 e tomando M maior, se necessário,
concluímos que a estimativa (1.12) é verdadeira. O lema está demonstrado.
Observação 1.9. Utilizando o mesmo argumento empregado na demonstração do lema acima, podemos
verificar que as soluções u 2 H10 (
) do Problema (P), sob as condições (~g1) e (f2), são não negativas
e uniformemente limitadas em H10 (
) e em L1(
). Consequentemente, tomando M > 0 maior, se
necessário, no Lema 1.8, podemos supor que kuk M e kuk1 M para cada solução u de (P).
De agora em diante fixamos R0 > max fA;M + 1; kuk1g, onde M foi dada no Lema 1.8, e denotamos
gR0 e hR0 por g0 e h0, respectivamente. Note que, pela nossa escolha de R0 e pelo Lema 1.3, u é
uma subsolução positiva de (P;R0) (veja a Observação 1.4) . A seguir, consideramos uma sequência
de domínios suaves ; 6= 
1  
2:::  




k e estudamos a seguinte família de
problemas elípticos não lineares ( uk = h0(x; uk) em 
k;
uk = u(x) sobre @
k:
(1.17)
Nosso próximo objetivo é encontrar soluções uk de (1.17) que são maiores ou iguais a u. Posteri-
ormente, considerando sua extensão natural (ainda denominada uk) como sendo u em 
 n 
k, iremos
verificar que a sequência (uk) é limitada em H10 (
). Portanto, passando a uma subsequência se necessá-
rio, podemos supor que uk * u fracamente em H10 (
). Após isso, verificamos que u é uma solução de
(P;R0) e invocamos o Lema 1.8 e a nossa escolha de R0 para mostrar que u é uma solução de (P).
No resultado a seguir, estabelecemos a existência de uma solução uk  u de (1.17).
Lema 1.10. Suponha (~g1), (g2), (f1) e (f2) satisfeitas. Então, para todo k 2 N, o Problema (1.17)
possui uma solução uk  u em 
k para todo  > 0, onde 0 foi dado pelo Lema 1.3.
Demonstração. A fim de encontrar uma solução uk de (1.17) tal que uk  u em 
k, consideramos o
seguinte Problema de Dirichlet( vk = h0(x; v+k + u) + u; em 
k;
vk = 0; sobre @
k:
(1.18)
Associado ao Problema (1.18) temos o funcional ~Ik : H10 (








jrvj2   ~H0(x; v) +rurv

; 8 v 2 H10 (
k);




+ + u(x))ds, para todos t 2 R e x 2 
.
Afirmamos que ~Ik 2 C1(H10 (
k);R). De fato, como u 2 C1(
) e é positiva em 
, existe uma constante
bk > 0 tal que u  bk em 
k. Por (1.14) e pelo fato de g0 ser limitada em 
  [bk; 1), existe uma
constante c4 > 0 tal que
jh0(x; t+ + u(x))j  c4 + ("jtj+ C"); (1.19)
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para todos t 2 R e x 2 
k. Tendo em vista a estimativa acima concluímos que ~Ik 2 C1(H10 (
k);R).

































k)   ~C2kvkH10 (
k)
Em particular, tomando " > 0 suficientemente pequeno, concluímos que ~Ik é coercivo,limitado in-
feriormente e satisfaz a condição de Palais-Smale (PS). Consequentemente existe vk 2 H10 (
k) (veja o





Afirmamos que vk  0 em 
















A definição de h0 e o fato de R0 > kuk1 implicam que h0(x; v+k + u)v k = h0(x; u)v k = h(x; u)v k
para quase todo ponto de 
k. Logo, já que u é uma subsolução de (P) para  > 0, com 0 foi dado























h(x; u)v k = 0:
A afirmação está demonstrada. Esta afirmação e o fato de vk ser uma solução de (1.18) nos mostram que
uk = vk + u é uma solução de (1.17) satisfazendo uk  u em 
k. O lema está demonstrado.
Por simplicidade denotaremos por uk, para cada k, a extensão natural da solução de (1.17) obtida ao
definir uk = u em 
 n 
k.
Lema 1.11. Suponha (~g1), (g2), (f1) e (f2) satisfeitas. Então, a sequência (uk) encontrada no Lema
1.10 é uniformemente limitada em H10 (
).
Demonstração. Considerando que uk = vk + u, com vk  0 solução de (1.18), é suficiente verificar que
(vk) é uniformemente limitada em H10 (
). Note que por (~g1), pelo fato de vk  0, pelo Teorema da








































Invocando (f2) e usando o fato de C < 1 concluímos que vk é uniformemente limitada em H10 (
). O
lema está demonstrado.
A seguir apresentamos a demonstração do resultado principal desta seção.
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Demonstração do Teorema 1.5
Seja (uk)  H10 (
) a sequência de soluções de (1.17) dada pelo Lema 1.10. Pelo Lema 1.11, (uk)
é uniformemente limitada em H10 (
). Portanto, passando a uma subsequência, se necessário, podemos
supor que existe u 2 H10 (
) tal que8>>>>><>>>>>:
uk * u , fracamente em H10 (
);
uk ! u , fortemente em Lr(
); 1  r < 2;
uk ! u , q.t.p. em 
;
juk(x)j; ju(x)j  lr(x) 2 Lr(
) , q.t.p. em 
; 1  r < 2:
(1.20)
Tendo em vista o Lema 1.10 e por (1.20), é evidente que u é positiva em 
. Afirmamos que u é solução
fraca do Problema (P;R0). Note que, como (~g1) e (f2) são satisfeitas concluímos, pela Proposição 1.6,
que é suficiente verificar que u é solução de (P) no sentido das distribuições. Considere ' 2 C1c (
).
Então, existem k0 2 N e um domínio limitado 
0 tais que supp(')  
0  
k para todo k  k0. Como







h0(x; uk)'; para todo k  k0: (1.21)
Note que por (1.14), com " = 1,
jf(x; uk)j  jukj+ c1; em 
0: (1.22)
Como u é positiva em 
, existe uma constante c6 > 0 tal que uk  u  c6 em 
0. Adicionalmente,
por (1.10), (~g1) e (1.1), obtemos
jg0(x; uk)j  Cjukj+ + ~C(uk)  + CR0  Cjukj+ ~Cc 6 + + CR0 ; em 
0: (1.23)
Então, por (1.22), (1.23) e os fatos de jukj  l1 2 L1(
0) e h0(x; uk) =  g0(x; uk) + f(x; uk) !
 g0(x; u) + f(x; u) = h0(x; u) em quase todo ponto de 
0, o Teorema da Convergência Dominada de















h0(x; u)'; 8 ' 2 C1c (
):
A afirmação está demonstrada.
De posse deste fato, concluímos que u 2 L1(
) e kuk1  M , com M dado pelo Lema 1.8. Con-
sequentemente, como R0 > M + 1, obtemos que h0(x; u) = h(x; u) em 












h(x; u)'; 8 ' 2 H10 (
):
Portanto, u é uma solução positiva de (P) sob a condição (~g1). O teorema está demonstrado.
Observação 1.12. Dada u 2 H10 (
) solução de (P), encontrada no Teorema 1.5, obtemos g(x; u) 2
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L1(










Note que a segunda integral do lado direito da expressão acima é finita pois g é uma função contínua
e, pelo Lema 1.8/Observação 1.9, as soluções de (P) são limitadas em L1(
). Por outro lado, por (~g1),
(1.1) e o fato de u  u = c'
2
1+
1 , obtemos constantes positivas c7; c8 tais queZ
f0<u<Ag




















Como 2 < 1 + , concluímos que
R
f0<u<Ag jg(x; u)j <1 (veja [29]).
.
1.4 Demonstração do Teorema 1.1
Nesta seção estudamos a existência de soluções positivas do Problema (P) quando (g1), (g2), (f1) e
(f2) são satisfeitas. Observe que a hipótese (g1) permite que g seja ilimitada inferiormente próximo da
origem, contrário ao que havíamos suposto na Seção 1.3, sob a hipótese (~g1). De fato, a condição (g1)
implica que: dado t0 > 0, existe   0 tal que
g(x; t)   Ct  ; 8 t > t0; uniformemente em 
; (1.24)
onde C < 1 é uma constante independente de t0. Sem perda de generalidade, iremos tomar t0 < A na
demonstração do Teorema 1.1, onde A foi dado em (1.1).
Nosso objetivo é mostrar que, mesmo nestas condições, é possível obter uma solução positiva u de
(P) quando o parâmetro  é suficientemente grande. Salientamos que, neste caso, a solução pertence ao
espaço H1loc(
) \ L1(
) e não podemos assegurar que g(x; u) 2 L1(
).
Demonstração do Teorema 1.1
Como g não é limitada próximo da origem, não podemos garantir que o funcional associado ao
Problema (P) está bem definido em H10 (
). Em vista disso, consideramos uma sequência ("j)  (0; 1)
tal que "j ! 0, quando j !1, e definimos a seguinte sequência de funções
gj(x; t) = g(x; (t  "j)+ + "j) =
(
g(x; t); se t  "j ;
g(x; "j); se t < "j :
(1.25)
A seguir, definimos hj(x; t) =  gj(x; t) + f(x; t) e consideramos o seguinte problema( uj = hj(x; u)fuj>0g em 
;
uj = 0 sobre @
:
(P;j)
Na nossa demonstração do Teorema 1.1, inicialmente aplicamos o Teorema 1.5 para obter uma sequên-
cia (uj) de soluções positivas do Problema (P;j). Posteriormente, verificamos que a sequência (uj)
converge, em quase todo ponto de 
, para uma solução u 2 H1loc(
) \ L1(
) de (P).
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Observe que, como "j ! 0, podemos supor, sem perda de generalidade, que 0 < "j < t0 < A para
todo j 2 N, onde t0 é dado por (1.24) e A é dada por (1.1). Afirmamos que gj satisfaz a equação (1.1),
para todo j 2 N, com as mesmas constantes ~C; A; , independentes de j. De fato, se 0 < t < "j temos
gj(x; t) = g(x; "j) < ~C"
 
j <
~Ct  . Por outro lado, se "j  t  A obtemos gj(x; t) = g(x; t) < ~Ct  . A
afirmação está demonstrada.
Utilizando a afirmação acima , podemos aplicar o Lema 1.3 (veja a Observação 1.4), para concluir
que u = c'
2
1+
1 é uma subsolução de (P;j) para todo j 2 N e  > 0, com 0 dado pelo Lema 1.3.
Note que, como "j < t0, por (1.24) e (1.25) temos
gj(x; t)   Ct  ;8 t > t0, uniformemente em 
: (1.26)
Também chamamos a atenção para o fato de que gj satisfaz a condição (~g1), para todo j 2 N. De fato,
se 0 < t  t0, utilizamos a continuidade de g e a definição (1.25) para concluir que existe uma constante
j  0 tal que gj(x; t)   j para todos 0 < t  t0 e x 2 
. Por outro lado, se t > t0, esta estimativa,
combinada com (1.26), nos fornece (~g1).
Em vista dos fatos acima mencionados, podemos aplicar o Teorema 1.5 ao Problema (P;j), obtendo
uma solução positiva uj 2 H10 (
) para todo  > 0, tal que uj  u > 0, com 0 e u dados pelo Lema 1.3.
Afirmamos que a sequência (uj) é limitada em L2(
). Para verificar este fato, é suficiente mostrar que
(uj   t0)+ é limitada em L2(
). Visto que uj é uma solução de (P;j) e "j < t0, por (1.26) e escolhendo
" < (1   C)= em (1.14), obtemosZ






rujr(uj   t0)+ =
Z
fuj>t0g
















Portanto, utilizando o fato de que C + " < 1 e aplicando o Teorema de Poincaré, concluímos que
k(uj   t0)+kL2  M2, onde M2 é uma constante independente de j. Por este fato e observando que
existe m3 2 L1(
) tal que hj(x; t)  m3(1 + t), para todos t  t0 j 2 N, podemos argumentar, como na
demonstração do Lema 1.8, para encontrar M3 > 0 tal que kujk1 M3, para todo j 2 N.
A seguir, argumentamos como em [34], para verificar que existe uma subsequência de (uj) que converge
em quase todo ponto de 
 para uma solução u de (P): considere uma sequência (
k) de subdomínios
de 
com fronteiras suaves tais que 
k  
k+1, para cada k, e 
 = [1k=1
k. Seja k = 
k =
infj ess inf
k uj  inf
k u > 0. Como uj é uma solução de (P;j), podemos utilizar a definição de gj e o


















( gj(x; uj) + f(x; uj))(uj   1)+ =
Z
fuj>1g
( g(x; uj) + f(x; uj))(uj   1):
Como supj kujk1 M3, concluímos que (uj) é limitada em H1(
1) e que esta sequência possui uma
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subsequência (uj1l ) que converge fracamente em H
1(
1), fortemente em L2(
1) e em quase todo ponto
de 
1. Denotamos por u
1 o limite fraco em H1(
1) desta subsequência.
A seguir, argumentando por indução, para cada k obtemos uma subsequência (ujkl ) de (uj) e uma
função u
k 2 H1(
k) tais que (ujkl ) converge fracamente para u
k em H1(
k), (ujkl ) converge fortemente
para u
k em L2(
k) e (ujkl ) converge para u
k em quase todo ponto de 
k. Além disso, também podemos
supor que (ujk+1l ) é uma subsequência de (ujkl ), para todo k, e que j
k










1(x); se x 2 
1;
u
k+1 ; se x 2 
k+1 n 
k; para k  1:
(1.27)
Observe que u 2 H1loc(
) \ L1(
) e que a subsequência diagonal (ujk) := (ujkk ) converge para u
fracamente em H1loc(
), fortemente em L
2
loc(
) e ujk ! u em quase todo ponto de 
.
Afirmamos que u é uma solução de (P). De fato, dada ' 2 C1c (
), fixamos k1  1 tal que
supp(')  







( gjk(x; ujk) + f(x; ujk))' = 0:









Observe que existe uma constante positiva c10 tal que 0 < c10  u  ujk em 
k1 . Além disso, para
k grande o suficiente, temos "jk < c10 e, pela definição de gj , podemos escrever gjk(x; ujk) = g(x; ujk).
Agora, visto que c10  ujk  supj kujk1  M3 e a constante M3 não depende de j, concluímos que
j[ g(x; ujk) + f(x; ujk)]'j  M4 2 L1(
k1). Também temos [ g(x; ujk) + f(x; ujk)]' ! [ g(x; u) +
f(x; u)]' em quase todo ponto de 
k1 . Portanto, pelo Teorema da Convergência Dominada de Lebesgue,







( g(x; u) + f(x; u))' = 0; 8 ' 2 C1c (
) (1.29)
A afirmação está demonstrada.
Para concluírmos a demonstração do Teorema 1.1, resta verificar que u 2 C(
). Como u > 0,
resultados de regularidade implicam que u 2 C1(
). Então, basta demonstrar que u = 0 sobre @
.
Dado 0 < " < M3, podemos encontrar 0 < h" 2 L1(
) tal que  g(x; t) + f(x; t)  h"(x), para todo
0 < "  t M3, em quase todo ponto de 
. Agora, seja '" 2 H10 (
)\C0(
) a única solução positiva do
problema ( '" = h"(x); em 
;
'" = 0; sobre @
:
(1.30)
Como ujk é solução fraca de (P;jk), kujkk1 M3 e, para k grande o suficiente, gjk(x; ujk) = g(x; ujk),































(rujk  r("+ '"))r(ujk   "  '")+  0: Esta desigualdade
implica que 0 < ujk  " + '", para quase todo ponto de 
. Como '" 2 C0(
), existe uma vizinhança
U de @
 tal que, fazendo jk ! 1, obtemos 0 < u(x) < 2" em quase todo ponto de U \ 
. O fato de
" > 0 poder ser escolhido arbitrariamente pequeno implica que u(x) ! 0 quando x ! @
. O teorema
está demonstrado.
Supondo que a função f é não negativa verificamos, como consequência direta do Teorema 1.1, que
o conjunto S = f > 0; (P) possui solução positiva em H10 (
) \ C(
)g é um intervalo. Definindo
 = inf S, obtemos o seguinte resultado
Corolário 1.2. Suponha (g1), (g2), (f1), (f2) satisfeitas e f(x; t)  0 em 
[0; 1). Então, 0   <1
e (P) tem uma solução positiva u 2 H1loc(
) \ C(
) para todo  > .
Demonstração. De acordo com o Teorema 1.1, o conjunto S é não vazio. Então,  = inf S existe e   0.
Seja  > . Pela definição de ínfimo, existe ~ 2 (; ) com ~ 2 S.
Seja u~ 2 H1loc(
) \ C(













[ g(x; u~) + f(x; u~)]v; 8 v 2 H10 (
); v  0
e isto implica que u~ é subsolução de (P). Pelo mesmo argumento utilizado para demonstrar o Teorema
1.1, concluímos que existe u 2 H1loc(
) \ C(
) solução positiva de (P). Além disso, u  u~. O
corolário está demonstrado.
Observação 1.13. É importante observar que, sob a hipótese (~g1), o Corolário 1.2 pode ser enunciado





Existência de duas soluções não
negativas
2.1 Motivação
Considere o problema ( u = ( u  + up)fu>0g; em 
;
u = 0; sobre @
;
(2.1)
onde ; p 2 (0; 1) e 
  RN é um domínio limitado e suave. Montenegro e Silva [31] estudaram a existência
de duas soluções não-negativas para (2.1), para  suficientemente grande, via métodos variacionais. Neste
trabalho foi demonstrada a existência de uma solução positiva, para  suficientemente grande, utilizando
perturbações do domínio 







( u  + up)'; 8 ' 2 C1c (
):





; para t  0;
0 ; para t < 0;
(2.2)
onde 0 < q < p < 1, e estuda-se o problema( u = ( g"(u) + up)fu>0g; em 
;
u = 0; sobre @
:
(2.3)
Observe que g"  0 é contínua. Mostra-se que o funcional associado ao Problema (2.3) satisfaz as
hipóteses do Teorema do Passo da Montanha e é coercivo e limitado inferiormente. Isto permitiu que
fossem encontradas duas soluções distintas e não triviais de (2.1), para  suficientemente grande e "
suficientemente pequeno. Além disso, as estimativas para os níveis críticos associados são independentes
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de ". Um ponto essencial a ser destacado é uma estimativa obtida para o gradiente das soluções de (2.3).
Tal estimativa foi essencial na demonstração do Teorema. Por fim, mostra-se que, quando " ! 0, as
soluções de (2.3) convergem para duas funções distintas e não triviais em H10 (
), funções essas que vem
a ser soluções de (2.1). Mais formalmente, foi estabelecido o seguinte resultado
Teorema 1. Existe 0 > 0 tal que o Problema (2.1) possui duas soluções distintas e não triviais para
 > 0.
2.2 Estudando um caso mais geral
Inspirados pelo trabalho de [31], estudamos o problema (2.1) de uma maneira mais geral. Relembramos
que 1 e '1 denotam o primeiro autovalor do operador   em 
 com condição de Dirichlet na fronteira
e a autofunção associada a este autovalor, respectivamente. Considere o problema( u = ( a(x)g(u) + f(x; u))fu>0g; em 
;




 é um domínio suave e limitado de RN , N  1, a 2 C1;(
) para algum 0 <  < 1, f(x; s) 2
C(
 [0; 1)) \ C1;(
 (0; 1)), para algum 0 <  < 1, e g 2 C2((0; 1)) são funções satisfazendo:












= 0, uniformemente em 
;
(f3) existem m1; t1 > 0 e 0 < p < 1 tais que jf(x; t)j+ jfx(x; t)j+tjft(x; t)j  m1tp, para todo 0 < t < t1,
uniformemente em 
;
(g^1) existem C < 1kak1 e   0 tais que g(t)   Ct  , para todo t > 0;





=1, onde p foi dado em (f3);
(g4) existe t2 > 0 tal que 2g0(t) + tg00(t)  0 e g0(t)  0, para todo 0 < t < t2.
Sem perda de generalidade, podemos supor que t0 < t2 ao longo do texto.
Note que a hipótese (f1) permite que f seja assintoticamente linear ou sublinear na origem, enquanto
que (f2) significa que f é sublinear no infinito. Observe que a hipótese (g^2) é uma versão mais forte da
condição (g2), dada no Capítulo 1 (veja o Lema 2.2). Além disso, em (g4) temos condições técnicas que
nos permitem estabelecer uma limitação para o gradiente das soluções do problema perturbado. Nosso
resultado principal neste capítulo é o seguinte teorema:
Teorema 2.1. Suponha (a^1), (f1)-(f3), (g^1)-(g^3) e (g4) satisfeitas. Então, existe ~ > 0 tal que o
Problema (P;a) possui duas soluções ordenadas, não negativas e não triviais em H10 (
) para   ~ .
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Note que o Teorema 2.1 generaliza o resultado correspondente em [31].
Observamos que, sob as hipóteses do Teorema 2.1 podemos aplicar o Teorema 1.1 e concluir que para
 > max f0; ~g o Problema (P;a) possui uma solução positiva e duas soluções não negativas e não
triviais. Entretanto, não podemos afirmar que uma das soluções obtidas no Teorema 2.1 é a solução
positiva dada pelo Teorema 1.1.
Estudaremos o Problema (P;a) quando g está perturbada por dois parâmetros, de modo que a
função resultante não possua nenhuma singularidade na origem e tenha crescimento subcrítico no infinito.
Também estimaremos o gradiente das soluções do problema perturbado, o que será necessário para
demonstrar nosso resultado principal. No decorrer deste capítulo escreveremos u = u+ u  onde u+(x) =
max fu(x); 0g e u (x) = max f u(x); 0g.
Seja I : H10 (




















Observe que não estamos supondo limitação superior para o crescimento de g no infinito. Sendo
assim, o funcional associado ao Problema (P;a) não está bem definido. Para solucionar este problema
consideramos, para R > k'1k1 arbitrário, a seguinte função
gR(t) :=
(
g(t) ; para 0 < t  R;
g(R) ; para t > R:
(2.4)






gR(t+ ") ; para t  0;
0 ; para t < 0;
(2.5)
a qual é contínua e não singular na origem. Consideramos, também, os seguintes problemas auxiliares( u+ a(x)gR(u)fu>0g = f(x; u); em 
;
u = 0; sobre @
;
(P;a;R)
e ( u+ a(x)gR;"(u) = f(x; u); em 
;
u = 0; sobre @
:
(P ";a;R)
Definimos o funcional de classe C1, IR;" : H10 (




















Em um primeiro momento, verificamos que as soluções de (P ";a;R) são limitadas emH
1
0 (
) e em L1(
)
por uma constante M , independente de R e ". Então, fixamos R0 > maxfM + 1; k'1k1g e verificamos
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que IR0;" é limitado inferiormente e satisfaz as hipóteses do Teorema do Passo da Montanha ([3]). Isto
permite que encontremos duas soluções distintas e não triviais para o Problema (P ";aR0). Fazendo "! 0,
demonstramos que estas duas soluções não tendem a zero e tão pouco convergem para o mesmo limite.
Na verdade, elas convergem fracamente em H10 (
) para duas soluções distintas e não triviais de (P;aR0).
Além disso, uma vez que as soluções são uniformemente limitadas para R0 suficientemente grande, elas
também são soluções de (P;a). O principal ingrediente para tal resultado é uma estimativa do gradiente
das soluções u" de (P ";aR0), dada na Seção 2.7, a qual nos permite concluir que u" tende a uma solução
u de (P;a), uniformemente, quando "! 0, em subconjuntos compactos de 
.
É importante ressaltar que a perturbação (2.5) é distinta de (2.2) e nos permite simplificar as estima-
tivas do gradiente das soluções u" de (P ";aR0). Entretanto, com esta perturbação, não é imediato verificar
que o funcional IR;" é coercivo, limitado inferiormente e satisfaz a geometria do Teorema do Passo da
Montanha. Por este motivo trabalhamos com o problema auxiliar (P;aR0).
2.3 Resultados preliminares
Nesta seção obtemos algumas estimativas para as funções g e gR;" e para o funcional IR;". Tais
estimativas nos permitirão concluir, futuramente, que IR;" possui dois pontos críticos distintos e não
triviais e que os níveis críticos associados são independentes do valor do parâmetro ".
Agora enunciamos nosso primeiro resultado preliminar.
Lema 2.2. Suponha (g^2) satisfeita. Então, dados R > k'1k1 e t^ > 0, existem "0 > 0 e uma constante
C(t^) > 0, independente de R e ", tais que
g(t) < C(t^)t  ; 8 0 < t < t^; (i)
jgR;"(t)j  C(t^)t  + cR; 8 t > 0; 0 < " < "0: (ii)
onde cR > 0 é uma constante dependendo apenas de R.
Demonstração. Inicialmente demonstramos (i). Primeiro, verificaremos a desigualdade para t^ suficiente-









Aplicando o Teorema Fundamental do Cálculo, obtemos g(t1) < C(t^)t
 
1 , para 0 < t1 < t^ < t0, onde
C(t^) =  t^
+ t^g(t^) é uma constante dependendo apenas de t^, e não de R nem de ". Também ressaltamos
que, como g é singular na origem, a constante C(t^) é positiva. Se t^  t0, utilizamos a continuidade de g
no intervalo compacto [t0; t^] e obtemos a limitação desejada. Logo, (i) está demonstrada.
A seguir, demonstramos (ii). Sem perda de generalidade, admitimos que t^  R. Observe que, por
(2.5), temos jgR;"(t)j  jgR(t + ")j para todo t 2 R. Escolha "0 := t^2 . Quando 0 < " < "0 e 0 < t < t^2 ,
utilizamos a desigualdade (i) para obter
jgR(t+ ")j = jg(t+ ")j < C(t^)(t+ ")  < C(t^)t  :
Por outro lado, se t^2  t  R, utilizamos o fato de gR ser uma função contínua para obter uma
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constante positiva cR tal que jgR(t+")j  cR: Finalmente, quando t > R temos jgR(t+")j = jg(R)j  cR,
tomando cR maior, se necessário. O lema está demonstrado.
Observação 2.3. Suponha (g^2) satisfeita. Então, existe uma constante K1  0, independente de R >
k'1k1 e de ", tal que
GR;"(s'1)  K1; para 0  s  1:
















1   K1 <1:
Lema 2.4. Suponha (f1) e (g^2) satisfeitas. Então, existem constantes positivas 0, b0, b1 e s1 < 1 tais
que, para todo " > 0 e R > k'1k1, obtemos
max
0ss1
IR;"(s'1)  b0 <1; (i)
IR;"(s1'1)   b1 < 0; para todo   0; (ii)
onde 0, b0 e b1 são independentes de R e ".
Demonstração. Por (f1), existem c2 > 0 e 0 <  < 1 tais que
f(x;s)
s > c2, para 0 < s < . Atentamos ao












j := b0; para 0  s  s1:
A relação (i) está verificada. Para demonstrar (ii), escrevemos




F (x; s1'1)  b0    (s1k'1k1)
2
2
!  1; quando !1:
O lema está demonstrado.
2.4 Limitação das soluções em H10(
) \ L1(
) e resultados de re-
gularidade.
Nesta seção estabelecemos uma limitação a priori em H10 (
) \ L1(
) para as soluções de (P ";a;R).
Isto será útil ao verificar que, para R suficientemente grande, uma solução de (P ";a;R) converge para uma
solução do Problema (P;a) quando "! 0.
Primeiramente, enunciamos um lema auxiliar de Ladyzhenskaya e Ural’tseva (veja [28]).
Lema 2.5. Se u 2W 1;p0 (
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onde Ac = fx 2 
 ; u(x) > cg, " > 0, 0    "+ p, então u+ = max fu; 0g 2 L1 (
). Além disso,
ku+kL1 M <1;
com a constante M dependendo apenas de  ;  ; " ; c0 ; 
 e kukL1(Ac0):
De agora em diante, escreveremos hR;"(x; t) =  a(x)gR;"(t) + f(x; t).
Lema 2.6. Suponha (a^1), (f2) e (g^1) satisfeitas. Então, toda solução u" de (P ";a;R) é não negativa e
pertence a H10 (
) \ L1(
). Além disso, existe uma constante M = M() > 0, independente de R e de
", tal que
ku"kH10 (
) M ; (i)
ku"kL1(
) M: (ii)
Demonstração. Considere u" 2 H10 (
) uma solução de (P ";a;R). Primeiro verificamos que u" é não
negativa. Por simplicidade, escreveremos u" = u. De acordo com a Proposição 1.6, u 2 H10 (
) é uma






hR;"(x; u)'; 8 ' 2 H10 (
): (2.7)
Em particular, tomando ' = u , concluímos imediatamente que u  0. Prosseguimos para verificar
(i). Utilizando (g^1), (a^1) e a definição de gR;", obtemos a(x)(gR;"(t) + Ct + )t  0, para todo t > 0.
Esta desigualdade, a condição (f2) (veja a equação (1.14)) e o Teorema da Imersão de Sobolev implicam



























)kuk2 + (C + kak1)c1kuk;
para uma constante positiva c1. Utilizando o fato de C < 1kak1 , escolhemos  <
1
 (1   Ckak11 ) e
concluímos que (i) vale.
A fim de estabelecer (ii), dividimos a demonstração em duas etapas. Primeiro, baseados em uma
estimativa de Brezis e Kato (veja [4]), mostramos que u 2 Ls (
), para todo 1  s <1 (veja [34]). Em
seguida, aplicamos o Lema 2.5 para obter a estimativa (ii). Observe que, quando N = 1, a estimativa
(ii) é obtida imediatamente da imersão H10 (
) ,! L1 (
). Além disso, para N = 2, também temos a
imersão H10 (
) ,! Ls(
), para todo s  1. Resta estimar kuks, quando N  3. Visto que u  0, é
suficiente verificar que (u  c)+ 2 Ls (
), para alguma constante c > 0.
Por (a^1), (f2) e (g^1) temos
hR;"(x; u) M1(1 + u); u  c; (2.8)
onde M1 := [kak1(C + 1+c ) + (1 + c21+c ) 2 L1(
) é independente de u, " e R, e c2 é uma constante
positiva. Então, aplicando uma versão do Teorema de Brezis-Kato para problemas singulares [8, 9] (veja
também [34] para um resultado relacionado), concluímos que u 2 Ls(
), para todo 1  s < 1, e
kuks Ms, onde Ms é uma constante independente de u, " e R. Finalmente, estabelecemos a limitação
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em L1(
). Escolhemos c0 = 1 no Lema 1.7 e utilizamos (u   c)+ 2 H10 (
) como função teste. Seja
Ac := fx 2 






















(1 + u)u  2 M
Z
Ac









 2 MM2s jAcj1=r;
onde s = 2rr 1 . Tomamos " =
1
r   1 + 2N e  = 0 no Lema 1.7 para concluir que a equação (ii) vale
tomando M maior, se necessário. O lema está demonstrado.
Observação 2.7. O Lema 2.6 também é válido para as soluções de (P;a;R) no sentido das distribuições
(veja a Proposição 1.6), tomando M maior, se necessário.
De agora em diante, fixamos R0 > maxfM + 1; k'1k1g.




Demonstração. No decorrer desta demonstração iremos denotar u" por u. Pelo Lema 2.2-(i), o Lema 2.6,
(1.14) e o fato de R0 > M + 1, temos
j   a(x)gR;"(u) + f(x; u)j  kak1jgR(u+ ")j+ (juj+ c1)
 kak1C(M + 1)"  + (M + c1):
A desigualdade acima implica em hR;"(x; u) 2 Ls(
), para todo s  1. Pela desigualdade de Calderon-
Zygmund (veja [39]), temos u 2 W 2;s(
), para todo s  1 e, juntamente com o Teorema da Imersão de
Sobolev, obtemos u 2 C1;(
), para algum  2 (0; 1).





u(x) ; se u(x) > 0
a(x)( gR(")" + ); se u(x) = 0:
(2.9)
Pelas propriedades de g, concluímos que c(x) 2 L1(
), para todo " > 0. Além disso, por (g^1),
temos que c(x)  0. Afirmamos que u > 0 em 
. De fato, suponha que existe x0 2 
 tal que
u(x0) = 0. Por (f1), existem c2; r > 0 tais que
f(x;u(x))
u(x) > c2 > 0, para x 2 Br(x0). Visto que
Lu = f(x; u(x)) + a(x)[Cu(x) + ]  0 em Br(x0), aplicamos um resultado de [23] (Teorema 8.19) e
obtemos u > 0 em Br(x0), o que é uma contradição. A afirmação está demonstrada.
Finalmente, por (g^1), o fato de f(x; s) 2 C1;(
  (0; 1)) e u > 0, obtemos hR;"(x; u) 2 C1;(
 
(0; 1)), para algum  2 (0; 1). Pelas estimativas de Schauder, obtemos u 2 C3(
). O lema está
demonstrado.
Observação 2.9. Observamos que a regularidade na função a(x) é de extrema importância neste lema,
enquanto que nos resultados anteriores basta supor que a 2 L1(
).
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2.5 Resultados auxiliares
Nesta seção, apresentamos alguns resultados envolvendo o funcional IR0 : H10 (
















F (x; u): (2.10)
Observamos que, pelo Lema 2.2-(i) e a definição de gR0 , o funcional IR0 está bem definido e IR0 2
C(H10 (
); R).
Antes de apresentarmos os resultados desta seção, recordamos que "0 e 0 foram dados pelo Lema 2.2
e pelo Lema 2.4, respectivamente.
Lema 2.10. Suponha (a^1), (f2), (f3), (g^1), (g^2) e (g^3) satisfeitas. Então, o funcional IR0 é coercivo,
limitado inferiormente e existem a^2 > 0 e 0 <  < 1 tais que IR0(u)  a^2 > 0; 8 u 2 @B(0):
Demonstração. Primeiro verificamos a existência de a^2 e . Por (g^3), dada K > 0 existe 0 <  < R0 tal




tp+1; para 0 < t < : (2.11)
Por outro lado, por (f3), existem m1; t1 > 0 tais que f(x; t) < m1tp, para 0 < t < t1. Logo,
F (x; t) <
m1
p+ 1
tp+1; para 0 < t < t1: (2.12)
Escolhemos  = min f; t1g. Então, por (a^1), (2.11), (2.12) e pelo Lema 2.6, temosZ
f0<u<g





















F (x; u) 
Z
u
a(x)GR0(u)  F (x; u): (2.13)
Como a 2 L1(
), gR0(t)   Ct   e f satisfaz (1.14), existe uma constante c3 > 0 tal queZ
u




Observe que é possível encontrar uma constante c4 > 0 tal que
t2  c4t; para t  ; (2.14)













u   c5kukL (2.15)
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Logo, tomando 0 <  < 1 suficientemente pequeno, obtemos c6 2  14 , e consequentemente
IR0(u)  a^2 := 
2
4 , para toda u 2 @B(0).
A seguir, demonstramos que IR0 é coercivo e limitado inferiormente. Por (g^1) e a definição (2.4),
temos GR0(t)   C t
2
2   t, para t > 0. Aplicando o Teorema da Imersão de Sobolev, mais uma vez,










F (x; u); 8 u 2 H10 (
): (2.16)










Escolhendo ~" > 0 pequeno o suficiente e utilizando o fato de que C < 1kak1 , obtemos a coercividade
e a limitação inferior de IR0 . O lema está demonstrado.
Lema 2.11. Suponha (g^1) e (g^2) satisfeitas. Então, dadas sequências ("n)  (0 ; "0) e (tn), tn > 0, tais
que "n ! 0 e tn ! t, obtemos GR0;"n(tn)! GR0(t), quando n!1.






gR0(s)ds. Considere T > 0 tal que jtnj; jtj <
T . Pelo Lema 2.2, existem constantes positivas C(t) e cR0 tais que
jgR0;"n(s)j  C(t)s  + cR0 2 L1(0; t): (2.17)













Como 0 <  < 1, concluímos que
R tn
0
gR0;"n(s)ds ! 0 = GR0(0), quando n ! 1. Quando t > 0,






Se s < t, temos gR0;"n(s)f0<s<tng ! gR0(s)f0<s<tg: Por outro lado, quando t < s  T , existe
n0 2 N tal que gR0;"n(s)f0<s<tng = 0 = gR0(s)f0<s<tg, para n  n0.





gR0(s) ds. O lema está demonstrado.
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Lema 2.12. Suponha (a^1), (f2), (f3), (g^1)-(g^3) satisfeitas. Então, existem constantes positivas "1 e b2
tais que, para 0 < " < "1, o funcional IR0;" é coercivo e satisfaz
IR0;"(u)  a^2=2 > 0; 8 u 2 @B(0); onde  e a^2 foram dados pelo Lema 2.10; (i)
IR0;"(u)   b2 >  1; 8 u 2 H10 (
): (ii)
Demonstração. Para demonstrar (i), argumentamos por contradição. Suponha que existem sequências
("n)  (0; "0), "n ! 0 e (un)  @B(0) tais que IR0;"n(un) < a^2=2: Escrevemos









Como (un)  @B(0), a menos de subsequência temos8>>>>><>>>>>:
un * u; fracamente em H10 (
);
un ! u; fortemente em Lr(
); 1  r < 2;
un(x)! u(x); q.t.p. em 
;
jun(x)j  hr(x) 2 Lr(
); 1  r < 2; q.t.p. em 
:
(2.20)
Pelo Lema 2.11 e a continuidade de GR0 , obtemos GR0(un(x))   GR0;"n(un(x)) ! 0, quando n ! 1.
Utilizando o Lema 2.2-(ii), (2.20) e o fato de a 2 L1(





1  + 2cR0 jun(x)j]
 2kak1[ c9
1   (1 + h1(x)) + cR0h1(x)] 2 L
1(
)
Pelo Lema 2.10, a equação (2.19), o fato de IR0;"n(un) < a2 e aplicando o Teorema da Convergência




 jIR0(un)  IR0;"n(un)j ! 0;
o que é uma contradição. Logo, a equação (i) está demonstrada.
Por fim, verificamos que o funcional é coercivo e satisfaz (ii). Observando que, por (g^1), existe
^ > 0 tal que GR0;"(t)   Ct2=2  ^t, argumentamos como na demonstração do Lema 2.10 e obtemos a
coercividade e a limitação inferior de IR0;". O lema está demonstrado.
2.6 Duas soluções do problema perturbado
Nesta seção verificamos a existência de duas soluções não negativas para o Problema (P ";a;R). De
agora em diante, denotaremos gR0;", GR0;" e IR0;" por g", G" e I", respectivamente. Nossa estratégia é
encontrar duas soluções distintas e não triviais para o Problema (P ";a;R) e então mostrar que, quando
" ! 0, estas soluções convergem para duas funções distintas e não triviais em H10 (
). Por último,
verificamos que estas funções são soluções de (P;a). De agora em diante, fixamos   0, onde 0 foi
dado pelo Lema 2.4.
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Proposição 2.13. Suponha (a^1), (f1)-(f3), (g^1)-(g^3) satisfeitas. Considere "1 dado pelo Lema 2.12.
Então, o funcional I" possui um mínimo global u1" e um ponto crítico do tipo passo da montanha u2"
satisfazendo u2"  u1"
 1 <  b2  c1" := I"(u1")   b1 < 0; (i)
0 < a2  c2" := I"(u2")  a1 <1; (ii)
para todo 0 < " < "1, onde as constantes b1 e a2; b2 são dadas pelo Lema 2.4 e pelo Lema 2.12,
respectivamente, e a1 é uma constante que não depende de ".
Demonstração. Primeiro, afirmamos que o funcional I" satisfaz a condição de (PS). De fato, considere
uma sequência (un)  H10 (
) tal que I"(un) ! c e kI 0"(un)k ! 0, quando n ! 1. Pelo Lema 2.12, o
funcional I" é coercivo, logo (un) é uma sequência limitada. A seguir, observamos que, devido à definição
de gR0;" e (f2), o termo não linear f(x; t)  a(x)g"(t) é contínuo e apresenta crescimento subcrítico no
infinito. Assim, aplicando um resultado padrão (veja [37]), inferimos que (un) possui uma subsequência
convergente. A afirmação está demonstrada.
Pela afirmação acima e o Lema 2.12-(ii), concluímos que o funcional I" possui um mínimo global
u1"  0 (veja [37]). Além disso, pelo Lema 2.4-(ii) e pelo Lema 2.12-(ii), a desigualdade (i) está satisfeita.
Para verificar a existência da segunda solução u2" satisfazendo u2"  u1", invocamos a Proposição
5.3/Observação 5.4. Considere u = u1", h(x; t) = hR0;"(x; t) e I = I". Note que, pela definição de gR0;" e
a condição (f3), temos hR0;"(x; 0) = 0, para todo x 2 
. Além disso, também temos hR0;" limitada em
intervalos limitados.
Como I"(u1")   b1 < 0, a condição (I1) da Proposição 5.3 está satisfeita. Além disso, pelo Lema
2.12, a condição (I2) também é satisfeita. Logo, existe um ponto crítico u2" of I" satisfazendo 0  u2"  u1"
e 0 < a2  c2" := I"(u2").
Finalmente, resta mostrar apenas a existência de uma constante a1 > 0, independente de ", tal que
I"(u
2
")  a1. Observe que, como u1" é não negativa, podemos considerar o caminho (t) = tu1" conectando
0 e u1". Pela caracterização de c2" temos, em particular, 0 < c2"  maxt2[0; 1] I"(tu1"). Pelo Lema 2.2-(ii),























e a1 não depende de ". A proposição está demonstrada.
De agora em diante, dada uma sequência ("n)  (0; "1), onde "1 foi dado pelo Lema 2.12, denotamos
por u1n e u2n, respectivamente, os dois pontos críticos u1"n e u
2
"n de I", dados pela Proposição 2.13.
Procedemos para encontrar soluções de (P;a).
Proposição 2.14. Suponha (a^1), (f1)-(f3), (g^1)-(g^3) satisfeitas e seja ("n)  (0; "1) uma sequência tal
que "n ! 0, quando n ! 1. Então, (u1n) e (u2n) possuem subsequências que convergem fracamente, em
H10 (
), para u1 e u2, respectivamente. Além do mais, 0  u1  u2 são distintas e não triviais.
Demonstração. Considerando a estimativa (i) dada pelo Lema 2.6, encontramos subsequências (ainda
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denotadas por (uin), i = 1; 2), tais que, para i = 1; 2,8>>>>><>>>>>:
uin * u
i; fracamente em H10 (
);
uin ! ui; fortemente em Lr(
); 1  r < 2;
uin(x)! ui(x); q.t.p. em 
;
juin(x)j  lr(x) 2 Lr(
); q.t.p. em 
; 1  r < 2:
(2.21)















f(x; uin); i = 1; 2:



























































n   F (x; u1n)]  a2 > 0: (2.23)




































F (x; ui) quando n!1: (2.27)

























f(x; u2)u2   F (x; u2)]  a2 > 0:
As desigualdades acima implicam que u1 e u2 são distintas e não triviais. Logo, a fim de demonstrar a
Proposição 2.14, é suficiente verificar que as equações (2.24)-(2.27) são verdadeiras.
Sem perda de generalidade, assumimos que i = 1. Considerando o Lema 2.2, a equação (2.21) e o
fato de ku1nk1 M , verificamos que existem constantes C(M); cR0 > 0 tais que
ja(x)g"n(u1n(x))(u1n(x))j  kak1(C(M)ju1n(x)j1  + cR0 ju1n(x)j)
 kak1(C(M)(1 + h1(x)) + cR0h1(x)) 2 L1(
); em quase todo ponto de 
:
Também temos a(x)g"n(u1n(x))(u1n(x)) ! a(x)g(u1(x))(u1(x)), em quase todo ponto de 
. De fato,
considere x 2 
 tal que u1n(x) ! u1(x). Analisamos dois casos. Primeiro, se u1(x) = 0, a desigualdade
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acima implica em
ja(x)g"n(u1n(x))(u1n(x))j  kak1(C(M)ju1n(x)j1  + cR02ju1n(x)j)! 0 = a(x)g(u1(x))(u1(x));
em quase todo ponto de 














onde utilizamos o fato de u1n(x) + "n ! u1(x), quando n!1, e o fato de g ser contínua em u1(x).
Portanto, a relação (2.24) é uma consequência direta destes fatos e do Teorema da Convergência
Dominada.







n)   G(ui)] ! 0, quando n ! 1. A seguir, demonstramos a equação (2.26).
Temos f(x; u1n) ! f(x; u1), em quase todo ponto de 
. Além disso, por (1.14) existe uma constante
c4 > 0 tal que
jf(x; u1n)u1nj  (u1n)2 + c4ju1nj  l22 + c4l1 2 L1(
):
Aplicando o Teorema da Convergência Dominada de Lebesgue mais uma vez, concluímos que (2.26)
vale. Finalmente demonstramos (2.27). Como F (x; u1n)! F (x; u1), em quase todo ponto de 
, utilizamos
(1.14) e (2.21) novamente para obter
jF (x; u1n)j 
1
2
l22 + c4l1 2 L1(
):
Estes fatos e o Teorema da Convergência Dominada de Lebesgue implicam em (2.27). A proposição
está demonstrada.
Nossa meta agora é obter estimativas para soluções de (P ";a;R) e mostrar que no limite, quando "! 0,
as funções u1 e u2, dadas pela Proposição 2.14, são soluções de (P;a).
2.7 Estimativas do gradiente para as soluções do problema per-
turbado
Sem perda de generalidade, consideramos t0 < min ft1; t2g, onde t0; t1; t2 foram dados por (g^2), (f3)
e (g4), respectivamente. Relembramos que nos referimos a "1 como sendo o que foi dado pelo Lema 2.12
e que, sem perda de generalidade, podemos supor "1 < "0 < t0. Além disso, utilizando a condição (g^3),
podemos supor que g(t) > 0 em (0; t0).
Nesta seção obtemos uma estimativa local para o gradiente das soluções u" do Problema (P ";a;R).
Mais especificamente, nossa meta é demonstrar a seguinte proposição:
Proposição 2.15. Suponha (a^1), (f1)-(f3), (g^1)-(g^3) e (g4) satisfeitas e seja K  
 um conjunto
compacto. Então, existem constantes M^ > 0 e C1, independentes de ", tais que toda solução u" do
Problema (P ";a;R) satisfaz
jru"(x)j2  M^u"(x)[g(u"(x)) + C1]; 8 x 2 K; 0 < " < "1:
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Observação 2.16. Observamos que a constante C1, que aparece na estimativa acima, depende apenas
dos parâmetros ;C, dados por (g^1), ; ; t0, dados por (g^2), e dos valores de g; g0; g00 no intervalo [t0;M ],
onde M foi dada pelo Lema 2.6 .
A demonstração da Proposição 2.15 será realizada através da apresentação e demonstração de vários
resultados auxiliares. Antes de prosseguir, consideramos M dada pelo Lema 2.6 e u = u" uma solução
de (P ";a;R), e definimos, para 0 < t M , as seguintes funções:
~h"(x; t) = a(x)g"(t)  f(x; t) = a(x) t
t+ "
g(t+ ")  f(x; t); (2.28)





onde C1 > max f2;  ; M(1 )2 + + CM; + Mm
0
 ; + CM +Mm
0; 4M4(2+M5)=(2 M2)g é uma
constante independente de ", m0 é uma constante positiva tal que g0(t)   m0 em [t0; M ], M2 =
Mm0 + CM + , M4 = M max[t0;M ] j2g0(t) +Mg00(t)j e M5 = max[t0;M ] jg(t)j. Relembramos que  e C
foram dados em (g^1) e que ,  e t0 foram dados em (g^2).
Lema 2.17. Suponha (g^1) e (g^2) satisfeitas. Então, existe uma constante C^ independente de " tal que,
para todo 0 < t M ,
Z 0(t) > (1  )g(t); (i)
Z(t)  C^Z 0(t)2: (ii)
Demonstração. Por (g^2), temos que g(t)+ tg0(t) = g(t)+ tg0(t)+C1 >  +C1 > 0, para 0 < t < t0.
Então, concluímos que, para 0 < t < t0, vale
g(t) + tg0(t) > (1  )g(t): (2.31)
Por outro lado, em [t0; M ] temos que g e g0 são limitadas inferiormente, logo, pela escolha de C1,
g(t) + tg0(t) >    Mm0 + C1 > 0: (2.32)
As relações (2.31) e (2.32) implicam em Z 0(t) > (1   )g(t). Por outro lado, Z(t) = tg(t)  Mg(t),
para 0 < t M . Sendo assim, para demonstrar (ii) é suficiente obter a seguinte relação
Mg(t)  (1  )2g(t)2; 8 0 < t M: (2.33)
Asseguramos que a estimativa (2.33) é satisfeita, uma vez que C1 > M(1 )2 + + CM . De fato, esta
desigualdade e (g^1) implicam em
M < (C1     CM)(1  )2  (C1     Ct)(1  )2  (C1 + g(t))(1  )2 = g(t)(1  )2
e, como g(t) > 0, para todo 0 < t M , concluímos que (2.33) vale. O lema está demonstrado.
Lema 2.18. Suponha (a^1), (f3), (g^1)-(g^3) e (g4) satisfeitas. Então, existe uma constante positiva ~C tal
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que, para todo x 2 
, as seguintes relações são satisfeitas:
Z(t)j(~h")t(x; t)j  ~C 12Z 0(t)2; (i)
Z 0(t)~h"(x; t)  ~C 12Z 0(t)2; (ii)
jrujj(~h")x(x; u)j  ~Cw 12Z 0(u)2; (iii)
1
2
Z 0(t)  Z(t)Z 00(t)  ~CZ 0(t)2; (iv)
uniformemente para 0 < " < "1 e 0 < t M .
Demonstração. Note que, pelo Lema 2.17-(i), para demonstrar (i) e (ii) é suficientemente mostrar que
Z(t)j(~h")t(x; t)j  C^g(t)2 e ~h"(x; t)  C^g(t), respectivamente, onde C^ > 0 é uma constante.
Começamos pela demonstração de (i). Pela definição de ~h", temos








  ft(x; t); 8 x 2 
; 0 < t M:
Utilizando o fato de a 2 L1(
), temos





+ jft(x; t)j; 8 x 2 
; 0 < t M:
Afirmamos que existe ~C > 0 tal que j(~h")t(x; t)j  ~C g(t)t , para todo x 2 
 e 0 < t  M . De fato,
em vista de (f3) e (g^3), existe t1 2 (0; t1) tal que jft(x; t)j  g(t)=t. Utilizando esta desigualdade e a
continuidade de ft e g em 
 [t1;M ], encontramos c1 > 0 tal que
jft(x; t)j  c1 g(t)
t
; 8x 2 
; 0 < t M: (2.34)
Portanto, j(~h")t(x; t)j  kak1
h
jg(t+")j




t . Para estimar Z(t)j(~h")t(x; t)j, conside-
ramos dois possíveis casos. Se 0 < t + " < t0, utilizamos (g4), (g^2) e a escolha de C1 para obter uma
constante c2 > 0 tal que
































Por (g^3) e (g4), sem perda de generalidade, podemos supor que jg(t+")j = g(t+")  g(t)+C1 = g(t),
em (0; t0). Este fato e a equação acima, nos levam a concluir que existe c3 > 0 tal que
j(~h")t(x; t)j  c3 g(t)
t
:
Por outro lado, se t0  t + "  M , utilizamos a continuidade de g e g0 neste intervalo compacto e o
fato de g(t)   > 0 para concluir que existe uma constante c4 > 0 tal que










A afirmação está demonstrada. Utilizando esta afirmação e a definição de Z, temos Z(t)j(~h")t(x; t)j 
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~Cg(t)2, o que demonstra (i).
Prosseguimos para demonstrar (ii). Relembramos que é suficiente verificar que ~h"(x; t)  C^g(t). Pela
definição (2.28), temos j~h"(x; t)j  kak1jg(t+")j+jf(x; t)j. Por (f3) e um argumento similar ao aplicado
para obter a desigualdade (2.34), podemos encontrar uma constante c5 > 0 tal que
j~h"(x; t)j  kak1jg(t+ ")j+ c5g(t)
De maneira análoga à demonstração de (i), verificamos que existe c6 > 0 tal que jg(t + ")j  c6g(t),
para 0 < t  M . Desta maneira, encontramos c7 > 0 tal que j~h"(x; s)j  c7g(t). A equação (ii) está
demonstrada.
Prosseguimos para demonstrar (iii). Temos
j(~h")x(x; t)j  kaxk1jg(t+ ")j+ jfx(x; t)j; 8x 2 
; 0 < t M:
Utilizando as condições (f3), (g^3), (g4) e a continuidade das funções g e fx em 
 [t0;M ], argumen-
tamos como na demonstração de (i) e obtemos c8 > 0 tal que j(~h")x(x; t)j  c8g(t), para todos x 2 
 e
0 < t M . Consequentemente, pela definição de w e o Lema 2.17, temos
jrujj(~h")x(x; t)j = c8jrujg(t)  C^w 12Z(u) 12 g(t)
 C^(1  ) 1w 12Z(u) 12Z 0(t)  ~Cw 12Z 0(t)2;
tomando ~C maior, se necessário.




Z 0(t)  Z(t)Z 00(t)  1
2
Z 0(t); 8x 2 
; 0 < t M:
Por outro lado, se t 2 [t0;M ], utilizamos a escolha de C1  maxf2; +CM+Mm0; 4M4(2+M5)=(2 
M2)g e obtemos Z(t)Z 00(t)  C1M4(M5=2+ 1)  14Z 0(t)2.
O lema está demonstrado.
Lema 2.19. Suponha (a^1), (f1)-(f3), (g^1)-(g^3) e (g4) satisfeitas. Então, dada uma bola Br(y)  
, se
u" é uma solução de (P ";a;R), existe uma constante ~Mr > 0, independente de ", tal que
 (x)jru"(x)j2  ~Mru"(x)g(u"(x)) 8x 2 Br(y); 0 < " < "1; (2.35)
onde  = 21;B e 1;B é a autofunção positiva associada ao operador   em Br(y), e ~Mr depende apenas
de r, N , ,  , ku"kL1(
).
Observação 2.20. Pelo Lema 2.6, as soluções de (P ";a;R) são limitadas a priori em L
1(
). Assim, a





Demonstração. No decorrer da demonstração iremos denotar u" apenas por u. A estratégia é demonstrar
a estimativa por contradição. Supomos então que (2.35) é falsa, i.e., existem y 2 
 e r > 0 tais que
sup
Br(y)
v > ~M; (2.36)
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onde ~M > 0 será escolhido posteriormente, independente de ", e v = w , onde w = jruj
2
Z(u) e  = 
2
1;B e
1;B é a autofunção positiva associada ao operador   em Br(y).
Como v é contínua em Br(y), ela atinge seu máximo em um ponto x0 2 Br(y). Logo, por (2.36)
v(x0) = sup
Br(y)
v > ~M: (2.37)
Além disso, x0 2 Br(y), pois v = 0 sobre @Br(y). Consequentemente,
rv(x0) = 0; (2.38)
v(x0)  0: (2.39)
Procedemos para avaliar v. Devemos mostrar que v(x0) > 0, se fixarmos ~M grande o suficiente
em (2.36). Assim, obtemos a contradição desejada. Temos
v =  w + w + 2rwr : (2.40)
As derivadas de w são (onde a convenção de somatório sobre índices repetidos é adotada)
@iw =












e utilizando a equação (2.41) e o fato de u = ~h"(x; u), obtemos
w =
2(@iju)










De agora em diante, todas as funções aparecendo nas expressões abaixo são calculadas no ponto x0.
A relação (2.38) implica em  rw + wr = 0 e, consequentemente,




Substituindo esta expressão na equação (2.40), temos
v =  w + w

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2 + 2 Z(u)w(~h")t(x; u)   Z(u)Z 00(u)w2    wZ 0(u)~h"(x; u)










Admitimos, sem perda de generalidade, que ru(x0) é paralelo ao primeiro eixo coordenado na direção
positiva. Observe que isto é possível, pois o operador  é invariante sob transformações ortogonais.
Então, de (2.38), obtemos
@1v(x0) =  @1w + w@1 = 0: (2.45)
Em vista de (2.41) e da equação acima, podemos escrever @11u = 12w















Z(u)2   2Z(u)Z 0(u) @1 
 @1u

+ 2 Z(u)(~h")t(x; u)w    Z(u)Z 00(u)w2
   w~h"(x; u)Z 0(u)  2 Z 0(u)@1u@1w + wZ(u)









A seguir, estimamos alguns dos termos aparecendo na expressão acima. Antes disso, porém, é impor-
tante observar que os termos jr j e
jr j
 1=2
são limitados sobre a bola Br(y). De (2.45), a definição de w e
o fato de Z;Z 0; w;   0, obtemos
2 Z 0(u)@1u@1w =  2Z 0(u)jrujw@1 






















































e, pelo Lema 2.18 - (iii), temos
2 @1u(~h")x(x; u)  2 jruj j(~h")xj  C2 w 12Z 0(u)2: (2.51)
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2 Z(u)(~h")t(x; u)   ~h"(x; u)Z 0(u) KZ(u)












Z 0(u)2 + w

2 Z(u)(~h")t(t; u)   ~h"(x; u)Z 0(u) KZ(u)




















v2   C(v + v3=2 + v1=2)

;
onde C > 0 é uma constante. Logo, se v(x0) > ~M , para ~M grande, independente de ", obtemos uma
contradição com (2.39). O lema está demonstrado.
Prosseguimos para demonstrar nosso principal resultado nesta seção
Demonstração da Proposição 2.15
Como K  







com Brj (xj)  
: Seja 1;j = 1(Brj (xj)) a autofunção positiva associada ao autovalor 1 do operador
  em Brj (xj), com condição de Dirichlet na fronteira. Pelo Lema 2.19, para cada j existe uma constante
positiva Mj , independente de ", tal que
 j(x)jru"(x)j2 Mju"(x)g(u"(x)); 8 x 2 Brj (xj); (2.55)
onde  j = 21;j . Sejam ej = infB rj
2
(xj)  j , e = inf1jm ej e M = max1jmMj . Então, por (2.54) e
(2.55), concluímos que
ejru"(x)j2   j(x)jru"(x)j2 Mu"(x)g(u"(x)); 8 x 2 K:
A proposição está demonstrada.
2.8 Demonstração do Teorema 2.1
Nesta seção utilizamos os resultados da Seção 2.7 para demonstrar que uma solução arbitrária u"
de (P ";a;R0) converge para uma solução de (P;a). Deste modo, concluímos que u
1 e u2, dadas pela
Proposição 2.14, são soluções distintas e não triviais de (P;a).
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Lema 2.21. Suponha (a^1), (f1)-(f3), (g^1)-(g^3) e (g4) satisfeitas e seja (u"n) a sequência de soluções do
Problema (P ";a;R0), onde "n ! 0, quando n ! 1. Então, passando a uma subsequência, se necessário,
temos que (u"n) é relativamente compacta em C(K; R), para todo compacto K  
:
Demonstração. No decorrer desta demonstração denotaremos u"n por u". Seja K  
 um subconjunto
compacto e considere o conjunto EK = fu" : K ! R; " > 0g. Nossa meta é mostrar que EK é equicon-
tínuo e, para cada x 2 K, EK(x) é um conjunto relativamente compacto. Então, o Lema 2.21 é uma
consequência direta do Teorema de Arzela-Ascoli.
Primeiramente, mostramos que EK é equicontínuo. Procedendo como na demonstração da Proposição










: Seja w 2 K. Logo, w 2 B rj0
4
(xj0), para algum j0. Agora, dado z 2 K, temos duas
possibilidades: se z 2 B rj0
2
(xj0), podemos aplicar a Desigualdade do Valor Médio para obter
ju"(w)  u"(z)j  jru"(tw + (1  t)z)jjw   zj;
com 0 < t < 1. Visto que B rj0
2
(xj0) é um conjunto convexo, temos tw + (1   t)z 2 B rj0
2
(xj0), para
qualquer valor de t 2 (0; 1) e, pela Proposição 2.15, obtemos
jru"(tw + (1  t)z)j  M^u"(tw + (1  t)z)g(u"(tw + (1  t)z)):
Pelos Lema 2.2 e 2.6, u"g1(u") é limitada e concluímos que ju"(w) u"(z)j M1jw  zj, para alguma
constante positiva M1. Agora, se z =2 B rj0
2
(xj0), temos que jw   zj  rj04 : Portanto,
ju"(w)  u"(z)j

















Tomando M3 = max fM1;M2g, temos ju"(w)   u"(z)j  M3jw   zj, para todos w; z 2 K e isto nos
mostra que EK é equicontínuo.
Invocando o Lema 2.6 mais uma vez, obtemos que EK(x) é um conjunto relativamente compacto,
para todo x 2 K. Então, pelo Teorema de Arzela-Ascoli e, passando a uma subsequência, se necessário,
concluímos que u" ! u uniformemente em K. O lema está demonstrado.
Corolário 2.22. Suponha (a^1), (f1)-(f3), (g^1)-(g^3) e (g4) satisfeitas. Seja ("n) uma sequência tal que
"n ! 0, quando n ! 1, e considere (u"n) a sequência de soluções do Problema (P ";a;R). Então, existe
u 2 Cloc(
) tal que limn!1 u"n = u em subconjuntos compactos de 
.
Demonstração. Seja (
k) uma sequência de subconjuntos abertos de 







. Argumentamos por indução. Seja u
1
n = u"n j
1
. Pelo Lema 2.21, (u"1n) é relativamente
compacta em C(
1). Logo, existem um conjunto infinito N1  N e uma função u1 2 C(
1) tais que
u1n ! u1; uniformemente em 
1; para n 2 N1:
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Para k = 2, escrevemos u2n = u1nj
2
, para n 2 N1. Consequentemente, existem um conjunto infinito
N2  N1 n f1g e uma função u2 2 C(
2) tais que
u2n ! u2; uniformemente em 
2; para n 2 N2:
Repetindo este processo sucessivamente, para cada k existem conjuntos infinitos N1  N, Nk 
Nk 1 n f1; 2;    ; k   1g e funções uk 2 C(
k) tais que
ukn ! uk; uniformemente em 
k; para n 2 Nk:
Observe que, com esta construção, obtemos uk+1j
k
= uk. Deste modo, definimos u(x) = uk(x),
para x 2 
k, e concluímos que a sequência diagonal (ukk) converge para u 2 Cloc(
). O corolário está
demonstrado.




+ = fx 2 
 : u(x) > 0g.
Demonstração. Seja K  
 um conjunto compacto e considere  2 C1c (
) tal que 0    1 e   1 em












Observe que, pelo Lema 2.6, existe u 2 H10 (
) tal que u" * u fracamente em H10 (
), u" ! u fortemente
em L, para 1   < 2N=(N   2), u" ! u, em quase todo ponto de 
 e juj  l, em quase todo ponto
de 







rur; quando "! 0:
























a(x)[Cu+ ] = c1 <1; quando "! 0:
(2.56)
Definimos 
 = fx 2 












a(x)[g"(u") + Cu" + ]:










a(x)[g"(u") + Cu" + ]  c1 <1: (2.57)
Temos lim"!0 g"(u") = g(u), em quase todo ponto de 
. Portanto, por (2.57),Z
K











a(x)[g"(u") + Cu" + ]  C6 <1:
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a(x)[g(u) + Cu+ ]




a(x)[g(u) + Cu+ ]
  c1 <1: (2.58)
Agora, observe que se u(x) = 0, então 
(x) = 0. Por outro lado, se u(x) > 0, então 
 ! 1,
quando  ! 0. Defina ~g(x) = [g(u(x)) + Cu+ ]
(x). Consequentemente, lim!0 ~g(x) = [g(u(x)) +
Cu + ]
+(x), em quase todo ponto de 
. Desta desigualdade e do fato de K ter sido escolhido
arbitrariamente, concluímos que g(u)
+ 2 L1loc(
). O lema está demonstrado.
Agora estamos prontos para demonstrar o principal resultado deste capítulo.
Teorema 2.1 Suponha (a^1), (f1)-(f3), (g^1)-(g^3) e (g4) satisfeitas. Então, existe ~ > 0 tal que para
  ~ o Problema (P;a) possui duas soluções ordenadas, não negativas e não triviais.
Considere u" solução de (P ";a;R0). Seja ' 2 C1c (
) e tome ~
 um conjunto aberto tal que supp(') 
~
  
. Pelo Corolário 2.22, existe u 2 Cloc(
) tal que u" ! u em subconjuntos compactos de 

quando " ! 0. Defina 
+ = fx 2 
;u(x) > 0g. Note que 




. Então u" ! u em ~
+.
Tome  2 C1(R) tal que 0    1, (s) = 0 para s  1=2, (s) = 1 para s  1 e sua derivada 0 é










( a(x)g"(u") + f(x; u"))'(u"
m
) := A";m: (2.59)
Observe que, como u" ! u em C(~
+), temos (u"m ) ! ( um ) uniformemente em ~
. Prosseguimos
para avaliar A";m. Analisamos dois casos. Primeiro, consideramos u > m4 . Pelo Corolário 2.22, podemos
encontrar "1 > 0 tal que u"  m8 para 0 < " < "1, e
( a(x)g"(u") + f(x; u"))'(u"
m
)(x)! ( a(x)g(u) + f(x; u))'( u
m
)(x)
quando "! 0, em quase todo ponto de ~
 \ fx 2 
; u(x) > m4 :g. Visto que u"  m8 , podemos utilizar o
Lema 2.6 e a continuidade de g e f para obter uma constante C2 > 0 tal que
j( a(x)g"(u") + f(x; u"))'(u"=m)j  C2j'j 2 L1(~
+):
Portanto, podemos aplicar o Teorema da Convergência Dominada de Lebesgue para concluir queZ
~
\fu>m4 g






( a(x)g(u) + f(x; u))'( u
m
); quando "! 0:
O segundo caso a analisar é quando u  m=4. Neste caso, existe "2 > 0 tal que u"  m2 , para 0 < " <




( a(x)g"(u") + f(x; u"))'(u"
m
) = 0,





( a(x)g(u) + f(x; u))'( u
m
) := Am; quando "! 0: (2.60)
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Agora avaliamos Am. Note que, se x 2 ~
 n 
+, temos
u(x)  m=2; 8m > 0 (2.61)
Por outro lado, se x 2 ~
+ temos limm!0 (u(x)m ) = 1. Consequentemente, pelo Lema 2.23 e o Teorema





( a(x)g(u) + f(x; u))'; quando m! 0: (2.62)




































). Como (u"m ) ! ( um ) quando
"! 0, dado  > 0 existe "4 > 0 tal que j(u"m )  ( um )j <  para 0 < " < "4. Além disso, pelo Lema 2.6,













i    Z


jru"jjr'j  C3; para 0 < " < "4;












! 0; quando "! 0: (2.64)




rvr'(( um ))  kk1k'kkvk e, claramente, T (v) é linear.
Portanto, T (v) é um funcional contínuo em H10 (















)) = T (u): (2.65)




rur'(( um )) := Hm. Agora, utilizando o mesmo





rur'; quando m! 0: (2.66)
A seguir, avaliamos J";m. Pela Proposição 2.15, podemos mostrar a existência de uma constante ~M






















Pelas propriedades de ',  e a continuidade de g, existe C4 > 0 tal que jM^g(u")'0(u"m )fm=2u"mgj 




0(u"=m)fm=2u"mg ! M^g(u)'0(u=m)fm=2umg; quando "! 0:








Finalmente avaliamos Jm. Observando que M^g(u)'0(u=m)fm=2umg ! 0 em quase todo ponto de
~
, quandom! 0, e que, pelo Lema 2.23, temosjM^g(u)'0(u=m)fm=2umgj  C5jg(u)fu>0gj 2 L1(~
),
aplicamos o Teorema da Convergência Dominada de Lebesgue mais uma vez para concluir que
Jm ! 0; quando m! 0: (2.67)






   a(x)g(u) + f(x; u)'; 8' 2 C1c (
):
O teorema está demonstrado.
Capítulo
3
Resultados de não existência
Neste capítulo estudamos a não existência de soluções positivas e de soluções não negativas e não
triviais para o Problema (P). Dividimos a apresentação dos resultados de acordo com os valores do
parâmetro  e de acordo com o tipo de singularidade envolvida. No decorrer deste capítulo denotaremos
por '1 a autofunção positiva associada ao primeiro autovalor 1 do operador   em 
 com condição de
Dirichlet na fronteira.
3.1 Não existência para pequenos valores do parâmetro 
Dividimos a apresentação desta seção em duas partes. A primeira trata da não existência de solução
para (P), quando  é suficientemente pequeno. A segunda analisa a não existência de soluções não
negativas e não triviais para (P;a), quando o potencial a(x) pode se anular em conjuntos de medida
nula.
3.1.1 Solução positiva
Consideramos o problema( u = ( g(x; u) + f(x; u))fu>0g; em 

u = 0; sobre @
;
(P)
e supomos que f 2 C(
 [0; 1)) e g 2 C(





= 0, uniformemente em 
;




g(x; t)  h(x)  0 e h(x) 6 0 em 
.
Os resultados obtidos nesta seção foram inspirados pelo trabalho de [22].
Teorema 3.1. Suponha (f2), (g1) e (g3) satisfeitas. Então, existe  > 0 tal que o Problema (P) não
possui solução positiva em H10 (
), para 0 <  < .
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Demonstração. Argumentamos por contradição. Suponha que exista uma sequência (n)  (0;1) tal
que n ! 0, quando n ! 1, e tal que (Pn) possui uma solução positiva un 2 H10 (
) para cada n.
Afirmamos que
kunk ! 0; quando n!1: (3.1)
De fato, como (g1) e (f2) estão satisfeitas, podemos aplicar a Proposição 1.6 e, em seguida, o Teorema
da Imersão de Sobolev e a Desigualdade de Poincaré para concluir que
















 (n + C)
1
kunk2 + nc1kunk
para uma constante positiva c1. A desigualdade acima implica em (1   C1   n1 )kunk  nc2, de onde
concluímos que a afirmação é verdadeira.
A seguir, consideramos '1 a autofunção positiva associada ao primeiro autovalor 1 do operador
  em 
 com condição de Dirichlet na fronteira. Visto que un é solução de (Pn) e (f2) é satisfeita,
aplicamos a desigualdade de Poincaré e o Teorema da Imersão de Sobolev mais uma vez para obter






























'1  n + C
1
kunkk'1kL2 + nc3k'1k







[g(x; un) + Cun]'1 = 0: (3.2)
Por outro lado, por (g3) e o fato de '1 ser positiva em 








h(x)'1  c4 > 0: (3.3)
Pelo Lema de Fatou e as equações (3.2) e (3.3), obtemos uma contradição. O teorema está demonstrado.
A seguir apresentamos um resultado que relaciona o Teorema 1.1 e o Teorema 3.1.
Proposição 3.2. Suponha satisfeitas as hipóteses (g1), (g2), (g3), (f1) e (f2). Então, existem 0 <  
0 tais que
(i) Se  < , então (P) não possui solução positiva em H10 (
);
(ii) Se  > 0, então (P) possui solução positiva em H10 (
).
Além disso, se f(x; t)  0 em 
 [0;1) temos  = 0.
Demonstração. Por (g1), (g3) e (f2), podemos aplicar o Teorema 3.1 e concluir que existe  > 0 tal que
(P) não possui solução positiva em H10 (
)\C(
). Por outro lado, por (g1), (g2) e (f2), podemos aplicar
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o Teorema 1.5 e obter 0 > 0 tal que (P) possui solução positiva em H10 (
) \ C(
). Destes fatos segue
claramente que   0. Quando f(x; t)  0 em 
[0;1), aplicamos a Observação 1.13 e concluímos que,




3.1.2 Solução não negativa e não trivial
Recordemos o problema a ser estudado( u = ( a(x)g(u) + f(x; u))fu>0g em 

u = 0 sobre @

(P;a)
Nesta seção, mostraremos que não existe solução não negativa e não trivial do Problema (P;a) quando
o parâmetro  > 0 é pequeno o suficiente. Sejam a 2 L1(
), f 2 C(
 [0;1)), g 2 C((0; 1)) funções





= 0, uniformemente em 
;




<1, uniformemente em 
;





> 0, para algum 0 < r  p, onde p foi dado em (f3);




), onde  = 1 pp r N2 , se r < p, e  =1, se r = p.
Observe que a condição (a3) permite que a(x) se anule em conjuntos de medida nula.
Teorema 3.3. Suponha (a1), (a3), (f2), (f^3), (g1) e (g3) satisfeitas. Então, existe  > 0 tal que o
Problema (P;a) não possui solução não negativa e não trivial em H10 (
) para 0 <  < .
Demonstração. Apresentamos a demonstração para o caso em que r < p. Quando r = p, a demonstração
é similar a esta. Argumentamos por contradição. Suponha que existam uma sequência (n) tal que
n ! 0 e seja un 2 H10 (
) uma solução não negativa e não trivial de (Pn;a). Um argumento análogo ao
utilizado na demonstração do Teorema 3.1 implica em kunk ! 0 quando n!1. Logo, kunk é limitada.












Note que, por (f^3), existem m1; t1 > 0 tal que
f(x; t) < (m1 + "1)t
p = m1t
p; para 0 < t < t1: (3.5)
Observe que, por (g3), dado m2 > 0 existe t2 > 0 tal que
g(t) > m2t
r; para 0 < t < t2: (3.6)
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Seja t = min ft1; t2g. Por (f2) e a continuidade de f , concluímos que existe m3 > 0 tal que
f(x; t)  m3t; para t  t: (3.7)
Utilizando (a3), (3.5) - (3.7), o Teorema da Imersão de Sobolev e as Desigualdade de Poincaré e de




































































































a(x)[g(un) + Cun]un  0
Por (g1) e o fato de n ! 0, a equação acima implica que existe n0 2 N tal que kunk = 0, para todo
n > n0. Esta contradição conclui a demonstração do Teorema 3.3.
Observação 3.4. Sob as hipóteses do Teorema 2.1, podemos aplicar o Teorema 3.3 e concluir que existem
0 <   ~ tais que (P) não possui solução não negativa e não trivial para 0 <  <  e (P) possui duas
soluções não negativas e não triviais para  > ~.
3.2 Não existência em função do termo singular
Os resultados apresentados nesta seção foram motivados pelo trabalho de Ghergu e Radulescu [22] e
se diferenciam dos demais resultados apresentados neste trabalho pelas condições a serem satisfeitas pelo
termo singular. Considere o problema
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( u = ( g(x; u) + f(x; u))fu>0g; em 

u = 0; sobre @
:
(P)
Nesta seção verificamos três resultados sobre a não existência de soluções para o Problema (P), para
qualquer valor de . Supomos que f 2 C(
  [0; 1)), g 2 C(






= 0, uniformemente em 
;
(g1) g(x; t)  0 e existem t0 > 0, a 2 C(
) e g^ 2 C((0; 1)) tais que
(i) g(x; t)  a(x)g^(t)  0 para 0 < t  t0 e x 2 
;
(ii) a(x)  0 em 
;




Poderíamos, por exemplo, considerar g^(t) = Ct 1. A seguir, enunciamos nosso resultado principal.
Teorema 3.5. Suponha (f2) e (g1) satisfeitas. Se a(x) 6 0 sobre @
, então o Problema (P) não possui
solução positiva em H10 (
) \ C(
), para qualquer valor de  > 0.
A demonstração do Teorema 3.5 será feita por contradição e envolverá vários resultados preliminares.
Um resultado similar foi apresentado por Ghergu e Radulescu [22] (veja o Teorema 1.1) supondo f; g
monótonas, positivas e Hölder contínuas,
R 1
0
g(t)dt = +1 e minx2
 a(x) > 0.
Ressaltamos que, no nosso resultado, basta que g seja limitada inferiormente por uma função singular
e não crescente próximo da origem. Além disso, basta que a(x) seja não negativa e não se anule na
fronteira de 
.
Antes de demonstrarmos o teorema, necessitamos de alguns resultados auxiliares. A seguir, considera-
mos f+(x; t) = maxff(x; t); 0g e o seguinte problema( u = f+(x; u); em 
;
u = 0; sobre @
:
(P;f+)
É importante destacar que, de agora em diante, utilizaremos a definição de subsolução no sentido
fraco (veja [20]).
Lema 3.6. Suponha (g1) e (f2) satisfeitas. Então, dada u 2 H10 (
) \ C(
) uma solução positiva de
(P), existe U 2 C1(
), solução de (P;f+), tal que U  u > 0 em 
.
Demonstração. Afirmamos que u é uma subsolução de (P;f+). De fato, uma vez que g(x; t)  0 e (f2)






[ g(x; u) + f(x; u)]v; 8 v 2 H10 (
):
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Como 0  v 2 H10 (
) foi arbitrário, concluímos que a afirmação é verdadeira. Desejamos agora
encontrar uma solução de (P;f+) que seja maior ou igual a u. A fim de fazermos isto, definimos
f^(x; t) =
(
f+(x; u(x)); se 0 < t  u(x);
f+(x; t); se t > u(x):
e estudamos o problema ( u = f^(x; u); em 
;
u = 0; sobre @
;
(P^;f )
Associado ao problema acima, temos o funcional I^ : H10 (





Devido às propriedades satisfeitas por f^ , concluímos que I^ está bem definido e I^ 2 C1(H10 (
);R). Tam-
bém obtemos que I^ é coercivo, limitado inferiormente e satisfaz a condição de (PS). Consequentemente,
(veja [37] e o Lema 1.10), obtemos uma solução U do Problema (P^;f ) que satisfaz U  u > 0 em 
.
Em particular, U é uma solução de (P;f+). Aplicando a teoria de regularidade para problemas elípticos
semilineares (veja o Teorema B.2 e o Lema B.3 de [39]) e o Teorema da Imersão de Sobolev, obtemos
U 2 C1(
). O lema está demonstrado.
A seguir, consideramos subdomínios abertos e suaves 
i  





Dado i 2 N, nosso próximo passo é estudar a existência de soluções do problema( u =  i(x)g(x; u) + f+(x; u); em 
;
u = 0; sobre @
;
(P+;i)
com i 2 Cc(
) uma função tal que 0  i  1, i  1 em 
i e supp(i)  
i+1. Desejamos comprovar
a existência de uma solução ui de (P+;i) para cada i e, então, demonstrar que a sequência (ui) converge
fracamente para uma função de H10 (
).
Lema 3.7. Suponha (g1) e (f2) satisfeitas. Então, dada u 2 H10 (
) \ C(
) uma solução positiva de
(P), existe ui 2 H10 (
) \ C1(
) solução de (P+;i) tal que 0 < u  ui  U em 
, com U dada pelo
Lema 3.6.
Demonstração. É fácil ver que u e U são uma subsolução e uma supersolução de (P+;i), respectivamente.
Por simplicidade, escrevemos hi(x; t) =  i(x)g(x; t)+f+(x; t). Salientamos que, como supp(i)  
i+1,
temos hi(x; t) = f+(x; t) quando x 2 
 n 
i+1. A seguir, definimos a função
~hi(x; t) =
8>><>>:
hi(x; u); se 0 < t < u;
hi(x; t); se u  t  U;
hi(x;U); se t > U;
(3.8)
e consideramos o problema ( u = ~hi(x; u); em 
;
u = 0; sobre @
:
( ~Pi)
Afirmamos que ~hi(x; t) 2 L1(
). Efetivamente, como 0  i  1, podemos utilizar o fato de que
0 < c1  u  U  c2 em 
i+1, para certas constantes c1 e c2, e a continuidade de g e f+ para deduzir
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que existe M2 > 0 tal que
j~hi(x; t)j M2; para todo x 2 
i+1 e t 2 R:
Por outro lado, se x 2 
 n 
i+1 recorremos ao fato de que u; U 2 C(
), supp(i)  
i+1 e ao fato
de f+ ser contínua para obtermos
j~hi(x; t)j M3; para todo x 2 
 n 
i+1 e t 2 R:
A afirmação está demonstrada. Este fato, a teoria de regularidade para problemas elípticos não line-
ares (veja [39]) e a imersão de Sobolev implicam na existência de uma solução ui 2 C1(
) \H10 (
) para
o Problema ( ~Pi) tal que u  ui  U, para todo i 2 N. Em particular, ui é uma solução de (P+;i). O
lema está demonstrado.
Nosso objetivo agora é verificar que a sequência (ui) converge fracamente para uma função de H10 (
).
A partir daí, e utilizando a hipótese (g1), chegamos a uma contradição, o que demonstra o Teorema 3.5.
Antes de apresentarmos a demonstração do Teorema 3.5, precisamos de um resultado técnico auxiliar
que nos permite trabalhar com soluções fracas do problema (P). Considere o problema a seguir:8>><>>:
 u = h(x); em 
;
u > 0; em 
;
u = 0; sobre @
:
(3.9)
Lema 3.8. Seja u 2 H10 (
) uma solução de (3.9) com h 2 Lp(







Demonstração. Como h 2 Lp(
); existe uma sequência de funções (hn)  C1c (
) tal que hn ! h em
Lp(
). Considere os seguintes problemas( un = hn(x); em 
;
u = 0; sobre @
:
(3.10)
Utilizando resultados de regularidade (veja o Teorema 6.14 de [23]), obtemos un 2 C2;(
) para cada
n. Além disso, se considerarmos o problema( (un   u) = hn(x)  h(x); em 
;
un   u = 0; sobre @
;
(3.11)
pela teoria Lp para problemas elípticos (veja o Teorema 9.15 e o Lema 9.17 em [23]) para concluir que
existe uma constante M1 = M1(
; p) tal que
kun   ukW 2;p(
) M1khn   hkLp(
):
Portanto, como hn ! h em Lp(
), temos que un ! u em W 2;p(
), para p > N . Além disso,
pelo Teorema da Imersão de Sobolev, quando p > N temos W 2;p(
) ,! C1;(
) e, passando a uma
subsequência, se necessário, obtemos @un@ ! @u@  0 uniformemente sobre @
. A seguir, utilizando (3.10)
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Visto que hn ! h em Lp(








h. Finalmente, utilizando o


























@ d  0. O lema está demonstrado.
Demonstração do Teorema 3.5
Argumentamos por contradição. Suponha que existe u 2 H10 (
)\C(
) solução positiva de (P) tal
que a(x) 6 0 sobre @
. Pelo Lema 3.7, para cada i 2 N, existe ui 2 H10 (
) \ C1(
) solução positiva de
(P+;i). Por este fato e por i(x)g(x; t)  0, para todo (x; t) 2 














Como 0 < ui  U 2 C1(
) em quase todo ponto de 
 e f+ é contínua, podemos afirmar que a
sequência (ui) é uniformemente limitada em H10 (
). Consequentemente, passando a uma subsequência,
se necessário, concluímos que existe v 2 H10 (
) tal que ui * v fracamente em H10 (
) e ui ! v, em quase
todo ponto de 
, quando i ! 1. Deste último fato e do fato de u  ui  U, obtemos u  v  U,
em quase todo ponto de 
. Fixamos j 2 N tal que j  i. Visto que ui é uma solução de (P+;i) e que
0 < u  ui  U em 
i, concluímos que hi 2 L1(
). Logo, pelo Lema 3.8 e pelo fato de g(x; t)  0 em













Esta desigualdade, o fato de g(x; ui) ser uniformemente limitada em 
 e o Teorema da Convergência




g(x; v)  M4, para todo j 2 N: Aplicando o Lema de Fatou,




Destacamos que, como U 2 C1(
) e U = 0 sobre @
, existe 0 > 0 tal que u  v  U  t0 no
conjunto 
0 = fx 2 
; d(x; @
)  0g, onde t0 foi dado por (g1). Em vista disso e da hipótese (g1)  (i)











g(x; v) M4: (3.12)
A seguir, considere um ponto x0 2 @
 tal que a(x0) > 0. Então, existem um conjunto aberto
W  RN , um conjunto aberto V contendo x0 e uma constante positiva c6 tais que a(x)  c6 > 0
em V , e um difeomorfismo suave  : W 7! V tal que (0) = x0, (fyN = 0g \ W ) = V \ @
 e
 1(V \ 
) = W \HN := W+, onde HN = fy 2 RN ; yN  0g.
Ressaltamos que podemos supor que W+ é um cilindro da forma D  [0; d]  RN 1  [0; 1), onde
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D  RN 1 é um disco e d > 0. Também podemos supor que V \ 
 = V \ 







onde jJ(y)j denota o determinate da matriz Jacobiana de . O fato de  ser suave, nos permite encontrar
uma constante c7 > 0 tal que jJ(y)j  c7 para todo y 2 W+1 , onde W+1  W+ é um cilindro da forma
D1  [0; d1], com 0 < d1 < d. Utilizando esta desigualdade e o fato de a(x)  c6 em V , obtemos uma
















onde escrevemos y = (y0; yN ), com y0 2 RN 1 e yN 2 R. Pelo Teorema Fundamental do Cálculo, pelo
fato de U 2 C1(
) e pelo fato de U = 0 sobre @
, obtemos






onde E(y) = U((y)). Tomando o valor absoluto na relação acima, podemos encontrar uma constante
c9 > 0 tal que jU((y))j  c9jyN j. Utilizando esta desigualdade e escolhendo d2 < d1 tal que d2  t0c9 ,
podemos utilizar (g1)  (iii) para concluir queZ d1
0
g^(U((y
0; yN )))dyN 
Z d2
0
g^(c9yN ))dyN =1; para todo y0 2 D1; (3.13)
o que contradiz (3.12). O teorema está demonstrado.
Como consequência do Teorema 3.5 apresentamos um resultado sobre a não existência de soluções
u 2 H10 (
) \ C(
) não negativas e não triviais de (P). A partir de agora, vamos utilizar a notação
A+ = fx 2 
; a(x) > 0g.
Teorema 3.9. Suponha (f2) e (g1) satisfeitas. Então, para qualquer valor de  > 0, o Problema (P)
não possui solução não negativa e não trivial u 2 H10 (
) \ C(
) tal que @fx 2 
; u(x) > 0g seja suave
e intercepte o conjunto A+.
Demonstração. Suponha, por contradição, que existe u 2 H10 (
) \ C(
) solução não negativa e não
trivial de (P), para algum  > 0, tal que @fx 2 
; u(x) > 0g seja suave e intercepte o conjunto A+.
Por simplicidade escreveremos 
+u = fx 2 
; u(x) > 0g. Então u 2 H10 (
+u ). Certamente, como 
+u  

é mensurável, u 2 H10 (
), u = 0 em quase todo ponto de 
 n 
+u e @
+ é suave, obtemos u 2 H10 (
+u )
(veja [1]).
Afirmamos que u é solução do seguinte problema( u =  g(x; u) + f(x; u) em 
+u ;
u = 0 sobre @
+u :
(3.14)
Assumindo que a afirmação é verdadeira por um momento, concluímos que (3.14) possui uma solução




u ) satisfazendo u > 0 em @
+u . Porém, um argumento similar ao da demonstração do




u ) tal que @
+u seja suave
e intercepte o conjunto A+, o que é uma contradição.
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[ g(x; u) + f(x; u)]w; 8 w 2 C1c (
+u ):
Porém, como C1c (
+u )  C1c (
) e u é solução de (P), a afirmação segue imediatamente.
A seguir, apresentamos um resultado mais geral do que o do Teorema 3.9.
Teorema 3.10. Suponha (f2) e (g1) satisfeitas. Então, para qualquer valor de  > 0, o Problema (P)
não possui solução não negativa e não trivial u 2 H10 (
) \ C(
) tal que @(
 \ fx 2 
;u(x) > 0g) tenha
uma parte suave  u e  u \A+ 6= ;.
Demonstração. Argumentaremos como na demonstração do Teorema 3.5.
De início, consideramos f+(x; t) = maxff(x; t); 0g e o seguinte problema( u = f+(x; u); em 
+;
u = 0; sobre @
+:
(P+;f )
Lema 3.11. Suponha (g1) e (f2) satisfeitas. Então, dada u 2 H10 (
)\C(
) uma solução não negativa
e não trivial de (P), existe U 2 C1(
+ [  u), solução de (P+;f ), tal que U  u > 0 em 
.
Demonstração. Afirmamos que u é uma subsolução de (P+;f ). De fato, uma vez que g(x; t)  0 e (f2)











[ g(x; u) + f(x; u)]v; 8 v 2 H10 (
):












Como 0  v 2 H10 (
) foi arbitrário, concluímos que a afirmação é verdadeira. Desejamos agora
encontrar uma solução de (P+;f ) que seja maior ou igual a u. A fim de fazermos isto, definimos
f^(x; t) =
(
f+(x; u(x)); se 0 < t  u(x);
f+(x; t); se t > u(x);
e estudamos o problema ( u = f^(x; u); em 
+;
u = 0; sobre @
+:
(P^+;f )
Associado ao problema acima, temos o funcional I^ : H10 (





F^ (x; u). Devido às propriedades satisfeitas por f^ , concluímos que I^ está bem definido e I^ 2
C1(H10 (

+);R). Também obtemos que I^ é coercivo, limitado inferiormente e satisfaz a condição de (PS).
Consequentemente, aplicando um resultado padrão (veja [37]), obtemos uma solução U do Problema
(P^+;f ) que satisfaz U  u > 0 em 
+. Aplicando um resultado de regularidade (veja o Corolário 8.36
de [23]) e o Teorema da Imersão de Sobolev, obtemos U 2 C1;(
+ [  u). Em particular, U é uma
solução de (P+;f ). O lema está demonstrado.
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A seguir, consideramos subdomínios abertos e suaves 
i  





Seja i 2 Cc(
) uma função tal que 0  i  1, i  1 em 
i e supp(i)  
i+1.
Nosso próximo passo é estudar a existência de soluções do problema( u =  i(x)g(x; u) + f+(x; u); em 
+;
u = 0; sobre @
+:
(P+;i)
A seguir, desejamos comprovar a existência de uma solução ui de (P+;i) para cada i e, então, demons-
trar que a sequência (ui) converge fracamente para uma função de H10 (
+).
Lema 3.12. Suponha (g1) e (f2) satisfeitas. Então, dada u 2 H10 (
)\C(
) uma solução não negativa
de (P), existe ui 2 H10 (
+)\C1(
+) solução de (P+;i) tal que 0 < u  ui  U em 
+, com U dada
pelo Lema 3.11.
Demonstração. É fácil ver que u e U são uma subsolução e uma supersolução de (P+;i), respectivamente.
Por simplicidade, escrevemos hi(x; t) =  i(x)g(x; t)+f+(x; t). Salientamos que, como supp(i)  
i+1,
temos hi(x; t) = f+(x; t) quando x 2 
+ n 
i+1.
A seguir, definimos a função
~hi(x; t) =
8>><>>:
hi(x; u); se 0 < t < u;
hi(x; t); se u  t  U;
hi(x;U); se t > U;
(3.15)
e consideramos o problema ( u = ~hi(x; u); em 
+;
u = 0; sobre @
+:
( ~P+i )
Afirmamos que ~hi(x; t) 2 L1(
+). De fato, como 0  i  1, temos jhi(x; t)j  jg(x; t)j+ jf(x; t)j,
para todo par (x; t) 2 
+  (0; 1). Sendo assim, quando 0 < t < u podemos utilizar o fato de que
0 < c1  u  c2 em 
+, para certas constantes c1; c2, e a continuidade de g e f+ para deduzir que
j~hi(x; t)j = jhi(x; u)j  jg(x; u)j+ jf+(x; u)j M2;
onde M2 é uma constante positiva. Quando t  U, aplicamos o argumento utilizado acima. Finalmente,
quando u  t  U recorremos ao fato de u; U 2 C(
+) e de g e f+ serem contínuas para obtermos
j~hi(x; t)j = jhi(x; t)j  jg(x; t)j+ jf+(x; t)j M3;
para uma constante positiva M3. A afirmação está demonstrada.
Pela afirmação acima, a Imersão de Sobolev e o Teorema 9.15 de [23], deduzimos que o Problema
( ~P+i ) possui uma solução ui 2 C1(
+) \H10 (
+) tal que u  ui  U, para todo i 2 N. Em particular,
ui é uma solução de (P+;i). O lema está demonstrado.
Demonstração do Teorema 3.10
Argumentamos por contradição. Suponha que existe u 2 H10 (
) \ C(
) solução não negativa de
(P). Pelo Lema 3.12, para cada i 2 N, existe ui 2 H10 (
+)\C1(
+) solução positiva de (P+;i). Por este
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fato e por i(x)g(x; t)  0 para todo (x; t) 2 














Tomando " = 1 em (1.14) e utilizando o fato de 0 < ui  U 2 L2(
+) em quase todo ponto de 
+,








jUj2 + c3jUj M4 <
1. Consequentemente, a sequência (ui) é uniformemente limitada em H10 (
+).
Passando a uma subsequência se necessário, concluímos que existe v 2 H10 (
+) tal que ui * v
fracamente em H10 (
+) e ui ! v em quase todo ponto de 
+, quando i!1. Como resultado, obtemos
u  v  U em quase todo ponto de 
+. Fixamos j 2 N tal que j  i. Visto que ui é uma solução de
( ~Pi), hi 2 L1(











f+(x; ui)  M4:




g(x; v)  M5, para todo j 2 N: Aplicando o




Destacamos que, como U 2 C1;(
+[ u) e U = 0 sobre  u, existe 0 > 0 tal que u  v  U  t0
no conjunto  u;0 = fx 2 
; d(x; u)  0g, onde t0 foi dado por (g1). Em vista disso, do fato de g^ ser












a(x)g^(U) =1. Decerto, considere um ponto x0 2  u tal que a(x0) 6= 0. Então,
existem um conjunto aberto W  RN , um conjunto aberto V contendo x0 e uma constante positiva c6
tais que a(x)  c6 > 0 em V , e um difeomorfismo  : W 7! V tal que  1(V \ 
+) = W \ HN , onde
HN = fy 2 RN ; yN  0g.
De agora em diante escreveremos W+0 = 
 1(V \  u;0)  W \HN e ressaltamos que W+0 pode ser
escolhido como um cilindro. A função  também satisfaz  1(x0) = 0 e (fyN = 0g \W ) = V \ @
.






onde jJ(y)j denota o determinate da matriz Jacobiana de . Sem perda de generalidade, podemos supor
que existe uma constante c7 > 0 tal que jJ(y)j  c7 para todo y 2 W+0=2. Utilizando esta desigualdade














onde D  RN 1 é um disco e 0 < d. Pelo Teorema Fundamental do Cálculo, pelo fato de U 2
C1;(
+ [  u) e pelo fato de U = 0 sobre  u, obtemos
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onde E(y) = U((y)). Tomando o valor absoluto na relação acima, podemos encontrar uma constante
c9 > 0 tal que jU((y))j  c9jyN j.
Finalmente, escolhendo d1 < d tal que d1  t0c9 e utilizando a desigualdade acima, (g1) e a equação





g^(c9yN ))dyN =1 (3.17)




Neste capítulo estudamos a existência de soluções para o Problema (P;a) quando o termo singular
não está presente em todos os pontos do domínio. Mais especificamente, supondo que o conjunto fx 2

; a(x) = 0g tem interior não vazio e utilizando um argumento de minimização, obtemos uma solução
não negativa e não trivial para (P;a). Também estudamos a concentração das soluções de (P;a) em
função do potencial a(x).
4.1 Existência de uma solução não negativa e não trivial para todo
 > 0
Relembramos o problema( u = ( a(x)g(u) + f(x; u))fu>0g em 
;
u = 0 sobre @
:
(P;a)
Nesta seção, mostramos que o Problema (P;a) possui uma solução não negativa e não trivial para
todo  > 0. Supomos que a 2 C1;(
), para algum 0 <  < 1, f(x; s) 2 C(
[0; 1))\C1;(
(0; 1)),
para algum 0 <  < 1, e g 2 C2((0; 1)) são funções satisfazendo:
(a0) int(A
0) 6= ;, onde A0 = fx 2 
; a(x) = 0g;












= 0, uniformemente em 
;
(f3) existem m1; t1 > 0 e 0 < p < 1 tais que jf(x; t)j+ jfx(x; t)j+ tjft(x; t)j  m1tp; 8 x 2 
; 0 < t < t1;
(g^1) existem C  1kak1 e   0 tais que g(t)   Ct  , para todo t > 0;
(g^2) existem t0 > 0,   0 e 0 <  < 1 tais que g(t) + tg0(t) >  , para todo 0 < t < t0;





=1, onde p foi dado em (f3);
(g4) 2g
0(t) + tg00(t)  0 e g0(t)  0, para todo 0 < t < t0, onde t0 foi dado em (g^2).
A maioria dos resultados apresentados nesta seção são baseados nos resultados obtidos no Capítulo
2. Nossa meta é demonstrar o seguinte teorema
Teorema 4.1. Suponha (a0), (a1), (f^1), (f2), (f3), (g^1)-(g^3) e (g4) satisfeitas. Então, para qualquer
valor do parâmetro  > 0, existe u 2 H10 (
) uma solução não negativa e não trivial de (P;a).
Visto que g não possui crescimento subcrítico no infinito, definimos, para R > 0 arbitrário, a função
gR(t) :=
(
g(t) ; para 0 < t  R;
g(R) ; para t > R:
(4.1)




0 ; para t < 0;
t
(t+ ")
gR(t+ ") ; para t  0;
(4.2)
que não possui singularidade na origem. Considere o seguinte problema( u+ a(x)gR;"(u) = f(x; u) em 
;




 é um domínio suave e limitado em RN . Associado ao problema acima, temos o funcional IR; " :
H10 (



















gR;"(t)dt e F (x; u) =
R u
0
f(x; t)dt. Pela definição (4.2) e a condição (f2), deduzimos
que o funcional está bem definido e IR;" 2 C1(H10 (
); R). A seguir, relembramos um resultado que foi
apresentado na Seção 2.3.
Lema 2.2. Suponha (g^2) satisfeita. Então, dados R > 0 e t^ > 0, existem "0 > 0 e uma constante
C(t^) > 0, independente de R e ", tais que
g(t) < C(t^)t  ; 8 0 < t < t^; (i)
jgR;"(t)j  C(t^)t  + cR; 8 t > 0; 0 < " < "0: (ii)
onde cR > 0 é uma constante dependendo apenas de R.
Ressaltamos que, mesmo quando a função a(x) é somente não negativa, o resultado do Lema 2.6 (veja
o Capítulo 2) é verdadeiro. Esse é o conteúdo do próximo lema.
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Lema 4.2. Suponha (a1), (f2) e (g^1) satisfeitas. Então, toda solução u" de (P ";a;R) é não negativa e
existe M = M() > 0, independente de " e de R, tal que
ku"kH10 (
) M ; (4.3)
ku"kL1(
) M: (4.4)
para 0 < " < "0, onde "0 foi dado pelo Lema 2.2.
Demonstração. A demonstração deste lema é similar à do Lema 2.6 e por esta razão será omitida.
De agora em diante, fixamos R0 > maxfM + 1; k'1k1g.
Lema 4.3. Suponha (a1), (f2) e (g^1) satisfeitas. Então, o funcional IR0;" é coercivo, limitado inferior-
mente e existem constantes positivas c e S tais que
IR0;"(u)  c > 0; 8u 2 @B^(0); com ^  S:
Demonstração. Por (g^1) e (4.2), temos que gR0;"(t)   Ct  , para todo t 2 R. Além disso, por (f2) e




















Utilizando a desigualdade de Poincaré e o Teorema da Imersão de Sobolev na relação acima, obtemos








)kuk2   (kak1+ c)C1kuk:
Então, para cada  > 0, se escolhermos  < 1 Ckak1 , concluímos que existe C > 0 tal que
IR0;"  Ckuk2   C2kuk: (4.5)
Portanto, para todos  > 0 e 0 < " < "0, o funcional IR0;" é coercivo. Da desigualdade acima, também
concluímos que, dado S > 0, existe c > 0, tal que
IR0;"(u)  c; 8u 2 H10 (
) com kuk  S:
Para verificar a limitação inferior do funcional, utilizamos a desigualdade acima e a equação (4.5). O
lema está demonstrado.
Agora estamos prontos para estabelecer o resultado principal desta seção.
Demonstração do Teorema 4.1
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onde S foi dado pelo Lema 4.3. Observe que mS  IR0;"(0) = 0. Uma vez que, pela condição (a0), temos
int(A0) 6= ;, podemos escolher x0 2 A0 e r > 0 tais que Dr(x0)  A0. Seja ' 2 C1c (Dr(x0)) uma função

















Por (f^1), dado L > 0 existe  > 0 tal que
f(x; t) > Lt; para 0 < t < : (4.6)
Note que existe t1 > 0 pequeno o suficiente tal que kt'k1 < , para 0 < t < t1. Logo, por (4.6) e a


















; para 0 < t < t1:
Escolhendo L suficientemente grande em (4.6) obtemos IR0;"(t') < 0 para 0 < t < t1. Além disso,
sem perda de generalidade, podemos supor que existe t2 < t1 tal que kt2'k < S. Assim,
mS  IR0;"(t2') = d < 0:
Observe que, como IR0;" é coercivo e o termo não linear possui crescimento subcrítico, o funcional
satisfaz a condição de (PS). Um resultado padrão (veja [37]) nos mostra que IR0;" possui um mínimo
global u;". Logo, IR0;"(u;") = mS  d < 0.
A seguir, consideramos uma sequência ("n) tal que "n ! 0. Denotamos por u;n a solução do Problema
(P ";a;R) associada a "n. Como as soluções do Problema (P
"




existe u 2 H10 (
) tal que, a menos de subsequência, as convergências abaixo são verdadeiras8>>>><>>>>:
u;n * u fracamente em H10 (
);
u;n ! u fortemente em Lr(
); 1  r < 2;
u;n ! u q.t.p. em 
;
ju;nj  hr 2 Lr(
); 1  r < 2:
(4.7)































f(x; u;n)u;n   F (x; u;n)

 d < 0:






























F (x; u): (4.11)

















f(x; u)u   F (x; u)]  d < 0; (4.12)
o que implica em u não trivial.
A seguir, observamos que os resultados obtidos na Seção 2.7 também valem, supondo (a1) ao invés
de (a^1). Assim, de maneira similar ao que foi feito na Seção 2.8, concluímos que u é uma solução não
negativa e não trivial de (P;a).
É importante observar que, pelo Teorema 3.1, concluímos que existe  > 0 tal que, se 0 <  < , a
solução dada pelo Teorema 4.1 não pode ser positiva.
Resta demonstrar a afirmação. Iniciamos por (4.8). Pelo Lema 2.2, o Lema 4.2 e a equação (4.7),
verificamos que existem constantes positivas C(M) e cR0 tais que
ja(x)gR0;"n(u;n)u;nj  kak1(C(M)u1 ;n + cR0u;n)
 kak1[C(M)(1 + h1) + cR0h1] 2 L1(
):
Além disso, também temos a(x)gR0;"n(u;n)u;n ! a(x)gR0(u)u em quase todo ponto de 
, quando
n ! 1. De fato, considere x 2 
 tal que u;n(x) ! u(x), quando n ! 1. Analisamos dois casos.
Primeiro, se u(x) = 0, a desigualdade acima implica em
ja(x)gR0;"n(u;n(x))(u;n(x))j  kak1(C(M)ju;n(x)j1  + cR0 ju;n(x)j)! 0 = a(x)g(u(x))(u(x));
em quase todo ponto de 





gR0(u;n(x) + "n)u;n(x)! a(x)gR0(u(x))(u(x));
onde utilizamos o fato de u;n(x) + "n ! u(x), quando n!1, e o fato de g ser contínua em u(x).
Portanto, a relação (4.8) é uma consequência direta destes fatos e do Teorema da Convergência
Dominada de Lebesgue.
Para verificar (4.9), observamos que podemos aplicar o Lema 2.11, já que supomos (g^1) e (g^2) satisfei-





GR0(u)]! 0, quando n!1.
A seguir, demonstramos a equação (4.10). Temos f(x; u;n) ! f(x; u), em quase todo ponto de 
,
quando n!1. Além disso, por (1.14) existe uma constante c4 > 0 tal que
jf(x; u;n)u;nj  (u;n)2 + c4ju;nj  h22 + c4h1 2 L1(
):
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Aplicando o Teorema da Convergência Dominada de Lebesgue mais uma vez, concluímos que (4.10)
vale. Finalmente, demonstramos (4.11). Como F (x; u;n)! F (x; u) em quase todo ponto de 
, quando
n!1, utilizamos (1.14) e (4.7) novamente para obter
jF (x; u;n)j  1
2
h22 + c4h1 2 L1(
):
Estes fatos e o Teorema da Convergência Dominada de Lebesgue, implicam em (4.11). Portanto, a
afirmação é verdadeira e, consequentemente, o teorema está demonstrado.
É possível estabelecer um resultado que relaciona os Teoremas 4.1, 1.1 e 3.1. Mais especificamente
temos
Observação 4.4. Suponha (a0), (a1), (f^1), (f2), (f3), (g^1)-(g^3) e (g4) satisfeitas. Então, existem 0 <
  0 tais que: (P) não possui solução positiva em H10 (
), para 0 <  < , e (P) possui uma
solução positiva e uma solução não negativa e não trivial, ambas em H10 (
), para   0. Não sabemos
se tais soluções são distintas ou coincidem.
Também é possível relacionar os resultados dos Teoremas 2.1, 3.3 e 4.1.
Observação 4.5. Suponha (f^1), (f2), (f3), (g^1)-(g^3) e (g4) satisfeitas. Temos:
(i) se a(x) satisfaz (a0) e (a1), existe solução não negativa e não trivial de (P;a) em H10 (
), para todo
 > 0;
(ii) se a(x) satisfaz (a3), existe  > 0 tal que (P;a) não possui solução não negativa e não trivial em
H10 (
), para 0 <  < ;
(iii) se a(x) satisfaz (a^1), existe ~ > 0 tal que (P;a) possui duas soluções não negativas e não triviais
em H10 (
), para   ~.
4.2 Concentração das soluções
Relembramos a definição do conjunto A+ = fx 2 
; a(x) > 0g. Nosso objetivo, nesta seção, é
verificar que as soluções de (P;a) devem se anular em quase todo ponto de subconjuntos compactos de
A+.
Sejam a 2 C(
), f 2 C(
 [0; 1)) e g 2 C((0; 1)) funções que satisfazem:
(a1) a(x)  0, mas a(x) 6 0 em 
;









Estabelecemos o nosso primeiro resultado a respeito do comportamento das soluções de (P;a).
Proposição 4.6. Suponha (a1), (g1), (~g3) e (f2) satisfeitas. Seja fug  H10 (
) uma família de soluções
não negativas e não triviais de (P;a). Então, obtemos jfx 2 int(A+); u(x) > 0gj ! 0, quando ! 0.
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Demonstração. Inicialmente demonstraremos a proposição para todo K  int(A+) compacto e não vazio,
i.e., dado K  int(A+) compacto e não vazio, temos jfx 2 K; u(x) > 0gj ! 0, quando  ! 0. Sem
perda de generalidade, podemos supor K = Br(x0)  int(A+). A seguir, argumentando por contradição,
suponha que existam uma sequência (n)  (0; 1) e " > 0 tais que n ! 0, quando n!1, e
jfx 2 Br(x0); un(x) > 0gj  " > 0: (4.13)
Por simplicidade de notação escreveremos Br(x0) = Br e B+n = fx 2 Br(x0); un(x) > 0g. Agora,
considere '1;r a autofunção positiva associada ao primeiro autovalor do operador   em Br com condição












onde T é o operador traço e  é o vetor normal unitário exterior à Br. Assumindo a afirmação verdadeira,




































































Note que, por (f2), pelo fato de kunk ser limitada e n ! 0, temosn Z
Br
f(x; un)'1;r
  n(c5kunkk'1;rkL2(Br) + c1k'1;rkL1(Br))! 0: (4.15)
Pelo fato de kunk ! 0, quando n! 0, obtemos uma constante c6 > 0 tal que Z
Br
un'1;r
  c6kunkk'1;rkL2(Br) ! 0: (4.16)






  c7kT (un)kL2(@Br)  c8kunk ! 0: (4.17)
As equações (4.14) - (4.17) implicam que, quando n! infty,Z
B+n
a(x)[g(un) + Cun]'1;r  n
Z
Br











Por outro lado, como kunk ! 0, temos que un ! 0 em quase todo ponto de Br. Pelo Teorema de
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Egorov, dado 0 <  < "4 existe um conjunto mensurável E  Br, com jEj < , tal que, quando n!1,
un ! 0; uniformemente em Br n E: (4.19)





Por simplicidade, escreveremos Q = B+n nNd(@Br). Existe uma constante C3 > 0 tal que '1;r(x)  C3,
para todo x 2 Q. Note também que a é uma função contínua e positiva no compacto K. Logo, existe
c9 > 0 tal que a(x)  c9, para todo x 2 K. Estes fatos implicam emZ
B+n
a(x)[g(un) + Cun]'1;r 
Z
QnE
a(x)[g(un) + Cun]'1;r  c9C3
Z
QnE
[g(un) + Cun]: (4.20)
Observe que, por (~g3), dado C > 0 existe  > 0 tal que g(t) > C, se 0 < t < . Utilizando este fato,





a(x)[g(un) + Cun]'1;r  c9C3C "
2
; (4.21)
o que contradiz a equação (4.18). A seguir, demonstramos a afirmação. Para qualquer v 2 H1(Br),
podemos utilizar um argumento de densidade e mostrar que existe uma sequência (vn)  C1(Br) tal que












Como vn ! v em H1(Br), quando n!1, o Teorema da Convergência Dominada de Lebesgue pode
































e kT (vn   v)kL2(@Br)  kvn   vkH1(Br). Como vn ! v in H1(Br), temos j
R
@Br
T (vn   u)@'1;r@ dj 















e isto conclui a demonstração da afirmação. Resta verificar que jfx 2 int(A+);u(x) > 0gj ! 0, quando
! 0. Dado " > 0, existe K  int(A+) compacto não vazio tal que
jint(A+) nKj < "
2
: (4.22)
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Por outro lado, para cada " > 0 existe (") > 0 tal que
jfx 2 K;u(x) > 0gj < "
2
; para 0 <  < ("): (4.23)
Como consequência de (4.22) e (4.23), obtemos







= "; para 0 <  < ("):
O lema está demonstrado.
Como consequência direta desta proposição, temos o seguinte resultado:
Corolário 4.7. Suponha (a1), (g1), (~g3) e (f2) satisfeitas. Seja fug  H10 (
) uma família de soluções
não negativas e não triviais de (P). Se j@A+j = 0, então jfx 2 A+; u(x) > 0gj ! 0 quando ! 0.
Demonstração. Podemos escrever fx 2 A+; u(x) > 0g = fx 2 int(A+); u(x) > 0g [ fx 2
@A+; u(x) > 0g. Como j@A+j = 0, o resultado segue como uma consequência direta da Proposição
4.6.
Considere a seguinte hipótese
(f4) Existe t1 > 0 tal que f(x; t) > 0, para todos 0 < t < t1 e x 2 
.
O seguinte resultado complementa o resultado obtido na Proposição 4.6
Proposição 4.8. Suponha (a1), (g1), (~g3), (f2) e (f4) satisfeitas. Seja u 2 H10 (
) uma solução não
negativa e não trivial de (P;a). Então u 6 0 em A+, para qualquer valor de .
Demonstração. Suponha, por contradição, que para algum valor de  > 0 existe uma solução não
negativa e não trivial de (P;a) tal que u  0 em A+. Então temos 
+ $ A0 e, consequentemente,
existem x0 2 A0 e r > 0 tais que Br(x0)  A0, u(x0) = 0 e u 6 0 em Br(x0). Então, obtemos a seguinte
igualdade
 u = f(x; u); em Br(x0):
Consequentemente, u 2 C(Br(x0)). Sem perda de generalidade, podemos supor que kukL1(Br) < t1.
Então a condição (f4), juntamente com o Princípio do Máximo Forte para soluções fracas (veja [23]),




Este capítulo apresenta dois resultados que foram utilizados ao longo do nosso trabalho. A primeira
seção trata do conceito de solução que utilizamos, enquanto que, a segunda seção apresenta um resultado
de existência de solução baseado no Teorema do Passo da Montanha.
5.1 Formulação fraca
Relembremos o problema( u = ( g(x; u) + f(x; u))fu>0g; in 

u = 0; on @
:
(P)
Dizemos que u 2 H10 (






   g(x; u) + f(x; u)v; 8 v 2 C1c (
): (5.1)
Nossa meta, nesta seção, é mostrar que qualquer solução de (P), no sentido das distribuições, é
uma solução fraca de (P), i.e., a definição de solução, dada acima, ainda vale quando consideramos
v 2 H10 (
). A fim de obter tal resultado, consideramos as seguintes hipóteses:
(~g1) existem constantes   0 e C < 1 tais que g(x; t) >  Ct  , para todos x 2 
 e t > 0;
(f2 ) existem constantes c1  0 e c2 > 0 tais que jf(x; t)j  c1 + c2jtjr, para 1  r < 2   1,
onde 1 é o primeiro autovalor do operador  , com condição de Dirichlet na fronteira. Nosso resultado
principal, nesta seção, é o seguinte
Proposição 1.6. Suponha (~g1) e (f2 ) satisfeitas. Seja u 2 H10 (
) uma solução de (P) no sentido das
distribuições. Então, u é solução de (P) no sentido fraco.
Antes de apresentarmos a demonstração da proposição acima, enunciamos e demonstramos alguns
resultados auxiliares.
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Lema 5.1. Suponha (~g1) e (f2 ) satisfeitas. Seja u 2 H10 (
) uma solução de (P) no sentido das
distribuições . Então, a equação (1.9) vale, para toda v 2 H10 (
) \ L1(
) tal que supp(v)  
.




jxj2 1 ; se jxj < 1;
0; se jxj  1:
(5.2)
onde c é uma constante positiva escolhida de modo que
R
RN (x)dx = 1. Dado " > 0, defina "(x) =
1
"N
(x" ): Então, " 2 C1(RN ),
R
RN "(x)dx = 1 e supp(")  B"(0).
Seja v 2 H10 (
) \ L1(
), com supp(v) = K  
, e admita que v = 0 em RN n 
. Visto que v é
localmente integrável, definimos v" = "  v em N"(K) = fx 2 
 ; dist(x;K)  "g e




Tome "0 = 12dist(K;
). Assim, v
" satisfaz supp(v")  N"(K)  K^  
, para 0 < " < "0, onde
K^ = N"0(K). Também temos v" 2 C1(RN ), v" ! v, em quase todo ponto de RN , e v" ! v fortemente
em H10 (
















logo kv"k1  kvk1 e, consequentemente, v" é uniformemente limitada em L1(
). Como v" 2 C1c (
),










Afirmamos que o funcional definido por J(w) =
R
fu>0g f(x; u)w, para w 2 H10 (
), é contínuo. De
fato, é fácil ver que J é linear, assim, temos apenas que mostrar que J é limitado. Quando N = 1, temos
a imersão H10 (
) ,! L1(
). Para N = 2, temos a imersão H10 (
) ,! Ls(
), para todo 1  s <1. Estes







c2jujrjwj  c3kwk; para N = 1; 2:
Para N  3, a Desigualdade de Holder e o Teorema da Imersão de Sobolev, implicam que existe uma



















A afirmação está demonstrada. Como v" ! v, quando " ! 0, fortemente em H10 (
) podemos utilizar a




f(x; u)v" ! 
Z
fu>0g
f(x; u)v; quando "! 0: (5.4)
Afirmamos que g(x; u)fu>0g 2 L1loc(
). Admitindo a afirmação, por um momento, prosseguimos
5.1 Formulação fraca 70
para a última etapa da demonstração. Como supp(v")  K^  
 e v" é uniformemente limitada em
L1(






g(x; u)v; quando "! 0:
Da relação acima, (5.3), (5.4) e do fato de v" ! v fortemente em H10 (










para toda v 2 H10 (
) \ L1(
) tal que supp(v)  
, visto que v foi escolhida arbitrariamente.
Resta demonstrar a afirmação. Seja ~K  
 um conjunto compacto e tome  2 C1c (
) tal que

























(Cu+ ) = C6 <1: (5.6)
Dado  > 0, definimos o conjunto 
 = fx 2 












[g(x; u) + Cu+ ] = C6 <1:
Observe que se u(x) = 0, então 
(x) = 0, para todo  > 0. Por outro lado se u(x) > 0, então

 ! 1 quando  ! 0. Consequentemente
lim
!0
[g(x; u(x)) + Cu(x) + ]
 = [g(x; u(x)) + Cu(x) + ]fu>0g(x); q.t.p. em 
: (5.7)




[g(x; u) + Cu+ ]




[g(x; u) + Cu+ ]
  C6 <1: (5.8)
De (5.7) e (5.8) concluímos que [g(x; u)+Cu+]fu>0g 2 L1( ~K). Como u 2 L1(
) e ~K foi escolhido
arbitrariamente concluímos que a afirmação é verdadeira. O lema está demonstrado.
Por uma questão de simplicidade, apresentamos agora algumas notações que serão utilizadas no próxi-
mo lema. Dada uma função u 2 H10 (
) escrevemos

+ = fx 2 
; u(x) > 0g; 
  = fx 2 
; u(x) < 0g e 
0 = fx 2 
; u(x) = 0g:
De maneira similar, dada uma sequência (un)  H10 (
) denotaremos por

+n = fx 2 
; un(x) > 0g; 
 n = fx 2 
; un(x) < 0g e 
0n = fx 2 
; un(x) = 0g:
Lema 5.2. A função '+ : H10 (
)! H10 (
) definida por '+(u) = u+ = maxfu; 0g é contínua.
Demonstração. Seja (un)  H10 (
) uma sequência tal que un ! u fortemente emH10 (
). Para demonstrar
este lema, é suficiente mostrar que ru+n ! ru+ em [L2(
)]N . Considere o conjunto D  
 tal que
jDj = 0 e, sempre que x 2 Dc, temos un(x)! u(x) e run(x)! ru(x).
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Definimos P+  
 como sendo um conjunto tal que jP+j = 0 e ru+(x) = ru(x) 6 0 para x 2 
+ n
P+. De maneira similar, P   
 representa um conjunto com jP j = 0 e ru+(x) = 0 para x 2 
  nP .
Finalmente, P 0 denota um conjunto com medida zero e tal que ru(x) = 0 = ru+(x) = ru (x) para
x 2 
0 n P 0.
Analogamente, P+n ; P n e P 0n indicam subconjuntos de 






(P+n [ P n [ P 0n) [D [ P+ [ P  [ P 0:
A demonstração do lema está dividida em três etapas. Primeiro, consideramos x 2 
+ nE. Neste caso
temos u(x) > 0 e ru+(x) = ru(x) 6 0. Como x 2 Dc, segue que un(x) ! u(x) e run(x) ! ru(x) =
ru+(x). Logo, existe n0 2 N tal que, para n  n0, temos un(x) > 0. Pela definição de P+n temos que
ru+n (x) = run(x) 6 0, para n  n0. Consequentemente ru+n (x) = run(x)! ru(x) = ru+(x).
De modo similar, consideramos x 2 
  n E. Segue que u(x) < 0 e ru+(x) = 0. Visto que x 2 Dc,
temos un(x) ! u(x) e run(x) ! ru(x). Logo, existe n1 2 N tal que, para n  n1, temos un(x) < 0.
Consequentemente x 2 
 n n P n . A definição de P n implica que ru+n (x) = 0 para n  n1. Portanto
ru+n (x)! ru+(x).
Finalmente, seja x 2 
0 n E. Então, u(x) = 0 e ru(x) = ru+(x) = ru (x) = 0. Visto que x 2 Dc,
temos un(x) ! 0 e run(x) ! 0. Agora, se un(x) < 0 para algum n temos ru+n = 0 = ru+(x). Por
outro lado, se un(x) > 0 para algum n então ru+n (x) = run(x)! 0. Finalmente, se para algum x temos
un(x) = 0 então ru+n (x) = 0 = ru+(x). O lema está demonstrado.
Agora demonstraremos nosso resultado principal
Demonstração da Proposição 1.6
Considere v 2 H10 (
) e suponha v  0. Então, existe uma sequência ('n)  C1c (
) tal que 'n ! v
fortemente em H10 (
) e 'n ! v em quase todo ponto de 
. Defina n = min f'+n ; vg. Observe que
n 2 H10 (
) \ L1(
) e supp(n)  

























As equações (5.9)-(5.11), o fato de n ! v em quase todo ponto de 
 e o Lema de Fatou implicam
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em Z
fu>0g
















Portanto, [g(x; u) + Cu+ ]vfu>0g 2 L1(
) e, consequentemente, g(x; u)vfu>0g 2 L1(
). Observe
que 0  [g(x; u) + Cu + ]nfu>0g  [g(x; u) + Cu + ]vfu>0g e, passando a uma subsequência se
necessário, concluímos que [g(x; u)+Cu+]nfu>0g ! [g(x; u)+Cu+]vfu>0g. Portanto, aplicando
o Teorema da Convergência Dominada de Lebesgue temosZ
fu>0g
[g(x; u) + Cu+ ]n !
Z
fu>0g
[g(x; u) + Cu+ ]v: (5.12)
Combinando as equações (5.9)-(5.12) e utilizando o fato de v ter sido escolhida arbitrariamente,
concluímos que (1.9) vale para toda v 2 H10 (
) tal que v  0: No caso em que v  0, tomamos
w =  v  0 e aplicamos o resultado obtido acima. Também iremos obter g(x; u)vfu>0g 2 L1(
) para
toda v 2 H10 (
), v  0.
Finalmente, dado v 2 H10 (
























f(x; u)v+   
Z
fu>0g




A proposição está demonstrada.
5.2 Existência de soluções para problemas elípticos semilineares
Nosso objetivo nesta seção é estabelecer a existência de soluções para problemas elípticos semilineares
supondo a existência de uma supersolução para o problema. Seja 
 um domínio suave e limitado em RN ,
N  1. Consideramos o problema ( u = h(x; u) , em 

u = 0 , sobre @
;
(5.13)
onde h : 
 R 7! R é uma função de Caratheodory.
Nossos dois primeiros resultados estabelecem a existência de soluções não negativas e não triviais para
o Problema 5.13. Seja I : H10 (













Observe que o funcional I não está bem definido em H10 (
), pois a função h não apresenta restrição
de crescimento no infinito. No entanto, é fácil verificar que I(v) 2 R para todo v 2 H10 (
) \ L1(
).
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Diremos que z 2 H10 (







h(x; z)w; 8 w 2 H10 (
); w  0: (5.14)
Antes de enunciar nosso primeiro resultado nesta seção consideramos a seguinte hipótese
(H1) h é localmente limitada, i.e., h é limitada em subconjuntos compactos de 
 R.
Nosso resultado principal é o seguinte
Proposição 5.3. Suponha que (H1) seja satisfeita, que h(x; 0) = 0 e que exista u 2 H10 (
) \ L1(
),
uma supersolução não negativa e não trivial de (5.13), tal que
(I1) I(u)  0;
(I2) Existem  > 0 e 0 <  < kuk tal que I(u)   para todo u 2 @B(0) e 0  u  u.
Então, o Problema (5.13) possui duas soluções não triviais u1; u2 2 H10 (
) tais que 0  u1; u2  u e
I(u2)  0 <   I(u1).
Demonstração. Como observado acima, o funcional I não está bem definido em H10 (
). Para contornar
este problema e encontrar as soluções anunciadas, consideramos o seguinte truncamento da função h
h(x; t) =
8>><>>:
0; para t < 0;
h(x; t); para 0  t  u(x);
h(x; u(x));para t > u(x):
(5.15)
Consideramos também o problema de Dirichlet semilinear associado à função h( u = h(x; u); em 

u = 0; sobre @
:
(5.16)
Nossa meta é encontrar duas soluções do problema (5.16) e verificar que tais soluções satisfazem
0  u1; u2  u, sendo então duas soluções do problema original (5.13).
Associado ao Problema (5.16), temos o funcional I : H10 (








H(x; u); 8 u 2 H10 (
); (5.17)
onde H(x; u) =
R u
0
h(x; t)dt. Observe que, por (H1) e o fato de u 2 L1(
), obtemos uma constante
positiva C1 tal que
jh(x; t)j  C1; 8 t 2 R e q.t.p. em 
: (5.18)
Isto implica que o funcional I é de classe C1 e que os pontos críticos de I são soluções fracas de (5.16).
Portanto, nosso próximo objetivo é verificar que I possui dois pontos críticos u1; u2 2 H10 (
) tais que
0  u1; u2  u e I(u2)  0 <   I(u1).
A seguir, reescrevemos a função H em termos de h e H: se t  u(x), temos H(x; t) = H(x; t): Por
outro lado, para t > u(x), obtemos H(x; t) = H(x; u) + h(x; u)(t  u(x)) = H(x; u) + h(x; u)(t  u(x))+:
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h(x; u)(u  u)+: (5.19)
Considerando v = u  (u  u)+, afirmamos que
I(u)  I(v) + 1
2
k(u  u)+k2; 8 u 2 H10 (
): (5.20)



























ku  (u  u)+k2   1
2
ku  (u  u)+k2
= I(u  (u  u)+) + 1
2
(kuk2   ku  (u  u)+k2)  
u; (u  u)+ :
Portanto, observando que u = v + (u  u)+, podemos escrever
I(u)  I(v) + 1
2





(kvk2 + 2 
















r(u  u)+r(u  u)+ + 1
2
k(u  u)+k2 = I(v) + 1
2
k(u  u)+k2
A afirmação está demonstrada.




A partir desta desigualdade, obtemos a limitação inferior e a coercividade. Vale a pena ressaltar que
a coercividade do funcional I, o Teorema da Imersão de Sobolev e a estimativa (5.18) implicam que I
satisfaz a condição de (PS) (veja [37]).
A seguir consideramos o conjunto   = f 2 C([0; 1]; H10 (






Dado  2  , definimos ~ : [0; 1]! H10 (
) por ~(t) = u  (u (t))+. De imediato temos que ~(0) = 0
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e ~(1) = u. Consequentemente, tendo em vista a Proposição 5.2, ~ 2  . Além disso, por (5.20), obtemos
I((t))  I(~(t)) + 1
2
k((t)  u)+k2; 8 t 2 [0; 1]: (5.21)
Considerando 0 <  < kuk, dado por (I2), tomamos t0 2 (0; 1) tal que k~(t0)k = . Observando que
0  ~(t0)  u, por (I2) e (5.21), obtemos
max
t2[0;1]
I((t))  I((t0))  I(~(t0))   > 0; 8  2  :
A estimativa acima, (I1) e o fato de I(0) = 0 nos permitem aplicar o Teorema do Passo da Montanha
para concluir que I possui um ponto crítico u1 2 H10 (
) satisfazendo I(u1) = c1   > 0. Por outro
lado, podemos concluir (veja [37]) que o funcional I possui um mínimo global u2 2 H10 (
) satisfazendo
I(u2) = c2 := inf
u2H10 (
)nf0g
I(u)  I(u) = I(u)  0 = I(0):
Note que podemos supor u2 6 0 uma veq que, se c2 = 0, então u é ponto crítico de I.













h(x; ui)w = 0; 8 w 2 H10 (
):
Tomando w = (ui   u)+ obtemosZ






h(x; ui)(ui   u)+ =
Z
fui>ug
h(x; ui)(ui   u)+ =
Z
fui>ug














jr(ui   u)+j2 = 0 i.e. ui  u em quase todo ponto de 
 para i = 1; 2. Por outro lado,

















Concluímos que 0  u1; u2  u. Este fato e a definição de h nos permitem afirmar que u1 e u2 são
soluções de (5.13) e satisfazem I(u2)  0 <   I(u1). A proposição está demonstrada.
Observação 5.4. Observamos que, em particular, tomando (t) = tu e utilizando o fato de que u é não
negativa temos ~(t) = (t): Portanto o nível minimax c1, associado à solução u1 obtida na proposição





A seguir, por uma questão de completude, estabelecemos versões da Proposição 5.3 que não supõem
que a supersolução u pertença ao espaço L1(
). Para estabelecer esses resultados consideramos a seguinte
hipótese
(H2) Existem constantes c1  0, c2 > 0 tais que jh(x; t)j  c1+c2jtjr para (x; t) 2 
R, onde 1  r <1
se N = 1; 2, e 1  r < 2   1 se N  3.
Observe que a condição (H2) implica que o funcional I, associado ao problema (5.13), está bem
definido e é de classe C1.
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Proposição 5.5. Suponha que (H2) seja satisfeita, que h(x; 0) = 0 e que exista u 2 H10 (
)), uma
supersolução não negativa e não trivial de (5.13), tal que
(I1) I(u)  0;
(I2) Existem  > 0 e 0 <  < kuk tal que I(u)   para todo u 2 @B(0) e 0  u  u.
Então, o Problema (5.13) possui duas soluções não triviais u1; u2 2 H10 (
) tais que 0  u1; u2  u e
I(u2)  0 <   I(u1).
Demonstração. Procedemos de maneira análoga ao que foi feito na demonstração da Proposição 5.3.
Consideramos o truncamento h como em (5.15) e o funcional I dado por (5.17). Observe que pela
condição (H2) e o fato de h(x; 0) = 0 obtemos
jh(x; t)j  c1 + c2jujr; 8 t 2 R q.t.p. em 
: (5.22)
Isto implica que o funcional I está bem definido e é de classe C1. Além disso, reescrevendo a função
H em termos das funções h e H, concluímos que as equações (5.19) e (5.20) permanecem válidas.
Afirmamos que I satisfaz a condição (PS) e é limitado inferiormente. De fato, por (H2), (5.22) e o
fato de u 2 H10 (




Esta desigualdade implica que o funcional I é coercivo, limitado inferiormente e satisfaz a condição
(PS) (veja [37]).
A conclusão da existência das soluções 0  u1; u2  u tais que I(u2)  0 <   I(u1) segue do
argumento utilizado na demonstração da Proposição 5.3. A proposição está demonstrada.
A seguir apresentamos uma versão da Proposição 5.3 sem impor que u 2 L1(
) e que h(x; 0) = 0.
Neste caso, diferentemente das Proposições 5.3 e 5.5, não podemos garantir que a solução obtida é não
negativa. Considerando a hipótese
(H4) Existem R > 0 e  > 2 tais que 1h(x; t)t H(x; t) > 0 para t   R.
estabelecemos o seguinte resultado
Proposição 5.6. Suponha que (H2) e (H4) sejam satisfeitas e que exista u 2 H10 (
), uma supersolução
não negativa e não trivial de (5.13), tal que
(I1) I(u)  0;
(I2) Existem  > 0 e 0 <  < kuk tal que I(u)   para todo u 2 @B(0) e 0  u  u.
Então, o Problema (5.13) possui uma solução não trivial u 2 H10 (
) tal que u  u e I(u)   > 0.




h(x; t); para t  u(x);
h(x; u(x)); para t > u(x):
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Como na demonstração da Proposição 5.3, iremos encontrar uma solução u 2 H10 (
) não trivial para
o Problema (5.16). Seja I : H10 (








H(x; u); 8 u 2 H10 (
)
onde H(x; u) =
R u
0
h(x; t)dt. Observe que pela condição (H2) obtemos
jh(x; t)j  c1 + c2jt jr + c2jujr; 8 t 2 R q.t.p. em 
; (5.23)
onde t  = max f0; tg. Esta estimativa implica que o funcional I está bem definido e é de classe C1.
Além disso, as equações (5.19) e (5.20) permanecem válidas.
Afirmamos que I satisfaz (PS). Assumindo a afirmação por um momento e utilizando um argumento
similar ao da demonstração da Proposição 5.3, encontramos, via o Teorema do Passo da Montanha, um
ponto crítico do funcional I satisfazendo u  u e




I((t))   > 0:
Pela definição de h, concluímos que u é uma solução do Problema (5.13). Observe que, como o
funcional não é limitado inferiormente, não podemos garantir a existência de um mínimo global para I
como foi feito nas Proposições 5.3 e 5.5.
A seguir demonstramos a afirmação. Seja (un)  H10 (
) uma sequência tal que I(un)! c e I 0(un)!
0. Note que, para verificar a condição (PS), é suficiente demonstrar que a sequência de (PS) possui uma
subsequência limitada (veja [37]). Inicialmente iremos comprovar que (un   u)+ é limitada. Temos











h(x; un)(un   u)+
= k(un   u)+k2 +


u; (un   u)+
  Z
fun>ug
h(x; un)(un   u)+:
(5.24)
Observe que, pela desigualdade de Cauchy-Schwarz, temos


I 0(un); (un   u)+
  kI 0(un)k  k(un   u)+k: (5.25)
Por outro lado, pela equação (5.23) e o Teorema da Imersão de Sobolev, existe uma constante positiva
c5 tal que Z
fun>ug
h(x; un)(un   u)+  c5k(un   u)+k (5.26)
Mais uma vez, a desigualdade de Cauchy-Schwarz implica que
j 
u; (un   u)+ j  kuk  k(un   u)+k: (5.27)
Portanto, por (5.24)-(5.27) obtemos
k(un   u)+k2   c7k(un   u)+k  kI 0(un)k  k(un   u)+k:
Isto implica que (un   u)+ é limitado. Prosseguimos para demonstrar que un é limitada. Pela definição
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de h podemos escrever
I(un)  1













































Por (H2), o Teorema da Imersão de Sobolev e o fato de (un   u)+ ser limitada em H10 (
) obtemosZ
funug
[H(x; u) + h(x; u)(un   u)]  c1kuk+ c2kukr+1 + c5k(un   u)+k  c6 <1: (5.29)









(c1 + c2jujr)un   c7kunk: (5.30)
Por outro lado, (H2) e o Teorema da Imersão de Sobolev também implicam nas seguintes desigualdadesZ
f0<unug
H(x; un)  c1kuk+ c2kuk1+r <1; (5.31)Z
f0<unug
h(x; un)un   c1kuk   c2kuk1+r >  1: (5.32)
As equações (5.29) - (5.32) aplicadas em (5.28) implicam em
I(un)  1





























kunk2   c6kunk   c10:
de onde concluímos que (un) é limitada. Portanto a afirmação está demonstrada e isto conclui a demons-
tração da proposição
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