In the paper stochastic Volterra equations of nonscalar type are studied using resolvent approach. The aim of this note is to provide some results on stochastic convolution and integral mild solutions to those Volterra equations. The motivation of the paper comes from a model of aging viscoelastic materials.
Introduction
Assume that H is a separable Hilbert space with a scalar product ·, · H and a norm | · | H . We are concerned with a stochastic linear Volterra equation of nonscalar type in H of the form X(t) = X 0 + t 0 A(t − τ )X(τ )dτ + Ψ(t)W (t), t ∈ [0, T ].
(1)
Let G denote another Hilbert space such that G d ֒→ H (G is densely imbedded in H). In (1), A ∈ L 1 loc (R + ; B(G, H)), where B(G, H) denotes the space of all bounded linear operators acting from G into H. We assume that W is a cylindrical Wiener process with values in some another Hilbert space U , and Ψ is a stochastic process specified below.
Observe that Volterra equation of so-called scalar type corresponds to the operator A(t) of the form A(t) = a(t)A, where a ∈ L 1 loc (R + ), and A is a closed linear operator densely defined on D(A) ⊂ H and G = H.
The setting for (1) when A(t) are bounded seems to cover many abstract treatments of Volterra equations although this is not the most general approach. However, it is very difficult to develop a reasonable theory in very general case even for deterministic equation.
As we have already written, the paper has been inspired by a model of a hereditarilyelastic anisotropic aging body with a straight crack, see (Costabel et al. 2004 ).
The equation (1) is a stochastic version of the deterministic Volterra equation
studied extensively in (Prüss 1993 ).
Definition 1 A family (S(t)) t≥0 ⊂ B(H) is called pseudo-resolvent for (2) if the following conditions are satisfied:
(S1) S(t) is strongly continuous in H on R + , and S(0) = I;
(S3) the resolvent equations (3) and (4) hold
• Equations (3) and (4) are called the first, resp. second resolvent equation for (2) .
• A pseudo-resolvent S(t) is called resolvent for (2) if in addidion
is well-defined though the function A(·)y is not assumed to be continuous. For details, see (Prüss 1993, section 6) . Let us emphasize that pseudo-resolvents are always unique. We shall assume in the paper that the equation (1) is well-posed in this sense that (1) admits a pseudo-resolvent S(t), t ≥ 0. Precise definition of well-posedness is given in (Prüss 1993) . That definition is a direct extension of well-posedness of Cauchy problems and Volterra equations of scalar type. The lack of well-posedness leads to consider distribution resolvents, see e.g. (DaPrato and Ianelli 1984).
Probabilistic background
We are given a probability space (Ω, F, (F t ), P ), t ≥ 0, with normal filtration and a Wiener process W with the covariance operator Q ∈ L(U ). Assume that W is a cylindrical process (if Tr Q < +∞, then W is a classical or genuine Wiener process), so the process W has continuous paths in some other Hilbert space. We will need the subspace U 0 := Q 1/2 (U ) of the space U , which endowed with the inner product u, v U 0 := Q −1/2 u, Q −1/2 v U forms a Hilbert space.
A linear, bounded operator B acting from
, is a separable Hilbert space. For abbreviation we shall denote L 0 2 := L 2 (U 0 , H). Assume that Ψ belongs to the class of L 0 2 -predictable processes satisfying condition
Such processes are called stochastically integrable on [0, T ] and create a linear space denoted by N (0, T ; L 0 2 ). Let domains D(A(t)) of the operators A(t) be constant in t and equal to D ⊂ G.
.s. and for any t ∈ [0, T ] the equation (1) holds P -a.s.

Definition 3 An H-valued predictable process X(t), t ∈ [0, T ], is said to be an integral mild solution to the stochastic Volterra equation (1), if
and, for arbitrary t ∈ [0, T ],
where S(t) is the pseudo-resolvent for the equation (2) .
Comment The well-posedness of (1) implies existence and uniqueness of the resolvent S(t), t ≥ 0, and in the consequence, existence and uniqueness of the integral mild solution to the equation (1).
In the paper we shall use the following notation
where Ψ belongs to N (0, T ; L 0 2 ).
Proposition 1 Assume that B is a linear bounded operator acting from U into the space H and
Then (i) the process
stochastically continuous on [0,T] and then has a predictable version;
(ii) H) ) and S(t), t ≥ 0, is a pseudoresolvent for the equation (2) . Let X be a strong solution to the equation (1) 
where dots above A and ξ mean time derivatives and ⋆ means the convolution.
Properties of stochastic convolution
In this section we study integral mild solutions to the equation (1).
Proposition 3
Assume that S(t), t ≥ 0, are the pseudo-resolvent operators to the Volterra equation (2) . Then, for arbitrary Ψ ∈ N (0, T ; L 0 2 ), the process W Ψ (t), t ≥ 0, given by (6) has a predictable version.
Proof of Proposition 3 is analogous to some schemes in theory of stochastic integral, see e.g. (Liptser and Shiryayev 1973) .
2 ). Then the process W Ψ (t), t ≥ 0, defined by (6) has square integrable trajectories.
Theorem 1 Assume that
2 ) and X is an Hvalued predictable process with integrable trajectories. If for any t ∈ [0, T ]
Proof Because (10) is satisfied, then by Proposition 2, for any ξ ∈ C 1 ([0, T ], H * ) and t ∈ [0, T ], the following equation holds
Let us take ξ(τ ) := S * (t − τ ) ξ, for ξ ∈ H * , τ ∈ [0, t]. Now, the equation (12) may be written like
where derivative ()' in the last term is taken over τ . Next, using S * (0) = I, we obtain
Let us analyze the right hand side of (13). From properties of the pseudo-resolvent operators
We have
So, the right hand side of (13) reduces to
2 -valued process. Define the norms
By N 2 (0, T ; L 0 2 ) we shall denote a Hilbert space of all L 0 2 -predictable processes Φ such that ||Φ|| T < +∞. H) ) and S(t), t ≥ 0, is a pseudo-resolvent to the equation (2) . If Ψ ∈ N 2 (0, T ; L 0 2 ) and Ψ(·, ·)U 0 ⊂ D(A), P T -a.s., then the stochastic convolution W Ψ fulfills the following equation
Proof Let us notice that the process W Ψ has integrable trajectories. Then, from Dirichlet's formula and stochastic Fubini's theorem
What gives the theorem.
Case A(t) = a(t)A
In this section we consider the case when A(t) = a(t)A and, in contrary to the previous assumptions, A is a closed unbounded operator in H. Then the equation (1) has the form
and the equality (14) reads
Now, although the equation (15) is simpler than (1) the case is interesting because A is unbounded. Then, we are not able to obtain the equality (16) directly like in Theorem 2.
Comment Proposition 5 states that in case A(t) = a(t)A an integral mild solution to (15) is a weak solution to (15).
This is well-known (see, e.g. (Prüss 1993) ) that the scalar equation corresponding to (15) is s(t) + µ(a ⋆ s)(t) = 1 .
We shall use the assumption: Let us recall, that the formula (16) holds for any bounded operator A. Then it holds for operators A λ , too:
Now, from properties of stochastic integral and by the Lebesgue dominated convergence theorem, we obtain: lim
and lim
what gives the required result. In the case considered now, the operators S(t), t ≥ 0, become resolvents (see (Prüss 1993 ) for definition and properties). In contrary to the case of semigroups, resolvents (if they exist) need not to be exponentially bounded even if the kernel a belongs to L 1 (R + ). Existence of such resolvents is given, e.g. by Theorem 1.3 in (Prüss 1993 ). An important class of kernels providing exponentially bounded resolvent are a(t) = t α−1 /Γ(α), α ∈ (0, 2) or the class of completely monotonic functions. The proof bases on the following auxiliary result.
Lemma 1 (Lizama 2004) Let
A be the infinitesimal generator of a C 0 -semigroup T (t), t ≥ 0, satisfying ||T (t)|| ≤ M e ωt with M ≥ 1, ω ∈ R and suppose that a ∈ L 1 loc (R + ) is a completely positive function. Then (A, a) admits an exponentially bounded resolvent S(t). Moreover, there exists bounded operators A n , such that (A n , a) admits resolvent family S n (t) satisfying ||S n (t)|| ≤ M e w 0 t , ω 0 ∈ R, for all t ≥ 0, n ∈ N, and S n (t)x → S(t)x for all x ∈ X, t ≥ 0. Moreover, the convergence is uniform in t on every compact subset of R + .
