In this paper, we use an unprecedentedly large sample (158) of confirmed strong lens systems for model selection, comparing five well studied Friedmann-RobertsonWalker cosmologies: ΛCDM, wCDM (the standard model with a variable darkenergy equation of state), the R h = ct universe, the (empty) Milne cosmology, and the classical Einstein-de Sitter (matter dominated) universe. We first use these sources to optimize the parameters in the standard model and show that they are consistent with Planck, though the quality of the best fit is not satisfactory. We demonstrate that this is likely due to under-reported errors, or to errors yet to be included in this kind of analysis. We suggest that the missing dispersion may be due to scatter about a pure single isothermal sphere (SIS) model that is often assumed for the mass distribution in these lenses. We then use the Bayes information criterion, with the inclusion of a suggested SIS dispersion, to calculate the relative likelihoods and ranking of these models, showing that Milne and Einstein-de Sitter are completely ruled out, while R h = ct is preferred over ΛCDM/wCDM with a relative probability of ∼ 73% versus ∼ 24%. The recently reported sample of new strong lens candidates by the Dark Energy Survey, if confirmed, may be able to demonstrate which of these two models is favoured over the other at a level exceeding 3σ.
INTRODUCTION
With the continued discovery of new strong lensing systems, the gravitational bending of light is gaining in importance as a diagnostic tool for the expansion of the Universe. Einstein's initial conclusion regarding the subject of gravitational lensing was that such a phenomenon would be very difficult to observe (Einstein 1936) . It would take another sixty years before the first complete Einstein Ring was discovered (King et al. 1998) . Strong gravitational lenses exist as uniquely geometrical phenomena, dependent only on the mass distribution of the nearer object and the distances between observer, lens, and source. Therefore, they offer a probe of the expansion history from the time the source emitted its light to the present day.
There has been a rapid progression in the number of known strongly lensed systems since the turn of the century, starting with The Lenses Structure and Dynamics (LSD) survey (Koopmans & Treu 2003; Treu & Koopmans 2002 , 2004 . Its successor, The Sloan Lens ACS (Advanced Camera for Surveys) (SLACS) found an additional 57 confirmed lenses (Bolton et al. 2008; Auger et al. 2009 ). Most recently, the SLACS survey has discovered an additional 40 lenses (Shu et al. 2017 ).
The Baryon Oscillation Spectroscopic Survey (BOSS; Brownstein et al. 2012 ) produced another 25 confirmed strong galaxy-galaxy lenses, and the Strong Lensing Legacy Survey (SL2S; Gavazzi et al. 2014; Sonnenfeld et al. 2013a Sonnenfeld et al. ,2013b , has resulted in a catalog of 31 confirmed lenses. Most recently, the Dark Energy Survey has compiled a catalog of 374 candidate systems (several of which were identified in prior surveys) awaiting follow-up observations for confirmation in the near future (Diehl et al. 2017) . Combined, these surveys include lenses from redshifts z = 0.06 to 1, and sources from z = 0.2 to 3.6 (9 of them beyond z = 3). This rapid expansion in the catalog of available lens systems is crucial for cosmological work because the impact from the testing of cosmological models using these objects depends heavily on both the number of observations and the redshift range of the set.
In this paper, we use a catalog of 158 confirmed, strong lens systems suitable for testing various expansion scenarios-a significantly larger compilation than that of our previous analysis (Melia, Wei & Wu 2015) and that of Cao et al. (2015) . We begin by constraining the properties of dark energy within wCDM (i.e., the standard model with a variable dark-energy equation of state), and then proceed to use model selection tools to determine which of several models is preferred by the strong-lens data. We consider the R h = ct universe, a Friedmann-Robertson-Walker (FRW) cosmology with zero active mass, i.e., ρ + 3p = 0, in terms of the total energy density ρ and Strong-lensing Systems 3 pressure p (Melia 2007 (Melia , 2016 (Melia , 2017a Melia & Abdelqader 2009; Melia & Shevchuk 2012) , the matter only Einstein-de-Sitter universe, and the empty Milne model (see, e.g., Vishwakarma 2013).
Our previous analysis (Melia, Wei, & Wu 2015) used a catalog of 69 sources and found that ΛCDM and R h = ct both performed reasonably well, though the number of measurements was insufficient to favor one model over the other. We also constructed a much larger mock catalog to estimate how many lensing systems would be required to carry out a definitive model selection, and concluded that a sample of several hundred lenses would suffice. The catalog of 158 systems we use here is approaching this threshold. But note that several of the 69 sources used in our previous study are not included here. In this paper, we restrict our attention to galaxy-galaxy lens systems, while some in the (Melia, Wei, & Wu 2015) analysis are of other types. When performing a comparison between the R h = ct universe and ΛCDM, however, it is important to recognize that these models make very similar predictions at low redshifts, meaning that the most important sources in this model selection are those at the highest redshifts. Unfortunately, the most recent additions from the SLACS survey (Shu et al. 2017 ) constitute only sources with a measured redshift z 1.3. While these lenses are indeed useful for verifying the low-redshift predictions of any model, and for constraining the parameters of wCDM, they do not significantly contribute to the model selection itself. The SL2S and LSD surveys include all considered sources of redshift z 1.6, and therefore have the greatest impact on a direct comparison of the models. In § 2, we present the methods used to perform the fitting and model comparison. In § 3 we discuss the results of these calculations, and we end with a summary and our conclusions in § 4.
STRONG LENSING
Strong gravitational lensing has been used to constrain cosmological models in several recent publications, including Cao et al. (2012 Cao et al. ( , 2015 , Melia, Wei & Wu (2015) , and An, Chang & Xu (2016) . For a strongly lensed system with a single galaxy acting as the lens, the Einstein Radius depends only on three parameters: the angular diameter distances to the lens and source, and the mass distribution within the lensing galaxy. The most commonly used model for the lens galaxy's mass is a singular isothermal ellipsoid (SIE) (Ratnatunga, Griffiths & Ostrander 1999) . Early-type galaxies (ellipticals) contain most of the cosmic stellar mass in the universe, and are therefore more commonly found as lenses than other types; approximating these as an ellipsoid is quite reasonable (Kochanek et al. 2000) . The prior analyses by Cao et al. (2015) and Melia, Wei, & Wu (2015) , however, reported consistency also with the simpler Singular Isothermal Sphere (SIS) model (i.e., an SIE with zero ellipticity). The transparency of the results and the simplicity of the methodology therefore warrant making the SIS approximation. Nonetheless, to ensure that our results are not biased by this approach, we also consider potential random deviations from this simple model. An SIS determines the Einstein (angular) radius θ E in terms of the 1-D velocity dispersion, σ S IS , in the lensing galaxy. In terms of the ratio
of the angular diameter distances D ls and D s between the lens and source, and source and observer, respectively, the Einstein radius is given as
Note, however, that in place of σ S IS , we follow the approach taken by Cao et al. (2015) in converting the observed velocity dispersion σ ap measured within a given aperture and convert it to a velocity dispersion within a circular aperture of half the effective radius of the lens galaxy, with σ 0 = σ ap (θ eff /2θ ap ) −0.04 , where θ eff is the half-light radius of the lensing galaxy and θ ap is the aperture size used to measure the velocity dispersion (Jørgensen, Franx & Kjaergaard 1995a , 1995b . The ratio D therefore constitutes an observable quantity, written as
The quantity D is well-defined for any given cosmology if the redshifts of the lens and source are known. In flat wCDM, we have
where w de ≡ p de /ρ de is the dark-energy equation of state parameter, and Ω i is today's density of species i in terms of the critical density ρ c ≡ 3c 2 H 2 0 /8πG. For our strong lens sample, Ω r is negligible and may be ignored. For flatness, we also have Ω m + Ω de = 1, consistent with the latest Planck data release (Planck Collaboration 2016) . This leaves only three free parameters, H 0 , w de and Ω m . When taking the ratio of two angular diameter distances, however, H 0 itself becomes irrelevant, so fitting the strong lens sample with wCDM reduces to an optimization based on only two free parameters.
We may use the same expression (Eq. 4) for the Einstein-De-Sitter universe, setting Ω m =1, Ω r = 0 and Ω de = 0. For the Milne universe, the corresponding expression is
(e.g., Melia, Wei & Wu 2015) . The model predictions compared to the data are based on the expected ratio D th , defined in general as
For example, in the R h = ct universe, it is
with corresponding expressions for the other cosmologies. Clearly, D does not depend on H 0 for any of the considered models, removing all free parameters in R h = ct, Milne, and EinsteinDe-Sitter, while leaving wCDM with the two free parameters, w de and Ω m , for the optimization process. Note also that, by definition, this ratio is restricted to the range 0 D 1 for all lens systems.
DATA AND METHODOLOGY
Previous analyses of strong lenses used a variety of approaches to constrain the model parameters and for model selection (Melia, Wei, & Wu 2015; Cao et al. 2015; An, Chang & Xu 2016) . For example, Cao et al. (2015) used a subset of the data we consider in this paper and several statistical features that warrant further consideration. In this paper, we compile a catalog of 158 confirmed sources (see Table 1 ), many identical to those included in Cao et al. (2015) , but with the addition of 40 more discovered by SLACS (Shu et al. 2017) . All redshifts are determined spectroscopically, and we use the Einstein Radii measured by the discovery teams based on fits to pixelized images of the sources. Cao et al. (2015) found that-assuming the Planck optimized value for Ω m -the wCDM model is consistent to within 1σ with flat ΛCDM. Their fitting utilized the errors reported by the various surveys, in addition to assuming a uniform error of 5% for the measured Einstein
Radius σ θ E (Grillo, Lombardi & Bertin, 2008) . The expression for the combined error in D obs is then
where σ σ 0 is the error reported for the velocity dispersion. Note that, while σ 0 does depend on the measured effective radius θ eff , this is also determined to better than 5% accuracy, and the low power index of 0.04 (see expression following Eq. 2 above) results in an insignificant error contribution compared to that from the velocity dispersion itself.
Some lensing systems have two images, while others have four, a distinction that could generate some systematic differences between the two sub-groups. The previous analysis by Melia, Wei, & Wu (2015) , however, showed that there are no significant differences between two-image and four-image systems. Given (i) that the recent SLACS data are not characterized in terms of which sub-group they belong to, and (ii) that there does not appear to be any dependence of the analysis on the number of images, we do not consider the two sub-samples separately here. Let us now describe the sequence of steps taken to minimize the overall scatter in the data.
If we simply use the full set of 158 confirmed sources, without the introduction of an additional dispersion associated with the SIS and the exclusion of outliers, we find that Planck ΛCDM (with ates by more than 5σ from all the considered models, and we therefore exclude it as a significant outlier from all further consideration. With this single source excluded, the χ 2 dof for Planck ΛCDM immediately drops to ⋍ 2.4. This improvement notwithstanding, such a poor χ 2 dof contrasts sharply with the outcome reported in Melia, Wei & Wu (2015) , but we note that an additional error term, σ f , was included in that earlier paper to characterize possible random deviations from the simple isothermal sphere (SIS) model. This dispersion was assumed to be 6%, resulting in a 12% contribution to σ D based on standard error propagation. Nonetheless, were we to include that additional scatter here, the resulting χ 2 dof ⋍1.5 for the Planck ΛCDM best fit would still be significantly greater than the value (i.e., χ 2 dof ⋍1.2) found in our previous work. The difference is entirely due to the new data we have added to the sample in this paper, at least some of which appear to deviate significantly from the Planck model.
We believe that contributing factors to this disparity are (i) that the reported errors are possibly underestimated, and (ii) that there is an additional unrecognized systematic effect that has yet to be included in the analysis. In addition, we carefully excluded from our previous analysis those lens systems with D obs > 1, which are unphysical (see Eq. 8). If we follow the same steps here with the larger sample, introducing the additional SIS dispersion and excluding the 28 lenses with D obs > 1, 11 of which are from the 2017 SLACS catalog, and also exclude the aforementioned extreme outlier J0850-0347, we find that χ 2 dof ≈ 1.01 for the Planck ΛCDM cosmology, nearly identical to our previous result. As we explain in more detail below, there are good reasons for believing that the SIS dispersion may be bigger than the value we used previously. For example, in their fitting, Cao et al. (2012) invoked possible deviations from SIS contributing a scatter of up to 20%. This appears to be more in line with our preliminary finding here, so we investigate the impact of such a large dispersion on our optimization of the parameters in the wCDM cosmology.
We use maximization of the likelihood function to constrain and compare the models, including wCDM. We calculate D obs using Equation (3), and D th using Equation (7). For each measurement of D obs we also determine the corresponding error through standard error propagation, in which
where σ X is a unitless composite error term comprising the scatter about the SIS average and any other source of scatter in the measurements. We iterate the value of σ X (described below), while also systematically eliminating sources with a D obs exceeding 1, since these are clearly unphysical, and we also exclude J0850-0347, which is an extreme outlier in every model we tested.
In the method of maximum likelihood estimation (MLE; Wei at al. 2015a), the joint likelihood function for all parameters, based on a flat Bayesian prior, is
where, for each measurement,
The iteration on σ X ends when the optimization of wCDM results in a χ 2 dof = 1. Once σ X has been identified in this way, we use the same value for all the models in order to keep the comparison as transparent as possible. Although this approach tends to favour wCDM somewhat, we will see . Figure 1 . Probability density plot in the Ω m − w de plane for wCDM. The contours give the 1σ and 2σ (i.e., the 68% and 95%) confidence regions for the optimized parameters in wCDM. The white dot shows the best fit values.
that it does not influence the model ranking significantly. For example, the disfavoured models are rejected strongly and, clearly, changing σ X by a few percentage points will not alter this outcome.
The resulting best-fit values (including σ X ), calculated via the marginal probability of each parameter, are reported in Table 2 for both wCDM and ΛCDM. The latter has one fewer parameter (since w de = −1). The corresponding 1σ and 2σ confidence contours for wCDM in the Ω m − w de plane, along with the overall probability density, are shown in fig. 1 . Retaining only sources with Wei et al. 2015b ). The BIC is defined as
where L is the likelihood in Equation (11), N is the number of measurements in the final reduced sample, here 129, and n is the number of free parameters. In this application, wCDM is penalized with n = 2, and ΛCDM with n = 1, while R h = ct, Milne, and Einstein-de-Sitter each have n = 0 (no free parameters). When comparing cosmologies using the BIC, the probability that a specific model M α is the correct one among the set being considered is
Table 3 summarizes the χ 2 dof , the BIC, and relative likelihood (calculated from Eq. 14) of each model in this comparison.
DISCUSSION
Our analysis in this paper affirms the important role played by strong lenses in helping to refine the parameters in the standard model and, perhaps more importantly going forward, providing ample confirmation, if not definitive evidence, in model selection. Previous work by Melia, Wei & Wu (2015) and Cao et al. (2015) , albeit with smaller samples, suggested that-while individual lenses may deviate from an SIS model-the statistics of a large sample appears to be consistent with this simple internal structure of the lens's mass distribution. We have therefore adopted this approach to update the optimization of parameters in the standard model based on fits to the strong lens angular diameter distance dependence on redshift, and then to compare the predictions of wCDM with those of four other cosmologies. We have found, however, that ignoring individual variations from a pure SIS structure results in an unsatisfactory fit using wCDM and ΛCDM, necessitating It is important to emphasize that our sample is larger than that used in any previous attempt to carry out this type of analysis, and that it includes all of the sources used by Cao et al. (2015) (with the exception of a single outlier). We have supplemented this catalog with the 40 recently confirmed lenses uncovered with SLACS (Shu et al. 2017) . Our best-fit parameters for the standard model are consistent with those of Planck, but based solely on the reported errors, the reduced χ 2 dof for the optimized model is unacceptably large, unless we include the aforementioned additional scatter in the analysis. We argue that either the errors have been under-reported, or that the additional dispersion cannot be ignored with observations such as these. We have therefore sought to identify its magnitude, representing deviations from a pure homogeneous SIS model for all the lenses. Note, however, that our inferred uncertainty on the optimized value of w de (in the case of wCDM) is larger than that obtained by Cao et al. (2015) , in spite of the larger lens catalog at our disposal.
But though the introduction of the dispersion σ X to account for individual departures from a pure SIS lens structure has greatly reduced the scatter about the best-fit model in wCDM/ΛCDM, the problems with using such a simple lens have not been completely eliminated, as demonstrated in fig. 2 . Cao et al. (2015) reported a significant trend in deviations from their fitted cosmological model as a function of σ 0 . We find the same trend with the larger sample used in this paper, in which D obs decreases faster than expected from Eq. (3) with increasing σ 0 . Certainly Eq. (3) predicts that for a fixed θ E , one should see such a trend. But the Einstein radius also depends on the lens galaxy's mass distribution and the distance ratio between the lens and source objects, which should largely offset the trend seen in fig. 2 . There is no reason to expect a significant correlation between the mass distribution of the lensing object and the distance ratio between it and the source galaxy, as these are two independent parameters that produce the Einstein ring. For this reason, such a significant correlation between D obs and σ 0 can be taken as some evidence that the simple SIS galaxy mass distribution model is not robust enough to accurately account for all the individual variations seen from source to source.
In the redshift range of these data, the best-fit wCDM, ΛCDM and R h = ct models predict Cao et al. (2015) attempted to generalize the SIS model by characterizing it as a spherically symmetric power-law mass distribution of the form ρ∼r −γ . Their optimized value of γ was consistent with −2, however, which is in fact the SIS model, but they also noticed large deviations from their fits for σ 0 very different from 250 km s −1 . One should therefore be cautious with the use of an SIS model in future attempts to constrain or compare cosmologies using strong lensing data. At a minimum, one should carefully study the impact of a density profile varying with changing σ 0 .
A principal goal of this paper has been to significantly update the results of Melia, Wei & Wu (2015) . In that analysis, with only 69 strong lenses, no significant preference was determined for either ΛCDM or R h = ct. Based on a much larger sample of mock data, however, these authors
concluded that approximately 200 lenses would be required to show that ΛCDM is preferred over R h = ct at the 99.7% confidence level if the standard model is the correct description of nature. On the flip side, this earlier work also showed that about 300 lenses would be needed to demonstrate the superiority of R h = ct over ΛCDM at a comparable level of confidence if it turned out that the former was the correct model. With the 158 systems we have considered here, reduced to 129 with the exclusion of the unphysical ones, our sample has not quite reached that size yet, but we are Strong-lensing Systems 17 rapidly approaching these thresholds. As Table 3 shows, the current status has the R h = ct universe as the preferred model, followed by ΛCDM, which is favoured over wCDM. Although wCDM is slightly more flexible in fitting the data than ΛCDM, the penalty incurred by the additional free parameter causes it to be favoured less than the standard model with a fixed dark-energy equation of state. At the same time, these results show that the Milne universe and Einstein-de Sitter are completely ruled out. The sample of strong lenses now available for model selection is therefore already large enough to provide results consistent with those of many other kinds of observation, all of which have thus far tended to favour R h = ct over wCDM/ΛCDM (see, e.g., Melia 2013a Melia , 2013b ; and especially Table 1 in Melia 2017b).
CONCLUSION
An important byproduct of this analysis has been our assessment of the likely intrinsic scatter associated with the SIS model for the lens. If the random variation in galaxy morphology is almost Gaussian, we find that an additional error term of about 12.22% is necessary to have 68% of the observations lie within 1σ of the best-fit wCDM model. This factor is smaller than-though consistent with-the 20% scatter suggested by Cao et al. (2012) . Thus, in spite of the fact that our sample here is twice as large as that used in our previous analysis (Melia, Wei & Wu 2015) , our conclusion regarding the size of this scatter is virtually identical to that of our previous work, in which we found that σ X ∼ 0.12. Interestingly, this is is very close to the conclusion drawn earlier by Treu et al. (2006) , who also argued for the inclusion of a scatter of about 12%. But this is only true when sources with D obs > 1 are excluded. Were we to include all 157 sources (the complete sample of 158 minus the significant outlier J0850-0347), we would find that σ X is closer to 18%.
As noted, this difference provides some evidence that the SIS lens model breaks down for the more extreme values of σ 0 .
Based on our earlier work (Melia, Wei & Wu 2015) and the significant improvement we have seen using a much bigger sample in this paper, we are certain that strong lenses will play a pivotal role in model selection going forward-but preferably with an improved model for the lens mass.
Already DES has released a catalog of 348 new strong lens candidates (Diehl et al. 2017) . Spectroscopic follow-up observations are anticipated over the next several years. Even if only half of these are verified lenses, with a sufficient number of sources at z > 3, we anticipate that the next update of our analysis may offer an even stronger answer as to whether R h = ct or ΛCDM is the correct cosmology.
