Mean value formulas on sublattices and flags of the random lattice by Kim, Seungki
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MEAN VALUE FORMULAS ON SUBLATTICES AND FLAGS OF THE
RANDOM LATTICE
SEUNGKI KIM
Abstract. We present the extensions of the Siegel integral formula ([10]), which
counts the vectors of the random lattice, to the context of counting its sublattices and
flags. Perhaps surprisingly, it turns out that many quantities of interest diverge to
infinity.
1. Introduction
We start by recalling the celebrated Siegel integral formula ([10]), one of the corner-
stones of geometry of numbers. Let Xn = SL(n,Z)\SL(n,R) be the space of lattices of
determinant 1, and equip Xn with the measure µn that is inherited from the Haar measure
of SL(n,R); in particular, µn is invariant under the right SL(n,R)-action on Xn. Siegel
proved
Theorem 1 (Siegel [10]). µn(Xn) <∞, so upon normalizing we may suppose µn(Xn) =
1. Also, for f : Rn → R a compactly supported and bounded Borel measurable function,
we have ∫
Xn
∑
x∈L
x 6=0
f(x)dµn(L) =
∫
Rn
f(x)dx.
There are many other useful variations of Theorem 1. For instance, Rogers proved
Theorem 2 (Rogers [6]). Let 1 ≤ k ≤ n − 1. Then for f : (Rn)k → R a compactly
supported and bounded Borel measurable function, we have∫
Xn
∑
x1,...,xk∈L
rk 〈x1,...,xk〉=k
f(x1, . . . , xk)dµL =
∫
Rn
. . .
∫
Rn
f(x1, . . . , xk)dx1 . . . dxk.
Rogers also proved explicit formulas of this kind for the cases rk 〈x1, . . . , xk〉 = l for
any 1 ≤ l < k — see ([6]) for the precise statement. This result, called the Rogers integral
formula, is the essential tool for the study of random lattice vectors, since it makes possible
to study the higher moments of the lattice vector-counting function
∑
x∈L\{0} f(x). See
Schmidt ([8]) for yet more variants of the Siegel integral formula, and Kim ([3]), Shapira
andWeiss ([9]), and So¨dergren and Stro¨mbergsson ([11]) for some of the recent applications
of these mean value theorems.
The goal of the present paper is to discuss the extensions of these theorems to the
counting function of rank d < n sublattices, and of flags as well. Theorems 1 and 2 would
correspond to the case d = 1.
Our first result is the following generalization of Theorem 2. For a lattice L ∈ Xn and
1 ≤ d < n, write Gr(L, d) for the set of primitive rank d sublattices of L, and define for
1
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A ∈ Gr(L, d) and H ≥ 0
fH(A) =
{
1 if detA ≤ H
0 otherwise.
We also define
a(n, d) =
1
n
(
n
d
) d∏
i=1
V (n− i+ 1)ζ(i)
V (i)ζ(n − i+ 1)
,
where V (i) = pii/2/Γ(1+ i/2) is the volume of the unit ball in Ri, and ζ(i) is the Riemann
zeta function, except that we pretend ζ(1) = 1 for notational convenience. Then we prove
Theorem 3. Suppose 1 ≤ k ≤ n− 1, 1 ≤ d1, . . . , dk ≤ n− 1 with d1 + . . .+ dk ≤ n− 1.
Then ∫
Xn
∑
A1∈Gr(L,d1)
. . .
∑
Ak∈Gr(L,dk)
A1,...,Ak independent
fH1(A1) . . . fHk(Ak)dµn(L) =
k∏
i=1
a(n, di)H
n
i .
Remark. (i) We point out that the k = 1 case of this theorem is proved by Thunder ([13])
in the more general context of number fields.
(ii) If one wants a formula that counts non-primitive sublattices as well, by a standard
Mo¨bius inversion argument (see [7], or Section 7.1 of [4]) one can show that we could
simply replace all the a(n, d) by
c(n, d) = a(n, d)
d∏
i=1
ζ(n− i+ 1).
The same applies to our other results introduced below.
It is natural to ask what happens if the sublattices A1, . . . , Ak are not independent. In
fact, if Ai ∩ Aj 6= Ai, Aj , 0 for some i, j, the corresponding integral diverges, as can be
seen from the next statement that we prove:
Theorem 4. Let 1 ≤ r < d1, d2, so that d1 + d2 < n+ r. Then∫
Xn
∑
A∈Gr(L,d1)
∑
B∈Gr(L,d2)
rkA∩B=r
fH1(A)fH2(B)dµ(L) =∞.
Corollary.
∫
Xn

 ∑
A∈Gr(L,d)
fH(A)


2
dµ(L) =
d∑
r=0
∫
Xn
∑
A∈Gr(L,d)
∑
B∈Gr(L,d)
rkA∩B=r
fH(A)fH(B)dµ(L) =∞.
This may sound disappointing to some, since it means we cannot investigate the rank
d sublattices of a random lattice in the manner we study its vectors. At least we learn
that the statistics of rank d sublattices is radically different from that of lattice vectors.
In particular, the various Poissonian properties enjoyed by random lattice vectors (see [3]
and the references therein) fail spectacularly for rank d sublattices.
At the other extreme is the case in which A1 ⊆ . . . ⊆ Ak, and we would be counting
flags. For L ∈ Xn and d0 = 0 < d1 < . . . < dk < dk+1 = n, a flag of type d = (d1, . . . , dk)
(rational with respect to L) is a sequence of sublattices
A1 ⊆ A2 ⊆ . . . ⊆ Ak ⊆ L
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such that dimAi = di. Define
a(n, d) = a(n, d1)
k−1∏
i=1
n− di−1
di+1 − di−1
a(n− di, di+1 − di).
(This coincides with a(α) in Thunder ([12]).) We will prove
Theorem 5. The µn-average of the number of flags A1 ⊆ . . . ⊆ Ak of type d = (d1, . . . , dk)
such that detAi ≤ Hi for i = 1, . . . , k is equal to
a(n, d)
k∏
i=1
H
di+1−di−1
i .
Theorem 5 has the following (perhaps surprising, in the light of [2] or Theorem 5 of
[12])
Corollary. The µn-average number of flags of height ≤ H is equal to ∞.
Here, the height of a flag A1 ⊆ . . . ⊆ Ak is defined as the quantity
k∏
i=1
(detAi)
di+1−di−1 .
(See e.g. [2] or [12].) Therefore, the average number of flags of height ≤ H equals
a(n, d)
∫
xi>0
x1...xk≤H
x1 . . . xkdx1 . . . dxk,
but this is ∞ for k ≥ 2.
A few words on the method of proof: there are several known approaches to mean-value
theorems. Siegel proved Theorem 1 by interpreting the integrand as a pseudo-Eisenstein
series and then using the unfolding trick. Rogers proved his integral formula using a
measure-theoretic statement akin to the horocycle equidistribution. We introduce a dis-
crete version of this statement (Lemma 6 below), and through our proof of Theorem 3,
we demonstrate how it translates a counting formula for a fixed lattice such as Theo-
rem 7 below into the corresponding average over the random lattice. For Theorems 4
and 5, we use Theorem 3 and the unfolding trick. An appropriate combination of both
techniques enable us to handle many other situations in which the sublattices A1, . . . , Ak
interact in different ways, though here we only present the cases of which we see immediate
applications or implications.
2. Some background
Fix a positive integer n. For a prime p, define Mp to be the set of n × n matrices
M(x1, . . . , xn−1) of form
M(x1, . . . , xn−1) =


1 x1
1 x2
. . .
...
1 xn−1
p

 ,
with each xi ∈ {0, 1, 2, . . . , p− 1}. For ρ : Xn → C, define the “Hecke operators” Tp by
Tpρ(L) =
1
pn−1
∑
M∈Mp
ρ(p−1/nML).
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Throughout this paper, we will also write L for any representative of the coset L ∈ Xn
when it is harmless to do so, as we have done above. In other words, we write L for
both an element of SL(n,R) and the lattice spanned by the row vectors of L, to keep the
notations simple. With this understood, it is easy to check that Tp is well-defined. It is
also okay to take Tp to be the usual Hecke operators, at the cost of slightly modifying our
arguments below.
The following discrete analogue of Theorem 1 of Rogers ([6]) is crucial to the present
paper. The proof is a straightforward adaptation of Rogers’s to our situation.
Lemma 6. Let ρ(L) be a non-negative integrable function on Xn. Suppose limp→∞ Tpρ(L)
exists and have the same (finite) value I for all L ∈ Xn. Then I =
∫
Xn
ρdµ for any
L ∈ Xn.
Proof. Before we start, recall that
∫
Xn
ρ(γL)dµ =
∫
Xn
ρ(L)dµ for any γ ∈ SL(n,R). This
is proved by choosing a fundamental domain F of Xn and then comparing F and γ
−1F —
see p. 256 of [?] for a proof. In particular, this implies∫
Xn
Tpρ(L)dµ(L) =
∫
Xn
ρ(L)dµ(L),
a fact we will use a couple of times below.
For any function or real number F and h ∈ R, write [F ]h := min(F, h). For any h > I,
the dominated convergence theorem implies∫
Xn
[Tpρ]h (L)dµ(L)→ I
as p→∞. Also we have∫
Xn
[ρ]h(L)dµ(L) =
∫
Xn
Tp[ρ]h(L)dµ(L) ≤
∫
Xn
[Tpρ]h(L)dµ(L).
Taking p→∞ and then h→∞ here, by the monotone convergence theorem we obtain
the upper bound ∫
Xn
ρ(L)dµ(L) ≤ I.
On the other hand, consider the integral∫
Xn
Tpρ(L)dµ(L)
=
∫
Xn
1
pn−1
∑
M∈Mp
ρ(p−1/nML)dµ(L)
=
1
pn−1
∑
M∈Mp
∫
Xn
ρ(p−1/nML)dµ(L).
Combined with Fatou’s lemma, this implies that
I =
∫
Xn
lim
p→∞
Tpρ(L)dµ(L) ≤ lim
p→∞
∫
Xn
Tpρ(L)dµ(L) =
∫
Xn
ρ(L)dµ(L).
This completes the proof.

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Remark. Lemma 6 may remind one of the Hecke equidistribution ([1]). Of course, the
latter is a much deeper statement, but Lemma 6 has the advantage that it applies to
functions that are neither compactly supported nor bounded, which is the situation we
are in.
To confirm the rather strong condition for Lemma 6, we need the following theorem
recently established by the author ([4]). Here we only state the parts that we need.
Theorem 7 (Kim [4]). For a (full-rank) lattice L ∈ Rn, define P (L, d,H) to be the
number of primitive rank d < n sublattices of L of determinant less than or equal to H.
Choose linearly independent vectors v1, . . . , vn ∈ L with ‖vi‖ = λi(L). Also write
b(n, d) = max
(
1
d
,
1
n− d
)
.
Then
(1) P (L, d,H) = a(n, d)
Hn
(detL)d
+O

 ∑
γ∈Q
0≤γ≤n−b(n,d)
bγ(L)H
γ

 ,
where the implied constant depends only on n and d, the sum on the right is finite, and
every bγ is a reciprocal of a product of the successive minima of L, so that the right-hand
side of (1) is invariant under rescaling L to αL and H to αd/nH.
Furthermore, for a primitive sublattice S ⊆ L of rank ≤ n− d, define PS(L, d,H) to be
the number of primitive rank d sublattices of L of determinant ≤ H that intersect trivially
with S. Then PS(L, d,H) also satisfies the estimate (1); in particular, the error term is
independent of S. The sublattices that do intersect S contribute at most O(
∑
γ≤n−1 bγH
γ).
For a d × n matrix A = (aij)d×n, write A
′ = (aij)d×(n−1) for the “first” d × (n − 1)
submatrix of A. As with L, we also use the same letter A for the rank d lattice generated
by the row vectors of A. We define detA = (detAAT )1/2. Also, if A is integral and
E = AL as a d×n matrix, we also write E for the corresponding element of Gr(L, d), and
we define detE = detAL. Sometimes we write detLE when the extra clarification might
be helpful.
Proposition 8. We continue with the notations of the preceding discussion. In addition,
let A be an integral d× n matrix, and let L¯ be the (n− 1)× n lattice whose i-th vector v¯i
is the projection of vi onto v
⊥
n . Then detAL ≥ detA
′L¯.
Proof. Write A = (A′; a), with a = (a1n, . . . , adn)
T . Similarly, write
L =


1 µ1
. . .
...
1 µn−1
1

 ·

 L¯
vn


for some µ1, . . . , µn−1 ∈ R. Write µ = (µ1, . . . , µn−1)
T . Then
AL = A′L¯+ (A′µ+ a)vn
Temporarily write A = A′L¯, B = (A′µ+ a)vn. Then
(AL)(AL)T = (A+ B)(AT + BT ) = AAT + BBT ,
because ABT = BAT = 0. The matrix-determinant lemma now gives
(detAL)2 = (detA)2(1 + BT (AAT )−1B),
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which yields the desired conclusion. 
3. Proof of Theorem 3
Recall that we wish to evaluate the integral
(2)
∫
Xn
∑
A1∈Gr(L,d1)
. . .
∑
Ak∈Gr(L,dk)
A1,...,Ak independent
fH1(A1) . . . fHk(Ak)dµ(L),
where we have d1 + . . .+ dk := d < n. The plan is to instead evaluate the sum
(3)
1
pn−1
∑
M∈Mp
∑
A1∈Gr(Zn,d1)
. . .
∑
Ak∈Gr(Zn,dk)
A1,...,Ak independent
fpd1/nH1(A1ML) . . . fpdk/nHk(AkML)
for a fixed L ∈ Xn in the p limit, and then apply Lemma 6. This will prove Theorem 3.
If we write Al = (a
l
ij)dl×n, then for each l
AlML =


al11 a
l
12 . . . a
l
1,n−1
∑
al1jxj + pa
l
1n
...
...
ald1 a
l
dl2
. . . aldl,n−1
∑
aldljxj + pa
l
dln

L.
Denote by A′l = (a
l
ij)dl×(n−1) the first dl × (n− 1) submatrix of Al, and define
A =


A1
...
Ak

 , A′ =


A′1
...
A′k

 .
Consider the map A′ : Fn−1p → F
d
p induced by A
′. We claim that the contribution from
the Ai’s for which A
′ is not surjective is negligible. There are two cases:
(i) detA′ ≥ p over Q. Then
p ≤ detA′ ≤
k∏
l=1
detA′l,
so there exists an l such that detA′l ≥ p
dl/n+1/nk, and hence detA′lL¯≫L p
dl/n+1/nk,
where L¯ is defined as in the statement of Proposition 8, and the dependence on L
here is on L as an element of SL(n,R) — which is okay, since we could choose L from
a fundamental domain of Xn. Then Proposition 8 implies detAlML≫L p
dl/n+1/nk.
For p sufficiently large, this is greater than pdl/nHl, and so does not contribute to
the sum.
(ii) detA′ = 0 over Q. Row-reduce A so that the last row equals (0, . . . , 0, c) with c 6= 0
— possible by assumption rkA = d — which shows that detAM ≥ p. This again
implies detAlML≫L p
dl/n+1/nk for some l.
Now if A′ did induce a surjective map onto Fd, then the numbers
∑
j a
l
ijxj are equidis-
tributed mod p. Therefore computing (3) is equivalent to computing
1
pd
∑
A1∈Gr(Zn,d1)
. . .
∑
Ak∈Gr(Zn,dk)
rk pA′=d
fpd1/nH1(A1L), . . . , fpdk/nHk(AkL).
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The rk pA
′ = d condition here can be replaced by rkA′ = d, because if rk pA
′ = d and
rkA′ < d then detA′ must be a multiple of p, and the same argument in (i) above applies.
So we now have
(4)
1
pd
∑
A1∈Gr(Zn,d1)
. . .
∑
Ak∈Gr(Zn,dk)
rkA′=d
fpd1/nH1(A1L), . . . , fpdk/nHk(AkL).
The summation in (4) requires that Ak is independent of A1, . . . , Ak−1 and ln, where ln
is the one-dimensional subspace spanned by the last row of L. Thus, by applying Theorem
7 with S = A1 ⊕ . . .⊕Ak−1 ⊕ ln, we can rewrite (4) as
1
pd
(
a(n, dk)H
n
k p
dk + oL(p
dk)
) ∑
A1∈Gr(Zn,d1)
. . .
∑
Ak−1∈Gr(Zn,dk−1)
rkA′=d−dk
fpd1/nH1(A1L), . . . , fpdk−1/nHk−1(Ak−1L),
where A′ here now means
A′ =


A′1
...
A′k−1

 .
Repeating the same argument with otherAi’s, we find that (4) equals
∏k
i=1 a(n, di)H
n
i +
oL(1). This allows us to apply Lemma 6 with I =
∏k
i=1 a(n, di)H
n
i and complete the proof
of Theorem 3.
4. The case of partially overlapping sublattices
In this section we prove Theorem 4. Recall that we are considering the integral
(5)
∫
Xn
∑
A∈Gr(L,d1)
∑
B∈Gr(L,d2)
rkA∩B=r
fH1(A)fH2 (B)dµ(L)
for 1 ≤ r < d1, d2, so that d1 + d2 < n+ r.
To begin, use the formula detL(A) = detL(C) detL/C(A/C) for C ⊆ A to rewrite the
inner sum of (5) as ∑
C∈Gr(L,r)
∑
A¯∈Gr(L/C,d1−r)
B¯∈Gr(L/C,d2−r)
indep
fH1/ detL C(A¯)fH2/ detL C(B¯).
We will interpret this expression as a pseudo-Eisenstein series, and then use the un-
folding trick. Fix a representative M ∈ SL(n,R) of L ∈ Xn. In this context, a choice of
C ∈ Gr(L, r) corresponds to a choice of γ ∈ P (n− r, r,Z)\SL(n,Z), where
P (a, b, F ) =
{(
Ga ∗
Gb
)
: Ga ∈ SL(a, F ), Gb ∈ SL(b, F )
}
for any ring F . C and γ are related by C = (sublattice generated by last r rows of γM).
Next, fixing a representative of γ, we can uniquely decompose γM in the form
(6)
(
Gn−r U
Gr
)(
α−
1
n−r In−r
α
1
r Ir
)
K ′,
for some Gn−r ∈ SL(n− r,R), Gr ∈ SL(r,R), U ∈ Mat(n−r)×r(R), and K
′ an element of
a fundamental domain of (SO(n− r,R)×SO(r,R))\SO(n,R), which we fix in advance. In
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this context, a choice of an independent pair A¯ ∈ Gr(L/C, d1−r) and B¯ ∈ Gr(L/C, d2−r)
corresponds to a choice of δ ∈ P ′(n− d1 − d2 + r, d2 − r, d1 − r,Z)\SL(n− r,Z), where
P ′(a, b, c, F ) =



Ga ∗ ∗Gb 0
Gc

 : Ga ∈ SL(a, F ), Gb ∈ SL(b, F ), Gc ∈ SL(c, F )


for any ring F , so that A¯ is the sublattice generated by the last d1 − r rows of
δ
(
Gn−r 0
) (
α−
1
n−r In−r 0
)
(first n− r rows of K ′) ,
and B¯ by the next last d2 − r rows. But since we are only interested in the determinants
of A¯ and B¯, in what follows we can regard them as the sublattices generated by the
corresponding rows of δ · α−
1
n−rGn−r.
The considerations so far allows us to rewrite (5) as∫
P (n−r,r,Z)\SL(n,R)
∑
δ∈P ′(Z)\SL(n−r,Z)
fH1/α(A¯)fH2/α(B¯)dµ.
Lemma 9 below, which gives a decomposition of dµ = dµn compatible with (6), implies
that this equals
(const)
∫ ∞
0
∫
Xn−r
∑
A¯∈Gr(α
− 1
n−r Gn−r,d1−r)
B¯∈Gr(α
− 1
n−r Gn−r,d2−r)
indep
fH1/α(A¯)fH2/α(B¯)dµn−r(Gn−r) · α
n−1dα,
which, by Theorem 3 (notice that detα−
1
n−rGn−r = α
−1, so we normalize accordingly),
equals
(const)
∫ ∞
0
Hn−r1 H
n−r
2 α
−n+d1+d2−1dα,
which is divergent, proving Theorem 4. One way to understand this phenomenon is that,
if L ∈ Xn is heavily skewed i.e. its successive minima have a huge gap, there exist too
many possibilities for A ∩B.
Before we prove the needed lemma, we fix our notations related to dµ. Recall the
standard fact (see e.g. [5]) that, with respect to the NAK decomposition of SL(n,R), we
can write dµn as
dµn = τ(n)dN · dA · dK,
where τ(n) is some constant, dN =
∏
i<j dnij , dA =
∏
i α
−i(n−i)
i dαi/αi upon writing
A = diag(a1, . . . , an) and αi = ai/ai+1, and dK is the Haar measure on SO(n,R) so that∫
SOnR
dK =
n∏
i=2
iV (i).
To make
∫
Xn
dµn = 1, we set
τ(n) =
1
n
n∏
i=2
ζ−1(i).
Lemma 9. With respect to the decomposition (6) of SL(n,R), we have
dµn =
n
r(n− r)
·
τ(n)
τ(r)τ(n − r)
dUdµr(Gr)dµn−r(Gn−r)α
n−1dαdK ′,
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where dU =
∏
1≤i≤n−r
1≤j≤r
uij on writing U = (uij) 1≤i≤n−r
1≤j≤r
, and dK ′ is the natural measure
on (SO(n− r,R)× SO(r,R))\SO(n,R) descended from the measure dK on SO(n,R).
Proof. The only nontrivial part of the proof consists of comparing the diagonal parts, or
the “A parts”, of the measures dµn, dµn−r, dµr. We can decompose


a1
. . .
an

 =


b′1
. . .
b′n−r
b′′1
. . .
b′′r




α
−1
n−r
. . .
α
−1
n−r
α
1
r
. . .
α
1
r


.
There is, of course, the relation
∏
ai =
∏
b′i =
∏
b′′i = 1. Write αi = ai/ai+1, β
′
i =
b′i/b
′
i+1, β
′′
i = b
′′
i /b
′′
i+1. Then the measures on the “A parts” of the groups Gn, Gn−r, Gr
are, respectively,
dA :=
∏
i
α
−i(n−i)
i
dαi
αi
, dB′ =
∏
i
β
′−i(n−r−i)
i
dβ′i
β′i
, dB′′ =
∏
i
β′′−i(r−i)
dβ′′i
β′′i
.
It remains to simply perform the change of coordinates from the αi-coordinates to the
β′i, β
′′
i , α-coordinates. We have αi = β
′
i for 1 ≤ i ≤ n − r − 1 and αn−r+i = β
′′
i for
1 ≤ i ≤ r − 1, and the single nontrivial relation
αn−r =
b′n−r
b′′1
α−
n
r(n−r) .
At this point, we can compute and find that
(7) dA = dB′dB′′ ·
n−r−1∏
i=1
β′−rii
r−1∏
i=1
β
′′−(n−r)(r−i)
i · α
−r(n−r)
n−r
dαn−r
αn−r
.
On the other hand, from the shape of the Jacobian matrix


− ∂αi∂β′1
−
...
− ∂αi∂α −
∂αi
∂β′′1
−
... −


=


1 ∗
. . .
...
1 ∗
∂αn−r
∂α
∗ 1
...
. . .
∗ 1


and the fact that
∂αn−r
∂α
= −
n
r(n− r)
αn−rα
−1,
we have
−
dαn−r
αn−r
=
n
r(n− r)
dα
α
+ (terms in dβ′ and dβ′′),
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and the dβ′ and dβ′′ parts here do not affect the outcome of the computation. Thus we
can pretend that we have
α
−r(n−r)
n−r
dαn−r
αn−r
=
−n
r(n− r)
(
b′n−r
b′′1
α−
n
r(n−r)
)−r(n−r)
dα
α
=
−n
r(n− r)
∏n−r−1
i=1 β
′ri
i∏r−1
i=1 β
′′−(n−r)(r−i)
i
αn
dα
α
.
Substituting this into (7), we obtain
dA =
−n
r(n− r)
dB′dB′′αn
dα
α
,
which completes the proof. By reorienting α (which moves in the opposite direction to
αn−r) we can eliminate the negative sign.

5. Average number of flags
The same technique in the previous section can be applied to compute the µn-average
number of flags bounded by certain constraints, even though such a formula for a fixed
lattice is not known and is probably difficult to find. In this section, we compute the
number of flags such that detAi ≤ Hi for i = 1, . . . , k, i.e. the quantity
∫
Xn
∑
A1⊆...⊆Ak⊆L
dimAi=di
k∏
i=1
fHi(Ai)dµ,
or equivalently∫
Xn
∑
A1∈Gr(L,d1)
∑
A¯2∈Gr(L/A1,d2−d1)
. . .
∑
A¯k∈Gr(L/Ak−1,dk−dk−1)
fH1(A1)fH2/ detA1(A2) . . . dµ,
thereby proving Theorem 5.
First consider the case k = 2, in which we are computing∫
Xn
∑
A1∈Gr(L,d1)
∑
A¯2∈Gr(L/A1,d2−d1)
fH1(A1)fH2/ detA1(A2)dµ.
By the same argument as in the previous section, and Lemma 9, this equals
n
d1(n− d1)
·
τ(n)
τ(d1)τ(n − d1)
· vol
(
SO(n,R)
SO(d1,R)× SO(n− d1,R)
)
·∫ ∫
Xd1
dµd1
∫
Xn−d1
∑
A¯2
fH2/α(A¯2)dµn−d1fH1(α)α
n−1dα.
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Using the fact that vol(SO(n,R)) =
∏n
i=2 iV (i), one finds that the constant term here
equals na(n, d1). The integral part is equal to
a(n− d1, d2 − d1)
∫ H1
0
αn−1 · αd2−d1
(
H2
α
)n−d1
dα
= a(n− d1, d2 − d1)H
n−d1
2
∫ H1
0
αd2−1dα
=
a(n− d1, d2 − d1)
d2
Hd21 H
n−d1
2 .
This proves the k = 2 case. For general k, we proceed by induction: we would have
n
d1(n− d1)
·
τ(n)
τ(d1)τ(n− d1)
· vol
(
SO(n,R)
SO(d1,R)× SO(n− d1,R)
)
·∫ ∫
Xd1
dµd1
∫
Xn−d1
∑
A¯2,...,A¯k
fH2/α(A¯2) . . . fHk/ detAk−1α(A¯k)dµn−d1fH1(α)α
n−1dα.
The constant term is exactly the same, and the integral equals
a(n− d1, d
′)
∫ H1
0
αn−1 · αdk−d1
k∏
i=2
(
Hi
α
)di+1−di−1
dα
= a(n− d1, d
′)
k∏
i=2
Hi
di+1−di−1
∫ H1
0
αd2−1dα
=
a(n− d1, d
′)
d2
k∏
i=1
Hi
di+1−di−1 ,
as desired; note that
a(n− d1, d
′) = a(n− d1, d2 − d1)
k−1∏
i=2
n− di−1
di+1 − di−1
a(n− di, di+1 − di).
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