Abstract. A numerical monoid is an additive submonoid of the non-negative integers. Given a numerical monoid S, consider the family of "shifted" monoids M n obtained by adding n to each generator of S. In this paper, we characterize the Apéry set of M n in terms of the Apéry set of the base monoid S when n is sufficiently large. We give a highly efficient algorithm for computing the Apéry set of M n in this case, and prove that several numerical monoid invariants, such as the genus and Frobenius number, are eventually quasipolynomial as a function of n.
Introduction
The factorization theory of numerical monoids -co-finite, additive submonoids of the non-negative integers -has enjoyed much recent attention; in particular, invariants such as the minimum factorization length, delta set, and ω-primality have been studied in much detail [10] . These measures of non-unique factorization for individual elements in a numerical monoid all exhibit a common feature: eventual quasipolynomial behavior. In many cases, this eventual behavior is periodic (i.e. quasiconstant) or quasilinear, and this pattern always holds after some initial "noise" for small monoid elements.
In this paper, we describe quasipolynomial behavior of certain numerical monoid invariants over parameterized monoid families. Unlike previous papers, which studied how factorization invariants change element-by-element (e.g., minimum factorization length [1] ), we investigate how a monoid's properties change as the generators vary by a shift parameter. More specifically, we study "shifted" numerical monoids of the form M n = n, n + r 1 , . . . , n + r k for r 1 < · · · < r k , and find explicit relationships between the Frobenius number, genus, type, and other properties of M n and M n+r k when n > r 2 k . As with the previous element-wise investigations of invariant values, our monoid-wise analysis reveals eventual quasipolynomial behavior, this time with respect to the shift parameter n.
The main result of this paper is Theorem 3.3, which characterizes the Apéry set of M n (Definition 2.2) for large n in terms of the Apéry set of the monoid S = r 1 , . . . , r k at the base of the shifted family. Apéry sets are non-minimal generating sets that concisely encapsulate much of the underlying monoid structure, and many properties of interest can be recovered directly and efficiently from the Apéry set, making it a sort of "one stop shop" for computation. We utilize these connections in Section 4 to derive relationships between properties of M n and M n+r k when n is sufficiently large.
One of the main consequences of our results pertains to computation. Under our definition of M n above, every numerical monoid is a member of some shifted family of numerical monoids. While Apéry sets of numerical monoids (and many of the properties derived from them) are generally more difficult to compute when the minimal generators are large, our results give a way to more efficiently perform these computations by instead computing them for the numerical monoid S, which has both smaller and fewer generators than M n . In fact, one surprising artifact of the algorithm described in Remark 3.5 is that, in a shifted family {M n } of numerical monoids, the computation of the Apéry set of M n for n > r 2 k is typically significantly faster than for M n with n ≤ r 2 k , even though the former has larger generators. We discuss this and further computational consequences in Remark 4.10, including implementation of our algorithm in the popular GAP package numericalsgps [4] .
Background
In this section, we recall several definitions and results used in this paper. For more background on numerical monoids, we direct the reader to [11] . Definition 2.1. A numerical monoid M is an additive submonoid of Z ≥0 . When we write M = n 1 , . . . , n k , we assume n 1 < · · · < n k . We say M is primitive if gcd(n 1 , . . . , n k ) = 1. A factorization of an element a ∈ M is an expression Theorem 2.4 appeared in [1] for primitive, minimally generated numerical monoids, and in [2] for general numerical monoids. We state the latter version here.
Theorem 2.4 ([1, 2])
. Suppose M = n 1 , . . . , n k is a numerical monoid. The function m : M → Z ≥0 sending each a ∈ M to its shortest factorization length satisfies
Notation. Through the remainder of this paper, r 1 < · · · < r k and n are non-negative integers, d = gcd(r 1 , . . . , r k ), and S = r 1 , . . . , r k and M n = n, n + r 1 , . . . , n + r k denote additive submonoids of Z ≥0 . Unless otherwise stated, we assume n > r k and gcd(n, d) = 1 so M n is primitive and minimally generated as written, but we do not make any such assumptions on S. Note that choosing n as the first generator of M n ensures that every numerical monoid falls into exactly one shifted family.
Apéry sets of shifted numerical monoids
The main results in this section are Theorem 3.3, which expresses Ap(M n ) in terms of Ap(S; n) for n sufficiently large, and Proposition 3.4, which characterizes Ap(S; n) for large n in terms of Z ≥0 \ S. In addition to the numerous consequences in Section 4, these two results yield an algorithm to compute Ap(M n ) for large n; see Remark 3.5. [6, Theorem 6.3] , both with strictly higher bounds on the starting value of n. The latter source proved that such numerical monoids are homogeneous, meaning every element of the Apéry set has a unique factorization length. This property appears as part of Theorem 3.3 along with a characterization of the unique length in terms of S.
where m S denotes the minimum factorization length in S. Moreover, we have
Proof. Let A = {i + m S (i) · n | i ∈ Ap(S; dn)}. Each element of Ap(S; dn) is distinct modulo n, since each element of {i/d | i ∈ Ap(S; dn)} is distinct modulo n and gcd(n, d) = 1. As such, each element of A is distinct modulo n, since i + m S (i) · n ≡ i mod n for i ∈ Ap(S; dn). This implies |A| = n, so it suffices to show A ⊆ Ap(M n ).
Fix i ∈ Ap(S; dn), and let a = i + m S (i) · n. If s ∈ Z S (i) has minimal length, then
meaning a ∈ S. In this way, each minimal length factorization s for i ∈ S corresponds to a factorization of a ∈ M n with first component zero. More generally, for each ℓ ≥ 0, there is a natural bijection
between the factorizations of a ∈ M n of length ℓ and the factorizations of a − ℓn ∈ S of length at most ℓ, obtained by writing
and subsequently solving for a − ℓn.
so a has no factorizations in M n of length ℓ. Moreover, a cannot have any factorizations in M n with length strictly less than m S (i) since Lemma 3.1 would force some factorization of length m S (i) to have nonzero first coordinate. Putting these together, we see L Mn (a) = {m S (i)}, meaning every factorization of a in M n has first coordinate zero. As such, we conclude a ∈ Ap(M n ).
Proposition 3.4. If dn ∈ S and dn > F (S), then Ap(S; dn) = {a 0 , . . . , a n−1 }, where
and d = gcd(S). In particular, this holds whenever n > r 2 k as in Theorem 3.3. Proof. Clearly a i ∈ Ap(S; dn) for each i ≤ n − 1. Moreover, the values a 0 , . . . , a n−1 are distinct modulo n, so the claimed equality holds.
Remark 3.5. Theorem 3.3 and Proposition 3.4 yield an algorithm to compute the Apéry set of numerical monoids M = n 1 , . . . , n k that are sufficiently shifted (that is, if n 1 > (n k − n 1 )
2 ) by first computing the Apéry set for S = n i − n 1 : 2 ≤ i ≤ k . Table 1 compares the runtime of this algorithm to the one currently implemented in the GAP package numericalsgps [4] . The strict decrease in runtime halfway down the last column corresponds to values of n where n > r 2 k = 20 2 = 400, so we may use Proposition 3.4 to express Ap(S; dn) directly in terms of the gaps of S. This avoids performing extra modular arithmetic computations for each Apéry set element, as is normally required to compute Ap(S; dn) from Ap(S). Table 1 . Runtime comparison for computing Apéry sets of the numerical monoids M n with S = 6, 9, 20 . All computations performed using GAP and the package numericalsgps [4] .
An implementation will appear in the next release of the numericalsgps package, and will not require any special function calls. In particular, computing the Apéry set of a monoid M that is sufficiently shifted will automatically use the improved Apéry set algorithm, and resort to the existing algorithm in all other cases. Remark 3.6. Much of the literature on numerical monoids centers around especially "nice" families, e.g. those that are symmetric [9] , complete intersection [5] , balanced [15] , telescopic [8] , Arf [12] , or generated by an arithmetic [11, Chapter 4] or compound [7] sequence, among many others [11] . Such families are usually chosen so that a precise description of some of their properties can be obtained, thereby lending insight into the (often provably intractable) general case. Remark 3.5 identifies sufficiently shifted numerical monoids as a new family to add to the list.
Applications
As Apéry sets can be used to easily compute other numerical monoid invariants, the results of Section 3 can be applied to provide quick computations of and structural results for the Frobenius number, genus (Definition 2.3), and type (Definition 4.7) of M n for n sufficiently large. In particular, we show that each of these are eventually quasipolynomial functions of n (Corollaries 4.3, 4.2, and 4.9, respectively).
for periodic functions a 0 , . . . , a α , whose periods all divide r, with a α not identically 0. We say f is eventually quasipolynomial if the above equality holds for all n ≫ 0.
Proof. By counting the elements of Z ≥0 \ M n modulo n, we can write
Applying Theorem 3.3 and Proposition 3.4, a simple calculation shows that
Each of the four terms in the above expression is eventually quasipolynomial in n. Indeed, the first term is d-quasilinear in n, the second term is independent of n, and Theorem 2.4 implies the third and fourth terms are eventually r k -quasiquadratic and r k -quasilinear in n, respectively. This completes the proof.
Corollary 4.3 is known in more general contexts [13, 14] . The proof given here yields a fast algorithm for computing the Frobenius number of M n for n > r [17] , a famously open problem in the numerical monoids literature, states that for any primitive numerical monoid S = r 1 , . . . , r k ,
To date, Wilf's conjecture has only been proven in a handful of special cases, and remains open in general. Corollary 4.6 adds monoids of the form M n for n > r 
In particular, M n satisfies Wilf 's conjecture for n > r ∈ S but m + n ∈ S for all positive n ∈ S. Denote by P F (S) the set of pseudoFrobenius numbers of S, and by t(S) = |P F (M n )| the type of S.
Theorem 4.8. Given n ∈ Z ≥0 , let P n denote the set P n = {i ∈ Ap(S; dn) : a ≡ i mod n for some a ∈ P F (M n )}.
For n > r 2 k , the map P n → P n+r k given by
Proof. Fix i ∈ Ap(S; dn) and write a = i + m S (i)n ∈ Ap(M n ; n). First, if i ≤ dn, then i ∈ Ap(S; dn + dr k ) by Proposition 3.4, so by Theorem 3.3,
Notice that if a + r j ∈ M n , then the bijection in the proof of Theorem 3.3 implies a + r j has a factorization of length m S (i) in M n . As such, for each j we have a ′ + r j ∈ M n+r k if and only if a + r j ∈ M n . On the other hand, if i > dn, then i + r k ∈ Ap(S; dn + dr k ) by Proposition 3.4, so by Theorem 3.3, a ′ = i + r k + m S (i + r k )(n + r k ) = a + (n + r k ) + (m S (i) + 1)r k ∈ Ap(M n+r k ; n + r k ).
Once again, a ′ + r j ∈ M n+r k if and only if a + r j ∈ M n for each j, thus proving the first claim. The second claim is obtained using the composition P F (M n ) −→ P n −→ P n+r k −→ P F (M n+r k ) of the above map with two bijections obtained via reduction modulo n. Remark 4.10. Each of the quantities and properties discussed in this section are usually computed for a general numerical monoid M by first computing an Apéry set. Indeed, computing each of these quantities for the monoids in Table 1 takes only slightly longer than the corresponding Apéry set runtime. As such, computing these values using the algorithm discussed in Remark 3.5 is also significantly faster for n > r 
