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Zusammenfassung
Bayesianische Verfahren in pädiatrischen Studien
Extrapolation historischer Informationen aus klinischen Studien an Erwachsenen und Kindern:
Ergebnisse, Limitationen und Erweiterungen eines meta-analytisch prädiktiven Ansatzes
Raphael Koch
In dieser Arbeit wird ein statistisches Bayes-Verfahren mit dem Ziel der Fallzahlredu-
zierung in einer neu geplanten klinischen Studie untersucht. Um dieses Ziel zu erreichen,
wird ein meta-analytisch prädiktiver Bayes-Ansatz angewandt, der Ergebnisse aus his-
torischen Studien an Erwachsenen und Kindern extrapoliert. Diese Methode basiert auf
hierarchischen Modellen, die den Informationsgehalt der historischen Studien über einen
zukünftigen Therapieerfolg bewerten. Das Ergebnis ist die a-posteriori prädiktive Vertei-
lung über einen zukünftigen studienspezifischen Behandlungseffekt. Damit kann empirisch
ein Gewichtungsfaktor bestimmt werden, der die Herabgewichtung der historischen In-
formation in Form der Inversen-Varianzen quantifiziert. Für eine konkrete neue Studie
kann die Anzahl der Patienten berechnet werden, die durch Anwendung der a-posteriori
prädiktiven Parameter als informative a-priori Parameter bei der Rekrutierung einge-
spart werden kann. Das Vorwissen wird somit in eine virtuelle Anzahl Patienten, der
Prior Effective Sample Size übersetzt. Der entscheidende Parameter zur Bewertung des
Extrapolationsumfangs ist die Interstudienvarianz.
Im Rahmen der hierarchischen Modelle wird untersucht, welche hyper a-priori Vertei-
lungen für die Interstudienvarianz am geeignetsten sind. In verschiedenen klinischen Bei-
spielen wird die Effektivität dieser Methodik getestet und bewertet. Insbesondere wird
die Situation bei Vorliegen weniger früherer Studien genauer analysiert. In verschiedenen
Simulationsszenarien wird die Mindestanzahl historischer Studien bestimmt, ab der die
Anwendung dieser Methode bzw. die Extrapolation von historischen Studienresultaten
robust und sinnvoll ist.
Ergebnisse: Erst ab fünf Vorstudien entstehen stabile Schätzungen des zukünftigen
Studieneffekts. Die geeignetste a-priori Verteilung für die Interstudienvarianz für die hier
betrachteten Zielgrößen und Szenarien ist die Half-Normal-Verteilung HN(0,1). Die An-
wendung der Inverse-Gamma-Verteilung eignet sich nur bedingt, da sie sich antikonser-
vativ verhält und den Informationsgehalt der historischen Studien überbewertet. Unter
Berücksichtigung einer geeigneten Modellanpassung und ausreichender Anzahl histori-
scher Studien kann die Fallzahl einer neuen Studie erheblich reduziert werden. In den
klinischen Beispielen beträgt die Einsparung unter Anwendung der HN(0,1)-Verteilung
in einer Kinderstudie bis zu 7%, in einer Erwachsenstudie bis zu 27%. In den Simulationen
ist sie teils 100%.
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Notationen
Bevor wir mit der eigentlichen Arbeit beginnen, werden wir einige wichtige Notationen und
Abkürzungen auflisten, die in dieser Arbeit häufig verwendet werden. Betrachten wir gleich-
zeitig historische Studien, die aus zwei Kollektiven bestehen, so unterscheiden wir die Para-
meter für jedes Kollektiv durch Indizes. Eine Indizierung mit a bzw. ad bedeutet, dass sich
der entsprechende Parameter auf ein Kollektiv erwachsener Patienten bezieht, während eine
Indizierung mit k bzw. ped für einen Parameter in einem Kollektiv von Kindern steht. Weiter
sei θ∗ der zu schätzende Parameter in einer neuen Studie. In den klinischen Beispielen 4.1 und
4.3, sowie den simulierten Studienszenarien in Kapitel 5 wird dieser Parameter das prädiktive
Log Odds Ratio sein. In den Metforminstudien in 4.2 ist θ∗ die standardisierte Mittelwert-
veränderung in einer zukünftigen Studie. Die Begriffe Dichte und Verteilung verwenden wir
synonym. Weitere wichtige Bezeichnungen sind in der folgenden Tabelle aufgelistet.
Notation Bezeichnung
OR Odds Ratio
LogOR logarithmiertes Odds Ratio
pT Ereigniswahrscheinlichkeit der Behandlungsgruppe
pC Ereigniswahrscheinlichkeit der Kontrollgruppe
pTC gepoolte Ereigniswahrscheinlichkeit für Behandlungs- und
Kontrollgruppe zusammen
τ2 Varianz der Behandlungseffekte zwischen den historischen Studien
(Interstudienvarianz)
τ Standardabweichung der Behandlungseffekte zwischen den
historischen Studien
(Interstudienstandardabweichung)
ω Verhältnis der a-posteriori prädiktiven Präzision der historischen
Studien mit Wertverlust zur a-posteriori prädiktiven Präzision der
historischen Studien ohne Wertverlust
ωad ω für eine neue Erwachsenenstudie
ωped ω für eine neue Kinderstudie
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Neff Precision Weight Effective Sample Size
Nad,eff Precision Weight Effective Sample Size für eine neue
Erwachsenenstudie
Nped,eff Precision Weight Effective Sample Size für eine neue Kinderstudie
Ntrue wahre Precision Weight Effective Sample Size bei bekanntem τ
Nprior Prior Effective Sample Size
Nad,prior Prior Effective Sample Size für eine neue Erwachsenenstudie
Nped,prior Prior Effective Sample Size für eine neue Kinderstudie
Nhist Gesamtfallzahl der historischen Studien
µshift systematischer Verschiebungsparameter des mittleren
Behandlungseffekts zwischen Erwachsenen- und Kinderkollektiv
µ0 fester Hyperparameter des mittleren Behandlungseffekts
τ0 fester Hyperparameter der Standardabweichung des mittleren
Behandlungseffekts
H Anzahl der historischen Studien
h ∈ {1,2, . . . ,H}
yh beobachteter Effekt in historischer Studie h
θh wahrer studienspezifischer Effekt für historische Studie h
θ∗ vorhergesagter Behandlungseffekt in einer neuen Studie
A Anzahl der historischen Studien an Erwachsenen
a ∈ {1,2, . . . ,A}
ya beobachteter Effekt in Erwachsenenstudie a
θa wahrer studienspezifischer Effekt für Erwachsenenstudie a
θ∗ad vorhergesagter Behandlungseffekt in einer neuen Erwachsenenstudie
Vad,τ,µshift Varianz von θ∗ad bei variablem τ und µshift
Vad,τ≡0,µshift0 Varianz von θ
∗
ad mit τ ≡ 0 und festem µshift = µshift0
K Anzahl der historischen Studien an Kindern
k ∈ {A+ 1,A+ 2, . . . ,A+K}
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yk beobachteter Effekt in Kinderstudie k
θk wahrer studienspezifischer Effekt für Kinderstudie k
θ∗ped vorhergesagter Behandlungseffekt in einer neuen Kinderstudie
Vped,τ,µshift Varianz von θ∗ped bei variablem τ und µshift
Vped,τ≡0,µshift0 Varianz von θ
∗
ped mit τ ≡ 0 und festem µshift
p(.) Verteilungs- bzw. Dichtefunktion
p(.|.) bedingte Verteilungs- bzw. Dichtefunktion
Nθ(µ,τ2) bezeichnet die Dichtefunktion für θ ∼N(µ,τ2)
P(.) Wahrscheinlichkeit für ein Ereignis, z. B. P(θ < 0) =
∫ 0
−∞ p(θ)dθ
.
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I Einleitung
1 MOTIVATION
1 Motivation
In dieser Arbeit untersuchen wir eine mathematische Methode, die es ermöglicht, Ergebnis-
se aus historischen klinischen Studien an Erwachsenen- und Kindern zu extrapolieren. Die
historischen Daten sollen für eine prospektive Studie genutzt werden. Das Ziel einer sol-
chen Extrapolation von Studienergebnissen besteht darin, Patienten bei der Rekrutierung
einer zukünftigen Erwachsenen- bzw. Kinderstudie einzusparen. Einerseits können Patienten
in der neuen Kontrollgruppe eingespart werden, wenn nur die Information der historischen
Kontrollen genutzt wird. Andererseits ist es ebenfalls unter Berücksichtigung der äußeren
Rahmenbedingungen und der jeweiligen zu untersuchenden Fragestellung möglich, die his-
torischen Ergebnisse der Kontroll- und Behandlungsgruppe gleichzeitig zu nutzen. Dadurch
kann in beiden Behandlungsarmen die benötigte Fallzahl reduziert werden. Wir betrachten in
dieser Arbeit die simultane Extrapolation für beide Behandlungsgruppen. Zur Bewertung des
Informationsgehaltes der historischen Studien verwenden wir einen meta-analytisch prädikti-
ven Bayes-Ansatz (Kap. 3). Das Ergebnis ist die a-posteriori prädiktive Verteilung (2.4) des
studienspezifischen Behandlungseffekts einer neuen Studie. Im Rahmen eines hierarchischen
Normal-Normal-Modells (Kap. 2.4) verwenden wir die a-posteriori prädiktive Verteilung als
informative a-priori Verteilung einer neuen Studie. Diese informative Verteilung können wir
in eine Anzahl virtueller Patienten übersetzen, die in einer spezifischen zukünftigen klinischen
Studie eingespart werden können. Diese Anzahl bezeichnen wir als die Prior Effective Sam-
ple Size Nprior, also die Anzahl Patienten, die der a-priori Information entspricht (vgl. Kap.
3.4). Unter Anpassung eines hierarchischen Referenzmodells können wir einen Gewichtungs-
faktor angeben, der das Ausmaß des Wertverlust in Form der Präzisionen der historischen
Ergebnisse ausdrückt (vgl. Kap. 3.3). Die Herleitung des Gewichtungsfaktors ist objektiv
und folgt asymptotischen Argumenten. Um die Wertminderung ebenfalls in Form einer Fall-
zahl auszudrücken, wird dieser Gewichtungsfaktor auch in eine virtuelle Anzahl Patienten,
der Precision Weight Effective Sample Size, übertragen (vgl. 3.3.2). Diese Umrechnung ist
jedoch intuitiv, da die Fallzahl nicht unbedingt im proportionalen Verhältnis zu Präzision
stehen muss (vgl. Bspl. 3.1, A.1). Die Precision Weight Effective Sample Size werden wir in
klinischen Anwendungsbeispielen und Simulationszenarien validieren.
Der entscheidende Parameter für das Ausmaß der Extrapolation der historischen Ergebnisse
ist die Interstudienvarianz. Im Kontext der hierarchischen Modelle untersuchen wir, wel-
che hyper a-priori Verteilungen für die Interstudienvarianz geeignet sind. In verschiedenen
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klinischen Beispielen zeigen wir die Stärken und Schwächen dieser Methodik. Insbesondere
betrachten wir die Situation, wenn nur wenige frühere Studien vorhanden sind. Wir wollen
in dieser Arbeit vor allem Antworten auf die folgenden Fragen geben:
• Entspricht die Precision Weight Effective Sample Size der a-priori Information über den
zukünftigen Behandlungseffekts einer zukünftigen Studie?
• Wird die bayesianische Power in einer neuen Studie unter Verwendung der Precision
Weight Effective Sample Size eingehalten?
• Stimmt die Precision Weight Effective Sample Size mit der Prior Effective Sample Size
überein?
• Wie viele historische Studien sind nötig, um den studienspezifischen Effekt einer zu-
künftigen Studie stabil und präzise vorherzusagen?
• Welche hyper a-priori Verteilung für die Interstudienvarianz ist bei geringer Anzahl an
Vorstudien geeignet?
Die Fragen stehen im direkten Zusammenhang. Um diese zu beantworten, werden wir drei
klinischen Anwendungsbeispiele sowie unterschiedliche, simulierte Studienszenarien betrach-
ten (vgl. Kap. 4). Zusätzlich wenden wir eine neue Strategie, ein α-Trimming-Verfahren für
die Markovketten, an, um die Stabilität der Parameterschätzungen zu beurteilen (vgl. Kap.
3.6).
1.1 Fallzahlproblematik
Heutzutage wird die Anzahl potentiell verfügbarer Patienten für klinische Studien immer klei-
ner. Dies hat unterschiedliche Gründe. Beispielsweise hat sich in den letzten Jahren besonders
die medizinische Diagnostik mit Hilfe von Genexpressionsdaten, Zytologie oder bildgebenden
Verfahren verbessert. Einzelne Krankheitsbilder können früher erkannt und immer genau-
er beschrieben werden. Dadurch nimmt die Anzahl der zu untersuchenden Subgruppen zu.
Neue Therapiestrategien werden zunehmend speziell für diese Untergruppen entwickelt. Im
Anschluss muss der Erfolg der neuen Behandlungskonzepte für die Subkollektive in klinischen
Studien überprüft werden. Dadurch reduziert sich die Anzahl potentieller Studienteilnehmer
drastisch. Ein anderes Gebiet mit kleinen Fallzahlen, stellen seltene Erkrankungen dar. In
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diesem Bereich wird die Wirksamkeit von Arzneimitteln häufig nur deskriptiv beschrieben,
da für prospektive Studien die notwendigen Studienteilnehmerzahlen nicht rekrutiert werden
können. Nicht selten handelt es sich hierbei um einzelne Fallbeschreibungen.
In pädiatrischen Studien herrscht ebenfalls oft Patientenmangel. Häufig sind dies Studien aus
dem Bereich der pädiatrischen Onkologie. Da die Inzidenzrate bei Kindern glücklicherweise
sehr niedrig ist, stehen aber nur wenige potentielle Probanden zur Verfügung. Die Studien-
dauer erhöht sich dadurch so drastisch, dass die Finanzierung und Durchführung nicht mehr
realisierbar werden. An Krebs erkrankte Kinder und Jugendliche werden meist im Rahmen
von Therapiestudien behandelt. Patienten mit seltenen Tumoren, die nicht in Studien einge-
schlossen werden, sind zum Beispiel in Registern wie dem Seltene Tumoren-Register (STEP)1
erfasst.
In der klinischen Forschung ist der Status quo für gewöhnlich, dass die Wirksamkeit und
Nebenwirkungen der Therapien bereits in einer Vielzahl klinischer Studien an Erwachsenen
untersucht worden sind. Für den Einfluss auf Kinderpatienten liegen aber keine oder nur
unzureichende Erkenntnisse vor. Zu einem speziellen Krankheitsbild gibt es dann viele his-
torische Ergebnisse aus vorangegangenen klinischen Studien an Erwachsenen, während nur
wenige Daten aus pädiatrischen Studien existieren. Allerdings lassen sich die Schlussfolge-
rungen aus den Analysen an Erwachsenen nicht ohne Weiteres direkt auf die Wirksamkeit
bei Kindern übertragen. Kinder reagieren auf Medikamente und Therapien nicht genauso wie
Erwachsene. Kinder sind keine kleinen Erwachsenen! Für konfirmatorische klinische Studien
werden häufig hohe Fallzahlen benötigt, die allerdings allein durch herkömmliche Rekrutie-
rungsmethoden nicht mehr erreicht werden können. Das Ziel der hier vorgestellten Methodik
ist es, die Fallzahl in einer zukünftigen klinischen Studie zu reduzieren. Dies kann dadurch
erreicht werden, dass Vorkenntnisse aus historischen Studien zur Planung einer neuen Studie
genutzt werden. Die Studienplaner müssen hierfür sorgfältig überprüfen, ob die historischen
Quellen die Voraussetzung für eine Extrapolation der Ergebnisse erfüllen (vgl. Kap. 1.2).
Ferner muss in geeigneter Weise möglichst objektiv beurteilt werden, in welchem Umfang
die Informationen generelle Aussagen über den Therapieeffekt in einer neuen Studie zulas-
sen. Die Anwendung von Bayes-Verfahren bietet hierfür mehrere Modellierungsmöglichkeiten.
Das Vorwissen fließt in Form einer a-priori Verteilung für den studienspezifischen Effekt in die
Planung und Auswertung einer neuen Studie ein. Beispielsweise verwenden Goodman et al.
[25] und Greenhouse et al. [28] Methoden aus der Bayes-Statistik, um auch das Vorwissen über
1 www.kinderkrebsinfo.de/step
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Erwachsene auf Kinder zu übertragen. Die Vorinformationen über die primäre Zielgröße in der
Kontrollgruppe werden als informative a-priori Verteilung (vgl. Kapitel 2.1) modelliert und
mit den Ergebnissen der neuen Studie über die Likelihood (vgl. Formel (2.2)) kombiniert. Die
Informationen der Erwachsenenstudien werden herabgewichtet, um den Unterschieden zwi-
schen den beiden Grundgesamtheiten, Kindern und Erwachsenen, gerecht zu werden [23, 25,
28, 50]. In Goodman et al. [25, S. 308] wird dieser Gewichtungsfaktor für den gepoolten Be-
handlungseffekt an Erwachsenen willkürlich auf 2 gesetzt. Die Varianz des gepoolten Effekts
der früheren Erwachsenenstudien wird dadurch verdoppelt. Gleichzeitig wird die a-priori Ver-
teilung der Kontrollgruppen der Erwachsenen auf 0 zentriert. Dieses Vorgehen ist allerdings
suboptimal, da kein objektives Kriterium dafür spricht, genau diesen Gewichtungswert zu
wählen.
Die Relevanz passende Designs für klinische Studien mit kleiner Fallzahl zu entwickeln, sowie
der Nutzen von Bayes-Methoden sind mittlerweile auch von den internationalen Gesund-
heitsbehörden erkannt. So veröffentlichten die European Medicines Agency (EMA) und U.S.
Food and Drug Administration (FDA) Richtlinien für die Anwendung von Bayes-Verfahren
in klinischen Studien [67] und für die Durchführung klinischer Studien in kleinen Populatio-
nen [17]. Die Relevanz dieser Themen zeigt sich außerdem darin, dass spezielle Workshops
wie beispielsweise The Science of Small Clinical Trials (2011) von der FDA durchgeführt
wurden. In einzelnen Komitees wie dem Paediatric Committee (PDCO) der EMA wurden
spezielle Arbeitsgruppen gegründet, die sich mit ebendiesen Anwendungen befassen.
1.2 Fallstricke historischer Daten
Historische Informationen unterliegen einer Vielzahl potentieller Fehlerquellen. Darum wird
die Nutzung von historischen Kontrollgruppen kontrovers diskutiert, wie die folgenden Aus-
züge zeigen. In Sacks et al. [55] werden Studien mit randomisierten Kontrollen (RCTs) und
Studien mit historischen Kontrollen (HCTs) verglichen, die zur gleichen Behandlung durch-
geführt wurden. Dabei werden folgende Ergebnisse beobachtet:
„We found six therapies for which 50 RCTs and 56 HCTs were reported. Forty-four of
56 HCTs (79 percent) found the therapy better than the control regimen, but only 10 of
50 RCTs (20 percent) agreed.“ [Daraus wird der Schluss gezogen, dass [...]; Anm. d. V.]
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„[...] biases in patient selection may irretrievably weight the outcome of HCTs in favor
of new therapies.“
Doug Altman [3] beschreibt ebenfalls sehr kritisch die Zusammensetzung der historischen
Kontrollen:
„Problems will arise from the mixture of retrospective and prospective studies, and we
can never satisfactorily eliminate possible biases due to other factors (apart from treat-
ment) that may have changed over time.“
Die Daten aus früheren Studien können, wie in den Quellen [3, 55] erwähnt, in mehrfacher
Weise verzerrt sein. Beispielsweise können die Ergebnisse durch zeitliche Effekte beeinflusst
werden. Demnach können sich die Diagnose- oder Therapiemöglichkeiten während der Zeit
geändert haben, sodass die historischen Daten nicht mehr dem aktuellen Behandlungskonzept
entsprechen. Andererseits können bei den unterschiedlichen Studien verschiedene Vergleichs-
therapien durchgeführt worden sein, sodass die Behandlungseffekte je nach Kontrollgruppe
mehr oder weniger stark ausfallen können. Somit kann es in einigen Studien einen Vorteil
der konventionellen Therapie geben, in anderen wiederum einen Vorteil der experimentellen
Behandlung. Zudem können sich die äußeren Rahmenbedingungen wie Gesundheitspolitik,
Compliance und Zusammensetzung der Kollektive verändert haben.
Einen großen Umbruch in der klinischen Forschung brachte die 12. AMG-Novelle im Jahr
20041. In dieser Gesetzesänderung wurden umfassende Neuregelungen zur Anwendung der
guten klinischen Praxis eingeführt, die diese rechtsverbindlich machte (GCP-Verordnung
(GCP-V) (§ 12, 42 AMG))2. Die Neuregelungen in § 4 AMG und § 3 GCP-V betreffen
beispielsweise die genaue Definition der Begriffe klinische Prüfung, Sponsor, Prüfer, Prüfplan
und Prüfpräparat. Ein weiteres Resultat ist die Erhöhung der Transparenz klinischer Studien.
Seit der 12. AMG-Novelle müssen, zusätzlich zum Zulassungsantrag eines Arzneimittels für
Kinder und Jugendliche, Unterlagen über eine klinische Prüfung in diesem Patientenkollek-
tiv eingereicht werden (BGBl. I S. 2535, S. 2037). Zuvor konnten die Ergebnisse klinischer
Prüfungen an Erwachsenen einfach auf Kinder übertragen werden. Darum ist besondere Vor-
sicht bei der Kombination von Ergebnissen aus klinischen Studien geboten, die vor und nach
der Einführung der 12. Arzneimittelgesetz-Novelle durchgeführt wurden. Hierbei dürfen wir
1 Bundesgesetzblatt Jahrgang 2004 Teil I Nr. 41, ausgegeben zu Bonn am 5. August 2004. Zwölftes Gesetz zur
Änderung des Arzneimittelgesetzes. Vom 30. Juli 2004.
2 Gesetz über den Verkehr mit Arzneimitteln (Arzneimittelgesetz - AMG). GCP-Verordnung vom 9. August
2004 (BGBl. I S. 2081), die zuletzt durch Artikel 4 der Verordnung vom 3. November 2006 (BGBl. I S. 2523)
geändert worden ist.
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in der Regel weder von Struktur- noch Beobachtungsgleichheit der Studien ausgehen. Die
Adjustierung bezüglich prognostischer Faktoren gestaltet sich demgemäß ebenfalls schwierig.
Ebenso kann die Zusammensetzung der Kollektive der neuen Studie und der historischen
Daten verschieden sein. Wenn historische Kontrollgruppen für eine neue Studie genutzt wer-
den sollen, ist es wichtig die Studien nicht selektiv auszuwählen. Für den Fall, dass nur die
Studien in die Analyse einfließen, die die neue Therapie favorisieren, kann das Outcome der
neuen Studie stark beeinflusst werden. So würden wir gerade die Studien einschließen, die
den gewünschten Behandlungsunterschied in der neuen Studie am schnellsten zeigen.
Um derartige systematische Fehler erst gar nicht zu begehen, sind daher kontrollierte klinische
Studien State of the Art. Allerdings ist die Durchführung nicht immer möglich (vgl. Kap. 1.1).
Wie wir bereits gesehen haben, gibt es aber auch Szenarien, in denen es notwendig ist auf
historische Studienergebnisse zurückzugreifen. Zum Beispiel, wenn die Inzidenzrate der Er-
krankung sehr niedrig ist und nicht genügend Patienten für eine neue zwei- oder mehrarmige
Studie rekrutiert werden können.
Bei dem Gebrauch historischer Kontrollen bzw. Kontrollgruppen und Therapiegruppen soll-
ten wir wie folgt vorgehen: Die erste zu klärende Frage ist, ob eine kontrollierte klinische
Studie möglich ist. Ist dies nicht der Fall und sollen historische Quellen genutzt werden, so
ist die Auswahl der zu berücksichtigenden historischen Studien mit Bedacht zu treffen. Wir
müssen mögliche Confounder identifizieren und diesbezüglich adjustieren. Weiter müssen kla-
re durchsichtige Regeln befolgt werden, die die Gleichheit der Kohorten gewährleisten. Dabei
dürfen wir nicht nur spezielle Subgruppen, beispielsweise solche mit einem möglichst großen
Therapieeffekt auswählen, sondern müssen alle Daten berücksichtigen. Weiter muss die Voll-
ständigkeit der Daten gesichert sein. Eine Möglichkeit zur passenden Studienauswahl, stellen
die Richtlinien der Cochrane-Library dar [27]. Alle Studien, die zu der geplanten Fragestel-
lung bereits durchgeführt wurden, sollen eingeschlossen und die darauf folgende Selektion
nachvollziehbar dokumentiert werden. Um weitere Fehlermöglichkeiten bei der Auswahl his-
torischer Kontrollgruppen zu vermeiden, können wir außerdem auf die Guideline [19] der
EMA für die Anwendung von historischen Kontrollen zurückgreifen. In dieser Arbeit gehen
wir davon aus, dass die historischen Daten in den untersuchten Beispielen diese Kriterien in
angemessener Weise erfüllen.
Die amerikanische Gesundheitsbehörde FDA weist in ihren Richtlinien [67, Kap. 4.6] darauf
hin, dass es möglich ist, „strength“ von anderen Studien zu leihen. Als geeignet Methodik zur
Bewertung wie viel Stärke von den früheren Studien geborgt werden kann, empfiehlt die FDA
hierarchische Bayes-Modelle und gibt sogar ein Anwendungsbeispiel. Weiter weist die FDA
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darauf hin, dass der Informationsgehalt in eine entsprechende Fallzahl umgerechnet werden
kann:
„For device trials, the amount of strength borrowed can be translated into sample size,
and the extent of borrowing depends on how closely results from the current study (the
study of interest) reflect the results from the previous studies [...]“ [67, S. 25]
Wie die Stärke der historischen Studien in eine Fallzahl übersetzt werden kann, beschreibt
die FDA allerdings nicht. An diesem Punkt setzen wir an und stellen in dieser Arbeit Mög-
lichkeiten der Umrechnung vor. Im Anschluss analysieren wir diese in Situationen, in denen
insbesondere die Verfügbarkeit historischer Informationen sehr eingeschränkt ist.
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2 Grundlagen
Ein meta-analytisch prädiktiver Ansatz mit einer objektiven Bestimmung eines Gewichtungs-
faktors wird in Neuenschwander et al. [50] vorgestellt. Die Informationsqualität der früheren
Studien wird neutral bewertet. Durch die Anpassung von hierarchischen Modellen wird der
Informationsgehalt der historischen Daten in Form von Wahrscheinlichkeitsverteilungen eva-
luiert. Die hierarchischen Modelle dienen dazu, bayesianische Metaanalysen der historischen
Studien durchzuführen. Das allgemeine Vorgehen lässt sich komprimiert wie folgt darstellen:
Als erster Schritt wird eine bayesianische Metaanalyse für die historischen Studien angepasst
und durchgeführt. Ein Resultat ist die a-posteriori prädiktive Verteilung (2.4) des studienspe-
zifischen Effekts θ∗ einer zukünftigen Studie. In der neuen Erwachsenen- oder Kinderstudie
wird die a-posteriori prädiktive Verteilung als a-priori Verteilung für den neuen Parameter
benutzt. Die a-posteriori prädiktive Verteilung beinhaltet die Unsicherheit über θ∗ in der neu-
en Studie und ist somit ein Maß für den Informationsgehalt der vorangegangenen Studien.
Um die Qualität und den Umfang des Informationsgehaltes greifbarer darzustellen, wird ein
Gewichtungsfaktor ω berechnet, der die Herabgewichtung der gepoolten Präzision beschreibt.
Dieser Gewichtungsfaktor ist das Verhältnis der Präzision, die das aktuelle Wissen über den
Studieneffekt wiederspiegelt, und der fiktiven Präzision, falls die historischen Daten keine In-
formation verlieren würde. Für die Berechnung wird ein zweites Modell, das Referenzmodell
(Kap. 3.3.1), angepasst. Anschließend wird dieser Gewichtungsfaktor mit der Gesamtanzahl
der historischen Patienten multipliziert. Die daraus resultierende Anzahl virtueller Patienten,
die Precision Weight Effective Sample Size Neff , stellt damit ein ungefähres Maß dar, wie
viele Patienten das historische Vorwissen wert ist.
Ziel ist es die Fallzahl einer neuen Studie, die ohne Einbringung von Vorwissen zur Über-
prüfung der Hypothese notwendig ist, zu reduzieren. Die genaue Fallzahlersparnis durch die
Anwendung des meta-analytisch prädiktiven Ansatzes, hängt aber immer von der konkret zu
überprüfenden Hypothese ab. Sie wird unter anderem vom Signifikanzniveau und der Power
beeinflusst. Die eingesparte Fallzahl, die Prior Effective Sample Size, werden wir exemplarisch
für einige klinische Beispiele berechnen.
In dieser Arbeit stellen wir die methodischen Aspekte des meta-analytisch prädiktiven An-
satzes im Rahmen einer vereinfachten Modellannahme vor. Wir nehmen an, dass die zu
schätzenden Behandlungseffekte bzw. Zielgrößen normalverteilt und die Parameter der ver-
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schiedenen Studien austauschbar sind (vgl. Kap. 2.3.1). Das bedeutet, die Beobachtungen und
die Parameter sind jeweils Realisationen von unabhängig identisch verteilten Zufallsvariablen.
2.1 Grundlagen der Bayes-Statistik
In diesem Kapitel geben wir einen groben Überblick über die Grundlagen der Bayes-Statistik.
Jeder Leser, der sich bereits mit den Prinzipien der bayesianischen Statistik auskennt, kann
dieses Kapitel zur Auffrischung seines Wissens nutzen oder bedenkenlos überspringen. Un-
ter anderem stellen wir vor, was eine Likelihood, eine a-priori, a-posteriori und a-posteriori
prädiktive Verteilung sind. Insbesondere betrachten wir die Eigenschaften, die sich bei Schät-
zungen von normalverteilten Parametern ergeben. Dabei werden wir genauer auf die Gestalt
der einzelnen Dichtefunktionen in diesem Spezialfall eingehen und diese für ein hierarchisches
Modell explizit berechnen.
Die nachfolgenden Abschnitte beziehen sich im Wesentlichen auf Gelman et al. [22, S. 6ff.].
Wir benutzen aus Gründen der Vergleichbarkeit analoge Bezeichnungskonventionen. Diese
sind mathematisch etwas unpräzise formuliert, dafür aber anschaulich. Mit der Notation A|B
bezeichnen wir die bedingte Wahrscheinlichkeit von A gegeben B. Eine Verteilungsfunkti-
on R 7→ [0,1] wird durch p(.) repräsentiert. p(.|.) bezeichnet eine bedingte Wahrscheinlich-
keitsdichte. Die Begriffe „Verteilung“ und „Dichte“ verwenden wir synonym wie in [22, S.
7]. Verschiedene Verteilungen innerhalb einer Gleichung werden ebenfalls durch p(.) darge-
stellt. Um Verwirrungen zu vermeiden, benutzen wir die Notation P(.) als Wahrscheinlich-
keit für ein Ereignis, beispielsweise P(θ < 0) =
∫ 0
−∞ p(θ)dθ. Die Schreibweise Nθ(µ,τ2) ist
eine genauere Bezeichnung der Dichtefunktion der Normalverteilung von θ, wobei hier die
Beziehung θ ∼N(µ,τ2) gilt. Der zu schätzende Parameter bzw. Parametervektor sei θ bzw.
θ = (θ1, . . . ,θn) und die beobachteten Daten seien y bzw. y = (y1, . . . ,yn).
In der klassischen frequentistischen Statistik gehen wir davon aus, dass die zugrunde lie-
genden wahren Parameter unbekannt aber fest sind. Die beobachteten Daten fassen wir als
einzelne Realisation von allen möglichen Datensätzen auf. Punktschätzer und Konfidenzin-
tervalle werden unter der Nullhypothese H0 durch p(y|H0) bestimmt. Die Bayes-Statistik
unterscheidet sich von der frequentistischen Sichtweise in der Annahme, dass lediglich die
Daten fest und gegeben sind. Die Parameter sind unbekannt und werden wahrscheinlichkeits-
theoretisch interpretiert. Die Bayes-Statistik zeichnet sich dadurch aus, die Unsicherheit über
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den Parameter θ eines Modells durch eine Wahrscheinlichkeitsverteilung zu quantifizieren. Die
Wahrscheinlichkeitsverteilung des Parameters θ ist gegeben durch p(θ). Sie repräsentiert das
Vorwissen über den Modellparameter θ vor Beobachtung der Daten y. Sie wird als a-priori
Verteilung bezeichnet. Ein Kritikpunkt an der Bayes-Methodik ist häufig die Auswahl der
a-priori Verteilung (vgl. Kap. 2.5.1). Die Entscheidung für oder gegen eine bestimmte Vertei-
lung basiert auf keinen festen Regeln, sodass häufig Willkür und Subjektivität bei der Wahl
unterstellt werden [29, S. 328]. Die Aufgabe von p(θ) besteht darin, die Unsicherheit über θ
vor Beobachtung der Daten wiederzugeben. Sie kann durch Experten spezifiziert oder von
historischen Daten abgeleitet werden. Um θ im Vorfeld nicht zu sehr einzuschränken und eine
große Unsicherheit über θ auszudrücken, werden in der Regel nicht- oder schwach-informative
a-priori Verteilungen gewählt. Bei der Schätzung von normalverteilten Zielgrößen ähneln die
bayesianischen Ergebnisse dann denen einer frequentistischen Analyse (siehe Kap. 2.2.1, Kap.
2.2.2, Kap. 2.4.2).
Die bedingte Verteilung p(y|θ), also die Verteilung der Daten y bei gegebenen Parametern
θ, ist im Allgemeinen über explizite Modellannahmen gegeben. Diese Verteilung wird die
Likelihood genannt. Die Parameter θ werden als bekannt angenommen, sodass wir unter
Berücksichtigung der Parameter die Wahrscheinlichkeit angeben können, dass bestimmte Be-
obachtungen bzw. Realisationen eintreten.
Die Grundlage der Bayes-Statistik bildet die Bayes-Formel [7]. Damit gilt für die gemeinsame
Verteilung p(θ,y) der beobachteten Daten und der Parameter
p(θ,y) = p(θ)p(y|θ). (2.1)
Die bedingte Wahrscheinlichkeitsverteilung p(θ|y) der Modell-Parameter θ gegeben den be-
obachteten Daten y wird a-posteriori Verteilung genannt. Das a-priori Wissen über θ wird
durch die Daten aktualisiert. Mit Formel (2.1) lässt sich die a-posteriori Verteilung durch die
a-priori Verteilung und die Likelihood ausdrücken
p(θ|y) = p(θ,y)
p(y) =
p(θ)p(y|θ)∫
p(θ)p(y|θ)dθ . (2.2)
Das Integral in (2.2) ist allerdings nur in Ausnahmefällen von geschlossener Form und da-
mit direkt analytisch berechenbar. Für die Bestimmung werden daher häufig Markov-Chain-
Monte-Carlo (MCMC) Verfahren [vgl. 20, 31, 48] angewendet, auf die wir später noch näher
eingehen. Für ein festes y können wir das Integral als Konstante c ∈ (−∞,∞) auffassen,
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da es dann nicht mehr von θ abhängt. Das Integral wird als Normierungskontante bezeich-
net. Es dient dazu die Fläche der a-posteriori Verteilung auf 1 zu normieren, sodass sie eine
Wahrscheinlichkeitsverteilung ist. Daher können wir (2.2) umschreiben zu
p(θ,y) = p(θ)p(y|θ)∫
p(θ)p(y|θ)dθ =
1
c
·p(θ)p(y|θ)∝ p(θ)p(y|θ). (2.3)
Die a-posteriori Verteilung ist somit ein Gewicht aus der a-priori Verteilung p(y), also dem
Vorwissen über den Parameter θ vor Beobachtung der Daten, und der Likelihood p(y|θ),
der Verteilung der beobachteten Daten bedingt auf θ. Die empirischen Daten fließen ledig-
lich über die Likelihoodfunktion in die a-posteriori Analyse ein. Bayes-Modelle bestehen im
Allgemeinen immer aus drei Schritten. Als erstes wird ein Wahrscheinlichkeitsmodell für die
unbekannten Parameter spezifiziert, das a-priori Wissen über die Parameter beinhaltet. Im
nächsten Schritt wird dieses Vorwissen über die unbekannten Parameter durch die Daten
erneuert. Dies geschieht, indem das Wahrscheinlichkeitsmodell auf die beobachteten Daten
bedingt wird. Als letztes werden die Modellanpassung und die Sensitivität der Ergebnisse
bezüglich der unterstellten Annahmen überprüft.
Für die Vorhersage möglicher neuer Beobachtungen y∗ bei zugrunde liegenden beobachteten
Daten y, benötigen wir die a-posteriori prädiktive Verteilung. Sie enthält die Unsicher-
heit über die Vorhersage und ordnet möglichen neuen Beobachtungen eine Wahrscheinlichkeit
zu
p(y∗|y) =
∫
p(y∗,θ|y)dθ
=
∫
p(y∗|θ,y)p(θ|y)dθ
=
∫
p(y∗|θ)p(θ|y)dθ. (2.4)
In den Gleichungen ist die a-posteriori prädiktive Verteilung als Mittel über alle möglichen
bedingten Vorhersagen über die a-posteriori Verteilung von θ dargestellt. Die letzte Gleichung
gilt, da y und y∗ bedingt unabhängig bei gegeben θ sind. Für die a-priori und a-posteriori
Erwartungswerte bzw. die a-priori und a-posteriori Varianzen gelten folgende Beziehungen
[vgl. 22, S. 37]
E(θ) = E(E(θ|y)) und Var(θ) = E(Var(θ|y)) +Var(E(θ|y)). (2.5)
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In Worten ausgedrückt heißt das, dass der a-priori Erwartungswert der Durchschnitt aller
möglichen a-posteriori Erwartungswerte bezüglich der Verteilung der möglichen Beobach-
tungen ist. Die a-posteriori Varianz ist durchschnittlich kleiner als die a-priori Varianz. Der
Umfang der Verkleinerung hängt von der Variation der a-posteriori Erwartungswerte über
die Verteilung der Beobachtungen ab.
2.2 Normal-Modell
In diesem Abschnitt betrachten wir die konkrete Gestalt der einzelnen Verteilungen für die
Schätzung des Mittelwerts einer Normalverteilung mit bekannter Varianz (Details siehe [45,
Kap. 3.4; 22, Kap. 2.6]). Die Verteilungen lassen sich für diesen Spezialfall analytisch berech-
nen. Die Annahme normalverteilter Daten wird in klinischen Studien häufig getroffen. Der
Zentrale Grenzwertsatz hilft diese Annahme zu rechtfertigen. Wir nehmen in dem Normal-
Modellen an, dass sowohl die Parameter als auch die Daten jeweils normalverteilt sind. Die
Gestalt der Verteilungen in diesem Modell ist für uns fundamental, da wir die Ergebnis-
se später für die approximative Bestimmung des Gewichtungsfaktors und der heuristischen
Herleitung der Precision Weight Effective Sample Size benötigen (siehe Kap. 3).
2.2.1. Normal-Modell bei einer Beobachtungen
Betrachten wir als erstes den Fall, dass nur eine Beobachtung y vorliegt. Die Ergebnisse hierfür
können wir schnell auf den geläufigeren Fall, eine Stichprobe mit mehreren Beobachtungen,
verallgemeinern. Wir nehmen an, dass die Beobachtung y aus einer Normalverteilung mit
Erwartungswert θ und bekannter Varianz σ2 stammt, y ∼N(θ,σ2). Die Likelihooddichte ist
damit
p(y|θ) = 1√
2piσ
exp
(
−(y−θ)
2
2σ2
)
.
Wesentlich ist die Voraussetzung, dass σ2 bekannt ist. Mit den festen und bekannten Hyper-
parametern µ0 und τ0 nehmen wir an, dass für den Parameter θ∼N(µ0, τ20 ) gilt. Unter dieser
Annahme erhalten wir durch Umformung die a-posteriori Dichte
p(θ|y)∝ p(y|θ) ·p(θ)
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= 1√
2piσ
exp
(
−(y−θ)
2
2σ2
)
· 1√
2piτ0
exp
(
−(θ−µ0)
2
2τ20
)
= 12piστ0
exp
(
−12
(
(y−θ)2
σ2
+ (θ−µ0)
2
τ20
))
,
wobei wir alle Variablen außer θ als konstant auffassen. Auf diese Weise ergibt sich
p(θ|y)∝ exp
(
−(θ−µ1)
2
2τ21
)
. (2.6)
Also ist θ bezüglich der Beobachtung normalverteilt, θ|y ∼N(µ1, τ21 ), mit a-posteriori Erwar-
tungswert µ1 und Varianz τ21 . Diese haben die Gestalt
µ1 =
1
τ20
µ0 + 1σ2 y
1
τ20
+ 1
σ2
und 1
τ21
= 1
τ20
+ 1
σ2
. (2.7)
Somit besteht die a-posteriori Präzision im Spezialfall normalverteilter Daten und normal-
verteilter a-priori Verteilung aus der Präzision der Daten 1/σ2 plus der Präzision der a-priori
Verteilung 1/τ20 . Wir können den a-posteriori Erwartungswert µ1 als gewichtetes Mittel des
a-priori Erwartungswertes µ0 und dem beobachteten Wert y interpretieren. Die Gewichte
sind hierbei proportional zu den Präzisionen. Betrachten wir nun die Extremfälle, in denen
der a-posteriori Mittelwert entweder dem a-priori Mittelwert oder dem Beobachtungswert
entspricht. Es gilt
µ1 = µ0, falls y = µ0 oder τ20 = 0
µ1 = y, falls y = µ0 oder σ2 = 0.
(2.8)
Falls die Varianz τ20 = 0 ist, ist die a-priori Verteilung eine Punktverteilung und µ1 wird
direkt durch µ0 bestimmt. Die Daten haben dann keinen Einfluss auf den a-posteriori Erwar-
tungswert. Der Hyperparameter µ0 ist unendlich präzise und bestimmt damit die a-posteriori
Verteilung. Im entgegengesetzten Fall, wenn σ2 = 0 ist, sind die Daten bestimmend. Die a-
posteriori Verteilung ist dann auf den Datenwert konzentriert. Diese extremen Fälle benötigen
wir später für die Herleitung des Referenzmodells und der Bestimmung des Gewichtungsfak-
tors (vgl. Kap. 3.2, 3.3.1, 3.3). Die a-posteriori prädiktive Verteilung zur Vorhersage zukünf-
tiger Beobachtungen erhalten wir durch Integration mit Gleichung (2.4)
p(y∗|y) =
∫
p(y∗|θ)p(θ|y)dθ ∝
∫
exp
(
−(y
∗−θ)2
2σ2
)
exp
(
−(θ−µ1)
2
2τ21
)
dθ. (2.9)
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Die a-posteriori prädiktive Verteilung ist ebenfalls eine Normalverteilung. Die Parameter der
Verteilung, der prädiktive Erwartungswert und die Varianz, lassen sich unter Benutzung der
Ergebnisse der a-posteriori Verteilung, der Tatsache, dass E(y∗|θ) = θ und Var(y∗|θ) = σ2
gilt, sowie der Gleichungen (2.5) bestimmen. Somit gilt
E(y∗|y) = E(E(y∗|θ,y)|y) = E(θ|y) = µ1, (2.10)
Var(y∗|y) = E(Var(y∗|θ,y)|y) +Var(E(y∗|θ,y)|y)
= E(σ2|y) +Var(θ|y)
= σ2 + τ21 . (2.11)
Der Erwartungswert der a-posteriori prädiktiven Verteilung ist der gleiche wie der Erwar-
tungswert der a-posteriori Verteilung. Die Varianz besteht allerdings aus zwei Komponenten,
zum einen aus der Varianz des Modells σ2 und zum anderen aus der a-posteriori Varianz τ1,
die die Unsicherheit über θ beinhaltet.
2.2.2. Normal-Modell mit mehreren Beobachtungen
Wir betrachten nun die Erweiterung des obigen Modells für mehrere Beobachtungen. Die ein-
zelnen Beobachtungen y = (y1, . . . ,yn) seien Realisierungen unabhängiger identisch normal-
verteilter Zufallsvariablen. Die Beobachtungen können zum Beispiel die Therapieergebnisse
von einzelnen Patienten sein. Unter der Voraussetzung bekannter Varianz σ2 ergibt sich nach
Umformung [vgl. 22, Kap. 2.6] für die a-posteriori Dichte
p(θ|y)∝p(θ)p(y|θ)
u.i.v.= p(θ)
n∏
h=1
p(yh|θ)
∝exp
(
− 12τ20
(θ−µ0)2
) n∏
h=1
exp
(
− 12σ2 (yh−θ)
2
)
∝exp
(
−12
(
1
τ20
(θ−µ0)2 + 1
σ2
n∑
h=1
(yh−θ)2
))
, (2.12)
mit a-priori Verteilung θ∼N(µ0, τ0), festen Hyperparametern µ0 und τ20 , sowie der Standard-
abweichung σ2. Die a-posteriori Verteilung hängt von y nur durch den Stichprobenmittelwert
y = 1n
∑
h yh ab. Der Mittelwert ist in diesem Modell eine suffiziente Statistik (vgl. [1, S. 34ff.,
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Def. 7.2, Kor. 8.5, Kor. 8.6]). Da damit y|θ,σ2 ∼N(θ,σ2/n) gilt, können wir y wie eine ein-
zelne Beobachtung interpretieren und somit die Ergebnisse für das Normal-Modell bei einer
Beobachtung anwenden. Es folgt aus den Beziehungen (2.6) und (2.7) unmittelbar
p(θ|y1 . . .yn) = p(θ|y) =Nθ(µn, τ2n)
mit
µn = E(θ|y1 . . .yn) = τ
2
σ2
n + τ20
y+
σ2
n
σ2
n + τ20
µ0 =
1
τ20
µ0 + nσ2 y
1
τ20
+ n
σ2
(2.13)
und
τ2n =
σ2τ20
σ2+τ20
bzw. 1
τ2n
= 1
τ20
+ n
σ2 .
(2.14)
Durch Gleichung (2.13) wird der gleichbedeutende Einfluss der a-priori Präzision 1/τ20 und
der empirischen Präzision der Daten deutlich. Ist die Anzahl der Beobachtungen n groß, wird
die a-posteriori Verteilung durch den Stichprobenmittelwert y und die Stichprobenvarianz σ2
bestimmt. Falls wir die a-priori Variation bei festem n gegen unendlich betrachten (τ0→∞),
bzw. falls wir bei festem τ20 die Anzahl der Beobachtungen gegen unendlich laufen lassen
(n→∞), so gilt asymptotisch die Approximation
p(θ|y) appr.≈ Nθ
(
y,
σ2
n
)
. (2.15)
Eine a-priori Verteilung mit großer Varianz τ2, also kleiner Präzision, drückt geringes Vor-
wissen aus und lässt einen großen Wertebereich für θ zu. Damit werden die posteriori Werte
von θ durch die Likelihood bestimmt, während die a-priori Verteilung keinen Einfluss hat.
Vergleichen wir die Ergebnisse in diesem Spezialfall mit denen in der klassischen Statistik,
in der die Daten als Realisationen der unbekannten und festen Parameter aufgefasst werden,
so gilt unter den obigen Annahmen y|θ,σ2 ∼N(θ,σ2/n). In diesem Spezialfall führen darum
die bayesianische und die frequentistische Herangehensweise zu den gleichen Verteilungen.
In diesem Modell liefert der Bayes-Ansatz unter Verwendung nicht-informativer Prior somit
dieselben Ergebnisse wie die klassische Statistik. Durch y±z0.975 σ√n ist daher in beiden Fällen
ein gültiges 95%-Konfidenzintervall bzw. 95%-Credible-Intervall für θ gegeben, wobei z0.975
das 97.5%-Quantil der Standardnormalverteilung bezeichnet.1
1 In der Bayes-Statistik wird bei Intervallschätzungen in der Regel von Credible-Intervallen gesprochen. Diese
sind im Allgemeinen nicht identisch mit frequentistischen Konfidenzintervallen. Im obigen Spezialfall stimmen
jedoch beide überein. Da wir in dieser Arbeit die Credible-Intervalle approximativ unter der Normalvertei-
lungsannahme berechnen, verwenden wir im Folgenden die Bezeichnung Konfidenzintervall.
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2.3 Zusammenhänge von Studieneffekten
Die Annahme, wie die einzelnen Beobachtungen oder die Studieneffekte zusammenhängen,
ist essentiell für die meta-analytisch prädiktive Methode. Wir beschränken uns in dieser
Arbeit auf einen austauschbaren Zusammenhang, was heißt, dass die Parameter unabhängige
Ziehungen aus einer gemeinsamen Wahrscheinlichkeitsverteilung sind. Trotzdem stellen wir
nachfolgend eine Auswahl weiterer denkbarer und ebenfalls modellierbarer Zusammenhänge
dar. Teils wird dadurch das angepasste Modell sehr komplex, teils stark vereinfacht. Die
Annahme über die Art des Zusammenhangs sollte immer der jeweiligen Anwendungssituation
entsprechen. Wenn wir später zeigen, wie die Daten von zwei Kollektiven kombiniert und die
historischen Resultate gewichtet werden können, werden wir Ähnlichkeiten zu den anderen
Beziehungsmodellen im nächsten Abschnitt 2.3.1 erkennen.
2.3.1. Modellannahmen und Evidenz
Der Zusammenhang zwischen den einzelnen Parametern der historischen Studien θ1, . . . ,θH
und dem studienspezifischen Parameter der zukünftigen Studie θ∗ wird durch ein Modell
beschrieben. Dieses Modell sei durch θ1, . . . ,θH ,θ∗|η gegeben. Ohne Beschränkung der All-
gemeinheit betrachten wir im Folgenden ein parametrisches Modell mit Modellparameter η.
Die nachstehenden Relationen (a)-(f) werden in Neuenschwander et al. [50, S. 7], Spiegel-
halter et al. [62, Kap. 3.16, S. 91f.; Kap. 5.4, S. 148f.], sowie in Gelman et al. [22, S. 121f.]
beschrieben. In Abbildung 2.1 sind die Zusammenhangsmodelle grafisch dargestellt.
(a) Irrelevant: Die historischen Ergebnisse enthalten keine Information über den Parameter
θ∗ der neuen Studie. Die a-priori Verteilung für die neue Studie wird unabhängig von
den historischen Daten gewählt und das Vorwissen komplett ignoriert.
(b) Austauschbar: Alle Studien sind ähnlich. Dies bedeutet, die Parameter der alten und
neuen Studien θ1, . . . ,θH ,θ∗ stammen aus einer gemeinsamen Verteilung, beispielsweise
aus einer Normalverteilung: θ1, . . . ,θH ,θ∗ ∼ N(µ,τ2). Dieser Fall entspricht der typi-
schen Annahme in Metaanalysen, allerdings nun in einem bayesianischen Kontext. Für
diesen Zusammenhang können wir relativ einfach hierarchische Modellierungstechniken
anpassen. Aus dem Blickwinkel eines Frequentisten entspricht die Modellierung dieser
Beziehung einer Random-Effects-Metaanalyse. Jedoch muss hier nicht vorausgesetzt
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werden, dass die Studien wiederum aus einer Superpopulation stammen. Eine notwen-
dige Annahme dagegen ist, dass die Studien sich nicht systematisch unterscheiden.
(c) Möglicherweise verfälscht: Die historischen Studien sind verfälscht, entweder durch in-
ternen Bias, der durch mangelnde Qualität der Studie entstanden sein kann, oder durch
externen Bias, wie zum Beispiel Ungenauigkeiten im Zielparameter, oder durch Kom-
bination beider Fehlermöglichkeiten. Die einzelnen Parameter θ1, . . . ,θH stellen Funk-
tionen von θ∗ dar. Üblicherweise wird angenommen, dass ein Verschiebungsparameter
existiert, sodass θh = θ∗+ δh mit h ∈ {1, . . . ,H}.
(d) Gleich aber herabgewichtet: Die Parameter der alten Studien sind unverfälscht und
gleich dem Parameter der neuen Studie. Allerdings wird die Präzision des historischen
Effektes vergrößert, wodurch der Informationsgehalt der früheren Studien herabgewich-
tet wird. Dieses Prinzip ist der „power prior“ Ansatz, der in [11, 33] beschrieben wird.
Anwendungen in klinischen Studien finden sich in Goodman et al. [25] und Greenhouse
et al. [28]. In [25, 28] wurde aber die Wahl des Gewichtungsfaktors nicht auf Grundlage
objektiver Statistikverfahren getroffen, sondern subjektiv festgelegt. Mathematisch aus-
gedrückt bedeutet dieser Zusammenhang, dass einerseits θh = θ∗ für alle h ∈ {1, . . . ,H}
gilt und dass andererseits die in der zugehörigen Likelihood p(yh|θh) enthaltene Infor-
mation um einen Faktor α ∈ [0,1] reduziert wird. Hierzu betrachten wir das folgende
Beispiel.
Beispiel 2.1: Die informative a-priori Verteilung für den Parameter θ∗ der neuen Studie
gegeben die historischen Studienergebnisse lautet unter der Annahme normalverteilter
historischer Likelihoods
θ∗|y1 . . . ,yH ∼N
(∑
h yh
1
σh2∑
h
1
σh2
,
1
α
∑
h
1
σh2
)
. (2.16)
Für α = 0 verlieren die historischen Ergebnisse vollständig an Bedeutung. Im Gegen-
satz dazu wird für α = 1 der Einfluss der Studien nicht reduziert und die enthaltenen
Informationen werden in vollem Umfang und Gewicht genutzt. Gibt es nur eine frühere
Studie, reduziert sich (2.16) zu
θ∗|yh ∼N
(
yh,
σh
2
α
)
.
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Abb. 2.1: Externe Evidenz.
Unterschiedliche Annahmen über den Zusammenhang zwischen den historischen Daten und den
Parametern der neuen Studie. Einzelne Pfeile repräsentieren Verteilungen, doppelte Pfeile logische
Funktionen und geschlängelte Pfeile Herabgewichtungen.
Quelle: vgl. Spiegelhalter et al. [62, S. 149].
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(e) Funktional abhängig: Die Zielgröße der neuen Studie ist eine logische Funktion beste-
hend aus den Parametern der historischen Studien.
Beispiel 2.2: Angenommen θ1 sei der Behandlungseffekt einer Studie, die nur an Er-
wachsenen durchgeführt wurde, und θ2 der Effekt aus einer Studie, die nur Kinder
beinhaltet. Ein möglicher Behandlungseffekt einer zukünftigen Kinder- und Erwachse-
nenstudie mit einem Anteil von p Erwachsenen könnte sich durch den Zusammenhang
θ∗ = pθ1 + (1−p)θ2
beschreiben lassen. Die a-priori Verteilung für θ∗ in der neuen Studie wird somit aus
der gemeinsamen Evidenz der Parameter θ1 und θ2 ermittelt.
(f) Gleich: In dieser Situation nehmen wir an, dass alle studienspezifischen Parameter der
vergangenen Studien identisch sind. Dies setzt die strenge Annahme voraus, dass die in-
dividuellen Patienten bzw. Beobachtungen aller Studien austauschbar sind. Das bedeu-
tet, jeder Patient könnte mit dem gleichen Ergebnis in einer anderen Studie behandelt
worden sein. Diese Voraussetzung ist jedoch in den wenigsten Fällen gerechtfertigt. Die
Studien unterscheiden sich meist in ihren Rahmenbedingungen. Zum Beispiel können
sich die Studien aus multizentrischen und Single-Center-Studien oder aus prospektiven
und retrospektiven Studien zusammensetzen, oder die räumliche Zusammensetzung der
Studienpopulationen kann divergieren (vgl. Kap. 1.2).
Beispiel 2.3: Im normalverteilten Modell bedeutet diese Zusammenhangsannahme, dass
die ursprünglichen Daten vollständig gepoolt werden können. Es gilt θ1 = θ2 = . . .= θH =
θ∗. Das Vorwissen wird in voller Gewichtung als a-priori Verteilung eingebracht
θ∗|y1, . . . yH ∼N
∑h yh 1σ2h∑
h
1
σ2
h
,
1∑
h
1
σ2
h
 . (2.17)
Im Fall einer einzigen historischen Studie reduziert sich (2.17) zu
θ∗|yh ∼N
(
yh,σ
2
h
)
.
In dieser Arbeit betrachten wir ohne Einschränkung den Ansatz eines ähnlichen Zusammen-
hangs. Der meta-analytisch prädiktive Ansatz wurde in [50, S. 7; 24, 30] ebenfalls unter
derselben Annahme vorgestellt und weiterentwickelt. Ein austauschbarer Zusammenhang ist
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keine allzu starke Voraussetzung, sondern die übliche Annahme, die oft in klassischen und
bayesianischen Metaanalysen unterstellt wird.
2.4 Hierarchische Modelle
In vielen statistischen Anwendungen werden gleichzeitig mehrere Parameter betrachtet, die
in irgendeiner Weise voneinander abhängen. Mit hierarchischen Modellen können diese multi-
parametrischen Zusammenhänge geeignet modelliert werden. Der folgende Abschnitt bezieht
sich auf [22, Kap. 5]. Die Formeln und Herleitungen können dort nachgeschlagen werden.
Hierarchische Modelle werden häufig für Metaanalysen verwendet. Die Grundstruktur eines
hierarchischen Modells ist in Abbildung 2.2 dargestellt. Im Gegensatz zu den zuvor vorgestell-
ten Normal-Modellen (Kap. 2.2.1, Kap. 2.2.2) gibt es nicht nur einen gemeinsamen Parameter,
sondern mehrere Gruppen von Parametern. Auf der untersten Ebene stehen die tatsächlichen
Beobachtungen yih, wobei h = 1, . . . ,H die Gruppen und i = 1, . . . ,nh die Beobachtungen
innerhalb der Gruppe indiziert. Die Beobachtungen können zum Beispiel die Patienten in
einer klinischen Studie und die Gruppen beispielsweise die separaten Studien sein. Auf der
nächsthöheren Ebene befinden sich die Gruppenparameter, die hier die wahren mittleren Be-
handslungseffekte θh für jede einzelne Studie darstellen. Mit θ := (θ1, . . . ,θH) bezeichnen wir
den Vektor der Gruppenparameter. Die Variabilität unter den Gruppeneffekten θh können wir
modellieren, indem wir sie als Stichprobe aus einer gemeinsamen Verteilung betrachten. Auf
der obersten Ebene steht der Vektor φ der Hyperparameter. In unseren klinischen Anwen-
dungsbeispielen (Kap. 4) besteht dieser Vektor zum Beispiel aus φ= (µ,µshift, τ). Dort ist µ
der gemeinsame wahre mittlere Behandlungseffekt über alle Erwachsenenstudien, µshift der
systematische Verschiebungsparameter zwischen dem wahren gepoolten Behandlungseffekt
bei Erwachsenen µ und dem bei Kindern µ+µshift, und τ ist die Standardabweichung der
gepoolten Therapieeffekte, die wir in beiden Kollektiven als gleich annehmen. Eine detaillierte
Beschreibung folgt in Kapitel 3. Das hierarchische Modell lässt sich damit so interpretieren,
dass der Hyperparameter µ der wahre gepoolte Studieneffekt eines Kollektivs ist, um den die
einzelnen wahren Studieneffekte θh streuen, um die wiederum die einzelnen Beobachtungen
yih in jeder Studie streuen. Die Hyperparameter sind in der Regel nicht fest, sondern besit-
zen ebenfalls Verteilungen. Im Allgemeinen werden für die Hyperparameter nicht-informative
a-priori Verteilungen gewählt, die den Wertebereich der Parameter nicht einschränken [22,
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µ, τ 
θ1 
y1,1   … y1,n y2,1   … y2,n y1,1   … yH,n … 
θ2 θH … 
Abb. 2.2: Schema eines hierarchischen Modells.
Die Pfeile repräsentieren die Verbindungen zwischen den Knoten über Wahrscheinlichkeitsverteilungen.
S. 124f.; 34, S. 4; 67, S. 23]. In der einfachsten Situation gehen wir davon aus, dass alle θh
austauschbar sind (vgl. Kap. 2.3.1b). Die Verteilung p(θ1, . . . ,θH) ist somit invariant unter
Permutationen von 1, . . . ,H und die θh sind unabhängig identisch verteilt. Das bedeutetet,
die gemeinsame Verteilung der Parameter bedingt auf die Hyperparameter ist eine Produkt-
verteilung
p(θ|φ) = p(θ1, . . . ,θH |φ) u.i.v.=
H∏
h
p(θh|φ). (2.18)
Da φ in der Regel unbekannt ist, erhalten wir die gemeinsame Randverteilung der Gruppen-
parameter durch Integration über alle Kombinationen von φ
p(θ) = p(θ1, . . . ,θH) =
∫ H∏
h
p(θh|φ)p(φ)dφ. (2.19)
Der Bayes-Ansatz besteht darin, die gemeinsame a-posteriori Verteilung aller unbekann-
ten Parameter und Hyperparameter zu berechnen. Anschließend integrieren wir über die
Nuisance-Parameter und erhalten die Randverteilung der uns interessierenden Parameter. Ist
eine direkte Berechnung der gemeinsamen Verteilung aller Parameter nicht möglich, können
wir auf Markov-Chain-Monte-Carlo (MCMC) Verfahren zurückgreifen. Mit dieser Technik
generieren wir bedingte Stichproben aus der gemeinsamen a-posteriori Verteilung. Allerdings
können wir die bedingten Verteilungen und die Randverteilungen in einigen Fällen auch ana-
lytisch herleiten. Das allgemeine Vorgehen zur analytischen Bestimmung der gemeinsamen
a-posteriori Verteilung gliedert sich dabei in die folgenden Schritte:
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1. Zerlege die gemeinsame a-posteriori Verteilung p(θ,φ|y) in das nicht-normalisierte Pro-
dukt, bestehend aus der hyper a-priori Verteilung p(φ), der Verteilung der Gruppenpa-
rameter p(θ|φ) und der Likelihood p(y|θ)
p(θ,φ|y)∝ p(φ,θ)p(y|φ,θ) = p(φ,θ)p(y|θ) = p(φ)p(θ|φ)p(y|θ). (2.20)
Die erste Gleichung gilt, da die Hyperparameter φ die Daten y nur indirekt durch die
Parameter θ beeinflussen.
2. Bestimme die bedingte a-posteriori Verteilung p(θ|φ,y). Für eine feste Beobachtung y
ist diese Verteilung eine Funktion in φ.
3. Schätze φ mit der Bayes-Formel, das heißt, bestimme die a-posteriori Randverteilung
p(φ|y).
Wir sind insbesondere an der Verteilung p(θ∗|y) zur Vorhersage des Parameters θ∗ einer neu-
en Studie interessiert. Dafür benötigen wir zunächst die gemeinsame a-posteriori Verteilung
p(θ,φ|y). Dabei folgen wir den Schritten 1.-3. und ziehen dann neue Parameter aus der zu-
gehörigen a-posteriori Verteilung p(θ|y). Die konkrete Gestalt der bedingten Verteilungen ist
nur selten bekannt, sodass sich die gemeinsame a-posteriori Verteilung nur in Ausnahmefällen
analytisch berechnen lässt. Aus diesem Grund verwenden wir MCMC-Verfahren, die dieses
Problem geeignet umgehen.
2.4.1. MCMC-Verfahren
Der Metropolis-Hastings Algorithmus bzw. der Gibbs-Sampler sind die populärsten Updating-
Algorithmen für Markovketten [31, 48]. Sie sind Verfahren zur Erzeugung von Markovketten
mit einer gewünschten stationären Verteilung. Gibbs-Sampling eignet sich vor allem dann,
wenn die gemeinsame Verteilung p(θ,φ|y) eines Zufallsvektors (θ,φ) unbekannt ist, jedoch die
bedingten Verteilungen der einzelnen Komponenten bekannt sind. Das Grundprinzip besteht
darin, wiederholend Werte für die einzelnen Komponenten gemäß ihrer bedingten Verteilung
zu erzeugen, wobei diese Ziehungen von den vorherigen Werten abhängen. Die Werte aller
anderen Komponenten bleiben im einzelnen Iterationsschritt unverändert. Aus der entste-
henden Folge von Stichprobenvektoren lässt sich eine Markovkette herleiten. Die stationäre
Verteilung dieser Markovkette ist gerade die gesuchte gemeinsame Verteilung aller Parameter.
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Aus dieser Verteilung lassen sich dann die gewünschten Randverteilungen für jeden einzelnen
Parameter bestimmen.
Wir skizzieren hier beispielhaft grob das Schema des Gibbs-Samplers [vgl. 8, S. 44f.]. Voraus-
gesetzt unser Modell besteht aus H Parametern θ = (θ1, . . . ,θH), dann nehmen wir an, dass
die Stichproben aus der Full Conditional Verteilung p(θh|(θk)k 6=h,y) mit h,k ∈ {1, . . . ,H}
generiert werden können. Die Gestalt der Full Conditional kann bei konjugierten Modellen
direkt oder durch die Verwerfungsmethode („rejection sampling“) indirekt berechnet wer-
den. Für jede Methode kann unter schwachen Voraussetzungen aus allen Full Conditionals
zusammen die gemeinsame a-posteriori Verteilung p(θ|y) und damit die gesuchten Rand-
verteilungen bestimmt werden. Es sei t ∈ {1, . . . ,T} ein Zeitpunkt der Markovkette. Für ei-
ne beliebige Auswahl von Startwerten {θ(0)1 , . . . ,θ(0)H } funktioniert die Strategie des Gibbs-
Sampling-Algorithmus zur Bestimmung der gemeinsamen a-posteriori Verteilung der Para-
meter p(θ1, . . . ,θH |y) wie folgt:
Gibbs-Sampling Algorithmus [8, S. 44]
Für jedes t ∈ {1, . . . ,T} wiederholen wir:
Schritt 1: Ziehe θ(t)1 aus p
(
θ1|θ(t−1)2 ,θ(t−1)3 , . . . ,θ(t−1)H ,y
)
Schritt 2: Ziehe θ(t)2 aus p
(
θ2|θ(t)1 ,θ(t−1)3 , . . . ,θ(t−1)H ,y
)
...
...
Schritt H: Ziehe θ(t)H aus p
(
θH |θ(t)1 ,θ(t)2 , . . . ,θ(t−1)H−1 ,y
)
Falls t groß genug ist, gilt approximativ:
(
θ
(t)
1 ,θ
(t)
2 , . . . ,θ
(t)
H
)
∼ p(θ1, . . . ,θH |y).
(2.21)
Falls einige schwache Bedingungen gelten und t groß ist, stammen die Ziehungen in Iterati-
on t somit aus der wahren gemeinsamen a-posteriori Verteilung aller Parameter. Nach der
Bestimmung der gemeinsamen Verteilung können wir die Randverteilungen berechnen und
anschließend auch den zukünftigen Parameter θ∗ simulieren. Die genauen Voraussetzungen,
tiefergehende mathematische Details und alternative Algorithmen können beispielsweise in
Bolstad [10], Gamerman et al. [20, Kap. 4-6] und Gelman et al. [22, Kap. 11] nachgeschlagen
werden. Für die MCMC-Simulationen verwenden wir die Softwarepakete WinBUGS [43] und
OpenBUGS [44], die für ein spezifiziertes Modell automatisch die passenden, standardmäßi-
gen Samplingfunktionen und Updating-Algorithmen auswählen.
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2.4.2. Normal-Normal-Modell
In diesem Modell brauchen wir nicht auf MCMC-Verfahren zurückgreifen, sondern können
die bedingten Verteilungen in Formel (2.20) analytisch bestimmen. Exemplarisch wollen wir
dies einmal im Detail durchexerzieren. 1
In diesem Spezialfall eines hierarchischen Modells wollen wir normalverteilte Mittelwerte
schätzen. Das Normal-Normal-Modell ist bekannt aus der klassischen Metaanalyse [51, S.
332f.; 69]. Wir können dieses Modell beispielsweise als eine bayesianische Metaanalyse mit
nicht-informativer Gleichverteilung innerhalb eines Patientenkollektivs interpretieren. Hierbei
handelt es sich um einen Sonderfall des später in Kapitel 3.2 vorgestellten vollen Modells.
Die Hierarchiestruktur ist:
Normal-Normal-Modell:
yih|θh u.i.v∼ N(θh,σ2) mit i= 1, . . . ,nh, h= 1, . . . ,H (2.22)
θh|µ,τ2 u.i.v∼ N(µ,τ2) (2.23)
p(µ,τ) = p(µ|τ)p(τ)∝ p(τ)∝ 1{τ>0}. (2.24)
Die Beobachtungen sind unabhängig identisch normalverteilt. Ebenso sind die Gruppenpara-
meter θh unabhängige Ziehungen aus einer gemeinsamen Normalverteilung N(µ,τ2) mit den
Hyperparametern µ und τ . Überdies nehmen an, dass die Stichprobenvarianz σ2 bekannt ist.
Auf der Hyperparameterebene (2.24) setzen wir voraus, dass die Verteilung für µ bei gegebe-
ner Varianz τ2 eine nicht-informative Gleichverteilung 1(−∞,∞) ist. Das Integral über diese
hyper a-priori Dichte ist uneigentlich. Die Verteilung ist improper. Improper bedeutet, dass
das Integral über die normalisierte Dichte nicht 1 ergibt und proper, dass dieses gleich 1 ist.
Wir lassen durch diese Verteilung alle möglichen Werte für µ∈R vor Beobachtung der Daten
bei gegebenem τ zu. Daher hängt die gemeinsame a-priori Verteilung von (µ,τ) nur noch von
der a-priori Verteilung von τ ab. Diese sei wiederum eine Gleichverteilung auf allen Werten
größer 0. Diese spezielle impropere a-priori Verteilung führt zu einer properen a-posteriori
Verteilung wie wir im Verlauf dieses Kapitels noch sehen werden. Für die Parameterebene
(2.23) können wir die Produktverteilungen wie in Gleichung (2.18) und (2.19) angeben
p(θ1, . . . ,θH |µ,τ) =
H∏
h=1
Nθh(µ,τ2)
1 Die einzelnen Formeln und Zwischenschritte können im Detail in [22, Kap. 5.4] nachgeschlagen werden. Wir
verzichten daher bei jeder Formel erneut auf diese Quelle zu verweisen.
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p(θ1, . . . ,θH) =
∫ H∏
h=1
Nθh(µ,τ2)p(µ,τ)d(µ,τ). (2.25)
Der Mittelwert jeder Gruppe sei y.h := 1nh
∑nh
i=1 yih mit Stichprobenvarianz σ2h = σnh . Dieser
Mittelwert entspricht in unseren späteren Anwendungen der standardisierten Mittelwertdif-
ferenz oder dem beobachteten Log Odds Ratio in der klinischen Studie h. Damit können wir
die Likelihood umschreiben zu
y.h|θh ∼N(θh,σ2h). (2.26)
Nachdem wir nun das Modell spezifiziert haben, folgen wir den allgemeinen Schritten 1.-3.
(vgl. Kap. 2.4) zur Bestimmung der gemeinsamen a-posteriori Verteilung aller Gruppen- und
Hyperparameter.
Schritt 1. Im ersten Schritt faktorisieren wir diese Verteilung und können die Gestalt der
einzelnen Verteilungen in Formel (vgl. (2.20)) genauer angeben
p(θ1, . . . ,θH ,µ,τ |y)∝ p(µ,τ)p(θ1, . . . ,θH |µ,τ)p(y|θ1, . . . ,θH)
∝ p(µ,τ)
H∏
h=1
N(θh|µ,τ2)
H∏
h=1
N(y.h|θh,σ2h). (2.27)
Schritt 2. Als Nächstes bestimmen wir die bedingte a-posteriori Verteilung der Gruppen-
parameter p(θ|µ,τ,y). Die Parameter θh sind einerseits bedingt auf µ,τ unabhängig in der
a-priori Verteilung (vgl. (2.23)) und treten anderseits als Faktoren in der Likelihood auf (vgl.
2.22). Damit lässt sich die bedingte a-posteriori Verteilung p(θ|µ,τ,y) in H Faktoren zerle-
gen. Bedingt auf die Hyperparameter befinden wir uns in der Situation von Kapitel 2.2.1. Wir
haben H unabhängige unbekannte a-priori normalverteilte Mittelwerte, sodass wir für jeden
einzelnen Mittelwert die a-posteriori Verteilung wie in Kapitel 2.2.1 bestimmen können. Da
die θh gegeben µ,τ unabhängig sind, gilt nach Formel (2.6)
θh|µ,τ,y ∼N(µ̂,Vh) (2.28)
mit µ̂=
1
τ2
h
µ+ 1
σ2
h
y.h
1
τ2 +
1
σ2
h
und 1
Vh
= 1
τ2
+ 1
σ2h
. (2.29)
Der a-posteriori Erwartungswert ist wie bereits zuvor ein durch die Präzisionen gewichtetes
Mittel zwischen dem Stichprobenmittelwert y.h in Gruppe h und dem a-priori Erwartungswert
µ.
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Schritt 3. Der letzte Schritt ist von der Berechnung ein wenig aufwendiger, sodass wir nur
die Resultate angeben. Das Ziel besteht darin für jeden Hyperparameter die a-posteriori Ver-
teilung zu bestimmen. In diesem Beispiel können wir sogar direkt die Gestalt der gemeinsame
a-posteriori Randverteilung der Hyperparameter p(µ,τ |y) bestimmen. Im Anschluss können
wir sie für die einzelnen Hyperparameter zerlegen und erhalten so die a-posteriori Schät-
zungen für µ und τ . Die a-posteriori Randverteilung der Hyperparameter p(µ,τ |y) könnten
wir beispielsweise durch Integration oder analytische Berechnung aus der gemeinsamen a-
posteriori Verteilung p(θ,µ,τ) bestimmen. Im hierarchischen Normal-Normal-Modell können
wir die Informationen über die Hyperparameter aber direkt aus den Daten eruieren und die
Parameterebene überspringen. Denn in der Zerlegung
p(µ,τ |y)∝ p(µ,τ)p(y|µ,τ) (2.30)
in die gemeinsame a-priori Verteilung der Hyperparameter, die wir bereits kennen (vgl.
(2.24)), und die Randverteilung der Likelihood, können wir die Verteilung p(y|µ,τ) kon-
kret bestimmen. Im Allgemeinen besitzt diese Verteilung keine geschlossene Form. Hier ist
sie aber von vergleichsweise einfacher Form. Die Randverteilungen der Gruppenmittelwerte
y.h gemittelt über alle θ sind unabhängige jedoch nicht identische Normalverteilungen
y.h|µ,τ ∼N(µ,σ2h+ τ2). (2.31)
Damit können wir die marginale Verteilung schreiben als
p(µ,τ |y)∝ p(µ,τ)p(y|µ,τ) = p(µ,τ)
H∏
h=1
p(y.h|µ,τ) = p(µ,τ)
H∏
h=1
Ny.h
(
µ,σ2h+ τ2
)
. (2.32)
Da nun die a-posteriori Randverteilung der Hyperparameter bekannt ist, können wir jetzt
auch die a-posteriori Verteilungen für jeden Hyperparameter einzeln bestimmen.
Zunächst berechnen wir die a-posteriori Verteilung von µ bei gegebenen τ . Dafür zerlegen
wir die gemeinsame Verteilung weiter in
p(µ,τ |y) = p(µ|τ,y)p(τ |y). (2.33)
Dabei ist p(µ|τ,y) die a-posteriori Verteilung von µ bei gegebenem τ . Durch Umformung,
der Verwendung einer a-priori Gleichverteilung für p(µ|τ) im Sinne von Gleichung (2.24), der
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Bedingung, dass p(µ,τ |y) die Form in Gleichung (2.32) haben muss, sowie der Interpretation
von y.h als H unabhängige Schätzungen von µ erhalten wir
µ|τ,y ∼N(µ̂,Vµ) (2.34)
mit µ̂=
∑H
h=1why.h∑H
h=1wh
, Vµ =
1∑H
h=1wh
(2.35)
und wh =
1
σ2h+ τ2
. (2.36)
Der a-posteriori Erwartungswert E(µ|τ,y) ist damit der durch die inverse Varianz gewichtete
Mittelwert y.h aller Beobachtungen y.h. Die Gewichte wh entsprechen den aus der klassischen
Metaanalyse bekannten inversen Varianzgewichten [50, S. 8; 51, S. 335]. Diese setzen sich
aus der Varianz σ2h innerhalb der entsprechenden Gruppe und der Varianz τ2 zwischen allen
Gruppen von Beobachtungen zusammen. Bei uns sind diese Gruppen später die einzelnen
Studien, sodass dort die a-posteriori Varianz von der Interstudienvarianz τ2 beeinflusst wird.
Da die a-posteriori Verteilung p(µ|τ,y) eine Normalverteilung ist, ist sie trotz der Anwendung
von improperen a-priori Verteilungen proper.
Die letzte unbekannte Verteilung ist die a-posteriori Verteilung von τ . Indem wir die Glei-
chung (2.33) nach p(τ |y) auflösen und für die Verteilungen die Ergebnisse aus Gleichung
(2.32) und (2.34) einsetzen, erhalten wir
p(τ |y) = p(µ,τ |y)
p(µ|τ,y) ∝
p(τ)∏Hh=1Ny.h(µ,σ2h+ τ2)
Nµ(µ̂,Vµ)
.
Diese Beziehung muss für jeden Wert für µ gelten. Insbesondere müssen sich dadurch al-
le möglichen Vorfaktoren von µ gegenseitig wegkürzen. Der Ausdruck muss demnach auch
gelten, wenn wir µ durch µˆ ersetzen. Damit gilt
p(τ |y)∝ p(τ)
∏H
h=1Ny.h(µˆ,σ2h+ τ2)
Nµˆ(µˆ,Vµ)
∝ p(τ)
√
Vµ
H∏
h=1
1√
(σ2h+ τ2)
exp
(
− (y.h− µˆ)
2
2(σ2h+ τ2)
)
, (2.37)
mit µˆ und Vµ aus Gleichung (2.35). Selbst in diesem einfachen Normal-Normal-Modell ist
die Verteilung p(τ |y) bereits eine komplizierte Funktion in τ . In komplexeren Modellen ist
die Bestimmung dieser Verteilungen schwieriger, sodass häufig MCMC-Verfahren angewandt
werden.
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Berechnung durch Simulationen. Für das hierarchische Normal-Normal-Modell können wir
die a-posteriori Verteilung von θ durch Simulationen berechnen. Dafür benutzen wir die
folgende Faktorisierung der gemeinsame a-posteriori Verteilung der Hyperparameter und der
Gruppenparameter
p(θ,µ,τ)∝ p(θ|µ,τ,y)p(µ|τ,y)p(τ |y). (2.38)
Die Verteilungen auf der rechten Seite haben die Form (2.28), (2.34) bzw. (2.37) Der Simu-
lationsablauf ist ähnlich zum Gibbs-Sampling 2.21. Für jedes t ∈ {1, . . . ,T} wiederholen wir
die Schritte 1-3:
1. Simuliere τ (t) ∼ p(τ |y)
2. Simuliere µ(t) ∼ p(µ|τ (t),y)
3. Simuliere θ(t)h ∼ p(θh|µ(t), τ (t),y) mit h= 1, . . . ,H. (2.39)
Den ersten Schritt können wir numerisch mit der inversen kumulativen Verteilungsfunktion-
Methode [22, S. 25] bestimmen. Die übrigen Simulationsschritte sind dann nur noch Ziehun-
gen aus den zugehörigen Normalverteilungen, in die jeweils die generierten Werte aus dem
vorangegangen Schritt eingesetzt werden.
Für unsere späteren Anwendungen interessiert uns speziell die a-posteriori prädiktive Vertei-
lung von θ∗. Bei bekanntem τ ist die a-posteriori Verteilung p(µ|τ,y) die Normalverteilung
N(µˆ,Vµ) mit den Parametern in (2.35). Die prädiktive Verteilung lässt sich mit den Ergebnis-
sen aus dem Normal-Modell (Kap. 2.2.1) und der dort dargestellten a-posteriori prädiktiven
Verteilung (Formel (2.9)) herleiten. Nach [50, S. 8] besitzt sie daher bei gegebenem τ die
Form
θ∗|y,τ = θ∗|y.1, . . . ,y.H , τ ∼ N
(∑H
h=1why.h∑H
h=1wh
,
1∑H
h=1wh
+ τ2
)
mit wh =
1
σ2h+ τ2
. (2.40)
Die a-posteriori prädiktive Verteilung ist also ebenfalls eine Normalverteilung. Sie unterschei-
det sich von der a-posteriori Verteilung (2.34) nur durch die erhöhte Varianz. Die Varianz
besteht aus der Summe der a-posteriori Varianz von µ und der Varianz zwischen den einzel-
nen Gruppen bzw. Studien τ2. Dies ist für die spätere meta-analytisch prädiktive Anwendung
sehr zweckmäßig. Denn selbst wenn wir den mittleren wahren Behandlungseffekt den Hyper-
parameter µ kennen, aber zulassen, dass τ groß sein kann, also die Studien sehr heterogen
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sind, kann der zukünftige wahre Studieneffekt θ∗ nur sehr unpräzise vorhergesagt werden
(siehe Beispiel 4.2).
2.5 Auswahl der a-priori Verteilungen
2.5.1. Kritik an der Auswahl
Personen sind in ihrer Meinung immer subjektiv beeinflusst. Insbesondere gilt dies bei der
Planung klinischer Studien. Altman [2] kritisiert, dass das a-priori Wissen zu stark gewichtet
wird, anstatt dass ein geeignetes Design gewählt wird. Zudem neigen unterschiedliche Perso-
nengruppen wie Kliniker, Vertreter von Pharmazieunternehmen oder Statistiker nach Begut-
achtung der Literatur zu verschiedenen Schlussfolgerungen über die Annahme des Studienef-
fektes der neuen Studie. Kliniker und Pharmavertreter tendieren eher zu einer Überschätzung
des Behandlungseffektes, während Statistiker diesem häufig skeptischer gegenübertreten [62,
S. 147]. Desweiteren kritisieren Bland et al. [9, S. 317], dass die Wahl der a-priori Verteilung
subjektiv ist und zu verschiedenen Entscheidungen führen kann:
„A major difficulty, of course, is deciding on the prior distribution. This is going to
influence the conclusions of the study, yet it may be a subjective synthesis of the available
information, so the same data analysed by different investigators could lead to different
conclusions.“
Zeitliche Differenzen zwischen den vergangenen und der neuen Studie können ebenfalls eine
Verfälschung der informativen a-priori Verteilung, die aus den historischen Studien gewonnen
wird, bewirken. Die folgende Herangehensweise geht auf Laplace zurück:
„When nothing is known about θ in advance, let the prior pi(θ) be a uniform distribution,
that is, let all possible outcomes of θ have the same probability. This is also known as
the principle of insufficient reason.“ [64, S. 1].
Aufgrund der Vielzahl von Kritikpunkten an der Auswahl einer geeigneten a-priori Vertei-
lung für die Zielgröße in einer neuen klinischen Studie, ist es von enormer Wichtigkeit, ein
soweit wie möglich objektives Kriterium zur Beurteilung der Evidenz historischer Daten zu
wählen. Wenn die a-priori Verteilung der zukünftigen Studie auf der Basis historischer Er-
gebnisse gewählt wird, müssen wir darauf achten, die Unsicherheit der früheren Ergebnisse
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mit zu modellieren. Der in Kapitel 3 beschriebene meta-analytisch prädiktive Ansatz stellt
ein weitgehend objektives Bewertungswerkzeug der historischen Studien dar.
Besonders die Wahl der hyper a-priori Verteilungen für die Varianzparameter wurde bereits in
mehreren Arbeiten untersucht und teils kritisiert [2, 11, 21, 33, 40]. Damit die Beobachtungen
großen Einfluss auf die a-posteriori Verteilungen haben, werden oftmals nicht-informative a-
priori Verteilungen benutzt. Die amerikanische Gesundheitsbehörde FDA rät explizit zur
Anwendung nicht-informativer a-priori Verteilungen für den Varianzparameter zwischen den
Studien:
„[...] in a Bayesian hierarchical model for combining studies, a non-informative prior
distribution may be placed on a parameter that captures the variability between studies
because, ordinarily, no informative prior is available on this parameter.“ [67, S. 25].
Gleichzeitig weist sie auf das Problem hin, dass die wahre Interstudienvarianz zwischen rea-
len klinischen Studien üblicherweise unbekannt ist. Wir können uns aber mit konstruierten
Simulationsszenarien behelfen, in denen wir die erwartete Variation vorgeben und somit die
Performance verschiedener a-priori Verteilungen beurteilen können (vgl. Kap. 5). Während
die FDA nicht-informative Verteilungen empfiehlt, konstatieren Irony et al. [34], dass es so
etwas wie nicht-informative Prior nicht gibt. Bei der Verwendung von nicht-informativen
Verteilungen können nämlich in speziellen Situationen Probleme auftreten:
„In a hierarchical model θ ∼ N [µ,τ2], the random-effects standard deviation τ plays
an important role, and its value can be very influential in assessing the uncertainty
concerning µ or in predicting future θs. However, there may be limited information in
the data to provide a precise estimate of τ due either to there being few units, or to
each unit providing little information, or both. This can make the prior for τ particularly
important, and yet neither is there any generally accepted reference prior for τ , nor are
there formally established techniques for assessing a subjective prior distribution.“ [62,
S. 168]
„[...] the choice of “noninformative” prior distribution can have a big effect on infe-
rences, especially for problems where the number of groups J is small or the group-level
variance σ2α is close to zero.“ [21, S. 516]
Wenn nur wenige frühere Studienergebnisse vorhanden sind, können die nicht-informativen
a-priori Verteilungen schnell einen sehr informativen Einfluss auf die a-posteriori Verteilung
haben und diese dominieren. Der Einfluss der Daten ist dann gering. Genau diesen Zustand
prüfen wir in den Simulationen in Kapitel 5.
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2.5.2. Hyper a-priori Verteilungen
Auf die Wahl der passenden a-priori Verteilungen für die Hyperparameter µ und τ der hier-
archischen Modelle (vgl. 3.2) legen wir in dieser Arbeit einen besonderen Schwerpunkt. Ins-
besondere untersuchen wir vier verschiedene hyper a-priori Verteilungen für die Gruppen-
variation, hier die Interstudienvarianz, die in der Literatur empfohlene Verteilungsfamilien
repräsentieren. Als Hyperverteilungen werden häufig nicht-informative a-priori Verteilungen
gewählt. Das Ziel dieser Wahl ist es, die historischen empirischen Effekte hervorzuheben. Der
Einfluss der Daten in Form der Likelihood soll in der a-posteriori (2.2) bzw. a-posteriori prä-
diktiven Verteilung (2.4) dadurch erhöht werden. Dies kann zu den oben erwähnten Schwie-
rigkeiten führen, insbesondere in Situationen, in denen nur wenige historische Studien vor-
handen sind. In diesem Fall können sich die empirischen Daten in Form der Likelihood nicht
gegen den Einfluss der a-priori Verteilung in der a-posteriori Verteilung durchsetzen. Die a-
posteriori Verteilung wird somit durch die nicht-informative a-priori Verteilung dominiert.
Dies kann zu verfälschten Schätzungen der einzelnen Parameter, insbesondere der Überde-
ckungswahrscheinlichkeiten bzw. der Intervallschätzungen führen (vgl. Bspl. 4.3). Für den
Hyperparameter µ nehmen wir in dieser Arbeit an, dass er a-priori normalverteilt N(0,106)
ist. Dies lässt eine große Streuung des erwarteten mittleren Behandlungseffekts zu. Es sei f
eine Dichtefunktion f : R→ [0,∞).
Normalverteilung: Die allgemeine Dichte der Normalverteilung ist
f(x;µ,σ2) = 1
σ
√
2pi
exp
(
−(x−µ)
2
2σ2
)
.
Für N(0,106) ist sie
f(x;0,106) = 1
106
√
2pi
exp
(
− x
2
2 ·1012
)
. (2.41)
Wir konzentrieren uns vorrangig auf die Untersuchung des Verhaltens verschiedener a-priori
Verteilungen für die Variation zwischen den Studien, die Interstudienstandardabweichung
τ bzw. Interstudienvarianz τ2. Dieser Parameter beeinflusst maßgeblich die Präzision der
Vorhersage eines zukünftigen Studieneffekts und somit die Bestimmung des Gewichtungsfak-
tors. Gelman [21] betrachtet unterschiedliche Verteilungsfamilien als a-priori Verteilung für
Varianzparameter. Er beschreibt folgendes generelles Vorgehen zur Wahl der geeigneten Ver-
teilung [vgl. 21, Kap. 7.1]: Wenn es die Daten zulassen, soll möglichst eine nicht-informative
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Gleichverteilung gewählt werden. Ist dies nicht möglich, soll die Auswahl der Situation ange-
passt werden. Beispiele einer solchen Verteilung sind eine Gleichverteilung mit großer Streu-
breite wie U(0,100) oder eine Half-Normal-Verteilung mit großem Skalierungsparameter, zum
Beispiel HN(0,100). Falls die a-priori Information immer noch zu schwach ist, um unrealis-
tische Werte des Varianzparameters τ2 zu unterdrücken, soll auf die Familie der gefalteten
nichtzentralen t-Verteilungen zurückgegriffen werden. Ein Spezialfall dieser Familie ist die
Half-Cauchy-Verteilung, die wir als Vertreter dieser Verteilungsfamilie untersuchen. Der Vor-
teil der Half-Normal-Verteilung gegenüber der Inverse-Gamma-Verteilung besteht darin, dass
erstere bei Schätzungen des Varianzparameters nahe bei 0 besser geeignet ist. Lambert et al.
[40] betrachten ebenfalls eine große Auswahl von a-priori Verteilungen für Varianzparameter.
Dabei stellen sie fest, dass wenn die wahre Interstudienstandardabweichung, dort „between
unit standard deviation“ [40, S. 2519] genannt, in der Nähe von 0 liegt, Probleme bei der
Konvergenz der Markovketten auftreten können. Der MCMC-Mechanismus ist gezwungen,
bei jeder Ziehung positive Werte für die Standardabweichung zu generieren. Beispielsweise
führt die Anwendung der ursprünglich nicht-informativen Inverse-Gamma-Verteilung Γ(,)
mit → 0 in dieser Situation zu einer informativen Schätzung, die stark von der Wahl des
Parameters  abhängt. Dies kann zu einer improperen, a-posteriori Verteilung führen. Das
Integral über die nicht-normalisierte a-posteriori Dichte ist uneigentlich, sodass damit die
Eigenschaft einer Wahrscheinlichkeitsverteilung nicht mehr erfüllt ist. Insbesondere können
wir dann keine zulässigen Aussagen über die a-posteriori Parameter treffen:
„If the unnormalized posterior density, obtained by multiplying the likelihood by a ‘for-
mal’ prior density representing an improper prior distribution, integrates to infinity,
then the asymptotic results, which rely on probabilities summing to 1, do not follow.“
[22, S. 109f.]
Gelman schlägt vor, dass in solchen speziellen Situationen schwach informative a-priori Ver-
teilungen angewendet werden sollen:
„In addition, when regression predictors must be estimated, more than J = 3 groups
may be necessary to estimate σa [hier τ ; Anm. d. V.] from a noninformative prior dis-
tribution, thus requiring at least weakly informative prior distributions for the regression
coefficients, the variance parameters, or both.“ [21, S. 529].
Dies ist im dritten klinischen Beispiel 4.3 und den betrachteten Simulationsszenarien in Ka-
pitel 5 der Fall.
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Aufgrund der vorherigen Überlegungen untersuchen wir das Verhalten folgender hyper a-
priori Verteilungen für die Interstudienvarianz τ2 bzw. die Interstudienstandardabweichung
τ :
(a) Gleichverteilung: Die Dichte der Gleichverteilung lautet
f(x;a,b) =

1
b−a für a≤ x≤ b
0 für x < a ∨ b < x.
Wie in [21] empfohlen, verwenden wir hier eine schwach-informative Gleichverteilung
mit a= 0 und b= 100. Diese Wahl entspricht immer noch einer sehr großen zulässigen
Variation für τ , falls die Zielgröße eine standardisierte Mittelwertdifferenz oder ein Log
Odds Ratio ist. Für die Zielgrößen in unseren Beispielen erwarten wir vielmehr Werte
von τ im Bereich [0,1]. Die Dichtefunktion der U(0,100) Verteilung hat die Gestalt
f(x) =

1
100 für 0≤ x≤ 100
0 für x < 0 ∨ 100< x.
(2.42)
(b) Inverse-Gamma-Verteilung: Eine standardmäßige Wahl der a-priori Verteilung für
Varianzparameter ist in vielen Fällen die Inverse-Gamma-Verteilung
f(x;α,β) = β
α
Γ(α)x
−α−1 exp
(
−β
x
)
für x > 0.
Die Anwendung dieser Verteilung ist historisch gewachsen. Sie gehört zur Klasse der
konjugierten Verteilungen. Konjugiert bedeutet, dass die a-posteriori Verteilung wie-
der zu derselben Verteilungsfamilie wie die a-priori Verteilung gehört, also in diesem
Fall wieder eine Inverse-Gamma-Verteilung ist. Der Vorteil dieser Verteilungsfamili-
en liegt darin, dass die a-posteriori Verteilung in gewissen Fällen analytisch bestimmt
werden kann. Wir untersuchen hier das Verhalten der Inverse-Gamma-Verteilung mit
den Parametern α = 0.001 und β = 0.001 für die Interstudienvarianz τ2, also τ2 ∼
Γ−1(0.001,0.001),
f(x) = 0.993116Γ(0.001)x
−1.001 exp
(
−0.001
x
)
für x > 0. (2.43)
Γ−1(0.001,0.001) ist eine der gebräuchlichsten a-priori Verteilungen, was wahrschein-
lich daran liegt, dass sie in vielen Beispielen der Softwarepakete WinBUGS [43] und
48
2.5 Auswahl der a-priori Verteilungen 2 GRUNDLAGEN
OpenBUGS [44] Anwendung findet [60, 61]. In der Regel gilt diese spezielle Inverse-
Gamma-Verteilung als nicht-informativ. Spiegelhalter et al. [62, S. 170] bezeichnen diese
Verteilung als „just proper“. Sie ist approximativ eine Gleichverteilung für log(τ) über
nahezu den gesamten Wertebereich. Allerdings besitzt sie in der Nähe von 0 einen,
wenn auch kleinen, Spike. Das heißt, in einem kleinen Bereich der Verteilung befin-
det sich relativ viel Masse. Falls die Likelihood kleine Werte für τ liefert, so unterstützt
Γ−1(0.001,0.001) vorrangig eine kleine Varianz. Wenn also bei den MCMC-Simulationen
Werte in der Nähe von 0 generiert werden und die Likelihood ebenfalls eine kleine Va-
rianz begünstigt, kann aus der nicht-informativen Verteilung eine informative a-priori
Verteilung werden [vgl. 21, 40]. Da die Iterationen der MCMC-Simulationen nicht un-
abhängig gezogen, sondern jeweils bedingt auf die letzte Iteration generiert werden,
kann dies dazu führen, dass die Markov-Kette im Bereich des Spikes stecken bleibt.
Möglicherweise wird dann die Varianz unterschätzt und die Markov-Kette konvergiert
im schlimmsten Fall nicht gegen die wahre stationäre Verteilung.
Für die spätere Programmierung der Verteilung in OpenBUGS benutzen wir die fol-
gende Beziehung zwischen der Inverse-Gamma und der Gamma-Verteilung:
Satz 2.1. Sei X eine absolut stetige Zufallsvariablen mit X ∼ Γ(α,β), dann ist die
Zufallsvariable Y := 1X ∼ Γ−1
(
α, 1β
)
verteilt.
Beweis. X besitzt die Dichte
fX(x;α,β) =
1
Γ(α)βαx
α−1 exp
(
−x
β
)
.
Da die Γ- und Γ−1-Verteilung nur für Werte größer Null definiert ist, ist die Trans-
formation 1/x für x > 0 eine bijektive stetig differenzierbare Abbildung mit stetig dif-
ferenzierbarer Umkehrfunktion. Mit dem Transformationssatz für Dichten [15, S. 191]
erhalten wir
fY (y) = fX
(1
y
)
·
∣∣∣∣ ddy (y−1)
∣∣∣∣
= 1Γ(α)βα y
−(α−1) exp
(
−y
−1
β
)
·y−2
=
(
1
β
)α
Γ(α) y
−α−1 exp
(
− 1
βy
)
.
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Bemerkung 2.1. An dieser Stelle weisen wir darauf hin, dass die Inverse-Gamma-
Verteilung in den hierarchischen Modellen dieser Arbeit als hyper a-priori Verteilung
für die Varianz τ2 und nicht für die Standardabweichung τ verwendet wird. Alle anderen
Startverteilungen beziehen sich auf τ . Wenn wir im weiteren Verlauf von der Inverse-
Gamma-Verteilung als a-priori Verteilung für τ sprechen, ist damit immer gemeint, dass
sich die Startverteilung auf die Varianz τ2 bezieht.
(c) Half-Normal-Verteilung: Diese Verteilung ist ein Spezialfall der gefalteten Normal-
verteilung. Die Dichtefunktion der gefalteten Normalverteilung ist
f(x;µ,σ2) = 1
σ
√
2pi
exp
(
−(x−µ)
2
2σ2
)
+ 1
σ
√
2pi
exp
(
−(−x−µ)
2
2σ2
)
für x≥ 0.
Die Half-Normal-Verteilung ergibt sich, wenn die Faltung genau bei dem x liegt, für wel-
ches die kumulative Wahrscheinlichkeit p= 0.5 beträgt. Der Parameter µ bezeichnet hier
nicht den Erwartungswert, sondern den Faltungspunkt der Verteilung. Mit µ = 0 und
Skalierungsparameter σ2 = 1 ergibt sich somit die Dichte der Half-Normal-Verteilung
HN(0,1)
f(x) = 1√
2pi
exp
(
−x
2
2
)
für x > 0. (2.44)
Die HN(0,1)-Verteilung ist somit eine Standardnormalverteilung, die bei 0 zusammen-
gefaltet ist. Mit anderen Worten, falls eine Zufallsvariable X standardnormalverteilt
ist, also X ∼ N(0,1), so ist |X| ∼ HN(0,1) verteilt. Für unsere Simulationen wählen
wir später die HN(0,1) als a-priori Verteilung für die Interstudienstandardabweichung
τ . Die HN(0,1)-Verteilung lässt Werte für τ größer als 2 mit einer kleinen Wahrschein-
lichkeit von ca. 5% zu. Für die hier betrachteten Zielgrößen wie die Log Odds Ratios
und die standardisierten Mittelwertdifferenzen entspricht dies einer sehr großen Hete-
rogenität und breiten Streuung zwischen den einzelnen Studien. Die historischen Daten
würden in diesem Fall keine bedeutende Information über den Parameter θ∗ in der
neuen Studie enthalten.
(d) Half-Cauchy-Verteilung: Die Half-Cauchy-Verteilung
f(x;α,β) = 2
piβ
(
1 +
(
x−α
β
2)) für x≥ t
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gehört zu den gefalteten nichtzentralen t-Verteilungen. Wir betrachten die spezielle
Startverteilung τ ∼HC(0,1) mit Dichte
f(x) = 2
pi (1 +x2) für x > 0. (2.45)
Da die Half-Cauchy-Verteilung nicht in den Programmen WinBUGS und OpenBUGS
implementiert ist, werden wir auf einen Hilfsatz zurückgreifen, der es uns ermöglicht
über andere Verteilungen eine Half-Cauchy-Verteilung zu konstruieren. Wir folgen dem
Vorgehen in [46, S. 4ff.] und verwenden den nachstehenden Satz:
Satz 2.2. Seien X1 und X2 zwei unabhängige, absolut stetige Zufallsvariablen mit
X1 ∼N(0,σ21) und X2 ∼N(0,σ22), dann gilt
X1
X2
∼ Cauchy
(
σ1
σ2
)
.
Beweis. Für alle z, t ∈R gilt mit der Formel für die Dichtefunktion das Produkt unab-
hängiger Zufallsvariablen [14, S. 55]
fX1/X2(z) =
∫ ∞
−∞
|t|fX1(z · t)fX2(t)dt
=
∫ ∞
−∞
|t| 1√
2piσ21
· 1√
2piσ22
exp
(
− t
2z2
2σ21
− t
2
2σ22
)
dt
Sym.=
∫ ∞
0
2t 1√
2piσ21
· 1√
2piσ22
exp
− t22
(
z2
σ21
+ 1
σ22
)
︸ ︷︷ ︸
=:ν
dt
Substitution mit dt= 1
t
(
σ21σ
2
2
σ22z
2 +σ21
)
dν
Subst.=
∫ ∞
0
1
piσ1σ2
· σ
2
1σ
2
2
σ22z
2 +σ21
exp(−ν)dν
= 1
pi
· σ1σ2
σ22z
2 +σ21
∫ ∞
0
exp(−ν)dν︸ ︷︷ ︸
=1
= 1
pi
· σ1σ2
σ22z
2 +σ21
= 1
pi
·
σ1
σ2
z2 +
(
σ21
σ21
)
b:=σ1
σ2= 1
pi
· b
z2 + b2 . (2.46)
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Insbesondere folgt aus Satz 2.2, wenn wir zwei unabhängige standardnormalverteile
Zufallsvariablen X1 ∼N(0,1) und X2 ∼N(0,1) generieren, dass
∣∣∣∣X1X2
∣∣∣∣∼HC(0,1) (2.47)
gilt. Die Programmierung der Half-Cauchy-Verteilung in WinBUGS bzw. OpenBUGS
setzen wir analog zu Marley et al. [46, S. 6] um.
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3 Meta-analytisch prädiktiver Ansatz
Wir kommen nun zum Kern dieser Arbeit, einem meta-analytisch prädiktiven Ansatz zur
objektiven Bestimmung des Informationsgehalts von historischen Studien für den Behand-
lungseffekt einer zukünftigen Studie. Im letzten Abschnitt haben wir einige grundlegende
Definitionen und Beispiele der Bayes-Statistik besprochen und eine Auswahl an a-priori Ver-
teilungen kennengelernt. Damit haben wir die Rahmenbedingungen geschaffen, um die hier-
archischen Modelle innerhalb dieses Ansatzes zu verstehen und genauer zu analysieren.
3.1 Historischer Überblick der Methodik
Die Extrapolation von historischen Studienergebnissen mit Hilfe von Bayes-Verfahren wurde
von mehreren Autoren untersucht und ständig weiterentwickelt. Goodman et al. [25] stellen
im Zusammenhang mit klinischen Studien eine einfache Methode dar, wie Vorwissen aus his-
torischen Studien als a-priori Information in die Auswertung einer neuen Studie eingebracht
werden kann. Der Effekt der früheren Erwachsenenstudien wird durch eine Metaanalyse er-
mittelt. Für die Extrapolation auf eine neue Kinderstudie wird der gepoolte Effekt der Er-
wachsenen rezentriert und die inverse Varianz bzw. die Präzision um einen Faktor verkleinert.
Dies soll die Unsicherheit zwischen den historischen Erwachsenendaten und den neuen Beob-
achtungen an Kindern ausdrücken. Die Bestimmung des Gewichtungsfaktors erfolgt allerdings
nicht empirisch, sondern hängt von der subjektiven Wahl der Studienplaner ab. Eine weitere
Einschränkung dieses Ansatzes besteht darin, dass er es nicht zulässt, externe Daten aus un-
terschiedlichen Populationen zu benutzen. Somit ist es nicht möglich, frühere Ergebnisse aus
Kinder- und Erwachsenenstudien simultan zu verwenden. Schoenfeld et al. [58] schlagen ein
Design für eine neue pädiatrische Studie vor, für das Sie historische Ergebnisse von austausch-
baren Studien an Erwachsenen extrapolieren. Sie benutzen ein hierarchisches Bayes-Modell.
Darin berücksichtigen sie die Unsicherheit für die Übertragung der Daten von Erwachsenen
auf Kinder. Die Extrapolation beinhaltet einen Gewichtungsfaktor, der wiederum in eine ge-
wisse Anzahl von Patienten umgerechnet werden kann. Die Informationen der Erwachsenen
in Form der Präzision des Behandlungseffekts werden herabgewichtet und verlieren somit
an Wert. Die gewichteten, gepoolten Ergebnisse fließen anschließend in die Auswertung der
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Kinderstudie ein. Dieser Ansatz ist allerdings ebenso wie der vorherige Versuch [25] einge-
schränkt, da der Gewichtungsfaktor subjektiv, beispielsweise auf Basis von Expertenwissen,
festgelegt wird.
Eine empirische Bestimmung des Gewichtungsfaktors erfolgt erstmals im Ansatz von Neuen-
schwander et al. [50]. Dort wird nicht nur die a-posteriori Verteilung des gepoolten Effekts
von historischen Kontrollen geschätzt, sondern über einen prädiktiven Ansatz auch die a-
posteriori prädiktive Verteilung eines zukünftigen Behandlungseffekts. Dadurch erfolgt die
Extrapolation der Information weitgehend objektiv. Der Gewichtungsfaktor wird empirisch
ermittelt (3.6). Er errechnet sich aus dem Verhältnis der Präzision des gepoolten Studienef-
fektes im vollen Modell (Kap. 3.2), in dem die Varianz zwischen den Studien als zusätzlicher
Parameter geschätzt wird, und der Präzision aus dem eingeschränkten Modell (Kap. 3.3.1),
in dem angenommen wird, dass die Interstudienvarianz gleich 0 ist. Der Gewichtungsfaktor
wird in eine Anzahl virtueller Patienten übersetzt, die in Neuenschwander et al. [50] als Prior
Effective Sample Size Neff bezeichnet wird. Sie soll intuitiv die Anzahl der Patienten reprä-
sentieren, die in einer zukünftigen Studie eingespart werden können, wenn die a-posteriori
prädiktive Verteilung des studienspezifischen Effekts als a-priori Verteilung in der neuen Stu-
die genutzt wird. Wir werden später zeigen, dass die so definierte Prior Effective Sample Size
in Neuenschwander et al. [50] nicht die reelle Fallzahl ist, um die eine neue Studie reduziert
werden kann. Allerdings kommt sie in speziellen Fällen sehr Nahe an die echte Anzahl heran.
Die Bezeichnung Prior Effective Sample Size ist somit irreführend, da sie nur ein intuitives
Maß für den Gewichtungsfaktor darstellt und nicht der tatsächlichen a-priori Information
einer neuen Studie entspricht. Um Verwechselungen zu vermeiden, bezeichnen wir darum die
Fallzahl in Neuenschwander et al. [50] mit Precision Weight Effective Sample Size. Ferner
beschränken sich Neuenschwander et al. [50] auf die Extrapolation der Daten der Kontrollen.
Die grundsätzliche Methodik wird in Gerß et. al. [23, 24] aufgegriffen und erweitert. Hier
wird dargestellt, wie über einen Verschiebungsparameter Informationen aus unterschiedli-
chen Patientenkollektiven, wie Kindern und Erwachsenen, kombiniert werden können. Der
Verschiebungsparameter ist die mittlere Differenz zwischen den mittleren Behandlungseffek-
ten der jeweiligen Studienkollektive. Zudem beschränkt sich die Extrapolation nicht länger
nur auf die Daten der Kontrollgruppe, sondern wird zusätzlich auf die Ergebnisse der Behand-
lungsgruppe erweitert. Die mögliche Problematik bei Vorliegen weniger historischer Studien
wird zwar kurz angesprochen, aber nicht genauer dargestellt und untersucht. Zudem wird in
Gerß et al. [24] nur eine hyper a-priori Verteilung für den Varianzparameter zwischen den
Studien angewandt.
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In dieser Arbeit analysieren wir die Problematik bei Vorliegen weniger Vorstudien näher.
Hierfür werden wir exemplarisch zeigen, in welchen Fällen der meta-analytisch prädiktive
Ansatz sensitiv auf die gewählte hyper a-priori Verteilung reagiert. In diesem Rahmen be-
trachten wir die in Abschnitt 2.5 beschriebenen Verteilungen und beurteilen deren Anwen-
dungsperformance. Zusätzlich geben wir eine Empfehlung für die Mindestanzahl benötigter
Vorstudien, die zur stabilen Anwendung des meta-analytisch prädiktiven Ansatzes benötigt
werden. Darüber hinaus werden wir zeigen, welche Auswirkungen die Parameterschätzungen
auf die Power in einer neuen Studie haben. Außerdem untersuchen wir, inwiefern die Precision
Weight Effective Sample Size und die Prior Effective Sample Size miteinander korrelieren.
3.2 Volles Modell
Der meta-analytisch prädiktive Ansatz nach Neuenschwander et al. [50] und Gerß et al. [24]
basiert auf einem dreistufigen hierarchischen Modell. Dieses Modell bezeichnen wir als volles
Modell im Gegensatz zum eingeschränkten Referenzmodell in Kapitel 3.3.1. Wir verwenden
die Parameterschätzungen aus dem vollen Modell als informative a-priori Parameter in der
neuen Studie. Die Gesamtfallzahl der historischen Erwachsenen- und Kinderstudien sei defi-
niert durch
Nhist :=
A+K∑
h=1
nh.
Das hierarchische Modell stellt sich wie folgt dar: Wir nehmen an, die beobachteten histori-
schen Studienresultate seien normalverteilt
ya|θa u.i.v.∼ N(θa,σ2a)
yk|θk u.i.v.∼ N(θk,σ2k). (3.1)
Dabei sei ya der beobachtete Studieneffekt in der historischen Erwachsenenstudie a∈{1, ...,A}
und yk der beobachtete Studieneffekt in der historischen Kinderstudie k ∈ {A+1, ...,A+K}1.
Wenn der Studieneffekt die Bedingung der Normalverteilungsannahme erfüllt, könnte dieser
zum Beispiel ein Log Odds Ratio oder eine Mittelwertdifferenz sein. Die wahren Intrastudi-
envarianzen der Erwachsenen σ2a und der Kinder σ2k werden als bekannt angenommen. Die
1 Falls keine historischen Erwachsenenstudien vorliegen sei A= 0.
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Parameter, die die Gruppeneffekte beschreiben, also die studienspezifischen wahren Thera-
pieeffekte, seien θa = E(ya|θa) mit a ∈ {1, ...,A} und θk = E(yk|θk) mit k ∈ {A+1, ...,A+K}.
Diese Parameter seien ebenfalls normalverteilt mit den Hyperparametern µ,µshift und τ2
θa|µ∼N(µ,τ2) mit a ∈ {1, . . . ,A}
θk|µ,µshift ∼N(µ+µshift, τ2) mit k ∈ {A+ 1, . . . ,A+K}. (3.2)
Hierbei ist τ2 die Interstudienvarianz der studienspezifischen Effekte, µ der gepoolte mittlere
Therapieeffekt der Erwachsenenstudien und µshift der Verschiebungsparameter zwischen dem
mittleren Behandlungseffekt der Erwachsenen- und dem der Kinderpopulation. Die Parameter
für die Kinder besitzen die gleiche Varianz wie die für die Erwachsenen. Sie sind nur im Mittel
durch µshift verschoben.
Auf der obersten Ebene des hierarchischen Modell, der Hyperparameterebene, untersuchen
wir folgende a-priori Verteilungen:
µ∼N
(
0,106
)
µshift ∼N
(
0,106
)
• τ2 ∼ Γ−1(0.001,0.001) Inverse-Gamma-Verteilung,
• τ ∼HN(0,1) Half-Normal-Verteilung,
• τ ∼HC(0,1) Half-Cauchy-Verteilung,
• τ ∼ U(0,100) Gleichverteilung. (3.3)
Die Dichten der hyper a-priori Verteilungen sind ausführlich in den Gleichungen (2.42), (2.43),
(2.44) und (2.45) dargestellt. Im Gegensatz zum hierarchischen Normal-Normal-Modell in
Kapitel 2.4.2 nehmen wir vereinfacht an, dass wir die Hyperparameter µ und τ2 unabhängig
voneinander modellieren können. Weiter betrachten wir im Gegensatz zur nicht-informativen
Gleichverteilung hier eine Normalverteilung mit großer Varianz als hyper a-priori Verteilung
für µ. Durch die breite Streuung der gewählten Normalverteilung besitzt sie aber einen ver-
gleichbar niedrigen Einfluss auf die a-posteriori Verteilung wie die nicht-informative Gleich-
verteilung. Eine Voraussetzung für die Anwendbarkeit des vorgestellten Modells ist die An-
nahme, die einzelnen Studienparameter seien austauschbar im Sinne von Kapitel 2.3.1a. Das
bedeutet, die studienspezifischen Effekte θa mit a∈{1, . . . ,A} und θk mit k ∈{A+1, ...,A+K}
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sind Realisationen von unabhängig und N(µ,τ2) bzw. N(µ+µshift, τ2) verteilten Zufallsva-
riablen (vgl. Formel (3.2)). Die Unsicherheit zwischen den beiden Kollektiven wird dadurch
bedacht, dass µshift nicht fest ist, sondern ebenfalls eine Verteilung besitzt.
Die hierarchische Struktur erlaubt es über die Hyperparameterebene eine Verbindung zwi-
schen den Parameterebenen der beiden Kollektive zu generieren. Dadurch kann beispielsweise
der zukünftige Behandlungseffekt in jeweils einem Kollektiv auf der gemeinsamen Datenba-
sis beider Kollektive geschätzt werden. Die historischen Daten beider Gruppen können so-
mit einerseits für eine neue Studie an Erwachsenen unter zusätzlicher Berücksichtigung der
Kinderdaten, oder andererseits für eine neue Studie an Kindern unter zusätzlicher Berück-
sichtigung der Erwachsenendaten verwendet werden. Da die Vorgehensweise in beiden Fällen
analog ist, genügt es exemplarisch eines der möglichen zukünftigen Szenarien zu betrachten.
Im Folgenden betrachten wir den für die klinische Praxis relevanteren Fall, die Extrapolation
der früheren Ergebnisse auf eine neue pädiatrische Studie.
Das Hauptziel der bayesianischen Metaanalyse im vollen Modell ist die Bestimmung der
a-posteriori prädiktiven Verteilung p(θ∗ped|y1, . . . ,yA+K) des Studienparameters θ∗ped einer zu-
künftigen Studie an Kindern auf der Grundlage der beobachteten Ergebnisse in den Kinder-
und Erwachsenenstudien. Daraus resultiert die Varianz bzw. die Präzision von θ∗ped. Die prä-
diktive a-posteriori Varianz von θ∗ped bezeichnen wir mit
Vped,τ,µshift := Var(θ∗ped|y1, . . . ,yA+K)1.
Die Indizierung mit τ und µshift soll den Einfluss der Verteilungen des Verschiebungspara-
meters µshift und der Interstudienvarianz τ2 auf die prädiktive Varianz verdeutlichen. Bei-
de Parameter sind variabel und werden ebenfalls im Modell geschätzt. Für den mittleren
Verschiebungsparameters µshift und die Interstudienvarianz τ2 erhalten wir als Ergebnis die
jeweilige a-posteriori Verteilung. Diese Parameter haben direkten Einfluss auf die a-posteriori
prädiktive Verteilung von θ∗ped und spielen daher auch eine zentrale Rolle bei der Berechnung
des Gewichtungsfaktors und der Prior Effective Sample Size.
Die gesamte existierende Information über den zukünftigen Behandlungseffekt ist in der a-
posteriori prädiktiven Verteilung von θ∗ped enthalten. Um die Inflationierung der historischen
Daten im vollen Modell zu quantifizieren, leiten wir analog zu Neuenschwander et al. [50] einen
1 Die a-posteriori prädiktive Varianz Vped,τ,µshift hängt zusätzlich von den beobachteten Studieneffekten
y1, . . . ,yA+K ab. In der Bezeichnung berücksichtigen wir diese Abhängigkeit nicht, sondern weisen durch
die Indizes lediglich auf den Einfluss der zusätzlich im Modell geschätzten variablen Parameter hin.
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µ    ~ N(0,106) 
µshift ~ N(0,106) 
 
τ 2~ Γ-1(0.001,0.001)  
τ  ~ HN(0,1)  
τ  ~ U(0,100)   
τ  ~ HC(0,1)  
θ1 … θA θa | µ,τ ~ N(µ,τ 2) 
µ  
Beobachtete Studienparameter  
Studienspezifische Effekte 
Hyperparameter 
ya | θa ~ N(θa,σa2) 
θk | µ, µshift,τ ~ N(µ+µshift,τ 2) 
yk | θk ~ N(θk,σk2) 
y1 … yA 
µ+µshift  
θA+1  … θA+K 
yA+1  … yA+K 
Abb. 3.1: Schema des vollen hierarchischen Modells..
Gewichtungsfaktor ωped her. Diesen werden wir zur besseren Veranschaulichung ebenfalls wie
Neuenschwander et al. [50] in eine entsprechende Zahl virtueller Kinderpatienten Nped,eff
umwandeln.
In diesem Modell sind die studienspezifischen Effekte per Annahme normalverteilt (vgl. (3.1),
(3.2), Kap. 2.3.1b). Die entscheidende Voraussetzung zur Bestimmung von ωped ist, dass die
Präzision bzw. das Inverse der Varianz proportional zum Informationsgehalt ist. Dies gilt,
falls die a-posteriori prädiktive Verteilung des studienspezifischen Effekts eine Normalvertei-
lung ist. Die Präzision gibt dann direkt die prognostische Güte der historischen Schätzun-
gen über den zukünftigen Parameter θ∗ped wieder. Im hierarchischen Normal-Normal-Modell
(Kap. 2.4.2) unter den dort getroffenen Voraussetzungen und gegebener Varianz τ2 ist die
a-posteriori prädiktive Verteilung eine Normalverteilung und besitzt die Gestalt in Gleichung
(2.40).
3.3 Gewichtung der Präzision
Der Wert der historischen Information ist ein Ausdruck, der nicht genau mathematisch defi-
niert ist. Um aber das Ausmaß des Informationsverlusts der historischen Daten für die neue
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Studie in einer greifbaren Form auszudrücken, leiten wir im Folgenden einen approximati-
ven Gewichtungsfaktor her. Im vereinfachten Modell, wenn wir nur ein Kollektiv betrachten,
die Interstudienvarianz τ2 als bekannt annehmen und eine nicht-informative Gleichverteilung
als hyper a-priori Verteilung für µ benutzen, befinden wir uns in der Situation des Normal-
Normal-Modells in Kapitel 2.4.2. Hier ist die a-posteriori prädiktive Verteilung von θ∗ (Formel
(2.40)) wieder eine Normalverteilung. Bei einer Normalverteilung ist die Präzision ein Maß
für die symmetrische Streuung um den Erwartungswert. Die Präzision spiegelt also in die-
sem Fall das Wissen über den zukünftigen Studieneffekt θ∗ auf Basis der historischen Daten
wieder.
In unserem hierarchischen Modell ist die Interstudienvarianz aber nicht bekannt, sondern wird
als zusätzlicher Parameter mit geschätzt. Deshalb hängt die a-posteriori prädiktive Verteilung
von θ∗ped darüber hinaus von der Wahl der a-priori Verteilungen für τ ab. Die a-posteriori prä-
diktive Verteilung von θ∗ped hat somit eine komplexe Gestalt und ist keine Normalverteilung.
Allerdings können wir auf Grundlage einer bayesschen Interpretation des Zentralen Grenz-
wertsatzes [8, Theorem 2.1, S. 28] die a-posteriori prädiktive Verteilung durch eine Nor-
malverteilung approximieren. Damit stellt die a-posteriori prädiktive Präzision V −1ped,τ,µshift
approximativ das historische Vorwissen über θ∗ped dar.
Die prädiktive Präzision des gepoolten mittleren Therapieeffekt wird im vollen Modell unter
Beachtung der Varianz zwischen den Studien τ2 und des Verschiebungsparameters µshift
für die Vorhersage des Therapieeffekt einer neuen Studie verkleinert. Interessant ist es nun
zu quantifizieren, wie viel niedriger diese Präzision zur nicht inflationierten Präzision des
gepoolten historischen Behandlungseffekts ist.
3.3.1. Referenzmodell
Um den Gewichtungsfaktor ωped approximativ zu bestimmen, benötigen wir ein Referenzmo-
dell. Dieses Modell ist eine eingeschränkte Version des vollen Modells aus Kapitel 3.2. Ziel
ist es, die hypothetische a-posteriori prädiktive Präzision zu bestimmen, falls die historischen
Ergebnisse keinen Wertverlust erfahren würden. Dafür müssen wir uns fragen, wann genau
dieser Extremfall eintritt. Die Antwort ist vergleichsweise einfach. Der Wertverlust ist genau
dann minimal, wenn einerseits keine Interstudienvariation vorliegt, also τ2 ≡ 0 gilt, und an-
dererseits der Verschiebungsparameter µshift zwischen den zwei Populationen fest und exakt
bekannt ist. Wir setzen also voraus, dass die Studien in jedem Kollektiv absolut homogen
sind. In dieser Situation können wir die Daten der Erwachsenen und die durch µshift ver-
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schobenen Daten der Kinder gepoolt nutzten. Der gemeinsame Effekt ist dann der gewichtete
Mittelwert aller Beobachtungen, wobei die Gewichtung den inversen Varianzen innerhalb der
Studien entspricht. Das heißt, größere bzw. präzisere Studien bekommen mehr Gewicht als
kleinere bzw. ungenauere Studien. Da die Interstudienvarianz 0 ist, stimmen im vereinfachten
hierarchischen Normal-Normal-Modell die a-posteriori und die a-posteriori prädiktive Vertei-
lung überein (vgl. Formeln (2.34),(2.40)). Der einzige Einfluss auf die Vorhersagekraft bzw.
auf den Extrapolationsumfang ist somit die Intrastudienvarianz. Diese Strategie können wir
als eine Fixed-Effects-Metaanalyse im klassischen Sinne interpretieren.
Unter der Annahme, dass keine Interstudienvariation vorliegt und der Verschiebungspara-
meter bekannt ist, berechnen wir nochmals die a-posteriori prädiktive Verteilung von θ∗ped
in einem zweiten hierarchischen Modell, das wir als Referenzmodell bezeichnen. Der einzige
Unterschied zum vollen Modell besteht darin, dass wir für die hyper a-priori Verteilungen
der Hyperparameter µshift und τ Punktmaße benutzen. Wir setzen τ ≡ 0 und wählen den
a-posteriori Erwartungswert von µshift aus dem vollen Modell als festen hyper a-priori Wert.
Damit ergibt sich das Referenzmodell aus dem vollem Modell mit abgeänderter Hyperpara-
meterebene
µ∼N
(
0,106
)
,
µshift = µshift0 ≡ E(µshift|y1, . . . ,yA+K),
τ = τ0 ≡ 0. (3.4)
Das bedeutet auf der Parameterebene, dass alle studienspezifischen Parameter mit dem je-
weiligen Hyperparameter übereinstimmen
θa|µ= µ mit a ∈ {1, . . . ,A},
θk|µ,µshift0 = µ+µshift0 mit k ∈ {A+ 1, ...,A+K}. (3.5)
Folglich wird die Streuung der Beobachtungen um den gemeinsamen festen Effekt nur durch
die jeweiligen Intrastudienvarianzen σ2a bzw. σ2k beeinflusst. Mit diesem Modell erhalten wir
die eingeschränkte a-posteriori prädiktive Referenzvarianz Vped,τ≡0,µshift0 bei Kindern und die
eingeschränkte a-posteriori prädiktive Referenzvarianz Vad,τ≡0,µshift0 bei Erwachsenen. In der
hypothetischen Situation ohne Inflation entspricht dieses Ergebnis dem Fall, in dem wir den
gepoolten Effekt auf Grundlage beider Kollektive ohne Herabgewichtung in eine neue Studie
einbringen würden. Wie im obigen realistischeren Fall, dem vollen Modell, können wir die a-
60
3.3 Gewichtung der Präzision 3 META-ANALYTISCH PRÄDIKTIVER ANSATZ
posteriori prädiktive Verteilung wieder durch eine Normalverteilung approximieren [vgl. 8, S.
28]. Damit repräsentiert die neue Präzision V −1ped,τ≡0,µshift0 den Wert der historischen Studien,
wenn kein Informationsverlust auftritt.
Schließlich können wir den Gewichtungsfaktor angeben, der die Inflation der historischen
Ergebnisse beschreibt. Er ist der Quotient der Präzision aus dem vollen Modell und der
Präzision aus dem Referenzmodell bezüglich θ∗ped
ωped :=
V −1ped,τ,µshift
V −1ped,τ≡0,µshift0
. (3.6)
Somit drückt ωped relativ gesehen aus, wie viel Wert die gesamten früheren Studien in die neue
Studie einbringen. Auf Varianzebene ausgedrückt ist der Faktor ωped einfach die a-posteriori
prädiktive Varianz aus dem Referenzmodell geteilt durch die Varianz aus dem vollen Modell.
Für die Extrapolation der Ergebnisse auf eine Studie in einem Erwachsenenkollektiv sei ωad
der analog definierte Gewichtungsfaktor.
3.3.2. Precision Weight Effective Sample Size
Neuenschwander et al. [50] übersetzen diesen Gewichtungsfaktor in eine Anzahl virtueller Pa-
tienten. Diese bezeichnen wir als Precision Weight Effective Sample Size. Intuitiv soll sie die
Anzahl der Patienten repräsentieren, die in einer zukünftigen Studie eingespart werden kön-
nen, wenn die a-posteriori prädiktive Verteilung des studienspezifischen Effekts als a-priori
Verteilung in der neuen Studie genutzt wird. Sie argumentieren damit, dass die a-posteriori
prädiktive Präzision V −1ped,τ≡0,µshift0 im Referenzmodell (Kap. 3.3.1) die volle Information der
historischen Daten wiederspiegelt. Diese volle Information setzen sie der Gesamtfallzahl Nhist
gleich. Damit ist dann V −1ped,τ≡0,µshift0 proportional zu Nhist. Die gleiche Argumentation be-
nutzen sie für die reduzierte Information. So soll V −1ped,τ,µshift proportional zur unbekannten
reduzierten Fallzahl Nped,eff sein. Daraus schließen sie intuitiv, dass das Verhältnis der beiden
Präzisionen und der beiden Fallzahlen gleich ist
Nped,eff
V −1ped,τ,µshift
= Nhist
V −1ped,τ≡0,µshift0
.
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Durch Umformung kann somit die Precision Weight Effective Sample Size für Kinder berech-
net werden
Nped,eff =Nhist ·
V −1ped,τ,µshift
V −1ped,τ≡0,µshift0
=Nhist ·ωped. (3.7)
Nach dieser Formel werden wir für alle Anwendungen in dieser Arbeit die Precision Weight Ef-
fective Sample Size berechnen. Die virtuelle Fallzahl ist also nichts anderes als die historische
Gesamtfallzahl multipliziert mit dem Quotient der Präzision aus dem vollen Modell und der
Präzision aus dem Referenzmodell bezüglich θ∗ped. Für die Berechnung der Fallzahl Nad,eff für
eine neue Studie an Erwachsenen müssen wir lediglich die Präzisionen austauschen. Hierfür
lautet die analoge Formel
Nad,eff =Nhist ·
V −1ad,τ,µshift
V −1ad,τ≡0,µshift0
=Nhist ·ωad. (3.8)
Wie wir an der Definition bereits erkennen können, steht die Precision Weight Effective Sam-
ple Size bereits vor Planung der neuen Studie fest. Unabhängig von den Planungsmodalitäten
bleibt sie konstant. Trivialerweise haben aber die informativen a-priori Parameter im Modell
der neuen Studie je nach Annahmen einen anderen Einfluss auf den Ausgang der Studie und
somit auch auf die Power. So wie die Prior Effective Sample Size daher in Neuenschwander
et al. [50] definiert wird, kann sie nicht mit der Anzahl der Patienten übereinstimmen, um die
eine neue Studie ohne Powerverlust reduziert werden kann. Damit Formel (3.7) gilt, müsste
die folgende lineare Beziehung zwischen der Präzision und der Fallzahl gelten
Nhist = c · 1
Vped,τ≡0,µshift0
. (3.9)
mit einer unbekannten Konstanten c ∈ R. Dieser Zusammenhang ist jedoch nicht erfüllt.
Beispiel 3.1. Betrachten wir hierzu folgendes Beispiel. Wir nehmen an, es existiere nur ein
Kollektiv und eine historische Studie h mit gleichgroßen Behandlungsgruppen. Die binäre
Zielgröße sei das Log Odds Ratio
θh = logOR= log
(
pT /(1−pT )
pC/(1−pC)
)
, (3.10)
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mit den Ereignisraten pT in der Behandlungsgruppe und pC in der Kontrollgruppe. Die
jeweils zugehörigen Fallzahlen seien nT und nC . Mit der δ-Methode gilt für den quadrierten
Standardfehler [49, Formel (33), (35)]
σ2h =
1
pT (1−pT ) ·nT +
1
pC(1−pC) ·nC (3.11)
Mit Nhist/2 = nT = nC ergibt sich
σ2h =
1
Nhist
( 2
pT (1−pT ) +
2
pC(1−pC)
)
= 1
Nhist
·s2h, (3.12)
mit der empirischen Intrastudienvarianz s2h. Das zugrundeliegende Modell in diesem Beispiel
sei das hierarchische Normal-Normal-Modell aus Kapitel 2.4.2. Dabei sei τ2 bekannt. Als hy-
per a-priori Verteilung für µ verwenden wir eine nicht-informative Gleichverteilung. In dieser
Situation ist die a-posteriori prädiktive Verteilung von θ∗ eine Normalverteilung der Gestalt
(2.40). Da nur eine historische Studie existiert, reduziert sich die a-posteriori prädiktive Vari-
anz Vτ auf die Summe der a-posteriori Varianz Vµ und der Interstudienvarianz (vgl. Formeln
(2.7), (2.40)). Mit Gleichung (3.12) gilt
Vτ = Vµ+ τ2 =
1
1
σ2
h
+τ2
+ τ2 = σ2h+ 2τ2 =
1
Nhist
·s2h+ 2τ. (3.13)
Da τ bei einer historischen Studie nicht geschätzt werden kann, aber im Allgemeinen nicht 0
ist, stellt die Präzision kein Vielfaches der historischen Fallzahl dar. Damit ist die Bedingung
(3.9) nicht erfüllt. Ein alternatives Gegenbeispiel ist im Anhang angegeben (vgl. Kap. A.1).
Die Precision Weight Effective Sample Size ist folglich nicht genau die Anzahl Patienten,
die durch die Extrapolation der historischen Ergebnisse, in einer neuen Studie eingespart
werden kann. Da sie aber von Neuenschwander et al. [50] und Gsteiger et al. [30] in diesem
Sinne interpretiert wird, ist dies für uns der Anlass, sie in der Simulationsstudie (Kap. 5)
genauer zu untersuchen. Hier kontrollieren wir, ob die Power in der neuen Studie eingehalten
wird, wenn wir die benötigte Fallzahl um Neff Teilnehmer reduzieren und gleichzeitig das
historische Vorwissen in die neue Studie einbringen. Im Verlauf dieser Arbeit werden wir
die Precision Weight Effective Sample Sizes Nped,eff und Nad,eff als Maß für die jeweiligen
Gewichtungsfaktoren ωped und ωad der Präzisionen auffassen. In den Anwendungen in Kapitel
4 werden wir darum den Einfluss der unterschiedlichen hyper a-priori Verteilungen auf die
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Gewichtungsfaktoren anhand der Precision Weight Effective Sample Sizes veranschaulichen
und diskutieren.
Wenn nur ein historisches Kollektiv existiert und die echte Interstudienvarianz τ2 bekannt
ist, können wir die Präzisionen in Gleichung (3.6) analytisch bestimmen. Somit können wir
asymptotisch die „wahre“ Precision Weight Effective Sample Size bzw. den „wahren“ Gewich-
tungsfaktor effektiv berechnen. Diese bezeichnen wir mit Ntrue bzw. ωtrue. Hierfür können wir
auf die Erkenntnisse aus Abschnitt 2.4.2 zurückgreifen. Wir betrachten h∈ {1, . . . ,H} frühere
Studien an einem Patientenkollektiv. Es bezeichne Vτ die a-posteriori prädiktive Varianz von
θ∗ im vollen Modell und Vτ≡0 die im Referenzmodell. Unter der Annahme von bekanntem τ
gilt für die Varianzen nach Formel (2.40) approximativ
Vτ = Var(θ∗|y1, . . . ,yH , τ) = 1∑H
h=1
(
1
σ2
h
+τ2
)
+ τ2
, (3.14)
Vτ≡0 = Var(θ∗|y1, . . . ,yH , τ ≡ 0) = 1∑H
h=1
(
1
σ2
h
) . (3.15)
Setzen wir die Gleichungen (3.14) und (3.15) in Formel (3.7) ein, ergibt sich
Ntrue :=Neff |τbekannt
= ωtrue ·Nhist
=
1
Vτ
1
Vτ≡0
·Nhist
= Vτ≡0
Vτ
·Nhist
=
1∑H
h=1
(
1
σ2
h
)
1∑H
h=1
(
1
σ2
h
+τ2
) + τ2 ·Nhist
=
(∑H
h=1σ
−2
h
)−1
(∑H
h=1
(
σ2h+ τ2
)−1)−1 + τ2 ·Nhist. (3.16)
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3.3.3. Validierung und Poweranalyse
In diesem Abschnitt stellen wir die Planung und Durchführung einer neuen Studie unter
Nutzung von Vorwissen vor. Ziel ist die Validierung der ermittelten Precision Weight Effec-
tive Sample Size Nped,eff . Das Vorwissen aus den historischen Studien wird über die a-priori
Verteilung in das Normal-Normal-Modell der neuen Studie eingebracht. In Kapitel 4 werden
wir einige klinische Beispiele betrachten. Für diese ermitteln wir die a-posteriori prädiktive
Verteilung von θ∗ und berechnen die Precision Weight Effective Sample Size. Anschließend
überprüfen wir, ob die virtuelle Anzahl Patienten tatsächlich der a-posteriori prädiktiven
Verteilung entspricht. Hierzu benutzen wir die a-posteriori prädiktiven Parameter als infor-
mative a-priori Parameter in der neuen Studie. Wir rekrutieren Neff Patienten weniger als
ursprünglich ohne Vorwissen benötigt und überprüfen, ob die geplante Power eingehalten
wird.
Im Heparin-Beispiel 4.1 und im FeNO-Beispiel 4.3 vergleichen wir eine neue Behandlung
mit der Standardbehandlung bezüglich eines binären Endpunkts. In beiden Beispielen pla-
nen wir eine neue Studie an Kindern. Die neue Studie soll die Überlegenheit der innovativen
Behandlung gegenüber der Standardtherapie bezüglich des binären Endpunkts zeigen. Bei-
spielsweise kann dies bedeuten, dass unter der innovativen Therapie weniger unerwünschte
Ereignisse eintreten sollen. Die einseitige Nullhypothese H0 und die Alternativhypothese H1
sind gegeben durch
H0 :OR=
Odds(pT )
Odds(pC)
≥ 1 versus H1 :OR= Odds(pT )
Odds(pC)
< 1, (3.17)
wobei pT die Ereignisrate unter der innovativen Therapie und pC die Ereignisrate unter der
Standardbehandlung seien. Als erstes bestimmen wir die Fallzahl Nref für die zukünftige
Studie ohne Nutzung der historischen Vorinformation. Aus Gründen der Vergleichbarkeit
mit der späteren Simluationsstudie bestimmen wir die Fallzahl zur Validierung der Precision
Weight Effective Sample Size innerhalb eines bayesianischen Simulationsansatzes. Wir simu-
lieren die Power, weil wir nach dem gleichen Prinzip später die historischen Studienergebnisse
für die Metaanalysen generieren (vgl. Kap. 5.1.3). Wir werden aber sehen, dass wir für dieses
spezielle Modell die Power auch analytisch berechnen können (vgl. Kap. 3.4). Die Fallzahl-
schätzung stimmt aufgrund der simulierten Power folglich nicht exakt mit der Planung im
frequentistischen Fall bzw. bei analytischer Berechnung der Power überein [vgl. 62, S. 157].
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Für die Überprüfung der Hypothesen betrachten wir erneut ein Normal-Normal-Modell mit
nicht-informativer a-priori Verteilung. Dadurch gewährleisten wir, dass die a-posteriori Ver-
teilung durch die Beobachtungen der neuen Studie bestimmt wird. Das Modell für die neue
Studie lautet:
Datenmodell:
y|θ ∼N(θ,σ2) mit beobachteten LogOR in der neuen Kinderstudie y,
zugehörigem studienspezifischen Effekt θ
und fester Intrastudienvarianz σ2.
Parametermodell:
θ|µ0, τ20 ∼N(µ0, τ20 ) mit festem Erwartungswert E(θ|µ0, τ20 ) = µ0 = 0
und fester Varianz Var(θ|µ0, τ20 ) = τ20 =∞. (3.18)
In diesem Design können wir die a-posteriori Verteilung von θ direkt berechnen. Da τ20 fest ist
und lediglich eine Studienbeobachtung, das beobachtete Log Odds Ratio, existiert, befinden
wir uns in der Situation des Normal-Modells bei einer Beobachtung (Kap. 2.2.1) bzw. der des
Modells 2.4.2. Die a-posteriori Verteilung ergibt sich daher unmittelbar durch Einsetzen der
gewählten Hyperparameter in Formel (2.7) oder Formel (2.34) und (2.35)
θ|y ∼N(µ1, τ21 ) mit µ1 =
1
τ20
µ0 + 1σ2 y
1
τ20
+ 1
σ2
(3.18)=
1
σ2 y
1
σ2
= y
und τ21 =
1
1
τ20
+ 1
σ2
(3.18)= 1
σ−2
= σ2. (3.19)
Somit ist θ|y ∼N(y,σ2) verteilt mit Stichprobenvarianz σ2. In der klassischen Statistik wür-
den wir zur Überprüfung der Nullhypothese einen einseitigen Signifikanztest zu einem fest-
gelegten Niveau α, zum Beispiel α = 2.5% durchführen. Entsprechend definieren für diese
bayesianische Analyse „signifikant“, wenn die Wahrscheinlichkeit, dass der a-posteriori Para-
meter θ kleiner 0 ist, mehr als 1−α= 97.5% beträgt, also
P(θ < 0|y)≥ 97.5%. (3.20)
Das Ziel der Fallzahlschätzung ist eine bayesianische Power von 80%
Power =PpC ,pT (P(θ < 0|y)≥ 97.5%) = 0.8. (3.21)
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Die angenommenen festen Ereignisraten pT und pC in der zukünftigen Kinderstudie setzen
wir in einigen Beispielen jeweils gleich den Ereignisraten in der historischen Kinderstudie
bzw. gleich den gepoolten Ereignisraten der Kinderstudien. Für die neue Erwachsenenstudie
nehmen wir das historische prädiktive Log Odds Ratio und die gemittelte Ereignisrate beider
Behandlungsgruppen als Planungsgrundlage an, so dass sich die Ereignisraten pT und pC
direkt daraus ergeben. Um die Power bei vorgegebener Fallzahl zu bestimmen, simulieren wir
1 000 000 mal das Ergebnis einer zukünftigen Studie mit den vorausgesetzten Ereignisraten.
Dafür generieren wir 1 000 000 binomialverteilte Ziehungen
eT ∼Bin(nT ,pT ),
eC ∼Bin(nC ,pC),
wobei eT die Anzahl der Ereignisse unter der neuen Therapie und eC die Anzahl der Ereignisse
unter der Standardtherapie bezeichnet. Dabei sind nT und nC die Patientenzahlen im jewei-
ligen Behandlungsarm. Wir nehmen an, dass die Gruppen gleich groß sind, also nC = nT . Für
jede Ziehung berechnen wir das zugehörige beobachtete Log Odds Ratio θob mit beobachteter
Intrastudienvarianz σ2ob
θob = log
(
eT (nC −eC)
eC(nT −eT )
)
und σ2ob =
1
eT
+ 1
nT −eT +
1
eC
+ 1
nC −eC . (3.22)
Wir bestimmen die benötigte Referenzfallzahl Nref := nC +nT ohne Einbringung von Vorwis-
sen so, dass für 80% der simulierten Studien die obere Grenze des einseitigen 97.5% Credible-
bzw. Konfidenzintervalls von θ kleiner als 0 ist. Da die a-posteriori Verteilung normalverteilt
ist, können wir die obere Grenze des Konfidenzintervalls wie folgt bestimmen
UCL0.975 = θob+z0.975
√
σ2ob. (3.23)
Hier bezeichne z0.975 das 97.5% Quantil der Standardnormalverteilung. Im Anschluss über-
prüfen wir, in wie vielen Simulationen die obere Schranke kleiner als 0 ist. Um die benötigte
Fallzahl Nref zu bestimmen, variieren wir Nref so lange, bis in 80% der Ziehungen diese
Bedingung erfüllt ist.
Im nächsten Schritt analysieren wir, ob die bayesianische Power unter Einbringung des ex-
trapolierten Vorwissens eingehalten wird. Dazu modifizieren wir das Normal-Normal-Modell
(3.18) durch informative Hyperparameter. Für den festen Hyperparameter µ0 wählen wir
genau den a-posteriori prädiktiven Erwartungswert, den wir im vollen Modell 3.2 bestimmt
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haben. Für τ20 wählen wir analog die ermittelte a-posteriori prädiktive Varianz aus dem vollen
Modell. Die Parameterebene des informativen Modells ist somit
Parametermodell:
θ|µ0, τ20 ∼N(µ0, τ20 )
mit festem Erwartungswert E(θ|µ0, τ20 ) = µ0 ≡ E(θ∗ped|y1, . . . ,yA+H) (3.24)
und fester Varianz Var(θ|µ0, τ20 ) = τ20 ≡ Var(θ∗ped|y1, . . . ,yA+H) = Vped,τ,µshift .
In der neuen Studie reduzieren wir die Fallzahl Nref um Neff und rekrutieren dementspre-
chend weniger Patienten. Wir simulieren 100 000 mal erneut die möglichen Ergebnisse einer
neuen Studie und überprüfen, ob das einseitige Konfidenzintervall die Null nicht überdeckt.
Im Anschluss kontrollieren wir, inwieweit die ermittelte Power von der geplanten Power oh-
ne informative a-priori Verteilung abweicht. Falls die berechnete Precision Weight Effective
Sample Size Neff der a-posteriori prädiktiven Verteilung von θ∗ entspricht, sollte die Power
trotz reduzierter Fallzahl ebenfalls 80% betragen.
3.4 Prior Effective Sample Size
Für eine spezielle neue Studie können wir auf eine alternative Weise die tatsächlich Fallzahl
berechnen, die unter Berücksichtigung des Vorwissens eingespart werden kann. Wir bezeich-
nen diese Fallzahl als Prior Effective Sample Size Nprior. Wir können sie berechnen, indem
wir informative Prior benutzen und die Fallzahl der neuen Studie, die unter Verwendung
nicht-informativer a-priori Verteilungen benötigt wird, so lange reduzieren, bis die Power das
geplante Niveau erreicht. Diese Anzahl spiegelt exakt den Informationswert der informativen
a-priori Verteilung für diese eine neue Studie wieder. Damit trägt die Fallzahl ihren Na-
men zurecht. Die allgemeine Definition, die für ein beliebiges Modell zur Überprüfung einer
einseitigen Nullhypothese H0 : θ ≥ c mit Signifikanzniveau α und Power 1−β gilt, lautet:
Definition 3.1. Die einseitige Nullhypothese der neuen Studie sei H0 : θ ≥ c mit c ∈ R.
Es sei Nref ∈ N die Fallzahl, die zur Überprüfung von H0 mit Signifikanzniveau α, Power
1−β und nicht-informativer a-priori Verteilungen benötigt wird. Die zugehörige a-posteriori
Verteilung von θ sei puninf (θ|y) sowie Puninf die Wahrscheinlichkeit eines Events. Ebenso
sei Nref,inf ∈ N die benötigte Fallzahl unter Anwendung informativer a-priori Verteilungen,
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pinf (θ|y) die entsprechende a-posteriori Verteilung und Pinf die Wahrscheinlichkeit. Dann
ist die Prior Effective Sample Size (PESS) definiert als
Nprior :=Nref −Nref,inf (3.25)
mit Nref = inf {n ∈ N : P(Puninf (θ < c |y)≥ 1−α)≥ 1−β}
mit Nref,inf = inf {n ∈ N : P(Pinf (θ < c |y)≥ 1−α)≥ 1−β} .
Für den in Kapitel 3.3.3 vorgestellten Spezialfall können wir die Formel für die Power analy-
tisch herleiten und damit auch direkt Nprior berechnen.
Beispiel 3.2. In der neuen Studie soll die einseitige Fragestellung (3.17) mit Signifikanz-
niveau α = 0.025 und Power=80% mit dem Normal-Modell bei einer Beobachtung und be-
kannter Varianz σ2 betrachtet werden. Die Beobachtung y ist das Log Odds Ratio der neuen
Studie. Für die a-posteriori Verteilung gilt somit θ|y ∼N(µ1, τ21 ) (2.6) mit den Parametern in
Gleichung (2.7). Aufgrund der normalverteilten a-posteriori Verteilung lautet die Regel für
die Testentscheidung
Nullhypothese H0 ablehnen ⇔ P(θ < 0|y)≥ 0.975
⇔ P
(
θ−µ1
τ1
≤−µ1
τ1
∣∣∣∣y)≥ 0.975
⇔ Φ
(
−µ1
τ1
)
≥ 0.975, (3.26)
mit der Verteilungsfunktion Φ der Standardnormalverteilung. Damit ist die Power für einen
festen Parameter θ und gegebene Fallzahl n
Power =P(P(θ < 0|y)≥ 0.975)
=P
(
Φ
(
−µ1
τ1
)
≥ 0.975
)
=P
(
−µ1
τ1
≥ z0.975
)
=P
(
µ1
τ1
≤ z0.025
)
, (3.27)
mit dem 97.5%-Quantil und dem 2.5%-Quantil der Standardnormalverteilung. Wie im Modell
3.19 gezeigt, gilt für die Parameter der a-posteriori Normalverteilung unter Verwendung nicht-
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informativer Prior: µ1 = y und τ21 = σ2. Da außerdem für die Beobachtung y|θ∼N(θ,σ2) gilt,
folgt durch Einsetzen in Formel (3.27) für die Power ohne Berücksichtigung von Vorwissen
Poweruninf =Puninf
(
y
σ
≤ z0.025
)
=Puninf
(
y−θ
σ
≤ z0.025− θ
σ
)
= Φ
(
z0.025− θ
σ
)
. (3.28)
Die Power unter Anwendung einer informativen a-priori Verteilung können wir in diesem
konkreten Fall ebenfalls berechnen. Da nur eine Studie bzw. Beobachtung existiert, kennen
wir die allgemeine Gestalt des a-posteriori Erwartungswertes µ1 und der a-posteriori Varianz
τ21 im Normal-Modell (vgl. Gleichung (2.7)). Setzen wir diese in Formel (3.27) ein, so ergibt
sich für die Power unter Benutzung informativer a-priori Verteilungen
Powerinf =Pinf
(
µ1 · τ−11 ≤ z0.025
)
=Pinf
 1τ20 µ0 + 1σ2 y
1
τ20
+ 1
σ2
·
√
1
τ20
+ 1
σ2
≤ z0.025

=Pinf
 1τ20 µ0 + 1σ2 y√
1
τ20
+ 1
σ2
≤ z0.025

=Pinf
(
1
τ20
µ0 +
1
σ2
y ≤ z0.025
√
1
τ20
+ 1
σ2
)
=Pinf
(
y ≤
(
z0.025
√
1
τ20
+ 1
σ2
− 1
τ20
µ0
)
·σ2
)
=Pinf
y−θσ ≤

(
z0.025
√
1
τ20
+ 1
σ2 − 1τ20 µ0 ·σ
2
)
−θ
σ


= Φ
(
1
σ
[(
z0.025
√
1
τ20
+ 1
σ2
− 1
τ20
µ0
)
·σ2−θ
])
. (3.29)
Die letzte Gleichung gilt, da y|θ ∼N(θ,σ2) verteilt ist. Somit können wir in diesem Modell
die Power mit und ohne Nutzung von Vorwissen explizit berechnen. In komplizierteren Mo-
dellen kann die Power entsprechend simuliert werden. Mit Formel (3.28) und (3.29) lautet
die Definition der Prior Effective Sample Size Nprior für dieses Modell
Nprior :=Nref −Nref,inf (3.30)
mit Nref = inf
{
n ∈ N : Φ
(
z0.025− θ
σ
)
≥ 0.8
}
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und Nref,inf = inf
{
n ∈ N : Φ
( 1
σ
[(
z0.025
√
τ−20 +σ−2− τ−20 µ0
)
·σ2−θ
])
≥ 0.8
}
.
In den klinischen Beispielen 4.1 und 4.3 werden wir zusätzlich zur Analyse in Kapitel 3.3.3
die Fallzahl der neuen Studie erneut unter Anwendung der Powerformel (3.28) bestimmen.
Anschließend berechnen wir die Prior Effective Sample Size Nprior bei Anwendung der a-
posteriori prädiktiven Parameter des vollen Modells als informative a-priori Parameter der
neuen Studie.
3.5 MCMC-Einstellungen
Für die Bestimmung der verschiedenen a-posteriori Verteilungen greifen wir auf Markov Chain
Monte Carlo Verfahren zurück (vgl. Kap. 2.4.1). In allen Modellen generieren wir jeweils 2
Markovketten. Jede besteht aus 110 000 Updating-Schritten. Nachdem wir die Konvergenz in
allen Anwendungsbeispielen überprüft haben, wählen wir für unsere Anwendungen standard-
mäßig 10 000 Iterationen als Burn-In. Der Burn-In ist die Anzahl an Simulationsschritten,
die die Markovkette benötigt, um sich „einzupendeln“ bzw. um die stationäre Verteilung zu
erreichen. Die Burn-In Schritte werden für die Schätzung der Parameter nicht berücksich-
tigt. In unseren Anwendungsbeispielen gehen wir davon aus, dass die Markovkette nach dem
Burn-In von 10 000 bereits gegen die stationäre Verteilung konvergiert. Desweiteren verwen-
den wir für die drei Anwendungsbeispiele in Kapitel 4 kein Thinning, während wir in den
Simulationsszenarien in Kapitel 5 Thinning mit dem Wert 10 benutzen. Das bedeutet, dass
nur jeder zehnte Iterationsschritt der Markovkette gespeichert wird. Die Markovkette wird,
wie der Begriff schon sagt, ausgedünnt. Die einzelnen Iterationschritte sind bedingte Ziehun-
gen aus der Full Conditional Verteilung (siehe 2.21). Darum ist in unserem Zusammenhang
das Ziel des Thinnings, die Autokorrelation zwischen den abhängigen Iterationsschritten zu
senken. In den Simulationsszenarien macht dies Sinn, da dort nur wenige historische Beob-
achtungen bzw. Studien vorhanden sind. Dort müssen wir davon auszugehen, dass die nah
beieinander liegenden Iterationen stärker miteinander korreliert sind, weil die gewählten a-
priori Verteilungen einen höheren Einfluss auf die a-posteriori Werte haben. Der Sinn und
die Notwendigkeit von Thinning werden teilweise kontrovers diskutiert [41]. Allerdings gibt
es keine eindeutige Empfehlung gegen oder für die Anwendung von Thinning [41, S. 115].
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Insgesamt erhalten wir nach Abzug des Burn-In und Berücksichtigung des Thinnings in den
Anwendungsbeispielen jeweils 2 · 100000 und in den Simulationsszenarien jeweils 2 · 10000
auswertbare Iterationen zur Schätzung der a-posteriori Verteilungen.
3.6 Getrimmtes Modell
Das hier vorgestellte getrimmte Modell soll ausschließlich der Validierung der geschätzten
Parameter dienen. Um herauszufinden wie stabil die Ergebnisse des vollen Modells 3.2 sind,
wenden wir eine Trimming-Methode an. In der deskriptiven Statistik ist das getrimmte Mit-
tel eine robuste Alternative zum Mittelwert bei normalverteilten Daten [4, 35]. Außerdem
nutzt das α-getrimmte Mittel mehr Informationen der Stichprobe als der Median. Einzelne
Extremwerte können den Mittelwert verfälschen und gleichzeitig die zugehörige Varianz ex-
trem vergrößern. Die zugrundeliegende Idee ist, dass durch das Entfernen eines bestimmten
Prozentsatzes α von minimalen und maximalen Beobachtungen aus der Stichprobe, die Schät-
zung stabiler wird. Das α-getrimmte Mittel ist dann der Mittelwert über die verbleibenden
Beobachtungen. Durch das Entfernen von gleich vielen, symmetrisch verteilten, minimalen
und maximalen Werten wird einzig die Streuung verkleinert. Die mittleren Lageparameter
bleiben unbeeinflusst. Im Falle symmetrischer Verteilungen ist das α-getrimmte Mittel ein
unverfälschter Schätzer für den Erwartungswert und den Median. Es ist asymptotisch nor-
malverteilt [35, S. 1541].
Wir übertragen diese Idee in etwas abgewandelter Form auf das volle Normal-Normal-Modell
(Kap. 3.2). Für unsere Anwendung ist θ∗ der Parameter von Interesse und insbesondere die
a-posteriori prädiktive Verteilung von θ∗. Für die Bestimmung dieser Verteilung verwenden
wir MCMC-Verfahren mit den bereits erwähnten Voreinstellungen (Kap. 3.5). Nach der Be-
rechnung des vollen Modells erhalten wir 200 000 bzw. 20 000 auswertbare Iterationen der
Markovketten. Wir setzen α gleich 0.001. Anschließend beschneiden wir die simulierten Ket-
ten bezüglich des jeweiligen θ∗. Konkret bedeutet dies, dass wir als erstes die Iterationen
identifizieren, die die 0.1% minimalsten und 0.1% maximalsten Werte für θ∗ beinhalten. Das
sind für α= 0.001 in absoluten Zahlen 400 von 200 000 bzw. 40 von 20 000 Iterationsschritten.
Anschließend entfernen wir für alle zu schätzenden Parameter genau diese ermittelten Iteratio-
nen. Wir führen das Verfahren für alle Parameter durch, da wir annehmen, dass beispielsweise
θ∗ped dann extrem ist, falls gleichzeitig die Interstudienvarianz τ2 groß wird. Konsequenterwei-
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(b) α-getrimmte Iterationen.
Abb. 3.2: Smooth-Scatterplots der α-Trimming-Methode.
Gepoolte Iterationsschritte der generierten Markovketten im FeNO-Beispiel (Kap. 4.3) mit hyper a-priori
Verteilung τ2 ∼ Γ−1(0.001,0.001). Die schwarzen Punkte repräsentieren die Extrema, die entfernt werden.
(MCMC-Simulationen: Chains=2, Iterationen=110 000, Burn-In=10 000, gültige Iterationen=200 000.
Getrimmtes Modell: α = 0.001, gültige Iterationen=199 600).
se nimmt die Variation von θ∗ped durch das Entfernen der extremen Iterationen ab. Somit ist
Vped,τ,μshift im getrimmten Modell kleiner als im vollen Modell. Der Gewichtungsfaktor der
Präzisionen ωtrim (vgl. Gleichung 3.6) wird dadurch im getrimmten Modell konsequenter grö-
ßer. Die historischen Ergebnisse erhalten mehr Gewicht. Folglich steigen auch die Precision
Weight Eﬀective Sample Size Neff und die Prior Eﬀective Sample Size Nprior. In Abbildung
3.2 sind die generierten Werte für das a-posteriori prädiktive Log Odds Ratio θ∗ped zweier
Markovketten im späteren Beispiel 4.3 dargestellt. Auf der linken Seite sind die ungetrimm-
ten Simulationen dargestellt, wobei die Punkte genau die Extremwerte repräsentieren, die
durch das Trimmen entfernt werden. Wir sehen, dass die Punkte sehr unrealistischen Werten
für ein Log Odds Ratio entsprechen. Auf der rechten Seite sind die bereinigten Schritte der
Markovkette abgebildet.
Wegen dieser Eigenschaften können wir das getrimmte Modell als Hilfsmittel benutzen, um
die Stabilität der geschätzten Parameter des vollen Modells zu überprüfen. Unterscheidet
sich beispielsweise die Precision Weight Eﬀective Sample Size Neff des getrimmten Modells
nur sehr wenig von der des vollen Modells, ist dies ein Indiz dafür, dass die Schätzung von
θ∗ robust ist. Im Gegensatz dazu entspricht eine große Abweichung eher einer unsicheren
Schätzung. Der Informationsgehalt der historischen Ergebnisse reicht dann nicht aus, um
eine präzise Aussage über den studienspeziﬁschen Eﬀekt einer zukünftigen Studie zuzulassen.
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Dieses α-getrimmte Modell ist nicht geeignet, um mit dessen Ergebnissen später tatsächlich
eine klinische Studie zu planen und durchzuführen. Der Grund dafür ist, dass wir „uneinge-
schränkte“ a-priori-Verteilungen benutzen und von der a-posteriori Verteilung eine MCMC-
Stichprobe ziehen. Erst im Nachhinein sehen wir, dass die Stichprobe unpassende Werte
enthält und ändern ad-hoc die a-posteriori Verteilung. Der Kritikpunkt an diesem Vorgehen
ist, dass wir dadurch datengesteuert indirekt auch die a-priori Verteilung ändern. Dies ist
vergleichbar damit, zu einer bestimmten Fragestellung zwei unterschiedliche Signifikanztests
durchzuführen und zur Überprüfung der Hypothese den Test zu wählen, welcher den klei-
neren p-Wert liefert. Ein gültiges Vorgehen bestünde darin, von vornherein abgeschnittene
a-priori Verteilungen zu verwenden und dadurch Werte, die oberhalb bzw. unterhalb einer
Grenze liegen, nicht zuzulassen. Der erlaubte Wertebereich sollte möglichst alle in der Praxis
realistischen Werte der jeweiligen Zielgröße enthalten.
3.7 Software
Für die statistischen Analysen und Simulationen benutzen wir die Softwarepakete:
• R, R Foundation for Statistical Computing, Version 2.15.2 [vgl. 53],
• OpenBUGS, Version 3.2.2 rev 1063 [vgl. 44] 1,
• WinBUGS, Version 1.4.3 [vgl. 43],
• SAS software, Version 9.3 of the SAS System for Windows 2,
• IBM SPSS Statistics for Windows, Version 21 3.
Neben den bereits aufgeführten Statistikprogrammen verwenden wir zusätzliche R-Pakete.
Das Paket R2WinBUGS [63] erlaubt ein direktes Interface zwischen R und OpenBUGS bzw.
R und WinBUGS. Das Paket gtools [72] gibt uns die Möglichkeit Makroprogramme in R zu
schreiben. Weitere Zusatzpakete, auf die wir zurückgreifen, sind standardmäßig in R imple-
mentiert bzw. werden innerhalb der anderen Pakete geladen.
1 c©2010-2011 Members of OpenBUGS Project Management Group, 1990-1996 Medical Research Council
(MRC), UK, 1996-2010 MRC, UK, and Imperial College, UK
2 Copyright c©2012 SAS Institute Inc. SAS and all other SAS Institute Inc. product or service names are
registered trademarks or trademarks of SAS Institute Inc., Cary, NC, USA
3 Copyright c©2012 IBM Corp. IBM SPSS Statistics for Windows, Version 21.0. Armonk, NY: IBM Corp.
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III Ergebnisse
4 ANWENDUNGEN
4 Anwendungen
Im Folgenden betrachten wir drei Anwendungsbeispiele der meta-analytisch prädiktiven Me-
thode an reellen klinischen Studien. Hierbei zeigen wir in zwei Situationen mit vielen Erwach-
senenstudien und nur einer Kinderstudie, wie unterschiedlich die Bewertung der Qualität
der historischen Ergebnisse ausfallen kann. Im ersten Beispiel betrachten wir vergleichsweise
homogene historische Studien mit einer binären Zielgröße. Im zweiten Beispiel verwenden
wir sehr heterogene Studien mit einer stetigen Zielgröße. Die dritte Anwendung zeigt die
Performance des meta-analytisch prädiktiven Ansatzes in der Situation weniger historischer
Vorstudien. Dieses Beispiel ist die Motivation zur genaueren Untersuchung der Methodik in
verschiedenen Simulationsszenarien (siehe Kap. 5).
4.1 Heparin-Studien
Studienbeschreibung. Als erste Anwendung der meta-analytisch prädiktiven Methode be-
trachten wir klinische Studien, die den Einsatz von Heparin an Patienten mit venösen Throm-
boembolien untersuchen. Das Glykosaminoglykan Heparin löst die Bindung von Blutgerin-
nungsfaktoren aus und wirkt somit hemmend auf die Gerinnungskaskade im Blut [42, S.
195f.]. Als Datengrundlage der Untersuchung an Erwachsenen dient der Cochrane Review
„Fixed dose subcutaneous low molecular weight heparins versus adjusted dose unfractionated
heparin for venous thromboembolism“ von van Dongen et al. [68]. Die interventionelle Behand-
lung, eine subkutane Injektion einer festen Dosis niedermolekularen (fraktionierten) Heparins,
wird mit der konventionellen Behandlung, einer adjustierten Dosis unfraktionierten Heparins,
verglichen. Niedermolekulares Heparin soll eine längere Wirkdauer nach subkutaner Injekti-
on besitzen und somit die Applikationsintervalle vergrößern. Die Wirksamkeit der Therapien
wurde auf einen binären Endpunkt reduziert. Dieser beschreibt das Auftreten von rekurrenten
venösen Tromboembolien bis zum Ende der Nachbeobachtungszeit. Für den Review wurden
die Ergebnisse von insgesamt A= 18 klinischen Studien mit 8122 erwachsenen Patienten zu
dieser Fragestellung betrachtet. Insgesamt ergibt sich als Effektgröße ein gepooltes Odds Ra-
tio von 0.68 [95% CI 0.55, 0.87]. Die Outcomes der einzelnen Studien sind in Abbildung 4.1
dargestellt. Wir haben den gepoolten Effekt mittels eines frequentistischen Random-Effects-
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Abb. 4.1: Forestplot der Heparin-Studien.
Heterogenität (Erwachsenenstudien): τ2 = 0.0176 (95% CI 0, 0.3321), df=17 (p=0.1325), I2 = 6.89% (95% CI
0, 58.33%). Test für Gesamteﬀekt (Erwachsenenstudien): p=0.002.
Modells (Restricted Maximum-Likelihood (REML) [51, 70]) berechnet. Die Annahme eines
Zufallseﬀekts ist konsistenter zu unserer verwendeten bayesianischen Methodik als das im
Artikel [68] verwendete Peto-Odds Ratio für feste Eﬀekte. Obwohl es Unterschiede in der
Zielgröße zwischen den Studien gibt, ist die ermittelte Heterogenität mit I2 = 6.89% sehr
gering. Die Intrastudienvarianz in den einzelnen Studien unterscheidet sich, was aber vor al-
lem der unterschiedlichen Fallzahl der einzelnen Studien geschuldet ist. Im Gegensatz dazu
ist die geschätzte Interstudienvarianz τ2 = 0.0176 sehr niedrig. Entsprechend können wir die
Erwachsenenstudien als homogen erachten.
Neben den Untersuchungen an Erwachsenen gibt es zu dieser Fragestellung nur eine Kinder-
studie mit vergleichbarem Behandlungskonzept, Outcome und vergleichbaren Einschlusskri-
terien. Massicotte et al. [47] berichten als Behandlungsresultat an 76 Kindern ein Odds Ratio
von 0.53 [95% CI 0.09; 3.08]. Ein Vergleich des LogOR der einzelnen Kinderstudie mit dem
gepoolten LogOR der Erwachsenen zeigt einen tendenziell größeren Therapieeﬀekt in der
Kinderpopulation. Allerdings ist dieser Trend aufgrund des Fehlens weiterer Kinderstudien
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mit Vorsicht zu interpretieren. Diese Unsicherheit wird im vollen hierarchischen Modell in
der a-posteriori Verteilung des Verschiebungsparameters µshift berücksichtigt.
Die Information der historischen Nhist = 8198 Patienten benutzen wir für die Planung und
Auswertung einer neuen Studie an Kindern. Ziel der zukünftigen Studie ist der Nachweis
der Überlegenheit der neuen Therapie gegenüber der Standardtherapie. Es gilt OR < 1 zu
zeigen. Andererseits können wir die historischen Resultate ebenfalls zur Planung einer Studie
an einem Patientenkollektiv von Erwachsenen nutzen. Da nur wenig über die Wirksamkeit
der Behandlung an Kindern bekannt, aber viele Studien an Erwachsenen vorliegen, ist es
klinisch sinnvoller, die historischen Daten für die Planung einer neuen Kinderstudie zu nutzen.
Deshalb werden wir uns vorrangig auf die klinisch relevantere Extrapolation der historischen
Daten für eine neue Kinderstudie beschränken und für eine neue Erwachsenenstudie nur die
Ergebnisse zeigen.
Exemplarische Berechnung von ωped und Nped,eff . Am Beispiel der Half-Normal-Vertei-
lung als hyper a-priori Verteilung für den Varianzparameter τ zwischen den Studien, be-
rechnen wir den Gewichtungsfaktor ωped und die entsprechende Fallzahl Nped,eff im Detail.
Für alle anderen hyper a-priori Verteilungen und weiteren Anwendungsbeispiele folgt die Be-
stimmung analog. Darum geben wir für diese nur noch die Ergebnisse des meta-analytisch
prädiktiven Ansatzes an.
Der erste Schritt besteht in der Kalkulation des vollen Modells (vgl. 3.2). Dafür greifen wir
auf MCMC-Verfahren, wie sie in den Softwarepaketen OpenBUGS [44] und R [53] integriert
sind, zurück. Wir betrachten, wie in Kapitel 3.5 beschrieben, zwei Markovketten mit jeweils
110 000 Iterationen und einem Burn-In von 10 000. Im vollen Modell schätzen wir die a-
posteriori prädiktiven Verteilungen für das Log Odds Ratio einer neuen Kinderstudie θ∗ped
und für das Log Odds Ratio einer neuen Erwachsenenstudie θ∗ad. Zusätzlich erhalten wir die
a-posteriori Verteilungen für die Standardabweichung zwischen den Studien τ sowie für den
Verschiebungsparameter µshift. Die a-posteriori Erwartungswerte und Varianzen der Para-
meter aus dem vollen Modell lauten
E(θ∗ad|y) =−0.3862, Vad,τ,µshift = 0.30632,
E(θ∗ped|y) =−0.6145, Vped,τ,µshift = 0.95422,
E(µshift|y) =−0.2289, Var(µshift|y) = 0.9271,
E(τ |y) = 0.2262.
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Als Nächstes berechnen wir das Referenzmodell (Kap. 3.3.1). Wir benutzen den a-posteriori
Erwartungswert für µshift aus dem vollen Modell als festen Hyperparameter im Referenzmo-
dell µshift0 =−0.2289. Zusätzlich nehmen wir an, dass die Interstudienvarianz identisch Null
ist und setzen den Hyperparameter τ20 ≡ 0. Damit erhalten wir unter den gleichen MCMC-
Einstellungen (MC=2, Iterationen=110 000, Burn-In=10 000) die Referenzvarianz
Vped,τ≡0,µshift0 = 0.1120
2.
Mit Formel (3.7) können wir die Precision Weight Effective Sample Size Nped,eff für die neue
Kinderstudie bestimmen
Nped,eff = ωped ·Nhist
=
1
Vped,τ,µshift
1
Vped,τ≡0,µshift0
·Nhist
=
1
0.95422
1
0.11202
·8198
= 0.01346 ·8198
≈ 110.
Alles in allem bedeutet dies, dass die Präzision der historischen Daten durch den prädiktiven
Ansatz auf ωped = 1.35% herabgewichtet wird. Dies entspricht 110 virtuellen Kinderpatienten.
Ergebnisse der meta-analytisch prädiktiven Methode. Im Rahmen einer Sensitivitätsana-
lyse ist es sinnvoll, verschiedene hyper a-priori Verteilungen zu betrachten [vgl. 67, Kap.
5.7]. Die geeignete Auswahl ist von der jeweiligen Studiensituation, insbesondere von der
Verteilung der zu schätzenden Parameter, abhängig. Wir betrachten für dieses Beispiel die
in Abschnitt 2.5.2 beschriebenen Verteilungen. Im Idealfall hängt die a-posteriori Schätzung
nicht von der gewählten hyper a-priori Verteilung ab. Die a-posteriori prädiktiven Parameter
als auch Neff sollten daher für jede Verteilung fast gleich sein. In den Abbildungen 4.2 und
4.3 sind die konvergenzdiagnostischen Plots für τ und θ∗ped für die angewandten hyper a-priori
Verteilungen dargestellt. Betrachten wir zunächst Abbildung 4.2. Anhand der Dichten lässt
sich erkennen, dass sich die zwei Markovketten innerhalb einer jeden Verteilung nur wenig un-
terscheiden. Die Trace-Plots in 4.2a, 4.2b und 4.2c zeigen ein gutes Mixing der Markovketten.
Es besteht eine hohe Autokorrelation zwischen den generierten Werten, die jedoch mit zuneh-
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(c) A-priori Verteilung: τ ∼ U(0,100) .
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(d) A-priori Verteilung: τ ∼ HC(0,1) .
Abb. 4.2: MCMC-Diagnostiken für τ im Full-Modell der Heparin-Studien.
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(d) A-priori Verteilung: τ ∼ HC(0,1) .
Abb. 4.3: MCMC-Diagnostiken für θ∗ped im Full-Modell der Heparin-Studien.
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mendem Abstand zwischen den Iterationsschritten monoton fällt. Die Half-Cauchy-Verteilung
zeigt deutliche Unterschiede zu den anderen Verteilungen (vgl. Abb. 4.2d). Dies liegt zum
einen daran, dass die Markovkettenstartwerte von τ bei dieser Verteilung nicht fixiert wor-
den sind, und zum anderen die Autokorrelation extrem hoch ist. Dadurch verändern sich die
Werte der Markovketten zwischen den nachfolgenden Iterationsschritten nur langsam, und es
dauert länger bis die stationäre Verteilung erreicht wird. Die Inverse-Gamma-Verteilung führt
im Vergleich zu den anderen Verteilungen zu einer niedrigeren Schätzung der Interstudien-
variation. Wir sehen einen spitzen Gipfel der a-posteriori Dichtefunktion nahe bei 0. Dies ist
das Resultat der bereits in Abschnitt 2.5.1 diskutierten Problematik, die bei der Anwendung
der Inverse-Gamma-Verteilung entstehen kann.
Die Gestalt der a-posteriori prädiktiven Verteilung für θ∗ped ist in allen Fällen ähnlich (vgl.
Abb. 4.3). Für jede der angewandten a-priori Verteilungen ist die a-posteriori prädiktive
Verteilung von θ∗ped approximativ normalverteilt. Die a-posteriori Erwartungswerte sind fast
identisch, E(θ∗ped|y1 . . .yA+1) =-0.615 bis -0.667. Die Varianzen unterscheiden sich nur gering-
fügig, was zu vergleichbaren Gewichtungsfaktoren und Patientenzahlen Neff führt (vgl. Tab.
4.1). Aufgrund der großen historischen Fallzahl von Nhist = 8198 führen bereits kleine Abwei-
chungen in der a-posteriori prädiktiven Varianz Vped,τ,µshift = Var(θ∗ped|y1 . . .yA+1) im vollen
Modell zu Unterschieden von Neff .
Um die Robustheit der ermittelten Ergebnisse zu überprüfen, wenden wir die α-Trimming-
Methode mit α= 0.001 an (Kap. 3.6). Nach dem MCMC-Sampling des vollen Modells werden
von den insgesamt 200 000 auswertbaren Iterationen der Markovketten diejenigen 400 Itera-
tionen entfernt, für die die extremsten Werte für θ∗ped generiert wurden. Konsequenterweise
nimmt die Variation von θ∗ped ab. Also ist Vped,τ,µshift im getrimmten Modell kleiner als im
vollen Modell.
Aus Tabelle 4.1 wird ersichtlich, dass die virtuelle Fallzahl Nped,eff für eine neue Kinderstudie
im Vergleich zur historischen Fallzahl Nhist = 8198 relativ niedrig ist. Es tritt ein großer
Wertverlust ein. Dies ist vor allem darin begründet, dass wegen der Präsenz von nur einer
Kinderstudie der Parameter θ∗ped sehr unsicher geschätzt werden kann. Der systematische
Verschiebungsparameter µshift zwischen den beiden Kollektiven hat dementsprechend eine
große Varianz. Diese spiegelt sich wiederum direkt in der Schätzung von θ∗ped wieder. Da
es nur minimale Unterschiede zwischen den Werten des getrimmten und des vollen Modells
gibt, sind die Schätzungen insgesamt stabil. Die Anzahl Nped,eff im vollen Modell variiert
zwischen 105 und 117. Diese Schwankung ist im Rahmen einer Sensitivitätsanalyse relativ
gering. Die historische Information wird auf ca. 1.3% herabgewichtet. Da es nur eine frühere
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Heparin- A-priori Verteilung für τ
Studien Γ− 12 (0.001,0.001) HN(0,1) U(0,100) HC(0,1)
α-trim α-trim α-trim α-trim
Nhist 8198 8198 8198 8198
E(µshift|y) -0.2878 -0.2878 -0.2289 -0.2289 -0.2467 -0.2466 -0.2840 -0.2841
E(τ |y) 0.1609 0.1606 0.2267 0.2262 0.2274 0.2269 0.2118 0.2114
Geplante
Kinderstudie
E(θ∗ped|y) -0.663 -0.663 -0.615 -0.615 -0.634 -0.639 -0.667 -0.667
V
1/2
ped,τ,µshift
0.937 0.926 0.966 0.954 0.989 0.978 0.957 0.946
V
1/2
ped,τ≡0,µshift0
0.1120 0.1120 0.1120 0.1120
ωped 0.0143 0.0146 0.0135 0.0138 0.0128 0.0131 0.0137 0.0140
Nped,eff 117 120 110 113 105 107 112 115
Geplante Er-
wachsenenstudie
E(θ∗ad|y) -0.375 -0.375 -0.386 -0.386 -0.386 -0.386 -0.384 -0.384
V
1/2
ad,τ,µshift
0.2411 0.2407 0.3070 0.3063 0.3118 0.3111 0.2937 0.2931
V
1/2
ad,τ≡0,µshift0
0.1120 0.1120 0.1120 0.1120
ωad 0.2158 0.2165 0.1331 0.1337 0.1290 0.1296 0.1454 0.1460
Nad,eff 1769 1774 1091 1096 1057 1062 1192 1197
Tab. 4.1: Heparin-Studien: Ergebnisse der meta-analytisch prädiktiven Methode für unterschied-
liche a-priori Verteilungen für τ .
A-posteriori Mittelwerte und Standardabweichungen der wichtigsten Parameter, historische Fallzahl Nhist,
Precision Weight Effective Sample Sizes Nped,eff und Nad,eff , Gewichtungsfaktoren ωped und ωad (MCMC-
Simulationen: Chains=2, Iterationen=110 000, Burn-In=10 000. Getrimmtes Modell: α = 0.001, gültige
Werte=2 ·99800).
Kinderstudie gibt, ist es auch zufriedenstellend, dass die historischen Ergebnisse, die fast
nur von Erwachsenenstudien stammen, wenig Gewicht bekommen. Wir können darum den
systematischen Shiftparameter µshift zwischen den Kindern und Erwachsenen nur unpräzise
bestimmen. Damit ist der vorhersagbare Therapieeffekt bei Kindern trotz der zusätzlichen
Extrapolation der Erwachsenendaten noch sehr unsicher.
Die a-posteriori Schätzungen mit der a-priori Inverse-Gamma-Verteilung weichen geringfügig
von denen der anderen Verteilungen ab. Die Interstudienstandardabweichung τ = 0.1609 ist
niedriger als bei den anderen Verteilungen. Dies liegt an den von Gelman [21] beschriebenen
Problemen, die beim MCMC-Sampling mit der Inverse-Gamma-Verteilung entstehen, wenn
Werte nahe Null generiert werden. Die jeweilige Markovkette bleibt in diesem Bereich ste-
cken, sodass die a-posteriori Verteilung sehr viel Wahrscheinlichkeitsmasse bei Null besitzt.
83
4.1 Heparin-Studien 4 ANWENDUNGEN
Konsequenterweise wird die Varianz unterschätzt. Deutlich sichtbar wird dies, wenn wir den
Gewichtungsfaktor ωad für eine zukünftige Erwachsenenstudie betrachten. Während die Prä-
zision für die Half-Normal-, Half-Cauchy- und Gleichverteilung durch ωad auf 12.90%, 13.31%
bzw. 14.54% herabgewichtet wird, ist der Wertverlust bei der Inverse-Gamma-Verteilung mit
21.58% deutlich geringer. Diese unterschiedliche Gewichtung wird noch klarer bei Betrach-
tung der Precision Weight Effective Sample Size Nad,eff . Während Nad,eff für die Half-
Normal-, Half-Cauchy- und Gleichverteilung bei 1091, 1192 bzw. 1057 liegt, weicht sie bei der
Inverse-Gamma-Verteilung mit 1769 stark von diesen Ergebnissen ab. Da es 18 homogene Er-
wachsenenstudien gibt, wird der Therapieeffekt bei Erwachsenen viel präziser vorhergesagt
als bei Kindern. Daraus ergeben sich die viel höheren virtuellen Fallzahlen. Der Wertver-
lust im Vergleich zur Extrapolation auf eine neue pädiatrische Studie ist eindeutig geringer.
Die Durchführung einer neuen Erwachsenenstudie zur Untersuchung der Wirksamkeit einer
festen Dosis fraktionierten Heparins gegenüber eine adjustierten Dosis unfraktionierten He-
parins scheint aufgrund der großen virtuellen Fallzahl Nad,eff nicht mehr nötig. Allerdings ist
der historische mittlere Behandlungseffekt mit θ∗ad zwischen -0.386 und -0.375 relativ gering.
Validierung. Als nächsten Schritt überprüfen wir, ob die verschiedenen Precision Effective
Sample Sizes für das Kinderkollektiv tatsächlich den einzusparenden Anzahlen neuer Pati-
enten gleichkommen. Hierzu planen wir eine neue Kinderstudie und simulieren die Thera-
pieergebnisse (vgl. Kap. 3.3.3). In der zukünftigen Studie soll die Überlegenheit der neuen
Therapie in der einseitigen Fragestellung (3.17) gezeigt werden. Als Planungsgrundlage des
Therapieffekts verwenden wir die Ereigniswahrscheinlichkeiten der beobachteten Kinderstu-
die pT = 2/36 = 5.6% und pC = 4/40 = 10%. Wir passen verschiedene Normal-Normal-Modelle
unter Verwendung nicht-informativer a-priori Verteilungen (vgl. Modell (3.18)) und unter Ver-
wendung informativer a-priori Verteilungen (vgl. Modell (3.24)) an. Die Ergebnisse sind in Ta-
belle 4.2 dargestellt. Um für den Nachweis des Therapieeffekts LogOR=−0.636 (OR= 0.530)
eine Power von 80% zu erreichen, benötigen wir Nref = 2 ·565 auswertbare Patienten. Für die
informativen Hyperparameter in der neuen Studie verwenden wir die a-posteriori prädiktiven
Erwartungswerte µ0 ≡ E(θ∗ped|y1, . . . ,yA+H) und Varianzen τ20 ≡ Vped,τ,µshift der verschiede-
nen Hyperverteilungen aus dem vollen Modell. Anschließend simulieren wir 1 000 000 mal das
Ergebnis der neuen Studie mit reduzierter Fallzahl Nref −Nped,eff . Ziel hierbei ist es zu kon-
trollieren, ob der Informationsgehalt der a-posteriori prädiktiven Verteilung der zugehörigen
Precision Weight Effective Sample Size entspricht. Bei unseren Planungsmodalitäten ist dies
dann der Fall, falls die bayesianische Power trotz reduzierter Fallzahl ca. 80% beträgt. Für
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diesen Nachweis können wir auch die „verfälschten“ Ergebnisse des getrimmten Modells nut-
zen und in die Analyse mit einbringen. Der Wert der getrimmten Fallzahl und der getrimmten
informativen a-priori Verteilung sollte sich ebenfalls entsprechen.
In Tabelle 4.2 sehen wir, dass die Power im schlimmsten Fall bei der Half-Normal-Verteilung
auf 78.66% absinkt. Dies liegt zum einen daran, dass der a-posteriori prädiktive Erwartungs-
wert bei −0.615 liegt. Der Behandlungseffekt in den historischen Studien wurde damit weniger
stark geschätzt als der geplante Therapieeffekt −0.636. Dementsprechend ist ein Powerverlust
vorhersehbar. Zum anderen stimmt Nped,eff nicht mit Nprior überein, wie wir im nächsten
Abschnitt sehen werden. Die Anzahl Nped,eff ist etwas zu hoch, sodass die Fallzahl zu stark
reduziert wird. Die Power kann darum nicht ganz eingehalten werden. Die Unsicherheit bzw.
die Varianz über den wahren zukünftigen studienspezifischen Effekt ist mit 0.989 bei der
Gleichverteilung am höchsten und somit die virtuelle Fallzahl am kleinsten. Trotzdem ist der
Verlust von 1.05% an Power niedrig. In allen anderen Modellen sehen wir ein Absinken der
Power von ca. 1%. Absolut gesehen ist der Rückgang von 1% sehr gering und für die praktische
Umsetzung vernachlässigbar. Wir können daher schließen, dass die Power in etwa eingehalten
wird, obwohl die Fallzahl in der neuen Studie um die Precision Weight Effective Sample Size
reduziert wird. Die Hypothese, dass die Precision Weight Effective Sample das Vorwissen, das
über die informative a-priori Verteilung in das Modell der neuen Studie einfließt, repräsentiert,
scheint sich vorerst zu bestätigen. An dieser Stelle sei noch einmal erwähnt, dass wir als Pla-
nungsgrundlage für den Therapieeffekt genau die beobachteten Ereignisraten der historischen
Kinderstudie verwendet haben und dies somit bei der Interpretation berücksichtigen müssen.
Ist der geplante Behandlungserfolg größer als der in den beobachteten historischen Daten, so
kann das Powerniveau unter Verwendung von Nped,prior nicht eingehalten werden. Falls wir
die neue Studie mit dem Normal-Normal-Modell mit nicht-informativer a-priori Verteilung
durchführen und 120 Patienten weniger rekrutieren, beträgt die erzielte Power immer noch
75.2%. Ein Powerverlust ohne Verwendung informativer Prior beträgt infolgedessen maximal
ca. 5%. Dies liegt an der hohen Fallzahl, die wir in diesem Studiendesign für die geplante
Power von 80% benötigen.
Zunächst können wir an dieser Stelle zusammenfassend notieren, dass es so scheint, als ob die
Precision Weight Effective Sample Size auch tatsächlich den Wert der informativen a-priori
Parameter wiedergibt. Ob dies wirklich so ist, können wir aufgrund der großen benötigten
Fallzahl aber noch nicht eindeutig sagen. Die Antwort geben wir im nachfolgenden Kapitel.
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Prior Effective Sample Size. Zusätzlich zur Precision Weight Effective Sample Size Neff
berechnen wir die Prior Effective Sample Size Nprior für eine neue Kinderstudie und eine neue
Erwachsenenstudie. Wir können dadurch überprüfen, inwiefern sich die Precision Weight Ef-
fective Sample Size nach Neuenschwander et al. [50] von der Prior Effective Sample Size, die
die tatsächliche Fallzahleinsparung durch Verwendung der informativen a-priori Parameter
repräsentiert, unterscheidet. Wir planen die neue Kinderstudie unter den bereits erwähnten
Annahmen. Allerdings simulieren wir die Power nicht, sondern berechnen sie nach den For-
meln in Kapitel 3.4. Konsequenterweise ändert sich dadurch geringfügig die benötigte Refe-
renzfallzahl ohne Nutzung des Vorwissen im Vergleich zum vorherigen Kapitel. Zum Nachweis
von pT=5.6% vs. pC=10% in einer neuen Kinderstudie benötigen wir Nped,ref = 1172 neue
Patienten. In einer neuen Erwachsenenstudie, die wir entsprechend den gepoolten Gesamter-
eignisraten pTC = (151 + 211)/(4181 + 3941) = 4.46% und dem geschätzten Log Odds Ratio
−0.386 planen, brauchen wir Nad,ref = 5112 erwachsene Studienteilnehmer. In Tabelle 4.3
sind Voraussetzungen und die Ergebnisse aufgeführt. In dieser konkreten neuen Kinderstudie
können wir zwischen 81 und 97 Patienten einsparen. Die Prior Effective Sample Size Nped,prior
fällt insgesamt etwas kleiner aus als die Precision Weight Effective Sample Sizes Nped,eff (vgl.
Tab. 4.1). Die bereits beschriebenen Unterschiede von Nped,eff bezüglich den im vollen Modell
verwendeten hyper a-priori Verteilungen treten für Nped,prior im gleichen Umfang auf. Die in-
formativen a-priori Parameter sind logischerweise identisch, sodass die Auswirkungen auf die
Fallzahlen bestehen bleiben. Die Inverse-Gamma-Verteilung schätzt die a-posteriori Varianz
am kleinsten. Die a-priori Parameter sind somit am informativsten und darum Nped,prior bzw.
Nad,prior am größten. Das Verhältnis der einsparbaren Patienten Nped,prior zur historischen
Fallzahl Nhist = 8198 entspricht für diese konkrete Kinderstudie ca. 1%. Da die Precision
Weight Effective Sample Size Nped,eff geringfügig größer ist als die Prior Effective Sample
Size Nped,prior, ist auch das Absinken der Power um 1% bei Reduzierung der Fallzahl um
Nped,eff im Nachhinein zu erklären (vgl. Tab.4.2). Es werden zu viele Patienten eingespart,
sodass das Powerlevel von 80% nicht ganz eingehalten werden. Die Precision Weight Effective
Sample Size und die Prior Effective Sample Size sind im diesem Beispiel nicht gleich.
Ein etwas anderes Bild ergibt sich bei der neuen Erwachsenenstudie. Insgesamt ist hier
Nad,prior um einiges höher als die im Vorfeld aus den Präzisionen errechnete Fallzahl Nad,eff .
Es können somit viel mehr Patienten eingespart werden. Die relative Ersparnis durch Nut-
zung des Vorwissen beträgt zwischen 26% und 41%. Die großen Unterschiede in Nad,prior
bezüglich der hyper a-priori Verteilungen zeigen sich auch hier. Insgesamt besitzen die histo-
rischen Studienergebnisse mehr Informationsgehalt für eine neue Erwachsenenstudie als für
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eine Kinderstudie. Dies ergibt sich aber unmittelbar aus der unterschiedlichen Zusammen-
setzung der historischen Studien mit 18 Erwachsenenstudien gegenüber einer Kinderstudie.
Zwischen den getrimmten und ungetrimmten Prior Effective Sample Sizes bestehen die zu
erwartenden sehr kleinen Unterschiede, die allerdings vernachlässigbar sind. Aufgrund der ho-
hen benötigten Fallzahl für eine neue Erwachsenenstudie zum Nachweis dieses Therapieffekts
ist eine tatsächliche Durchführung der Studie mit dem angenommenen Behandlungseffekt
LogOR=−0.386 eher unrealistisch.
Wir können festhalten, dass die Prior Effective Sample Size Nprior immer stark von der ohne
Vorwissen benötigten Fallzahl Nref und den informativen a-priori Parametern der neuen Stu-
die abhängt. Der meta-analytisch prädiktive Ansatz funktioniert in diesem Beispiel gut. Die
Unterschiede zwischen den Ergebnissen der hyper a-priori Verteilungen für eine Kinderstudie
sind gering, für eine Erwachsenenstudie etwas größer. Die Inverse-Gamma-Verteilung führt
zu stärker abweichenden Resultaten im Vergleich zu den anderen betrachteten Verteilungen.
Insgesamt liegt die Ersparnis an Kinderpatienten durch die Extrapolation der Resultate der
historischen Erwachsenenstudien und der einen Kinderstudie im Bereich zwischen 6.9% und
8.3%. Bei einer neuen Erwachsenenstudie kann trotz der hohen benötigten Gesamtfallzahl
die Anzahl neuzurekrutierender Patienten um 15.7% bis 34.5% reduziert werden.
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Heparinstudien Normal-Normal-Modell mit informativer a-priori Verteilung
Hyper a-priori Verteilung für τ bzw. τ2 im vollen Modell
Γ− 12 (0.001,0.001) HN(0,1) U(0,100) HC(0,1)
α-trim α-trim α-trim α-trim
Geplante
Kinderstudie
pT=2/36=5.6% pC=4/40=10%
logOR=−0.636
Nped,ref 1172
µped,0 -0.663 -0.663 -0.615 -0.615 -0.634 -0.639 -0.667 -0.667
τped,0 0.937 0.926 0.966 0.954 0.989 0.978 0.957 0.946
Nped,prior 97 99 81 83 81 84 93 96
Nped,prior/Nped,ref 0.083 0.084 0.069 0.071 0.069 0.072 0.080 0.082
Nped,prior/Nhist 0.012 0.012 0.010 0.010 0.010 0.010 0.011 0.012
Geplante
Erwachsenenstudie
pT=3.64% pC=5.3%
logOR=−0.386
Nad,ref 5112
µad,0 -0.375 -0.375 -0.386 -0.386 -0.386 -0.386 -0.384 -0.384
τad,0 0.2411 0.2407 0.3070 0.3063 0.3118 0.3111 0.2937 0.2931
Nad,prior 2175 2183 1376 1382 1332 1339 1495 1501
Nad,prior/Nad,ref 0.426 0.427 0.269 0.270 0.261 0.262 0.293 0.294
Nad,prior/Nhist 0.265 0.266 0.168 0.169 0.162 0.163 0.182 0.183
Tab. 4.3: Heparin-Studien: Bestimmung der Prior Effective Sample Size Nprior für eine neue
Studie unter Verwendung der Parameterschätzungen des vollen Modells für unterschiedliche a-priori
Verteilungen für τ .
Informative a-priori Parameter der neuen Studie µped,0, µad,0, τped,0 und τad,0, benötigte Fallzahl mit
nicht-informativen a-priori Verteilungen Nped,ref und Nad,ref , Prior Effective Sample Sizes Nped,prior und
Nad,prior. Normal-Normal-Modell mit nicht-informativen und informativen a-priori Verteilungen für den
Studieneffekt einer neuen Kinder- und Erwachsenenstudie. Die informativen Parameter der Kinderstudie
sind der a-posteriori prädiktive Erwartungswert µped,0 = E(θ∗ped|y) und die a-posteriori prädiktive Varianz
τ2ped,0 = Vped,τ,µshift aus dem vollem Modell der meta-analytisch prädiktiven Methode. Für die Erwachsenen-
studie sind die informativen a-priori Parameter analog µad,0 = E(θ∗ad|y) und τ2ad,0 = Vad,τ,µshift .
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4.2 Metformin-Studien
Studienbeschreibung. Im zweiten Beispiel betrachten wir klinische Studien mit einer ste-
tigen normalverteilten Zielgröße. Hierbei handelt es sich um Studien, die den Einﬂuss einer
Metformin-Monotherapie bei Patienten mit Typ II Diabetes Mellitus untersuchen. Der Wirk-
stoﬀ Metformin hemmt die Glucose-Abgabe der Leber und steigert den peripheren Glucose-
Verbrauch [42, S. 446f.]. Die Wirksamkeit wird durch die Veränderung des Blutzuckerwertes
Glykohämoglobin (HbA1c) beschrieben. Die Zielgröße ist die standardisierte Mittelwertdiﬀe-
renz des HbA1c-Werts (in %) zwischen Baseline und Follow-up. Als Datengrundlage dienen
die Ergebnisse eines Cochrane-Reviews von Saenz et al. [56] mit insgesamt 28 Studien an 1989
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Abb. 4.4: Forestplot der Metformin-Studien.
Heterogenität (Erwachsenenstudien): τ2 = 0.3876 (95% CI 0.2551, 1.1479), df=27 (p<0.001), I2 = 92.26%
(95% CI 88.69, 97.25%). Test für Gesamteﬀekt (Erwachsenenstudien): p<0.001.
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erwachsenen Patienten sowie eine einzige Studie an 131 Kindern von Gottschalk et al. [26].
Die Outcomes der einzelnen Studien sind in Abbildung 4.4 dargestellt. Bei den Erwachsenen
ist eine gepoolte mittlere Veränderung von -0.90 [95% CI -1.15, -0.64] im HbA1c-Wert (%)
zu beobachten. Die Kinderstudie zeigt mit einer mittleren Differenz von -0.83 [95% CI -1.40,
-0.25] einen vergleichbaren Effekt. Die Erwachsenenstudien sind im Gegensatz zum Heparin-
Beispiel 4.1 sehr heterogen (I2 = 92.26%). Man beachte, dass es sich um standardisierte
Effekte handelt, also 1σ
∑n
i=1(x1,i− x2,i), wobei x1,i der Baselinewert und x2,i der Follow-
up-Wert des Patienten i ist. Die mittleren HbA1c-Differenzen streuen sehr stark zwischen
den Studien. Die mittlere Effektstärke liegt zwischen den Extremfällen -3.98 (Collier 1989 ),
der eine enorme Wirkung der Therapie suggeriert, und 0.05 (Charpentier 2001 ), der keinen
Behandlungserfolg darstellt. Die Intrastudienvarianz haben wir aus den berichteten Konfiden-
zintervallen berechnet. Aufgrund der Standardisierung ist sie überall ähnlich und wird nur
durch die unterschiedlichen Fallzahlen der einzelnen Studien beeinflusst. Die Studien überde-
cken eine große Zeitspanne, was die Vergleichbarkeit der einzelnen Ergebnisse beeinträchtigen
kann. Auffällig ist, dass die früheren Studien bis zum Jahr 1998 einen tendenziell größeren
Therapieeffekt als die späteren Studien zeigen.
Ergebnisse der meta-analytisch prädiktiven Methode. Unser Ziel ist es, die a-posteriori
prädiktiven Verteilungen der mittleren HbA1c-Veränderung für eine zukünftige Studie bei
Kindern θ∗ped und bei Erwachsenen θ∗ad zu bestimmen. Um die in Kapitel 3 beschriebenen
hierarchischen Modelle anzuwenden, müssen wir in diesem Beispiel einschränkend vorausset-
zen, dass die beobachtete Intrastudienvarianz der wahren Intrastudienvarianz σ2 entspricht.
Die historischen Ergebnisse sind aufgrund der Heterogenität der Studien aber nur sehr ein-
geschränkt für eine neue Studie verwendbar. In Tabelle 4.4 sind die Ergebnisse des meta-
analytisch prädiktiven Ansatzes und die Gewichtung der Präzision dargestellt. Aufgrund der
sehr großen Standardabweichung zwischen den Studien von τ > 0.63 für alle verwendeten
hyper a-priori Verteilungen, können sowohl θ∗ped als auch θ∗ad nur sehr unpräzise vorhergesagt
werden. Die bayesschen Schätzungen von τ stimmen ungefähr mit dem frequentistischen Er-
gebnis τ = 0.62 für die Erwachsenenstudien überein. Die Standardabweichungen V 1/2ped,τ,µshift
und V 1/2ad,τ,µshift der zukünftigen studienspezifischen Effekte, also die der vorhergesagten mitt-
leren HbA1c-Senkungen, sind größer als 0.92 bzw. größer als 0.66. Die Schätzungen aller
Parameter für alle hyper a-priori Verteilungen für τ sind fast identisch. Die Unterschiede
zwischen den vollen Modellen und den getrimmten Modellen sind ebenfalls marginal. Ei-
ne Entfernung von extremen Iterationsschritten in den generierten Markovketten hat damit
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Metformin- A-priori Verteilung für τ
Studien Γ− 12 (0.001,0.001) HN(0,1) U(0,100) HC(0,1)
α-trim α-trim α-trim α-trim
Nhist 2120 2120 2120 2120
E(µshift|y) 0.0720 0.0720 0.0780 0.0780 0.0765 0.0764 0.0725 0.0725
E(τ |y) 0.6373 0.6368 0.6508 0.6503 0.6623 0.6619 0.6475 0.6471
Geplante
Kinderstudie
E(θ∗ped|y) -0.8252 -0.8252 -0.8236 -0.8237 -0.8240 -0.8240 -0.8267 -0.8266
V
1/2
ped,τ,µshift
0.9225 0.9094 0.9407 0.9274 0.9609 0.9471 0.9352 0.9220
V
1/2
ped,τ≡0,µshift0
0.031 0.031 0.031 0.031
ωped 0.0011 0.0012 0.0011 0.0011 0.0010 0.0011 0.0011 0.0011
Nped,eff 2 2 2 2 2 2 2 2
Geplante Er-
wachsenenstudie
E(θ∗ad|y) -0.8972 -0.8984 -0.8988 -0.8986 -0.9003 -0.9001 -0.8972 -0.8970
V
1/2
ad,τ,µshift
0.6662 0.6629 0.6763 0.6757 0.6906 0.6902 0.6732 0.6727
V
1/2
ad,τ≡0,µshift0
0.031 0.031 0.031 0.031
ωad 0.0022 0.0022 0.0021 0.0021 0.0020 0.0021 0.0021 0.0021
Nad,eff 4 4 4 4 4 4 4 4
Tab. 4.4: Metformin-Studien: Ergebnisse der meta-analytisch prädiktiven Methode für unter-
schiedliche a-priori Verteilungen für τ .
A-posteriori Mittelwerte und Standardabweichungen der wichtigsten Parameter, historische Fallzahl Nhist,
Precision Weight Effective Sample Sizes Nped,eff und Nad,eff , Gewichtungsfaktoren ωped und ωad (MCMC-
Simulationen: Chains=2, Iterationen=110 000, Burn-In=10 000. Getrimmtes Modell: α = 0.001, gültige
Werte=2 ·99800).
keine essentielle Auswirkung auf die Parameterschätzungen. Zudem ist der Einfluss der ge-
wählten a-priori Verteilungen in den a-posteriori Verteilungen im Gegensatz zum Gewicht
der beobachteten Daten in Form der Likelihood sehr gering. Wir können daraus schließen,
dass die Schätzungen der Parameter fast identisch und damit robust sind. Demnach ist es
in diesem Beispiel egal, welche hyper a-priori Verteilung wir anwenden. Für die eventuelle
Planung einer neuen Studie würden wir dann die am wenigsten informative Verteilung, in
diesem Fall die Gleichverteilung, benutzen.
Betrachten wir die ermittelten Precision Weight Effective Sample Sizes, so ist das Resultat
allerdings ernüchternd (Tab. 4.4). Die Präzision des Behandlungseffekts einer neuen Kinder-
studie wird aufgrund der Heterogenität auf ωped = 0.1% herabgewichtet. In Form der Fallzahl
entspricht diese Gewichtung einer Reduzierung von insgesamt Nhist = 2120 Patienten auf
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entsprechend Nped,eff = 2 Patienten. Die historischen Ergebnisse bringen damit keinen Er-
kenntnisgewinn über einen zukünftig zu erwartenden Therapieeffekt. Positiv ist jedoch, dass
das Resultat bei allen verwendeten Hyperverteilungen gleich ist.
Für die Verwendung für eine neue Studie an Erwachsenen verdoppelt sich der Wert der histo-
rischen Daten auf ein Präzisionsgewicht von ωad = 0.2% bzw. Nad,eff = 4. Dass die Güte der
Daten insgesamt so schlecht bewertet wird, liegt an der sehr hohen Heterogenität und hohen
Interstudienvariation. Zusammenfassend können wir festhalten, dass eine Extrapolation der
historischen Information in diesem Anwendungsbeispiel nicht hilfreich ist. Es ist sinnvoller in
der neuen Studie auf das Vorwissen zu verzichten. Wie es bei frequentistisch geplanten Studi-
en üblich ist, können wir den mittleren gepoolten Effekt ausschließlich als Planungsgrundlage
für den tendenziell zu erwarteten Therapieeffekt in einer komplett neuen Studie verwenden.
Der historische Effekt ist somit nur ein Indiz für den zu erwartenden Behandlungseffekts in
der zukünftigen Studie.
Auf eine Validierung der Precision Weight Effective Sample Size und eine Poweranalyse ver-
zichten wir in diesem Beispiel. Die geplante Power wird sehr wahrscheinlich eingehalten, da
eine Veränderung der geplanten Fallzahl um 2 Patienten keine große Wirkung auf die Power
haben kann. Genauso macht es keinen Sinn die Prior Effective Sample Size für eine spe-
zielle neue Studie zu bestimmen, da die informativen a-priori Parameter in jedem Fall zu
uninformativ sind.
Aus medizinischer Perspektive könnten wir zu der Ansicht gelangen, dass die bisherigen Stu-
dien aufgrund des großen Zeitraums (1989 – 2007) nicht direkt miteinander vergleichbar
sind. Dies könnte beispielsweise an Therapieoptimierungen oder an Gesetzesänderungen zur
Durchführung von klinischen Studien liegen (vgl. Kap. 1.2). Die Annahme der Austauschbar-
keit der Studien könnte damit verletzt sein. Darum berücksichtigen wir exemplarisch einmal
nur die Studien ab 1999 als historische Datengrundlage. Die Gesamtfallzahl reduziert sich
auf Nhist=1051. Unter Anwendung der meta-analytisch prädiktiven Methode erhalten wir
wie zuvor ωped = 0.1% bzw. ωad = 0.2% und Nped,eff = 2 bw. Nad,eff = 4 virtuelle Patien-
ten. Das bedeutet, dass trotz Halbierung der historischen Fallzahl Nhist, die umgerechnete
Anzahl virtueller Patienten bzw. die Gewichtungsfaktoren nicht weiter gesunken ist. Der In-
formationsgehalt dieser Studien ab 1999 ist doppelt so hoch wie der aller Studien zusammen.
Allerdings sind die absoluten Gewichtungsfaktoren und die dementsprechenden Anzahlen vir-
tueller Patienten immer noch sehr enttäuschend niedrig. Für weitere reelle Planungen sind
die historischen Metformin-Studien also nicht brauchbar.
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4.3 FeNO-Studien
Studienbeschreibung. Als letztes Beispiel betrachten wir klinische Studien an Patienten mit
Asthma bronchiale. In den interventionellen Behandlungsgruppen wird die Medikation basie-
rend auf Stickstoﬀmonoxid-Messungen eingestellt. FeNO ist die Abkürzung für fraktioniertes
exhaliertes Stickstoﬀmonoxid. Bei der FeNO-Messung wird die Konzentration an Stickstoﬀ-
monoxid in der ausgeatmeten Luft gemessen. Stickstoﬀmonoxid wird in den Atemwegen und
dort unter anderem von Entzündungszellen gebildet, die einen wesentlichen Einﬂuss an der
Entstehung und Andauer von Asthma bronchiale haben. Mittels eines FeNO-Monitorings
kann das Entzündungsausmaß bestimmt und daraufhin die Steroiddosis angepasst werden
[6].
Als Datenbasis verwenden wir die Publikation „A systematic review and meta-analysis: tailo-
ring asthma treatment on eosinophilic markers (exhaled nitric oxide or sputum eosinophils)“
von Petsky et al. [52]. Ein Ziel dieses Reviews ist es, die Eﬀektivität der Einstellung der
Behandlungsstrategie basierend auf dem ausgeatmeten Stickstoﬀmonoxid zu beurteilen. Als
Kontrollgruppe dienen pädiatrische und erwachsene Patienten mit klinischen Symptomen mit
oder ohne Spirometrie bzw. Peak-Flow-Messung. Der Endpunkt ist auf eine binäre Zielgröße,
die Verschlechterung in den asthma-assoziierten Erfolgsparametern im Studienverlauf, redu-
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Abb. 4.5: Forestplot der FeNO-Studien.
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ziert. Die einzelnen Asthmaparameter sind im Detail in Petsky et al. [52, S. 200f.] aufgelistet.
In die Auswertung sind die Ergebnisse von 2 Studien mit insgesamt 197 Erwachsenen und
von 3 pädiatrischen Studien mit 782 Kindern eingeschlossen. In Abbildung 4.6 sind die beob-
achteten Outcomes der einzelnen Studien dargestellt. Die gepoolten Effekte in den einzelnen
Kollektiven berechnen wir mittels eines frequentistischen Random-Effects-Modells (Restric-
ted Maximum-Likelihood (REML)). Als gepoolten Effekt erhalten wir bei den Erwachsenen
ein Odds Ratio von 0.85 [95% CI 0.30, 2.43], bei den Kindern ein Odds Ratio von 0.75 [95% CI
0.55, 1.01]. Die beiden Erwachsenenstudien zeigen sehr heterogene Ergebnisse (I2 = 63.88%)
mit sogar gegenläufigen Effekten. Entsprechend weit ist auch das 95%-Konfidenzintervall
des Effektschätzers. Im Gegensatz dazu sind die mittleren Effekte der Kinderstudien fast
identisch und die Studien in sich sehr homogen (I2 = 0%). Der gepoolte Effekt ist knapp
nicht signifikant. Selbstverständlich stellt dieses Beispiel nicht die geläufige Situation klini-
scher Studien dar. In der Regel gibt es viele Studien an Erwachsenen und nur wenige an
Kindern. Wenn wir in der Rolle des Studienplaners solche gegensätzlichen Studienresultate
(Abb. 4.5) wie bei den Erwachsenen beobachten, würden wir uns auf die Extrapolation der
Kinderdaten beschränken. Die Beobachtungen der Erwachsenen blieben für eine neue Studie
an Kindern unberücksichtigt. Wir werden hier jedoch aus theoretischen Gesichtspunkten ex-
emplarisch die kombinierten Daten beider Studienpopulationen nutzen. Wenn wir einen aus-
tauschbaren Zusammenhang zwischen den Studieneffekten voraussetzen (vgl. Kap. 2.3.1(ii)),
könnten die beiden Resultate an Erwachsenen eventuell mögliche Realisierungen im Rah-
men der Modellannahme repräsentieren. Das FeNO-Beispiel soll dazu dienen, die Grenzen
des meta-analytisch prädiktiven Ansatzes mit zwei Kollektiven beim Vorliegen weniger unsi-
cherer historischer Daten aufzuzeigen. Des Weiteren ist das Beispiel die Motivation für die
genauere Untersuchung dieser Situation in simulierten Studienszenarien (Kap. 5).
Ergebnisse der meta-analytisch prädiktiven Methode. Als ersten Schritt simulieren wir
wieder das volle Modell (3.2), um die a-posteriori prädiktive Verteilung des studienspezifi-
schen Log Odds Ratio zu bestimmen. Hierfür verwenden wir die MCMC-Einstellungen aus
Kapitel 3.5. In Abbildung 4.6 sind die Dichten der verschiedenen hyper a-priori Verteilungen
und die resultierenden a-posteriori Dichten für τ dargestellt. Auf den ersten Blick lassen sich
deutliche Unterschiede erkennen. Die schwach-informativen Half-Normal- und Half-Cauchy-
Hyperverteilungen liefern fast identische a-posteriori Ergebnisse. Die noch weniger informati-
ve Gleichverteilung verhält sich etwas konservativer und legt mehr Wahrscheinlichkeitsmasse
auf extremere Werte für τ . Bei diesen drei Hyperverteilungen lassen sich zwischen dem unge-
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Abb. 4.6: A-priori und a-posteriori Dichtefunktionen der Interstudienstandardabweichung τ für die
FeNO-Studien.
trimmten und getrimmten Modell keine Unterschiede für τ erkennen. Anders verhält sich die
Schätzung von τ bei der Inverse-Gamma-Verteilung. Hier erkennen wir, dass deutlich mehr
Wahrscheinlichkeitsmasse nahe bei 0 liegt. Die getrimmte a-posteriori Verteilung verläuft et-
was spitzer als die ungetrimmte. Die a-priori Inverse-Gamma-Verteilung (grün) ähnelt der
Gleichverteilung, mit der Ausnahme eines kleinen Spikes bei 0. Durch die wenigen histori-
schen Beobachtungen bewirkt dieser Spike, dass die a-posteriori Verteilung kleineren Werten
mehr Wahrscheinlichkeit zuordnet. In den diagnostischen Plots 4.7 des vollen Modells bestä-
tigt sich dies. Man beachte die unterschiedlichen Skalierungen in den einzelnen Abbildungen.
Die Autokorrelation ist bei allen Verteilungen ähnlich und nimmt mit fortschreitenden Itera-
tionen schnell monoton ab. Die einzelnen Iterationsschritte der Markovketten lassen sich am
anschaulichsten in den Traceplots visualisieren. Das beste Mixing der zwei Ketten sehen wir
bei der Half-Normal-Verteilung. Die Iterationenswerte für τ überschreiten fast nie den Wert
3. Bei der Half-Cauchy-Verteilung verhält es sich ähnlich, auch wenn die einzeln auftretenden
Maxima bereits deutlich größer sind. Viel unbeständiger sieht dies bei der unbeschränkten
Inverse-Gamma-Verteilung aus. Wir sehen, dass immer wieder einzelne Ausreißer, beispiels-
weise τ > 10, generiert werden. Allerdings beinhaltet der Großteil der Iterationen sehr kleine
Werte, was trotz der vereinzelten Extremwerte zu einer insgesamt sehr kleinen mittleren
96
4.3 FeNO-Studien 4 ANWENDUNGEN
     













     






     






     





/DJ
/DJ
'LFKWH $XWRNRUUHODWLRQ
3DUWLHOOH$XWRNRUUHODWLRQ
,WHUDWLRQ
7UDFH3ORW
(a) A-priori Verteilung: τ2 ∼ Γ−1(0.001,0.001) .

/DJ
/DJ
'LFKWH $XWRNRUUHODWLRQ
3DUWLHOOH$XWRNRUUHODWLRQ
,WHUDWLRQ
7UDFH3ORW
   










     






     






     




(b) A-priori Verteilung: τ ∼ HN(0,1) .
     













     






     






     




/DJ
/DJ
'LFKWH $XWRNRUUHODWLRQ
3DUWLHOOH$XWRNRUUHODWLRQ
,WHUDWLRQ
7UDFH3ORW
(c) A-priori Verteilung: τ ∼ U(0,100) .

/DJ
/DJ
'LFKWH $XWRNRUUHODWLRQ
3DUWLHOOH$XWRNRUUHODWLRQ
,WHUDWLRQ
7UDFH3ORW
     






     






     






     





(d) A-priori Verteilung: τ ∼ HC(0,1) .
Abb. 4.7: MCMC-Diagnostiken für τ im Full-Modell der FeNO-Studien.
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(d) A-priori Verteilung: τ ∼ HC(0,1) .
Abb. 4.8: MCMC-Diagnostiken für θ∗ped im Full-Modell der FeNO-Studien.
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Varianz τ2 führt. Obwohl beide Markovketten fast identisch verlaufen, ist es fraglich, ob
die richtige gemeinsame stationäre Verteilung erreicht worden ist. Bei der Gleichverteilung
können sich die wenigen Studienbeobachtungen nicht gegen die a-priori Verteilung in der a-
posteriori Verteilung durchsetzen. Konsequenterweise überdecken die Samples den gesamten
zugelassenen Wertebereich [0,100].
Die unterschiedlichen Schätzungen bestätigen sich in Tabelle 4.5. Während die Standardab-
weichung bei der Half-Normal-Verteilung mit τ = 0.3986 und bei der Half-Cauchy-Verteilung
mit τ = 0.4022 im Mittel fast identisch geschätzt wird, weicht die Schätzung bei der Inverse-
Gamma-Verteilung mit τ = 0.2561 stark nach unten ab. Im Gegensatz dazu fällt die Schätzung
τ = 0.6752 durch die schwach-informative Gleichverteilung sehr konservativ aus. Dies ist je-
doch weit weniger nachteilig als eine Überschätzung der Homogenität der historischen Daten.
In der vorliegenden Studiensituation ergibt sich somit die Hypothese, dass die Interstudien-
standardabweichung τ bei Verwendung von Γ−1(0.001,0.001) als hyper a-priori Verteilung
für τ2 unterschätzt wird. Weil wir aber das wahre τ nicht kennen, könnte es allerdings auch
sein, dass die Schätzung durch die Inverse-Gamma-Verteilung richtig ist und die aller anderen
Verteilungen zu groß und damit zu konservativ. Da wir die Hypothese in diesem Beispiel nicht
belegen können, werden wir sie später in den Simulationsszenarien bei bekanntem wahren τ
überprüfen (vgl. Kap. 5).
Betrachten wir nun in Tabelle 4.5 die a-posteriori prädiktiven Behandlungseffekte θ∗ped und
θ∗ad. Die Punktschätzer, d. h. die a-posteriori prädiktiven Erwartungswerte, sind bei allen
Verteilungen fast identisch mit −0.310 ≤ θ∗ped ≤ −0.301 bzw. −0.177 ≤ θ∗ad ≤ −0.171. Was
für die Erwartungswerte gilt, ändert sich jedoch bei den Varianzen. Wir erkennen auffällige
Unterschiede bei den verschiedenen a-priori Verteilungen. Die Half-Normal- und die Half-
Cauchy-Verteilung schätzen die Standardabweichung ungefähr gleich mit V 1/2ped,τ,µshift = 0.637
bzw. V 1/2ped,τ,µshift = 0.676. Die Verkleinerung der Varianz im getrimmten Modell liegt in einem
tolerierbaren Bereich. Die Gleichverteilung und die Inverse-Gamma-Verteilung liefern wie in
den Beispielen zuvor abweichende Ergebnisse. Die Gleichverteilung U(0,100) ist für diese
Studien zu schwach-informativ bzw. zu vage. Deswegen reichen die wenigen Beobachtungen
nicht aus, um sich in der a-posteriori prädiktiven Verteilung gegen die a-priori Gleichvertei-
lung durchzusetzen. Mit V 1/2ped,τ,µshift = 1.785 wird die Standardabweichung mehr als doppelt
so hoch geschätzt wie die durch die Half-Normal- oder die Half-Cauchy-Verteilung. Wie wir
im Traceplot 4.8c für θ∗ped sehen, werden immer wieder einzelne sehr hohe oder sehr niedrige
Samples generiert. Diese Werte sind völlig unrealistisch und werden in der klinischen Realität
nie als tatsächliche Studieneffekte auftreten. Behandlungsunterschiede diesen Ausmaßes zwi-
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schen den beiden Behandlungsgruppen kann es nicht geben, da die Therapieform in beiden
Armen gleich ist. Lediglich die Einstellung der Therapie unterscheidet sich. Die Extremwerte
von θ∗ped treten immer dann auf, wenn auch τ (vgl. Abb. 4.7c) unrealistisch groß geschätzt
wird. Durch die Trimming-Methode werden diese Ausreißer entfernt und die Standardabwei-
chung auf 1.146 reduziert. Die Schätzung von θ∗ped ist demnach nicht robust. Obwohl bei der
Inverse-Gamma-Verteilung mit fortschreitenden Iterationen ebenfalls immer wieder Ausreißer
generiert werden, liefert sie mit V 1/2ped,τ,µshift = 0.541 dennoch eine kleinere Standardabweichung
für θ∗ped als alle anderen a-priori Verteilungen. Wenn wir die Ausreißer durch das getrimmte
Modell entfernen, verringert sich folglich die Streuung, hier auf V 1/2ped,τ,µshift = 0.455. Diese
Resultate spiegeln sich direkt im Gewichtungsfaktor der Präzisionen wieder. Die Gleichver-
teilung sagt das studienspezifische Log Odds Ratio einer neuen Kinderstudie nur sehr vage
vorher, sodass die Präzision auf ωped = 0.6% herabgewichtet wird. Im Gegensatz dazu beträgt
der Gewichtungsfaktor bei der Inverse-Gamma-Verteilung mit der kleinsten prädiktiven Stan-
dardabweichung ωped = 6.9%. Bei der HN(0,1)- und der HC(0,1)-Verteilung liegt er zwischen
diesen beiden Extrema mit ωped = 4.9% bzw. ωped = 4.3%. Die daraus resultierenden Preci-
sion Weight Effective Sample Sizes zeigen die Gewichtung etwas deutlicher. Die Fallzahlen
schwanken zwischen Nped,eff = 6 bei der Gleichverteilung bis zu Nped,eff = 67 bei der Inverse-
Gamma-Verteilung. Damit wird durch die Γ−1(0.001,0.001)-Verteilung die Anzahl mehr als
1.39 mal so hoch geschätzt wie durch die HN(0,1)- oder HC(0,1)-Verteilung. Das Trimmen
verstärkt diesen Effekt zusätzlich. Wir erreichen 94 Patienten, was daran liegt, dass die relativ
geringe Standardabweichung durch das Trimmen nochmals verkleinert wird. Da der wahre
Behandlungseffekt und die Varianz unbekannt sind, können wir in diesem Beispiel nicht be-
antworten, welcher Gewichtungsfaktor bzw. welche Precision Weight Effective Sample Size
richtig ist.
Die bereits beschriebenen Differenzen sehen wir auch bei den Schätzungen für eine neue Stu-
die an Erwachsenen (vgl. Tab. 4.5). Die Parameter θ∗ad, V
1/2
ad,τ,µshift
und Nad,eff unterscheiden
sich wie bei den Kindern hinsichtlich der verwendeten a-priori Verteilung. Die Anzahl der his-
torischen Patienten Nhist = 979 wird auf ωad = 5.6% bis minimal ωad = 0.55% für eine neue
Erwachsenenstudie herabgewichtet. Damit ist der Wertverlust der historischen Information
hoch. Wie wir an diesem Beispiel deutlich sehen, ist insgesamt nicht allein die Gesamtfall-
zahl der historischen Studien entscheidend für die Stärke der Informationskraft, sondern die
Anzahl der Studien und deren Homogenität. Da in den beiden Kollektiven jeweils nur 3 bzw.
2 frühere Studien verfügbar sind, ist die Vorhersagekraft für eine neue Studie äußerst gering.
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FeNO- A-priori Verteilung für τ
Studien Γ− 12 (0.001,0.001) HN(0,1) U(0,100) HC(0,1)
α-trim α-trim α-trim α-trim
Nhist 979 979 979 979
E(µshift|y) -0.124 -0.123 -0.136 -0.136 -0.142 -0.142 -0.138 -0.138
E(τ |y) 0.2561 0.2509 0.3986 0.3962 0.6752 0.6462 0.4022 0.3976
Geplante
Kinderstudie
E(θ∗ped|y) -0.301 -0.302 -0.308 -0.308 -0.310 -0.308 -0.308 -0.308
V
1/2
ped,τ,µshift
0.541 0.455 0.637 0.608 1.785 1.146 0.676 0.625
V
1/2
ped,τ≡0,µshift0
0.1416 0.1416 0.1416 0.1416
ωped 0.0685 0.0968 0.0491 0.0543 0.0063 0.0153 0.0433 0.0513
Nped,eff 67 94 48 53 6 14 43 50
Geplante Er-
wachsenenstudie
E(θ∗ad|y) -0.177 -0.177 -0.172 -0.172 -0.171 -0.167 -0.172 -0.172
V
1/2
ad,τ,µshift
0.599 0.578 0.713 0.708 1.913 1.461 0.758 0.741
V
1/2
ad,τ≡0,µshift0
0.1416 0.1416 0.1416 0.1416
ωad 0.0559 0.0590 0.0394 0.0396 0.0055 0.0087 0.0349 0.0365
Nad,eff 54 58 38 39 5 9 34 35
Tab. 4.5: FeNO-Studien: Ergebnisse der meta-analytisch prädiktiven Methode für unterschiedliche
a-priori Verteilungen für τ .
A-posteriori Mittelwerte und Standardabweichungen der wichtigsten Parameter, historische Fallzahl Nhist,
Precision Weight Effective Sample Sizes Nped,eff und Nad,eff , Gewichtungsfaktoren ωped und ωad (MCMC-
Simulationen: Chains=2, Iterationen=110 000, Burn-In=10 000. Getrimmtes Modell: α = 0.001, gültige
Werte=2 ·99800).
Die FeNO-Studien werfen daher einige neue Fragen bezüglich der Anwendung des prädiktiven
Bayes-Verfahren auf. Unter anderem die Frage, wie viele Studien wir innerhalb eines Kollek-
tivs mindestens benötigen, um eine sinnvolle und richtige Einschätzung des Informations-
gehalts der historischen Daten sowie robuste Parameterschätzungen zu erhalten. Außerdem,
welche hyper a-priori Verteilung für τ bzw. τ2 sich in solchen Situationen am besten eignet.
Die Antworten geben wir mit Hilfe der Simulationsstudie in Kapitel 5.
Validierung. Als Nächstes validieren wir die ermittelten Precision Weight Effective Sample
Sizes für dieses Beispiel (vgl. Kap. 3.3.3). Hierzu planen wir zunächst eine neue Studie an
Kindern im Parallelgruppendesign. Wir überprüfen die einseitige Hypothese H0 (3.17) zum
Nachweis der Überlegenheit der Asthmatherapieeinstellung durch FeNO gegenüber der Stan-
dardbehandlung ohne Therapieadjustierung. Als Planungsgrundlage für die Ereignisraten der
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neuen Studie wählen wir die gepoolten ungewichteten Ereignisraten der beobachteten Kinder-
studien, also pT = 118/393 = 30.03% und pC = 140/389 = 35.99%. Damit erhalten wir einen
erwarteten Behandlungseffekt von LogOR=−0.270 (OR= 0.763), der damit etwas schwächer
ist als der vorhergesagte Therapieeffekt durch die historischen Studien. Die geplante Power
soll 80% betragen und das Signifikanzniveau α= 0.025. Für die Fallzahlschätzung verwenden
wir das Normal-Normal-Modell (Kap. 3.18) ohne informative a-priori Funktionen, wobei die
Power simuliert wird. Als Resultat erhalten wir die Referenzfallzahl von Nref = 2 ·975 = 1950
Patienten, die wir in diesem Design für die Ablehnung der Nullhypothese benötigen. Anschlie-
ßend untersuchen wir die Power, wenn wir die a-posteriori prädiktiven Erwartungswerte und
Varianzen als informative Priorparameter nutzen und die Referenzfallzahl Nref um die Pre-
cision Weight Effective Sample Size Nped,eff reduzieren. Die Ergebnisse sind in Tabelle 4.6
dargestellt. Da der nachzuweisende Behandlungseffekt (LogOR =−0.270) etwas geringer ist
als die a-posteriori Erwartungswerte (LogOR≤−0.301), ist zu erwarten, dass die Power etwas
über 80% liegt. Diese Erwartung bestätigt sich in allen Fällen. Die bayesianische Power liegt
knapp über 80% egal welche hyper a-priori Verteilung für das volle Modell angewandt wird.
Wegen der hohen benötigten Fallzahl ist ein möglicher Powerverlust durch eine Reduzierung
der Fallzahl in der Größenordnung von Nped,eff relativ gering. Wenn wir beispielsweise 100
Patienten weniger rekrutieren und kein Vorwissen einbringen, beträgt die Power immer bei
77.94%, d. h. wir verlieren nur 2% Power.
Die heuristische Umrechnung der a-posteriori prädiktiven Präzision in die Precision Weight
Effective Sample Size scheint auch in diesem Beispiel soweit korrekt zu funktionieren. Na-
türlich ist Einhaltung der Power in der neuen Studie immer abhängig von den getroffenen
Annahmen wie dem Therapieeffekt, dem Signifikanzniveau etc. Der Einfluss der informati-
ven a-priori Parameter auf die a-posteriori Verteilung der neuen Studie ändert sich je nach
Design. Da hier der angenommene Behandlungseffekt nicht exakt dem vorhergesagten Effekt
entspricht, kann die Precision Weight Effective Sample Size in dieser Situation nicht genau
dem Wert der informativen a-priori Parametern entsprechen. Die Precision Weight Effective
Sample Size bleibt für jedes Szenario gleich, da sie bereits vor Durchführung der Studie fest-
steht. Sie kann somit nie exakt mit der reellen einzusparenden Anzahl Patienten, der Prior
Effective Sample Size, übereinstimmen.
Prior Effective Sample Size. Aus diesem Grund bestimmen wir auch für die FeNO-Studien
Nped,prior für eine neue Kinderstudie und Nad,prior für eine neue Erwachsenenstudie. Wir
berechnen die Power mit den Gleichungen in Kapitel 3.4. Zum Nachweis eines Log Odds
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Ratios mit LogOR=−0.270< 0 in der im vorherigen Abschnitt beschriebenen Kinderstudie,
benötigen wir ohne informative Prior die leicht abgeänderte Fallzahl von Nped,ref = 1956.
Der angenommene Therapieeffekt ist weniger stark als der beobachtete historische Behand-
lungseffekt. Dadurch bekommen die informativen a-priori Parameter mehr Einfluss, was sich
konsequenterweise in höheren Prior Effective Sample Sizes Nped,prior im Vergleich zu Nped,eff
äußert. Insgesamt können durch die Extrapolation der historischen Information je nach hyper
a-priori Verteilung des vollen Modells zwischen 9 und 95 Patienten weniger rekrutiert werden
(vgl. Tab. 4.7). Auch hier bedingen die großen Unterschiede der Präzisionen sehr heterogene
Fallzahlen. Angesichts des Wunsches nach Einhaltung der Power, stehen wir vor der schwie-
rigen Entscheidung, um welche Fallzahl wir die neue Studie tatsächlich reduzieren können.
Vertrauen wir den Schätzungen durch die Inverse-Gamma-Verteilung, können wir 95 Kin-
derpatienten einsparen. Sind wir uns sehr unsicher über den wahren Effekt der historischen
Studien und gehen vom Worst Case aus, benutzen wir die Schätzungen der Gleichverteilung.
Dadurch können wir aber nur 9 Patienten einsparen. In Anbetracht der Tatsache, dass wir
für die neue Studie 1956 Patienten benötigen, sind beide Einsparungen sehr gering. Die rela-
tive Ersparnis beträgt 0.05% bis 5%. Daher würden wir für die Planung und Auswertung der
neuen Studie auf die Verwendung der a-priori Information der historischen Studien verzichten
und ein komplett neues Patientenkollektiv rekrutieren.
Zur Bestimmung der Prior Effective Sample Nad,prior planen wir zusätzlich eine neue Stu-
die an Erwachsenen. Diese planen wir unter Annahme des historischen Behandlungseffekts
logOR =−0.172, den wir bei Anwendung der Half-Normal- und Half-Cauchy-Verteilung als
a-posteriori prädiktiven Erwartungswerte erhalten haben. Zusätzlich unterstellen wir die ge-
meinsame beobachtete Ereignisrate der Erwachsenen von pTC = (26 + 30)/(98 + 89) = 30%.
Um den geringen Behandlungseffekt nachzuweisen, benötigen wir Nad,ref = 5074 neue Pati-
enten. Für eine Power von 80% und Signifikanzniveau von 2.5% können wir auch bei dieser
speziellen Erwachsenenstudie tatsächlich mehr Patienten Nad,prior einsparen, als von Nad,eff
grob vorhergesagt (vgl. Tab. 4.5, Tab. 4.7). Die Reduktion liegt zwischen 8 bis 73 Patienten.
Die relative Verringerung beträgt aber nur 0.2% bis maximal 1.5%. Damit lohnt es sich auch
für die neue Erwachsenenstudie nicht, die historischen informativen a-priori Parameter in der
Auswertung zu verwenden.
Das Trimmen der Markovketten im vollen Modell führt bei der neuen Kinderstudie genau-
so wie bei der neuen Erwachsenenstudie zu stark abweichenden virtuellen Patientenzahlen
Nad,ped und Nad,prior. Die extremsten Unterschiede zwischen Nad,ped bei Verwendung der ge-
trimmten informativen Parameter im Vergleich zu Nad,ped unter Anwendung der ungetrimm-
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FeNO-Studien Normal-Normal-Modell mit informativer a-priori Verteilung
Hyper a-priori Verteilung für τ bzw. τ2 im vollen Modell
Γ− 12 (0.001,0.001) HN(0,1) U(0,100) HC(0,1)
α-trim α-trim α-trim α-trim
Geplante
Kinderstudie
pT = 118/393 = 30.03% pC = 140/389 = 35.99%
logOR=−0.2703
Nped,ref 1956
µped,0 -0.301 -0.302 -0.308 -0.308 -0.310 -0.308 -0.308 -0.308
τped,0 0.541 0.455 0.637 0.608 1.785 1.146 0.676 0.625
Nped,prior 95 136 71 78 9 22 63 74
Nped,prior/Nped,ref 0.049 0.070 0.037 0.040 0.005 0.011 0.032 0.038
Nped,prior/Nhist 0.097 0.139 0.073 0.080 0.009 0.022 0.064 0.076
Geplante
Erwachsenenstudie
pT=28.14% pC=31.75%
logOR=−0.172
Nad,ref 5074
µad,0 -0.177 -0.177 -0.172 -0.172 -0.171 -0.167 -0.172 -0.172
τad,0 0.599 0.578 0.713 0.708 1.913 1.461 0.758 0.741
Nad,prior 73 79 50 51 8 12 44 46
Nad,prior/Nad,ref 0.015 0.016 0.010 0.010 0.002 0.002 0.009 0.009
Nad,prior/Nhist 0.075 0.081 0.051 0.052 0.008 0.012 0.045 0.047
Tab. 4.7: Heparin-Studien: Bestimmung der Prior Effective Sample Size Nprior für eine neue
Studie unter Verwendung der Parameterschätzungen des vollen Modells für unterschiedliche a-priori
Verteilungen für τ .
Informative a-priori Parameter der neuen Studie µped,0, µad,0, τped,0 und τad,0, benötigte Fallzahl mit
nicht-informativen a-priori Verteilungen Nped,ref und Nad,ref , Prior Effective Sample Sizes Nped,prior und
Nad,prior. Normal-Normal-Modell mit nicht-informativen und informativen a-priori Verteilungen für den
Studieneffekt einer neuen Kinder- und Erwachsenenstudie. Die informativen Parameter der Kinderstudie
sind der a-posteriori prädiktive Erwartungswert µped,0 = E(θ∗ped|y) und die a-posteriori prädiktive Varianz
τ2ped,0 = Vped,τ,µshift aus dem vollem Modell der meta-analytisch prädiktiven Methode. Für die Erwachsenen-
studie sind die informativen a-priori Parameter analog µad,0 = E(θ∗ad|y) und τ2ad,0 = Vad,τ,µshift .
ten informativen Parameter treten bei der Inverse-Gamma-Verteilung auf. Positiv verhält
sich die Half-Normal-Verteilung, bei der die Unterschiede der getrimmten Fallzahl sowohl
für Nad,ped als Nad,prior am geringsten ausfallen. Sie bewirkt in beiden Fällen die robustesten
Schätzungen, gleich gefolgt von der Half-Cauchy-Verteilung. Allerdings sind beide für die hier
untersuchte Zielgröße auch die informativsten hyper a-priori Verteilungen.
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5 Simulationsstudie
Die Anwendungsbeispiele haben einige neue Fragen aufgeworfen, die wir dort allerdings nicht
definitiv beantworten konnten. Dies lag daran, dass wir den wahren Behandlungseffekt und die
wahre Streuung der Parameter zwischen den Studien nicht kannten. Dies spiegelt allerdings
die Realität wieder. Für eine neue Heparin-Kinderstudie und eine neue FeNO-Kinderstudie
benötigten wir in beiden Fällen weit über 1000 Patienten und für eine neue Erwachsenen-
studie sogar mehr als 5000 Patienten. Bei den Kinderstudien wird die bayesianische Power
unter Verwendung informativer Prior und Reduzierung der Fallzahl um Nped,eff eingehalten.
Ist dies aber immer noch so, wenn die Fallzahl der neuen Studie in einer für die praktische
Umsetzung realistischeren Größenordnung liegt? Wird dann die Power unter Anwendung
der Precision Weight Effective Sample Size ebenfalls eingehalten? Um diese Fragen zu be-
antworten, führen wir in diesem Kapitel eine Simulationsstudie durch. Hierbei werden wir
verschiedene vorgegebene Szenarien für die historischen Studien mit unterschiedlichen Fall-
zahlen und Effekten betrachten. Mit der Simulationsstudie wollen wir den Fragen aus der
Einleitung (Kap. 1) genauer nachgehen. Diese waren:
• Entspricht die Precision Weight Effective Sample Size der a-priori Information über den
zukünftigen Behandlungseffekts einer zukünftigen Studie?
• Wird die bayesianische Power in einer neuen Studie unter Verwendung der Precision
Weight Effective Sample Size eingehalten?
• Stimmt die Precision Weight Effective Sample Size mit der Prior Effective Sample Size
überein?
• Wie viele historische Studien sind nötig, um den studienspezifischen Effekt einer zu-
künftigen Studie stabil und präzise vorherzusagen?
• Welche hyper a-priori Verteilung für die Interstudienvarianz ist bei geringer Anzahl an
Vorstudien geeignet?
In den Simulationen betrachten wir den meta-analytisch prädiktiven Ansatz zur Vereinfa-
chung nur für ein Kollektiv. Ohne Beschränkung der Allgemeinheit nehmen wir an, dass es
sich hierbei um ein Kollektiv von pädiatrischen Patienten handelt. Die Heterogenität der Stu-
dien setzen wir als moderat voraus. Wir planen eine neue Studie im Parallelgruppendesign,
die die Überlegenheit der innovativen Behandlung gegenüber der Standardtherapie zeigen
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soll. Dafür betrachten wir einen binären Endpunkt mit dem logarithmierten Odds Ratio als
Zielgröße. Wir untersuchen die einseitigen Hypothesen (vgl. 3.17)
H0 :OR=
Odds(pT )
Odds(pC)
≥ 1 versus H1 :OR= Odds(pT )
Odds(pC)
< 1, (5.1)
wobei wie zuvor pT die Ereignisrate unter der innovativen Therapie und pC die Ereignis-
rate unter der Standardbehandlung sei. Das bayesianische Signifikanzniveau (vgl. 3.20) sei
α = 0.025 und die bayesianische Power 80%. Die Simulationsstudie gliedert sich in die fol-
genden Schritte: Planung der neuen Studie ohne Vorwissen, Generierung der historischen
Studiendaten für die bayesianische Metaanalyse, Durchführung der meta-analytisch prädikti-
ven Methode sowie verschiedene Poweranalysen für die neue Studie mit informativer a-priori
Verteilung und reduzierter Fallzahl.
5.1 Settings
Zuerst planen wir die neue Studie und ermitteln mit dem Normal-Normal-Modell und den
Powersimulationen aus Kapitel 3.3.3 die benötigte Fallzahl ohne die Nutzung von Vorwissen.
Wir simulieren die Power aus Gründen der Konsistenz, da wir nach dem gleichen Prinzip
auch die Ergebnisse der historischen Studien generieren.
Bemerkung 5.1. Die nachstehende Strategie lässt sich insgesamt wie folgt interpretieren:
Wir planen die neue Studie bezüglich der Annahme, dass wir den wahren Behandlungseffekt
kennen. Dafür berücksichtigen wir jedoch die Schätzer wie den a-posteriori prädiktiven Er-
wartungswert und die Varianz aus den generierten historischen Daten nicht. Im klinischen
Alltag wäre dies so, als wenn die Studienplaner für die Planung, aus welchen Gründen auch
immer, nur ihr Expertenwissen über das mögliche Outcome der neuen Studie nutzen und die-
ses über die Vorhersagen aus den historischen Daten stellen. Da sie sich aber eventuell doch
nicht ganz sicher über die Richtigkeit ihrer Annahmen sind, wollen sie die historischen Daten
aber auch nicht komplett ignorieren. Darum berücksichtigen sie das historische Vorwissen in
der Auswertung der neuen Studie. Die a-posteriori prädiktiven Parameter gehen somit als
informative a-priori Parameter in die Auswertung der neuen Studie ein, die aber auf den
wahren Behandlungseffekt gepowert wurde. Wenn die Annahmen stark von den historischen
prädiktiven Parametern abweichen, führt dies dazu, dass das Powerniveau nicht mehr einge-
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halten wird. Ist der informative a-priori Erwartungswert kleiner oder größer als der für die
Planung zugrunde gelegte Behandlungseffekt und gleichzeitig die a-priori Präzision sehr groß,
ist die neue Studie unter- oder überpowert. Allerdings ist dies im klinischen Alltag gängig,
denn der angenommene Therapieeffekt weicht oft von der tatsächlichen Beobachtung ab.
Im Folgenden betrachten wir zwei unterschiedliche Szenarien. Eine Übersicht der Annahmen
und Einstellungen findet sich in Tabelle 5.1.
5.1.1. Szenario A
Planung der neuen Studie. In Szenario A nehmen wir an, dass der wahre Behandlungsef-
fekt der Grundgesamtheit einem Odds Ratio von OR0 = 0.5 entspricht. Das wahre Log Odds
Ratio beträgt demnach µ0 =−0.693. Als gemittelte Ereigniswahrscheinlichkeit pTC über bei-
de Behandlungsgruppen wählen wir pTC = 5/12 = 41.67%. Mit dem gewählten Odds Ratio
ergibt sich damit für die Ereignisrate unter der innovativen Therapie pT = 1/3 = 33.3% und
für die Ereignisrate unter der Standardtherapie pC = 50%. Weiter nehmen wir an, dass die
Heterogenität der Studien moderat ist. Da im Intervall µ± 1.96τ ca. 95% der Werte von θ
liegen, ergibt sich damit das Verhältnis des 97.5% OR zum 2.5% OR von exp(3.92τ). Die-
ser Ausdruck repräsentiert einen verhältnismäßigen „Range“ der Odds Ratios zwischen den
Studien [vgl. 62, S. 169]. Smith et al. [59] schreiben, dass es sehr unwahrscheinlich ist, im
Kontext von Metaanalysen eine größere Streuung der Odds Ratios als exp(3.92τ) = 10, also
τ = 0.59, zu beobachten. Spiegelhalter et al. [62] geben in diesem Zusammenhang folgende
Interpretation der Werte für τ : Werte von 0.1 bis 0.5 sind annehmbar, von 0.5 bis 1.0 als
ziemlich hoch einzustufen, und Werte über 1.0 stehen für eine extreme Heterogenität. Für die
Annahme einer moderaten Heterogenität setzen wir deshalb die wahre Interstudienstandard-
abweichung auf τ0 = 0.5. Dies entspricht einem „Range“ der Odds Ratios von exp(3.92τ) = 7.1.
Für die Planung der neuen Studie benötigen wir die Standardabweichung nicht, jedoch für
die Generierung der studienspezifischen Effekte der historischen Studien.
Das Normal-Normal-Modell mit nicht-informativer a-priori Verteilung, also ohne Einbringung
von Vorwissen, und die zugehörige Poweranalyse liefern die benötigte Fallzahl von Nref =
2 · 135 = 270 auswertbaren Patienten in der neuen Studie. Diese Fallzahl entspricht einer
Größe, die für die praktische Umsetzung geeignet ist und die tatsächliche Durchführung einer
neuen klinischen Studie realisierbar macht.
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Historische Daten. Die historische Gesamtfallzahl aller Studien setzen wir in Szenario A
fest auf Nhist = 600. Wir variieren die Anzahlen der historischen Studien und betrachten
jeweils 3, 4, 5 und 6 historische Studien als Grundlage pro Metaanalyse. Die Fallzahl in jeder
Studie ist dabei gleich. Demnach ergeben sich die Fallzahlen N = 200, 150, 120, 100 der
einzelnen historischen Studien. Desweiteren sei das Gruppenverhältnis zwischen Behandlungs-
und Kontrollgruppe gleich, sodass sich in jedem Studienarm gleich viele Patienten befinden.
5.1.2. Szenario B
Planung der neuen Studie. In Szenario B unterstellen wir einen etwas kleineren Behand-
lungseffekt, während wir aber von einer größeren Anzahl historischer Patienten ausgehen. Wir
nehmen an, dass der wahre Behandlungseffekt einem Odds Ratio von OR0 = 0.7 entspricht.
Demnach ist das wahre Log Odds Ratio µ0 =−0.357. Weiter setzen wir eine gemittelte Ereig-
nisrate über beide Behandlungsgruppen von pTC = 35.91% voraus. Daraus ergibt sich für die
erwartete Ereignisrate unter der innovativen Therapie pT = 31.82% und für die erwartete Er-
eigniswahrscheinlichkeit unter der Standardtherapie in der Kontrollgruppe pC = 40%. Mit der
Methodik aus Kapitel 3.3.3 führen wir erneut eine Fallzahlschätzung mit nicht-informativer
Startverteilung durch. Wir benötigen unter diesen Annahmen Nref = 2 ·537 = 1074 auswert-
bare Patienten zum Nachweis der Alternativhypothese H1 : µ0 < 0.
Historische Daten. In diesem Szenario betrachten wir als historische Datenbasis eben-
falls jeweils 3, 4, 5 und 6 Studien. Als Fallzahl der einzelnen Studien wählen wir N =
334, 250, 200, 167 mit jeweils gleichen Gruppenverhältnissen. Demzufolge ist die Gesamt-
fallzahl Nhist = 1000 für 4 bzw. 5 Studien und Nhist = 1002 für 3 und 6 Studien.
5.1.3. Generierung der historischen Studien
Für jedes Szenario und jede Studienanzahl generieren wir 10 000 zufällige historische Stu-
dienkonstellationen für die Metaanalysen. Dafür ziehen wir für jede Studie den Gruppenpa-
rameter θh, das „wahre“ Log Odds Ratio der einzelnen Studie, aus der Normalverteilung:
θh ∼ N(µ0, τ0) mit h ∈ {1, . . . ,H} und H ∈ {3,4,5,6}. Unter der Annahme der vorgegebe-
nen festen gemittelten Ereigniswahrscheinlichkeit pTC erzeugen wir für das studienspezifische
Log Odds Ratio eine Kontingenztafel mit insgesamt 10 000 000 Beobachtungen. Über die-
sen Hilfsschritt können wir für jede Studie die studienspezifischen „wahren“ Ereignisraten
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Szenario A Szenario B
OR0 0.5 0.7
µ0 := LogOR0 -0.693 -0.357
τ0 0.5 0.5
pTC 41.67% 35.91%
pT 33.33% 31.82%
pC 50.0% 40.0%
Nref 270 1074
Nhist 600 1000 (1002)
# Studien Fallzahl pro Studie
3 N = 200 N = 334
4 N = 150 N = 250
5 N = 120 N = 200
6 N = 100 N = 167
# Metaanalysen 10 000
MCMC-Einstellungen
Markovketten 2
Burn-In 10 000
Iterationen 110 000
Thinning 10
Poweranalyse 100 000 Simulationen der neuen
Studie pro Metaanalyse
Tab. 5.1: Übersicht der Simulationsszenarien und Einstellungen.
tT und tC bestimmen. Diese Ereignisraten benötigen wir, um schließlich binomialverteilt die
beobachteten Ereigniszahlen eT und eC der historischen Studie zu generieren
eT ∼Bin
(
N
2 , tT
)
und eC ∼Bin
(
N
2 , tC
)
.
Kurzum, wir ziehen also mit den bekannten Hyperparametern µ0 und τ0 die Studienparameter
θh aus der gemeinsamen Normalverteilung. Anschließend nehmen wir an, dass die beobachte-
ten Studienergebnisse zusätzlich wiederum um den „wahren“ Studienparameter streuen und
konstruieren demgemäß die beobachteten Ereigniszahlen (vgl. Abb. 2.2).
5.1.4. MCMC-Simulationen
Für jedes Szenario und jede Studienanzahl betrachten wir 10 000 zufällige Konstellationen der
historischen Daten. Für jede Studiensituation berechnen wir die in Kapitel 3 beschriebenen
hierarchischen Modelle. Wir simulieren das volle Modell sowie das Referenzmodell und führen
die Trimming-Methode mit α= 0.1% durch. Für das MCMC-Sampling des vollen Modells und
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des Referenzmodells generieren wir 2 Markovketten mit jeweils 110 000 Iterationsschritten.
Als Burn-In werden die ersten 10 000 Updatingschritte für die Auswertung weggelassen. Da
zu erwarten ist, dass das Gewicht der simulierten historischen Daten voraussichtlich nicht
sehr hoch sein kann, ist mit einer erhöhten Autokorrelation der Iterationsschritte zu rechnen.
Aus diesem Grund verwenden wir einen Thinning-Parameter von 10. Das heißt, es wird nur
jeder zehnte Schritt einer Markovkette gespeichert. Insgesamt erhalten wir bei jeder Meta-
analyse 2 · 10000 gültige Iterationen für die Bestimmung der a-posteriori Verteilungen. Im
α-getrimmten Modell beträgt die Anzahl dementsprechend 19 960 Werte. Als Ergebnis der
10 000 einzelnen Studienkonstellation speichern wir den a-posteriori prädiktiven Erwartungs-
wert θ∗ sowie die zugehörige Standardabweichung Vτ , den a-posteriori Erwartungswert der
Interstudienvariation τ , den Gewichtungsfaktor der Präzisionen ω und die errechnete Preci-
sion Weight Effective Sample Size Neff . Das Gleiche gilt für die zugehörigen α-getrimmten
Werte. Da wir in beiden Szenarien jeweils den wahren Therapieeffekt µ0 und dessen Vari-
anz τ20 kennen, können wir außerdem für jede Studiensituation die wahre Precision Weight
Effective Sample Size Ntrue berechnen (vgl. 3.16).
5.1.5. Powerbetrachtung
Mit jedem Ergebnis der 10 000 Metaanalysen führen wir eine Poweranalyse durch. Wir be-
nutzen den a-posteriori prädiktiven Erwartungswert und die Standardabweichung von θ∗ als
informative hyper a-priori Parameter für das Normal-Normal-Modell der neuen Studie. Die
Fallzahl der neuen Studie Nref = 270 bzw. Nref = 1074 reduzieren wir jeweils um Neff . An-
schließend simulieren wir 100 000 mal das Ergebnis der zukünftigen Studie unter Einbringung
des Vorwissens. Wir notieren die relative Häufigkeit bayesianisch signifikanter Ergebnisse und
erhalten somit für jede erzeugte Metaanalysenkonstellation eine bayesianische Power (vgl.
Kap 3.3.3).
5.1.6. Berechnung der Prior Effective Sample Size
Zusätzlich berechnen wir die wirkliche Fallzahleinsparung der neuen Studie Nprior. Dafür
nutzen wir den a-posteriori prädiktiven Erwartungswert E(θ∗|y) und die a-posteriori prädik-
tive Varianz Vτ als informative a-priori Parameter. Die Fallzahl Nprior bestimmen wir nach
Formel 3.30. Die Prior Effective Sample Size wird unter Konstanthaltung der Power von 80%
berechnet. Aus den in Bemerkung 5.1 beschriebenen Gründen, kann es sein, dass die infor-
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mativen a-priori Parameter einen anderen Behandlungeffekt suggerieren als in der Planung
unterstellt. Darum kann die Fallzahl Nref,inf unter Verwendung der informativen a-priori
Parameter, die zum Erreichen einer Power von 80% benötigt wird, nicht nur kleiner sein als
die geplante uninformative Fallzahl Nref , sondern diese sogar übersteigen. Nach Definition
3.30 kann damit Nprior negativ werden. Ein negatives Nprior bedeutet, dass diese Anzahl an
Patienten noch zusätzlich zu den ursprünglich benötigten Patienten Nref rekrutiert werden
müssen.
5.2 Adjustiertes Simulationssetting zur Validierung der Precision
Weight Effective Sample Size
In dem bisherigen Simulationssetting können wir nicht nachweisen, ob einerseits die geschätzte
PrecisionWeight Effective Sample SizeNeff der ermittelten a-posteriori prädiktiven Präzision
des Studieneffekts entspricht und andererseits, ob sie wirklich mit der Prior Effective Sample
Size Nprior übereinstimmt. Bei der Berechnung von Neff (vgl. Gleichung (3.7)) werden nur
die Präzisionen des vollen Modells und des Referenzmodells berücksichtigt. Der a-posteriori
prädiktive Erwartungswert geht nicht in die Evaluierung ein. Außerdem ist Nref unabhängig
von den Annahmen der neuen Studie und immer konstant. Falls in der neuen Studie die bei
nicht-informativer Planung benötigte Fallzahl Nref um Neff reduziert wird und die histo-
rischen informativen Prior verwendet werden, hat dies konsequenterweise Auswirkungen auf
die Power. Da wir die historischen Daten für jede Metaanalyse zufällig generieren, kann es
vorkommen, dass der a-posteriori prädiktive Erwartungswert nicht mit dem jeweils angenom-
menen Behandlungseffekt µ0 = −0.693 bzw. µ0 = −0.357 der neuen Studie übereinstimmt.
Somit ist zu erwarten, dass die Power der neuen Studie nicht 80% betragen kann, wenn
ein verzerrter a-posteriori prädiktiver Erwartungswert mit kleiner Varianz als informativer
a-priori Therapieeffekt in die Auswertung einfließt.
Im Gegensatz dazu wird für die Bestimmung der Prior Effective Sample Size Nprior die Power
konstant gehalten, sodass Nprior direkt durch die informativen a-priori Parameter beeinflusst
wird. Zur Überprüfung der Gleichheit von Neff und Nprior müssen wir also eine Situation
erzeugen, sodass unter Reduzierung der Fallzahl der neuen Studie um Neff die Power genau
80% betragen müsste. Dies sollte genau dann der Fall sein, wenn der a-posteriori prädiktive
Erwartungswert gleich dem angenommenem Effekt ist. Die a-priori Information wird dann
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nur durch die a-posteriori prädiktive Varianz Vτ beeinflusst, die auch in die Berechnung von
Neff eingeht.
In der klinischen Realität würden wir üblicherweise die neue Studie bezüglich des beobach-
teten historischen Therapieeffekts planen. Dieser ist für gewöhnlich ein guter Schätzer des
unbekannten wahren Behandlungserfolgs. Das in Bemerkung 5.1 beschriebene Vorgehen, in
der die historischen Vorhersagen für die Planung ignoriert werden, ist aus den bereits beschrie-
benen Gründen nur suboptimal. Um nun zu vermeiden, für jede der 10 000 bereits simulierten
Metaanalysedaten auf Basis der beobachteten historischen Effekte eine neue Studie zu pla-
nen, bedienen wir uns eines einfachen technischen Tricks. Wir müssten sonst jeweils andere
Ereignisraten und Log Odds Ratios für jede neue Studie unterstellen, sodass die Fallzahlschät-
zungen sehr unterschiedliche Ergebnisse ergeben. Um dies zu umgehen und die neu geplanten
Studien vergleichbar zu machen, behelfen wir uns mit einer Adjustierung der historischen Er-
gebnisse. Wir verschieben die historischen a-posteriori prädiktiven Erwartungswerte E(θ∗|y)
auf den wahren Effekt. Somit ist der informative a-priori Erwartungswert der neuen Studie
in Szenario A bzw. B gleich dem geplanten Studieneffekt, also
Szenario: A µ0 ≡−0.693 und Szenario: B µ0 ≡−0.357. (5.2)
Dadurch basieren nun die bereits geplanten Studien aus dem vorherigen Abschnitt 5.1, für
die wir den wahren Behandlungserfolg als Planungsannahme unterstellt haben, auf dem his-
torischen Effekt. Jede Metaanalyse liefert durch die Adjustierung denselben Punktschätzer,
aber unterschiedliche Präzisionen.
In dieser angepassten Situation können wir jetzt herauszufinden, ob die geschätzte Precision
Weight Effective Sample Size Neff der informativen a-priori Präzision entspricht. Die Um-
rechnung der Präzision bzw. des Informationsgehalts der historischen Daten in Neff folgt
bekanntermaßen heuristischen Argumenten. Zur Beantwortung der Fragen führen wir eine
zusätzliche Poweranalyse für alle 10 000 Metaanalysekonstellationen in Szenario A und B
durch. Für die adjustierten Powerbetrachtungen der neuen Studie verwenden wir aus der
meta-analytisch prädiktiven Methode nur Neff und die errechnete a-posteriori prädiktive
Standardabweichung V 1/2τ . Wir benutzen, wie zuvor im Modell (3.24), V 1/2τ aus dem vollen
Modell als informativen a-priori Hyperparameter der Standardabweichung. Im Gegensatz da-
zu setzen wir den a-priori Erwartungswert auf den geplanten Effekt (vgl. (5.2)). Anschließend
führen wir erneut die neue Studie mit reduzierter Fallzahl durch. Sofern nun die Precision
Weight Effective Sample Size genau den zusätzlichen Powergewinn ausgleichen würde, der
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durch die Verwendung der informativen a-priori Präzision entsteht, sollte die Power ca. 80%
betragen. Falls sie niedriger als 80% ist, wird Neff zu hoch geschätzt. Falls sie 80% übersteigt,
ist die Schätzung von Neff eher zu konservativ.
Ferner können wir in dieser adjustierten Situation nachweisen, ob die Precision Weight Ef-
fective Sample Size Neff gleich der Prior Effective Sample Size Nprior ist. Dazu bestimmen
wir die Anzahl der Patienten, um die die neue Studie reduziert werden kann, sodass unter
Verwendung der informativen Prior die Power von 80% eingehalten wird. Da der informati-
ve a-priori Behandlungseffekt auf den angenommenen Studieneffekt zentriert ist (vgl. (5.2)),
wird die Ersparnis an Patienten nur durch die informative a-priori Präzision beeinflusst. Die
Prior Effective Sample Size Nprior ist damit unabhängig vom informativen a-priori Erwar-
tungwert, da dieser für alle Metaanalysenresultate gleich ist. Somit entspricht Nprior genau
dem Informationsgehalt über den zukünftigen Studieneffekt, der durch die a-priori Präzision
weitergegeben wird. Wenn Neff korrekt vorhergesagt wird, sollten die beiden verschiedenen
effektiven Fallzahlen in diesem Setting übereinstimmen.
Bei den adjustierten Untersuchungen haben die historische Studienanzahl und die hyper a-
priori Verteilung für τ keinen Einfluss auf die Beantwortung der beiden Fragen. Darum können
wir die Ergebnisse für jedes Szenario auch gepoolt darstellen.
5.3 Ergebnisse der Simulationsstudie
In diesem Abschnitt präsentieren wir ausgewählte Ergebnisse, die besonders zur Beantwor-
tung unserer Fragen beitragen. Ausführliche Tabellen und ergänzende Grafiken für alle Sze-
narien und Studienanzahlen sind im Appendix angegeben. Die verschiedenen Grafiken sind
immer identisch aufgebaut (z. B. Abb. B.1). In Teilabbildung (a) sind die Ergebnisse für das
Simulationsszenario A dargestellt. In Teilabbildung (b) die Ergebnisse für das Simulationss-
zenario B. Diese beinhalten wiederum die Ergebnisse aufgeteilt nach Anzahl der vorhandenen
historischen Studien (3, 4, 5, 6).
5.3.1. Ergebnisse der nicht adjustierten Simulationen
Precision Weight Effective Sample Size Neff . Betrachten wir als ersten Parameter die
Precision Weight Effective Sample Size Neff . Am anschaulichsten lassen sich die ermittelten
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Anzahlen virtueller Patienten an den Boxplots in Abb. B.1 vergleichen. Dort erkennen wir,
dass bei allen Verteilungen mit Erhöhung der historischen Studienanzahl trotz Konstanthal-
tung der Gesamtfallzahl Nhist, die Fallzahl Neff steigt. Allerdings gibt es große Unterschiede
zwischen den hyper a-priori Verteilungen. Während bei der Gleichverteilung die Fallzahl im
Median sehr niedrig ist (Szenario A: 0 bis 23 Patienten, Szenario B: 0 bis 25 Patienten)
wird sie bei der Inverse-Gamma im Median sehr hoch geschätzt (Szenario A: 9 bis 57 Pati-
enten, Szenario B: 9 bis 119 Patienten). Wir sehen, dass bei der Inverse-Gamma-Verteilung
viele sehr hohe Werte entstehen, die die benötigte Fallzahl für die neue Studie Nref = 270
in Szenario A fast übersteigen. Die einzelnen Werte sind in Tabelle B.1 und Tabelle B.2
dargestellt. Die Maximalwerte liegen in Szenario A bei Neff ∈ (86,255) und in Szenario B
bei Neff ∈ (118,394). Die Precision Weight Effective Sample Sizes bei der Half-Cauchy- und
Half-Normal-Verteilung sind fast identisch und liegen zwischen den Ergebnissen der Gleich-
verteilung und der Inverse-Gamma-Verteilung. Die wahre Precision Weight Effective Sample
Size Ntrue verändert sich nur wenig mit Erhöhung der Studienzahl. Da die wahre Interstudien-
standardabweichung τ in beiden Szenarien bekannt ist, wird Ntrue durch die Beobachtungen
nur in Form der Intrastudienvarianz beeinflusst (siehe Formel 3.16). Die Intrastudienvarianz
ist wiederum nur von den Fallzahlen und Ereignisraten der einzelnen Studien abhängig. Da-
mit kann Ntrue nicht viel variieren. Im Median beträgt Ntrue in Szenario A 48 bis 56 und
in Szenario B 51 bis 58. Wenn wir Ntrue als Referenzwert annehmen, können wir erkennen,
dass mit der Half-Normal-, Half-Cauchy- und Gleichverteilung dieser Wert unterschätzt wird
(Abb. B.1). Bei der Inverse-Gamma-Verteilung ist dies bei 3 historischen Studien ebenfalls
noch der Fall. Allerdings ändert sich dies bereits ab 4 Studien. Während der Median von
Neff ungefähr Ntrue entspricht, wird Neff in vielen Fällen zu hoch geschätzt. Die übrigen
drei Verteilungen halten das Level von Ntrue in etwa ein und führen zu eher konservativen
Precision Weight Effective Sample Sizes. Die höheren Fallzahlen kommen durch die zufällige
Generierung der historischen Daten zustande. Es können zufällig sehr homogene und sehr
heterogene Studienkonstellationen entstehen. Die beobachtete Interstudienvarianz τ2 kann
daher von 0.52 abweichen. Eine niedrigere Interstudienvarianz führt dann zu einer viel höhe-
ren Precision Weight Effective Sample Size.
Vergleichen wir Neff im vollen Modell mit Neff_trim im getrimmten Modell, so sehen wir,
dass die Unterschiede mit zunehmender Studienanzahl geringer werden. Die Schätzungen der
einzelnen Parameter werden durch Erhöhung der Studienzahl genauer. Die hyper a-priori Ver-
teilungen verlieren an Einfluss. Bei den drei Verteilungen HN(0,1), HC(0,1) und U(0,100)
gleichen sich die Fallzahlen Neff langsam an. Bei 6 Studien stimmen die Fallzahlen schon
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fast überein. Die Inverse-Gamma-Verteilung führt durch ihre Schätzungen in allen Situatio-
nen zu tendenziell höheren Precision Weight Effective Sample Sizes als bei den anderen drei
Verteilungen. Wenn wir die Situation mit nur 3 Studien betrachten, erkennen wir deutliche
Unterschiede zwischen der getrimmten und ungetrimmten Fallzahl. Das Entfernen von 40
extremen Werten in Szenario A führt bei der Inverse-Gamma-Verteilung zu einer 2.14 fa-
chen, bei der Gleichverteilung zu einer 1.93 fachen, bei der Half-Cauchy- zu einer 1.29 fachen
und bei der Half-Normal-Verteilung nur zu einer 1.08 fachen medianen Erhöhung der ge-
trimmten Fallzahl gegenüber der ungetrimmten Fallzahl (Tab. B.3a, Tab.B.3b). Die Maxima
unterscheiden sich noch viel deutlicher. Positiv fällt hier die Half-Normal-Verteilung auf. Die
maximale Erhöhung durch das Trimmen beträgt das 1.7-fache. Sie liefert damit bereits bei 3
Studien die stabilsten Ergebnisse für Neff . Direkt danach folgt die Half-Cauchy-Verteilung,
die allerdings vereinzelt sehr extreme Unterschiede zwischen getrimmter und ungetrimmter
Fallzahl aufweist (Szenario A, 3 Studien: Max. 40.82 fache Erhöhung). Wir müssen allerdings
berücksichtigen, dass es sich hierbei um faktorielle Erhöhungen handeln. Das Maximum 40.82
tritt beispielsweise für Neff = 0.53 und Neff_trim = 21.69 auf. Hierbei wurde V 1/2τ von 5.61
auf 0.88 verkleinert. Für 90% der Beobachtungen liegt die Erhöhung aber in einem tolerier-
baren Bereich. Bei der Gleichverteilung kann Neff durch das Trimmen in absoluten Zahlen
nicht wesentlich erhöht werden, da Neff im Maximum gerade 1 Patient beträgt. Bei meh-
reren historischen Studien ist das Verhältnis von Neff (getrimmtes Modell/volles Modell)
immer noch relativ hoch, wobei die absolute Differenz nur ca. 10 Patienten beträgt. Bei der
Inverse-Gamma-Verteilung nähert sich das mediane Verhältnis dem Wert 1.1 an. Die großen
Verhältnismaxima, die noch bei 3 und 4 Studien auftreten, verschwinden in Szenario A und
B ab 5 Studien. Das maximale Verhältnis beträgt bei 3 Studien 1352.96. Die Fallzahlen sind
hier Neff = 0.07 und Neff_trim = 92.98. Die Standardabweichung V 1/2τ wird durch das Trim-
men von 16.17, einer völlig unrealistischen Schätzung, auf 0.44 gesenkt. Die Bewertung der
Daten in diesem extremen Szenario ist mit der Γ−1(0.001,0.001) Startverteilung daher kei-
neswegs robust. In Szenario A bei 6 Studien übersteigt die getrimmte virtuelle Patientenzahl
bei der Inverse-Gamma-Verteilung in 20 Fällen die Referenzfallzahl Nref = 270 der geplanten
Studie. Weil es aufgrund der hohen Bewertung der historischen Ergebnisse nicht mehr not-
wendig scheint eine neue Studie durchzuführen, berücksichtigen wir diese Resultate für die
Poweranalyse nicht.
In Abbildung 5.1 sind exemplarisch die Scatterplots für 3 und 5 Studien für Szenario A dar-
gestellt. Alle anderen Konstellationen sind in den Streupunktdiagrammen B.2 abgebildet.
Wir können deutlich die Unterschiede zwischen der ungetrimmten und getrimmten Fallzahl
116
5.3 Ergebnisse der Simulationsstudie 5 SIMULATIONSSTUDIE
(a) Vergleich bei 3 Studien.
(b) Vergleich bei 5 Studien.
Abb. 5.1: Scatterplots: Vergleich zwischen Neff im vollen und im getrimmten Modell in Szenario A
bei 3 und 5 Studien.
erkennen. Im Idealfall hat das Trimmen des Modells keinen großen Einfluss auf Neff . Die
getrimmte virtuelle Fallzahl sollte dann geringfügig größer als die ungetrimmte Fallzahl sein.
Die Punkte in den Abbildungen sollten demnach für jede der Verteilungen auf einer gemein-
samen Geraden liegen, die leicht steiler verläuft als die Winkelhalbierende. Dies ist in den
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Szenarien bei 5 und 6 historischen Studien der Fall. Die Masse der Punkte formt bei jeder
hyper a-priori Verteilung eine Gerade (Abb. 5.1). Ab 5 Studien sind die Residuen deutlich
kleiner. Es gibt weniger Ausreißerpunkte, die von der hypothetischen Regressionsgeraden ab-
weichen. Bei der Gleichverteilung und Inverse-Gamma-Verteilung treten diese jedoch noch
vergleichsweise häufig auf. Ist die Studienzahl klein, das heißt 3 oder 4 Studien, so sind die
Residuen groß. Bei der Inverse-Gamma-Verteilung ist der Einfluss auf Neff durch Anwen-
dung der α-Trimming-Methode am größten. Wie bereits weiter oben gezeigt, wird Neff durch
das Trimmen teils wesentlich vergrößert. Die Korrelation zwischen der getrimmten und unge-
trimmten Fallzahl ist niedrig. Auch bei der Half-Cauchy-Verteilung ist die Streuung noch sehr
hoch. Die Schätzungen sind demnach bei 3 oder 4 Studien für diese Startverteilungen nicht
robust. Wir können jedoch bereits einen linearen Trend erkennen. Bei der Gleichverteilung
reduzieren sich die Fallzahlen in dieser Darstellung fast auf einen Punkt (grün), da Neff in
beiden Modellen nur 0.3 bis 2.8 beträgt. Die Half-Normal-Verteilung performt bei 3 Studien
bereits am besten. Die Punkte (gelb) stellen eine klar abgrenzbare Gerade dar. Die Streuung
ist äußerst gering. Durch die Erhöhung der Studienanzahl nähern sich die Punkte immer
mehr einer eindeutigen Regressiongeraden an. Die Korrelation nimmt zu und die Residuen
ab.
Allein durch die Betrachtung der Precision Weight Effective Sample Size Neff können wir
bereits davon ausgehen, dass bei 3 Studien keine zuverlässige Bewertung der historischen
Daten und Prognose eines zukünftigen Behandlungseffekts möglich sind.
Gewichtungsfaktor des historischen Informationsgehalts ω. Der Gewichtungsfaktor ω ist
nicht anderes als Neff multipliziert mit einer Konstanten, hier der historischen Fallzahl
Nhist = 600 bzw. Nhist = 1000 (1002). Deshalb gelten für ω dieselben Aussagen, die wir im
vorherigen Abschnitt für Neff getroffen haben. Die Ergebnisse für den Gewichtungsfaktor
sind in Abbildung B.3 und den Tabellen B.4 sowie B.5 zusammengefasst.
A-posteriori prädiktive Erwartungswerte von θ∗. Als Nächstes befassen wir uns mit den
a-posteriori prädiktiven Erwartungswerten E(θ∗|y). Wie wir in den Boxplots in Abb. B.4 und
den Tabellen B.6 und B.7 sehen, gibt es keine Unterschiede zwischen den gewählten a-priori
Verteilungen und dem ungetrimmten und getrimmten Modell bezüglich E(θ∗|y). Alle Werte
sind fast identisch. Die Erwartungswerte sind symmetrisch um die wahren Log Odds Ratios
µ0 =−0.693 bzw. µ0 =−0.357 verteilt. Daran können wir sehen, dass die historische Datenge-
nerierung wie vorgesehen funktioniert hat. Wie in Gleichung (2.10) dargestellt, stimmen die
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a-posteriori prädiktiven Erwartungswerte mit den a-posteriori Erwartungswerten überein. Es
handelt sich um Punktschätzer, für die wir als hyper a-priori Verteilung bezüglich µ die sehr
schwach-informative Normalverteilung N(0,106) gewählt haben (vgl. Formel (2.41)). Gerade
weil diese Verteilung wenig informativ ist und die hyper a-priori Verteilung für τ eine ange-
messene Streuung zulässt, stimmt E(θ∗|y) mit dem beobachteten gepoolten Log Odds Ratio
überein (vgl. Formeln (2.8), (2.15)). Da τ auf den Punktschätzer, den a-posteriori prädikti-
ven Erwartungswert von θ∗, fast keinen Einfluss hat, waren auch keine Unterschiede zwischen
den gewählten a-priori Verteilungen für τ bezüglich dieses Parameters zu erwarten. Unsere
Beobachtungen decken sich mit den Erkenntnissen in Lambert et al. [40, S. 2409], wo ebenfalls
keine Unterschiede bei den Punktschätzern auftraten.
Interstudienvarianz τ 2. Anders verhält sich dies bei der Interstudienvarianz τ2. Die Aussa-
gen für τ2 sind in Setting A und B identisch. In den Abbildungen B.5 und den Tabellen B.8,
B.9 sind jeweils die a-posteriori Erwartungswerte der Standardabweichung τ der einzelnen
Metaanalyse-Daten dargestellt. Wenn wir im Folgenden von τ sprechen, sind immer die a-
posteriori Erwartungswerte E(τ |y) gemeint. Anhand der Boxplots in Abbildung B.5 lässt sich
bei den einzelnen Verteilungen gut erkennen, wie τ durch Erhöhung der Studienzahl immer
mehr durch die Daten geprägt wird. Der Einfluss der a-priori Verteilungen lässt nach. Die
am wenigstens informative Verteilung U(0,100) benötigt hierfür die meisten Beobachtungen.
Die wahre Interstudienvariation τ wurde von uns in beiden Szenarien fest auf 0.5 gesetzt.
Wir sehen, dass die Boxplots sich diesem Wert, erkennbar an der Referenzlinie, annähern.
Hieran lässt sich ebenfalls feststellen, dass die Simulation der historischen Ereigniszahlen im
Mittel über alle Metaanalysekonstellationen korrekt gelungen ist. Die Gleichverteilung ver-
hält sich sehr konservativ und schätzt τ regelmäßig zu hoch. Die beobachteten Log Odds
Ratios der wenigen Studien genügen noch nicht, um die a-priori Verteilung ausreichend ab-
zuändern und einzuschränken. Die Half-Normal- und die Half-Cauchy-Verteilung zeigen die
geringsten Schwankungen. Ab 4 Studien verändert sich τ nur noch unmerklich. Während sich
bei der Half-Normal-, Half-Cauchy- und Gleichverteilung der Median und der Mittelwert der
a-posteriori Erwartungswerte von τ langsam dem wahren Wert 0.5 nähern, befindet sich der
Median bei der Inverse-Gamma-Verteilung bereits ab 4 Studien unterhalb des wahren Wer-
tes. Im Mittel wird τ systematisch zu klein geschätzt. Auffällig ist außerdem, dass obwohl der
Großteil der a-posteriori Erwartungswerte niedriger ist als bei den anderen Verteilungen, die
Maxima deutlich höher sind. Wenn wir nun noch berücksichtigen, dass dies nur die mittle-
ren Standardabweichungen sind und dass es somit sehr viel extremere Iterationswerte in den
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Markovketten für τ geben muss, wird das Ausmaß der Unterschätzung von τ noch klarer. Da
τ direkten Einfluss auf Vτ und somit auf ω bzw. Neff und Nprior hat, erklärt dies, warum ω
und Neff bei der Inverse-Gamma-Verteilung größer sind. Die Unterschiede zum getrimmten
Modell sind vernachlässigbar, weil die Markovketten bezüglich der Werte von θ∗ getrimmt
wurden.
A-posteriori prädiktive Varianz Vτ . Die Schätzungen der Varianz Vτ haben den größten
Einfluss auf den Extrapolationswert der historischen Daten. Sie beeinflussen unmittelbar den
Gewichtungsfaktor ω und damit auch Neff . Die Varianzen des zukünftigen Studieneffekts
verhalten sich ähnlich wie die a-posteriori Erwartungswerte für τ . Allerdings sind die Auswir-
kungen der Startverteilungen auf Vτ noch drastischer. Anhand der Boxplots in Abbildung B.6
sehen wir, dass bei 3 und 4 Studien sehr große Standardabweichungen entstehen. Die Werte
bei der Gleichverteilung passen sich erst ab 6 Studien denen der anderen Verteilungen an. Die
Gleichverteilung verhält sich auch für diesen Parameter konservativ. Bei 3 Studien beträgt
V
1/2
τ unter Verwendung von U(0,100) in Szenario A im Median 8.01 und in Szenario B im
Median 7.86 (Tab. B.10, B.11). Die Präzision geht gegen 0. Die historischen Daten beinhalten
ergo keine Information über den Therapieffekt einer zukünftigen Studie. Somit wird Vτ nahe-
zu immer höher geschätzt, als mit den übrigen Startverteilungen. Die einzige Ausnahme stellt
hier die unbeschränkte Inverse-Gamma-Verteilung dar. Mit Γ−1(0.001,0.001) werden in bei-
den Szenarien bei 3 Studien Standardabweichungen V 1/2τ größer als 10 geschätzt. Diese Werte
sind in reellen Situationen undenkbar. Die Variation bezieht sich auf die logarithmierten Wer-
te. Der wirkliche Therapieeffekt, das Odds Ratio, könnte damit nach [62, S. 169] irgendwo
im verhältnismäßigen „Range“ (vgl. Kap. 5.1) von exp(3.92τ) = exp(39.2) = 1.43 ·1016 sein.
Anders gesagt, das wahre Odds Ratio kann fast alle möglichen Werte zwischen 0 und ∞
annehmen. In diesem Kontext ist daher auch keine sinnvolle Vorhersage eines zukünftigen
Studienergebnisses möglich. Obwohl bei der Inverse-Gamma-Verteilung bei 3 und 4 Studien
immer wieder vereinzelt hohe Werte vorkommen, sind die minimalen Werte bereits niedriger
als bei den anderen Verteilungen. Dies führt zu einer Überschätzung der Präzision von θ∗. Den
historischen Ergebnissen wird somit mehr Bedeutung zugesprochen als sie tatsächlich über
die Genauigkeit des zukünftigen Studieneffekts beinhalten. Der Einfluss der α-Trimming-
Methode ist bei der Inverse-Gamma- und der Gleichverteilung beim Vorliegen von nur 3 und
4 Studien groß. Durch das Entfernen extremer Iterationsschritte bezüglich θ∗ wird konsequen-
terweise V 1/2τ kleiner. Je größer V 1/2τ bereits im vollen Modell geschätzt wird, desto größer ist
der Unterschied zur getrimmten Varianz. Da bei U(0,100) und Γ−1(0.001,0.001) sehr hohe
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Varianzen bzw. einzelne Ausreißer generiert werden, ist die Auswirkung des Trimmens bei
beiden Verteilungen stark. Bei der Half-Normal- und der Half-Cauchy-Verteilung sind die
Differenzen zwischen den Modellen geringer. Durch die schwach-informativen HN(0,1)- und
HC(0,1)-Verteilungen wird die Varianz bereits im Vorfeld auf einen realistischen Wertebe-
reich eingeschränkt. Daher können keine extremen Ausreißer entstehen. Die Werte für V 1/2τ
bei der Half-Normal-Verteilung streuen insgesamt am wenigstens (Min=0.22, Max=1.79).
Ab 4 Studien verändert sich V 1/2τ nur noch unmerklich. Ähnlich verhalten sich die Werte
bei der Half-Cauchy-Verteilung (Min=0.25, Max=5.61). Die Boxen in Abbildung B.6 lie-
gen nahezu auf dem gleichen Niveau wie die der Half-Normal-Verteilung. Allerdings lässt
die Half-Cauchy-Verteilung im Zusammenspiel mit den Daten weiter höhere Werte zu. Die
Wahrscheinlichkeitsmasse für Werte im Bereich [1,∞) ist bei der HC(0,1)-Verteilung ein
wenig höher als bei der HN(0,1)-Verteilung.
Bayesianische Power. Um die Wirkung der a-posteriori prädiktiven Parameter und der
Precision Weight Effective Sample Sizes auf das Ergebnis der neuen Studie zu verdeutlichen,
betrachten wir die simulierte Power (vgl. Kap. 5.1.5). Da in Szenario A die benötigte Fallzahl
der neuen Studie Nref = 270 beträgt, ist Neff im Verhältnis zu Nref groß. Der potentielle
Einfluss der Precision Weight Effective Sample Size auf die Power der neuen Studie ist so-
mit sehr hoch. In Szenario B ist Nref = 1074 und damit das Verhältnis zwischen virtueller
und benötigter Fallzahl geringer. Dementsprechend ist in Szenario B eine geringere Verän-
derung der Power durch die Reduzierung der Fallzahl um Neff Patienten zu erwarten. Eine
sinnvolle Interpretation der Power können wir nur im Zusammenspiel mit den anderen Pa-
rametern E(θ∗|y), Vτ und Neff vornehmen. Trotzdem geben wir an dieser Stelle zunächst
einen deskriptiven Überblick über die Power. In Abbildung B.5 ist die Power unter Verwen-
dung der Ergebnisse aus dem vollen Modell und die Power unter Verwendung der getrimmten
Ergebnisse dargestellt. Als Grundlage der „wahren“ Power wurden die Schätzer des vollen
Modells verwendet und die Referenzfallzahl um Ntrue reduziert. Wir sehen auf den ersten
Blick, dass die Power bei Verwendung aller Verteilungen stark schwankt. Mit Erhöhung der
Studienzahl steigt die Variation. In Tabelle B.8 und B.9 sind die Quantile der ermittelten
Power dargestellt. Die Färbung von rot über grün zu blau stellt die Einhaltung der Power
dar. Die Orange- und Rottöne repräsentieren einen hohen Powerverlust. Die Gleichverteilung
zeigt bei 3 Studien keine Veränderung der Powerniveaus. Es bleibt konstant bei ca. 80%,
was daran liegt, dass die Fallzahl nur um ca. 1 Patient reduziert wird. Bei Anwendung der
Inverse-Gamma-Verteilung zeigt sich bereits bei niedriger Studienzahl ein sehr großen Rück-
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gang in der Power. Das 1% Quantil ist ab 4 Studien durchgängig niedriger als bei den anderen
Verteilungen.
Ein Powerverlust oder -gewinn ist logischerweise genau dann zu erwarten, wenn gleichzei-
tig die Varianz des historischen Studieneffekts klein ist, aber der vorhergesagte zukünftige
Studieneffekt weit vom hypothetischen Effekt der neuen Studie abweicht. Wenn der infor-
mative a-priori Varianzparameter sehr klein ist, so kann Neff fast so groß wie Nref werden.
Wenn aber gleichzeitig der informative a-priori Studieneffekt stark verschoben ist, kann die
Power sogar auf 0 absinken. Der Vergleich bei geringer Studienanzahl zwischen der Power
mit ungetrimmter und getrimmter Fallzahl, unter Verwendung der jeweils ungetrimmten bzw.
getrimmten a-posteriori prädiktiven Parameter als informative Prior, zeigt klare Unterschie-
de. Die Power unter Verwendung des getrimmten Modells weist deutlich mehr Streuung auf.
In den Streupunktdiagrammen B.8, von denen in Abbildung 5.2 ein Auszug wiedergegeben
ist, sehen wir, wie das Powerdefizit bzw. der Powerbenefit mit Erhöhung der Studienzahl
zunimmt. Wenn die Precision Weight Effective Sample Size genau der a-posteriori prädikti-
ven Präzision entspräche, so wäre zu erwarten, dass alle Punkte auf einer Geraden liegen,
die etwas steiler als die Winkelhalbierende verläuft. Je robuster die Schätzungen, desto mehr
sollte die Gerade der Winkelhalbierenden gleichen.
Abbildung 5.2a zeigt, dass bei der Inverse-Gamma-Verteilung durch das Trimmen sehr viel
Power verloren geht, falls die ungetrimmte Power bereits niedriger als 80% ist. Andererseits
ist die Powerzunahme im getrimmten Modell groß, wenn die ungetrimmte Power größer als
80% ist. Bei den übrigen Verteilungen ist dieser Unterschied zwar ebenfalls vorhanden, je-
doch nicht so stark ausgeprägt. Bei der Half-Normal-Verteilung formen die Punkte schon bei
3 Studien eine Gerade, sodass die Korrelation zwischen ungetrimmter und getrimmter Power
sehr hoch ist. Die genaueren Zusammenhänge und Begründungen erläutern wir im nächsten
Abschnitt. In Abbildung 5.2b wird ersichtlich, dass die Abweichungen zwischen getrimmtem
und ungetrimmtem Modell bei 5 Studien nur noch marginal sind. Die Regressionskurven,
polynomiale Regressionen vom Grad 5, nähern sich ab 5 Studien immer mehr einer Geraden
und der Winkelhalbierenden an. Größere Powerabweichungen zwischen den beiden Modellen
beobachten wir nur noch, wenn die ungetrimmte Power niedriger als 50% ist. Die Power im
getrimmten Modell ist dann nochmals deutlich niedriger. Dieser Effekt ist allerdings vernach-
lässigbar, da wir bei der tatsächlichen Durchführung einer neuen klinischen Studie bereits die
Parameterschätzungen aus der meta-analytisch prädiktiven Methode kennen. Folglich wür-
den wir nicht wie hier verfahren, sondern die neue Studie basierend auf dem geschätzten
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(a) Vergleich bei 3 Studien .
(b) Vergleich bei 5 Studien .
Abb. 5.2: Scatterplots: Vergleich der bayesianische Power im vollen und im getrimmten Modell in
Szenario A bei 3 und 5 Studien.
Behandlungseffekt der historischen Studien planen. Die Ergebnisse für diese Vorgehensweise
stellen wir in Abschnitt 5.3.2 dar.
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Multivariable Zusammenhänge Die Ergebnisse der Einzelparameter lassen sich erst in ei-
nem multivariablen Zusammenhang richtig interpretieren. Wann kann der Gewichtungsfaktor
ω bzw. die Fallzahl Neff groß werden? Genau dann, wenn die Interstudienvarianz τ2 klein
ist und folglich die a-posteriori prädiktive Varianz Vτ klein ist. In diesem Fall besitzt θ∗ ei-
ne hohe Präzision und der Informationsgehalt der historischen Studien erhält einen großen
Wert. Wenn nur wenige historische Studien vorliegen, reichen die Daten nicht aus, um eine
zutreffende Vorhersage über den Parameter der neuen Studie zuzulassen. Die historischen Er-
gebnisse werden somit stark inflationiert. Konsequenterweise ist Neff niedrig. Insbesondere
trifft dies zu, wenn wir sehr schwach-informative a-priori Verteilungen für τ wie die Gleich-
verteilung U(0,100) benutzen. Die a-posteriori prädiktive Verteilung wird dann nicht durch
die Likelihood bestimmt, sondern nahezu allein durch die a-priori Verteilung. Bei 3 und 4 his-
torischen Studien in Szenario A und B beträgt Neff unter Anwendung der Gleichverteilung
im Mittel bei 0 bis 7 Patienten. Die Gleichverteilung verhält sich sehr konservativ.
In Abbildung B.9 erkennen wir den Zusammmenhang zwischen der Power und dem vorher-
gesagten Behandlungseffekt θ∗ auf Grundlage der historische Studien. In Abbildung 5.3 sind
auszugsweise die Ergebnisse für 6 Studien für das Szenario A dargestellt. Die Power steigt,
wenn der a-posteriori prädiktive Erwartungswert kleiner als das geplante Log Odds Ratio ist.
Der Therapieunterschied ist dann größer als angenommen. Ist θ∗ andererseits größer als der
hypothetische Behandlungseffekt µ0 =−0.693, also näher bei 0, fällt die Power exponentiell
Abb. 5.3: Scatterplot: Vergleich der a-posteriori prädiktiven Erwartungswerte von θ∗ und der baye-
sianischen Power in Szenario A bei 6 Studien.
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ab. Die Regressionskurven sind für Polynome vom Grad 5 angepasst. Die Half-Normal- und
Half-Cauchy-Verteilung verhalten sich identisch. Dies liegt daran, dass die Varianz Vτ und da-
mit die virtuelle Fallzahl Neff bei beiden Verteilungen in etwa gleich sind. Die ausgeprägteste
Powerreduktion tritt bei der Inverse-Gamma-Verteilung auf. Hier wurde Vτ im Durchschnitt
am kleinsten geschätzt. Falls der gepoolte Therapieeffekt kleiner als angenommen oder sogar
gegenläufig ist und gleichzeitig alle historischen Studien sehr homogen sind, also die Inter-
studienvarianz klein ist, wird θ∗ zwar sehr präzise, aber auch hinsichtlich des wahren Thera-
pieeffekts sehr verfälscht geschätzt. Das Resultat ist, dass die historische Information stark
gewichtet wird. Dadurch ist ω bzw. Neff groß, der vorhergesagte Behandlungsunterschied al-
lerdings präzise falsch. Wird dieser verschobene Effekt mit einer hohen Präzision in die neue
Studie eingebracht, müssen durch die Reduzierung der Fallzahl Nref um die hohe Precision
Effective Sample Size Neff nur noch wenige neue Patienten rekrutiert werden. Die Beobach-
tungen der neuen Patienten haben keine Chance den verschobenen stark-informativen a-priori
Erwartungswert zu korrigieren. Die Konsequenz ist ein drastischer Powerverlust oder -gewinn
(siehe Abb. B.10). Dieser tritt bei allen Verteilungen auf. Das Ausmaß des Powergewinns bzw.
Powerverlusts hängt stark von der Anzahl Neff ab. Da bei der Inverse-Gamma-Verteilung
die Varianz tendenziell kleiner und deshalb ω und Neff höher geschätzt werden, tritt dieser
Effekt bei ihr am massivsten auf. Die Regressionskurve (rot) verläuft steiler und die Punkte
streuen sehr weit (vgl. Abb. 5.3). Bei der Gleichverteilung ist die Präzision und damit der
Gewichtungsfaktor ω und die Fallzahl Neff am kleinsten. Darum beobachten wir hier den
kleinsten Zugewinn bzw. Verlust an Power.
Bei wenigen Studien sind die Auswirkungen auf die Power niedrig. Die Varianz von θ∗ ist
diesbezüglich größer und folglich Neff kleiner. Die neue Studie wird um weniger Patienten
reduziert, sodass dementsprechend mehr neue Patienten rekrutiert werden. Die Outcomes der
neuen Patienten haben gegenüber der verzerrten a-priori Information ein höheres Gewicht.
Damit ist der Verlust bzw. Gewinn an Power bei wenigen Studien geringer. Die Regressions-
kurven in Abbildung B.9 bei 3 Studien verlaufen darum flacher und weichen weniger von der
Referenzlinie 80% ab. Weil bei der Gleichverteilung die Daten der 3 historischen Studien fast
kein Gewicht haben und somit kaum weniger Patienten (max. Neff = 1.6) rekrutiert werden,
verläuft die Regressionkurve (grün) genau auf der Referenzlinie. In Szenario B tritt der be-
schriebene Effekt ebenfalls auf, fällt jedoch im Vergleich zu Szenario A geringer aus. Dies liegt
daran, dass die benötigte Fallzahl der neuen Studie ohne a-priori Information Nref = 1074
verhältnismäßig groß zur vorhergesagten, reduzierbaren Patientenzahl Neff ist. Der geplan-
te Behandlungseffekt OR = 0.7 liegt näher an 1, sodass für den Nachweis der einseitigen
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Abb. 5.4: Zusammenhang zwischen E(θ∗|y), V 1/2τ , Neff und bayesianischer Power.
Szenario A, OR = 0.5, Trials=6, τ2 ∼ Γ−1(0.001,0.001). A-posteriori prädiktiver Mittelwert θ∗ und Standard-
abweichung V 1/2τ , Precision Weight Eﬀective Sample Size des vollen Modells Neff und simulierte bayesianische
Power. Die gestrichelten Ebenen markieren die geplante Power von 80% und den angenommenen Behandlungs-
eﬀekt μ0 = −0.693.
Hypothese (5.1) ein kleineres 97.5%-Konﬁdenzintervall als in Szenario A benötigt wird. Die
eingebrachte a-priori Varianz ist für die Hypothese in Szenario B vergleichsweise groß, sodass
die Reduzierung um Neff Patienten in Realation zu Nref niedrig ist. Die Power kann folglich
nicht so tief absinken.
Exemplarisch sind die Abhängigkeiten zwischen den a-posteriori prädiktiven Parametern
E(θ∗|y) und Vτ sowie der virtuellen Fallzahl Neff und der Power der neuen Studie in Ab-
bildung 5.4 veranschaulicht. Der vierdimensionale Zusammenhang ist hier am Beispiel der
Inverse-Gamma-Verteilung für das Szenario A mit 6 historischen Studien abgebildet. Die
Powerveränderungen sind immer dann groß, wenn E(θ∗|y) vom geplanten Eﬀekt abweicht,
gleichzeitig die Standardabweichung V 1/2τ klein ist und dementsprechend die virtuelle Pati-
entenzahl Neff hoch ist. Diese Darstellungsform stellt alle relevanten Zusammenhänge der
Parameter am anschaulichsten dar.
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Prior Effective Sample Size Nprior. Die Prior Effective Sample Size Nprior wird unmittel-
bar von den a-priori Parametern beeinflusst. Darum zeigen sich hier die gleichen Unterschiede
wie bei Neff bezüglich der verwendeten hyper a-priori Verteilungen für den Varianzparameter
im meta-analytisch prädiktiven Ansatz. Ebenso ist dies bei den Abweichungen von Nprior bei
Anwendung der ungetrimmten Parameter und Nprior_trim bei Anwendung der getrimmten
Parameter. Wie wir in Abbildung B.11 erkennen, schwankt Nprior beträchtlich.
Da wir in diesem Setting so wie in Bemerkung 5.1 verfahren und die historischen Vorhersa-
gen bei der Planung nicht berücksichtigen, hat dies entscheidende Auswirkungen auf Nprior.
Falls wir beispielsweise einen viel kleineren oder sogar der Annahme gegenläufigen informa-
tiven a-priori Behandlungseffekt in die Auswertung der neuen Studie einbringen, kann die
benötigte Fallzahl für eine nominelle Power von 80% größer als Nref werden. Das heißt, wir
können keine Patienten einsparen, sondern müssen noch zusätzliche Teilnehmer rekrutieren.
Nach Definition 3.1 ist Nprior dann negativ. Dieser Fall tritt in allen betrachteten Simulati-
onsszenarien ein. Die deskriptiven Maßzahlen sind in den Tabellen B.14 und B.15 aufgelistet.
In der extremsten Situation müssen zusätzlich zur ursprünglichen Fallzahl Nref noch ein-
mal fast genauso viele Patienten rekrutiert werden (Szenario A, 5 Studien, Γ−1(0.001,0.001):
Nprior = −262). In fast allen Szenarien, außer bei 3 und 4 Studien mit U(0,100), wird die
Fallzahleinsparung Nprior so groß wie die benötigte Fallzahl Nref . Infolgedessen ist die a-
priori Präzision ausreichend groß bzw. der a-priori Erwartungswert so viel kleiner als der
angenommene Behandlungseffekt, dass keine neuen Patienten rekrutiert werden müssen. Bei
der Gleichverteilung ist die a-priori Varianz noch zu groß, sodass bei 3 Studien in Szena-
rio A maximal 3 Patienten eingespart werden können bzw. maximal 4 zusätzliche Patienten
rekrutiert werden müssen.
Wir wissen bereits, dass die a-posteriori prädiktiven Erwartungswerte E(θ∗|y) der Metaana-
lysen im Median und Mittel mit den wahren Log Odds Ratios übereinstimmen und zumin-
dest bei der Half-Normal- und Half-Cauchy-Verteilung auch die a-posteriori Erwartungswerte
E(τ |y) im Median die wahre Interstudienstandardabweichung richtig schätzen. Für diese bei-
den Verteilungen sollte der Median von Nprior ungefähr die richtige Fallzahleinsparung reprä-
sentieren. Tendenziell können wir im Mittel über alle Metaanalysekonstellationen vermehrt
Patienten einsparen. Mit der Half-Normal-Verteilung ist Nprior in Szenario A im Median 28,
35, 40, 46 Patienten und in Szenario B im Median 30, 34, 40, 48. Die Methode stellt daher im
Mittel einen Gewinn dar, auch wenn sie der neuen Studie im Sinne von zusätzlichen Patienten
schaden kann. Auf der anderen Seite kann sie aber auch vermehrt dazu führen, dass keine
Neurekrutierung von Patienten notwendig ist. In der realen Situation können wir das Pro-
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blem einer zusätzlichen Patientenrekrutierung umgehen, indem wir zunächst die historischen
Daten betrachten und danach die neue Studie genau bezüglich des a-posteriori prädiktiven
Erwartungswertes planen.
In Abbildung B.11a können wir beispielsweise in Szenario A bei 3 Studien einen Bereich
zwischen ca. 200 und 276 Patienten erkennen, in den keine Werte von Nprior fallen. Diese
ausgelassenen Wertebereiche treten bei allen Studienanzahlen und ebenso in Szenario B auf.
Dieser Bereich repräsentiert die Situationen, in denen die Durchführung der neuen Studie kei-
nen Sinn macht. Eine Studie, in der weniger als beispielsweise 50 neue Patienten rekrutiert
und dazu sehr informative a-priori Parameter verwendet werden, führt dazu, dass ein bereits
ohne Neurekrutierung signifikantes Ergebnis durch die wenigen neuen Patienten nicht mehr
signifikant wäre. In dieser Konstellation ist die Power aufgrund eines verschobenen informati-
ven a-priori Erwartungswert oder einer großen a-priori Präzision bereits ohne neue Patienten
größer als 80%. Wenn nun wenige zusätzliche Patienten rekrutiert werden, beeinflusst der
Standardfehler des angenommenen Log Odds Ratios die Power (vgl. Formeln (3.27), (3.29)).
Der Standardfehler der neuen Studie wird mit Gleichung 3.12 berechnet und ist aufgrund
der kleinen Fallzahl sehr groß. Die a-posteriori Präzision (vgl. Formel 2.7) besteht aus der
Summe der a-priori Präzision und der Präzision der Daten und geht in die Powerformel ein.
Ebenso ist der a-posteriori Erwartungswert ein durch die Präzisionen gewichtetes Mittel des
geplanten Log Odds Ratios der neuen Studie und des a-priori Erwartungswerts. Durch den
großen Standardfehler kann einerseits die a-posteriori Varianz durch die Neurekrutierung wie-
der vergrößert werden oder andererseits der a-posteriori Erwartungswert wieder näher an das
angenommene Log Odds Ratio verschoben werden. In beiden Fällen wird der Ausdruck µ1τ−11
in Gleichung (3.26) und Gleichung (3.27) zunächst größer. Dadurch wird es also schwieriger
ein signifikantes Ergebnis zu erhalten. Folglich wird die Power vorerst kleiner, sodass sie 80%
unterschreiten kann. Erst wenn ausreichend viele neue Patienten eingeschlossen werden, wird
der beobachtete Standardfehler und damit die a-posteriori Varianz wieder klein genug, damit
die Power das Niveau von 80% überschreitet. In Szenario B ist gibt es ebenfalls bei allen
Studienanzahlen einen Bereich, der nicht von Nprior angenommen wird. Daraus resultiert die
insgesamt linksschiefe Verteilung von Nprior.
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5.3.2. Ergebnisse bei adjustiertem a-priori Erwartungswert zur Validierung von Neff
In dieser zusätzlichen Analyse adjustieren wir den a-priori Erwartungswert des Normal-
Normal-Modells der neuen Studie auf den jeweils angenommenen Eﬀekt (vgl. Kap. 5.1.5).
Wir wollen hiermit überprüfen, ob der Wert der a-posteriori prädiktiven Varianz, die als a-
priori Varianz in die neue Studie eingeht, gleichbedeutend mit Neff ist. In dieser ergänzenden
Poweranalyse, sollte die a-priori Präzision demnach exakt die Anzahl der weniger rekrutierten
Patienten Neff ausgleichen, sodass die Power trotz reduzierter Fallzahl 80% beträgt. Die in-
tuitive Umrechnung des Gewichtungsfaktors der Präzisionen in die Precision Weight Eﬀective
Sample Size Neff wäre dann korrekt.
In Tabelle 5.2 ist die simulierte Power deskriptiv dargestellt. Im vollen Modell mit der Gleich-
verteilung wurden vergleichsweise große Varianzen Vτ und niedrige Fallzahlen Neff geschätzt.
Im Gegensatz dazu wurden mit der Inverse-Gamma-Verteilung kleine Varianzen und hohe
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(a) Szenario A: OR = 0.5, mit festem a-priori Parameter μ0 ≡ −0.693 für die Poweranalyse .
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(b) Szenario B: OR = 0.7, mit festem a-priori Parameter μ0 ≡ −0.357 für die Poweranalyse .
Tab. 5.2: Deskriptive Statistiken für die Power mit ﬁxiertem μ0 in der neuen Studie.
Für die Poweranalyse wurde die a-posteriori prädiktive Varianz des jeweiligen hierarchischen Modells als
informativer a-priori Parameter für das Normal-Normal-Modell der neuen Studie benutzt. Der informative
a-priori Erwartungswert ist der angenommene Studieneﬀekt. Die geplante Fallzahl Nref der neuen Studie
wurde um Neff (getrimmt, ungetrimmt) reduziert.
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Fallzahlen generiert. Zur Beantwortung unsere Frage können wir daher die Ergebnisse für al-
le Verteilungen sowie für alle getrimmten und ungetrimmten Parameter zusammenfassen. Auf
die Aussage zur Gleichwertigkeit von Neff und Vτ hat die Wahl der hyper a-priori Verteilung
des vollen Modells keinen Einfluss.
In Tabelle 5.2 erkennen wir, dass die Power höchstens um 1.6% sinkt. Die minimale Power
beträgt 78.4% und die maximale Power 100%. In diesen Fällen hätte Neff sogar etwas größer
ausfallen können. Der Verlust an Power ist durchaus tolerierbar. Besonders wenn Neff klein
ist, sind Schwankungen im Umfang von ca. 1% im Rahmen von Rundungsfehlern bei dieser
Simulation zu erwarten. Die Fallzahl wird immer auf ganze Patienten reduziert. Entsprechend
kann die Power geringfügig absinken oder zunehmen. Insgesamt liegt die Power in beiden Sze-
narien A und B wortwörtlich im grünen Bereich. Tendenziell ist vermehrt ein Powergewinn
zu betrachten. Das bedeutet, dass die Umrechnung von Vτ zu Neff eher konservativ ausfällt.
Die Precision Weight Effective Sample Size könnte in einigen Fällen sogar etwas höher kal-
kuliert werden. Allerdings ist die etwas konservative Umrechnung gut, da Neff unabhängig
vom Design der neuen Studie bestimmt wird. Der tatsächliche durch die informativen a-priori
Parameter übertragene Informationsgehalt ist aber immer von den Planungsannahmen der
neuen Studie abhängig. Für unsere Szenarien können wir aber die Schlussfolgerung treffen,
dass die Übersetzung des Informationsgehaltes in die virtuelle Fallzahl sehr gut, wenn auch
eher konservativ funktioniert.
In der zweiten Analyse mit adjustiertem a-priori Erwartungswert haben wir zudem die Prior
Effective Sample Size Nprior für die speziell geplanten Studien berechnet. Sie repräsentiert
die wirkliche Anzahl Patienten, um die die neue Studie unter Verwendung der informativen
a-priori Präzision aus dem vollen Modell reduziert werden kann, sodass das Powerniveau von
80% eingehalten wird. Da der a-priori Erwartungswert der angenommen Behandlungseffekt
ist, kann die Fallzahl Nref,inf , die wir bei Anwendung der informativen Parameter benötigen,
die Fallzahl Nref , die wir bei uninformativer Planung brauchen, nicht übersteigen. Daher
kann die Prior Effective Sample Size nicht negativ werden und es folgt Nprior ∈ [0,Nref ].
In Abbildung B.12 und den Tabellen B.16, B.17 sind die Einsparungen getrennt für alle
Studienanzahlen und Startverteilungen dargestellt. Aus den bereits beschrieben Gründen
unterscheiden sich die Fallzahlen zwischen den gewählten a-priori Verteilungen und den Stu-
dienanzahlen. Diesbezüglich verhält sich Nprior genauso wie Neff . Wir können aber jetzt die
beiden Fallzahlen direkt gegenüberstellen, indem wir jeweils Tabelle B.1 mit Tabelle B.16
und Tabelle B.2 mit Tabelle B.17 vergleichen. Hier wird ersichtlich, dass Nprior fast immer
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(a) Szenario A: OR= 0.5 .
(b) Szenario B: OR= 0.7 .
Abb. 5.5: Scatterplots: Zusammenhang zwischen Nprior adjustiert und Neff .
Für die Berechnung von Nprior wurde die a-posteriori prädiktive Varianz des vollen Modells als informa-
tiver a-priori Parameter für das Normal-Normal-Modell der neuen Studie benutzt. Der informative a-priori
Erwartungswert ist der angenommene Studieneffekt µ0 =−0.693 bzw. µ0 =−0.357.
etwas größer ist als Neff . Die beiden Fallzahlen sind in den Streupunktdiagrammen in Ab-
bildung 5.5 gegeneinander abgetragen. Im Anhang sind die Scatterplots ergänzend getrennt
nach Studien und Startverteilungen abgebildet (vgl. Abb. B.13). In den Diagrammen wird
noch einmal direkt ersichtlich, dass die beiden Fallzahlen Neff und Nprior nicht gleich sind.
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Es gibt aber offensichtlich einen linearen Zusammenhang. In beiden betrachteten Szenarien
ist Nprior fast immer größer als Neff . Dies bestätigt die eher konservative Schätzung von
Neff . Tatsächlich beinhaltet also die informative a-priori Präzision mehr Aussagekraft über
den zukünftigen Behandlungseffekt als durch Neff reflektiert wird. In Szenario A sehen wir,
dass Nprior ab einer bestimmten a-priori Präzision gleich der Referenzfallzahl Nref ist. Die
a-priori Präzision ist damit so genau, dass das einseitige Konfidenzintervall des Log Odds
Ratios bereits ohne zusätzliche Rekrutierung neuer Patienten mit einer Wahrscheinlichkeit
von 80% kleiner als 0 ist. Damit muss die neue Studie nicht mehr durchgeführt werden. In
Szenario B ist Nref zu groß, um von Nprior erreicht zu werden. Die geschätzten a-posteriori
prädiktiven Varianzen sind dazu nicht klein genug. In Szenario A sehen wir in Abbildung
5.5a und B.13a einen Bereich zwischen ca. 225 bis 276, der nicht durch Nprior angenommen
wird. Das liegt an dem bereits diskutierten Phänomen, dass die a-priori Präzision bereits zu
informativ ist. Die Durchführung der neuen Studie ist dann nicht mehr nötig. Eine zusätzliche
Rekrutierung weniger Patienten würde das bereits signifikante Ergebnis wieder aufheben.
5.3.3. Resümee der Simulationsstudie
Zusammenfassend können wir festhalten, dass wir unseren Simulationsszenarion robuste Para-
meterschätzungen erhalten, wenn mindestens 5 Studien vorhanden sind. Bei weniger Studien
hängen die a-posteriori Parameter noch zu stark von den gewählten hyper a-priori Verteilun-
gen des Varianzparameters ab. Für die Anwendung geeigneter a-priori Verteilungen stellt sich
die Frage, ob eine Überschätzung oder eine Unterschätzung des Informationsgehalts der his-
torischen Daten schlimmer ist. Der konservative Ansatz, eine Unterschätzung der a-posteriori
prädiktiven Varianz, führt dazu, dass weniger Patienten in einer neuen Studie einspart wer-
den können. Ein konservativer Ansatz ist ethisch gesehen zu befürworten und gegenüber
den Gesundheitsbehörden leichter zu rechtfertigen. Falls umgekehrt zu wenige neue Pati-
enten rekrutiert werden, könnten weitere Aussagen zu eventuellen Safety-Kriterien oder zu
ergänzenden explorativen Fragestellungen nicht mehr getroffen werden. Die Inverse-Gamma-
Verteilung Γ−1(0.001,0.001) unterschätzt die Interstudienvarianz systematisch und eignet sich
darum am wenigsten für die praktische Anwendung. Als geeignete Startverteilungen bieten
sich hier die HN(0,1)- und die HC(0,1)-Verteilungen an.
Insgesamt wird die Power eingehalten, wenn der neu geplante Studieneffekt auf dem a-
posteriori prädiktiven Effekt aus den historischen Ergebnissen basiert. Die intuitive Precision
Weight Effective Sample Size Neff stimmt nicht exakt mit der Prior Effective Sample Size
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Nprior überein. Es besteht aber ein linearer Zusammenhang. In den simulierten Szenarien ist
Neff kleiner als Nprior, was zu einer konservativen Einschätzung der historischen Information
durch Neff führt. Im Großen und Ganzen ist die meta-analytisch prädiktive Methode geeig-
net, um den Informationsgehalt der historischen Studien objektiv zu bewerten. Falls wir eine
bestimmte neue Studie zu Grunde legen und Nprior verwenden, funktioniert die Übertragung
in eine korrespondierende Anzahl virtueller Patienten ebenfalls. Die studienunabhängige Fall-
zahl Neff eignet sich nur als ein intuitive Maß für die ungefähre Fallzahlersparnis in einer
neuen Studie. Dadurch, dass in unserem Kontext Neff vergleichsweise zu niedrig kalkuliert
wird, werden in der neuen Studie bei Reduzierung der Fallzahl um Neff eher zu viele als
zu wenige neue Patienten rekrutiert. Um die wirkliche Anzahl einzusparender Patienten zu
bestimmen, sollte in jedem Fall die Prior Effective Sample Size Nprior für die explizite zukünf-
tige Studie bestimmt werden. Die Vorgehensweise in Bemerkung 5.1 ist nicht zu empfehlen,
da dann der meta-analytisch prädiktive Ansatz nicht zwingend zu einer Fallzahlreduzierung
führt.
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6 Zusammenfassung und Schlussfolgerungen
Abschließend diskutieren wir noch einmal genauer die Fragestellungen aus der Einleitung. Die
Frage, ob die Precision Weight Effective Sample Size, gleichbedeutend mit dem Informati-
onsgehalt der historischen Studien ist, der durch die a-posteriori prädiktive Verteilung in die
neue Studie übertragen wird, lässt sich mit näherungsweise beantworten. Trotz der asympto-
tischen Argumentation und heuristischen Herleitung der Fallzahlformel für Neff , funktioniert
die Umrechnung des Informationsgehalts in eine Anzahl virtueller Individuen relativ gut. Ei-
ne deutliche Einschränkung ist allerdings, dass Neff unabhängig von den Planungsannahmen
einer neuen Studie bestimmt wird. Sie bleibt für jedes Design bei gleicher Zielgröße und Fra-
gestellung gleich. Wir haben aber festgestellt, dass die Fallzahl einer neuen Studie um Neff
Patienten reduziert werden, ohne dass die bayesianische Power das geplante Niveau wesentlich
unterschreitet. Voraussetzung dafür ist jedoch, dass die neue Studie auf Basis der a-posteriori
prädiktiven Parameter geplant wird und diese anschließend als informatives a-priori Wissen
in die Auswertung der Studie einfließen(vgl. Kap. 5.3.2).
Um einen Powerverlust unter Verwendung der historischen Information zu vermeiden, muss
die neue Studie genau für den Nachweis des geschätzten Behandlungseffekts der historischen
Studien geplant werden. Anderenfalls kann das Powerlevel unter Berücksichtigung der frühe-
ren Ergebnisse nicht eingehalten werden (vgl. Tab. 4.2, Tab. 4.6, Kap. 5.3.1). Denn ist der
nachzuweisende Therapieunterschied beispielsweise kleiner als in den historischen Studien, so
ist mit einer Verringerung der Power zu rechnen. Auf diesen Aspekt weist die FDA ebenfalls
explizit hin:
„If results are very similar, the current study can borrow considerable strength. As cur-
rent results vary from the previous information, the current study borrows less and less.
Very different results borrow no strength at all, or even potentially “borrow negatively”.“
[67, S. 25].
Insofern ist die Extrapolation der Ergebnisse von beiden Behandlungsgruppen auf eine neue
klinische Studie limitiert. Allerdings können wir auch nur die Daten der Kontrollgruppe ver-
wenden, so wie es in Neuenschwander et al. [50] gemacht wird. Aber genauso müssen wir auch
diesbezüglich die Studienplanung am beobachteten Effekt in den historischen Kontrollen aus-
richten.
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Die nächste Frage, nach der Übereinstimmung von Neff und Nprior können wir verneinen.
Während sich die Prior Effective Sample Size abhängig von den Studienannahmen wie Signifi-
kanzniveau und Power ändert, bleibtNeff konstant. In den betrachteten Simulationsszenarien
ist Neff kleiner als Nprior. Somit können in der neuen Studie unter Anwendung der infor-
mativen a-priori Parameter mehr Patienten eingespart werden als durch Neff prognostiziert
werden. Allerdings ist diese Aussage mit Vorsicht zu genießen, da wir nur spezielle Szenarien
betrachtet haben und nicht im Allgemeinen zeigen konnten, dass Neff immer niedriger als
Nprior und damit konservativ ist. Wir empfehlen daher als Maßzahl für den Extrapolations-
gehalt den Gewichtungsfaktor ω oder die Prior Effective Sample Size Nprior heranzuziehen
und auf die Anwendung von Neff in der neuen Studie zu verzichten.
Die Robustheit des vorhergesagten Behandlungseffekts und damit auch die von Neff und
Nprior, wird durch die Anzahl der historischen Studien und durch die verwendeten hyper
a-priori Verteilungen beeinflusst. Die Frage nach der geeigneten a-priori Verteilung für die
Varianzparameter stellt in der Bayes-Community ein viel diskutiertes Problem dar. Eine große
Auswahl unterschiedlicher Verteilungen werden von Lambert et al. [40] untersucht. Dort wird
festgestellt, dass es keine Startverteilung gibt, die in allen Szenarien am besten performt. Dies
deckt sich mit unseren Erkenntnissen. Es gibt damit nicht die geeignete a-priori Verteilung.
Aber es gibt einige, deren Wahl günstiger ist als die anderer. Sollten ausreichend historische
Studien vorhanden sein, empfiehlt es sich eine Gleichverteilung als hyper a-priori Verteilung
für die Varianzparameter zu verwenden. Wenn aber nur wenige Beobachtungen vorliegen, ist
die Gleichverteilung zu vage. Im Rahmen einer Sensitivitätsanalyse sollten für jede Model-
lanpassung immer mehrere unterschiedliche hyper a-priori Verteilungen betrachtet werden.
Diese sollten stets an die entsprechenden Rahmenbedingungen und Zielgrößen angepasst sein.
Falls genügend Studien vorhanden sind, empfehlen wir die Verwendung möglichst wenig-
informativer Verteilungen. Für die Varianz wären dies zum Beispiel die Verteilungen U(0,∞)
oder HN(0,106). Sollten nur wenige historische Studien verfügbar sein, empfiehlt es sich
schwach-informative Verteilungen zu benutzen, deren jeweilige Wahrscheinlichkeitsmasse auf
einem möglichst realistischen Wertebereich der Zielgröße liegt. In den hier analysierten Stu-
diengegebenheiten ist die Half-Normal-Verteilung HN(0,1) die favorisierte Startverteilung.
In den Simulationsszenarien, in denen 5 oder 6 historische Studien pro Kollektiv existieren,
nähern sich die Schätzungen mit HN(0,1) am schnellsten dem wahren Wert an. Darüber
hinaus werden die wenigsten Ausreißer generiert. Auch beim Vorliegen von nur 3 oder 4 Stu-
dien liefert die Half-Normal-Verteilung bereits robuste Schätzungen. Insgesamt verhält sie
sich von den betrachteten Startverteilungen sowohl in den simulierten Szenarien als auch in
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den klinischen Beispielen am besten. Als Alternative bietet sich die Half-Cauchy-Verteilung
HC(0,1) an. Die beschränkte Gleichverteilung U(0,100) ist für die Zielgrößen wie das Log
Odds Ratio oder die standardisierte Mittelwertdifferenz zu konservativ, wenn nur wenige Be-
obachtungen vorliegen. Anfänglich wurde die Γ−1(0.001,0.001)-Verteilung als übliche a-priori
Verteilung für den Varianzparameter genutzt [60, 61]. Inzwischen wurde festgestellt, dass sie
in speziellen Situationen zu nicht properen a-posteriori Verteilungen führt [21]. Von der Ver-
wendung der Inverse-Gamma-Verteilung Γ(,) mit → 0 raten wir deshalb ab. Obwohl diese
Verteilung als nicht-informativ gilt, haben wir gesehen, dass die Varianz oftmals zu niedrig
geschätzt wird. Infolgedessen verhält sie sich antikonservativ und in diesem Zusammenhang
höchst informativ.
Auf die Frage nach der notwendigen Mindestanzahl historischer Studien können wir nur eine
annähernde Antwort geben. Die Anzahl ist immer von der zu untersuchenden Fragestellung
abhängig. Selbstverständlich ist es am besten so viele Studien wie möglich zu betrachten und
in die Analysen einzuschließen. Wir empfehlen aufgrund unsere Untersuchungen, dass bei
einem Kollektiv mindestens 5 historische Studien vorhanden sein sollten. Nur in diesem Fall
ist gewährleistet, dass die einzelnen a-posteriori Verteilungen mehr durch die Daten als durch
die gewählten a-priori Verteilungen geprägt sind.
Unter Berücksichtigung dieser Erkenntnisse müssen wir die Interpretation der Resultate für
das FeNO-Beispiel 4.3 neu überdenken. Da in dem Beispiel nur zwei frühere Erwachsenen-
studien respektive drei Kinderstudien vorhanden sind, kann der Behandlungseffekt einer
zukünftigen Studie nicht sicher vorhergesagt werden. Die Studien- und Fallzahlen sind im
FeNO-Beispiel zu gering, um eine korrekte Prognose für den zukünftigen Behandlungseffekt
zuzulassen. Daher sind die Resultate stark durch die gewählte a-priori Verteilung für den In-
terstudienvarianzparameter geprägt. Somit könnten die Ergebnisse der Kinder zwar homogen,
aber eventuell verfälscht sein. Andererseits könnten auch die gegenläufigen Studienergebnisse
der Erwachsenen die wahre Therapiewirkung suggerieren.
Die in dieser Arbeit neu vorgestellte α-Trimming-Methode der Markovketten stellt ein ge-
eignetes Hilfsmittel zur Überprüfung der Stabilität der Parameterschätzungen dar. Da die
Markovketten jedoch durch die α-Trimming-Methode datengesteuert beschränkt werden, ist
die Verwendung der α-getrimmten Parameter als tatsächliche Planungsgrundlage bzw. infor-
mative a-priori Parameter für eine neue Studie allerdings nicht zulässig (vgl. Kap. 3.6). Mit
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dieser Technik lässt sich aber gut kontrollieren, inwiefern die Schätzungen sensitiv auf die
gewählten hyper a-priori Verteilungen des hierarchischen Modells reagieren.1
Der hier detailliert analysierte meta-analytisch prädiktive Ansatz berücksichtigt bereits vor-
handene historische Daten. Dadurch können in neuen Studien Patienten eingespart werden.
Weil deshalb die Rekrutierung schneller abgeschlossen werden kann, führt dies zu einer Be-
schleunigung der klinischen Studie und somit zu früher vorliegenden klinischen Erkenntnissen.
Dadurch wird die neue Studie machbarer und unter anderem ethisch leichter zu rechtfertigen.
Wie viele Patienten tatsächlich in einer neuen Studie eingespart werden können, hängt aber
nicht nur von der Qualität der historischen Ergebnisse und der mathematisch ermittelten vir-
tuellen Fallzahleinsparung Nprior ab. Eine Vielzahl unterschiedlicher Faktoren wie etwa das
Allokationsschema, das nicht unbedingt auf gleich große Gruppengrößen ausgerichtet sein
muss, oder sekundäre Zielgrößen und explorative Fragestellungen beeinflussen die benötigte
Menge an neuen Patienten. Darüber hinaus müssen die Studienplaner diesem Bayes-Verfahren
genügend Vertrauen bezüglich der Beurteilungsfähigkeit der historischen Studienresultate ent-
gegenbringen, um eine Anwendung überhaupt realisierbar zu machen. Die Planung und die
Antragsstellung einer neuen Studie werden mit diesem Bayes-Verfahren komplizierter. Die
Verantwortlichen müssen die verwendeten Methoden detailliert beschreiben und gegenüber
den Behörden rechtfertigen, auf welcher Grundlage sie genau diese eine informative a-priori
Verteilung, die das Vorwissen repräsentiert, in die Auswertung der neuen Studie einbringen.
Dieser zunächst nachteilig wirkende Aspekt ist aber nicht nur auf den meta-analytisch prädik-
tiven Ansatz beschränkt, sondern ist bei allen komplexeren Studiendesigns gegeben. Trotzdem
überwiegen die Vorteile der Methodik. Der Informationsgehalt der historischen Studien wird
objektiv ermittelt und beruht nicht auf Willkür oder Expertenwissen alleine. Die neue Studie
wird durch die Einsparung an neu zu rekrutierenden Patienten umsetzbarer, sodass dies den
Mehraufwand in der Planung kompensiert. Die Flexibilität der hierarchischen Modelle er-
möglicht es die historischen Ergebnisse der Kontroll- und der experimentellen Behandlungs-
gruppe verschiedener Kollektive gemeinsam zu extrapolieren. Andererseits ermöglichen die
Modellierungstechniken des Bayes-Verfahrens zudem auch nur Verwendung der historischen
Kontrollen. In diesem Fall bietet sich die Anwendung des meta-analytisch prädiktiven Ansat-
zes insbesondere für Phase-IIa-Studien an, wo häufig keine direkte Kontrollgruppe verfügbar
ist.
1 Einzelne Ergebnisse dieser Dissertation wurden bereits in Koch et al. [36–39] präsentiert.
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Die Rückschlüsse, die wir aus dieser Arbeit ziehen können, weisen aber auch ein paar Li-
mitationen auf. Wir haben insgesamt lediglich vier ausgewählte a-priori Verteilungen mit
jeweils einer Parameterkombination in allgemeineren Studiensituationen untersucht. Bei ei-
ner anderen Auswahl der Parameter ändern sich das Verhalten der Verteilungen und die
Auswirkungen auf die Parameterschätzungen. Was für eine Zielgröße als schwach-informativ
gilt, kann in einem anderen Kontext bereits hoch-informativ sein. Wenn wir beispielsweise als
Zielgröße ein Log Odds Ratio betrachten, ist die HN(0,1)-Verteilung als a-priori Verteilung
für die Standardabweichung angemessen. Für eine Zielgröße wie zum Beispiel ein Mittelwert-
unterschied im systolischen Blutdruck in mmHG, der realistisch zwischen 100-225 mmHG
schwanken kann, ist die HN(0,1)-Verteilung viel zu informativ und in dieser Parameterkom-
bination vollkommen unpassend. Die Varianz der Half-Normal-Verteilung muss hierfür größer
gewählt werden. Demzufolge ist die unabdingbare Forderung, die a-priori Verteilungen im-
mer geeignet an die jeweilige Fragestellung und Zielgröße anzupassen. Die Bestimmung der
a-posteriori prädiktiven Verteilung erfolgte in dieser Arbeit mittels MCMC-Verfahren. Alter-
native Berechnungsmethoden der hierarchischen Modelle, beispielsweise Integrated Nested
Laplace Approximations (INLA)[54], könnten eventuell robustere Parameterschätzungen er-
geben. Diese Untersuchung stellt einen zukünftigen Forschungsaspekt dar.
Eine weitere Einschränkung ist, dass wir den meta-analytisch prädiktiven Ansatz explizit nur
für normalverteilte Zielgrößen untersucht haben. Für den Nachweis der Alternativhypothese
in der neuen Studie haben wir ein Normal-Normal-Modell zugrunde gelegt. Dieses Modell be-
sitzt eine sehr einfache Form. Ein Forschungsziel ist es darum das meta-analytisch prädiktive
Verfahren auf komplexere Modelle wie etwa nicht-parametrische Situationen zu übertragen.
Dafür muss das hierarchische Modell angepasst werden. Wie im nicht-parametrischen Fall aus
den prädiktiven Parametern eine virtuelle Fallzahl, egal obNeff oderNprior explizit berechnet
werden kann, ist offen. Weiter ist es erstrebenswert, eine ähnliche Methode für Überlebenszei-
ten zu entwickeln. Eine bayesianische Metaanalyse für kumulative Überlebenskurven ist nicht
trivial. Selbst in der klassischen Statistik ist eine Random-Effects-Metaanalyse für zensierte
Zielgrößen kompliziert [5]. Jede historische Kaplan-Meier-Kurve muss entsprechend model-
liert werden. Der Umgang mit zensierten Daten und die Voraussetzung, dass die historischen
Ereignis- und Zensierungszahlen im Zeitverlauf vorliegen müssen, erschweren die Modellan-
passung. Eine Übertragung der Methodik auf Hazardraten bzw. Hazard Ratios scheint jedoch
möglich und vergleichsweise einfach umsetzbar zu sein. In einer aktuellen Forschungsarbeit ist
die prädiktive Methode von Gsteiger et al. [30] bereits für die Anwendung auf Zähldaten mit
Overdispersion erweitert worden. Für diese Daten wird ein negativ binomiales hierarchisches
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Modell angepasst. Allerdings beschränken sich Gsteiger et al. [30] auf die Verwendung der
historischen Informationen der Kontrollgruppe und auf die Betrachtung von nur einem Pati-
entenkollektiv. Ebenfalls wird eine Fallzahl für den Wert der historischen Daten berechnet,
die jedoch genauso wie Neff in Neuenschwander et al. [50] definiert wird. Die Fallzahl der
Kontrollgruppe einer neuen Studie wird um diese Anzahl virtueller Patienten reduziert. Wie
wir gezeigt haben, entspricht Neff aber weder der a-priori Information noch der wirklichen
Anzahl einsparbarer Patienten Nprior.
Letztendlich stellt der in dieser Arbeit vorgestellte meta-analytisch prädiktive Ansatz eine
geeignete Option dar, um Patienten in einer zukünftigen Studie einzusparen. Die Weiterent-
wicklung von Gerß et al. [24] erlaubt es, Daten aus verschiedenen Kollektiven miteinander
zu kombinieren. In der klinischen Praxis werden Behandlungsstrategien häufig zur Genüge
an Erwachsenen untersucht. Diese Erfahrungen können dazu genutzt werden, den Behand-
lungserfolg bei Kindern zu schätzen. Die Voraussetzungen sind, dass die Patientenkollektive
austauschbar und möglichst gleich aufgebaut sind. Um einen systematischen Therapieun-
terschied zwischen erwachsenen und pädiatrischen Patienten aufzudecken, muss in beiden
Kollektiven eine identische Fragestellung betrachtet werden. Der Umfang der Extrapolation
wird maßgeblich durch die Heterogenität der historischen Ergebnisse bestimmt. Wie wir im
klinischen Beispiel 4.1 gesehen haben, kann dort die Fallzahl einer zukünftigen Kinderstudie
um ca. 10% reduziert werden. In den Simulationsszenarien bei adjustiertem Erwartungswert
beträgt die Einsparung sogar bis zu 100%, sodass die Durchführung einer neuen Studie zu die-
ser Fragestellung nicht mehr notwendig ist. Allerdings sollte von Fall zu Fall neu entschieden
werden, wie viele Patienten tatsächlich in der zukünftigen Studie neu rekrutiert werden.
Alles in allem ist der meta-analytisch prädiktive Ansatz eine geeignete und flexible Methode,
um den Informationsgehalt der historischen Studien objektiv zu beurteilen und die informati-
ven a-priori Parameter einer neuen Studie empirisch zu bestimmen. Das Verfahren ermöglicht
daher eine rationale Auswahl der informativen Startparameter und erfüllt somit die essentielle
Forderung von J.M. Bernardo [34, S. 12]:
In the complex multiparameter models [...] there is little hope for a detailed assessment
of a huge personal multivariate prior; the naive use of some “tractable” prior may
then hide important unwarranted assumptions which may easily dominate the analysis
[...]. Careful, responsible choice of a non-subjective prior is possibly the best
available alternative.
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A GEGENBEISPIEL PROPORTIONALITÄT VON FALLZAHL UND PRÄZISION
A Gegenbeispiel Proportionalität von Fallzahl
und Präzision
Beispiel A.1. An dieser Stelle wollen wir ein zusätzliches Gegenbeispiel angeben, dass die
Annahme der Proportionalität von Fallzahl und Präzision in Neuenschwander et al. [50] wi-
derlegt. Selbst im einfachen hierarchischen Normal-Normal-Modell gilt diese Beziehung nicht.
In Beispiel 3.1 haben wir schon eine Situation betrachtet, in der wir zeigen konnten, dass die
Annahme in Gleichung (3.9) im Allgemeinen nicht gilt. Dafür haben wir angenommen, dass
nur eine historische Studie existiert. Allerdings könnte mancher Leser denken, dass in dieser
Situation dann auch die Interstudienvarianz τ = 0 ist. Um diese Argumentation zusätzlich
zu entkräften, betrachten wir das folgende Beispiel. Dafür benötigen wir ein paar ergänzende
Voraussetzungen. Wie in Beispiel 3.1 setzen wir voraus, dass nur ein historisches Kollektiv
existiert. Die Zielgröße sei das Log Odds Ratio. Wir nehmen an, dass 2 historische Studien
h= 1,2 existieren, bei denen die Gruppengrößen jeweils gleich sind
nT,1 = nT,2 = nC,1 = nC,2 =Nhist/4.
Die quadrierten Intrastudienstandardfehler σ21,σ22 seien ebenfalls identisch
σ21 =
1
Nhist
(
2
pT,1(1−pT,1) +
2
pC,1(1−pC,1)
)
= 1
Nhist
·s21 =
1
Nhist
·s22
= 1
Nhist
(
2
pT,2(1−pT,2) +
2
pC,2(1−pC,2)
)
= σ22,
wobei s1,s2 die empirischen Interstudienstandardabweichungen seien. Das zugrundeliegende
Modell sei das hierarchische Normal-Normal-Modell aus Kapitel 2.4.2 mit bekannter Interstu-
dienvarianz τ2 6= 0. Die a-posteriori prädiktive Varianz Vτ hat damit die Gestalt in Gleichung
(2.40). Somit folgt
Vτ =
1
2∑
h=1
wh
+ τ2 = 11
σ21+τ2
+ 1
σ22+τ2
+ τ2 (A.1)
= 12
σ21+τ2
+ τ2 = 12(σ
2
1 + τ2) + τ2
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= 12σ
2
1 +
3
2τ
2 = 1
Nhist
· 12s
2
1 +
3
2 τ
2︸︷︷︸
6=0
6= c · 1
Nhist
mit einer Konstanten c∈R. Somit steht die Fallzahl im Normal-Normal-Modell nicht in einer
proportionalen Beziehung zur a-posteriori prädiktiven Präzision. Die Herleitung der Precision
Weight Effective Sample Size Neff ist daher nur intuitiv.
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B ANHÄNGE ZUR SIMULATIONSSTUDIE
B Anhänge zur Simulationsstudie
B.1 Deskriptive Tabellen und Grafiken der Ergebnisse
B.1.1. Ergebnisse der nicht adjustierten Simulationen
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B.1 Tabellen und Grafiken B ANHÄNGE ZUR SIMULATIONSSTUDIE
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(a) Szenario A: OR= 0.5 .
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(b) Szenario B: OR= 0.7 .
Abb. B.1: Boxplots der Precision Weight Effective Sample Size Neff .
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Tab. B.1: Deskriptive Statistiken für die Precision Weight Eﬀective Sample Size Neff : Szenario A,
OR = 0.5.
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(a) Szenario A: OR = 0.5 .
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(b) Szenario B: OR = 0.7 .
Tab. B.3: Deskriptive Statistiken für das Verhältnis von Neff im getrimmten Modell zu Neff im
vollen Modell.
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(a) Szenario A: OR= 0.5.
(b) Szenario B: OR= 0.7.
Abb. B.2: Scatterplots: Vergleich zwischen Neff im vollen und im getrimmten Modell.
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(a) Szenario A: OR= 0.5 .
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(b) Szenario B: OR= 0.7 .
Abb. B.3: Boxplots der Gewichtungsfaktoren ω.
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Tab. B.4: Deskriptive Statistiken der Gewichtungsfaktoren ω: Szenario A, OR = 0.5.
x
B.1 Tabellen und Graﬁken B ANHÄNGE ZUR SIMULATIONSSTUDIE
 
 0HDQ
6WDQGDUG
'HYLDWLRQ 0LQLPXP

4XDQWLO

4XDQWLO 0HGLDQ

4XDQWLO

4XDQWLO 0D[LPXP 6NHZQHVV
1XPEHURI
KLVWRULFDO
WULDOV
3ULRUGLVWULEXWLRQIRU
Ĳ

          ī Ȧ
ȦWULP          
+& Ȧ          
ȦWULP          
+1 Ȧ          
ȦWULP          
8 Ȧ          
ȦWULP          
 ī Ȧ          
ȦWULP          
+& Ȧ          
ȦWULP          
+1 Ȧ          
ȦWULP          
8 Ȧ          
ȦWULP          
 ī Ȧ          
ȦWULP          
+& Ȧ          
ȦWULP          
+1 Ȧ          
ȦWULP          
8 Ȧ          
ȦWULP          
 ī Ȧ          
ȦWULP          
+& Ȧ          
ȦWULP          
+1 Ȧ          
ȦWULP          
8 Ȧ          
ȦWULP          

Tab. B.5: Deskriptive Statistiken der Gewichtungsfaktoren ω: Szenario B, OR = 0.7.
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(b) Szenario B: OR= 0.7 .
Abb. B.4: Boxplots der a-posteriori prädiktiven Erwartungswerte von θ∗.
xii
B.1 Tabellen und Graﬁken B ANHÄNGE ZUR SIMULATIONSSTUDIE
 
 0HDQ
6WDQGDUG
'HYLDWLRQ 0LQLPXP

4XDQWLO

4XDQWLO 0HGLDQ

4XDQWLO

4XDQWLO 0D[LPXP 6NHZQHVV
1XPEHU
RI
KLVWRULFDO
WULDOV
3ULRUGLVWULEXWLRQ
IRUĲ

          ī ș
șWULP          
+& ș          
șWULP          
+1 ș          
șWULP          
8 ș          
șWULP          
 ī ș          
șWULP          
+& ș          
șWULP          
+1 ș          
șWULP          
8 ș          
șWULP          
 ī ș          
șWULP          
+& ș          
șWULP          
+1 ș          
șWULP          
8 ș          
șWULP          
 ī ș          
șWULP          
+& ș          
șWULP          
+1 ș          
șWULP          
8 ș          
șWULP          

Tab. B.6: Deskriptive Statistiken der a-posteriori prädiktiven Erwartungswerte für θ∗: Szenario A,
OR = 0.5.
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Tab. B.7: Deskriptive Statistiken der a-posteriori prädiktiven Erwartungswerte für θ∗: Szenario B,
OR = 0.7.
xiv
B.1 Tabellen und Grafiken B ANHÄNGE ZUR SIMULATIONSSTUDIE
0
2
4
6
8
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.5, Trials = 3, Nhist= 600
trimmed
untrimmed
0
1
2
3
4
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.5, Trials = 4, Nhist= 600
trimmed
untrimmed
0
1
2
3
4
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.5, Trials = 5, Nhist= 600
trimmed
untrimmed
0
1
2
3
4
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.5, Trials = 6, Nhist= 600
trimmed
untrimmed
(a) Szenario A: OR= 0.5 .
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(b) Szenario B: OR= 0.7 .
Abb. B.5: Boxplots der a-posteriori Erwartungswerte der Interstudienstandardabweichung τ .
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Tab. B.8: Deskriptive Statistiken für E(τ |y): Szenario A, OR = 0.5.
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Tab. B.9: Deskriptive Statistiken für E(τ |y): Szenario B, OR = 0.7.
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0
10
20
30
40
50
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.5, Trials = 3, Nhist= 600
trimmed
untrimmed
0
2
4
6
8
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.5, Trials = 4, Nhist= 600
trimmed
untrimmed
0
2
4
6
8
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.5, Trials = 5, Nhist= 600
trimmed
untrimmed
0
2
4
6
8
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.5, Trials = 6, Nhist= 600
trimmed
untrimmed
(a) Szenario A: OR= 0.5 .
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10
20
30
40
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.7, Trials = 3, Nhist= 1002
trimmed
untrimmed
0
2
4
6
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.7, Trials = 4, Nhist= 1000
trimmed
untrimmed
0
2
4
6
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.7, Trials = 5, Nhist= 1000
trimmed
untrimmed
0
2
4
6
IG(0.001,0.001) HC(0,1) HN(0,1) U(0,100)
OR = 0.7, Trials = 6, Nhist= 1002
trimmed
untrimmed
(b) Szenario B: OR= 0.7 .
Abb. B.6: Boxplots der a-posteriori prädiktiven Standardabweichung V 1/2τ von θ∗.
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Tab. B.10: Deskriptive Statistiken für V 1/2τ : Szenario A, OR = 0.5.
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Tab. B.11: Deskriptive Statistiken für V 1/2τ : Szenario B, OR = 0.7.
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(a) Szenario A: OR= 0.5 .
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(b) Szenario B: OR= 0.7 .
Abb. B.7: Boxplots der bayesianischen Power.
Für die Poweranalyse wurden der a-posteriori prädiktive Erwartungswert und die Varianz des jeweiligen Mo-
dells als informative a-priori Parameter für das Normal-Normal-Modell der neuen Studie benutzt. Für die
„wahre“ Power wurden die Schätzer aus dem vollen Modell angewendet. Die geplante Fallzahl Nref der neuen
Studie wurde um die getrimmte oder ungetrimmte virtuelle Fallzahl Neff bzw. Ntrue reduziert.
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Tab. B.12: Deskriptive Statistiken für die Power der neuen Studie: Szenario A, OR = 0.5.
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Tab. B.13: Deskriptive Statistiken für die Power der neuen Studie: Szenario B, OR = 0.7.
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(a) Szenario A: OR= 0.5.
(b) Szenario B: OR= 0.7.
Abb. B.8: Scatterplots: Vergleich der bayesianischen Power im vollen und getrimmten Modell.
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(a) Szenario A: OR= 0.5.
(b) Szenario B: OR= 0.7.
Abb. B.9: Scatterplots: Vergleich der a-posteriori prädiktiven Erwartungswerte von θ∗ und der baye-
sianischen Power.
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(a) Szenario A: OR= 0.5.
(b) Szenario B: OR= 0.7.
Abb. B.10: Scatterplots: Zusammenhang zwischen Neff und bayesianischer Power.
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Abb. B.11: Boxplots der Prior Effective Sample Size Nprior.
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Tab. B.14: Deskriptive Statistiken für die Prior Eﬀective Sample Size Neff : Szenario A, OR = 0.5.
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Tab. B.15: Deskriptive Statistiken für die Prior Eﬀective Sample Size Neff : Szenario B, OR = 0.7.
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B.1.2. Adjustierte Simulationsergebnisse
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(a) Szenario A: OR= 0.5, µ0 =−0.693 .
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(b) Szenario B: OR= 0.7, µ0 =−0.357 .
Abb. B.12: Boxplots der adjustierten Prior Effective Sample Size Nprior.
Für die Berechnung von Nprior wurde die a-posteriori prädiktive Varianz des jeweiligen hierarchischen Modells
als informativer a-priori Parameter für das Normal-Normal-Modell der neuen Studie benutzt. Der informative
a-priori Erwartungswert ist der angenommene Studieneffekt.
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Tab. B.16: Deskriptive Statistiken für die adjustierte Prior Eﬀective Sample Size Nprior: Szenario
A, OR = 0.5.
Für die Berechnung von Nprior wurde die a-posteriori prädiktive Varianz des jeweiligen hierarchischen Modells
als informativer a-priori Parameter für das Normal-Normal-Modell der neuen Studie benutzt. Der informative
a-priori Erwartungswert ist der angenommene Studieneﬀekt μ0 = −0.693.
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Tab. B.17: Deskriptive Statistiken für die adjustierte Prior Eﬀective Sample Size Nprior: Szenario
B, OR = 0.7.
Für die Berechnung von Nprior wurde die a-posteriori prädiktive Varianz des jeweiligen hierarchischen Modells
als informativer a-priori Parameter für das Normal-Normal-Modell der neuen Studie benutzt. Der informative
a-priori Erwartungswert ist der angenommene Studieneﬀekt μ0 = −0.357.
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B.1 Tabellen und Grafiken B ANHÄNGE ZUR SIMULATIONSSTUDIE
(a) Szenario A: OR= 0.5.
(b) Szenario B: OR= 0.7.
Abb. B.13: Scatterplots: Zusammenhang zwischen Nprior adjustiert und Neff .
Für die Berechnung von Nprior wurde die a-posteriori prädiktive Varianz des vollen hierarchischen Modells
als informativer a-priori Parameter für das Normal-Normal-Modell der neuen Studie benutzt. Der informative
a-priori Erwartungswert ist der angenommene Studieneffekt µ0 =−0.693 bzw. µ0 =−0.357.
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C Programmsyntax
C.1 WinBUGS/OpenBUGS Code der Anwendungsbeispiele
C.1.1. Code für die Heparin-Studien
Der WinBUGS bzw. OpenBUGS Code für die Heparin-Studien ist exemplarisch für die
Inverse-Gamma-Verteilung Γ−1(0.001,0.001) dargestellt. Die Konstruktion der anderen a-
priori Verteilungen kann in der R-Syntax für die Simulationsstudie C.3 nachgeschlagen wer-
den.
# Daten
list(
A=1, B=18, C=19, D=19,
n.trt = c( 98,202, 75,85,213,304, 42,195,29,247,610, 68,101,388,510,265,125,627,36),
ev.trt = c( 6, 14,0.5, 6, 6, 5,0.5, 10, 1, 13, 21,0.5, 5, 7, 27, 6, 2, 22, 2),
n.ctrl = c(196,198, 73,85,219,308, 40,205,30,253,290, 68,103,375,511,273,124,593,40),
ev.ctrl =c( 13, 17,3.5,12, 15, 6,1.5, 12, 3, 17, 11,3.5, 3, 24, 25, 15, 4, 27, 4)
)
# Startwerte für Markovkette 1
list(mu=0, shift=0, Prec.theta=0.2)
# Startwerte für Markovkette 2
list(mu=-0.2, shift=-0.2, Prec.theta=0.5)
# OpenBUGS/WinBUGS Modell
model{
# Datenmodell der Erwachsenen
for (a in A:B)
{
# Sampling Model (Likelihood)
Y[a] <- log(ev.trt[a] * (n.ctrl[a]-ev.ctrl[a]) / (ev.ctrl[a] * (n.trt[a]-ev.trt[a])))
VARlnOR[a] <- (1/ev.trt[a]) + (1/(n.trt[a]-ev.trt[a])) + (1/ev.ctrl[a]) + (1/(n.ctrl[a]-ev.ctrl[a]))
PREClnOR[a] <- 1/VARlnOR[a]
Y[a] ~ dnorm(theta[a],PREClnOR[a])
# Parameter Model
theta[a] ~ dnorm(mu ,Prec.theta)
}
# Datenmodell der Kinder
for (b in C:D)
{
# Sampling Model (Likelihood)
Y[b] <- log( ev.trt[b]*(n.ctrl[b]-ev.ctrl[b])/(ev.ctrl[b]*(n.trt[b]-ev.trt[b])))
VARlnOR[b] <- (1/ev.trt[b]) + (1/(n.trt[b]-ev.trt[b])) + (1/ev.ctrl[b]) + (1/(n.ctrl[b]-ev.ctrl[b]))
PREClnOR[b] <- 1/VARlnOR[b]
Y[b] ~ dnorm(theta[b],PREClnOR[b])
# Parameter Model
theta[b] ~ dnorm(mushift ,Prec.theta)
}
mushift <- mu + shift
###############
# A-priori Verteilungen
mu ~ dnorm(0,1.0E-6)
shift ~ dnorm(0,1.0E-6)
# A-priori Verteilung für tau^2 InvGamma (0.001 ,0.001)
Prec.theta ~ dgamma(0.001,0.001)
tau <- 1/(sqrt(Prec.theta))
###############
# Vorhersage Parameter für eine neue Studie
theta.new.adult ~ dnorm(mu ,Prec.theta)
theta.new.paed ~ dnorm(mushift ,Prec.theta)
}
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C.1.2. Code für die Metformin-Studien
Der WinBUGS bzw. OpenBUGS Code für die Metformin-Studien ist exemplarisch für die
Gleichverteilung U(0,100) dargestellt. Die Konstruktion der anderen a-priori Verteilungen
kann in der R-Syntax für die Simulationsstudie C.3 nachgeschlagen werden.
# Daten
list(
A=1, B=28, C=29, D=29,
MW =c( -0.74, -1.77, 0.05, -0.80, -3.98, -1.87, -0.30, -1.06, -0.47, -0.63, -2.42,
-0.30, -0.80, -2.29, -0.62, -1.39, -0.69, -0.32, -0.84, -0.29, -0.30, -0.33,
-1.66, -1.85, -0.75, -0.65, -0.54, -0.42, -0.83),
Std =c( 0.276, 0.347, 0.163, 0.163, 0.750, 0.592, 0.097, 0.128, 0.087, 0.265, 0.347,
0.163, 0.204, 0.520, 0.240, 0.286, 0.112, 0.367, 0.306, 0.265, 0.276, 0.260,
0.163, 0.321, 0.347, 0.204, 0.439, 0.077, 0.087)
)
# Startwerte für Markovkette 1
list(mu=0, shift=0,tau=1)
# Startwerte für Markovkette 2
list(mu=-0.2, shift=-0.2,tau=0.5)
# OpenBUGS/WinBUGS Modell
model{
# Datenmodell der Erwachsenen
for (a in A:B)
{
# Sampling Model (Likelihood)
Y[a] <- MW[a]
VARMw[a] <- Std[a]*Std[a]
PRECMw[a] <- 1/VARMw[a]
Y[a] ~ dnorm(theta[a],PRECMw[a])
# Parameter Model
theta[a] ~ dnorm(mu ,Prec.theta)
}
# Datenmodell der Kinder
for (b in C:D)
{
# Sampling Model (Likelihood)
Y[b] <- MW[b]
VARMw[b] <- Std[b]*Std[b]
PRECMw[b] <- 1/VARMw[b]
Y[b] ~ dnorm(theta[b],PRECMw[b])
# Parameter Model
theta[b] ~ dnorm(mushift ,Prec.theta)
}
mushift <- mu + shift
###############
# A-priori Verteilungen
mu ~ dnorm(0,1.0E-6)
shift ~ dnorm(0,1.0E-6)
# A-priori Verteilung für tau Gleichverteilung U(1.0E-6 ,100)
tau ~ dunif(1.0E-6, 100)
Prec.theta <- 1/(tau*tau)
###############
# Vorhersage Parameter für eine neue Studie
theta.new.adult ~ dnorm(mu ,Prec.theta)
theta.new.paed ~ dnorm(mushift ,Prec.theta)
}
C.1.3. Code für die FeNO-studien
Der WinBUGS bzw. OpenBUGS Code für die Metformin-Studien ist exemplarisch für die
Half-Normal-Verteilung HN(0,1) dargestellt. Die Konstruktion der anderen a-priori Vertei-
lungen kann in der R-Syntax für die Simulationsstudie C.3 nachgeschlagen werden.
# Daten
# data=list(
xxxv
C.1 WinBUGS/OpenBUGS Code der Anwendungsbeispiele C PROGRAMMSYNTAX
A=1, B=2, C=3, D=5,
n.trt =c(52, 46, 75, 42, 276),
ev.trt =c(12, 14, 9, 7, 102),
n.ctrl =c(51, 48, 72, 47, 270),
ev.ctrl=c(19, 11, 12, 10, 118 )
)
# Startwerte für Markovkette 1
list(mu=0, shift=0,tau=1)
# Startwerte für Markovkette 2
inits2=list(mu=-0.2, shift=-0.2,tau=0.5)
# OpenBUGS/WinBUGS Modell
model{
# Datenmodell der Erwachsenen
for (a in A:B)
{
# Sampling Model (Likelihood)
Y[a] <- log(ev.trt[a] * (n.ctrl[a]-ev.ctrl[a]) / (ev.ctrl[a] * (n.trt[a]-ev.trt[a])))
VARlnOR[a] <- (1/ev.trt[a]) + (1/(n.trt[a]-ev.trt[a])) + (1/ev.ctrl[a]) + (1/(n.ctrl[a]-ev.ctrl[a]))
PREClnOR[a] <- 1/VARlnOR[a]
Y[a] ~ dnorm(theta[a],PREClnOR[a])
# Parameter Model
theta[a] ~ dnorm(mu ,Prec.theta)
}
# Datenmodell der Kinder
for (b in C:D)
{
# Sampling Model (Likelihood)
Y[b] <- log( ev.trt[b]*(n.ctrl[b]-ev.ctrl[b])/(ev.ctrl[b]*(n.trt[b]-ev.trt[b])))
VARlnOR[b] <- (1/ev.trt[b]) + (1/(n.trt[b]-ev.trt[b])) + (1/ev.ctrl[b]) + (1/(n.ctrl[b]-ev.ctrl[b]))
PREClnOR[b] <- 1/VARlnOR[b]
Y[b] ~ dnorm(theta[b],PREClnOR[b])
# Parameter Model
theta[b] ~ dnorm(mushift ,Prec.theta)
}
mushift <- mu + shift
###############
# A-priori Verteilungen
mu ~ dnorm(0,1.0E-6)
shift ~ dnorm(0,1.0E-6)
# A-priori Verteilung für tau Half -Normal -Verteilung H\!C(0,1)
tau ~ dnorm(0,1)I(0 ,)
Prec.theta <- 1/(tau*tau)
###############
# Vorhersage Parameter für eine neue Studie
theta.new.adult ~ dnorm(mu ,Prec.theta)
theta.new.paed ~ dnorm(mushift ,Prec.theta)
}
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C.2 R-Skript zur Berechnung von Nprior für die Heparin- und
FeNO-Studien
Die Ergebnisse der Berechnungen sind in den Tabellen 4.3 und 4.7 dargestellt.
############################################################################################################
# Funktion zur Bestimmung von Nref im Normal -Normal -Modell mit nicht -informativen a-priori Parametern
Power.uninformativ <- function(Nref)
{
#Nref=0
power.uninf <-0
while(power.uninf < 0.8){
Nref <- Nref + 1
npergroup <- Nref/2
ln.or <- log( (pT/(1-pT)) / (pC/(1-pC)) )
sigma <- sqrt( 1/(pT*(1-pT)*npergroup) + 1/(pC*(1-pC)*npergroup) )
power.uninf <- pnorm(qnorm(0.025)-(ln.or /sigma))
}
rm(ln.or ,sigma)
return(list(power.uninf ,Nref))
}
############################################################################################################
# Funktion zur Bestimmung von Nprior im Normal -Normal -Modell unter Benutzung informativer a-priori Parameter
Nprior.informativ <- function(Nref)
{
Nref.inf <- 0
power <- 0 # Variable muss für while -Schleife vorher existieren
while(power < 0.8){
# Nref.inf hier dann für jeden Durchlauf um 1 hochsetzen
Nref.inf <- Nref.inf +1
npergroup <- Nref.inf/2
ln.or <- log( (pT/(1-pT)) / (pC/(1-pC)) )
sigma <- sqrt( 1/(pT*(1-pT)*npergroup) + 1/(pC*(1-pC)*npergroup) )
power <- pnorm( ( (sqrt(Sd.logORnew^(-2)+sigma^(-2))*qnorm(0.025) - Sd.logORnew^(-2)*(E.logOR))*sigma^2 - ln.or )
/ sigma )
}
Nprior <- Nref - Nref.inf
ratioNpriorNref <- round(Nprior/Nref , digits = 3)
ratioNpriorNhist <- round(Nprior/Nhist , digits = 3)
return(list(power ,Nprior ,ratioNpriorNref ,ratioNpriorNhist))
rm(E.logOR ,Sd.logORnew ,ln.or ,sigma ,power)
}
############################################################################################################
############################################################################################################
############################################################################################################
# Heparin -Studien
####################################
Nhist <- 8198 # historische Gesamtfallzahl
####################################
# KINDERSTUDIEN
pT <- 2/36 # Ergebnisse der Kinderstudie
pC <- 4/40 # Ergebnisse der Kinderstudie
# Fallzahlplanung nicht -informativ
Power.uninformativ(0)
Nref <- Power.uninformativ(0)[[2]] # Nref =1171
Nref <- 1172
#Nref <- 1130
##################################################
# Bestimmung von Nprior informativ
###################################################
# Inv -Gamma (0.001 ,0.001)
# untrimmed
E.logOR <- -0.663
Sd.logORnew <- 0.937
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.663
Sd.logORnew <- 0.926
Nprior.informativ(Nref)
####################################
# HN(0,1)
# untrimmed
E.logOR <- -0.615
Sd.logORnew <- 0.966
Nprior.informativ(Nref)
# trimmed
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E.logOR <- -0.615
Sd.logORnew <- 0.954
Nprior.informativ(Nref)
####################################
# U(0 ,100)
# untrimmed
E.logOR <- -0.634
Sd.logORnew <- 0.989
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.639
Sd.logORnew <- 0.978
Nprior.informativ(Nref)
####################################
# HC(0,1)
# untrimmed
E.logOR <- -0.667
Sd.logORnew <- 0.957
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.667
Sd.logORnew <- 0.946
Nprior.informativ(Nref)
##################################################
####################################
####################################
####################################
# ERWACHSENENSTUDIEN
# pT <- 151/4181 # Ergebnisse der Erwachsenenstudien
# pC <- 211/3941 # Ergebnisse der Erwachsenenstudien
pTC <- (151+211)/(4181+3941)
pT <- 0.0364396 # Berechnet zu logOR = -0.386 bei angenommer gemeinsamer Ereigniswahrscheinlichkeit pTC
pC <- 0.052701
# Fallzahlplanung nicht -informativ , Heparin -Studie an Erwachsenen
Power.uninformativ(0)
Nref <- Power.uninformativ(0)[[2]]
# Nref <- 5112
##################################################
# Bestimmung von Nprior informativ
###################################################
# Inv -Gamma (0.001 ,0.001)
# untrimmed
E.logOR <- -0.375
Sd.logORnew <- 0.2411
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.375
Sd.logORnew <- 0.2407
Nprior.informativ(Nref)
####################################
# HN(0,1)
# untrimmed
E.logOR <- -0.386
Sd.logORnew <- 0.3070
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.386
Sd.logORnew <- 0.3063
Nprior.informativ(Nref)
####################################
# U(0 ,100)
# untrimmed
E.logOR <- -0.386
Sd.logORnew <- 0.3118
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.386
Sd.logORnew <- 0.3111
Nprior.informativ(Nref)
####################################
# HC(0,1)
# untrimmed
E.logOR <- -0.384
Sd.logORnew <- 0.2937
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.384
Sd.logORnew <- 0.2931
Nprior.informativ(Nref)
############################################################################################################
############################################################################################################
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############################################################################################################
# FeNO -Studien
####################################
Nhist <- 979 # historische Gesamtfallzahl
####################################
# KINDERSTUDIEN
pC <- (12+10+118)/(72+47+270) # FeNO -Ergebnisse der Kinderstudien
pT <- (9+7+102)/(75+42+276) # FeNO -Ergebnisse der Kinderstudien
# Fallzahlplanung nicht -informativ , FeNO -Studie an Kindern
Power.uninformativ(0)
Nref <- Power.uninformativ(0)[[2]]
# Nref <- 1956
##################################################
# Bestimmung von Nprior informativ
###################################################
# Inv -Gamma (0.001 ,0.001)
# untrimmed
E.logOR <- -0.301
Sd.logORnew <- 0.541
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.302
Sd.logORnew <- 0.455
Nprior.informativ(Nref)
####################################
# HN(0,1)
# untrimmed
E.logOR <- -0.308
Sd.logORnew <- 0.637
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.308
Sd.logORnew <- 0.608
Nprior.informativ(Nref)
####################################
# U(0 ,100)
# untrimmed
E.logOR <- -0.310
Sd.logORnew <- 1.785
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.308
Sd.logORnew <- 1.146
Nprior.informativ(Nref)
####################################
# HC(0,1)
# untrimmed
E.logOR <- -0.308
Sd.logORnew <- 0.676
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.308
Sd.logORnew <- 0.625
Nprior.informativ(Nref)
####################################
####################################
####################################
####################################
# ERWACHSENENSTUDIEN
# pT <- 26/98 # FeNO -Ergebnisse der Erwachsenenstudien
# pC <- 30/89 # FeNO -Ergebnisse der Erwachsenenstudien
pTC <- (26+30)/(98+89)
pT <- 0.28144 # Berechnet für lorOR =0.172 bei angenommer mittleren Ereigniswahrscheinlichkeit pTC
pC <- 0.3174904
# Fallzahlplanung nicht -informativ , FeNO -Studie an Erwachsenenstudien
Power.uninformativ(0)
Nref <- Power.uninformativ(0)[[2]]
# Nref <- 5073
Nref <- 5074
##################################################
# Bestimmung von Nprior informativ
###################################################
# Inv -Gamma (0.001 ,0.001)
# untrimmed
E.logOR <- -0.177
Sd.logORnew <- 0.599
Nprior.informativ(Nref)
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# trimmed
E.logOR <- -0.177
Sd.logORnew <- 0.578
Nprior.informativ(Nref)
####################################
# HN(0,1)
# untrimmed
E.logOR <- -0.172
Sd.logORnew <- 0.713
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.172
Sd.logORnew <- 0.708
Nprior.informativ(Nref)
####################################
# U(0 ,100)
# untrimmed
E.logOR <- -0.171
Sd.logORnew <- 1.913
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.167
Sd.logORnew <- 1.461
Nprior.informativ(Nref)
####################################
# HC(0,1)
# untrimmed
E.logOR <- -0.172
Sd.logORnew <- 0.758
Nprior.informativ(Nref)
# trimmed
E.logOR <- -0.172
Sd.logORnew <- 0.741
Nprior.informativ(Nref)
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C.3 R-Skript der Simulationsstudie
setwd("d:/IBKF/Bayes/Koch/Simulation/Simulierte Studien/") # Arbeitsverzeichnis festlegen
OpenBUGSdirectory <- "c:/Programme/OpenBUGS/OpenBUGS" # Installationsverzeichnis von OpenBUGS festlegen
#WinBUGSdirectory <- "c:/Programme/WinBUGS/" # Installationsverzeichnis von WINBUGS festlegen
outputcsvname <- "Setting1trials3.csv" # Name der *.csv Ergebnisdatei festlegen
library(gtools)
library(R2WinBUGS)
######################################################################################
######################################################################################
# HILFSFUNKTIONEN ####################################################################
######################################################################################
# Funktionen zur Genierung von Kontingenztafeln für die jeweiligen einzelnen Studien
#
# Zu vorgegebenem Odds Ratio , mittlerer Ereignisrate und Fallzahl wird eine Kontingenztafel
# erzeugt , deren Ereignisse ein OR erzeugen , dass so nah wie möglich an dem vorgegebenem
# Odds Ratio liegt.
# Funktion zur Berechnung von odds (auch für p=1)
odd <- function(p){
if(p == 1){temp <- Inf}
if(p != 1){temp <- p / (1-p)}
return(temp)
}
# Inverse Funktion der Funktion zur Berechnung von odds (auch für y = unendlich = Inf)
invodd <- function(y){
if(y == Inf){temp <- 1}
if(y != Inf){temp <- y/(1+y)}
return(temp)
}
# Funktion zur Berechnung von OR in Abhängigkeit von eT
OR.Berechnung <- function(temp.eT){
pT <- temp.eT / nT
eC <- eTC - temp.eT
pC <- eC / nC
return(odd(pT) / odd(pC))
}
# Funktion zur Berechnung der absoluten Differenz von OR in Abhängigkeit von eT
OR.difference <- function(temp.eT){
pT <- temp.eT / nT
eC <- eTC - temp.eT
pC <- eC / nC
return(abs(odd(pT) / odd(pC) - OR))
}
# Funktion zur Berechnung von eT in Abhängigkeit von nT, nC , eTC und OR
eT.Berechnung <- function(nT ,nC ,eTC ,OR){
N <- nT + nC
#eT <- (nT*OR*eTC) / (OR*(nT+1) + nC -1)
Nullstellenfunktion.eT <- function(temp.eT) {
return(temp.eT + invodd(odd(temp.eT/nT) / OR)*nC - eTC)
}
eT.vorläufig <- uniroot(Nullstellenfunktion.eT , c(0,nT))[["root"]]
#ganzzahlige Nachbarn von eT.vorläufig
eTl <- floor(eT.vorläufig)
eTu <- ceiling(eT.vorläufig)
#Wähle eTl bzw. eTu so , dass OR.difference klein ist
eT <- (OR.difference(eTl) < OR.difference(eTu)) * eTl + (OR.difference(eTl) >= OR.difference(eTu)) * eTu
return(eT)
}
# Funktion zur Erstellung der Kontingenztafel in Abhängigkeit von nT, nC , eTC und OR
Kontingenztafel <- function(nT ,nC ,eTC ,OR){
eT <- eT.Berechnung(nT,nC,eTC ,OR)
eC <- eTC - eT
nicht.eT <- nT - eT
nicht.eC <- nC - eC
N <- nT + nC
odd.T <- eT/nicht.eT
odd.K <- eC/nicht.eC
OR.temp <- odd.T / odd.K
Resultat <- data.frame(EreignisT=eT ,KeinEreignisT=nicht.eT ,EreignisK=eC ,KeinEreignisK=nicht.eC ,
OR.berechnet = OR.temp , OR.gewünscht = OR , AnzahlEreignisse = eTC ,
Treat = nT, Kontrolle = nC, Stichprobenumfang = N)
return(Resultat)
}
# Berechnung der Anzahl von Ereignissen in der Treat -Gruppe in Abhängigkeit von nT, nC , OR und eTC
#eT.Berechnung(nT,nC,eTC ,OR)
# Berechnung des Odds -Ratios in Abhängigkeit von eT (und in Abhängigkeit von nT, nC , OR und eTC)
#OR.Berechnung(eT)
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# Berechnung der absoluten Differenz zwischen gewünschtem Odds -Ratio und dem berechneten
# Odds -Ratio in Abhängigkeit von eT (und in Abhängigkeit von nT, nC, OR und eTC)
#OR.difference(eT)
# Erzeugung Kontingenztafeln in Abhängigkeit von nT , nC, OR und eTC , so dass der Abstand
# zwischen dem gewünschten und berechneten Odds -Ratio minimal ist.
#Kontingenztafel(nT ,nC ,eTC ,OR)
######################################################################################
######################################################################################
# SIMULATIONSSZENARIEN FESTLEGEN #####################################################
######################################################################################
###################################################
# SETTING 1
# OR=0.5, Standardabweichung zwischen den Studien =0.5
# N_hist =600, Studien pro Metaanalyse 3,4,5,6
# Feste Hyperparameter: Die Wahrheit!
OR_0 <- 0.5 # bekanntes wahre Odds -Ratio
mu_0 <- log(OR_0)
tau_0 <- 0.5 # bekannte wahre Standardabweichung zwischen den einzelnen Studien
# Wahre Ereigniswahrscheinlichkeiten Kontrollgruppe pC und der Behandlungsgruppe pT
pT <- 1/3
pC <- 0.5
pTC <- (pC+pT)/2 # mittlere Ereigniswahrscheinlickeit
# Gesamtfallzahl der einzelnen Studien
n.trials <- 200
#n.trials <- 150
#n.trials <- 120
#n.trials <- 100
# Simulierte Fallzahl mit nicht -informativer hyper a-priori Verteilung
# für eine Power =80%, mit pT <- 1/3, pC <- 0.5 , OR=0.5
N_ref <- 270
###################################################
#### SETTING 2
#OR=0.7, Standardabweichung zwischen den Studien =0.5
#N_hist =1000/1002, Studien pro Metaanalyse 3,4,5,6
#Feste Hyperparameter: Die Wahrheit!
# OR_0 <- 0.7 # bekanntes wahre Odds -Ratio
# mu_0 <- log(OR_0)
# tau_0 <- 0.5 # bekannte wahre Standardabweichung zwischen den einzelnen Studien
#Wahre Ereigniswahrscheinlichkeiten Kontrollgruppe pC und der Behandlungsgruppe pT
# pT <- 0.3182
# pC <- 0.4
# pTC <- (pC+pT)/2 # mittlere Ereigniswahrscheinlickeit
##Gesamtfallzahl der einzelnen Studien
#n.trials <- 334
#n.trials <- 250
#n.trials <- 200
# n.trials <- 167
# Simulierte Fallzahl mit nicht -informativer hyper a-priori Verteilung
##für eine Power =80%, mit pT <- 0.3182 , pC <- 0.4 , OR=0.7
# N_ref <- 1074
######################################################################################
######################################################################################
# EINSTELLEN!!! #####################################################################
######################################################################################
# Anzahl der zu simulierenden Metaanalysen
Meta.N<-10000
# Anzahl der Studien pro Metaanalyse
trials <- 3
#trials <- 4
#trials <- 5
#trials <- 6
# IM WEITEREN PROGRAMM MÜSSEN KEINE WEITEREN PARAMETER EINGESTELLT WERDEN
#####################################################################################
#####################################################################################
# Bugs -Modell Datei erstellen: Random -Modell
# Varianz zwischen den Studien wird zusätzlich geschätzt.
random.model <- function (){
#Simulation mit Uniform (0 ,100) als hyper a-priori Verteilung für tau
for (a in A:B)
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{
# Erwachsenen - oder Kinderdaten
# Daten Modell (Likelihood)
# Y[a]: observed ln OR in trial a:
Y.Uni[a] <- log( ev.trt[a] * (n.ctrl[a]-ev.ctrl[a]) / ( ev.ctrl[a] * (n.trt[a]-ev.trt[a]) ) )
VARlnOR.Uni[a] <- (1/ev.trt[a]) + (1/(n.trt[a]-ev.trt[a])) +
(1/ev.ctrl[a]) + (1/(n.ctrl[a]-ev.ctrl[a]))
PREClnOR.Uni[a] <- 1/VARlnOR.Uni[a]
Y.Uni[a] ~ dnorm(theta.Uni[a],PREClnOR.Uni[a])
# Parameter Model
theta.Uni[a] ~ dnorm(mu.Uni ,Prec.theta.Uni)
}
# A-priori Verteilung
# mean(mu) entspricht pooled log OR
mu.Uni ~ dnorm(0,1.0E-6)
###Prior = Gleichverteilung
tau.Uni ~ dunif(1.0E-6, 100)
Prec.theta.Uni <- 1/(tau.Uni*tau.Uni)
# theta* Vorhersage für eine neue Studie
theta.new.Uni ~ dnorm(mu.Uni ,Prec.theta.Uni)
#############################################
#Simulation mit Half -Normal (0,1) als hyper a-priori Verteilung für tau
for (a in A:B)
{
# Erwachsenen - oder Kinderdaten
# Daten Modell (Likelihood)
# Y[a]: observed ln OR in trial a:
Y.HN[a] <- log( ev.trt[a] * (n.ctrl[a]-ev.ctrl[a]) / ( ev.ctrl[a] * (n.trt[a]-ev.trt[a]) ) )
VARlnOR.HN[a] <- (1/ev.trt[a]) + (1/(n.trt[a]-ev.trt[a])) +
(1/ev.ctrl[a]) + (1/(n.ctrl[a]-ev.ctrl[a]))
PREClnOR.HN[a] <- 1/VARlnOR.HN[a]
Y.HN[a] ~ dnorm(theta.HN[a],PREClnOR.HN[a])
# Parameter Model
theta.HN[a] ~ dnorm(mu.HN ,Prec.theta.HN)
}
# A-priori Verteilung
# mean(mu) entspricht pooled log OR
mu.HN ~ dnorm(0,1.0E-6)
### Prior = Half -Normal Verteilung
tau.HN ~ dnorm(0,1)%_%I(0,)
Prec.theta.HN <- 1/(tau.HN*tau.HN)
# theta* Vorhersage für eine neue Studie
theta.new.HN ~ dnorm(mu.HN ,Prec.theta.HN)
#############################################
#Simulation mit Inverse -Gamma (0.001 ,0.001) als hyper a-priori Verteilung für tau^2
for (a in A:B)
{
# Erwachsenen - oder Kinderdaten
# Daten Modell (Likelihood)
# Y[a]: observed ln OR in trial a:
Y.IG[a] <- log( ev.trt[a] * (n.ctrl[a]-ev.ctrl[a]) / ( ev.ctrl[a] * (n.trt[a]-ev.trt[a]) ) )
VARlnOR.IG[a] <- (1/ev.trt[a]) + (1/(n.trt[a]-ev.trt[a])) +
(1/ev.ctrl[a]) + (1/(n.ctrl[a]-ev.ctrl[a]))
PREClnOR.IG[a] <- 1/VARlnOR.IG[a]
Y.IG[a] ~ dnorm(theta.IG[a],PREClnOR.IG[a])
# Parameter Model
theta.IG[a] ~ dnorm(mu.IG ,Prec.theta.IG)
}
# A-priori Verteilung
# mean(mu) entspricht pooled log OR
mu.IG ~ dnorm(0,1.0E-6)
###Prior = Inverse -Gamma -Verteilung
Prec.theta.IG ~ dgamma(0.001,0.001)
# tau ist die between -trial variation of study -specific effects
tau.IG <- 1/(sqrt(Prec.theta.IG))
# theta* Vorhersage für eine neue Studie
theta.new.IG ~ dnorm(mu.IG ,Prec.theta.IG)
#############################################
#Simulation mit Half -Cauchy (0,1) als hyper a-priori Verteilung für tau
for (a in A:B)
{
# Erwachsenen - oder Kinderdaten
# Daten Modell (Likelihood)
# Y[a]: observed ln OR in trial a:
Y.HC[a] <- log( ev.trt[a] * (n.ctrl[a]-ev.ctrl[a]) / ( ev.ctrl[a] * (n.trt[a]-ev.trt[a]) ) )
VARlnOR.HC[a] <- (1/ev.trt[a]) + (1/(n.trt[a]-ev.trt[a])) +
(1/ev.ctrl[a]) + (1/(n.ctrl[a]-ev.ctrl[a]))
PREClnOR.HC[a] <- 1/VARlnOR.HC[a]
Y.HC[a] ~ dnorm(theta.HC[a],PREClnOR.HC[a])
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# Parameter Model
theta.HC[a] ~ dnorm(mu.HC ,Prec.theta.HC)
}
# A-priori Verteilung
# mean(mu) entspricht pooled log OR
mu.HC ~ dnorm(0,1.0E-6)
###Prior = Half -Cauchy Verteilung
### half -cauchy(sigma2/sigma1)=abs(N(0,sigma1 ^2)/N(0,sigma2 ^2)
### siehe Paper S. 4/5:
### "Marley JK , Wand MP - (2010) - Non -Standard Semiparametric Regression via BRugs"
prior.scale.HC <- 1
prec.prior.scale.HC <- 1/(prior.scale.HC*prior.scale.HC)
norm1.HC ~ dnorm(0,1)
norm2.HC ~ dnorm(0,prec.prior.scale.HC)
Prec.theta.HC <- pow(norm1.HC/norm2.HC,2)
tau.HC <- 1/(sqrt(Prec.theta.HC))
# theta* Vorhersage für eine neue Studie
theta.new.HC ~ dnorm(mu.HC ,Prec.theta.HC)
}
##########################################################################
# Modell als Textdatei schreiben
write.model(random.model ,con = "Modell -Random.txt")
##########################################################################
# Bugs -Modell Datei erstellen: Referenz -Modell , Varianz zwischen den Studien ist Null
# Modell als R-Funktion (WinBUGS Syntax)
referenz.model <- function (){
for (a in A:B)
{
# Data
# Daten Modell (Likelihood)
# Y[a]: observed ln OR in trial a:
Y[a] <- log( ev.trt[a] * (n.ctrl[a]-ev.ctrl[a]) /
( ev.ctrl[a] * (n.trt[a]-ev.trt[a]) ) )
VARlnOR[a] <- (1/ev.trt[a]) + (1/(n.trt[a]-ev.trt[a])) +
(1/ev.ctrl[a]) + (1/(n.ctrl[a]-ev.ctrl[a]))
PREClnOR[a] <- 1/VARlnOR[a]
Y[a] ~ dnorm(mu ,PREClnOR[a])
}
# A-priori Verteilung
mu ~ dnorm(0,1.0E-6)
# theta* Vorhersage für eine neue Studie
theta.new <- mu
}
# Modell als Textdatei schreiben
write.model(referenz.model ,con = "Referenz.txt")
################################################################
#MACRO zur Generierung des Datensatzes und Berechnung von Neff
run.test <- defmacro(simulationen ,expr={
# Erzeugung der Daten für eine Metaanalyse
Datenliste <- list()
for(ijk in 1:trials){
# Erzeugung von Kontingenztafeln zur Bestimmung der wahren Ereigniswahrscheinlichkeiten
# für jede einzelne Studie
logOR=rnorm(1,mean=mu_0,sd=tau_0) # Generierung des studienspezifischen wahren logOR
OR <- exp(logOR) #Wahre Odds -Ratio
N <- 10000000 # Gesamtfallzahl der Kontingenztafel , die bezgl. des wahren studienspezifischen
# logOR erzeugt wird.
# N ist so groß gewählt , damit wir die wahren Ereigniswahrscheinlichkeit genau
# genug bestimmen können.
P <- pTC
if(P == 0){P <- 0.5/N}
# cat(P, "\n")
nT <- round(N/2)
nC <- N - nT
eTC <- round(P * N)
# Generierung einer Kontingenztafel zum wahren studienspezifischen logOR
Kontingenztafel1 <- Kontingenztafel(nT,nC,eTC ,OR)
# Berechnung der wahren studienspezifischen Ereigniswahrscheinlichkeiten
tT <- Kontingenztafel1$EreignisT/Kontingenztafel1$Treat
tC <- Kontingenztafel1$EreignisK/Kontingenztafel1$Kontrolle
N0=floor(n.trials/2)
N1=ceiling(n.trials/2)
# Zufällig Ziehung der Ereignisanzahlen für die einzelnen Studie
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# aus den berechneten wahren studienspezifischen Ereigniswahrscheinlichkeiten
# auf Grundlage der gewählten Fallzahl pro Studie.
eT = rbinom(1, size=N1, prob=tT)
eC = rbinom(1, size=N0, prob=tC)
daten1 <- data.frame(eT = eT ,eC = eC , nT = N1, nC = N0)
Datenliste[[ijk]] <- daten1
}
Daten <- do.call(rbind , Datenliste)
data <- list (A=1, B=trials ,
n.trt = c(Daten$nT),
ev.trt = c(Daten$eT),
n.ctrl = c(Daten$nC),
ev.ctrl = c(Daten$eC))
#######################################################################################
# Berechung der "wahren" Precision Weight Effective Sample Size N.true!
N.hist=trials*n.trials
Daten$var.within <- 1/Daten$eT + 1/(Daten$nT -Daten$eT) + 1/Daten$eC + 1/(Daten$nC -Daten$eC)
N.true <- (1/sum((Daten$var.within)^(-1)) / ((1 / sum( (Daten$var.within+tau_0^2)^(-1)) ) + tau_0^2)) * N.hist
#######################################################################################
# STARTEN DER MCMC -SAMPLINGS
# Volles Modell (Random -Effect -Modell)
#
# Startwerte der Markovketten: inits1 for Markov Chain 1
# inits2 for Markov Chain 2
# Je nach Priorverteilung muss tau oder prec.theta Startwert übergeben werden
inits1 <- list(mu.HN=0, tau.HN=1, mu.Uni=0, tau.Uni=1, mu.IG=0, Prec.theta.IG=0.2, mu.HC=0)
inits2 <- list(mu.HN=-10, tau.HN=0.5, mu.Uni=-10, tau.Uni=0.5, mu.IG=-10, Prec.theta.IG=0.5, mu.HC=-10)
inits <- list(inits1, inits2)
# Ausführen des Modells
meta.sim <- bugs(
program="openbugs",
#program =" winbugs",
data ,inits ,
model.file="Modell -Random.txt",
parameters= c("tau.Uni","theta.new.Uni",
"tau.HC", "theta.new.HC",
"tau.HN", "theta.new.HN",
"tau.IG", "theta.new.IG"),
n.chains = 2,
n.iter=110000,
n.burnin=10000,
n.thin=10,
bugs.directory=OpenBUGSdirectory ,
#bugs.directory=WinBUGSdirectory ,
codaPkg=FALSE ,
debug=TRUE)
######################################################################################
######################################################################################
# Referenz: Fixed effect model. Annahme: die Interstudienstandardabweichgung tau=0
# Startwerte der Markovketten
inits <-list(list(mu=0),list(mu=-10))
# Ausführen des Modells
metaref.sim <- bugs(
program="openbugs",
#program =" winbugs",
data ,inits ,
model.file="Referenz.txt",
parameters=c("mu","theta.new"),
n.chains = 2,
n.iter=110000,
n.burnin=10000,
n.thin=10,
bugs.directory=OpenBUGSdirectory ,
#bugs.directory=WinBUGSdirectory ,
debug=TRUE)
#print(metaref.sim , digits =4)
######################################################################################
random <-meta.sim$sims.array
random_m<-meta.sim$sims.matrix
#random_m[1:10 ,]
ref <-metaref.sim$sims.array
ref_m<-metaref.sim$sims.matrix
#################
# Trimmen des Random -Modells bezgl. theta.new #
theta.Uni.percentil.low <- quantile(random[, ,"theta.new.Uni"], c(.001))
theta.Uni.percentil.up <- quantile(random[, ,"theta.new.Uni"], c(.999))
trimmed.random.Uni <- random_m[ random_m[ ,"theta.new.Uni"] > theta.Uni.percentil.low
& random_m[ ,"theta.new.Uni"] < theta.Uni.percentil.up, ]
theta.IG.percentil.low <- quantile(random[, ,"theta.new.IG"], c(.001))
theta.IG.percentil.up <- quantile(random[, ,"theta.new.IG"], c(.999))
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trimmed.random.IG <- random_m[ random_m[ ,"theta.new.IG"] > theta.IG.percentil.low
& random_m[ ,"theta.new.IG"] < theta.IG.percentil.up, ]
theta.HN.percentil.low <- quantile(random[, ,"theta.new.HN"], c(.001))
theta.HN.percentil.up <- quantile(random[, ,"theta.new.HN"], c(.999))
trimmed.random.HN <- random_m[ random_m[ ,"theta.new.HN"] > theta.HN.percentil.low
& random_m[ ,"theta.new.HN"] < theta.HN.percentil.up, ]
theta.HC.percentil.low <- quantile(random[, ,"theta.new.HC"], c(.001))
theta.HC.percentil.up <- quantile(random[, ,"theta.new.HC"], c(.999))
trimmed.random.HC <- random_m[ random_m[ ,"theta.new.HC"] > theta.HC.percentil.low
& random_m[ ,"theta.new.HC"] < theta.HC.percentil.up, ]
######################################################################################
######################################################################################
#
#Übersetzung der a-posteriror prädiktiven Präzisionen:
# Berechnung des Gewichtungsfaktors und Neff
#
######################################################################################
#Unverändertes Modell
######################
n.gesamt <-trials*n.trials
omega.Uni <- (sd(ref_m[,"theta.new"]))^2/((sd(random_m[,"theta.new.Uni"]))^2)
Neff.Uni <- omega.Uni*n.gesamt
prozent.Uni <- 100*omega.Uni
omega.HC <- (sd(ref_m[,"theta.new"]))^2/((sd(random_m[,"theta.new.HC"]))^2)
Neff.HC <- omega.HC*n.gesamt
prozent.HC<- 100*omega.HC
omega.HN <- (sd(ref_m[,"theta.new"]))^2/((sd(random_m[,"theta.new.HN"]))^2)
Neff.HN <- omega.HN*n.gesamt
prozent.HN<- 100*omega.HN
omega.IG <- (sd(ref_m[,"theta.new"]))^2/((sd(random_m[,"theta.new.IG"]))^2)
Neff.IG <- omega.IG*n.gesamt
prozent.IG<- 100*omega.IG
######################################################################################
#Getrimmtes Random Modell
################################
trimmed.omega.Uni <- (sd(ref_m[,"theta.new"]))^2/((sd(trimmed.random.Uni[,"theta.new.Uni"]))^2)
trimmed.Neff.Uni <- trimmed.omega.Uni*n.gesamt
trimmed.prozent.Uni <- 100*trimmed.omega.Uni
trimmed.omega.HC <- (sd(ref_m[,"theta.new"]))^2/((sd(trimmed.random.HC[,"theta.new.HC"]))^2)
trimmed.Neff.HC <- trimmed.omega.HC*n.gesamt
trimmed.prozent.HC<- 100*trimmed.omega.HC
trimmed.omega.HN <- (sd(ref_m[,"theta.new"]))^2/((sd(trimmed.random.HN[,"theta.new.HN"]))^2)
trimmed.Neff.HN <- trimmed.omega.HN*n.gesamt
trimmed.prozent.HN<- 100*trimmed.omega.HN
trimmed.omega.IG <- (sd(ref_m[,"theta.new"]))^2/((sd(trimmed.random.IG[,"theta.new.IG"]))^2)
trimmed.Neff.IG <- trimmed.omega.IG*n.gesamt
trimmed.prozent.IG<- 100*trimmed.omega.IG
#rm(i)
})
#############
#Aufrufbefehl des Macros
#run.test(Simulationen)
#######################################
# Ergebnisse der Simulationen erzeugen.
# Anlegen von Vektoren in denen die jeweilgen Ergebnisse gespeichert werden.
Neff.untrimmed.Uni <- numeric(length=Meta.N)
Neff.untrimmed.HN <- numeric(length=Meta.N)
Neff.untrimmed.HC <- numeric(length=Meta.N)
Neff.untrimmed.IG <- numeric(length=Meta.N)
omega.untrimmed.Uni <- numeric(length=Meta.N)
omega.untrimmed.HN <- numeric(length=Meta.N)
omega.untrimmed.HC <- numeric(length=Meta.N)
omega.untrimmed.IG <- numeric(length=Meta.N)
theta.new.untrimmed.Uni <- numeric(length=Meta.N)
theta.new.untrimmed.HN <- numeric(length=Meta.N)
theta.new.untrimmed.HC <- numeric(length=Meta.N)
theta.new.untrimmed.IG <- numeric(length=Meta.N)
sqrt.V.tau.new.untrimmed.Uni <- numeric(length=Meta.N)
sqrt.V.tau.new.untrimmed.HN <- numeric(length=Meta.N)
sqrt.V.tau.new.untrimmed.HC <- numeric(length=Meta.N)
sqrt.V.tau.new.untrimmed.IG <- numeric(length=Meta.N)
tau.untrimmed.Uni <- numeric(length=Meta.N)
tau.untrimmed.HN <- numeric(length=Meta.N)
tau.untrimmed.HC <- numeric(length=Meta.N)
tau.untrimmed.IG <- numeric(length=Meta.N)
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Neff.trimmed.Uni <- numeric(length=Meta.N)
Neff.trimmed.HN <- numeric(length=Meta.N)
Neff.trimmed.HC <- numeric(length=Meta.N)
Neff.trimmed.IG <- numeric(length=Meta.N)
omega.trimmed.Uni <- numeric(length=Meta.N)
omega.trimmed.HN <- numeric(length=Meta.N)
omega.trimmed.HC <- numeric(length=Meta.N)
omega.trimmed.IG <- numeric(length=Meta.N)
theta.new.trimmed.Uni <- numeric(length=Meta.N)
theta.new.trimmed.HN <- numeric(length=Meta.N)
theta.new.trimmed.HC <- numeric(length=Meta.N)
theta.new.trimmed.IG <- numeric(length=Meta.N)
sqrt.V.tau.new.trimmed.Uni <- numeric(length=Meta.N)
sqrt.V.tau.new.trimmed.HN <- numeric(length=Meta.N)
sqrt.V.tau.new.trimmed.HC <- numeric(length=Meta.N)
sqrt.V.tau.new.trimmed.IG <- numeric(length=Meta.N)
tau.trimmed.Uni <- numeric(length=Meta.N)
tau.trimmed.HN <- numeric(length=Meta.N)
tau.trimmed.HC <- numeric(length=Meta.N)
tau.trimmed.IG <- numeric(length=Meta.N)
N.truesize <- numeric(length=Meta.N)
# Ausführen der Simulationen
for(k in 1:Meta.N){
run.test(Simulationen[[k]]) # Aufruf des Simulationsmakros
Neff.untrimmed.Uni[k] <- Neff.Uni
Neff.untrimmed.HN[k] <- Neff.HN
Neff.untrimmed.HC[k] <- Neff.HC
Neff.untrimmed.IG[k] <- Neff.IG
omega.untrimmed.Uni[k] <- omega.Uni
omega.untrimmed.HN[k] <- omega.HN
omega.untrimmed.HC[k] <- omega.HC
omega.untrimmed.IG[k] <- omega.IG
theta.new.untrimmed.Uni[k] <- mean(random[, ,"theta.new.Uni"])
theta.new.untrimmed.HN[k] <- mean(random[, ,"theta.new.HN"])
theta.new.untrimmed.HC[k] <- mean(random[, ,"theta.new.HC"])
theta.new.untrimmed.IG[k] <- mean(random[, ,"theta.new.IG"])
sqrt.V.tau.new.untrimmed.Uni[k]<- sd(random_m[ ,"theta.new.Uni"])
sqrt.V.tau.new.untrimmed.HN[k]<- sd(random_m[ ,"theta.new.HN"])
sqrt.V.tau.new.untrimmed.HC[k]<- sd(random_m[ ,"theta.new.HC"])
sqrt.V.tau.new.untrimmed.IG[k]<- sd(random_m[ ,"theta.new.IG"])
tau.untrimmed.Uni[k] <- mean(random[, ,"tau.Uni"])
tau.untrimmed.HN[k] <- mean(random[, ,"tau.HN"])
tau.untrimmed.HC[k] <- mean(random[, ,"tau.HC"])
tau.untrimmed.IG[k] <- mean(random[, ,"tau.IG"])
Neff.trimmed.Uni[k] <- trimmed.Neff.Uni
Neff.trimmed.HN[k] <- trimmed.Neff.HN
Neff.trimmed.HC[k] <- trimmed.Neff.HC
Neff.trimmed.IG[k] <- trimmed.Neff.IG
omega.trimmed.Uni[k] <- trimmed.omega.Uni
omega.trimmed.HN[k] <- trimmed.omega.HN
omega.trimmed.HC[k] <- trimmed.omega.HC
omega.trimmed.IG[k] <- trimmed.omega.IG
theta.new.trimmed.Uni[k]<- mean(trimmed.random.Uni[ ,"theta.new.Uni"])
theta.new.trimmed.HN[k] <- mean(trimmed.random.HN[ ,"theta.new.HN"])
theta.new.trimmed.HC[k] <- mean(trimmed.random.HC[ ,"theta.new.HC"])
theta.new.trimmed.IG[k] <- mean(trimmed.random.IG[ ,"theta.new.IG"])
sqrt.V.tau.new.trimmed.Uni[k]<- sd(trimmed.random.Uni[ ,"theta.new.Uni"])
sqrt.V.tau.new.trimmed.HN[k]<- sd(trimmed.random.HN[ ,"theta.new.HN"])
sqrt.V.tau.new.trimmed.HC[k]<- sd(trimmed.random.HC[ ,"theta.new.HC"])
sqrt.V.tau.new.trimmed.IG[k]<- sd(trimmed.random.IG[ ,"theta.new.IG"])
tau.trimmed.Uni[k] <- mean(trimmed.random.Uni[,"tau.Uni"])
tau.trimmed.HN[k] <- mean(trimmed.random.HN[,"tau.HN"])
tau.trimmed.HC[k] <- mean(trimmed.random.HC[,"tau.HC"])
tau.trimmed.IG[k] <- mean(trimmed.random.IG[,"tau.IG"])
N.truesize[k] <- N.true
rm(meta.sim , metaref.sim , random ,random_m, ref , ref_m)
}
#####################################################################
# Datensatz mit den Simulationsergebnissen erzeugen
# Ergebnisse der einzelnen hyper a-priori Verteilungen stehen untereinander
# Gruppierungvariable heißt Prior
Simulation.Resultat <- data.frame(
Neff.untrimmed=NA ,
omega.untrimmed=NA ,
theta.new.untrimmed=NA ,
sqrt.V.tau.new.untrimmed=NA ,
xlvii
C.3 R-Skript der Simulationsstudie C PROGRAMMSYNTAX
tau.untrimmed=NA ,
Neff.trimmed=NA ,
omega.trimmed=NA ,
theta.new.trimmed=NA ,
sqrt.V.tau.new.trimmed=NA ,
tau.trimmed=NA ,
prior=NA ,
N.true=NA)
#Simulation.Resultat
Simulation.Resultat[1:Meta.N,"Neff.untrimmed"] <- Neff.untrimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"Neff.untrimmed"] <- Neff.untrimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"Neff.untrimmed"] <- Neff.untrimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"Neff.untrimmed"] <- Neff.untrimmed.IG
Simulation.Resultat[1:Meta.N,"omega.untrimmed"] <- omega.untrimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"omega.untrimmed"] <- omega.untrimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"omega.untrimmed"] <- omega.untrimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"omega.untrimmed"] <- omega.untrimmed.IG
Simulation.Resultat[1:Meta.N,"theta.new.untrimmed"] <-theta.new.untrimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"theta.new.untrimmed"] <-theta.new.untrimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"theta.new.untrimmed"] <-theta.new.untrimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"theta.new.untrimmed"] <-theta.new.untrimmed.IG
Simulation.Resultat[1:Meta.N,"sqrt.V.tau.new.untrimmed"] <-sqrt.V.tau.new.untrimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"sqrt.V.tau.new.untrimmed"] <-sqrt.V.tau.new.untrimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"sqrt.V.tau.new.untrimmed"] <-sqrt.V.tau.new.untrimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"sqrt.V.tau.new.untrimmed"] <-sqrt.V.tau.new.untrimmed.IG
Simulation.Resultat[1:Meta.N,"tau.untrimmed"] <-tau.untrimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"tau.untrimmed"] <-tau.untrimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"tau.untrimmed"] <-tau.untrimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"tau.untrimmed"] <-tau.untrimmed.IG
Simulation.Resultat[1:Meta.N,"Neff.trimmed"] <- Neff.trimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"Neff.trimmed"] <- Neff.trimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"Neff.trimmed"] <- Neff.trimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"Neff.trimmed"] <- Neff.trimmed.IG
Simulation.Resultat[1:Meta.N,"omega.trimmed"] <- omega.trimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"omega.trimmed"] <- omega.trimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"omega.trimmed"] <- omega.trimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"omega.trimmed"] <- omega.trimmed.IG
Simulation.Resultat[1:Meta.N,"theta.new.trimmed"] <-theta.new.trimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"theta.new.trimmed"] <-theta.new.trimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"theta.new.trimmed"] <-theta.new.trimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"theta.new.trimmed"] <-theta.new.trimmed.IG
Simulation.Resultat[1:Meta.N,"sqrt.V.tau.new.trimmed"] <-sqrt.V.tau.new.trimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"sqrt.V.tau.new.trimmed"] <-sqrt.V.tau.new.trimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"sqrt.V.tau.new.trimmed"] <-sqrt.V.tau.new.trimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"sqrt.V.tau.new.trimmed"] <-sqrt.V.tau.new.trimmed.IG
Simulation.Resultat[1:Meta.N,"tau.trimmed"] <-tau.trimmed.Uni
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"tau.trimmed"] <-tau.trimmed.HN
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"tau.trimmed"] <-tau.trimmed.HC
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"tau.trimmed"] <-tau.trimmed.IG
Simulation.Resultat[1:Meta.N,"prior"] <- "Uniform"
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"prior"] <- "Half -Normal"
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"prior"] <- "Half -Cauchy"
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"prior"] <- "Inverse -Gamma"
Simulation.Resultat[1:Meta.N,"N.true"] <- N.truesize
Simulation.Resultat[(Meta.N+1):(2*Meta.N),"N.true"] <- N.truesize
Simulation.Resultat[(2*Meta.N+1):(3*Meta.N),"N.true"] <- N.truesize
Simulation.Resultat[(3*Meta.N+1):(4*Meta.N),"N.true"] <- N.truesize
#Simulation.Resultat
######################################################################################
######################################################################################
# POWERANALYSE #######################################################################
######################################################################################
######################################################################################
# Powerfunktion erstellen zum Einbringen von Prior -Information
###############
# Neue Studie mit Normal -Normal Modell
# Wir nehmen an, dass die Studien nur um das wahre gepoolte logOR schwanken.
# Funktion zur Simulation der Power unter Verwendung informativer a-priori Parameter
Power.Berechnung <- function(ntotal.eff)
{ Var.logORnew <- Sd.logORnew^2
power.status <- NA
sim.power <- NA
ntotal.eff <- round(N_ref - Neff)
if(ntotal.eff >=0)
{
nC <- floor(ntotal.eff/2)
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nT <- ceiling(ntotal.eff/2)
power.data <- data.frame(eT = rbinom(lauf , size=nT , prob=pT),
eC = rbinom(lauf , size=nC, prob=pC))
power.data$logOR <- log(power.data$eT*(nC-power.data$eC)/power.data$eC/(nT-power.data$eT))
power.data$var.logOR <- 1/power.data$eT + 1/(nT -power.data$eT) + 1/power.data$eC + 1/(nC -power.data$eC)
power.data$logOR.UCL <- ( (1/(Var.logORnew)) * ( E.logOR) + (1/power.data$var.logOR) * power.data$logOR ) /
( (1/(Var.logORnew)) + (1/power.data$var.logOR) ) +
qnorm(0.975) * sqrt( 1 / ( (1/(Var.logORnew)) + (1/power.data$var.logOR) ) )
sim.power <- mean(power.data$logOR.UCL <0,na.rm=TRUE)
if(!is.na(power.data$logOR.UCL[1]))
{
if(power.data$logOR.UCL[1]<0){power.status <- 1}
if(power.data$logOR.UCL[1]>=0){power.status <- 0}
}
}
return(list(sim.power ,power.status))
}
# POWER SIMULATIONEN MIT REDUZIERTER FALLZAHL
lauf <- 100000 # Anzahl der Simulationen der Ergebnisse der neuen Studie
##############
# Prior Information:
power.untrimmed <- NA
powerstatus.untrimmed <- NA
for(lmo in 1:(4*Meta.N)){
E.logOR <- Simulation.Resultat[ ,"theta.new.untrimmed"][lmo]
Sd.logORnew <- Simulation.Resultat[ ,"sqrt.V.tau.new.untrimmed"][lmo]
Neff <- Simulation.Resultat[ ,"Neff.untrimmed"][lmo]
power.list <- Power.Berechnung(ntotal.eff)
power.untrimmed[lmo] <- power.list[[1]]
powerstatus.untrimmed[lmo]<- power.list[[2]]
rm(E.logOR ,Sd.logORnew ,Neff)
}
Simulation.Resultat[1:(4*Meta.N),"power.untrimmed"] <-power.untrimmed
Simulation.Resultat[1:(4*Meta.N),"powerstatus.untrimmed"] <-powerstatus.untrimmed
power.true <- NA
powerstatus.true <- NA
for(lmo in 1:(4*Meta.N)){
E.logOR <- Simulation.Resultat[ ,"theta.new.untrimmed"][lmo]
Sd.logORnew <- Simulation.Resultat[ ,"sqrt.V.tau.new.untrimmed"][lmo]
Neff <- Simulation.Resultat[ ,"N.true"][lmo]
power.list <- Power.Berechnung(ntotal.eff)
power.true[lmo] <- power.list[[1]]
powerstatus.true[lmo]<- power.list[[2]]
rm(E.logOR ,Sd.logORnew ,Neff)
}
Simulation.Resultat[1:(4*Meta.N),"power.true"] <- power.true
Simulation.Resultat[1:(4*Meta.N),"powerstatus.true"] <- powerstatus.true
power.trimmed <- NA
powerstatus.trimmed <- NA
for(lmo in 1:(4*Meta.N)){
E.logOR <- Simulation.Resultat[ ,"theta.new.trimmed"][lmo]
Sd.logORnew <- Simulation.Resultat[ ,"sqrt.V.tau.new.trimmed"][lmo]
Neff <- Simulation.Resultat[ ,"Neff.trimmed"][lmo]
power.list <- Power.Berechnung(ntotal.eff)
power.trimmed[lmo] <- power.list[[1]]
powerstatus.trimmed[lmo]<- power.list[[2]]
rm(E.logOR ,Sd.logORnew ,Neff)
}
Simulation.Resultat[1:(4*Meta.N),"power.trimmed"] <-power.trimmed
Simulation.Resultat[1:(4*Meta.N),"powerstatus.trimmed"] <-powerstatus.trimmed
#Simulation.Resultat
# Deskriptive Statistiken über alle Variablen getrennt nach a-priori Verteilung
# lapply(split(Simulation.Resultat , Simulation.Resultat[,"prior "]),summary)
######################################################################################
######################################################################################
# Export der Simulationsresultate ####################################################
######################################################################################
######################################################################################
library(foreign)
# Export als *.csv -Datei: write.csv2 benutzt Komma für Dezimalpunkte und Semikolon als Seperator
write.csv2(Simulation.Resultat ,outputcsvname)
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