We propose a penalized maximum likelihood criterion to estimate the graph of conditional dependencies in a discrete Markov random field, that can be partially observed. We prove the almost sure convergence of the estimator in the case of a finite or countable infinite set of variables. In the finite case the underlying graph can be recovered with probability one, while in the countable infinite case we can recover any finite subgraph with probability one, by allowing the candidate neighborhoods to grow with the sample size n. Our method requires minimal assumptions on the probability distribution and contrary to other approaches in the literature, the usual positivity condition is not needed.
Introduction
Discrete Markov random fields on graphs, usually called graphical models in the statistical literture, have received much attention from researchers in recent years, especially due to its flexibility to capture conditional dependence relationships between variables [6, 5] . They have been applied to many different problems in different fields such as Biology [9] or Social Sciences [10] . Graphical models are in some sense "finite" versions of general random fields or Gibbs distributions, classical models in stochastic processes and statistical mechanics theory [3] .
In this work we focus on discrete Markov random field models (with a countable infinite set of variables), where the set of random variables takes values on a finite alphabet. One of the main statistical questions for this type of models is how to recover the underlying graph; that is, the graph determined by the conditional dependence relationships between the variables. By far the most studied model in this class is the binary graphical model with pairwise interactions where structure estimation can be efficiently addressed by using standard logistic regression techniques [10, 8] or distance based approaches between conditional probabilities [2] . In the case of bigger discrete alphabets or general type of interactions, to our knowledge the only work addressing the structure estimation problem is [7] , where the authors obtain a characterization of the edges in the graph with the zeros in a generalized inverse covariance matrix.
Then, this characterization is used to derive estimators for restricted classes of models and the authors prove the consistency in probability of these estimators. All these works assume the model satisfies a usual "positivity" condition, that states that the probability distributions of finite sub-sets of variables are strictly positive. The positivity condition guarantees a factorization property of the joint distribution, thanks to a classical result known as Hammersley-Clifford theorem [4] .
In this work we address the structure estimation problem by means of a penalized maximum likelihood criterion, similar to that used in [1] for Markov random fields. First we introduce a node-wise criterion that is later combined to obtain an estimator of the underlying graph, using an objective function known as pseudo-likelihood. We prove that both estimators converge almost surely to the true underlying graph in the case of a finite graphical model when the sample size grows, without imposing additional hypothesis on the model. In the countable infinite case; that is when the underlying graph is infinite and the number of observed variables is allowed to grow with the sample size, we prove under weak assumptions that the estimator restricted to a finite sub-graph also converges almost surely to the corresponding sub-graph.
The paper is organized as follows. Section 2 presents the definition of the model, including some examples. Section 3 introduces the different estimators of the conditional dependence graph and states the main results. Finally, in Section 4 we evaluate the estimators performance through simulations, in Section 5 we show a real data application and in the Appendix we present the proofs of the theoretical results.
Discrete Markov random fields on graphs
A graph is a pair G = (V, E), where V is the set of vertices (or nodes) and E is the set of edges,
Given any set S, the symbol |S| denotes its cardinality.
Let A be a finite set, a random field on A V is a family of random variables indexed by the elements of V , {X v : v ∈ V }, where each X v is a random variable with values in A. For ∆ ⊆ V , a subset of vertices, we write X ∆ = {X i : i ∈ ∆}, and a ∆ = {a i ∈ A : i ∈ ∆} denotes a configuration on ∆. The law (joint distribution) of the random variables X V is denoted by P.
For any finite ∆ ⊂ V we write
and if p(a ∆ ) > 0 we denote by
the corresponding conditional probability distributions.
for all finite ∆ ⊃ W, v / ∈ ∆ and all a v ∈ A, a ∆ ∈ A ∆ with p(a ∆ ) > 0, then W is called Markov neighborhood of v. The definition of the Markov neighborhood W is equivalent to request that for all Φ finite (not containing v) with Φ ∩ W = ∅, X Φ is conditionally independent of X v , given X W . More formally,
where ⊥ ⊥ is the usual symbol denoting independence of random variables. This conditionally independence assumption defining the Markov neighborhoods corresponds to the property known as local Markov in finite graphical models, that is weaker than the usually assumed global Markov property, see [6] for details. A basic fact that we can derive from the definition is that if W is a Markov neighborhood of v ∈ V , then any finite set ∆ ⊃ W is also a Markov neighborhood of v. On the other hand, if W 1 and W 2 are Markov neighborhoods of v then it is not always true in general that W 1 ∩ W 2 is a Markov neighborhood, as shown in the following example.
Example 2.1. Let V = {1, 2, 3} and consider the vector (X 1 , X 2 , X 3 ) of Bernoulli random variables with P(X i = 0) = 1/2, P(X i = 1) = 1/2, for i = 1, 2, 3. Suppose that X 1 = X 2 = X 3 with probability 1. Then it is easy to check that both {2} and {3} are Markov neighborhoods of node 1, but the intersection is not a Markov neighborhood (which will imply X 1 being independent of X 2 and X 3 ).
The intersection property for Markov neighborhoods is desirable in our context to define the smallest Markov neighborhood of a node and to enable the structure estimation problem to be well defined. For that reason we assume the distribution P satisfies the following:
Markov intersection property: For all v ∈ V and all W 1 and W 2 Markov neighborhoods of v, the set W 1 ∩ W 2 is also a Markov neighborhood of v.
This property is guaranteed under the usual positivity condition; namely that all marginal distributions of finite dimension are strictly positive, see [6] . But there are distributions satisfying the Markov intersection property that are not strictly positive. An example of this is a typical realization of a Markov chain with some zeros in the transition matrix. The following basic example shows that positivity and Markov intersection property are not equivalent in general. Evidently, the distribution P of the Markov chain does not satisfy the positivity condition (any configuration with two subsequent one's have zero probability). But the distribution satisfies the Markov intersection property, because any Markov neighborhood of node i necessarily contains nodes i − 1 and i + 1, that corresponds to the minimal Markov neighborhood of node i.
From now on we assume the distribution P satisfies the Markov intersection property defined before. For v ∈ V , let Θ(v) be the set of all subsets of V that are Markov neighborhoods of v. The basic neighborhood of v is defined as
By the Markov intersection property, ne(v) is the smallest Markov neighborhood of v ∈ V . Based on these special neighborhoods, define the graph
We can now prove the following basic result.
As an illustration, we show in Figure 1 different Markov random field models with finite as well as infinite undirected graphs. Examples (a) and (b) are obtained in particular by the distribution in Example 2.2. Case (a) is the projection on {0, 1} {1,...,5} and case (b) is a representation of the joint distribution on {0, 1} Z . Figure 1 (c) is a finite graphical model that can be obtained by a joint distribution as for example (14) used in the simulations in Section 4 and Figure 1 (d) represents the interaction graph in a classical Ising model, see for example [1, 3] .
Estimation and model selection
Suppose we (partially) observe an independent sample with size n of the random field {X v : v ∈ V } with distribution P. By partial observation we mean there exists an increasing sequence of finite subsets of V , denoted by {V n } n∈N , such that V n V when n → ∞. When V is finite we assume, without loss of generality, that V n = V for all n ∈ N. Denote by x (i) v the value obtained at the vertex v on the i-th observation of the sample. The structure estimation problem consists on determining the set of edges E of the graph G = (V, E) defined by (6) , based on the partial sample {x
Given a vertex v ∈ V and a set W ⊂ V not containing v, the operator N (a v , a W ) will denote the number of occurrences of the event
The conditional likelihood function of X v given X W = a W , for a set of parameters {q a : a ∈ A}, is then
and it is not hard to prove that the distribution over A maximizing this function is given by
for all a W with N (a W ) > 0, where N (a W ) = a∈A N (a, x W ). By multiplying all the maximum likelihoods of the conditional distribution of X v given X W = a W for the different a W ∈ A W we can compute a maximal conditional pseudolikelihood function for vertex v ∈ V , given bŷ
where the product is over all
We are now ready to introduce the following neighborhood estimator for the set ne(v), for v ∈ V .
In order to state our main results, we recall the definition of the Kullback-Leibler divergence between two probability distributions p and q over A. It is given by 
Consider the following assumptions:
Observe that Assumption 3.2 is automatically satisfied in the case of a finite set of vertices V . In the infinite case, it means that the positive conditional probabilities and Kullback-Leibler divergences are bounded from below by positive constants.
We can now state the following consistency result for the neighbourhood estimator given in (10) . . Then the estimator given by (10) satisfies ne(v) = ne(v) eventually almost surely as n → ∞.
Here we are interested in estimating a finite subgraph of G. We still can estimate the neighbourhood of each node and reconstruct the subgraph based on the set of estimated neighbourhoods. Given a set V ⊂ V , we denote by G V the induced subgraph; that is, the graph given by the pair
Based on the neighbourhood estimator (10), we can construct an estimator of the subgraph G V by defining the set of edges
were this is refereed as the conservative approach or we can take
a non-conservative approach.
Theorem 3.3 then implies the following strong consistency result for any G with a finite set of vertices V . we have E ∧ = E ∨ = E eventually almost surely as n → ∞.
Simulations
In this section we show the results of a simulation study to evaluate the performance of the graph estimators (12) and (13) on different sample sizes and for different values of the penalising constant c.
We simulated a probability distribution on five vertices with alphabet A = {0, 1, 2} and with graph of conditional dependencies given by Figure 1(c) . To define the joint probability distribution, we used the factorisation
and atribute values to each one of the conditional distributions in the right hand side. The specific values used in the simulation for these conditional distributions are given in the Supplementary material. In particular, we used a probability distribution not satisfying the positivity condition. The algorithms implementing the graph estimators given by (12) (conservative approach) and (13) (non-conservative approach) were coded in the R language and are available as a package called mrfse in CRAN. In Figures 2 and 3 we show the results of both approaches, for values of the penalising constant c in the set {0.25, 0.5, 1, 1.5, 2} and sample sizes n in the set {100, 200, 500, 1000, 2500}. In this example the non-conservative approach seems to converge to the underlying graph faster than the conservative approach. To evaluate this difference in a quantitative form, we compute a numeric value for the underestimation error (ue), overestimation error (oe) and total error (te), given by 
and
.
(17) Figure 4 shows an evaluation of ue, oe and te for both methods, used with constant c = 1, and with sample sizes ranging from 100 to 10,000. The error lines corresponds to the mean errors in 30 runs of both algorithms. We also performed simulations for other distributions with different graph structures, specifically for the projected Markov chain in five variables given by Figure 1 (a) (a graph with few edges) and the complete graph with five vertices (a graph with maximum number of edges). The results are reported in the Supplementary material. By the computational complexity of the algorithms, the simulations are restricted to small graphs. 
Applications
To illustrate the performance of the estimator on real data we analysed a stock index from six countries on different times taken from the site https:// br.investing.com/indices/world-indices. The countries are Brazil, USA, UK, France, India and Japan with stock markets Bovespa, NASDAQ, FTSE, CAC 40, Nifty 50 and Nikkei 250, respectively. We collected 3822 entries where each entry contains the indicator function of an increasing variation in the stock index for a given day with respect to the previous day, for each one of the six stock markets. That is, a stock market for a given day d is codified as 1 if the stock index at day d is greater than the stock index at day d−1, and 0 otherwise. The main goal is to estimate the conditional dependence graph between the codified stock markets corresponding to the six countries. The dataset of stock index variation corresponds to subsequent time points (days) in the period from January 5 th of 2001 to October 22 th of 2018. To reduce sample correlation between subsequent observations we selected data points with a difference of 5 days. The final sample has a total of 764 time points. The datas are avaliable in https://github.com/rodrigorsdc/ic/tree/master/stock_data We applied the two approaches given by (12) and (13) to estimate the conditional dependence graph. We chose the penalising constant as c = 0.5. The resulting graphs with the conservative and non-conservative approaches are shown in Figure 5 . In both cases, the obtained graphs connect countries that are geographically near, as could be somehow expected.
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Proof of main results
Proof of Theorem 3.3. Denote by
If V n \ {v} is the bounding set for the neighborhood of vertex v and ne(v) is the basic neighborhood of v, we need to prove that max W ⊂Vn\{v},W =ne(v)
PML(x eventually almost surely n → ∞. We divide the proof in three cases, showing that max
eventually almost surely n → ∞, for i = 1, 2, 3, where
For case (a), observe that for all W ∈ B 1
As these empirical probabilities are the maximum likelihood estimators we have that
Therefore, (19) can be lower-bounded by
where D denotes the Küllback-Leibler divergence, see (11). Therefore we have, by Lemma 8.1, that
Then, by Proposition 8.4 we have for any δ > 16, that 
eventually almost surely as n → ∞. This completes the proof of (18) for case (a). For case (b) we have that for all W ∈ B 2
By the Strong Law of Large Numbers we have that
almost surely as n → ∞. On the other hand,
when n → ∞. Note that we can rewrite the right-hand side of (20) as
By the minimality property of ne(v) and Lemma 8.2 we must have
eventually almost surely as n → ∞, finishing the proof in case (b). Finally, to prove (18) in case (c) we will first prove that eventually almost surely as n → ∞. This inequality together with case (a) will imply (18) for i = 3. Note that we have
As before, the second term in the brackets
when n → ∞. For the first term, by summing and subtracting N (a Vn ) log p(a v |a W )/n we have that
We divide again the expression in two parts. By one hand, by looking at the second term of the sum in (21) we have 
as n → ∞. On the other hand, asp(a v |a Vn\{v} ) is the maximum likelihood estimators of p(a v |a Vn\{v} ) and V n will eventually contain ne(v), the first term in the sum (21) can be lower-bounded by
By Proposition 8.3 we havê p(a Vn ) > p(a Vn ) − 2 log n n eventually almost surely as n → ∞. By replacing this inequality in (23) we obtain that
; p(· v |a W )) + |A| |Vn| log p * 2 log n n By Assumption 3.2 the last expression is grater than
eventually almost surely as n → ∞. As V n will contain ne(v) for n sufficiently large, then V n \ {v} ∈ B 1 for such values of n. Then, by case (a) we have
eventually almost surely as n → ∞, and this finishes the proof of case (c). By combining the results of all three cases, we conclude that
and then ne(v) = ne(v), eventually almost surely as n → ∞.
Proof of Corollary 3.4. The proof of the corollary follows from Theorem 3.3 and the fact that V is finite.
Appendix: auxiliary results
Here we present the proofs of the basic lemmas in Section 2 and some auxiliary results of independent interest. From now on we simply write log n for the logarithm in base |A|.
The following basic result about the Kullback-Leibler divergence corresponds to [1, Lemma 6.3] . We omit its proof here. for all a ∆ with p(a ∆ ) > 0. But we also have that p(a v , a w |a ∆\{w} ) = p(a w |a ∆\{w} , a v )p(a v |a ∆\{w} ).
Therefore, by (25) and (26), if p(a v |a ∆\{w} ) > 0 we obtain p(a w |a ∆\{w} , a v ) = p(a w |a ∆\{w} ) .
As the equality holds for all ∆ and all (a v , a ∆\{w} ) with p(a v , a ∆\{w} ) > 0 then we conclude that v / ∈ ne(w).
The next lemma was proved in [1, Lemma A.2] for translation invariant Markov random fields. As our setting is different, we include its proof here.
Proof. We have to show that for any ∆ ⊂ V finite, with ∆ ⊃ W , Then for all δ > 2 we have |p(a W ) − p(a W )| < δ log n n simultaneously for all W ⊂ V n and a W ∈ A W , eventually almost surely as n → ∞.
Proof. For W ⊂ V n and a W ∈ A W define Y i (a W ) = 1{x (i) W = a W } − p(a W ) , i = 1, 2, . . . , n.
Note that E(Y i (a W )) = 0 and |Y i (a W )| ≤ 1 for all i = 1, 2, . . . , n. Then by Hoeffding's Inequality we have that
Observe that
Taking t = δ log n n we have that 
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