Mapping of Landscape Protection Areas with regard to user requirements for detailed land cover and biotope classes has been limited by the spatial and temporal resolution of Earth observation data. The synergistic use of new generation optical and SAR data may overcome these limitations. The presented work is part of the ENVILAND-2 project, which focuses on the complementary use of RapidEye and TerraSAR-X data to derive land cover and biotope classes as needed by the Environmental Agencies. The goal is to semi-automatically update the corresponding maps by utilising more Earth observation data and less field work derived information. Properties of both sensors are used including the red edge band of the RapidEye system and the high spatial and temporal resolution TerraSAR-X data.The main part of this work concentrates on the process of feature selection. Based upon multi-temporal optical and SAR data various features like textural measurements, spectral features and vegetation indices can be computed. The resulting information stacks can easily exceed hundreds of layers. The goal of this work is to reduce these information layers to get a set of decorrelated features for the classification of biotope types. The first step is to evaluate possible features. Followed by a feature extraction and pre-processing. The pre-processing contains outlier removal and feature normalization. The next step describes the process of feature selection and is divided into two parts. The first part is a regression analysis to remove redundant information. The second part constitutes the class separability analysis. For the remaining features and for every class combination present in the study area different separability measurements like divergence or Jeffries-Matusita distance are computed. As result there is a set of features for every class providing the highest class separability values. As the final step an evaluation is performed to estimate how much features for a class are needed to get the highest classification accuracy by employing an object-based classification approach and to assess how classification accuracy changes with various numbers of features. The study is carried out for two case studies: 1. Rostocker Heide; (Special Area of Conservation (SAC, EC Habitats Directive)), Mecklenburg-Vorpommern and 2. Elsteraue (Landscape Protection Area) near Groitzsch, Sachsen. Both test sites are located in Germany.
INTRODUCTION
To meet the requirements of international nature conservation polices like NATURA2000, Water Framework Directive (WFD), Convention on Biodiversity (CBD) or the Common Agricultural Policy (CAP) the development of detailed mapping strategies for biotopes are mandatory (Bock et al., 2005) .
The main goal is the protection and monitoring of biotopes related to human pressure and climate change. In order to reach the goals of e.g. the Convention on Biodiversity, which recommends that all land use types should be sustainably developed in order to maintain and to increase biodiversity, comprehensive surveys of all land parcels are indispensable.
In Germany the biotope map "Biotoptypenkartierung (BTK)" has become an important basis of assessment and recognition of biotopes. The goal is to know what kinds of biotopes, with their exact spatial location, are present. Regular updates of this information will give decision makers basis in the context of environmental management Traditional monitoring techniques like visual interpretation of aerial photographs or on site mapping are cost and time intensive. Against this background, new methods based on remote sensing can be an alternative to monitor biotopes in time and space. Biotope mapping is not limited to only a few countries. An increasing number of countries, e.g. Sweden, Korea and Turkey, are producing biotope maps as a basis for landscape planning (Qui, 2010) . A further example UK is the Nature Conservancy Council which developed a method called "Phase 1 Habitat Survey" for the country. This habitat concept is very similar to the biotope concept used in Germany (Qui et al., 2010) . First biotope mapping activities for nature conservation and landscape planning in the Federal Republic of Germany were undertaken since the 1970's (Sukopp & Weiler, 1988 
STUDY AREA
Two test sites are subject to this study: the Rostocker Heide. The Elsteraue study site Landscape Protection Area and is located in the south of the city of Leipzig, Saxony. It comprises an area of 18 ha. In Germany the biotope map "Biotoptypenkartierung (BTK)" has become an important basis of assessment and recognition biotopes. The goal is to know what kinds of biotopes, with Regular updates of this information will give decision makers an indispensable in the context of environmental management.
techniques like visual interpretation of aerial photographs or on site mapping are cost and time intensive. Against this background, new methods based on remote sensing can be an alternative to monitor biotopes in mited to only a few n increasing number of countries, e.g. Sweden, Korea and Turkey, are producing biotope maps as a basis for landscape planning (Qui, 2010) . A further example from the the Nature Conservancy Council which developed a hod called "Phase 1 Habitat Survey" for the entire . This habitat concept is very similar to the biotope concept used in Germany (Qui et al., 2010) . First biotope mapping activities for nature conservation and landscape lic of Germany were undertaken since the 1970's (Sukopp & Weiler, 1988 (Figure 1 ).
DATA
Two different data sets were used multispectral data set from the RapidEye second data set comes from the TerraSAR RapidEye-system consists of five identical specifications are given in The data was atmospherically corrected using the ATCOR2 Software. The application of ATCOR3, which includes a topographic normalization, was the lack of a high resolution digital elevation model (DEM) for the Elsteraue study site and the flat terrain test sites. Following the atmospheric correction a geometric correction was performed using control points (GCPs) extracted from very high resolution aerial photographs. A final orthorectified pixel size was chosen.
The study site is spread in south-west direction along the river Weiße Elster. This flat area at a height around 120 m above sea level is mainly characterized by agricultural areas Along the Weiße Elster broadleaf forest vegetation are predominant ( Figure 1 ).
a Special Area of Conservation (SAC, is part of the administrative area of The area is characterized by its seaside. This flat area at a height around 10 m above sea level is mainly characterized by forest of broadleaf trees like beech and needleleaf trees like spruce and contains two nature reserves: the Hütelmoor and the Radelsee, which are dominated by marsh, meadows and reeds. Furthermore there are some smaller grassland, dwarf-shrub-and juniper
DATA BASIS
Two different data sets were used in this study. The first is a multispectral data set from the RapidEye-system and the second data set comes from the TerraSAR-X satellite. The system consists of five identical satellites. Its Table 1 . Level 1B data was ordered. L1B data comprised first radiometric and sensor is neither mapped to a coordinate system corrected. The data is delivered in National Imagery Transmission Format (NITF) 2.0 with a and a radiometric resolution of 16 bit. Two summer images for every study area were used. : RapidEye system specifications corrected using the ATCOR2 The application of ATCOR3, which includes a topographic normalization, was not necessary with regard to of a high resolution digital elevation model (DEM) for the Elsteraue study site and the flat terrain present at both test sites. Following the atmospheric correction a geometric correction was performed using automatically chosen ground Ps) extracted from very high resolution final orthorectified pixel size of 5 m
The TerraSAR-X system was developed by a cooperation of the German Aerospace Center (DLR) and the EADS Astrium GmbH. Its system specifications are given in Table 2 . The TerraSAR-X system is a side-looking X-Band synthetic aperture Radar (SAR) und works at a wavelength of 3.1 cm. Four acquisition modes are available to cover a wide range of applications.
TerraSAR-X system spezificationen orbit 514 km sun-synchronous sensor type side-looking X-band synthetic aperture Radar (SAR) wavelength 3.1 cm (X-band) acquisition modes stripmap, high resolution spotlight, spotlight and scan-SAR incidence angle stripmap / scan-SAR 20° -45° full performance spotlight modi 20° -55° full performance polarisations HH, VH, HV, VV The data was processed using the GAMMA software. 5 m was chosen as spatial resolution to fit the RapidEye data and to minimize the influence of speckle. Furthermore the LeeSigma speckle filter was applied to the data. For every test site a TerraSAR-X high resolution spotlight image was acquired.
As reference data the German biotope and land use map (Biotop-und Landnutzungskartierung (BNTK)) is used. Seven main classes, as extracted from the BNTK, are used in the study. These classes are water areas, urban areas, bare ground, broadleaf forest, needleleaf forest, grassland and heathland. The seven classes are further divided into 24 subclasses (Table 3) .
METHODOLOGY
A detailed knowledge about the classes and features is essential for the success of the classification. The use of inadequate and redundant features during the classification process may lead to poor classification accuracy. The goal is to create a processing chain for the selection of features for all classes with the highest probability of an accurate classification.
The following analysis is performed on objects. About 3.500 objects for the 24 classes are selected and the below described approaches are all realized using these objects. To reach a predefined classification goal a few steps are necessary. As first step the feature generation consists of an evaluation of the data and the literature and the following computing of the selected features. As second step the feature selection deals with the pre-processing of the features, the removal of redundant features and the selection of features. Both steps will be explained in the following sections. To create a framework for the underlying feature selection procedure a set of potential features to analyze in this study was chosen from the literature. Publications dealing with biotope mapping or related land cover classifications were investigated with regard to the features used. As result the following features were found:
object height information (LiDAR) Some of the features had to be excluded from the analysis because of data restrictions. These features are multitemporal, phenological features, object height information (LiDAR) and relational features. Phenological features were excluded because only one SAR image and two optical images for every test site are available. Therefore phenological information is not derivable. Also object height information could not be analyzed because no such data was available for the Elsteraue test site. This is especially problematic because a lot of studies use object height information to classify biotopes and detailed land cover categories. In these studies the use of object height information often leads to higher classification accuracies. The last excluded sets of information are relational features. These kinds of features are only computable when a classification is already performed and the relations between different objects of a certain class can be analyzed. Examples for relational features are distances between different classes or the distribution of these classes. Hence, the remaining feature categories were: spectral information, backscatter information (SAR), vegetation indices, texture, spectral transformations and geometric features.
Feature generation and pre-processing
For the RapidEye data the spectral information were analyzed. During pre-processing three steps are performed: an outlier removal, data normalization and gap filling. Outliers were defined by a distance larger than three times of the standard deviation. Based on this assumption a small number of outliers were found and discarded. After the outlier removal a softmax scaling was done to fit the data in the range of [0, 1] . This is done to ensure the comparability of all features among each other. The softmax scaling is a nonlinear method but performs for small values similar to a linear method, but different to linear methods the values away from the mean are squashed exponentially. The last step of the preprocessing comprises the gap filling. Due to only very few gaps in few data sets the gaps were filled by the mean value of the corresponding feature and class. Subsequently a regression analysis is performed to remove redundant information. This regression analysis is supported by a hypothesis testing using the t-Test. Only if both lead to a significant measurement the tested feature is discarded. Figure 2 shows an example of a discarded feature. Figure 2 shows the regression of the texture measurement contrast computed using the blue and green band of RapidEye. The correlation is very high (R² = 0.99) and also the t-Test leads to a very high value of 0.49.
Figure 2. Regression analysis example
This analysis is performed for all features. The reason why a regression analysis and a t-Test are used is because only one may lead to wrong conclusions. For example the blue, green and red RapidEye bands contain very high correlation values and may be discarded. By incorporating the t-Test it shows differences between the blue, green and red RapidEye bands, so that they were used for further analysis. Removed features were mainly redundant texture measurements and geometric features. These results are strongly related to the selected test sites and the analyzed classes. The analyzed vegetation classes show very high correlation for the geometric features. This is because the vegetation classes consist of very few and small irregular objects. Urban classes may show a quite different behavior.
Separability analysis
For separability analysis and feature selection in image classification the best measure should be the Bayes error. But a minimization of the Bayes error cannot be directly performed. Based on these problem alternative measurements related to the Bayes error are proposed in the literature. These criteria can be divided into three categories: 1. probabilistic distance, 2. divergence and 3. correlation based (Guo, 2008) .
For this study one criterion was selected from each category and was used in the feature selection process. Under the assumption of a normal distribution of the analyzed features the following criteria can be used for feature selection. For the probabilistic distance category the Jeffries-Matusita distance was chosen. The Jeffries-Matusita distance is based on the Bhattacharyya distance (Bhattacharyya, 1943 
where m i and m j are the mean values and σ i and σ j are the variance values of the two feature distributions. The Bhattacharyya distance theoretically produces an infinite value range. To get a better comparison of the resulting values the Jeffries-Matusita distance was used which has a finite dynamic range between 0 and 2 and is given by:
The best separability between the two analyzed classes for one feature is indicated by J = 2. The lower J becomes the worse is the separability of the classes (Nussbaum & Menz, 2008) .
The divergence used in this study is based on a form of the Kullback-Leibler distance (Kullback & Leibler, 1951) . Similar to the Jeffries-Matusita distance there is an assumption of a normal distribution of the analyzed features for the divergence. The divergence is given by:
The divergence thus depends on the means and the variances. Based on this the divergence can provide large values even if the mean values of both distributions are equal. Similar to the Bhattacharyya distance for dij the resulting values are not easy to interpret. To overcome this problem the transformed divergence was used. The transformed divergence is given by:
The transformed divergence has similar to the JeffriesMatusita distance a finite dynamic range between 0 and 2. The third separability measurement was a simple correlation for all features between all classes. Additionally to the three separability measurements box-plots were created for all features.
RESULTS
Based on the remaining features and for the 24 selected classes box plots were generated for a visual separability analysis. The box plots are very useful for a first analysis of the discrimination power of every feature. Figure 3 shows for example the discrimination ability between the broadleaf and needleleaf forest of the red-edge band. Furthermore the heathland classes and urban areas can by clearly separated from the rest of the classes by using the red-edge information of the RapidEye. The visual comparison is followed by the evaluation of the separability measurements introduced in the previous chapter. For all features and class combinations the Jeffries-Matusita distance, transformed divergence and correlation are computed (Figure 4 ). For every class a feature ranking was created using the separability values. The highest separability value comes first and will be integrated in the classification design. For the Jeffries-Matusita distance and the transformed divergence values higher than 1.9 were interpreted as very good separability and values between 1.5 and 1.9 as good separability. For the correlation then lowest values provide the best separability.
To avoid selecting correlated features a cross-correlation between the features is performed. This is necessary because for example two features (x 1 and x 2 ) with very high separability value are able to separate between class c 1 and c 2 but are not able to separate between c 1 and c 3 , while another feature (x 3 ) with a lower separability value is not able to separate between c 1 and c 2 but between c 1 and c 3 . By only using the separability values x 1 and x 2 were chosen and x 3 would be discarded. By applying a cross-correlation the described problem can be circumvented. For the crosscorrelation a class separability measurement (e.g. transformed divergence) is for one class ranked in descending order and the best feature with the highest transformed divergence is chosen. To select the second best features the cross-correlation between the already chosen feature and each of the remaining features is computed. This means, for the selection of the next feature not only the transformed divergence but also the correlation with the already chosen feature is taken into account. This step then can be performed until the desired number of features is selected. Figure 4 . Extract of the red-edge transformed divergence for the tree species classes against all classes Afterwards the chosen features are integrated into an objectand rule-based classification system. For all classes thresholds for the selected features are defined. At this point the processing lacks an adequate degree of automation. This problem is the focus of current studies.
CONCLUSION
The presented work shows a workflow for feature selection from high resolution remote sensing data for biotope mapping. The method can help to select suitable features for different land cover and biotope type classification approaches.
Nevertheless some limitations related to the proposed workflow should be noted. The results shown here are strongly related to the underlying objects and the existing classes in the test areas. By changing the objects sizes the feature values also change. Larger objects become spectrally more averaged but may consist of different land cover classes. A larger forest object for example can consist of shadow areas, bare ground and vegetation (trees). Small objects should hold only pure land cover classes. This leads to the conclusion that the segmentation is a very important step with a high impact on the following statistical results.
Moreover the proposed method assumes for all features and classes a normal distribution. This is not always true and also has an impact on the results. A comparison between the distribution of the features and the resulting values showed that the Jeffries-Matusita distance is more sensitive for not normal distributed data than the transformed divergence.
In our ongoing studies, the investigations are extended to unconsidered features. Especially relational features will be investigated. Furthermore additional classification approaches like random forest (RF) and support vector machines (SVMs) will be tested.
