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MAYBERRY-MURASUGI’S FORMULA FOR LINKS IN
HOMOLOGY 3-SPHERES
JOAN PORTI
Abstract. We prove Mayberry-Murasugi’s formula for links in homology 3-
spheres, which was proved before only for links in the 3-sphere. Our proof uses
Franz-Reidemeister torsions.
1. Introduction
Fox’s formula computes the order of the first homology group of a finite cyclic
covering of a knot in S3 from its Alexander polynomial [Fo]. This formula has been
generalized by Mayberry and Murasugi for finite abelian coverings of links in S3
[MM]. Here we give a new proof of this formula using Franz-Reidemeister torsions,
that applies to links not only in S3 but in homology 3-spheres. Results in this
direction have been obtained in [Sa] and [HS].
Let M3 be a closed three-dimensional homology sphere and L ⊂ M3 a smooth
link with µ components l1, . . . , lµ. Its exterior is denoted by E(L) = M
3 − N(L).
A finite abelian covering Mˆ3π →M
3 branched along L is given by the kernel of an
epimorphism
π : π1E(L)→ G,
where G is a finite abelian group. The set of representations from G to non-zero
complex numbers ξ : G → C∗ is denoted by Gˆ, and it is a group isomorphic to G,
called the Pontrjagin dual.
We choose meridians m1, . . . ,mµ ∈ H1(E(L),Z). For ξ ∈ Gˆ, let Lξ ⊆ L be the
sublink consisting of those components li such that ξ(mi) 6= 1. Let ∆Lξ(ti1 , . . . , tik)
denote the Alexander polynomial of Lξ (where Lξ = li1 ∪ · · · ∪ lik).
For the trivial representation 1 : G→ C∗, L1 = ∅, and we set ∆L1 = 1. Let Gˆ
(1)
be the subset of representations ξ ∈ Gˆ such that Lξ consists of a single component:
Lξ = li(ξ).
Finally, |H1(Mˆ3π ,Z)| denotes the cardinality ofH1(Mˆ
3
π ,Z) when its finite, or zero
when it is infinite. The extension of Mayberry-Murasugi’s formula to homology
spheres is the following.
Theorem 1.1. In the situation described above we have:
|H1(Mˆ
3
π ,Z)| = ±
∏
ξ∈Gˆ
∆Lξ(ξ(mi1 ), . . . , ξ(mik))
|G|∏
ξ∈Gˆ(1)
(1− ξ(mi(ξ)))
.
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The relationship between the Alexander polynomial and Franz-Reidemeister tor-
sion was discovered by Milnor in [M2] and further developed by Turaev [T], who
provided new proofs for classical results. In particular [T] reproved Fox’s formula
for knots in homology spheres, but not Mayberry-Murasugi’s, which was said to
require additional considerations going beyond the scope of the paper [T].
Acknowledgements. I am indebted to M. Sakuma for an encouraging conversa-
tion.
2. Franz-Reidemeister Torsion
We review the basic notions and results about Franz-Reidemeister torsion needed
in this paper. See [M3] and [T] for details.
2.1. Torsion of a chain complex. Let F be a field and Cn
∂
→ Cn−1
∂
→ · · ·
∂
→ C0
a chain complex of finite dimensional F -vector spaces. Choose ci a basis for Ci
and hi a basis for the i-th homology group. We shall define the torsion of Ci with
respect to those basis.
Choose bi a basis for the i-dimensional boundary space (the image of ∂ : Ci+1 →
Ci) and a lift b˜i, which is a subset of Ci+1 such that ∂b˜i = bi. It is easy to
check that the union bi ∪ hi ∪ b˜i−1 is a basis for Ci. Let [bihib˜i−1/ci] ∈ F ∗ denote
the determinant of the transition matrix between both basis (its entries are the
coordinates of vectors in bi ∪ hi ∪ b˜i1 with respect to ci). We define:
τ(C∗; ci, hi) =
n∏
i=0
[bihib˜i−1/ci]
(−1)i+1 ∈ F ∗/{±1}.
It can be checked that this torsion is independent of the choice of the bi and it is
well defined up to sign. In addtion, if we change the basis ci and hi we get:
(2.1) τ(C∗; c
′
i, h
′
i) = τ(C∗; ci, hi)
n∏
i=0
(
[h′i/hi]
[c′i/ci]
)(−1)i+1
.
Notice that we follow the convention of [M2] and [T] for the sign (−1)i+1, opposite
to the one of [M3].
2.2. Torsion of a cell complex. Let K be a finite CW -complex and ϕ : π1K →
F ∗ a representation. We define the complex with coefficients twisted by ϕ
C∗(K; ρ) = C∗(K˜;Z)⊗ϕ F,
where C∗(K˜;Z) is the complex with integer coefficients on the universal cover-
ing. When ϕ = 1 is the trivial representation, C∗(K;1) = C∗(K;F ) is the usual
untwisted complex.
We now choose a canonical basis for Ci(K;ϕ), that will play the role of ci in
the definition of torsion. Let {ei1, . . . , e
i
j(i)} be the i-dimensional cells of K. We lift
them to the universal covering and we take ci = {e˜i1⊗ 1, . . . , e˜
i
j(i)⊗ 1}. The basis ci
is called a canonical basis. Choosing again a basis hi for the homology we define:
τ(K;ϕ, hi) = τ(C∗(K;ϕ); ci, hi) ∈ F
∗/± ϕ(π1K).
This definition only depends on the combinatorial class of K, ϕ and the hi.
Remark 2.1. We add the indeterminacy ϕ(π1K) due to the choice of the lift of cells
e˜ij. Turaev avoids this indeterminacy by using Euler structures.
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Example 2.2. Let Nn be an n-dimensional rational homology sphere, so that
Hi(N
n;Z) is finite for 1 ≤ i ≤ n− 1. Let hn ∈ Hn(Nn,Z) denote the fundamental
class and h0 a generator forH0(N
n,Z). For the trivial representation 1 : π1N
n → C
we have [T]:
τ(Kn;1, h0, hn) = ±
n−2∏
i=1
|Hi(N
n;Z)|(−1)
i+1
.
Example 2.3. Let L be a link in an 3-dimensional integer homology sphere M3
with µ components. Consider its exterior E(L) =M3 −N(L). We view the group
ring C[Zµ] as the Laurent polynomial ring with µ variables C[t±11 , . . . , t
±1
µ ] and let
F = C(t1, . . . , tµ) denote its fraction field. Consider the representation induced by
abelianization ρ : π1E(L)→ H1(E(L);Z) ∼= Zµ →֒ F . Suppose that the Alexander
polynomial of the link ∆L is non-zero (which is always the case for a knot). Then
C∗(E(L); ρ) is acyclic and:
τ(E(L); ρ) =
{
∆L(t1, . . . , tµ) when µ > 1,
∆(t1)
t1−1
when µ = 1.
This was proved by Milnor when µ = 1 and Turaev when µ > 1, [M2, T]. Notice
that those identities hold true up to multiplication by a factor ±tα11 · · · t
αµ
µ . The
complex C∗(E(L); ρ) has non-trivial first homology precisely when ∆L = 0. So the
formula holds true if we define τ(E(L); ρ) = 0 when the complex is not acyclic.
2.3. The order of a module over a Noetherian UFD. Both examples above
can be deduced from a theorem of Turaev, as both rings Z and C[t±11 , . . . , t
±1
µ ] are
Noetherian unique factorization domains (UFD).
Let R be a Noetherian UFD and D a finite generate R-module. The module D
has a presentation matrix, with m rows and n columns, where n is the rank. We
can always assume m ≥ n, by adjoining rows of zeros if necessary. The elementary
ideal is the ideal generated by the minors of the presentation matrix of size n, and
the order of D is the greatest common divisor of this elementary ideal. We denote
it by |D|.
For instance when R = Z, |D| is the cardinality of D when finite or 0 when
infinite. For a link in a homology sphere, ∆L = |H1(E˜(L),Z)|, where E˜(L) is the
maximal abelian covering of the exterior of the link.
Theorem 2.4 ([T]). Let C∗ be a complex of free R-modules and let F be the fraction
field of R. Then C∗ ⊗R F is acyclic iff |Hi(C)| 6= 0, ∀i = 0, . . . , n. In this case:
τ(C∗; ci) =
m∏
i=0
|Hi(C∗)|
(−1)i+1 .
Notice that for a link exterior |H0(E˜(L),Z)| = (t − 1) when µ = 1, and
|H0(E˜(L),Z)| = 1 when µ > 1.
3. Decomposing the G-complex C∗(Kˆ,C)
Some of the material of sections 3 and 4 is contained in [Sa]. In particular most
of the results are contained there, but we give them again for completeness and for
fixing notation.
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We use the notation of the introduction. Choose K a CW-complex such that
|K| = M3 and L is a subset of the 1-skeleton. Let Kˆ be the induced CW-
decomposition of Mˆ3π. By Example 2.2, |H1(Mˆπ;Z)| = τ(Kˆ;1, hˆ0, hˆ3) where hˆ0
and hˆ3 are Z-basis for H0(Mˆ
3
π ;Z) and H3(Mˆ
3
π ;Z) respectively. Hence we want to
study the chain complex C∗(Kˆ;1) = C∗(Kˆ;C).
When the group ring C[G] is viewed as G-module, it decomposes as a direct sum
according to its representations:
C[G] =
⊕
ξ∈Gˆ
C[fξ],
where fξ =
1
|G|
∑
g∈G
ξ(g−1)g ∈ C[G] (cf. [Se]). The element fξ 6= 0 satisfies f2ξ = fξ
and g fξ = ξ(g) fξ. Thus C[fξ] is a one dimensional C-vector space, isomorphic to
the G-module associated to ξ : G→ C∗.
The group G acts naturally on the complex C∗(Kˆ;C), thus we have a decompo-
sition of chain complexes:
(3.1) C∗(Kˆ;C) =
⊕
ξ∈Gˆ
fξ C∗(Kˆ;C).
Next we identify each subcomplex fξ C∗(Kˆ;C), starting with the trivial represen-
tation 1.
Lemma 3.1. There is a natural isomorphism f1 C∗(Kˆ;C) ∼= C∗(K;1) = C∗(K;C).
Proof. We have a natural projection C∗(Kˆ;C) → C∗(K;C) that restricts to
f1C∗(Kˆ;C) → C∗(K;C). To construct its inverse, we map a chain c ∈ C∗(K;C)
to f1cˆ, where cˆ is any lift of c. Since multiplication by f1 =
1
|G|
∑
g is an average,
this construction does not depend on the lift and it is easily checked to be the
inverse. 
Since the isomorphism of Lemma 3.1 is natural, it induces an isomorphsim in
homology. Combining it with decomposition (3.1) we get:
Corollary 3.2. The covering Mˆ3π is a rational homology sphere iff fξC∗(Kˆ;C) has
trivial first homology group for every ξ ∈ Gˆ, ξ 6= 1.
We view K − Lξ as a cell decomposition of the pair (E(Lξ), ∂E(Lξ)) so that
K˜ − Lξ is a cell decomposition of (E˜(Lξ), ∂E˜(Lξ)). The representation ξ : G→ C∗
induces a representation π1E(Lξ)→ C∗, also denoted by ξ, so that we can consider
the complex:
C∗(K − Lξ; ξ) = C∗(K˜ − Lξ;Z)⊗ξ C.
Lemma 3.3. The complex C∗(K − Lξ; ξ) is naturally isomorphic to fξ C∗(Kˆ;C).
Proof. The projection K˜ − Lξ → Kˆ induces a natural map C∗(K − Lξ; ξ) →
fξ C∗(Kˆ;C). It is straightforward to check that it is well defined. Before con-
structing the inverse, notice that if eˆij is a cell of Kˆ that projects to Lξ, then there
exists a g ∈ G (the image of its meridian) such that g eˆij = eˆ
i
j and ξ(g) 6= 1. Thus
fξ eˆ
i
j = fξ g eˆ
i
j = ξ(g) fξ eˆ
i
j = 0. This shows that we can construct a map just by
taking lifts of chains, which is easily checked to be the inverse. 
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4. The non-acyclic case
Lemma 4.1. The homology of fξC∗(Kˆ;C) is isomorphic to H∗(E(Lξ); ξ).
Proof. By Lemma 3.3, the homology of the complex fξC∗(Kˆ;C) is isomorphic to
H∗(E(Lξ), ∂E(Lξ); ξ). Using the exact sequence of the pair, it suffices to prove
that H∗(∂E(Lξ); ξ) = 0. Notice that ∂E(Lξ) is a union of 2-dimensional tori,
such that the restriction of ξ to each component is nontrivial. This implies that
H0(∂E(Lξ); ξ) = 0 because for each component, the 0-cohomology group gives the
subspace invariant by the representation. A standard argument using duality and
the Euler characteristic proves the claim. 
Proposition 4.2. For ξ ∈ Gˆ,
H1(E(Lξ); ξ) = 0 iff ∆Lξ(ξ(mi1), . . . , ξ(mik)) 6= 0.
Proof. Consider the evaluation map ǫξ : C[t
±1
i1
, . . . , t±1ik ]→ C, i.e.
ǫξ(p(ti1 , . . . , tik)) = p(ξ(mi1 ), . . . , ξ(mik)).
The short exact sequence
0→ ker ǫξ → C[t
±1
i1
, . . . , t±1ik ]
ǫξ
−→ C→ 0
induces a long exact sequence in homology. A direct computation shows that
H0(E(Lξ);C) = 0 and H0(E(Lξ);C[t
±1
i1
, . . . , t±1ik ])
∼= H0(E(Lξ); ker ǫξ) ∼= C. Thus
we have a surjection
(4.1) H1(E(Lξ);C[t
±1
i1
, . . . , t±1ik ])→ H1(E(Lξ); ξ)→ 0
Since ∆Lξ is the order of H1(E(Lξ);C[t
±1
i1
, . . . , t±1ik ]), the map (4.1) is zero iff
∆Lξ(ξ(mi1 ), . . . , ξ(mik)) 6= 0. 
The following corollary is obtained in [Sa], where a formula for the first Betti
number is given. Here it follows from Corollary 3.2, Lemma 4.1 and Proposition 4.2,
and proves the non-acyclic case of Theorem 1.1:
Corollary 4.3. The covering Mˆ3π is a homology sphere iff ∆˜L(ξ) 6= 0 for all ξ ∈ Gˆ.
5. Proof of the main theorem
The strategy of the proof is as follows. The order of H1(Mˆ
3
π ;Z) is the torsion
of the complex C∗(Kˆ;C). We use the decomposition (3.1) to write this torsion as
product of torsions of the complexes fξC∗(Kˆ;C) (Formula 5.1 below). To get this
formula, we change the canonical basis for C∗(Kˆ;C) to a union of canonical basis
for fξC∗(Kˆ;C) (this is done in Subsection 5.1). In Subsection 5.2 we compute the
torsion of each complex in terms of Alexander polynomials. All computations in
Subsection 5.2 have an indeterminacy of roots of unit, since the torsions we compute
are defined up to some root of unity and the Alexander polynomial is defined up
to some factor tα11 · · · t
αµ
µ . This indeterminacy is discussed in Subsection 5.3.
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5.1. Changing the canonical basis. Let {eij | i = 0, 1, 2, 3 and j = 1, . . . , j(i)}
denote the set of cells of K. Choose lifts eˆij to Kˆ, so that, for i = 0, 1, 2, 3,
ci = {g eˆ
i
j | j = 1, . . . , j(i) and g ∈ G/Stab(eˆ
i
j)}
is the set of i-cells of Kˆ, and hence a canonical basis for Ci(Kˆ;C). Define
c′i(ξ) = {fξ eˆ
i
j | j = 1, . . . , j(i) and ξ|Stab(eˆij) is trivial}.
Lemma 5.1. The isomorphism of Lemma 3.1 maps c′i(1) to a canonical basis for
Ci(K;C) = Ci(K;1). The one of Lemma 3.3 maps c
′
i(ξ) to a canonical basis for
Ci(K − Lξ; ξ).
Proof. A direct computation shows that fξ eˆ
i
j is mapped to e˜
i
j⊗ξ 1 when ξ 6= 1, and
to eij when ξ = 1. Counting elements, we realize that this is a canonical basis. 
In particular c′i(ξ) is a basis for fξCi(Kˆ;C) and
⋃
ξ∈Gˆ
c′i(ξ) is a basis for Ci(Kˆ;C).
Lemma 5.2.
3∏
i=0
[
⋃
ξ∈Gˆ
c′i(ξ)/ci]
(−1)i = 1.
Proof. For each subgroup H < G, the set of lifts {eˆij} of cells that have precisely H
as stabilizer, has zero Euler characteristic. This implies that there are cancellations
in the alternated product. 
When computing the torsion of the complexes Ci(K;C) and Ci(K − Lξ; ξ), we
will assume that we are using the canonical basis of Lemma 5.1.
It follows from decomposition (3.1) and from Lemmas 3.1, 3.3 and 5.2 that
(5.1) τ(Kˆ;1, hˆ0, hˆ3) = τ(M
3;1, hˆ0, hˆ3)
∏
ξ∈Gˆ
ξ 6=1
τ(E(Lξ), ∂E(Lξ); ξ).
5.2. The torsion τ(E(Lξ), ∂E(Lξ); ξ) as evaluation of the Alexander poly-
nomial.
Lemma 5.3. τ(M3;1, hˆ3, hˆ0) = |G|.
Proof. Since the isomorphism of Lemma 3.1 is induced by the projection Mˆ3π →M
3,
hˆ0 is mapped to h0, a generator for H0(M
3;Z), and the fundamental class hˆ3 of
Mˆ3π is mapped to |G| times the fundamental class h3 of M
3. Thus, by (2.1):
τ(M3;1, hˆ3, hˆ0) = |G| τ(M
3;1, h3, h0)
and τ(M3;1, h3, h0) = 1 because M
3 is a homology sphere (Ex. 2.2). 
Lemma 5.4. Let ξ ∈ Gˆ with ξ 6= 1. Then
τ(E(Lξ), ∂E(Lξ); ξ) =
{
∆˜L(ξ) if ξ 6∈ Gˆ
(1),
∆˜L(ξ)
ξ(mi(ξ))−1
if ξ ∈ Gˆ(1).
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Proof. We consider the exact sequence of the pair
0→ C∗(∂E(Lξ); ξ)→ C∗(E(Lξ); ξ)→ C∗(E(Lξ), ∂E(Lξ); ξ)→ 0
We showed in the proof of Lemma 4.1 that C∗(∂E(Lξ); ξ) is acyclic. By Sections 3
and 4, we may assume that all complexes in the sequence are acyclic. Applying
[M3, Thm. 3.1] (see also [M1, Lemma 4]), we get
τ(E(Lξ); ξ) = τ(∂E(Lξ), ξ) τ(E(Lξ), ∂E(Lξ); ξ).
The torsion τ(∂E(Lξ), ξ) is trivial because ∂E(Lξ) is even dimensional [Fr] (see
also [M2], otherwise a direct computation on the torus shows it). Thus
τ(E(Lξ), ∂E(Lξ); ξ) = τ(E(Lξ); ξ).
Consider the representation ρ : π1E(Lξ)→ C[t
±1
j1
, . . . t±1jk ] ⊂ C(tj1 , . . . tjk) corre-
sponding to the abelianization, so that H∗(E(Lξ); ρ) = 0 and
τ(E(Lξ); ρ) =
{
∆L(tj1 , . . . , tjk) when ξ 6∈ Gˆ
(1) (i.e. k > 1),
∆(ti(ξ))
ti(ξ)−1
when ξ ∈ Gˆ(1).
Representations ξ and ρ are related by the evaluation morphism:
ǫξ : C[t
±1
j1
, . . . t±1jk ] → C
f(tj1 , . . . , tjk) 7→ p(ξ(mj1 ), . . . , ξ(mjk )).
We have ξ = ǫξ ◦ ρ. We claim that
(5.2) ǫξ(τ(E(Lξ); ρ)) = τ(E(Lξ); ξ).
Before proving the claim, it is relevant to notice that ǫξ is defined on the polynomial
ring C[t±1j1 , . . . t
±1
jk
] but not on the whole fraction field C(tj1 , . . . , tjk). This problem
can be avoided by computing the torsion following the method of [T] or [M2].
Namely, we choose b˜2 to be the canonical basis for C3(E(Lξ); ξ). Acyclicity implies
that b2 = ∂b˜2 is a set of linearly independent elements in C2(E(Lξ); ξ). We complete
b2 to a basis for C2(E(Lξ); ξ) by choosing elements of the canonical basis, whose
union we denote by b˜1. Again acyclicity implies that b1 = ∂b˜1 is a set of linearly
independent elements, and so on. Each time we choose elements of the canonical
basis for ξ, we do the corresponding choice for ρ. In this way, all the determinants
involved in the torsion for ρ belong to C[t±1j1 , . . . t
±1
jk
] and have the property that
ǫξ maps them to the corresponding determinants for computing the torsion for ξ.
Hence (5.2) follows. 
5.3. Eliminating the indeterminacy of roots of unit. The argument above
proves the Theorem 1.1 up to some indeterminacy corresponding to roots of unit
(appearing in Lemma 5.4). We claim that the formula holds true without this inde-
terminacy if we use the same choice of the Alexander polynomial for each sublink.
Given a representation ξ ∈ Gˆ, its complex conjugate ξ is also a representation in
Gˆ. In addition Lξ = Lξ, hence ∆Lξ = ∆Lξ and ∆Lξ(ξ(mi1), . . . , ξ(mik)) is the
complex conjugate of ∆Lξ(ξ(mi1), . . . , ξ(mik)). Thus the right hand term of the
formula in Theorem 1.1 belongs to R and the claim is proved.
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6. Generalizations
6.1. Abelian coverings branched along graphs. Following [Sa], we can gener-
alize Theorem 1.1 to coverings of homology three-spheres along graphs. There are
some important restrictions to our graph. Firstly, the vertices must have valency
three, if we want that the covering is a manifold. In addition, the only abelian
finite subgroups of SO(3) are either cyclic or Z/2Z⊕ Z/2Z. Hence, when we have
a trivalent vertex, the ramification on the adjacent edges must be 2. Once those
restrictions are established, Theorem 1.1 generalizes for L to be such an embedded
graph, not only a link. This is because each cyclic subgroup of SO(3) fixes an edge,
and even if L is a graph, for every representation ξ ∈ Gˆ, the subgraph Lξ is a link.
6.2. Higher dimensional knots. We work in the PL-category. Let Mn+2 a (n+
2)-dimensional homology sphere and Kn ⊂ Mn+2 an n-knot, with Kn ∼= Sn. We
can consider the d-cyclic branched covering Mˆn+2d →M
n+2 branched along Kn.
In this case, we do not have only a the Alexander polynomial but several Alexan-
der invariants. The exterior E(Kn) = Mn+2 − N(Kn) has the homology of the
circle and we consider its infinite abelian covering E˜(Kn).
The i-th Alexander invariant is defined to be the order of Hi(E˜(Kn);Z) as
Z[t, t−1]-module:
Ai(t) = |Hi(E˜(Kn);Z)|.
Theorem 6.1. The covering Mn+2d is a rational homology sphere iff Ai(ζ) 6= 0 for
every d-root of unit ζ and every i. When it is a rational homology sphere
n∏
i=1
|Hi(Mˆ
n+2
d ;Z)|
(−1)i+1 =
n+1∏
i=1
d∏
k=1
Ai(ζ
d)(−1)
i+1
,
where ζ is a primitive d-root of unit.
Of course this formula is only relevant when n is odd, because when n is even
each one of the products is 1 (the torsion of an even dimensional manifold is trivial
[Fr]).
The proof of this theorem follows exactly the same argument as Theorem 1.1
with minor changes.
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