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Abstract 
 
Particle Swarm Optimization (PSO) algorithms are 
population based stochastic optimization techniques. 
PSO algorithms have the capability to solve hard 
optimization problems efficiently although basic 
mechanism of PSO algorithms is quite simple. However, 
PSO algorithms take a long time to solve hard 
optimization problems. One of techniques to do quickly a 
PSO algorithm with large population size is doing a PSO 
algorithm in parallel on many-core processors. A parallel 
PSO algorithm with basic implementation will frequently 
access to the global memory although accessing to the 
global memory takes a longer time than accessing to local 
memories. To avoid accessing to the global memory, we 
present a parallel distributed PSO algorithm that consists 
of subgroups of particles; Each subgroup has the best 
fitness of particles of the group itself, so that each 
subgroup behaves as a PSO without accessing the global 
memory. We show that execution time will be reduced by 
separating threads into two groups. We compare the 
execution time and the accuracy of a basic parallel PSO 
algorithm and the proposed algorithm. The experimental 
results show that our method takes a shorter execution 
time at various functions. 
 
1. まえがき 
粒子群最適化（Particle Swarm Optimization: PSO）は鳥
や魚の群れに着想を得た，確率的最適化手法の 1 つであ
る[1]．PSO の基本構造は非常に単純である一方，困難な
最適化問題を効率的に解く性能を持っている．大規模な
集団を扱う PSO を高速に処理する手法の 1 つは PSO をメ
ニーコアプロセッサー上で並列に動作させることである．
単純な実装による並列 PSO は，グローバルメモリへのア
クセス時間がローカルメモリへのアクセス時間より長い
にも関わらず，グローバルメモリへ頻繁にアクセスする． 
本研究では，グローバルメモリへのアクセス回数を低
下させて実行時間を短縮するために，粒子を多数のグル
ープに分割し，スレッドを役割の異なる 2 つのグループ
に分割する，グループ並列 PSO を提案する． 
提案手法の有効性を検証するため，既存手法と提案手
法を用いて 17 種類のテスト関数に対して実験を行い，平
均・最短・最長の 3 種類の実行時間と成功数を比較する． 
 
2. CPU 上の PSO 
2.1. PSO の基本構造 
PSO の目的は，評価関数 f が与えられたとき，適応度
y=f(x)が最適な値となる xを探索することである．適応度
y の最適な値は問題の設定に依存する．ここでは最小の
適応度を最適な適応度とする問題を扱う．  
PSO は多数の粒子が同期的に移動することで進行する．
1つの粒子の位置は 1つの解の候補を表し，粒子を移動さ
せることは解を探索することと等しい．同期的に移動す
るとは，任意の 2 つの粒子の移動回数の差が 2 以上とな
ることが無いということである．図 1 は PSO の粒子が移
動する様子の例である．粒子の速度は 4 つの要素によっ
て決定される．前回の移動速度（慣性）ベクトル，各粒
子の過去最良の位置（pbest）へ向かうベクトル，全粒子
の過去最良の位置 （gbest）へ向かうベクトル，そして係
数である．式（1）は粒子の移動速度ベクトルを決定す
る式である． 
 
࢜௡ାଵ ൌ ݓ଴࢜௡ ൅ ݓଵݎଵ൫࢞௣௕௘௦௧ െ ࢞൯ ൅ ݓଶݎଶሺ࢞௚௕௘௦௧ െ ࢞ሻ  (1) 
 
ここで࢜௡は第 n 回目の移動速度ベクトル，࢞は最良の
位置と粒子の位置のベクトル，ݓ௜は定数係数，ݎ௜は[0,1)
の範囲の乱数係数である． 
図 1 PSO の粒子が移動する様子の例 
 粒子は移動した後に適応度を評価される．適応度の評
価は，与えられた評価関数によって，粒子の位置ベクト
ルをパラメータとして行われる． 
アルゴリズム 1 は最小の適応度を探索する場合の PSO
の例を擬似コードで示したものである．まず粒子の位置
とpbest，gbestを初期化し，次に粒子の速度と位置の更新
を繰り返す．よりよい適応度となる位置が発見された場
合，pbest，gbest を更新する． 
 
アルゴリズム 1 最小値を探索する PSO の例 
入力：粒子数 N，最大繰り返し数 Imax，評価関数 f，
次元数 D，粒子位置下限 Xmin，粒子位置上限 Xmax 
1: FOR 各粒子 p 
2:  FOR 各次元 d 
3:   p.xd←rand(Xmin,Xmax) //[Xmin,Xmax]の範囲の乱数 
4:  END FOR 
5:  p.pbest←p.x 
6: END FOR 
7: gbest←全粒子中 f(p.x)が最小である p.x 
8: FOR i∈[1, ..., Imax] 
9:  FOR 各粒子 p 
10:   p.v←getV(p) //式(1)を用いる 
11:   p.x←p.x+p.v 
12:   IF f(p.x)<f(p.pbest) THEN 
13:    p.pbest←p.x 
14:    IF f(p.x)<f(gbest) THEN 
15:     gbest←p.x 
16:    END IF 
17:   END IF 
18:  END FOR 
19: END FOR 
 
2.2. SPSO 
 Standard PSO（SPSO）では，粒子は gbestの情報を共有
する代わりに集団を幾つかのサブグループに分割し，サ
ブグループ内の best（local best: lbest）を用いる[2]．各粒
子に対して幾つかの粒子が近傍の粒子として設定され，
各粒子は自身とその近傍の粒子の pbestのうち最も優れた
適応度である位置を lbest として，移動速度ベクトルを決
定するために利用する．ある粒子に対してどの粒子が近
傍の粒子であるか，幾つの粒子が近傍の粒子であるかは，
設計により様々である．典型的な近傍の粒子の設定は，
全ての粒子に対して 2 つずつの近傍の粒子が存在するも
ので，リング構造と呼ばれる． 
 SPSO では粒子は gbest の代わりに lbest を用いるため，
優れた適応度となる位置が発見された場合に即座には共
有されず，粒子の収束が遅い．粒子の収束が遅いことに
よって，局所最適解に陥りにくい一方，問題によっては
探索効率が悪い場合がある． 
 
3. GPU を用いた従来の PSO 並列化 
 本 研 究 で は ， ク ー ダ （ Compute Unified Device 
Architecture: CUDA）環境上で，GPUとして NVIDIA GTX 
580 を，プログラミング言語として CUDA C を用いて，
並列処理を含む PSO を記述・実行する． 
図 2 は CUDA 環境のメモリ構造の模式図である[3]．
CUDA コアは演算を行う最小単位であり，CUDA コア 1
つにつき 1 スレッドを処理することができる．各 CUDA
コアには専用のレジスタとローカルメモリが 1 つずつ存
在する． ブロックはスレッドの集合と共有メモリで構成
され，同一ブロック内のスレッド同士で 1 つの共有メモ
リを使用する．グリッドはブロックの集合とグローバル
メモリ，コンスタントメモリ，テクスチャメモリで構成
され，同一グリッド内の全てのスレッドで 1 つずつのグ
ローバルメモリ，コンスタントメモリ，テクスチャメモ
リを使用する． 
単純並列 PSO （Basic Parallel PSO: BPPSO）では，粒子
はGPUにより並列処理され非同期的に移動する[4]．非同
期的に移動するとは，任意の 2 つの粒子の移動回数の差
が 2 以上になることが有り得るということである．図 3
は BPPSO の模式図である．BPPSO は PSO の構造を変化
させずに並列化されたものであり，全てのスレッドがア
クセスできるために gbestはグローバルメモリ上に記憶さ
れる．全てのスレッドは解の探索に割り当てられ，1 つ
のスレッドが 1 つの粒子の位置更新や速度更新の処理を
する．全てのスレッドは，アクセス時間の長いグローバ
ルメモリ上の gbestにアクセスし共有メモリは使用しない． 
BPPSO は，グローバルメモリへの長いアクセス時間に
はスレッドは粒子の移動を行えず，全てのスレッドが頻
繁にグローバルメモリにアクセスするため，探索効率が
悪いという問題点がある． 
 
4. 高速化のためのグループ並列 PSO 
本研究では，グローバルメモリへのアクセス回数を低
下させて実行時間を短縮するため，グループ並列 PSO
図 2 CUDA 環境のメモリ構造の模式図 
 （Grouped parallel PSO: GPPSO）を提案する．図 4 は
GPPSO の模式図である． BPPSO のようにグローバルメ
モリを用いて単一の gbest を共有する代わりに，GPPSO
では高速にアクセス可能である共有メモリを用いて gbest
を共有する．1 つの共有メモリにアクセスできるスレッ
ド数は GPU によって上限があるため，粒子を多数のグル
ープに分け，各グループで 1 つの共有メモリを使用する．
各グループはそのグループ内での gbestを共有メモリ上に
記憶し，グローバルメモリにアクセスすることなく 1 つ
の小規模な並列 PSO として動作する． 各粒子は他のグル
ープの共有メモリにアクセスすることはできない． 
全粒子の過去最良の位置である全体 gbestの情報を共有
するためには，グローバルメモリを介する必要がある．
GPPSO では，全体 gbest の情報を共有し，かつ，実行時
間の増加量を抑えるために，解の探索を行わずに gbestと
全体 gbest の情報交換のみをする役割を各グループの 1 つ
のスレッドに割り当てる． 
解の探索を行わないスレッドをワーカースレッドとし，
解の探索を行うスレッドをサーチャースレッドとする．
ワーカースレッドの動作は低速であるが，ワーカースレ
ッドを用意することで，サーチャースレッドは全体 gbest
の情報を共有し，かつ，高速な探索を続けることができ
る．ワーカースレッドの動作が低速であるため，全体
gbest が更新された場合でもサーチャースレッドに即座に
共有はされない．この性質は SPSO と共通するものであ
り，BPPSOが PSOを並列化した手法であるのに対して，
GPPSO は SPSO を一部変更し並列化した手法であると見
なせると考える． 
 
5. 実験 
5.1. 実験方法 
提案手法の有効性を検証するため，実験を行い，
BPPSO と GPPSO の平均・最短・最長の 3 種類の実行時
間と成功数を比較する．今回はBPPSO，GPPSOともに式
（1）の係数としてݓ଴ ൌ 0.7，ݓଵ ൌ 2.0，ݓଶ ൌ 2.0を使用
する．各粒子は 10000 回移動した後，停止する．全ての
粒子が停止したとき，その探索試行は失敗したものとす
る．全ての粒子が停止する前に，gbest の適応度が最適な
適応度に達したとき，その探索試行は成功したものとす
る．今回は gbest の適応度と最適な適応度の差が 0.001 よ
り小さいとき，gbest の適応度が最適な適応度に達したも
のとする．GPPSOは 128スレッドを 1グループとして 128
グループを使用し，BPPSO は GPPSO のスレッド数と等
しく128 ൈ 128スレッドを使用する． 
疑似乱数生成には 32 ビット長の Xorshift 法を使用する．
Xorxhift 法はメモリ使用量が非常に少なく処理時間が短
いため，CPU に対して各コアの性能が低い，GPU 上での
使用に適していると考えられる[5]．Xorshift 法は乱数の
質を検証する Diehard テストをパスしている．32 ビット
長のXorshift法の周期は2ଷଶ െ 1である．今回の実験では 1
つのスレッドに 1 つの疑似乱数のシードを与え，各スレ
ッドは最大 10000 回粒子を移動させ，最大 60 次元の解空
間を探索し，1回の 1次元の粒子の移動で乱数を 2回取得
する．10000 ൈ 60 ൈ 2 ≪ 2ଷଶ െ 1であるため，2ଷଶ െ 1 の
周期は 1 度の探索中の計算において全ての状態を消費し
ない十分な長さである．  
実験では 13 種類の標準的なテスト関数とそのうち 4 種
類の関数を平行移動した合計 17 種類のテスト関数に対し
て，GPPSO と BPPSO を 20 回ずつ適用して平均・最短・
最長の 3 種類の実行時間と成功数を計測し，比較する． 
粒子の位置ベクトルの次元数や上限・下限は関数ごとに
個別に設定する． 
 
5.2. 実験結果 
GPPSO の平均実行時間は 12 種類の関数で BPPSO の実
行時間より短く，GPPSO の成功数は 12 種類の関数で劣
っていなかった．表 1 は 17 種類の関数のうち 10 種類の
関数に対する BPPSO，GPPSOの平均・最短・最長の 3種
類の実行時間と成功数の表である．表 1 において，単純
な関数である Sphere 関数や複雑な関数である Schaffer N.4
関数を含む 9 種類の関数で GPPSO は BPPSO より短い平
均実行時間である．一方，Holder Table 関数では GPPSO
は BPPSO より長い平均実行時間である．7 種類の関数で
は BPPSO，GPPSO ともに成功数は 20 であったが，
図 3 単純並列 PSO の模式図 図 4 グループ並列 PSO の模式図 
 Schaffer N.4 関数では GPPSO の成功数は BPPSO の成功数
より多く，Holder Table 関数では GPPSO の成功数は
BPPSO の成功数より少ない．  
 
表 1  一部の関数の実験結果 
  BPPSO GPPSO 
関数 
次
元
数 
実行時間
(ms) 
平均/ 
最短/ 
最長 
成
功
数 
実行時間  
(ms) 
平均/ 
最短/ 
最長 
成
功
数 
Sphere 60 
6967 
6079 
7945 
20 
5746 
4520 
6402 
20 
Schaffer N.2 20 
14805 
5984 
26988 
19 
13663 
7083 
25224 
20 
Schaffer N.4 20 
24789 
21113 
25030 
2 
23577 
17449 
25088 
3 
Holder table 30 
11410 
1139 
25914 
13 
18737 
502 
32522 
9 
Rastrigin 40 
8222 
6270 
13592 
20 
6073 
3892 
8822 
20 
Rastrigin* 40 
10677 
7887 
13817 
20 
9223 
7866 
12048 
20 
Ackley 60 
5048 
4393 
5531 
20 
4671 
3844 
5411 
20 
Ackley* 60 
5201 
4512 
5592 
20 
4670 
3860 
5321 
20 
Rosenbrock 10 
6312 
6178 
6533 
20 
4718 
3572 
5006 
20 
Rosenbrock* 10 
6311 
6196 
6525 
20 
4781 
4430 
4914 
20 
*平行移動した関数  
 
6. 考察 
GPPSO が多くのテスト関数に対して BPPSO より短い
実行時間を達成したことから，提案手法が実行時間の短
縮に有効であることを確認した． 
Sphere 関数のような単純な関数においても Schaffer N.4
関数のような複雑な関数においても，GPPSO の平均実行
時間が BPPSO より短い実験結果から，GPPSO は様々な
関数に対して短い実行時間を達成することができる汎用
性があると考えられる．GPPSO が様々な関数に対して短
い実行時間を達成できた理由は，グローバルメモリへの
アクセス回数を低下させることで実行時間を短縮する手
法が，問題に依存せずに有効であるためと考えられる．
一方，GPPSO は Holder Table 関数で BPPSO より長い平均
実行時間であった．Holder Table 関数に対して GPPSO の
平均実行時間が BPPSOの平均実行時間より長い理由は，
GPPSO の粒子が早期に局所最適解に陥っているためと考
えられる．この仮説は，Holder table 関数が強い多峰性を
持つ関数であり，Holder table 関数に対して平均実行時間
では BPPSO が短い一方最短実行時間では GPPSO が短い
ことから推測される．具体的には，GPPSO のワーカース
レッドが各グループの gbestを更新するためにグローバル
メモリにアクセスしている最中に，最新の全体 gbestの情
報が共有されていない状態でサーチャースレッドが高速
に探索を進めることで，粒子が早期に収束してしまい局
所最適解に陥る場合が多いと考えられる． 
多くの関数では BPPSO，GPPSO ともに成功数が 20 で
あったが，成功数が 20 でない関数については，成功数が
多い手法の実行時間が短い傾向が見られる．この傾向は，
最適な適応度が発見された場合には探索が早期に終了し
短い実行時間となる一方，最適な適応度が発見されずに
粒子の移動回数が最大値に達することによって探索が終
了する場合には実行時間が長いためであると考えられる．
この問題点を解決するための一例として，長時間 gbestが
更新されていない場合に探索試行を失敗として終了する
手法が考えられる．この手法によって成功する見込みの
低い探索試行を早期に終了させ，平均・最長の実行時間
を短縮することができると考えられる．  
 
7. むすび 
既存並列 PSO の実行時間を短縮するため，粒子を多数
のグループに分けてスレッドを役割の異なる 2 つのグル
ープに分けることで，グローバルメモリへのアクセス回
数を低下させる，グループ並列 PSO を提案した．提案手
法の有効性を検証するため，17 種類のテスト関数に対し
て既存手法と提案手法を適用する実験を行い，実行時間
と成功数 を比較した．結果として，提案手法は 12種類の
関数で既存手法より短い実行時間を達成し，12 種類の関
数で既存手法以上の成功数を達成して，提案手法が様々
な関数に対して成功数を低下させずに実行時間を短縮す
るために有効であることを示した．  
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