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Die Vorhersage von Zeitreihen ist ein wichtiger Bestandteil in vielen Anwen-
dungsbereichen, wie der Volkswirtschaftslehre, der Meteorologie und in der
Entscheidungsfindung bei diversen betrieblichen Prozessen [9, 29, 11]. Durch
die immer größer werdenden Datenmengen in Unternehmen durch Big Data
und neue Konzepte wie IoT werden die potenziellen Anwendungsmöglichkeiten
für die Zeitreihenvorhersage immer größer [28, 24].
Eine typische Anwendung der Zeitreihenvorhersage in Unternehmen ist die
Bedarfsvorhersage [3]. Ziel dieser ist es, den Bedarf an Produkten, für einen
gewissen Zeitraum in der Zukunft vorherzusagen. Dabei liegen häufig Zähldaten
vor, wie beispielsweise die Verkaufszahlen eines Produktes in einem Super-
markt. Klassische Zeitreihenverfahren sind Verfahren für stetige Daten, wor-
aus für Zähldatenzeitreihen problematische Modellannahmen bei der Ver-
wendung dieser Verfahren resultieren. Außerdem werden bei der Vorhersage
von Zeitreihen klassischerweise Punktvorhersagen betrachtet. In vielen Be-
reichen, konkret zum Beispiel bei der Bedarfsvorhersage, könnte jedoch eine
probabilistische Vorhersage eine bessere Entscheidungsgrundlage sein. Pro-
babilistische Vorhersagen für Zähldatenzeitreihen sind in der Literatur bisher
jedoch wenig diskutiert. Dies könnte daran liegen, dass die Vorhersage von
Verteilungen komplizierter ist als die Punktvorhersage. Eine Punktvorhersage
kann, beispielsweise durch die Erwartungstreue des Mittelwertschätzers, auch
bei einer falschen Verteilungsannahme immer noch gute Ergebnisse liefern.
Bei einer probabilistischen Vorhersage ist die geeignete Verteilungsannah-
me jedoch essenziell. Eine weitere Schwierigkeit ist die Auswahl des besten
probabilistischen Vorhersagemodells. Die Bewertung von Punktvorhersage-
modellen ist einfach und gut bekannt. Sie kann zum Beispiel mithilfe der
Mittleren Quadratischen Abweichung erfolgen. Zur Bewertung von proba-
bilistischen Vorhersagen gibt es weder einen vergleichbaren offensichtlichen
Ansatz, noch gibt es ein allgemein in der Literatur angewendetes Verfahren.
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Diese Arbeit soll sich den zwei Schwierigkeiten in der probabilistischen Vor-
hersage von Zähldatenzeitreihen widmen. Zum einen werden Verfahren zur
Erstellung von probabilistischen Vorhersagen für Zähldatenzeitreihen vor-
gestellt, zum anderen werden verschiedene Methoden zur Evaluierung von
probabilistischen Vorhersagen präsentiert. Die vorgestellten Verfahren für
Zähldatenzeitreihen sind, das klassische Autoregressive-Integrated-Moving-
Aver-Age Zeitreihen Modell (ARIMA) [2], spezielle Zähldatenzeitreihenmodelle
aus dem Tscount[16] R-Packet [19] und das Generalized Additive Model for
Location Scale and Shape (GAMLSS) [20], ein Modell für allgemeine Da-
ten, dessen Verwendung zur Erstellung von probabilistischen Vorhersagen für
Zähldatenzeitreihen in dieser Arbeit vorgeschlagen wird. Folgende Metho-
den zur Evaluierung von probabilistischen Vorhersagen werden vorgestellt.
Das Konzept der Kalibrierung und Spitze der vorhergesagten Verteilung [12],
Rootgramme [15] und die Pinball-Loss-Funktion.
Die Arbeit ist folgendermaßen strukturiert. Zunächst wird der Begriff der
probabilistischen Vorhersage definiert und eine Abgrenzung von probabilis-
tischen Vorhersagen und Konfidenzintervallen gegeben. Anschließend wer-
den die Zeitreihenmodelle ARIMA, Tscount und GAMLSS vorgestellt. Das
nächste Kapitel behandelt die Verfahren, die zur Evaluierung der probabi-
listischen Vorhersagen verwendet werden. Diese Verfahren werden dann im
Anschluss auf simulierte Daten angewendet, um ihre Funktionsweise und In-
terpretation besser zu erklären. Anschließend folgt die Anwendung der Mo-
delle auf reale Zähldatenzeitreihen sowie die Bewertung der probabilistischen






Der Begriff der probabilistischen Vorhersage ist in der Literatur nicht eindeu-
tig definiert. In diesem Kapitel wird definiert, was in dieser Arbeit als proba-
bilistische Vorhersage verstanden wird. Insbesondere soll die probabilistische
Vorhersage von Konfidenzintervallen abgegrenzt werden. Die Abgrenzung er-
folgt an einem einfachen Zeitreihenmodell, welches die aktuelle Beobachtung
mithilfe einer linearen Regression auf den vorherigen Wert unter Normalver-
teilungsannahme erklärt, das Modell ist auch als AR(1) Modell bekannt. Sei
{yt : t = 1, 2, ..., T} eine Zeitreihe mit Zeitpunkten t. Die Zeitreihe wird nun
folgendermaßen modelliert:
yt = β0 + β1yt−1 + εt (2.1)
Wobei εt ∼ N(0, σ) angenommen wird. Die Koeffizienten β0, β1 und die
Standardabweichung σ werden aus den Daten als β̂0, β̂1, σ̂ geschätzt. Das
bedeutet, der bedingte Erwartungswert ist zu jedem Zeitpunkt variabel und
hängt von der zurückliegenden Beobachtung ab. Die Standardabweichung
hingegen ist über alle Zeitpunkte gleich.
Ein Konfidenzintervall spiegelt die Unsicherheit in der Schätzung von β0
und β1 wieder. Für das gewählte Beispiel kann das Konfidenzintervall analy-
tisch bestimmt werden. Sei dazu X die Designmatrix. Wobei X ∈ R2×(n−1)
mit dem Einheitsvektor in der ersten Spalte und y1, y2, ..., y(T−1) in der zwei-
ten Spalte. Die Annahme bei diesem Modell ist, dass die yt unabhängig und
identisch normalverteilt sind gegeben der Beobachtung yt−1. Ist die Modell-
annahme erfüllt, kann ein α-Prozent-Konfidenzintervall für E(yt) folgender-
maßen bestimmt werden: [10, p. 73]:

























Wobei tf (p) das p Quantil einer T-Verteilung mit f Freiheitsgraden bezeich-
net. Alternativ, und für beliebige Verteilungsannahmen, kann ein solches
Konfidenzintervall auch durch Bootstrap-Verfahren angenähert werden [7].
In Abbildung 2.1 ist eine simulierte AR(1) Zeitreihe und das sich aus einem
geschätzten AR(1) Modell ergebende 90 %-Konfidenzintervall abgebildet.
Eine probabilistische Vorhersage gibt die gesamte Verteilung zum Vor-
hersagezeitpunkt an. In Abbildung 2.1 ist das zentrale 90 % Intervall abge-
tragen, welches sich aus der probabilistischen Vorhersage ergibt. Dieses ist
deutlich breiter als das 90 %-Konfidenzintervall. Das zentrale 90 %-Intervall
der probabilistischen Vorhersage ist im Beispiel:
[β̂0 − β̂1yt−1 + Φ(0.9) ∗ σ, β̂0 + β̂1yt−1 + Φ(0.9) ∗ σ]
Wobei Φ(0.9) das 90% Quantil der Standardnormalverteilung ist. Allgemein
ergibt sich eine probabilistische Vorhersage aus der getroffenen Verteilungsan-
nahme und den Parameterschätzern, die sich für diese Verteilung in Abhängig-
keit von Kovariablen ergeben. Probabilistische Vorhersageintervalle, wie in
Abbildung 2.1, lassen sich also für jedes parametrische Modell, gegeben der
Parameterschätzer, angeben.
Die Beispiele in diesem Kapitel sollen als Erläuterung dienen, was im Rahmen
dieser Arbeit als probabilistischen Vorhersage bezeichnet wird. Zur Vereinfa-
chung der Erklärung werden one-step-ahead in-sample-Vorhersagen verwen-
det. In-sample Vorhersagen sind bei der Evaluierung von Vorhersagemodellen
nur beschränkt aussagekräftig, deshalb werden in der späteren Anwendung
out-of-sample-Vorhersagen betrachtet.
Im gewählten Beispiel ist die Varianz über alle Zeitpunkte per Annahme
gleich, damit hat ein aus der probabilistischen Vorhersage gebildetes Intervall
zu jedem Zeitpunkt die gleiche Breite. Die Intervalle verschieben sich mit der
Zeit nur in ihrer Lage, welche durch den vorhergesagten Mittelwert bestimmt
wird. Flexibler wird die probabilistische Vorhersage beispielsweise, wenn die
Varianz zeitabhängig modelliert wird oder andere Verteilungsannahmen ge-














Abbildung 2.1: Konfidenzintervall und probabilistische Vorhersage:
90%-Konfidenzintervall (gepunktet) und zentrales 90%-Intervall (gestrichelt)





Autoregressive-Integrated-Moving-Average (ARIMA) Modelle sind traditio-
nell eine der am meisten verwendeten Methoden in der Zeitreihenvorhersage
[13]. Die zugrunde liegende Theorie wurde bereits in den 1970er Jahren von
Box, Jenkins und Reinsel entwickelt und im Folgenden genau erforscht und
beschrieben [1]. Der Fokus in dieser Arbeit liegt auf der Erstellung von pro-
babilistischen Vorhersagen. Im Folgenden wird die grundlegende Theorie der
ARIMA-Modelle und die Erstellung von probabilistischen Vorhersagen mit
diesen besprochen.
Es soll eine Zeitreihe Yt : t ∈ N betrachtet werden. Wobei der Index t die Zeit
darstellt. Das ARIMA-Modell besteht aus drei Teilen. Der autoregressive Teil
ist eine lineare Regression auf die zurückliegenden Beobachtungen von Y :
Yt = β0 + β1Yt−1 + β2Yt−2 + ...+ βpYt−p + εt
εt ∼ N(0, σ)
Der Moving-Average Teil ist eine lineare Regression auf zurückliegenden Feh-
ler des Modells:
Yt = b0 + b1εt−1 + b2εt−2 + ...+ bpεt−p + εt
In der Praxis hat sich gezeigt, das viele stochastische Prozesse die Kompo-
nenten beider Modelle aufweisen. Es kann zwar gezeigt werden, dass jedes
endliche, autoregressive Modell als unendliches Moving-Average-Modell ge-
schrieben werden kann und jedes endliche Moving-Average-Model als unend-
liches autoregressives Modell [13]. Dieses Ergebnis ist allerdings von theoreti-
scher Natur, denn in der praktischen Anwendung ist die Schätzung möglichst
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weniger Parameter erwünscht. Das Autoregressive-Moving-Average-Modell
(ARMA) lässt sich also schreiben als:
Yt = b0 + b1εt−1 + b2εt−2 + ...+ bpεt−p + β1Yt−1 + β2Yt−2 + ...+ βpYt−p + εt
Das ARMA-Modell setzt voraus, dass die Zeitreihe stationär ist. Dies ist in
der Praxis oft nicht der Fall. Deshalb wird zum Beispiel durch das Bilden
von Differenzen Y ′t = Yt−Y ′t−1 eine stationäre Zeitreihe hergestellt [13, Kapi-
tel 8.1]. Das Bilden der Differenzen wird auch als Integrating (I) bezeichnet,
damit ergibt sich das ARIMA-Modell:




t−2 + ...+ βqY
′
t−q + εt
Wegen der Modellannahme εt ∼ N(0, σ) gilt:
E(Y ′t ) = µ
′







Die Koeffizienten bi mit i = 1, 2, ..., p, βj mit j = 1, 2, ..., q und die Varianz
des Fehlerterms εt für t = 1, 2, ..., N σ
2 werden zum Beispiel mit einem
Maximum-Likelihood Ansatz aus den Daten geschätzt [1, Kapitel 7]. Mit den
geschätzten Koeffizienten b̂i, β̂j ergibt sich der vorhergesagte Erwartungswert
zum Zeitpunkt t als:










Mit der geschätzten Varianz σ̂2 ergibt sich die probabilistische Vorhersage.










Wobei die Standardabweichung der Normalverteilung σ̂ zu jedem Zeitpunkt
gleich ist und der Erwartungswert µ̂t zu jedem Zeitpunkt unterschiedlich ist,
abhängig von den zurückliegen Beobachtungen und den zurückliegenden Feh-
lern.
Für alle Analysen in dieser Arbeit wird das R-Paket [19] forecast [14] ver-
wendet.
3.2 Tscount
Die klassische Verteilungsannahme für Zähldaten ist die Poisson-Verteilung.
Bei der Poisson-Verteilung ist der Erwartungswert gleich der Varianz. Die-
ser Zusammenhang ist in realen Zähldaten häufig nicht gegeben. Die Va-
rianz ist meist größer als der Erwartungswert, in diesem Fall spricht man
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von Überdispersion. Eine Zähldatenverteilung, welche die Überdispersion
berücksichtigt, ist die negative Binomialverteilung, hierbei können Erwar-
tungswert und Varianz unterschiedliche Werte annehmen. Dies erlaubt weit
flexiblere Modelle, als bei der Verwendung der Poisson-Verteilung. In Ab-
bildung 3.1 sind Dichtefunktionen mit unterschiedlicher Parametrisierung
der Poisson-Verteilung und negative Binomialverteilung abgebildet. Für un-
abhängig, identisch, verteilte Daten sind die Poisson-Verteilung und die nega-
tive Binomialverteilung durch klassische ”generalized linear models”[18] ab-
gedeckt. Für Zeitreihen ist die Annahme der Unabhängigkeit einzelner Beob-
achtungen schwierig. In der Literatur gibt es verschieden Ansätze Zähldaten-
zeitreihen zu modellieren [25]. Ein allgemein anerkannter und verwendeter
Ansatz vergleichbar zum ARIMA-Modell bei diskreten Zeitreihen, hat sich
bisher nicht etabliert.
Das Tscount- [16] R-Paket ist ein speziell für Zähldatenzeitreihen entwickel-
tes Paket. Mit Tscount können sowohl Poisson als auch negativ binominal
verteilte Modelle geschätzt werden. Dieses Paket soll in dieser Arbeit zur
Anwendung kommen.
Mit dem Tscount Paket werden Poisson-Verteilte oder negativ binomial ver-
teilte Modelle geschätzt, bei denen der bedingte Erwartungswert der Vertei-
lung von zurückliegenden Werten der Zeitreihe, als auch von zurückliegenden
Werten von sich selbst, abhängt. Für diese Art von Modellen gibt es in der
Literatur keine eindeutige Namensgebung. In der Literatur ist das Modell
unter anderem als Integer Valued Generalized AutoRegressive Conditional
Heteroscedasticity (INGARCH) Modelle zu finden [25, p. 73].
Es soll erneut eine Zeitreihe Yt : t ∈ N betrachtet werden. Modelliert wird
nun der bedingte Erwartungswert der Zeitreihe zum Zeitpunkt t gegeben
aller Werte der Zeitreihe und aller bedingter Erwartungswerte der Zeitrei-
he vor dem Zeitpunkt t. Dabei bezeichnet Yt− alle Werte der Zeitreihe vor
dem Zeitpunkt t und λt− alle Werte des bedingten Erwartungswerts vor dem
Zeitpunkt t.
E(Yt|Yt−, λt−) = λt







Wobei g(x) eine der bekannten Linkfunktionen Identität, Log oder Logit
ist. Die Mengen {ik : k = 1, 2..., p} und {jl : l = 1, 2..., q} sind Mengen
aufsteigender natürlicher Zahlen, die es erlauben verschiedene Kombinatio-
nen von Lags in das Modell einzubeziehen (0 < i1 < i2... < ip < ∞ und
0 < j1 < j2... < jq < ∞). β0 ist der Intercept, die Koeffizienten βk geben
den Einfluss zurückliegender Beobachtungen auf g(λt) an, die Koeffizienten
αl geben den Einfluss der zurückliegenden Erwartungswerte auf g(λt) an. Die
12
Koeffizienten β0, βk für k = 1, 2, ..., p und αl für l = 1, 2, ..., q sollen aus den
Daten geschätzt werden. Im Tscount-Paket werden die Koeffizienten durch
die Maximierung der quasi-bedingten Likelihoodfunktion ermittelt [16, Ka-
pitel 3].
Die angegebene Modellspezifikation ist sehr nah an der allgemeinen Spezifi-
kation, die in Tscount verwendet wird. Zusätzlich erlaubt Tscount auch das
Einbeziehen externer Kovariablen, wovon in dieser Arbeit kein Gebrauch ge-
macht wird.
Tscount erlaubt Verteilungsannahmen aus der Poisson-Verteilung und der
negativen Binomialverteilung zu treffen. Diese zwei Modelle werden in den
folgenden zwei Absätzen besprochen.
3.2.1 Poisson-Verteilung
Eine Poisson-Verteilung ist die klassische Modellannahme für Zähldaten. Sei
X eine Poisson verteilte Zufallsvariable, dann wird die Wahrscheinlichkeit





Der Erwartungswert und die Varianz sind dabei gleich λ. Die Poisson-Verteilung
ist also eine Verteilung mit einem Parameter λ = E(X) = V ar(X). Im
Tscount-Paket, unter Verwendung einer Poisson-Verteilung, wird angenom-
men, dass jede Beobachtung Yt einer Zeitreihe {Yt : t = 1, 2, ..., n}, aus einer
Poisson-Verteilung mit Dichtefunktionen f(y|λt) stammt. λt wird dabei als
abhängig von zurückliegenden Werten der Zeitreihe und als abhängig von
zurückliegenden Werten von λ selbst wie in Gleichung 3.1 angegeben model-
liert. Die verwendeten zurückliegenden Beobachtungen {Yt−iki = 1, 2, ..., p}
und die zurückliegenden Erwartungswerte {λt−iki = 1, 2, ..., q} sind entschei-
dend für die Qualität des Modells. Die verwendete Methode zur Auswahl der
Beobachtungen, Erwartungswerte in dieser Arbeit wird in Kapitel 6 bespro-
chen.
3.2.2 Negative Binomialverteilung
Für eine Poisson verteilte Zufallsvariable X gilt E(X) = V ar(X). Im Fall
realer Daten stellt dies oftmals ein Problem dar, denn die beobachtete Va-
rianz ist hierbei oft größer als der beobachtete Erwartungswert. Dies wird
auch als Überdispersion bezeichnet. In diesem Fall ist die Annahme einer
negativen Binomialverteilung besser geeignet, denn diese lässt Varianzen zu,
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die sich vom Erwartungswert unterscheiden. Mit der Parametrisierung, λ Er-
wartungswert und φ Überdispersionsparameter, ist die Wahrscheinlichkeits-














V ar(X) = λ+
λ2
φ
Für den Überdispersionsparameter gilt φ ∈ (0,∞), je kleiner dieser ist, desto
größer ist die Varianz.
Die negative Binomialverteilung ist also eine Verteilung mit zwei Parametern.
Der Parameter λ wird abhängig von zurückliegenden Beobachtungen und Er-
wartungswerten wie in Gleichung 3.1 angegeben modelliert. Der Überdisper-
sionsparameter φ wird nicht als abhängig modelliert, sondern wird gegeben
der geschätzten Werte für λtt = 1, 2, ..., T konstant über alle Zeitpunkte
T geschätzt [16, Kapitel 3]. Im Kontext von Zeitreihen könnte es inter-
essant sein, nicht nur den Erwartungswert einer Verteilung als abhängig von
zurückliegenden Beobachtungen zu modellieren, sondern mehrere Parameter
der Verteilung. Ein Modell, welches dies ermöglicht, wird im nächsten Kapi-
tel vorgestellt. In Tabelle 3.1 sind die Dichtefunktionen aller in dieser Arbeit
verwendeten Verteilungen gegenübergestellt. Dabei wird für jede Verteilung
angegeben, welche Parameter jeweils als abhängig von zurückliegenden Wer-
ten, oder als fest über alle Zeitpunkte, modelliert werden.
3.3 Generalized Additive Models for Locati-
on, Scale and Shape (GAMLSS)
Die bisher verwendeten Verteilungen für Zähldaten, Poisson-Verteilung und
negative Binomialverteilung, können bei passender Datenlage bereits gute
Ergebnisse erzielen. In realen Zähldatenzeitreihen kann es jedoch auch zu
gehäuften Nullwerten kommen. Das bedeutet, die Null tritt häufiger auf,
als es bei einer Poisson-Verteilung oder negativen Binomialverteilung der
Fall wäre. Die Verwendung der Poisson-Verteilung oder negativen Binomial-
verteilung ist in diesem Fall problematisch. Je häufiger Nullbeobachtungen
auftreten, bei ansonst größeren positiven Beobachtungen, desto ungenau-
er wird die Modellierung unter der Annahme einer dieser zwei Verteilun-

































































































Tabelle 3.1: Verteilungsannahmen der verschiedenen Modelle: Dichtefunktion
der jeweiligen Verteilungsannahme, variable Parameter sind jene Parameter,
die für jeden Zeitpunkt der Zeitreihe variabel sind. Feste Parameter hingegen


























































































zero adj. neg. Binomialverteilung
Abbildung 3.1: Wahrscheinlichkeitsfunktionen für unterschiedliche
Parametrisierungen der Verteilungen: Normalverteilung (µ, σ): rot
(2,1), grün (5,4), blau (10, 3); Poisson-Verteilung (λ): rot (2), grün (5), blau
(10); neg. Binomialverteilung (λ, φ): rot (2,1), grün (5,0.1), blau (10,0.3);
zero inf. neg. Binomialverteilung: (µ, σ, ν): rot (2,0.1,0.1), grün (5,0.3,0.05),
blau (10,0.5,0.5); zero adj. neg. Binomialverteilung: (µ, σ, ν): rot (2,0.1,0.1),
grün (5,0.3,0.05), blau (10,0.5,0.5)
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Null auftritt, oder die Wahrscheinlichkeitsverteilung wird insgesamt in Rich-
tung Null gezogen und bildet somit die positiven Werte schlecht ab. Zero-
inflated oder zero-adjusted-Verteilungen sind bei solchen Daten mit gehäuft
auftretenden Nullwerten eine Alternative. Konkret bieten sich hier die zero-
inflated-Poisson-Verteilung, Zero-Inflated-Negativ-Binomialverteilung (ZIN-
BI) und Zero-Adjusted-Negativ-Binomialverteilung (ZANBI) an. Die An-
wendung von Modellen mit solchen Verteilungsannahmen auf Zeitreihen-
daten ist in der Literatur bisher wenig diskutiert. Das R-Paket ZIM [27]
[26] ist speziell zur Modellierung von Zähldatenzeitreihen entwickelt worden
und erlaubt es, zero-inflated-Poisson und ZINBI-Modelle zu schätzen. Dabei
wird im Fall der ZINBI-Modelle der Erwartungswert und die Wahrscheinlich-
keit für das Auftreten von Null in Abhängigkeit der Daten modelliert. Der
Überdispersionsparameter wird konstant über alle Beobachtungen ermittelt,
analog zur negativen Binomialverteilung im Tscount Paket.
In dieser Arbeit wird das GAMLSS-Modell [20] als Ansatz zur Modellierung
von Zähldatenzeitreihen vorgeschlagen. Dieser Ansatz bietet zwei Vorteile.
Zum einen, können alle Parameter einer Verteilung als Funktion zurückliegender
Beobachtungen modelliert werden, dies stellt einen Unterschied zu den bisher
in dieser Arbeit betrachteten Verfahren dar, welche ausschließlich den Erwar-
tungswert der Verteilung als Funktion zurückliegender Beobachtungen mo-
dellieren. Zum anderen, erlaubt es GAMLSS frei aus einer großen Anzahl an
Verteilungsannahmen zu wählen. Konkret sollen ZINBI und ZANBI-Modelle
betrachtet werden. Möglich wäre auch ein zero-inflated-Poisson-Modell, wie
sich jedoch im Kapitel 5.2 Ergebnisse zeigt, ist das Poisson-Modell nicht gut
für die in dieser Arbeit verwendeten Daten geeignet. Daher wird im Folgen-
den die ZINBI- und ZANBI-Verteilung verwendet.
Die Klasse der GAMLSS-Modelle kann als eine Weiterentwicklung und Kom-
bination von Generalized Linear Model (GLM), Generalized Additive Model
(GAM) und Generalized Linear Mixed Model (GLMM) verstanden werden.
Es können also Modelle mit linearen Effekten, glatten Effekten und zufälligen
Effekten geschätzt werden. Die Weiterentwicklung liegt darin, dass man nicht
mehr auf Verteilungsannahmen aus der Exponentialfamilie beschränkt ist,
sondern eine Vielzahl an Verteilungen zur Verfügung stehen. Außerdem kann
bei diesen Verteilungen jeder Parameter als Funktion der Kovariablen mo-
delliert werden und nicht nur der Erwartungswert, wie bei GLM, GAM und
GLMM. Für diese Arbeit genügt die Betrachtung des einfachen linearen Mo-
dells. Sei dazu f(y|Θ) eine Dichtefunktion. Der Parameter Θt = (θ1t , θ2t , ..., θ
p
t )
parametrisiert dabei die Verteilung. Das bedeutet, es sind theoretisch Ver-
teilungsannahmen mit beliebig vielen Parametern möglich. Konkret sind im
GAMLSS- R-Paket Verteilungen mit maximal vier Parametern implemen-




k) = Xkβk (3.3)
Dabei ist gk(x) eine Linkfunktion. Xk eine n × pk dimensionale Designma-
trix. Die Abhängigkeit von k bedeutet, dass es für jeden Parameter θk der
Verteilung eine unterschiedliche Linkfunktion und Designmatrix geben kann.
Die Kovariablen können also für jeden Parameter unterschiedlich sein. βk ist
ein Vektor der Länge pk, der den Einfluss der Kovariablen auf den Parameter
θk widerspiegelt. Die Parameter βk sollen aus den Daten geschätzt werden.
Die Schätzung der Parameter erfolgt durch die Maximierung der penalisier-
ten Likelihood-Funktion [20]. Die Maximierung erfolgt nummerisch und wird
entweder durch den Algorithmus von Cole und Green [4] oder den Algorith-
mus von Rigby und Stasinopoulos [21] erreicht. Eine ausführliche Erklärung
der Schätzverfahren und Algorithmen findet sich in
”
flexible regression and
smoothing: using GAMLSS in R“ [23].
Xk ist die Designmatrix und enthält die Kovariablen, von denen Parameter
θk abhängt. Im Fall einer Zeitreihe bietet es sich an, zurückliegende Be-
obachtungen als Kovariablen zu verwenden. Dies wird als autoregressives
Modell bezeichnet. Um mit GAMLSS eine Zeitreihe zu modellieren, soll in
dieser Arbeit ein solches autoregressives Modell verwendet werden. Sei dazu
{yt : t = 1, 2, ..., n} eine Zeitreihe. Jede Beobachtung yt ist dabei die Realisie-
rung einer Zufallsvariablen mit Dichtefunktion f(y|Θ). Der Parametervektor
Θ = (θ1, θ2, ..., θK) parametrisiert die Verteilung vollständig, wobei K der
Anzahl der Parameter der Verteilung entspricht. Das GAMLSS-Modell als






j ∗ yt−lj (3.4)
Wobei J die Anzahl der verwendeten zurückliegenden Beobachtungen an-
gibt. L = {lj : j = 1, 2, ...J} gibt an, wie weit die Beobachtungen jeweils
zurückliegen. yt−lj ist also die Beobachtung, die lj Zeitpunkte vor der Beob-
achtung yt beobachtet wurden. gk(x) ist wieder eine bekannte Linkfunktion:
Identität, Log, Logit. βk0 ist der Intercept für Parameter θK und β
k
j ist der
Koeffizient, der angibt, welchen Einfluss die Beobachtung yt−lj auf die Beob-
achtung yt hat.
Die Abhängigkeit aller Parameter θkt k = 1, 2, ..., K von zurückliegenden Be-
obachtungen stellt den Unterschied, zu den bisher betrachteten Modellen
dar. In diesen Modellen wurde jeweils nur ein Parameter, der bedingte Er-
wartungswert, als variabel angenommen, die übrigen Parameter wurden als
fest über alle Zeitpunkte angenommen.
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Für das GAMLSS wird angenommen, dass die einzelnen Beobachtungen un-
abhängig voneinander sind, gegeben des Parametervektors Θ. Die Parameter
sind eine Funktion zurückliegender Beobachtungen, wie in Gleichung 3.4 an-
gegeben. Das impliziert für das autoregressive GAMLSS-Modell, dass die
Beobachtungen yt unabhängig voneinander sind, gegeben einer Menge von
zurückliegenden Beobachtungen. Diese Annahme ist durchaus kritisch zu be-
trachten. Die Wahl der zurückliegenden Beobachtungen, die in ein Modell
aufgenommen werden, ist hierbei von großer Bedeutung. In Kapitel 6 wird
beschrieben, wie die Auswahl der zurückliegenden Beobachtungen in dieser
Arbeit erfolgt.
GAMLSS erlaubt es, eine Verteilungsannahme aus einer Vielzahl von Vertei-
lungen zu treffen. Darunter sind auch eine große Anzahl an Zähldatenverteilungen.
In den folgenden zwei Abschnitten werden die Zero-Inflated Negativ Binomi-
alverteilung und die Zero-Adjusted Negativ Binomialverteilung besprochen.
3.3.1 Zero-Inflated Negative Binomialverteilung
Überdispersion und Nullwerte können in der Modellierung von Zähldatenzeitreihen,
die Annahme einer klassischen Zähldatenverteilung erschweren. Weist eine
Zeitreihe beide Charakteristiken auf, ist die Annahme einer Zero-Inflated Ne-
gativ Binomialverteilung (ZINBI) sinnvoll. Die ZINBI ergibt sich als Misch-
verteilung aus einer Binomialverteilung und einer negativen Binomialvertei-
lung. Die Wahrscheinlichkeitsfunktion einer ZINBI verteilten Zufallsvariablen
X ist [22, p. 100],
Für x = 0 :







Für x ≥ 1:
















Bei der ZINBI können Nullwerte auf zwei verschiedene Arten auftreten. Zum
einen, wenn die Binomialverteilung der Mischverteilung den Wert Null an-
nimmt, oder wenn die negativ Binomialverteilung der Mischverteilung den
Wert Null annimmt. Positive Werte nimmt die ZINBI an, wenn die Binomi-
alverteilung Eins und die negative Binomialverteilung einen Wert ungleich
Null annimmt. Erwartungswert und Varianz der ZINBI sind:
E(x) = (1− ν)µ
V ar(x) = µ(1− ν) + µ2(1− ν)(σ + ν)
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Die ZINBI ist somit eine Verteilung mit drei Parametern. Alle drei Pa-
rameter werden im autoregressiven GAMLSS Model in Abhängigkeit der












βνj ∗ yt−lνj (3.9)
Für die Linkfunktion werden im Folgenden die Standardeinstellungen von
GAMLSS verwendet, gµ(x) := log(x), gσ(x) := log(x), gν(x) := logit(x).
Die verwendeten zurückliegenden Beobachtungen, {lµj : j = 1, 2, ..., Jµ}, {lσj :
j = 1, 2, ..., Jσ} und {lνj : j = 1, 2, ..., Jν} werden in Kapitel 6 für jedes der
Modelle angegeben.
3.3.2 Zero-Adjusted Negative Binomialverteilung
Die Zero-Adjusted Negative Binomialverteilung (ZANBI) adressiert das glei-
che Problem wie die ZINBI: Überdispersion und gehäufte Nullwerte. Während
bei der ZINBI Nullwerte auf zwei verschiedene Arten auftreten können, nämlich,
wenn die Binomialverteilung den Wert Null annimmt oder wenn die negative
Binomialverteilung den Wert Null annimmt, so treten bei der ZANBI Null-
werte nur mit einer festen Wahrscheinlichkeit ν auf. Positive Werte treten
mit der Wahrscheinlichkeit einer negativen Binomialverteilung auf. Wobei
die Wahrscheinlichkeitsfunktion der negativen Binomialverteilung mit dem
Faktor c korrigiert werden muss, um auf eine gültige Wahrscheinlichkeits-
funktion zu kommen. Die Wahrscheinlichkeitsfunktion der ZANBI ist [22],
Für x = 0 :
f(x) = ν (3.10)



























Die ZANBI ist also auch eine Verteilung mit drei Parametern. Alle drei Pa-
rameter werden im autoregressiven GAMLSS-Modell in Abhängigkeit der












βνj ∗ yt−lνj (3.14)
Für die Linkfunktion werden erneut die Standardeinstellungen von GAMLSS
verwendet, gµ(x) := log(x), gσ(x) := log(x), gν(x) := logit(x). Die ver-
wendeten zurückliegenden Beobachtungen, {lµj : j = 1, 2, ..., Jµ}, {lσj : j =




Methoden zur Evaluierung der
Güte von probabilistischen
Vorhersagen
In Kapitel 3, Verfahren, wurden zahlreiche Methoden zur Modellierung von
Zähldatenzeitreihen vorgestellt. Um sich für eines der Modelle zu entschei-
den, ist es notwendig die Vorhersagegüte der Modelle zu bewerten und ent-
sprechend dieser Bewertung eine Rangfolge der Modelle zu erstellen. Im Fall
von Punktvorhersagen ist dies eine einfache, da etablierte und gut bekann-
te Aufgabe. Bei Punktvorhersagen ist nur die Abweichung der Vorhersage
von der Beobachtung von Interesse. Als Metrik wird üblicherweise die Mitt-
lere quadratische Abweichung (MQA) verwendet. Das Modell, welches die
geringsten MQA liefert, wird dabei als bestes Modell eingestuft. Im Fall von
probabilistischen Vorhersagen ist die Bewertung von Modellen weniger gut
etabliert und verlangt komplexere Methoden als im Fall der Punktvorher-
sage. In dieser Arbeit sollen drei Methoden zur Bewertung von probabilis-
tischen Vorhersagen verwendet werden. Zum einen wird die probabilistische
und marginale Kalibrierung, sowie der Interquantilsabstand verwendet, dem
Paradigma
”
maximizing the sharpness of the predictive distributions subject
to calibration“ [12] folgend. Weiter kommen Rootgramme und die Pinball-
Loss-Funktion zum Einsatz.
4.1 Kalibrierung und Spitze der vorhergesag-
ten Verteilung
Gneiting et al. formulieren das Paradigma
”
maximizing the sharpness of the
predictive distributions subject to calibration“ [12]. Kalibrierung bezieht sich
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dabei auf die Kompatibilität der vorhergesagten Verteilung und der Vertei-
lung des datengenerierenden Prozesses. Gneiting et al. formulieren drei Arten
der Kalibrierung: Probabilistische Kalibrierung, Überschreitungskalibrierung
und marginale Kalibrierung, um die Kompatibilität zwischen den vorherge-
sagten Verteilungen und der Verteilung des datengenerierenden Prozesses zu
überprüfen. Diese Betrachtungen sind jedoch asymptotisch und somit in der
Praxis schwer zu überprüfen. Zur Überprüfung der Kalibrierung im konkre-
ten Fall werden empirische Varianten der probabilistischen und marginalen
Kalibrierung eingeführt. Zur Überprüfung der Überschreitungskalibrierung
ist keine empirische Methode bekannt. Die empirischen Varianten der pro-
babilistischen und marginalen Kalibrierung werden in den folgenden zwei
Abschnitten näher erläutert.
Die Maximierung der Spitze der vorhergesagten Verteilung bedeutet, dass
unter den Modellen für die Kalibrierung festgestellt wird, dass das Modell,
welches die spitzesten vorhersage Verteilungen liefert, als bestes Modell be-
trachtet werden soll. Als spitze Verteilung wird dabei eine Verteilung mit
möglichst geringer Streuung bzw. möglichst kleinen Quantilsdifferenzen be-
trachtet. Die Maximierung der Spitze bezieht sich also nur auf die Vorher-
sagen und lässt die Beobachtungen außen vor. Methoden zur Bewertung der
Spitze der Vorhersagen werden im dritten Abschnitt vorgestellt.
4.1.1 probabilistische Kalibrierung
Die Überprüfung der probabilistischen Kalibrierung beruht auf dem Probabi-
lity Integral Transform (PIT). Sei yt : t ∈ N eine Zeitreihe und Ft(x) die vor-
hergesagte Verteilungsfunktion zum Zeitpunkt t. Definiere nun pt := Ft(yt)
als PIT-Wert zum Zeitpunkt t. Eine probabilistische Kalibrierung liegt vor,
wenn die pt gleichverteilt sind auf [0, 1]. Die Überprüfung der Gleichverteilung
der PIT-Werte wird nicht nur von Gneiting et al.[12] vorgeschlagen, sondern
dient auch anderen Autoren, um probabilistische Vorhersagen zu evaluieren
[8]. Gneiting et al. [12] schlagen vor, die Gleichverteilung der PIT-Werte mit
einem Histogramm zu überprüfen, die Gleichverteilung kann jedoch auch mit
formalen Hypothesen überprüft werden [5]. In dieser Arbeit werden im Wei-
teren die Histogramme der PIT-Werte verwendet, da die Struktur des Histo-
gramms bei Abweichung von der Gleichverteilung Hinweise auf den Grund der
Abweichung geben kann. Ein U-förmiges Histogramm weist auf Vorhersage-
verteilungen mit Überdispersion hin. Ein umgekehrt U-förmiges Histogramm
deutet auf Vorhersageverteilungen mit Unterdispersion hin [12].
Die Invertierung der Vorhersageverteilung ist nur im Fall stetiger Zufallsva-
riablen möglich. Damit beschränkt sich die oben angeführte Berechnung der
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PIT-Werte auf den Fall, dass die yt aus einer stetigen Verteilung stammt. Da
sich diese Arbeit der probabilistischen Vorhersage von Zähldatenzeitreihen
widmet, stammen die yt offensichtlich aus einer diskreten Verteilung. Im Fal-
le des ARIMA-Modells wird jedoch implizit angenommen, dass die Zeitrei-
he normalverteilt und somit stetig ist. Zur Evaluierung dieser Modelle wird
im Weiteren die oben erläuterte Herangehensweise verwendet, um ein PIT-
Histogramm zu erstellen.
Für alle anderen Modelle wird eine diskrete Verteilung angenommen. Zur
Evaluierung probabilistischer Vorhersagen über diskrete Zufallsvariablen schla-
gen Czado et al. das ”non-randomized PIT”vor [6]. Dabei wird, wie bei dis-
kreten Verteilungen, ein Histogramm erstellt, um auf Gleichverteilung zu
überprüfen. Die Berechnung der Histogramme ist allerdings komplizierter als
im diskreten Fall.
Sei Ft(yt) die vorhergesagte Verteilung zum Zeitpunkt t ausgewertet an der







Wobei die Funktion P (t)(u) folgendermaßen definiert ist.
Für den Fall yt > 0:
P (t)(u) =

0 für u ≤ Ft(yt − 1)
u−Ft(yt−1)
Ft(yt)−Ft(yt−1) für Ft(yt − 1) ≤ u ≤ Ft(yt)
1 für Ft(yt) ≤ u





für u ≤ Ft(0)
1 für u ≥ Ft(0)
Ein PIT-Histogramm kann nun folgendermaßen erstellt werden. Wähle eine
Anzahl Bins J, meist 10 oder 20. Berechne pj = P̄ (
j
J
)− P̄ ( j−1
J
) als Höhe für
Bin j = 1, 2, ..., J .
Das resultierende Histogramm kann genauso interpretiert werden wie im dis-
kreten Fall. Gleichverteilung zeigt probabilistische Kalibrierung an, ein U-
förmiges Histogramm weist auf Vorhersageverteilungen mit Überdispersion




Das Konzept der marginalen Kalibrierung beruht auf folgender Idee. Wenn
die Beobachtung yt aus der vorhergesagten Verteilungsfunktion Ft(x) stammt,
dann muss die Mischverteilung, die sich über alle t = 1, 2, ..., T ergibt, kom-
patibel mit der empirischen Verteilung der Beobachtungen sein. Die Misch-














Zur Beurteilung der Übereinstimmung der zwei Verteilungen wird der mar-
ginale Kalibrierungsplot verwendet. Dazu wird F̄T (x)− ĜT (x) gegen die Be-
obachtungen geplottet. Eine möglichst geringe Abweichung von Null spricht
dabei für die marginale Kalibrierung.
4.1.3 Spitze der vorhergesagten Verteilung
Ziel dieser Arbeit ist es, verschiedene Modelle, hinsichtlich ihrer Eigenschaft
probabilistische Vorhersagen zu treffen, zu bewerten, und das am besten ge-
eignete Modell zu identifizieren. Im Paradigma
”
maximizing the sharpness of
the predictive distributions subject to calibration“ wird das Modell, das die
spitzesten Vorhersageverteilungen liefert und gleichzeitig die probabilistische
und marginale Kalibrierung erfüllt, als das beste Modell erachtet.
Die Bewertung der Spitze einer Verteilung kann auf verschiedene Weisen er-
folgen. Die folgende Bewertung orientiert sich an dem Vorschlag von Gneiting
et al. [12]. Als Maß für die Spitze werden die Boxplots der zentralen 50%-
und 90%-Vorhersageintervalle verwendet. Es sei t = 1, 2, ..., T die Zeit und
Qpt (x) die p% Quantilsfunktion der vorhergesagten Verteilung zum Zeitpunkt














Die Quantilsdifferenzen D0.5(yt) und D0.9(yt) für t = 1, 2, ..., T können nun
in Boxplots visualisiert werden. Das Modell mit den geringsten Quantilsdif-
ferenzen ist das Modell mit den spitzesten Vorhersageverteilungen und wird,
Kalibrierung vorausgesetzt, als bestes Modell betrachtet. Die Visualisierung
in Boxplots bietet den Vorteil, dass ersichtlich ist, ob die vorhergesagten Ver-
teilungen zu allen Zeitpunkten etwa gleich breit sind, oder ob die Breite der
vorhergesagten Verteilungen schwankt.
4.2 Rootogramme
Kleiber et al. schlagen sogenannte Rootogramme zur Evaluierung von proba-
bilistischen Zähldatenmodellen vor [15]. Die Idee hinter den Rootogrammen
ist ähnlich, wie die hinter den marginalen Kalibrierungsplots, jedoch wird eine
andere Visualisierung verwendet. Im Gegensatz zu den marginalen Kalibrie-
rungsplots, bei denen die erwartete und die beobachtete Verteilungsfunktion
betrachtet werden, werden bei den Rootogrammen die erwartete und die be-
obachtete Dichte betrachtet.
Sei {yt : t ∈ N} eine Zeitreihe und ft(x) die Dichtefunktion der vorhergesag-











Die erwartete Dichte und die beobachtete Dichte werden gemeinsam gegen
die Menge an natürlichen Zahlen, die die Zeitreihe annimmt (j), abgetragen.
Wobei die beobachteten Werte als Balkendiagramm dargestellt werden und
die erwarteten Werte mit einer Linie verbunden werden. Ein Beispiel für ein
Rootogramm findet sich im nächsten Kapitel. Kleiber et al. [15] präsentieren
drei leicht unterschiedliche Arten von Rootogrammen, in dieser Arbeit wer-




Die Pinball-Loss-Funktion ist ein von der oben vorgestellten Methode un-
abhängiges, nicht parametrisches Verfahren um die probabilistischen Vorher-
sagen verschiedener Modelle zu vergleichen. Die Pinball-Loss-Funktion für ein
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Quantile p, die Beobachtung xt und das p Quantil der Vorhersageverteilung





(xt −Qpt (xt))p für xt ≥ Q
p
t (xt)
(Qpt (xt)− xt)(1− p) fürxt ≤ Q
p
t (xt)
Für eine Zeitreihe bietet es sich an, die durchschnittliche Pinball-Loss-Funktion
für ein Quantil über alle Beobachtungen zu betrachten. Um möglichst die
ganze Verteilung abzudecken, können verschiedenen Quantile betrachtet wer-
den. Im Folgenden werden die 0.05, 0.10, 0.25, 0.5, 0.75, 0.90, 0.95 Quantile
betrachtet. Der Pinball-Loss Score wird hier folgendermaßen definiert: sei













4.4 Mittlere quadratische Abweichung
Diese Arbeit konzentriert sich auf probabilistische Vorhersagemodelle. Der
Vollständigkeit wegen soll für alle Vorhersagemodelle auch die Qualität der
Punktvorhersagen bewertet werden. Dazu bietet sich die Mittlere Quadrati-
sche Abweichung (MQA) an, die zur Evaluierung von nummerischen Vorher-
sagen üblicherweise zur Anwendung kommt.
Sei xt mit t = 1, 2, ..., T eine Zeitreihe, Ft(x) die Vorhersageverteilung zum










Methoden zur Evaluierung der
Güte von probabilistischen
Vorhersagen
Dieses Kapitel soll dazu dienen, die im vorigen Kapitel vorgestellten Metho-
den zur Evaluierung probabilistischer Vorhersagen, insbesondere der proba-
bilistischen und marginalen Kalibrierung so wie der Rootogramme an einem
Beispiel zu illustrieren.
Dazu wurde eine Zeitreihe bekannter Struktur simuliert. Für diese Zeitrei-
he wurde dann auf fünf verschiedene Weisen probabilistische Vorhersagen
erstellt, um die Wirkung verschiedener Vorhersagen auf die Methoden zur
Evaluierung zu veranschaulichen.
5.1 simulierte Zeitreihe
Zur Simulation der Zeitreihe wurde auf das R-Paket Tscount [16] zurückgegriffen.
Es wurde eine negativ binomialverteilte Zeitreihe erstellt. Der Parameter µ
der Verteilung wurde als abhängig von der letzten Beobachtung und abhängig
vom Wert des Parameters µ zu den Zeitpunkten t1 und t2 erzeugt. Dabei
wurde die Identitätsfunktion als Linkfunktion verwendet. Der Überdisper-
sionsparameter wurde auf konstant 5 gesetzt. Die Parametrisierung der ne-




Die simulierte Zeitreihe wurde auf fünf verschiedene Weisen probabilistisch
vorhergesagt:
• Perfektes Modell: Die probabilistische Vorhersage entspricht dem
Modell, aus dem die simulierten Daten gezogen wurden. Dieses Modell
dient hier nur zur Referenz, es ist in der tatsächlichen Anwendung
natürlich unbekannt.
• Optimal geschätztes Modell: Die Parameter der negativ Binomial-
verteilung wurden aus den simulierten Daten geschätzt.
• Modell mit Unterdispersion: Die simulierte Zeitreihe wurde als
Poisson verteilt angenommen und der Parameter der Poisson-Verteilung
wurden für jeden Zeitpunkt aus den Daten geschätzt. Das führt dazu,
dass die vorhergesagten Verteilungen kleinere Varianzen aufweisen, als
die Verteilungen aus der die simulierten Daten gezogen wurden.
• Modell mit Überdispersion: Die simulierte Zeitreihe wurde als ne-
gativ binomialverteilt angenommen. Der µ Parameter wurde aus den
Daten geschätzt, der size-Parameter wurde konstant auf 1 gesetzt. Das
führt dazu, dass die vorhergesagten Verteilungen größere Varianzen auf-
weisen, als die Verteilung aus der die simulierten Daten gezogen wur-
den.
• Modell Bias: Die simulierte Zeitreihe wurde als negativ binomialver-
teilt angenommen. Der aus den Daten geschätzte Parameter µ wurde
konstant um drei erhöht, der size-Parameter wurde konstant auf fünf
gesetzt. Dies führt zu einer insgesamt verzerrten probabilistischen Vor-
hersage, bei der weder die Erwartungswerte noch die Varianzen der
Verteilung der simulierten Daten entsprechen.
5.3 Ergebnis
Wie zu erwarten, ist das optimal geschätzte Modell das beste Modell. Es
ist kalibriert, sowohl bei der probabilistischen Kalibrierung, als auch bei der
marginalen Kalibrierung ist es kaum vom perfekten Modell zu unterschei-
den. Da für kein anderes Modell Kalibrierung festgestellt wurde, liefert der
Sharpnes-Plot hier keine zusätzliche Information zur Modellwahl. Das Rooto-
gramm stellt die gleiche Information in etwas anderer weise dar. Das optimal





























































Abbildung 5.1: Simulation PIT Histogramme
und geschätzter Dichte. Somit lässt es sich klar als das beste Modell iden-
tifizieren. Für die anderen Modelle lassen sich deren Eigenschaften gut an
deren Rootogramm ablesen. Beim Modell Unterdispersion ist die geschätzte
Dichte spitzer als die beobachtete Dichte, beim Modell Überdispersion ist
die geschätzte Dichte breiter als die beobachtete Dichte, beim Modell Bias
stimmen geschätzte Dichte und beobachtete Dichte weder im Erwartungswert




















































































































































































Abbildung 5.4: Simulation Rootogramm
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Kapitel 6
Anwendung der Verfahren auf
reale Daten
In diesem Kapitel sollen die vorgestellten Methoden zur Erstellung von pro-
babilistischen Vorhersagen auf reale Zähldatenzeitreihen angewendet werden
und die Qualität der Vorhersagen anhand der vorgestellten Methoden zur
Evaluierung von probabilistischen Vorhersagen bewertet werden.
6.1 Daten
Es werden Zeitreihen aus der
”
M5 Accuracy competition“ verwendet [17].
Der M5-Datensatz enthält die Verkäufe für 30490 Produkte, die in verschie-
denen Supermärkten an 1919 aufeinanderfolgenden Tagen verkauft wurden.
Aus diesen 30490 Zeitreihen wurden 4 Zeitreihen ausgewählt, auf welche dann
die oben vorgestellten Zeitreihen-Methoden und die Methoden zur Evaluie-
rung der probabilistischen Vorhersagen angewendet wurden. Die vier Zeitrei-
hen werden im Folgenden als Zeitreihe 1-4 bezeichnet. Dabei entspricht jede
Zeitreihe der Anzahl der verkauften Stücke eines bestimmten Produkts in
einem Supermarkt an 1919 aufeinanderfolgenden Tagen. In Abbildung 6.1
sind für jede der vier Zeitreihen Histogramme für die gesamten 1919 Tage
und partielle Korrelationsplots abgebildet.
6.2 Modellfindung
Wie in Abbildung 6.1 zu sehen ist, weisen alle Zeitreihen große Autokor-
relation über sehr viele zurückliegende Beobachtungen auf. Dies liegt wohl
auch daran, dass die Zeitreihen nicht stationär sind. Aufgrund dessen ist













































































































Abbildung 6.1: Histogramm und Autokorellation für die vier Zeitreihen
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aufgenommen werden sollen. Einerseits, um konsistent über alle Modelle vor-
zugehen, andererseits, um die Modellfindung innerhalb einer Verteilung nicht
zu kompliziert zu gestalten, wird wie folgt verfahren. Für alle Modelle werden
maximal 12 zurückliegende Beobachtungen verwendet, dies entspricht in die-
sem Fall einem zweiwöchigen Zeitraum. Zunächst wird ein Modell mit allen
12 zurückliegenden Beobachtungen geschätzt, anschließend wird je ein Model
mit sukzessiv weniger Beobachtungen geschätzt, wobei dabei jeweils die am
weitesten entfernte Beobachtung weggelassen wird. Das beste Modell, und so-
mit die beste Menge an zurückliegenden Beobachtungen, wird dann mithilfe
des Akaike-Informationskriterium bestimmt. Dieses Vorgehen wird für die
Tscount- und GAMLSS-Modelle verwendet. Für ARIMA-Modelle steht mit
der Funktion
”
auto.arima“ aus dem forcast [14] R-Paket eine effiziente und
etablierte Methode zur Verfügung, um die optimalen Lags in einem Modell





Die in dieser Arbeit vorgestellten Modelle sollen anhand ihrer Vorhersagegüte
bewertet werden. Dazu ist es notwendig, die Modelle auf Daten zu evaluie-
ren, welche nicht zum Schätzen der Modelle verwendet wurden. In klassischen
prediktiven Klassifikations- und Regressionsmodellen wird diese Problematik
durch die Verwendung einer Kreuzvalidierung gelöst. Für Zeitreihen gestal-
tet sich die Kreuzvalidierung jedoch schwieriger, da die Vorhersagen abhängig
sind von zurückliegenden Fehlern (ARIMA) oder von zurückliegenden Vor-
hersagen (Tscount). Für das autoregressive GAMLSS besteht keine solche
Abhängigkeit und es könnte eine gewöhnliche Kreuzvalidierung verwendet
werden. Eine einfache Alternative zur Kreuzvalidierung, die auch für Zeitrei-
hendaten funktioniert, ist, die Daten in einen Trainings- und einen Testdaten-
satz zu teilen und dann die Modelle auf den Trainingsdaten zu schätzen und
auf den Testdaten zu validieren. Für die hier verwendeten Zeitreihen ergeben
sich damit allerdings zwei Schwierigkeiten. Einerseits sind die verwendeten
Verfahren zu Evaluierung teilweise asymptotisch begründet und bedürfen da-
mit einer gewissen Menge an Testdaten um zuverlässig interpretierbar zu sein.
Andererseits sollen in der Schätzung ebenfalls möglichst viele Beobachtun-
gen verwendet werden. Um beiden Anforderungen gerecht zu werden, wird
deshalb eine Zeitreihen-Kreuzvalidierung ”Time Series Cross-Validation”[13,
Kapitel 3.4] zur Anwendung kommen. Das Vorgehen hierzu gestaltet sich
wie folgt: Die Zeitreihe wird auch hier in Trainings- und Testbeobachtun-
gen aufgeteilt. Wobei als Testbeobachtung hier nur die letzte Beobachtung
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der Zeitreihe verwendet wird und als Trainingsbeobachtungen alle Übrigen.
Anschließend wird die letzte Beobachtung aus der Zeitreihe entfernt und die
Aufteilung in Trainings- und Testbeobachtungen wird wiederholt. Insgesamt
wird dieser Prozess 900-mal wiederholt. Dadurch ergeben sich 900 Vertei-
lungsvorhersagen für jede Zeitreihe und jedes Modell, die dann mithilfe der
Methoden zur Evaluierung bewertet werden. Die Ergebnisse der Evaluierung
für alle vier Zeitreihen finden sich in den folgenden Abschnitten.
Die optimale Menge der zurückliegenden Beobachtungen (Lags) wird, wie in
Kapitel 6.1 beschrieben, bestimmt. Für die Tscount und die GAMLSS Mo-
delle werden die Lags einmal für alle 900 Kreuzvalidierungsdurchgänge (CV-
Durchgänge) bestimmt. Für die ARIMA Modelle wird das Modell in jedem
der 900 CV-Durchgänge mit der
”
auto.arima“ Funktion bestimmt. Somit er-
geben sich für die ARIMA Modelle für jeden CV-Durchgang unterschiedliche
Lags. Bei den Tscount und GAMLSS Modellen werden die Lags nur einmal
zu Beginn der Kreuzvalidierung bestimmt und dann für alle Durchgänge ein-
heitlich verwendet. Für die Tscount und GAMLSS Modelle konnten die Lags
nicht für jeden CV-Durchgang flexibel bestimmt werden, da die Ermittlung
der optimalen Lags für diese Modelle sehr rechenintensiv ist.
6.3.1 Zeitreihe 1
Für Zeitreihe 1 sind im ARIMA-Modell, für die unterschiedlichen CV-Durchgänge,
entweder drei AR-Terme und keine MA-Terme, oder fünf AR-Terme und 1
MA-Term enthalten. Das Tscount Modell, Poisson Modell und Negativ Bino-
mial Modell (NBI-Modell) enthält jeweils 10 zurückliegende Beobachtungen
und 10 zurückliegende Erwartungswerte. GAMLSS-, ZINBI- und ZANBI-
Modelle enthalten 10 zurückliegende Beobachtungen.
• Probabilistische-Kalibrierung: Wie in Abbildung 6.2 gut zu er-
kennen ist, weisen die vorhergesagten Verteilungen des Poisson-Modells
Unterdispersion auf. Sowohl ZINBI- als auch ZANBI-Modelle weichen
bei der Zeitreihe 1 stark von der Normalverteilung ab. Warum das so
ist, wird in Abbildung 6.6 deutlich. Das ARIMA- und das NBI-Modell
können am ehesten als gleichverteilt betrachtet werden. Somit wird für
diese Modelle von probabilistischer Kalibrierung ausgegangen.
• Marginale-Kalibrierung: In Abbildung 6.3 sind die Differenzen aus
vorhergesagter und beobachteter Verteilungsfunktion für alle fünf Mo-
delle für verschiedene Schwellenwerte der Zeitreihe abgetragen. ZINBI-
und ZANBI-Modelle weisen große Differenzen zwischen vorhergesagter
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und beobachteter Verteilungsfunktion auf. Das ARIMA-Modell weist
größere Differenzen auf, als das NBI-Modell. Das Poisson-Modell liegt
zwischen ARIMA- und NBI-Modell. Für das NBI-Modell wird somit
von marginaler Kalibrierung ausgegangen.
• Spitze: In Abbildung 6.4 sind die Quantilsdifferenzen der vorherge-
sagten Verteilungen der fünf Modelle als Boxplots abgetragen. Hier
soll die spitzeste Verteilung unter den Modellen bei denen Kalibrierung
vorliegt ermittelt werden. Für das NBI-Modell liegt probabilistische
und marginale Kalibrierung vor, für das ARIMA-Modell nur probabi-
listische Kalibrierung. Die Quantilsdifferenzen für das NBI-Modell sind
deutlich kleiner als die des ARIMA-Modells. Somit ist das NBI-Modell,
unter Verwendung der Kalibrierung und Spitze, das beste Modell.
• Rootogramme: In Abbildung 6.5 sind die Rootogramme für die
fünf Modelle abgetragen. Das Balkendiagramm nähert dabei die Dich-
te der Mischverteilung der Daten an. Die Kurve gibt die Dichte der
Mischverteilung der vorhergesagten Verteilungen an. Für das ARIMA-
Modell passen sowohl das Histogramm, als auch die Dichte offensicht-
lich nicht zusammen. Für das Poisson-Modell liegt Unterdispersion vor,
kleine und große Werte werden vom Modell unterschätzt. ZINBI- und
ZANBI-Modell liefern identische Vorhersagen, bei denen jeweils die
Wahrscheinlichkeit für Nullwerte deutlich überschätzt wird. Das NBI-
Modell liefert die beste Anpassung an die Daten. Nur die Nullwerte
werden vom Modell nicht erfasst.
• Zeitreihe und Quantilvorhersagen: In Abbildung 6.6 ist der Ver-
lauf der Zeitreihe für einen zufällig ausgewählten Zeitpunkt für 30 auf-
einander folgende Tage abgebildet. Für jedes der fünf Modelle sind
zusätzlich die 10 %-, 50 %- und 90 %- Quantile der vorhergesagten Ver-
teilungen abgebildet. Auffällig ist, dass ZINBI- und ZANBI-Modelle im
ausgewählten Zeitraum schlecht funktionieren. Die Wahrscheinlichkeit
für Nullwerte in der Mischverteilung nimmt häufig so große Werte an,
dass die ganze Verteilung nur aus dem Wert Null besteht. Dies ist auch
der Grund, warum das PIT Histogramm der zwei Modelle für den Wert
eins so stark von der Gleichverteilung abweicht. Wenn die vorhergesagte
Verteilung Null ist, dann wird die Verteilungsfunktion an jedem Punkt
größer und gleich Null den Wert Eins annehmen.
Für das ARIMA-Modell liegen das 10 %- und 90 %- Quantil relativ weit
auseinander. Dementsprechend ist die Zeitreihe überwiegend innerhalb
des 10 %-, 90 %- Intervalls. Das Gegenteil dazu bildet das Poisson-
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Modell. Hier ist die Verteilung sehr schmal, jedoch liegt die Zeitrei-
he auch öfter außerhalb des 10 %-, 90 %- Intervalls. Das NBI-Modell
scheint die Zeitreihe in den dargestellten 30 Tagen gut abzubilden. Die
10 %-, 90 %- Intervalle sind verhältnismäßig eng, trotzdem liegt die
Zeitreihe zu fast allen Zeitpunkten im Intervall.
• Pinball-Loss / mittlere quadaratische Abweichung: In Tabel-
le 6.1 sind das Ergebnis der Pinball-Loss-Funktion und die mittleren
quadratischen Abweichungen der fünf Modelle eingetragen. Ein gerin-
ger Pinball-Loss-Wert zeigt eine gute Anpassung der Vorhersagevertei-
lung an die Zeitreihe. Das NBI-Modell hat den geringsten Pinball-Loss-
Wert. Danach folgt das Poisson- und das ARIMA-Modell. Die größten
Pinball-Loss-Werte haben das ZINBI- und ZANBI-Modell. Die mitt-
lere, quadratische Abweichung ist für Poisson- und NBI-Modell gleich
und die geringste Abweichung aller Modelle. Danach folgt das ARIMA-
Modell und anschließend mit Abstand das ZINBI- und ZANBI-Modell.
Für Zeitreihe 1 ist das Ergebnis der Evaluation für alle verwendeten Me-
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Abbildung 6.6: Werte Zeitreihe 1 und Quantile der vorhergesagten Verteilung
Modell Pinball-Loss MQA
ARIMA 2.99 173.94
Tscount Poisson 2.43 108.84
Tscount neg. Binomial 2.31 108.84
GAMLSS zero inf. neg. Binomial 4.58 381.43
GAMLSS zero adj. neg. Binomial 4.58 381.43
Tabelle 6.1: Zeitreihe 1, Pinball-Loss und Mittlere quadratische Abweichung
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6.3.2 Zeitreihe 2
Für Zeitreihe 2 sind im ARIMA-Modell für die unterschiedlichen CV-Durchgänge,
entweder ein AR-Term und keine MA-Terme, 1 MA-Term und kein AR-
Term, 3 MA-Terme und kein AR-Term oder drei AR-Terme und 1 MA-Term
enthalten. Das Tscount-Poisson-Modell enthält 10 Lags, das Tscount-NBI-
Modell enthält 5 Lags. Das GAMLSS-, ZINBI-Modell enthält 11 Lags und
das GAMLSS- ZANBI-Modell enthält 7 Lags.
• Probabilistische-Kalibrierung: In Abbildung 6.7 sind die PIT-
Histogramme der fünf Modelle für Zeitreihe 2 abgebildet. Das ARIMA-
und das Poisson-Modell weichen stark von einer Gleichverteilung ab.
Das ZANBI-Modell weist einen großen Ausreißer von der Gleichvertei-
lung bei sehr kleinen Werten auf. Das NBI-Modell ist recht nah an der
Gleichverteilung, das ZINBI-Modell erfüllt diese noch etwas besser. Die
Annahme der probabilistischen Kalibrierung ist insgesamt für das NBI-
und das ZINBI-Modell gerechtfertigt.
• Marginale-Kalibrierung: In Abbildung 6.8 ist die marginale Ka-
librierung für die Modelle für Zeitreihe 2 abgebildet. Das ARIMA-,
das Poisson- und das ZANBI-Modell weisen für Schwellenwerte unter
10 große Differenzen zwischen vorhergesagter und beobachteter Vertei-
lungsfunktion auf. ZINBI- und NBI-Modell haben hier kleinere Abwei-
chungen. Für Schwellenwerte größer 10 ist das ZINBI-Modell besser zu
bewerten als das NBI-Modell. Die Annahme der marginalen Kalibrie-
rung ist somit für das NBI- und das ZINBI-Modell gerechtfertigt.
• Spitze: Abbildung 6.9 zeigt die Quantilsdifferenzen der Vorhersagen
der fünf Modelle. Nur die NBI- und ZINBI-Modelle weisen Kalibrierung
auf. Die Quantilsdifferenzen der Vorhersagen des ZINBI-Modells sind
minimal kleiner als die des NBI-Modell.
• Rootogramm: Abbildung 6.10 zeigt das Rootogramm der fünf Mo-
delle für Zeitreihe 2. Für das ARIMA- und Poisson-Modell weicht die
Dichte aus der Mischverteilung der Vorhersagen deutlich von der Dichte
der Daten ab. Das ZANBI-Modell unterschätzt die Wahrscheinlichkeit
für Nullwerte. Die Anpassung beim NBI- und ZINBI-Modell ist ähnlich.
• Zeitreihe und Quantilvorhersagen: Abbildung 6.11 zeigt den Ver-
lauf der Zeitreihe 2 und den Verlauf der Quantile der vorhergesagten
Verteilung. Für das ARIMA-Modell zeigt sich hier der Nachteil der
Normalverteilung, das 10 % Quantil ist negativ für alle 30 Tage. Zwi-
schen dem NBI- und dem ZINBI-Modell gibt es kaum Unterschiede.
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Das 90 % Quantil des NBI-Modells nimmt mal größere, mal kleinere
Werte an, als das 90 % Quantil des ZINBI-Modells, welches weniger
variabel ist.
• Pinball-Loss / Mittlere quadratische Abweichung: Tabelle 6.2
zeigt die Pinball-Loss-Werte und die MQA. Der Pinball-Loss-Wert ist
für das ZINBI-Modell am kleinsten, etwas größer ist der Wert für das
NBI-Modell. Die Mittlere Quadratische Abweichung (MQA) ist für alle
Modelle in etwa gleich.
Für Zeitreihe zwei liefern alle Methoden zur Evaluierung der Modelle konsis-
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Tscount Poisson 0.84 15.54
Tscount neg. Binomial 0.77 15.76
GAMLSS zero inf. neg. Binomial 0.76 16.30
GAMLSS zero adj. neg. Binomial 0.78 16.30
Tabelle 6.2: Zeitreihe 2, Pinball-Loss und Mittlere quadratische Abweichung
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6.3.3 Zeitreihe 3
Für Zeitreihe 3 enthält das ARIMA-Modell, für die unterschiedlichen CV-
Durchgänge, zwischen 1 und 5 MA-Terme und zwischen 0 und 5 AR-Terme.
Das Tscount- Poisson-Modell enthält 11 Lags, das Tscount-, NBI-Modell
enthält 3 Lags. GAMLSS-, ZINBI- und ZANBI-Modelle enthalten 11 Lags.
• Probabilistische-Kalibrierung: Abbildung 6.12 zeigt die PIT-Histo-
gramme für Zeitreihe 3. Poisson- und NBI-Modelle weisen große Abwei-
chungen von einer Gleichverteilung auf. ARIMA-, ZINBI- und ZANBI-
Modelle können am ehesten als probabilistisch kalibriert betrachtet
werden. Zufriedenstellend ist die Gleichverteilung jedoch in keinem der
Modelle.
• Marginale-Kalibrierung: In Abbildung 6.13 sind marginale Kalibrie-
rungs-Plots für Zeitreihe 3 abgebildet. Die drei Modelle mit den ge-
ringsten Abweichungen von der Null sind das ARIMA-, das ZINBI-
und das ZANBI-Modell. ZINBI- und ZANBI-Modelle sind dabei prak-
tisch identisch. Die anderen Modelle weisen abschnittsweise deutlich
größere Differenzen auf.
• Spitze: In Abbildung 6.14 sind die Quantilsdifferenzen für die ver-
schiedenen Modelle für Zeitreihe 3 abgebildet. Das ARIMA-Modell,
das ZINBI- und das ZANBI-Modell sind die Modelle, für die am ehe-
sten von Kalibrierung ausgegangen werden kann. Das ARIMA-Modell
weist hier leicht kleinere Quantilsdifferenzen auf, als die zwei anderen
Modelle.
• Rootogramm: In Abbildung 6.15 sind Rootogramme der fünf Model-
le für Zeitreihe 3 abgebildet. Die Dichte aus den Daten und die Dichte
der Mischverteilung der Vorhersagen für das Poisson- und NBI-Modell
stimmen nicht überein. Die Übereinstimmung ist für das ARIMA-, das
ZANBI- und für das ZINBI-Modell besser, jedoch unterschätzt das
ARIMA-Modell die Null, und das ZINBI- und ZANBI-Modell überschätzen
die Null leicht.
• Zeitreihe und Quantilvorhersagen: Abbildung 6.16 zeigt die Zeitrei-
he und Quantile der vorhergesagten Verteilungen. Offensichtlich nimmt
die Zeitreihe die überwiegende Zeit den Wert Null an und in seltenen
Fällen recht große Werte. Wie auch schon in den vorherigen Abbil-
dungen festgestellt wurde, haben alle fünf Modelle große Probleme mit
dieser Datenlage. Die Phasen, in denen die Zeitreihe Null ist, werden
von der ZINBI- und ZANBI-Verteilung gut abgebildet. Die Zeitpunkte
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in denen die Zeitreihe positive Werte annimmt, werden allerdings von
keinem Modell gut erfasst.
• Pinball-Loss/ Mittlere quadaratische Abweichung: In Tabelle
6.3 finden sich die Pinball-Loss-Werte und die mittleren quadratischen
Abweichungen für die fünf Modelle. ARIMA, ZANBI und ZINBI ha-
ben den geringsten Pinball-Loss-Wert. Die mittlere quadaratische Ab-
weichung ist für das ARIMA-Modell die geringste, gefolgt von dem
ZINBI- und ZANBI-Modell.
Zeitreihe 3 kann insgesamt schlecht durch die Modelle abgebildet werden. Das
zeigt sich einheitlich über alle Methoden. Allerdings ist festzustellen, dass
es nur anhand der Kalibrierung und Spitze bzw. anhand der Rootogramme
schwerfällt zu beurteilen, wie schwierig die Daten für die Modelle sind. Die
schlechte Anpassung der Modelle an die Daten wird am leichtesten durch
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Tscount Poisson 6.85 583.71
Tscount neg. Binomial 7.06 556.55
GAMLSS zero inf. neg. Binomial 5.08 526.61
GAMLSS zero adj. neg. Binomial 5.08 526.61
Tabelle 6.3: Zeitreihe 3, Pinball-Loss und Mittlere quadaratische Abweichung
6.3.4 Zeitreihe 4
Für Zeitreihe 3 enthält das ARIMA Modell, für die unterschiedlichen CV-
Durchgänge, zwischen 1 und 5 MA-Terme und zwischen 1 und 2 AR-Terme.
Das Tscount-, Poisson-Modell enthält 12 Lags, das Tscount-, NBI-Modell
enthält 10 Lags. GAMLSS-, ZINBI- und ZANBI-Modelle enthalten 10 Lags.
• probabilistische Kalibrierung: Wie in Abbildung 6.17 zu sehen ist,
ist das PIT-Histogramm des Poisson-Modells für Zeitreihe 4 U-förmig.
Dies ist ein Indiz für eine Unterdispersion der Vorhersagen, wobei kleine
Werte dabei stärker unterschätzt werden als große Werte. Das PIT-
Histogramm des NBI-Modells ist umgekehrt U-förmig. Dies deutet auf
Überdispersion der vorhergesagten Verteilungen hin. Am ehesten einer
Gleichverteilung folgen die PIT-Histogramme des ARIMA-, des ZINBI-
und des ZANBI-Modells. Jedoch liegen auch hier größere Abweichungen
von der Gleichverteilung vor.
• marginale Kalibrierung: Abbildung 6.18 zeigt die marginale Kali-
brierung der fünf Modelle für Zeitreihe 4. Alle Modelle weisen größere
Differenzen zwischen der vorhergesagten und beobachteten Verteilungs-
funktion auf. Am besten sind noch das ARIMA-, das ZANBI- und das
ZINBI-Modell zu bewerten. Das ZANBI- und das ZINBI-Modell sind
dabei über große Teile identisch.
• Spitze: Für das ARIMA-, ZANBI- und ZINBI-Modell wird von Kali-
brierung ausgegangen. Das ZINBI- und das ZANBI-Modell haben bei-
de leicht spitzere Verteilungen als das ARIMA-Modell. Somit sind das
ZANBI- und ZINBI-Modell bei Betrachtung der Kalibrierung und Spit-
ze die besten Modelle.
• Rootogramm: Abbildung 6.20 zeigt die Rootogramme für Zeitreihe
4. Auch hier zeigt sich, dass alle Modelle Probleme haben die Verteilung
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der Daten richtig zu erfassen. Die beiden ZINBI- und ZANBI-Modelle
treffen die Verteilung noch am besten, allerdings werden hier erneut die
Nullwerte deutlich überschätzt. Das ARIMA-Modell unterschätzt diese
hingegen deutlich und überschätzt in der Folge die Wahrscheinlichkeit
für kleine Werte deutlich. Die restliche Anpassung ist ähnlich wie die
des ZINBI-Modells.
• Zeitreihe und Quantilvorhersagen: In Abbildung 6.21 ist Zeitreihe
4 und die 10 %-, 50 %-, 90 %- Quantile der vorhergesagten Verteilung
im Zeitverlauf abgebildet. Die 10%-, 90%- Quantil-Intervalle sind für
das ARIMA-, das ZANBI- und das ZINBI-Modell in den abgebildeten
30 Tagen überraschend ähnlich.
• Pinball-Loss / Mittlere quadaratische Abweichung: In Tabelle
6.4 sind die Pinball-Loss-Werte und die Mittlere quadaratische Abwei-
chung der fünf Modelle eingetragen. Das ZANBI-Modell hat den ge-
ringsten Pinball-Loss-Wert und auch die geringste Mittlere quadarati-
sche Abweichung.
Zeitreihe 4 kann erneut nicht gut von den Modellen abgebildet werden. Aller-
dings funktionieren die Modelle hier wesentlich besser, als für Zeitreihe drei.
Die Ergebnisse der Methoden zur Evaluierung liefern konsistente Ergebnis-
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Tscount Poisson 2.21 75.40
Tscount neg. Binomial 2.34 76.84
GAMLSS zero inf. neg. Binomial 1.97 75.31
GAMLSS zero adj. neg. Binomial 1.96 132.76




In dieser Arbeit wurden zwei Schwerpunkte gelegt. Zum einen auf verschiede-
nen Modelle zur probabilistischen Vorhersage von Zähldatenzeitreihen, zum
anderen auf mögliche Methoden zur Evaluierung von probabilistischen Vor-
hersagen. Als Modelle wurden die traditionellen Zeitreihenmethoden ARIMA
und das Tscount-Paket zur Modellierung von Zähldatenzeitreihen mittels
Poisson- oder negativer Binomialverteilung vorgestellt. Weiter wurde das all-
gemeine GAMLSS-Modell als autoregressives Modell auf Zeitreihen angewen-
det. Das GAMLSS-Modell ist kein spezielles Zeitreihenmodell. Deshalb sollte
kritisch hinterfragt werden, ob die Modellannahme für eine gegebene Zeitrei-
he erfüllt wird. Falls die Modellannahmen hinreichend gut erfüllt werden,
bietet das GAMLSS-Modell zwei Vorteile gegenüber dem klassischen Ansatz
ARIMA und dem Zähldatenzeitreihenmodell Tscount. Zum einen kann aus
einer Vielzahl an Verteilungen eine Verteilungsannahme getroffen werden,
zum anderen können alle Parameter einer Verteilung in Abhängigkeit von
zurückliegenden Beobachtungen geschätzt werden. Dadurch kann mit einem
GAMLSS-Modell theoretisch eine bessere Anpassung der vorhergesagten Ver-
teilung an die Daten ermöglicht werden. Konkret wurden in dieser Arbeit ein
GAMLSS-Modell mit Modellannahme Zero Inflated Negativ Binomial (ZIN-
BI) und Zero Adjusted Negativ Binomial (ZANBI) verwendet.
Als Methoden zur Evaluierung von probabilistischen Vorhersagen wurden
das Konzept der Kalibrierung und Spitze, Rootogramme und die Pinball-
Loss-Funktion vorgestellt. Weiter wurden die Mittlere Quadaratische Abwei-
chung der Vorhersagen von den Beobachtungen und Grafiken, die den Ver-
lauf der Quantile der vorhergesagten Verteilung dem Verlauf der Zeitreihe
gegenüberstellen, verwendet, um eine leichtere Interpretation der Methoden
zu ermöglichen.
Um sowohl die Modelle, als auch die Methoden zur Evaluierung zu testen,
wurden vier Zeitreihen aus dem Datensatz der
”
M5 Accuracy Competition “
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[17] ausgewählt.
Auf alle vier Zeitreihen wurden die fünf Modelle, ARIMA, Tscount Poisson,
Tscount NBI, GAMLSS ZINBI und GAMLSSS ZANBI angewendet. Mittels
Zeitreihen-Kreuzvalidierung wurden für jede Zeitreihe und jedes Modell je-
weils 900 Tagesbeobachtungen vorhergesagt. Die Methoden zur Evaluierung
wurden auf diese 900 Vorhersagen angewendet und die Ergebnisse wurden in
Kapitel 6 dargestellt.
Die Ergebnisse in Kapitel 6 zeigen, dass die probabilistische Vorhersage von
Zähldatenzeitreihen eine komplexe Aufgabe ist. Keines der Modelle kann
für jede der vier Zeitreihen die besten probabilistischen Vorhersagen erzeu-
gen. Für eine der Zeitreihen liefern alle Modelle nur schlechte Ergebnisse.
Insgesamt sprechen die Ergebnisse für das GAMLSS-ZINBI-Modell und das
Tscount-NBI-Modell. Das ZINBI-Modell ist flexibel in der Anpassung an
die Daten. Sowohl Überdispersion, als auch gehäufte Nullwerte können mit
dem ZINBI-Modell gut abgebildet werden. Vorsicht ist allerdings geboten,
wenn die Zeitreihe keine gehäuften Nullwerte hat, bzw. die gehäuften Null-
werte selten auftreten. In diesem Fall wird die Wahrscheinlichkeit von Null-
werten vom ZINBI-Modell überschätzt. Falls eine Zeitreihe keine oder we-
nig gehäufte Nullwerte hat, ist das Tscount-NBI-Modell möglicherweise dem
ZINBI-Modell vorzuziehen. Das ZANBI-Modell ist theoretisch genauso gut
geeignet, Überdispersion und gehäufte Nullwerte abzubilden wie das ZINBI
Modell, allerdings überschätzt das ZANBI-Modell bei den hier verwendeten
Daten die Nullwerte häufiger und stärker als das ZINBI-Modell. Ansonsten
schneiden ZINBI- und ZANBI-Modell sehr ähnlich ab. Etwas überraschend
sind die Ergebnisse des ARIMA-Modells. Für Zähldatenzeitreihen mit großen
Werten kann das ARIMA-Modell durchaus gute Ergebnisse liefern. Schlecht
kann das ARIMA-Modell allerdings gehäufte Nullwerte abbilden. Für Zeitrei-
hen mit kleinen Werten liegt ein Teil der vorhergesagten Verteilung im nega-
tiven Bereich, was die Aussagekraft stark einschränkt. Die Ergebnisse liefern
wenig Anhaltspunkte für die Verwendung eines Poisson-Modells. Dieses ist
für die hier verwendeten Daten zu unflexibel und kann weder Überdispersion
noch gehäufte Nullwerte abbilden. Die NBI- bzw. ZINBI-Modelle liefern hier
für alle vier Zeitreihen bessere Ergebnisse als ein Poisson-Modell.
Die Ergebnisse in Kapitel 6 zeigen weiterhin, dass die vorgestellten Methoden
zu Evaluierung von probabilistischen Vorhersagen leicht anzuwenden sind,
falls nur eines der zur Verfügung stehenden Modelle die Daten gut abbildet,
lässt sich das passende Modell anhand der Grafiken leicht identifizieren. Falls
keines der zur Verfügung stehenden Modelle die Daten herausragend abbil-
det, wird die Anwendung der Methoden zu Evaluierung von probabilistischen
Vorhersagen schwierig. Dann ist es, zum einen schwierig zu entscheiden, bis
zu welcher Grenze ein Modell noch eine akzeptable Anpassung an die Da-
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ten hat, bzw. wann ein Modell generell als nicht passend betrachtet wird,
zum anderen, kann es schwierig sein, die Anpassung verschiedener Modelle
zu vergleichen und das beste Modell zu identifizieren oder eine Rangfolge zu
erstellen. Als Beispiel dazu soll ein PIT-Histogramm dienen. Es ist nicht klar,
ab welcher Verteilung der PIT-Werte nicht mehr von Gleichverteilung ausge-
gangen werden kann. Außerdem ist es im Vergleich zweier Modelle schwierig
zu beurteilen, ob die PIT-Werte des einen Modells besser einer Gleichvertei-
lung folgen, als die PIT-Werte des anderen Modells.
Es scheint ratsam, verschiedene Methoden zur Beurteilung eines Modells zu
verwenden. Die Verwendung von nur einer Methode kann möglicherweise
einen falschen Eindruck über die Anpassung des Modells an die Daten lie-
fern. Betrachtet man, für Zeitreihe drei zum Beispiel, nur den marginaln
Kalibrierungsplot, könnte der Eindruck entstehen, dass das ARIMA-Modell
geeignete probabilistische Vorhersagen erzeugt. Betrachtet man zusätzlich die
Zeitreihe und die Quantile im Zeitverlauf, ist offensichtlich, dass das ARIMA
Model nicht gut geeignet ist, weil die unteren Quantile im negativen Bereich
liegen.
Die Pinball-Loss-Funktion ist eine Alternative zu den grafischen Verfahren.
Für die Zeitreihen, bei denen mit Hilfe der grafischen Methoden eine gute
Anpassung der vorhergesagten Verteilungen eines Modells festgestellt wur-
de, liefert die Pinball-Loss-Funktion das gleiche Ergebnis wie die grafischen
Verfahren. Das, mittels grafischer Methoden, als bestes Modell ermittelte
Modell hat den geringsten Pinball-Loss-Wert. Komplizierter wird die An-
wendung der Pinball-Loss-Funktion, falls es schwierig ist mittels grafischer
Methoden eindeutig ein passendes Modell zu identifizieren. In diesem Fall
kann die Pinball-Loss-Funktion auch zu einem ganz anderen Ergebnis kom-
men und eine andere Rangfolge der Modelle liefern, als die Reihenfolge die
aus den grafischen Methoden abgeleitet wurde.
Ein Kritikpunkt der vorgestellten grafischen Methoden zur Evaluierung von
probabilistischen Vorhersagen ist, dass sie sehr aufwendig sind. Für jede
Zeitreihe müssen jeweils verschiedene Grafiken betrachtet werden, um zu
einem Ergebnis zu kommen. Für die vier Zeitreihen in dieser Arbeit ist die-
ser Ansatz noch praktikabel. Würde man allerdings auf diese Weise Model-
le für alle 30490 im M5-Datensatz enthaltene Zeitreihen ermitteln wollen,
wäre der Ansatz sehr aufwendig und wenig praktikabel. In dieser Situation
würde sich die Pinball-Loss-Funktion besser eigenen, da sie es beispielswei-
se erlauben würde, das beste Modell, automatisiert anhand des geringsten
Pinball-Loss-Werts, zu identifizieren. Mit Hilfe der Pinball-Loss-Funktion ist
es allerdings nicht möglich festzustellen, ob die Verteilungsvorhersagen der
zur Verfügung stehenden Modelle die Daten überhaupt ausreichend gut ab-
bildet. Die Pinball- Loss-Funktion erlaubt es nur, das Modell mit der besten
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Anpassung aller zur Verfügung stehenden Modelle zu ermitteln. Falls keines
der Modelle die Daten gut abbildet, bleibt das von der Pinball-Loss-Funktion
unentdeckt. Dies ist ein Vorteil der grafischen Methoden, sie erlauben es fest-
zustellen, ob ein Modell sich überhaupt eignet gegebene Daten abzubilden.
Zum Abschluss sollen die in dieser Arbeit vorgestellten Modelle kritisch be-
trachtet werden. Das ARIMA-Modell funktioniert wie erwartet auf Zeitreihen
mit kleinen Werten schlecht. Die unteren Quantile der vorhergesagten Ver-
teilung liegen dann im negativen Bereich, was für Zähldaten wenig sinnvoll
ist. Für Zeitreihen mit großen Werten und ohne gehäufte Nullwerte funk-
tioniert das ARIMA-Modell ausreichend gut und kann durchaus in Betracht
gezogen werden. Poisson- und NBI-Verteilte-Modell aus dem Tscount Paket,
haben den Vorteil, dass diese Modelle speziell für Zähldaten entwickelt wur-
den und somit theoretisch gut fundiert sind. Das Poisson-Modell konnte für
die Zeitreihen in dieser Arbeit nicht überzeugen, da es nicht flexibel genug
ist, sich den Daten ausreichend anzupassen. Das NBI-Modell funktioniert
besser und kann für Zeitreihen ohne gehäufte Null- werte, oder Zeitreihen,
bei denen die gehäuften Nullwerte nur schwach ausgeprägt sind, eine gute
Wahl sein. Die ZINBI und ZANBI verteilten GAMLSS-Modelle sind in der
Anwendung auf Zeitreihen von der theoretischen Betrachtung her kritisch zu
beurteilen, denn es ist fragwürdig, ob alle Modellannahmen im Zeitreihen-
kontext erfüllt sind. Die empirischen Auswertungen in dieser Arbeit zeigen
jedoch keine Probleme bei den GAMLSS Modellen. Im Gegenteil liefert das
ZINBI-Modell für die verwendeten Daten die besten Ergebnisse. Dies spricht
dafür, dass die Vorteile der Flexibilität der GAMLSS-Modelle die Nachteile,
der für Zeitreihen nicht idealen Modellannahmen, überwiegen.
Weiter ist zu erwähnen, dass die Möglichkeiten der Modellierung mit GAMLSS
keineswegs erschöpft sind. Aus Gründen der Vergleichbarkeit und, um die Mo-
delle nicht zu kompliziert zu gestalten, wurden alle Modelle in Abhängigkeiten
von bis zu 12 zurückliegenden Werten der Zeitreihe ermittelt. Hier wäre es
beispielsweise möglich, unterschiedliche Abhängigkeiten für jeden Parameter
der Verteilung zu verwenden. Weiter könnten externe Kovariablen aufge-
nommen werden. Die Abhängigkeiten der Zeitreihe von den zurückliegenden
Beobachtungen und Kovariablen könnte nicht linear modelliert werden. Au-
ßerdem wäre es möglich weitere Verteilungsannahmen zu verwenden, bei-
spielsweise Zähldatenverteilungen mit vier Parametern.
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