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Abstract
In this paper, energy-preserving methods are formulated and studied for solving charged-
particle dynamics. We first formulate the scheme of energy-preserving methods and analyze
its basic properties including algebraic order and symmetry. Then it is shown that these novel
methods can exactly preserve the energy of charged-particle dynamics. Moreover, the long
time momentum conservation is studied along such energy-preserving methods. A numerical
experiment is carried out to illustrate the notable superiority of the new methods in comparison
with the popular Boris method in the literature.
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1 Introduction
A large amount of work in the literature has been devoted to studying the following charged-particle
dynamics (see, e.g. [1, 2, 6, 10, 14, 15, 17, 26, 27, 33])
x¨ = x˙×B(x) + F (x), x(t0) = x
0, x˙(t0) = x˙
0 (1)
where x(t) ∈ R3 represents the position of a particle moving in an electro-magnetic field, B(x) is
a magnetic field which is defined as B(x) = ∇x × A(x) with the vector potential A(x) ∈ R
3, and
F (x) is the negative gradient of the scalar potential U(x). We define v = x˙ and then the energy of
the dynamics is given by
E(x, v) =
1
2
|v|
2
+ U(x). (2)
It is well known that the solution of this system conserves the energy exactly, i.e.
E(x(t), v(t)) ≡ E(x0, x˙0) for any t.
It has been shown in [14] that if the U(x) and A(x) have the following properties
U(eτSx) = U(x) and e−τSA(eτSx) = A(x) for all real τ, (3)
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where S is a skew-symmetric matrix, then the momentum
M(x, v) = (v +A(x))⊺Sx (4)
is conserved along the solution of the differential equation (1). This point can be proved by mul-
tiplying (1) with Sx and the reader is referred to [14] for details. It has also been noted in [14]
that since the matrix S is skew-symmetric, we have x⊺Sx¨ = − d
dt
(x⊺Sx˙) and it follows from these
properties that S∇U(x) = 0 and x⊺S(x˙×B(x)) = − d
dt
(x⊺SA(x)).
In this paper, we denote the vector B(x) by B(x) = (B1(x), B2(x), B3(x))
⊺, where Bi(x) ∈ R
for i = 1, 2, 3. By the definition of the cross product, we obtain x˙ × B(x) = B˜(x)x˙, where the
skew-symmetric matrix B˜(x) is given by
B˜(x) =

 0 B3(x) −B2(x)−B3(x) 0 B1(x)
B2(x) −B1(x) 0

 .
In order to solve the charged-particle dynamics effectively, many kinds of useful methods have
been studied and developed. Boris method [2] is a popular integrator and it was researched further
in [10, 14, 26]. There are many other kinds of methods which have been researched for solv-
ing charged-particle dynamics, such as volume-preserving algorithms in [17], symmetric multistep
methods in [15] and symplectic or K-symplectic integrators in [27, 33]. Recently, the authors in
[20] proposed adapted exponential integrators for solving charged-particle dynamics and analyzed
its symplecticity.
On the other hand, energy-preserving methods are an important and efficient kind of methods
which have been received much attention in the past few years. The authors in [11] constructed
energy-preserving B-series methods. The Average Vector Field (AVF) method was presented in
[8, 9] and it was shown in [25] that AVF method is also a B-series method. In [29], the authors pro-
posed a new trigonometric energy-preserving method. Various different kinds of energy-preserving
methods are proposed and analyzed, such as discrete gradient methods (see, e.g. [23, 30]), the
energy-preserving exponentially-fitted methods(see, e.g. [21, 22]), time finite elements methods
(see, e.g. [3, 18]), the Runge-Kutta-type energy-preserving collocation methods(see, e.g. [7, 13])
and Hamiltonian Boundary Value Methods ( see, e.g. [4]). We refer to [19, 24, 25, 28, 31, 32]
for more research work on energy-preserving methods. However, it seems that energy-preserving
methods for solving charged-particle dynamics have not been considered in the literature, which
motivates this paper.
Based on these work, we will formulate and research a novel energy-preserving method for
solving charged-particle dynamics (1). The rest of this paper is organized as follows. In Section 2,
we present the scheme of the method and analyze its algebraic order and symmetry. In Section 3,
it is shown that the novel method can exactly preserve the energy (2) of charged-particle dynamics.
The long time near conservation of the momentum for this new method is discussed in Section 4.
Section 5 reports a numerical experiment to show the efficiency of the novel method. Section 6 is
devoted to the conclusions of this paper.
2
2 The scheme of the method and its basic properties
2.1 Formulation of the method
In order to drive effective methods for the system (1), we first present its exact solution by the
variation-of-constants formula.
Theorem 2.1 (See [16].) The exact solution of (1) can be expressed as
x(tn + h) = x(tn) + hv(tn) + h
2
∫ 1
0
(1− z)fˆ(tn + hz)dz,
v(tn + h) = v(tn) + h
∫ 1
0 fˆ(tn + hz)dz,
(5)
where fˆ(t) := B˜(x(t))v(t) + F (x(t)).
Based on the variation-of-constants formula, we define the following method for the charged-
particle dynamics (1).
Definition 2.2 The energy-preserving method for solving charged-particle dynamics (1) is defined
as
xn+1 = xn + hvn +
h
2
2
∫ 1
0
F (xn + τ(xn+1 − xn))dτ +
h
2
2 B˜(
xn+1+xn
2 )
vn+1+vn
2 ,
vn+1 = vn + h
∫ 1
0
F (xn + τ(xn+1 − xn))dτ + hB˜(
xn+1+xn
2 )
vn+1+vn
2 ,
(6)
where h is a stepsize. We denote this method by EP.
2.2 Algebraic order
Theorem 2.3 Under the local assumptions x(tn) = xn and v(tn) = vn, the energy-preserving
method (6) is of order two, i.e.,
x(tn+1)− xn+1 = O(h
3), v(tn+1)− vn+1 = O(h
3).
Proof By (5) and (6), we compute
x(tn+1)− xn+1
= (x(tn) + hv(tn) + h
2
∫ 1
0 (1− z)fˆ(tn + hz)dz)
−(xn + hvn +
h
2
2
∫ 1
0
F (xn + τ(xn+1 − xn))dτ +
h
2
2 B˜(
xn+1+xn
2 )
vn+1+vn
2 )
= (x(tn) + hv(tn) + h
2
∫ 1
0
(1− z)B˜(x(tn + hz))v(tn + hz)dz + h
2
∫ 1
0
(1− z)F (x(tn + hz))dz)
−(xn + hvn +
h
2
2
∫ 1
0
F (xn + τ(xn+1 − xn))dτ +
h
2
2 B˜(
xn+1+xn
2 )
vn+1+vn
2 )
= h2(
∫ 1
0
(1− z)B˜(x(tn))v(tn)dz +O(h) +
∫ 1
0
(1 − z)F (x(tn))dz +O(h))
−(h
2
2
∫ 1
0
F (xn + τ(xn+1 − xn))dτ +
h
2
2 B˜(
xn+1+xn
2 )
vn+1+vn
2 )
= h2
∫ 1
0 (1 − z)B˜(xn)vndz + h
2
∫ 1
0 (1 − z)F (xn)dz −
h
2
2 B˜(
xn+1+xn
2 )
vn+1+vn
2
−h
2
2
∫ 1
0
F (xn + τ(xn+1 − xn))dτ +O(h
3)
= h
2
2 (B˜(xn)vn − B˜(
xn+1+xn
2 )
vn+1+vn
2 ) +
h
2
2 (F (xn)−
∫ 1
0 F (xn + τ(xn+1 + xn))dτ) +O(h
3).
(7)
In the light of xn+1 = xn +O(h) and vn+1 = vn +O(h), it is obtained that
B˜(
xn+1 + xn
2
)
vn+1 + vn
2
= B˜(xn)vn +O(h).
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On the other hand, we have∫ 1
0
F (xn + τ(xn+1 + xn))dτ = F (xn) +O(h).
Consequently, the formula (7) becomes
x(tn+1)− xn+1 = O(h
3).
Similarly, we obtain v(tn+1)− vn+1 = O(h
3). The proof is complete.
2.3 Symmetry of the method
A numerical method denoted by yn+1 = Φh(yn) is called to be symmetric if exchanging yn ↔ yn+1
and h ↔ −h does not change the scheme of the method (see [16]). It has been pointed out in
[16] that symmetric methods have excellent longtime behaviour and they play an important role in
geometric numerical integration.
Theorem 2.4 The method (6) is symmetric.
Proof Exchanging xn ↔ xn+1, vn ↔ vn+1 and h↔ −h in (6) yields
xn = xn+1 − hvn+1 +
h
2
2
∫ 1
0
F (xn+1 + τ(xn − xn+1))dτ +
h
2
2 B˜(
xn+xn+1
2 )
vn+vn+1
2 ,
vn = vn+1 − h
∫ 1
0
F (xn+1 + τ(xn − xn+1))dτ − hB˜(
xn+xn+1
2 )
vn+vn+1
2 .
(8)
From formula (8), it follows that
xn+1 = xn + hvn +
h
2
2
∫ 1
0
F (xn+1 + τ(xn − xn+1))dτ +
h
2
2 B˜(
xn+1+xn
2 )
vn+1+vn
2 ,
vn+1 = vn + h
∫ 1
0 F (xn+1 + τ(xn − xn+1))dτ + hB˜(
xn+1+xn
2 )
vn+1+vn
2 .
(9)
Letting σ = 1− τ yields∫ 1
0
F (xn+1 + τ(xn − xn+1))dτ =
∫ 1
0
F (xn + (1− τ)(xn+1 − xn))dτ
= −
∫ 0
1
F (xn + σ(xn+1 − xn))dσ =
∫ 1
0
F (xn + τ(xn+1 − xn))dτ.
which shows that (9) is the same as (6). Therefore, the method (6) is symmetric.
3 Energy-preserving property
In this section, we show the energy-preserving property of the method (6).
Theorem 3.1 The method (6) preserves the energy E in (2) exactly, i.e.,
E(xn+1, vn+1) = E(xn, vn) for n = 0, 1, . . .
Proof In this paper, we denote ̥ :=
∫ 1
0 F (xn + τ(xn+1 − xn))dτ . We compute
E(xn+1, vn+1) =
1
2
v
⊺
n+1vn+1 + U(xn+1). (10)
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Keeping the fact in mind that B˜(x) is skew-symmetric and inserting the second formula of (6) into
(10) yields
E(xn+1, vn+1)
= 12 (vn + h̥+ hB˜(
xn+1+xn
2 )
vn+1+vn
2 )
⊺(vn + h̥+ hB˜(
xn+1+xn
2 )
vn+1+vn
2 ) + U(xn+1)
= 12v
⊺
nvn +
h
2 v
⊺
n̥+
h
4 v
⊺
nB˜(
xn+1+xn
2 )(vn+1 + vn) +
h
2̥
⊺vn +
h
2
2 ̥
⊺̥+ h
2
4 ̥
⊺B˜(xn+1+xn2 )(vn+1 + vn)
−h4 (vn+1 + vn)
⊺B˜(xn+1+xn2 )vn −
h
2
8 (vn+1 + vn)
⊺B˜(xn+1+xn2 )B˜(
xn+1+xn
2 )(vn+1 + vn)
−h
2
4 (vn+1 + vn)
⊺B˜(xn+1+xn2 )̥+ U(xn+1)
= 12v
⊺
nvn +
h
2 v
⊺
n̥+
h
2 v
⊺
nB˜(
xn+1+xn
2 )(vn+1 + vn) +
h
2̥
⊺vn +
h
2
2 ̥
⊺̥+ h
2
2 ̥
⊺B˜(xn+1+xn2 )(vn+1 + vn)
−h
2
8 (vn+1 + vn)
⊺B˜(xn+1+xn2 )B˜(
xn+1+xn
2 )(vn+1 + vn) + U(xn+1).
(11)
On the other hand, we have
U(xn)− U(xn+1) = −
∫ 1
0 dU((1 − σ)xn + σxn+1)
= −
∫ 1
0 (xn+1 − xn)
⊺∇xU((1− σ)xn + σxn+1)dσ = ̥
⊺(xn+1 − xn)
= h2̥
⊺vn+1 +
h
2̥
⊺vn.
Inserting this result into (11) implies
E(xn+1, vn+1)
= 12v
⊺
nvn +
h
2 v
⊺
n̥+
h
2 v
⊺
nB˜(
xn+1+xn
2 )(vn+1 + vn) +
h
2̥
⊺vn +
h
2
2 ̥
⊺̥
+h
2
2 ̥
⊺B˜(xn+1+xn2 )(vn+1 + vn)−
h
2
8 (vn+1 + vn)
⊺B˜(xn+1+xn2 )B˜(
xn+1+xn
2 )(vn+1 + vn)
+U(xn)−
h
2̥
⊺vn+1 −
h
2̥
⊺vn
= 12v
⊺
nvn + U(xn) +
h
2 v
⊺
n̥+
h
2 v
⊺
nB˜(
xn+1+xn
2 )(vn+1 + vn) +
h
2
2 ̥
⊺̥− h2̥
⊺vn+1
+h
2
2 ̥
⊺B˜(xn+1+xn2 )(vn+1 + vn)−
h
2
8 (vn+1 + vn)
⊺B˜(xn+1+xn2 )B˜(
xn+1+xn
2 )(vn+1 + vn).
(12)
According to the second formula of (6), it follows that
̥⊺vn+1 = ̥
⊺(vn + h̥+
h
2 B˜(
xn+1+xn
2 )(vn+1 + vn))
= ̥⊺vn + h̥
⊺̥+ h2̥
⊺B˜(xn+1+xn2 )(vn+1 + vn).
Thus, (12) becomes
E(xn+1, vn+1)
= 12v
⊺
nvn + U(xn) +
h
2 v
⊺
n̥+
h
2 v
⊺
nB˜(
xn+1+xn
2 )(vn+1 + vn)
+h
2
2 ̥
⊺̥− h2̥
⊺vn −
h
2
2 ̥
⊺̥− h
2
4 ̥
⊺B˜(xn+xn+12 )(vn+1 + vn)
+h
2
2 ̥
⊺B˜(xn+1+xn2 )(vn+1 + vn)−
h
2
8 (vn+1 + vn)
⊺B˜(xn+1+xn2 )B˜(
xn+1+xn
2 )(vn+1 + vn)
= 12v
⊺
nvn + U(xn) +
h
2 (v
⊺
n +
h
2̥
⊺ − h4 (vn+1 + vn)
⊺B˜(xn+1+xn2 ))B˜(
xn+1+xn
2 )(vn+1 + vn).
(13)
Based on the property of B˜(x) and the second formula of (6), we obtain
−
h
4
(vn+1 + vn)
⊺B˜(
xn+1 + xn
2
) = (
h
4
B˜(
xn+1 + xn
2
)(vn+1 + vn))
⊺ =
1
2
v
⊺
n+1 −
1
2
v⊺n −
h
2
̥
⊺.
Hence, (13) can be rewritten as
E(xn+1, vn+1)
= 12v
⊺
nvn + U(xn) +
h
2 (v
⊺
n +
h
2̥
⊺ + 12v
⊺
n+1 −
1
2v
⊺
n −
h
2̥
⊺)B˜(xn+1+xn2 )(vn+1 + vn)
= 12v
⊺
nvn + U(xn) +
h
4 (vn+1 + vn)
⊺B˜(xn+1+xn2 )(vn+1 + vn).
(14)
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Then, it can be checked that
(h4 (vn+1 + vn)
⊺B˜(
xn+1+xn
2 )(vn+1 + vn))
⊺ = −h4 (vn+1 + vn)
⊺B˜(
xn+1+xn
2 )(vn+1 + vn),
which shows that h4 (vn+1 + vn)
⊺B˜(xn+1+xn2 )(vn+1 + vn) = 0. Therefore, (14) becomes
E(xn+1, vn+1) =
1
2
v⊺nvn + U(xn) = E(xn, vn).
This implies the statement of the theorem.
We note that the integral in (6) can be evaluated exactly if U is a special function, we have the
following theorem.
Theorem 3.2 Assume U = U(a⊺x) with a ∈ R3, then
∫ 1
0
F (xn + τ(xn+1 − xn))dτ =
−a
a⊺xn+1 − a⊺xn
(U(a⊺xn+1)− U(a
⊺xn)).
Proof This result is obtained immediately by considering the following fact
∫ 1
0
F (xn + τ(xn+1 − xn))dτ
=
∫ 1
0
F ((1− τ)xn + τxn+1)dτ
= −
∫ 1
0 aU
′
(a⊺((1 − τ)xn + τxn+1))dτ
= −a
a⊺xn+1−a
⊺xn
∫ 1
0
dU(a⊺((1−τ)xn+τxn+1))
dτ
dτ
= −a
a⊺xn+1−a
⊺xn
(U(a⊺xn+1)− U(a
⊺xn)).
We next consider the case that the integral in (6) cannot be evaluated exactly. Under this
situation, it is natural to use a numerical quadrature formula for the integral. Here we choose
s-point Gauss-Legendre’s quadrature for the integral in (6) and get the following result.
Theorem 3.3 Assume that U(x) is a polynomial in x of degree n. Let (bi, ci) for i = 1, . . . , s
respectively be the weights and the nodes of an s-point Gauss-Legendre’s quadrature on [0, 1] that is
exact for polynomials of degree ≤ n− 1. Then the following modified energy-preserving method
xn+1 = xn + hvn +
h
2
2
s∑
i=1
biF (xn + ci(xn+1 − xn)) +
h
2
2 B˜(
xn+1+xn
2 )
vn+1+vn
2 ,
vn+1 = vn + h
s∑
i=1
biF (xn + ci(xn+1 − xn)) + hB˜(
xn+1+xn
2 )
vn+1+vn
2 .
(15)
exactly preserves E defined by (2).
4 Long-time momentum conservation
In this section, we study the long-time momentum conservation of the method (15).
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4.1 Main result of the section
Theorem 4.1 If the numerical solution (15) stays in a compact set that is independent of h and
B(x) = B is a constant magnetic field, then for arbitrary positive integers N , the method (15)
conserves the momentum over long times as follows
M(xn, vn) =M(x0, v0) +O(h
2) for 0 ≤ nh ≤ Ch−N+2,
where the constant symbolized by O is independent of n and h.
Remark 4.2 According to this result, it is known that the order of the Gauss-Legendre’s quadrature
using in (15) does not influence the long time momentum conservation. This point can be seen from
the numerical results given in Section 5.
4.2 Proof of Theorem 4.1
In order to prove the result, we need to use backward error analysis (see Chap. IX of [16]).
To this end, we require a modified differential equation and its solution (x(t), v(t)) satisfies
(x(nh), v(nh)) = (xn, vn) with the solution (xn, vn) obtained by the method (15). Such a function
has to satisfy
x(t + h) = x(t) + h2 (v(t+ h) + v(t)),
v(t+ h) = v(t) + hB˜(x(t+h)+x(t)2 )
v(t+h)+v(t)
2 + h
s∑
i=1
biF (x(t) + ci(x(t + h)− x(t))).
(16)
Based on those formulas, we define
L1(ϕ) = ϕ− 1, L2(ϕ) =
ϕ+ 1
2
.
Then (16) becomes
L1(e
hD)x(t) = hL2(e
hD)v(t),
L1(e
hD)v(t) = hB˜(L2(e
hD)x(t))L2(e
hD)v(t) + h
s∑
i=1
biF (x(t) + ciL1(e
hD)x(t)),
where D is the differential operator (see [16]). By letting z(t) = L2(e
hD)x(t), we have
1
h2
L21L
−2
2 (e
hD)z(t) = 1
h
B˜(z(t))L1L
−1
2 (e
hD)z(t) +
s∑
i=1
biF (L
−1
2 (e
hD)z(t) + ciL1L
−1
2 (e
hD)z(t)).
(17)
Based on the following properties
L21L
−2
2 (e
hD) = h2D2 − 16h
4D4 + 17720h
6D6 + . . . ,
L1L
−1
2 (e
hD) = hD − 112h
3D3 + 1120h
5D5 − . . . ,
L−12 (e
hD) = 1− 12hD +
1
24h
3D3 − 1240h
5D5 + . . . ,
the formula (17) can rewritten as
z¨ − 16h
2z(4) + 17720h
4z(6) − . . . = B˜(z)(z˙ − 112h
2z(3) + 1120h
4z(5) − . . .) +
s∑
i=1
biF (ω), (18)
where ω = z + h(ci −
1
2 )z˙ +
1
12h
3(−ci +
1
2 )z
(3) + 1120h
5(ci −
1
2 )z
(5) + . . ..
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Lemma 4.3 If U(x) and A(x) satisfy the properties (3), then there exist h-independent functions
M2i(x, v) such that the function
Mh(x, v) =M(x, v) + h
2M2(x, v) + h
4M4(x, v) + . . . ,
truncated at the O(hN ) term, satisfies
d
dt
Mh(z, z˙) = h
2z⊺SB˜(z)(−
1
12
z(3) +
h2
120
z(5) − . . .) +O(hN )
along solutions of the modified differential equation (18).
Proof It is noted that z⊺Sz(k) can be written as a total differential for even values of k, we
multiply (18) with zTS yields
z⊺S(z¨ − 16h
2z(4) − z˙ ×B(z) + . . .) = z⊺SB˜(z)(−h
2
12 z
(3) + h
4
120z
(5) − . . .)− z⊺S
s∑
i=1
∇U(ω),
i.e.
d
dt
(z⊺Sz˙ − h
2
6 (z
⊺Sz(3) − z˙⊺Sz¨) + z⊺SA(z) + . . .) = h2z⊺SB˜(z)(− 112z
(3) + h
2
120z
(5) − . . .).
where we used the facts that z⊺S∇U(ω) = 0 and z⊺S(z˙ × B(z)) = − d
dt
(z⊺SA(z)). This result
shows the statement of this lemma immediately.
When B(x) = B, it is shown in [14] that the properties (3) are satisfied if S is the skew-
symmetric matrix that embodies the cross product with B, i.e. Sv = v × B, and U is invariant
under rotations with the axis B, i.e. ∇U(x) × B = 0 for all x. Under those conditions, the above
result can be improved as follows.
Corollary 4.4 If B(x) = B is a constant magnetic field and ∇U(x)× B = 0 for all x, then there
exist h-independent functions M˜2i(x, v), such that the function
M˜h(x, v) =M(x, v) + h
2M˜2(x, v) + h
4M˜4(x, v) + . . . ,
truncated at the O(hN ) term, satisfies
d
dt
M˜h(z, z˙) = O(h
N )
along solutions of the modified differential equation (18).
Proof From the proof of Lemma 4.3, it follows that
d
dt
(z⊺Sz˙ − h
2
6 (z
⊺Sz(3) − z˙⊺Sz¨) + z⊺SA(z) + . . .)
= h2z⊺SB˜(z)(− 112z
(3) + h
2
120z
(5) − . . .) +O(hN ).
Since Sz = B˜z , then we obtain
d
dt
(z⊺Sz˙ − h
2
6 (z
⊺Sz(3) − z˙⊺Sz¨) + z⊺SA(z) + . . .)
= −h2(B˜z)⊺B˜(− 112z
(3) + h
2
120z
(5) − . . .) +O(hN ).
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On the other hand, (B˜z)⊺(B˜z(k)) can be written as a total differential for odd values of k as follows
−h2(B˜z)⊺B˜(− 112z
(3) + h
2
120z
(5) − . . .)
= −h2 d
dt
(− 112 ((B˜z)
⊺(B˜z)(2) − 12 (B˜z˙)
⊺(B˜z˙)) + h
2
120 ((B˜z)
⊺(B˜z)(4) − (B˜z˙)⊺(B˜z)(3) + 12 (B˜z¨)
⊺(B˜z¨)− . . .)).
Hence, the conclusion is proved.
By a standard argument given in Chap. IX of [16], Theorem 4.1 is proved immediately by
considering Corollary 4.4.
5 Numerical experiment
In this section, we carry out a numerical experiment to show the efficiency of our EP methods. The
methods for comparison are chosen as follows:
• BORIS: the Boris method presented in [2];
• EP1: the one-stage EP method (15) presented in this paper using the one-point Gauss-
Legendre’s quadrature;
• EP2: the two-stage EP method (15) presented in this paper using the two-point Gauss-
Legendre’s quadrature;
• EP3: the three-stage EP method (15) presented in this paper using the three-point Gauss-
Legendre’s quadrature.
For the charged-particle dynamics (1), we consider potential
U(x) =
1
100
√
x21 + x
2
2
,
and the filed
B(x) = (0, 0,
√
x21 + x
2
2)
⊺.
The initial values are chosen as x(0) = (0.0, 1.0, 0.1)⊺ and v(0) = (0.09, 0.05, 0.20)⊺. We solve the
problem in the interval [0, T ] with different stepsizes h = 12i for i = 6, 7, 8, 9. The global errors
are presented in Figure 1 for T = 10, 100, 1000. We then integrate this problem with the stepsizes
h = 0.05 and h = 0.1 in the integral [0,10000]. See Figure 2 for the energy conservation for different
methods. Besides the energy we also consider the momentum
M(x, v) = (v1 +A1(x))x2 − (v2 +A2(x))x1.
Its errors are presented in Figure 3.
From the results, it can be clearly observed that our methods provide a better numerical solu-
tion than Boris method and preserve the energy and the momentum well. Moreover, the energy
conservation is much better than the Boris method and the momentum conservation is unchanged
no matter which Gauss-Legendre’s quadrature is used. These observed long time conservations
support the theoretical results given in Theorems 3.1, 3.3 and 4.1.
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Figure 1: The logarithm of the global error against the logarithm of T/h.
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Figure 2: The logarithm of the error of energy against t.
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6 Conclusion
In this paper, the energy-preserving methods for solving charged-particle dynamics (1) were pre-
sented and studied. We analyzed and discussed its algebraic order and symmetry. Moreover, it
was shown that our method can exactly preserve the energy of the charged-particle dynamics. We
also proved that the momentum is nearly conserved along the novel methods over long times. A
numerical experiment was performed and it was shown that our method is more effective and it
can preserve the energy and momentum better than the Boris method.
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