Accurate prediction of fault prone modules in software development process enables effective discovery and identification of the defects. Such prediction models are especially valuable for the large-scale systems, where verification experts need to focus their attention and resources to problem areas in the system under development. This paper presents a methodology for predicting fault prone modules using a modified random forests algorithm. Random forests improve classification accuracy by growing an ensemble of classification trees and letting them vote on the classification decision. We applied the methodology to five NASA public domain defect data sets. These data sets vary in size, but all typically contain a small number of defect samples in the learning set. For instance, in project PC1, only around 7% of the instances are defects. If overall accuracy maximization is the goal, then learning from such data usually results in a biased classifier, i.e. the majority of samples would be classified into non-defect class. To obtain better prediction of fault-proneness, two strategies are investigated: proper sampling technique in constructing the tree classifiers, and threshold adjustment in determining the winning class. Both are found to be effective in accurate prediction of fault prone modules. In addition, the paper presents a thorough and statistically sound comparison of these methods against ten other classifiers frequently used in the literature.
Introduction
Early detection of fault-prone software components enables verification experts to concentrate their time and resources on the problem areas of the software system under development. The ability of software quality models to accurately identify critical components allows for the application of focused verification activities ranging from manual inspection to automated formal analysis methods. Software quality models, thus, help ensure the reliability of the delivered products. It has become an imperative to develop and apply good software quality models early in the software development life cycle, especially for large-scale development efforts.
The basic hypothesis of software quality prediction is that a module currently under development is fault prone if a module with the similar product or process metrics in an earlier project (or release) developed in the same environment was fault prone [25] . Therefore, the information available early within the current project or from the previous project can be used in making predictions. This methodology is very useful for the large-scale projects or projects with multiple releases.
Many modeling techniques have been developed and applied for software quality prediction. These include, logistic regression [3] , discriminant analysis [26, 32] , the discriminative power techniques [35] , Optimized Set Reduction [10] , artificial neural network [27] , fuzzy classification [15] , Bayesian Belief Networks [16] , genetic algorithms [2] , classification trees [18, 28, 36, 39] , and recently Dempster-Shafer Belief Networks [19] . For all these software quality models, there is a tradeoff between the defect detection rate and the overall prediction accuracy. Thus, a performance comparison of various models, if based on only one criterion (either the defect detection rate or the overall accuracy), may render the comparison only partially relevant. A model can be considered superior over its counterparts if it has both a higher defect detection rate, and a higher overall accuracy. About 65-75% of critical modules and non-fault prone modules were correctly predicted in [23, 26, 28] using the overall accuracy criterion. The decision tree [36] correctly predicted 79.3% of high development effort fault prone modules (detection rate), while the trees generated from the best parameter combinations correctly identified 88.4% of those modules on the average. The discriminative power techniques correctly classified 75 of 81 fault free modules, and 21 of 31 faulty modules [35] . In one case study, among five common classification techniques: Pareto classification, classification trees, factor-based discriminant analysis, fuzzy classification, and neural network, fuzzy classification appears to yield better results with a defect detection rate of 86% [14] . Since most of these studies have been performed using different data sets, reflecting different software development environments and processes, the final judgement on "the best" fault-prone module prediction method is difficult to make.
In this paper, we introduce a novel software quality prediction methodology based on balanced Random Forests [5] . We compare the proposed methodology with many existing approaches using the same data sets. Our approach to predicting fault prone modules runs efficiently on large data sets and it is more robust to outliers and noise compared to other classifiers. Hence, it is especially valuable for the large systems. The prediction accuracy of the proposed methodology is higher as compared to the algorithms available in three statistical and/or data mining software packages, WEKA, See5 and SAS, for the same data sets obtained from NASA. The difference in the performance of the proposed methodology over other methods is statistically significant. As performance comparison between different classification algorithms for detecting fault-prone software modules has been one of the weakest points in software engineering literature, we believe the procedure we outline here, if followed, has a potential to enhance the statistical validity of future experiments.
The remainder of this paper is organized as follows. Section 2 describes Random Forests. Section 3 introduces the balanced Random Forests algorithm. The data sets used in this study are presented in Section 4. Section 5 defines performance measurement parameters used in the experiments. Section 6 presents the experiments, including the methodology, a short description of the classifiers used, and a detailed comparison between the proposed methodology over related work, i.e. logistic regression, discriminant analysis, and classifiers available in two machine learning software packages, See5 [1] and WEKA [40] . Section 7 includes a brief discussion of experimental results. Section 8 summarizes the paper and provides concluding remarks.
Random Forests
A classification tree (Breiman et. al., 1984 ) is a top-down tree-structured classifier. It is built through a process known as recursive partitioning whereby the measurement space is successively split into subsets, each of which is equivalent to a terminal node in the tree.
Starting from the root node (i.e., the top node of the tree) which contains the entire sample, all the candidate splits are evaluated independently, the most appropriate one is selected. The "appropriateness" of a split can be evaluated by different measures. The most popular one is based on impurity functions. Impurity measures are the quantification of how well the classes are being separated. In general, the value of an impurity measure is the largest when data are split evenly for attribute values and zero when all the data points belonging to a single class. There are various impurity measures used in the literature. The most commonly used are: Entropy-based measure (Quinlan, 1993) and Gini index (Breiman et al., 1984) . Purity (or homogeneity) of class labels is measured before and after the split. The split which produces the most discrimination between classes is the most appropriate one. The classification tree is grown to a point where the number of instances in the terminal node is small or the class membership of instances in the node is pure enough. The label of the class which dominates the instances in the terminal node is assigned to this node. The fully grown tree may overfit the training data and may need to be cut back by using criteria which balance the classification performance of the tree and the tree's complexity. In a tree model, an edge from a parent node to one of its children nodes indicates a rule. This child node is reachable only when the rule is satisfied. A path from the root node to a terminal node of the tree, which consists of at least one edge, specifies a classification rule. Such classification rule is the combination of the functions associated with all of the edges on the path. The decision associated with each classification rule is stated by the label attached to the terminal node. For a new data instance characterized by the input vector x, we would expose it to the root node of the tree and then follow along the path in which x satisfies all the rules. Obtained class label at the terminal node represents the classification decision.
Trees represent an efficient paradigm in generating understandable knowledge structures. But, experience shows that the lack of accuracy is the reason that prevents classification trees from being the ideal tool for predictive learning [22] . One way to improve accuracy of classification trees is to utilize ensemble learning. Ensemble methods learn a large number of models instead of a single model and combine the predictions of all the models with a learning algorithm.
Bagging (Breiman, 1996) and random forests (Breiman, 2001 ) are ensemble methods. They construct a collection of base models and simply average their predictions. Bagging generally works for different classifiers, including trees or neural networks, while random forests use only trees as base models. Random forests algorithm stems from bagging and can be considered as a special case of bagging [38] .
The idea behind bagging is to take a bootstrap replicate (a sample collected with replacement) from the original training set and obtain a model f (x). By bootstrapping, K different versions of the learning set can be generated and K models f 1 , . . . , f K are obtained. Each tree predicts class membership of any test case. For overall classification, the predicated class is determined by plurality voting among the classes C, i.e., the class label most frequently predicted by the K models is selected.
Like bagging, a random forest consists of a collection of K tree classifiers h 1 (x), h 2 (x), . . ., h K (x). Each classifier is built upon a bootstrap replica of the training set and votes for one of the classes in C. A test instance is classified by the label of the wining class. With bootstrap sampling, approximately 36.8% of the training instances are not used in growing each tree (due to sampling with replacement). These data instances are called out-of-bag (OOB) cases. Random forest algorithm uses OOB cases to estimate the classification error and evaluate the performance of the forest.
Besides bootstrap aggregating, another source of randomness called abbreviated bagging is introduced in constructing the forest ensemble. At each node of the tree, the learning algorithm randomly selects and evaluates a subset of m features. The "best" feature subset is chosen as the basis for the decision which splits the node. The value of m is kept fixed at all nodes. In the random forests algorithm implemented in R toolset (http://www.rproject.org), the default value of m is selected to be the integer nearest to √ M , where M is the total number of features in the dataset [6] .
Let us denote the joint classifier as h(x). The classification margin function indicates the extent to which the average vote for the correct class y exceeds the average vote for any other class in C. It it is defined as:
The classification margin is estimated from all the tree classifiers in the forest. In the binary classification problem, the margin of an observation is the difference between the proportion of votes for the true class and the proportion of votes for the other classes. The calculated margin lies between -1 and 1 (inclusive). A positive margin indicates a correct classification decision. The larger the margin, the more confidence we may have in the conclusion. If the margin of an observation is negative, then an erroneous decision is made.
The classification error of a forest depends on the strength of individual tree classifiers in the forest and the correlation between them [5, 6, 7] .
• Correlation between tree classifiers in the forest. No improvement could be obtained by generating identical trees. Two sources of randomness described above, bagging and random feature selection, make the trees look different and therefore lower the correlation between trees. Low correlation lowers the classification error rate.
• Strength of individual tree in the forest. Strength of the forest, measured by the average margin over the learning set, relies on the strength of individual tree models. A tree with a low error rate is a strong classifier. Having more diverse strong classifiers in the forest lowers the overall error.
Every tree in a forest of K trees expresses specific classification rules. Given a new instance with feature vector x = {x 1 , x 2 , . . ., x P }, the classification starts with tree #1 in the forest. The traversal begins from the root and the splitting rule determines the child node to descend to. This process is repeated until the terminal node is reached. The class label attached to the terminal node is assigned to the case. Thus, tree #1 has made its decision. The classification continues with tree #2 and follows the same procedure in finding the class label for the same data instance. Upon classifying the instance by every single tree in the forest, the algorithm has K votes, each indicating the likely class to which the data instance belongs to. The class with the majority of votes wins. Fig. 1 shows the construction of a random forest.
Random forest algorithm overcomes the disadvantages of a single classification tree. Trees are built from different bootstrap samples of the original dataset. Random feature sets used for determining optimal splits at each node stabilize the classifier. Finally, making the classification decision by voting improves the performance over a single tree. The advantages of random forest outlined in the literature include [5, 6, 34] :
• Easy to use and simplicity.
• Low classification error.
• Robustness with respect to noise.
• Easy handling of large feature spaces.
• Relatively fast tree growing algorithm and the absence of the need for tree pruning.
• Built-in cross validation by using OOB cases to estimate classification error rates.
• High level of predictive accuracy without overfitting.
From a single run of a random forest, we can obtain a wealth of information such as classification error rate, variable importance ranking and proximity measures. Variable importance measures identify attributes which have high ranking in terms of predictive power. Intrinsic proximities provide information on measuring relationship among instances. Detailed description can be found in [6] . Below we describe a few that are important for the application of random forests to the software engineering data sets.
• Classification Error Rate Estimation. In random forest, there is no need for crossvalidation, i.e., the use of a separate test set to get an unbiased estimate of the classification error [6] . As mentioned earlier, the OOB cases are used for validation. This feature simplifies the design of software engineering experiments, especially in cases when data sets are rather small and the division into a training set and a test set diminishes the statistical representativeness of each of them. OOB testing is performed as follows. OOB cases of the k th tree in the forest are used to test that tree as well as all the other trees in the forest, followed by voting. Comparing the the overall classification with the known class affiliation from the dataset provides an unbiased estimate of the OOB set error rate.
• Feature Importance Evaluation. In random forests algorithm, the importance of a variable is defined in terms of its contribution of predictive accuracy. The implementation of random forest algorithm in R offers users two importance measures. The first importance measure, "Mean Decrease in Accuracy" is defined through OOB testing. Randomly permuting the values of the ith variable in the OOB set of each tree results in a permuted OOB set. Random forest is run on such a permuted OOB set. The decrease in the margin resulting from random permutation of the values of ith variable averaged across all the cases in the OOB set produces the importance measure for this variable. The second measure, "Mean Decrease in Gini", is based on the Gini index.
If a split of a node is made on the ith variable, as cases in the children nodes become more homogeneous, the Gini impurity criterion for the children nodes should be lower than that measured in the parent node. The sum of all decreases in impurity in the forest due to a variable, normalized by the number of trees, forms a variable importance measure. When software engineering metrics are used to predict quality attributes, ranking the importance of measurements is very important because it helps explain the dependencies in the development life-cycle. Having importance measures incorporated in the classification toolset further simplifies the experimental design.
• Proximity Measurements. The proximity measurements provide intrinsic measures of similarities between cases. After each tree is built, the entire training set is evaluated by this tree. If two cases, a and b, fall in the same terminal node, then their proximity measure prox(a, b) is increased by one. At the end of the forest construction, proximity measures are normalized by the number of trees. These measures can be used in missing value replacement, where a missing value is estimated by a proximity weighted sum over the available attribute values. As software engineering measurements are imperfect, missing attribute values are quite common, making this feature of random forests appealing. Proximity measurements can also serve as similarity scores and then be used in clustering.
Balanced Random Forests
In many applications including the prediction of fault prone modules in software engineering, the prediction models are faced with class imbalance problem. It occurs when the classes in C have a dramatically different numbers of representatives in the training dataset and/or very different statistical distributions. Learning from imbalanced data can cause the classifier to be biased. Such bias is the result of one class being heavily over-represented in the training data compared to the other classes. Classes containing relatively few cases can be largely ignored by the learning algorithms because the cost of performing well on the large class outweighs the cost of doing poorly on the much smaller classes, provided that the algorithm aims at maximizing overall accuracy [11] . For instance, a binary classification problem such as the identification of fault prone modules may be represented by 1,000 cases, 950 of which are negative cases (majority class, not fault prone modules) and 50 are positive cases (minority class, fault prone modules). Even if the model classified all the cases as negative and misclassified all the positive cases, the overall accuracy could reach 95%, a great result for any machine learning classification algorithm. In many situations, the minority class is the subject of our major interest. In practice, we want to achieve a lower minority classification error even at the cost of a higher majority class error rate. For example, if the goal of identifying fault prone modules early in software development is exposing them to a more rigorous set of verification and validation activities, the imperative is to identify as many potentially faulty modules as possible. If we happen to misclassify non-faulty modules as faulty, the verification process will increase its cost as some modules are unnecessarily analyzed. But, the consequence of misclassifying faulty software as non-faulty may be a system failure, a highly undesirable outcome.
In the random forest algorithm described in Section 2, every single tree is built upon a bootstrapped sample from the original learning set. In cases when classes represented in the original learning set are unbalanced, the bootstrapped sample is also unbalanced. Consequently, learning from such data would result in a biased classifier. To make use of all available information in the training data and avoid producing a biased classifier, a proper sampling technique needs to be introduced into the random forests algorithm.
One way is to randomly partition the majority class S maj into subsets S maj 1 , S maj 2 , . . ., S maj k of (approximately) equal size. The number of subsets k depends on the size of the minority class, S min , since the number of cases in S maj i should be comparable with the number of cases in S min . For instance, software project CM1 (see Table 1 ) consists of 449 non-defective modules and 49 faulty modules. We could randomly partition the large class into 9 subsets with each subset containing roughly 50 cases. Combining each S maj i with S min results in k balanced samples. Let's call them "communities". We could then run random forests algorithm on each community. The final classification decision would be made by plurality voting among k communities.
The other modification of the conventional random forest algorithm could be to build each tree in the forest on a balanced sample. Instead of taking a bootstrapped sample from the entire learning dataset, each single tree is build upon a set which mixes the two class samples of approximately the same size: one is a bootstrapped sample from S min and the other sample is taken randomly with replacement from S maj [12] . The size of the balanced set from which a tree is grown is dependent on the size of minority class. Take the project CM1, for example. Each tree would be built on a balanced sample with 49 fault-prone modules and a subset of non-defective modules of approximately the same size. As the number of the trees in the forest becomes large, all the instances in the original learning set tend to be selected to build the forest. Trees can be grown to maximum size without pruning. As in the conventional random forest, only a random subset of features are selected to make the splitting. We implemented this "balanced tree" feature in the random forests package available from R toolset. This feature has been used in the conduct our experiments, in addition to traditional random forests algorithm.
Experimental Database
The defect data sets used in our case studies have been collected from mission critical projects at NASA, as a part of the Software Metrics Data Program (MDP). Table 1 provides the simple description of the characteristics of software projects which served as the origin of the metrics data sets. Basic data sets properties such as sample size, proportion of defects, instances and data pre-processing methods are described in Table 2 . Only the data set describing project JM1 contains some missing values. These were removed prior to the statistical analysis. Each data set contains twenty-one software product metrics which describe product's size, complexity and some structural characteristics [4] (see Table 3 ). Each module in this collection is measured in terms on the same software product metrics. A class label is associated with each module, indicating if the module is defect-free or defects were detected during the development or in the deployment. From Table 2 , we can see that the fault-prone modules constitute only a small portion of the data sets. Therefore, the representation of the classes in the learning set does not reflect their importance in the problem. Figure 2 represents information about the possible outcomes, actual and predicted classification, for any two class classifier. Several standard terms have been defined for this two class matrix. In our study, we call the software modules with defects "positive" cases, while the modules without defects are termed "negative" cases. In order to be able to evaluate how well classification algorithm performs, we define several performance metrics below.
Performance Measurement Indices
The PD, the Probability of Detection or recall is the percentage of fault-prone modules that are correctly predicted by the classification algorithm. It is defined as:
The PF (Probability of False Alarm) is the proportion of defect-free modules that were erroneously classified as fault-prone, calculated as:
The ACC (Accuracy) is the total number of modules that were predicted correctly. It is calculated as follows: 
The True Negative Rate (TNR) is the proportion of correctly identified defect-free modules. It is calculated as:
The precision is proportion of correctly predicted fault-prone modules, calculated as follows:
In our case studies, the number of fault-prone modules is much smaller than the number of non-defective modules. Therefore, the accuracy is a good measure of performance [29] . Figure  3 shows the margin plot (please review Section 2 for the definition of "margin") for projects PC1 and KC2 using the random forest algorithm (majority voting). Since maximizing overall accuracy is the goal when the traditional random forest algorithm is applied, a good overall accuracy measures ware obtained. However, a large proportion of fault-prone modules (cases belonging to minority class) were misclassified. The performance measures that take the "imbalance of data" into account when assessing classification success include geometric mean (G-mean) [29] and F-measure [30] , defined as follows:
F − measure = (β 2 + 1) * P recision * P D β 2 * P recision + P D In (9), β takes any non-negative value and is used to control the weight assigned to P D and precision. If we set β to 1, then equal weights are given to P D and precision. If all the positive cases are predicted incorrectly, then both G-mean's and F-measure result in a measure of 0. In this paper, we assign equal weights to P D and precision to calculate F-measure.
Receiver Operating Characteristic (ROC) curves can also be used to evaluate the performance of classifiers. An ROC curve plots PF against PD and provides a visual tool for examining the tradeoff between the ability of a classifier to correctly identify positive cases and the number of negative cases that are incorrectly classified. The higher the PD at low PF values (i.e., high y-axis values at low x-axis values) the better the model. A numerical measure of the accuracy of the model can be obtained from the area under the curve, where an area of 1.0 suggests near perfect accuracy, while an area of less than 0.5 shows that the model is worse than simple random guessing [20] .
Experiments
In this study, we first compare the classification performance of the traditional random forest algorithm with a set of diverse but well known classifiers. We report various performance measures. Then, the performance of the balanced random forest classifier is investigated with respect to the conventional random forests algorithm.
Methodology
Having grown a forest of decision trees using the random forests algorithm, given a new instance of a software module, each tree in the forest casts a vote and makes its own classification decision. Consequently, a proportion of the trees vote the module as "fault-prone" and the rest classify it as "not-fault-prone". In binary classification problems using majority voting rule, if at least 50% of the trees reach an agreement such agreement is considered the final decision. Random forests, aiming at the minimization of the overall error rate, keep the error rate low in the majority class and possibly high in the minority class. This obviously causes a problem for software quality prediction since many possibly flawed modules will be misclassified as fault-free and released into the later phase of the software life cycle without proper verification and validation checks.
Imbalance makes classification error lean towards the minority class. Random forests can adjust for imbalance by altering the voting thresholds. User-specified voting cutoffs make the random forest algorithm flexible. If user-defined voting thresholds are used, the "winning" class is the one with the maximum ratio of proportion of votes to cutoff. The default cutoff is 1/c where c is the number of classes (i.e., majority vote wins). The fault proneness problem in software engineering has binary predictive outcomes ("fault-prone" and "not-fault-prone"), so the cutoff is a vector of length two {c f p , c nf p }, with the condition that c f p + c nf p = 100%. With a module to be classified, suppose p f p is the proportion of the trees in the forest that vote for "fault-prone" and p nf p = 1 − p f p in favor of "not-fault-prone", then the module is predicted to be fault-prone if
. Under the constrains that both c f p , c nf p and p f p , p nf p sum up to 1, as long as p f p > c f p , the module is identified as fault-prone.
In the experiment with the traditional random forests algorithm, we use a sequence of user defined thresholds between 0 to 1 (exclusive), with the increment of 0.02, as c f p . Consequently, c nf p takes the value of 1 − c f p . Software quality engineers who conduct these type of studies can decide to choose a threshold value that produces the best classification results for their specific projects. By changing the threshold of voting, different combination of PD and PF can be obtained. The ROC curves can thus be constructed. This is one way of addressing the imbalance problem in software engineering data sets The alternative solution of the problem caused by data imbalance is to use the balanced random forests approach, discussed in Section 3. To remind readers, this approach call for the base classifiers (trees) in the ensemble to be built from a balanced sample. A simple majority voting thresholds are then used by the balanced random forests classifier and the corresponding ROC curve represents its performance characteristics. In our experiments with balanced random forests, the area under the ROC curve is calculated using the trapezoidal rule [21] .
It has been shown using the large number theory that random forests are not overfit the dataset from which they learn the theory [5] . The classification error rate fluctuates at first and then converges as additional trees are added to the forests. In our experiments, we constructed forests of 800 trees.
Comparing Classification Results
The performance of the traditional random forest algorithm using variable user defined thresholds is first compared with statistical methods such as logistic regression, discriminant function analysis, a single classification tree, boosting, etc. Some of these methods are implemented in See5 (See5, 2005) , some of them in WEKA, an open source software issued under the GNU public license (Witten and Frank, 1999 ) and some in SAS (SAS, 2005). We used 10-fold cross-validation to evaluate the prediction accuracy of the algorithms whose classification performance we compared with random forests. The 10-fold cross-validation was run for at least 10 times in each experiment on the original data sets. The result with the least variance was chosen as the final result. Below we briefly describe the classifiers included in our study.
• Logistic Regression. Binary logistic regression is a form of regression which is used when the dependent is a dichotomy and the variables are of any type. Logistic regression applies maximum likelihood estimation after transforming the dependent into a logit variable. In this way, logistic regression estimates the probability of defect occurrence in a software module. The LOGISTIC procedure in SAS was used in our experiments.
• Discriminant Analysis. Discriminant analysis is a very useful statistical tool. It takes into account the different variables of an instance and works out which class the instance most likely belongs to. Linear discrimination is the classification algorithm most widely used in practice. It optimally separates two groups, using the Mahalanobis metric or generalized distance. It also gives the same linear separation decision surface as Bayesian maximum likelihood discrimination in the case of equal class covariance matrices. In our experiments, the DISCRIM procedure from SAS was used on the datasets describing five NASA projects.
• Classification Tree. This is one of the classifiers included in the commercial tool See5 . It builds a tree-structured model for classification.
• Boosting. Like random forests, boosting is also an ensemble methodology. Base models are constructed sequentially on modified versions of the data with the modification being that the weights of the cases are re-evaluated in order to emphasize misclassified cases. The predictions of the models are integrated through a weighted voting [13] . We used the boosting algorithm's implementation from WEKA.
• RuleSet. Rulesets are classifiers generated by See5. Rulesets contain an unordered collections of if-then rules. Each rule consists of one or more conditions that must all be satisfied if the rule is to be applicable. There is also a class label associated with each rule.
• J48. This non-parametric machine learning algorithm is implemented in WEKA. J48 is based on Quinlan's C4.5 algorithm [33] for generating decision trees.
• IBk. IBk is a WEKA classifier which implements the k-nearest neighbor (KN N ) algorithm. To classify a new instance, the KN N rule chooses the class that is the most common among this new case's k neighbors "closest in distance" in the learning set. IB1 is KN N with k = 1.
• VF1. VF1 is a WEKA classifier implementing the voting feature interval classifier. For numeric attributes, upper and lower boundaries (intervals) are constructed around each class. Discrete attributes have point intervals. Class counts are recorded for each interval on each attribute. Classification is made by voting.
• Naive Bayes. Naive Bayes learner is a classifier implemented in WEKA. It is based on probability models that incorporate strong independence assumptions. Naive Bayes classifiers can handle an arbitrary number of independent variables, whether continuous or categorical. Given a set of variables, X = {X 1 , X 2 , . . . , X p }, Naive Bayes constructs the posterior probability for the class c j among a set of possible classes in C,
Naive Bayes classifier calculates the above conditional probability for each class in C and the predicted class is the one with the highest probability.
• Kernel Density. This simple kernel density classifier is implemented in WEKA. A detailed description of kernel-based learning can be found in [37] .
• Voted Perceptron. This WEKA classifier implements the voted perceptron algorithm by [17] . A list of all prediction vectors is generated after each and every classification error during training. For each such vector, the algorithm counts the number of iterations it "survives" until the next classification error is made. This count is treated as the "weight" of the prediction vector. To make a prediction Voted Perceptron algorithm computes the binary prediction of each prediction vector and combines all the predictions using a weighted majority vote. The weights used are the survival times described above. This makes sense since good predictions vectors tend to survive for a long period of time and, thus, have higher weight in the majority vote.
• Hyper Pipes. HyperPipe is a WEKA classifier. For each class, a HyperPipe is constructed that contains all points of that class. The algorithm, essentially, records the attribute bounds observed for each class. Test instances are classified according to the class that mostly contains the attributes of the new instance.
• Decision Stump. DecisionStump builds simple binary decision "stumps" for classification problems. "Stumps" are tree models which limit growth to just two terminal nodes. This method copes well with missing values by treating "missing" as a separate attribute value. DecisionStump is mainly used in conjunction with the logitboost method and it is implemented in WEKA.
• KStar. KStar [24] is an instance-based classifier. The class of a test instance is based upon the class of those instances in the training set similar to it, as determined by some similarity measurement. The underlying assumption of this type of classifiers is that similar cases will belong to similar classes.
• ROCKY. ROCKY is a defect detector toolset used in experimental selection of modules for software inspection at NASA IV&V facility in Fairmont, West Virginia (Menzies et al., 2003) . ROCKY detectors are built by exhaustively exploring all singleton rules of the form: attribute ≥ threshold, where attribute is every numeric attribute present in the data set, and threshold is a certain percentile value of the corresponding attribute. ROCKY has been applied to predicting fault prone modules in projects KC2 and JM1. Predictions based on individuals metrics were presented in [31] .
The above classifiers have been chosen for inclusion in our case study either because they have been applied in past in one of the related software engineering experiments or because machine learning literature recommends them as robust tools for two-class classification problems.
Experimental Results: Traditional Random Forests Algorithm
In this section, we report the comparison of classification performance among the above mentioned tools and techniques on the five NASA software engineering data sets. We discuss the performance measures such as P D, ACC, P recision, G − mean 1 , G − mean 2 and F − measure. The comparison results are summarized in Tables 4 -8 . Since both G − mean and F − measure are more appropriate for assessing the performance on the imbalanced data sets, in the tables we highlight the highest three values of G − mean and F − measure across all the classifiers under study. Due to space constraints, not all the results from traditional random forest algorithm are shown here. Only the classification outcomes associated with the three cutoffs: (0.9, 0.1), (0.8, 0.2) and (0.7, 0.3) are listed in the tables. By adjusting the thresholds in random forests, the algorithm tends to focus more on the accuracy of the minority class while trading off accuracy in the majority class. The performance of balanced random forests algorithm is reported in the next subsection.
As the classification results vary across different NASA data sets, we present them for each data set first and then generalize the observations later in the discussion. JM1 Project. JM1 is the largest data set in our study. It contains software metrics and fault-proneness information on 10,885 modules. Table 4 shows that random forests outperform almost all the other classification techniques. Random forests at cutoffs (0.8, 0.2) and (0.7, 0.3) achieve the highest values in both G − mean and F − measure. Logistic regression produces an acceptable value in G − mean 2 , but a low result in F − measure, while discriminant function analysis has the third highest F − measure, but a relatively low G − mean scores. Many classifiers used on this project achieve accuracy of up to 81% but are associated with very low probability of detection. HyperPipes, on the other hand, beats all the other methods in probability of detection, but the overall accuracy is not adequate. JM1 data set is known to suffer from noisy software engineering measurements and it is not surprising that random forests outperform other classifiers on a large and noisy data set. PC1 Project. PC1 is a fairly large data set with 1,109 modules. Random forests algorithm shows clear advantage over the other methods (see Table 5 ). Although classifier VF1 obtains a superior result on P D, the other performance measures prevent it from being a candidate model for software quality prediction. The instance-based classifier IB1 achieves an acceptable F −measure compared with other methods except for random forest, but its G−mean values are low. Some of the prediction models such as RuleSet, Boosting and VF1 either have a high value in P D or accuracy, but not both, therefore can not be used in software quality prediction.
KC1 Project. KC1 project reports the measurements on 2,109 software modules. Generally speaking, random forests surpass almost all the compared methods (see Table 6 ) in terms of G − mean and F − measure. KStar produces comparable results in G − mean 1 and F − measure, but worse in G − mean 2 . Logistic regression has a relatively high G − mean 2 , but achieves low value in F − measure. Classifiers such as single classification tree, RuleSet and boosting achieve accuracy up to around 85%, but the P D is not acceptable. VF1, on the other hand, has an impressive P D, but the accuracy and precision measures are not satisfactory.
KC2 Project. KC2 contains software measurements of 520 modules. Table 7 compares the performance of random forests with ten other classification models on the project KC2. Clearly, random forest at cutoff (0.8, 0.2) produces the best result based on G − mean and F − measure. Discriminant function analysis also provides decent performance measures. It seems that except for the VotedPerceptron, most other classifier achieve comparable results.
CM1 Project. CM1 is the smallest data set in our study. Only 498 modules are included. From the results in Table 8 , there is no significant advantage of random forests over the compared methods. Logistic regression and discriminant function analysis appear to perform well on project CM1 based on G − mean and F − measure. NASA quality engineers noted that this is probably the most straightforward data set for predicting fault-prone modules. It appears that the strengths of random forests algorithm are not reflected in better performance on CM1.
Comparison between Traditional and Balanced Random Forests
The next step in our study is to compare the performance of balanced random forests (BRF) with the traditional random forests (RF) algorithm. An appropriate way to compare the performance of these two variants of the same classification algorithm is by using ROC curves to describe the results of their application to the same data sets. The results of our first experiment suggest that the traditional RF algorithm is the most suitable choice for the classification tool for most NASA data sets. Our goal here is to investigate whether the application of BRF can bring additional tangible benefits to the prediction of fault-prone modules in these data sets.
The ROC curves in Figure 4 indicate that the performance differences between RF and BRF are minimal on all the NASA project. BRF seems to be slightly better than RF in most of the cases. We wanted to further quantify this difference by measuring the area under the ROC curve ( Area Under the Curve -AUC). The AUC is a measure of the overall performance of an analytical test and is interpreted as the average value of sensitivity for all possible values of specificity. It can take on any value between 0 and 1, since both the x and y axes have values ranging from 0 to 1. An AUC value of 1 indicates a perfectly accurate classifier. An AUC of 0.50 means that the accuracy is equivalent to that which would be obtained by random guessing. The area under the curve is calculated using the trapezoid rule. Table  9 summarizes AUC information. Balanced random forests provide a better classification of fault-prone modules over the conventional random forests algorithm on projects JM1, PC1 and CM1. Of the remaining two projects, in KC1 there is a slight decrease in the value of AUC, while KC2 shows a slight improvement. However, performance differences between RF and BRF on these two data sets are not statistically significant. 
a). PC1 (b). KC1 (c). JM1 (d). CM1 (e). KC2

Discussion
This paper compares many statistical methods and machine learning algorithms in the context of predicting fault-prone modules in software development. Our experiments demonstrate that some of the evaluated classification algorithms (for example, RuleSet, Boosting, single tree classifiers) are not likely to perform well in the context of software quality prediction, even though they may have been considered a few times in the literature over the past decade. Many classifiers used in our performance comparison exhibit either a low defect detection rate P D or a low overall accuracy, or both. Other classifiers (Logistic, Discriminant, for example) should be included in the software quality engineer's toolbox, i.e., these algorithms are the candidates for building food models for software quality prediction.
Compared with all the classifiers we got to analyze, random forests (and balanced random forests) always achieve better prediction performance, or at least achieve the the performance that matches that of the best performing classification algorithms. Random forests work especially well on large and diverse data sets, such as JM1 and PC1. As mentioned in Section 2, the prediction performance of random forests depends on the (low) correlation between trees in the forest. Each tree is built upon a bootstrapped sample from the original software metrics data set. When the sample size is not large, there is a good chance that the same instance from the training set is used in almost all the bootstrapped samples. This causes an increase in the correlation between tree classifiers in the forest and, consequently, limits the performance of the forest.
Regarding the overall performance of random forests, two important observations emerge from our experiments. One is that the random forest algorithm is always one of the best classifiers if the user-specific voting thresholds approximate the proportion of fault-prone modules in the project's training set. The second observation relates the classification performance of two variants of the random forest algorithm. Balanced random forests provide a moderate performance increase over the traditional random forest algorithm. Since the improvement is moderate, software quality engineers have to decide whether it is worth additional effort in the design of experiments. Unlike traditional random forests and all other classification algorithms reported in this paper, balanced random forests require some extra effort as their implementation is not immediately available from off-the-shelf software tools. However, if the software project requires that as many as possible modules to be inspected due to a dire consequence of software failures, this extra effort may be warranted.
Summary
This paper offers several insights into the field of software quality prediction. The first and foremost observation we want the readers to remember is that the performance of predictive models for the detection of fault-prone modules in software projects needs to be evaluated from multiple points of view. Overall prediction accuracy may be a misleading criterion as faulty modules are likely to represent a minority of the modules in the database. These training sets favor the classification of software modules in the majority class, i.e., not-fault-prone. The probability of detection index measures how likely a fault-prone module is to be correctly classified. Further, precision index indicates how many fault-free modules were misclassified as fault-prone. In case the precision index is low, many correct modules will be exposed to rigorous software verification and validation thus increasing the cost of the process and the time needed for the project completion. Due to these observation, we propose to use a different set of performance indicators when comparing the performance of classification algorithms.
We also propose a novel methodology for software quality prediction. This methodology is based on the two variants of the random forests algorithm. It is valuable for real-world applications in software quality predictions. First, it is more robust with respect to noise in the software metrics measurements than other methods. Therefore, it works especially well for the prediction of fault-proneness in large-scale software systems. Second, the methodology based on random forests runs efficiently on large data sets and provides high level of predictive power without overfitting. Therefore, based on our results, random forests are probably the most promising "best guess" when selecting a classification algorithm to apply to a data set that describes the static characteristics (software metrics) of fault-prone modules in software engineering.
Another important characteristic of this study is that it has compared results from many different classification and machine learning algorithms on five different but highly relevant software engineering data sets. The results of our experiments provide a "proving grounds" for new methods that will be developed in the future. All our experiments can be repeated, as the tools and data sets can be easily obtained by fellow researchers. Thus, new methods for predicting fault-prone modules in software development projects can be and probably should be compared with our results in a clear and consistent way.
