Abstract
Introduction
The sense of smell is an effective way to understand the information of the external smell. Due to the influence by the odor component complexity and subjectivity of the sense organs, the smell still con't is expressed by specific terms. In recent years, with the rapid development of sensor technology and computer technology, the research of electronic nose system has been paid more attention by scientists and developed rapidly. Electronic nose system consists of two parts, the semiconductor gas sensor array and pattern recognition system. Pattern recognition is one of the key researchs of electronic nose system. It plays an important role in the realization of the function of electronic nose system [1] [2] [3] .
In the process of actual production and life, the electronic nose can't completely take the place of the biological nose [4] . One of the reasons is that most of the existing electronic nose pattern recognition algorithms are based on statistical models. This technique is based on the statistical distribution of the observed features with significant differences [5] , and most of the data processing is linear structure, such as partial least squares analysis. Therefore, for the odor data with little differences and nonlinear structure it is difficult to make accurate identification.
Artificial neural network is one of the typical methods of nonlinear data processing. The method is mainly a kind of algorithm to imitate the human brain thinking engineering. It can solve the recognition problem that the distribution of the sample is unknowing [6] [7] [8] . This paper designs a model based on BP neural network algorithm to identify odor characteristics. A case study on the odor characteristics of milk with different quality, through compared with partial least squares algorithm of electronic nose software, it is verified that the odor characteristic parameters with nonlinear and little differences could be better identified by BP neural network.
BP Neural Network 2.1. Definition and Structure
Multi layer feed forward artificial neural network based on error back propagation algorithm is called BP neural network or BP neural network model. BP network can learn and store a large number of input-output mode mapping relationship, and no need to reveal and describe the mathematical equations of the mapping relationship. Its learning rule is to use the steepest descent method, by back propagation to constantly adjust the network weights and threshold, which makes the sum of network's error square is minimum. The topology structure of 957 BP neural network model includes input layer, hidden layer and output layer. The interconnection between layer and layer, each layer between nodes is not connected. The numbers of input layer nodes usually take the dimensions of the input vector, the number of output layer nodes usually take the dimensions of the output vector, the number of hidden layer nodes there is no definite standard, through repeated trial, then get the final result. Figure 1 is a three layer BP neural network structure model. and dependent variables. When the input nodes are n , the output nodes are m, the BP neural network is expressed the function mapping relation which is from n independent variables to m dependent variables [6] .
Algorithm Steps and Flow Chart
BP algorithm is a kind of supervised learning algorithm. The main idea is: input learning samples, using the back-propagation algorithm of the network, weights and deviations are repeated adjustment and training, make the output vectors and expected vector as close as possible. When the error sum of squares of the network output layer is smaller than the specified error, training is complete, save the network weights and deviations. Specific steps are as follows [6] :
The first step: Weights initialization. According to the system input and output sequence ( , ) x y determine the network input layer's node number n , the hidden layer's node number l , the output layer's node number m, initialize the input layer, hidden layer and output layer connection weights between neurons i j ω and j k ω ,and initialize hidden layer's threshold a , output layer's threshold b , given the learning rate and the excitation function of neurons. The second step: The hidden layer output calculation. According to the input variable X , the connection weights of input layer and the hidden layer i j ω and the hidden layer's threshold value a , calculate the hidden layer's output H .
In the formula, l is the number of hidden nodes; f is the incentive function of the hidden layer. This function has many kinds of expression forms, and this paper selected function is: 
The fourth step: Calculate the error. According to the network's forecast output and expected output , the network's prediction error is calculated. 
In the formula, is the learning rate. The sixth step: Update the threshold. According to network's prediction error , update network node's threshold .
The seventh step: Judge whether the iteration of the algorithm is over. If not over, return to the second step.
The flow chart of BP neural network algorithm is shown in Figure 2 . 
. Experiment Equipment
This paper uses the PEN3 electronic nose system to collect the odor data. PEN3 electronic nose is an analytical instrument which is compose of a set of composite chemical sensors and identification software. The hardware structure of the system includes sensor array, sampling and cleaning channel, data acquisition system and computer. The sensor array consists of 10 metal oxide sensors; each sensor sensitive to the odor molecules is different. When the odor contacted with the surface of the sensor, the redox reaction occurs, thereby affecting the circuit structure of the sensor. After sample stand for a certain time, the top empty volatile gas through a built-in pump, it is adsorbed from the entrance to the sensor channel, through the sensor array is excluded from the exports. Figure 3 shows the response curve of ten sensors in the measurement process. Data processing and pattern recognition based on the ratio of G to G0. G is the resistance value of the sample headspace volatiles through the sensor. G0 is the resistance value of the reference gas through the sensor [9] [10] [11] . 
Experimental Materials
Laboratory temperature is 25 degrees Celsius, the same quality of milk were stored for one day, two days, three days, four days, five days. Take the same quality of fresh milk and five different days of milk into the test tube.
Experimental Methods
The laboratory temperature of 25 degrees Celsius, Fresh milk and five kinds of stored with different number of days of milk each take out 10ml put in the test tube. Each type of milk samples was prepared 50 replicate samples. After standing for 10min, the top empty volatile gas through a built-in pump, it is adsorbed from the entrance to the sensor channel, through the sensor array is excluded from the exports. The detection time is 150s, sensor cleaning time is 60s. Analysis of the signal in a steady state, the signal of the 80s is used as the time point of the electronic nose analysis. Table 1 shows the relative conductivity values of the six groups of samples in ten sensors. Due to the limitation of this paper length, here are only the results of three duplicate samples.
Result Analysis 4.1/ Partial Least Squares Analysis of Electronic Nose Software
Partial least squares(PLS) regression is a multivariate statistical data analysis method, which by minimizing the error sum of squares of a set of data to find the best matching function.It uses the most simple method to obtain some unknown truth value, and the sum of error square is minimum [6] . PLS is one of the commonly used pattern recognition algorithms for electronic nose. Figure 4 is the partial least squares analysis milk's quality in the software of electronic nose. Can be seen from the figure the milk of all kinds of quality's PLS value, through the comparison of their size can be judged the test sample's quality. Randomly selected each 
BP Neural Network Analysis
The structure of BP neural network is determined according to the characteristics of system input and output data. The electronic nose has 10 sensors to measure the odor characteristic parameter, so the odor input signal has 10 dimensions. There are six kinds of different quality of milk, so the output signal has 6 dimensions. According to the trial to determine, the number of nodes in the hidden layer is 9 best. So the structure of the BP neural network is 10-9-6. Selected each samples of 10%, 20% and 40% for the template, and the rest for the test samples. The identification results for all test samples are shown in Table 2 . As can be seen from the data in Table 2 , the more number of training samples is the higher recognition rate of the algorithm. Under the condition of the same training sample number, the recognition rate of BP neural network algorithm is higher. To sum up, for the identification of odor characteristics with nonlinear data structure and little difference, the recognition accuracy of BP neural network is higher than the partial least square algorithm.
Conclusion
Using the method of this paper, BP neural network algorithm is used to identify the characteristic of odor. The recognition accuracy can reach 90%. Compare with the partial least squares analysis which is in the electronic nose software, BP neural network algorithm recognition accuracy is much higher than the partial least squares algorithm. And the recognition accuracy will increase with the increase of the number of training samples. Therefore, for the identification of odor characteristics with nonlinear data structure and little difference, neural network can more accurately and effectively identify the odor characteristics. 
