The determination of potential energy surfaces ͑PES͒ from values calculated ab initio at a set of points or from spectral data ͑vibration-rotation energy level information and rotation constants͒ are important and often difficult problems. The former is a ''potential interpolation'' problem, the latter a ''potential inversion'' problem. These are indeterminate problems in which the known data is insufficient to yield a unique solution. We present here a new constrained variational approach to the direct solution of these problems. The constraints are the known exact values of the potential or the exact perturbation corrections desired. The variational functional is chosen to provide control of the magnitude and smoothness of the correction function or potential. The method is very simple, very fast computationally, and yields exact solutions to the perturbation or interpolation equations in a single application. The potential inversion is completed by iteration to converge the perturbation solutions for a given set of assigned levels, and then by repeating with additional levels assigned in sequence to the data set to yield a physically acceptable PES very quickly. This procedure yields a smooth PES from which the energy levels in the dataset are calculated exactly. Information on rotational constants may also be used. Both interpolation and inversion procedures are applied to the the two dimensional ͑R,) PES for ArOH(A 2 ⌺ ϩ ). A combined application of these two procedures is also presented in the paper, where we first interpolate a PES from ab initio points and then correct the ab initio fitted surfaces using spectral data.
I. INTRODUCTION
While the determination of the potential energy surface ͑PES͒ for diatomic molecules from vibration-rotation energy levels can easily be accomplished ͑for potentials with a single minimum͒ using RKR theory, 1 the determination of a multi-dimensional PES, even for small polyatomic molecules, is still a very difficult problem. A PES may be determined at a relatively small set of points with moderate accuracy from ab initio calculations. Generating a full PES from these points is a ''potential interpolation problem.'' Starting from an approximate surface derived from these points or from spectral data, we may attempt to generate a PES which will yield exact agreement with spectral data. This is the ''potential inversion problem.'' Until recently the most common approach was to assume a potential form depending on a set of parameters, and then to determine the parameters from a least squares fit to the ab initio points or to do a nonlinear least squares fit to the parameters 2-5 using the spectral data. This procedure has worked well, but has several drawbacks. It constrains the potentials by the choice of the possible functional forms and the fitting may be computationally very expensive.
Very recently Rabitz and co-workers 6 proposed a method to determine the PES numerically at a set of DVR 7 points, which eliminates the imposition of a specific functional form. They carried through the procedure for the two dimensional van der Waals potential of ArOH. Although using the modified PES they obtained convergence of the vibrational energy eigenvalues to the experimental values, the procedure, based on Tikhonov regularization, 8 required a substantial number of iterations and a very substantial amount of computer time. The major obstacle to this approach is that the problem is ''ill posed'' or at least indeterminate; one is attempting to use a small number of data points to determine a very much larger number of unknowns, the values of the potential at a large number of points. Direct numerical inversion procedures ͑such as singular value decomposition͒ tend to produce jagged ͑and therefore unphysical͒ corrections to the PES. 9 The Tikhonov regularization procedure adds functionals to constrain the correction function to be smooth; however, this makes convergence to the solution very slow.
We note that the problem of potential interpolation may not be ''ill-posed'' but is indeterminate, i.e. there are an infinite number of possible PESs which have the given values at the finite set of points. In this case there is no uncertainty in the dataset ͑even though the calculated points may not be accurate, they are all we have to start with͒. Similarly, the differences between experimental spectral data and that calculated from approximate PESs will usually be much larger than the uncertainties in either, i.e. the dataset ͑of discrepancies͒ may be considered to be exact. However, the inversion problem is indeterminate; there will be multiple solutions to the potential energy inversion problem, each of which which yields the finite set of exact energy eigenvalues. Physically acceptable solutions will be smooth and will satisfy the appropriate constraints imposed such as asymptotic behavior, etc. The task is to determine such physically acceptable solutions via a robust and rapidly convergent procedure.
In this paper we introduce a variational generalized inverse which may be applied to both the potential interpolation and potential inversion problems. In this procedure the ͑unknown͒ solution is used to generate a functional with two parts; a positive ͑usually quadratic͒ smoothing term, and a set of ͑linear͒ constraints which make the solution satisfy the known data. Using Lagrange multipliers, the solution is determined by minimizing the functional subject to satisfying the linear constraints. The procedure is like a ''reversed least squares'' in which the constraints are satisfied exactly, but the smoothing functional is minimized only approximately ͑i.e. subject to the constraints͒. We show that the procedure yields physically acceptable values of the PES at a large set of DVR points in a rapidly convergent fashion. The PES is determined either from a small set of ab initio points or iteratively from spectral data, using perturbation theory to correct an approximate PES to yield the exact energy levels desired.
In the following section we present the variational generalized inverse, and give smoothing functionals for the spectral inversion and for the interpolation. We also indicate how to incorporate constraints consisting of ab initio values of the PES at a set of points or the experimental energy level and rotational constant information. We then apply these algorithms to determine the two dimensional PES for ͑OH͒Ar(A 2 ⌺ ϩ ) using either the ab initio points or spectral information. In the final section we present our conclusions, caveats, and comments.
II. THEORY

A. Generalized variational inverse
We assume that we have reduced the problem to the determination of a large unknown vector, of dimension N u , given a small dataset, ⌬⑀ of dimension N d ϽN u , and a ͑rectangular͒ linear matrix relation between them:
⌬⑀ϭC. ͑1͒
Since the equations are indeterminate, we must impose some additional conditions on the solution vector. Singular value decomposition 10 will yield the solution vector with the minimum norm. This, however, often yields unsatisfactory solutions ͑depending on C and what we want͒ which are, for example, not smooth.
In the variational generalized inverse, we impose the additional conditions on the solution vector by means of a general quadratic functional:
where the matrix A is square, invertible, positive definite, and of dimension of the unknown vector, . is a vector of unknown Lagrange multipliers which will be used to enforce the constraints, Eq. ͑1͒. A must be invertible and is chosen to impose the desired conditions on the solution: small magnitude ͑ A ϭ I͒; flat ͑ A is a numerical representation of the second derivatives͒; smooth ͑A is a numerical representation of the fourth derivatives͒; or any desired combination of these. In general we can write A as a combination:
where I is the unit matrix and D, Q, etc. represent the second and fourth derivative matrices of , respectively. ͓For a one dimensional system, for example, they might be
͑Usually A is a numerical representation of a positive definite integral constraint.͒ This expression Eq. ͑2͒ is quite unusual. The first term if varied independently, would lead to ␣ ϭ 0 for all ␣. However, the constraints added in the last term via the undetermined multipliers, j , ͑one for each linear constraint, ⌬⑀ j ) force a solution which makes the last term exactly zero. Thus the variation of L is done with respect to all ␣ and j , with the undetermined multipliers, j , to be eliminated from the variational equations thus satisfying the constraints on the last term.
We now find the solution, , which minimizes L subject to the constraints that the second term is zero. Setting ␦Lϭ0 yields two matrix equations containing the vector, :
AϭC
T ; and ⌬⑀ϭC. ͑4͒
Eliminating from Eq. ͑4͒ yields the variational generalized inverse, a main result of this paper:
Note that this is a type of generalized inverse as is found in many least squares procedures in the sense that if C were square and invertible, Eq. ͑5͒ would be just the trivial solution of the second equality of Eq. ͑4͒. If A is proportional to the unit matrix, then this result is the same as the singular value decomposition inversion of rectangular matrices. 10 In the last equation, however, A plays the role of a metric matrix providing an appropriate dimension for inversion. This procedure is formally similar to the ''best linear unbiased estimate'' formulation of least squares, 11 but differs in that we seek the best of a set of exact solutions of underdetermined equations, not the best approximate solution of a set of overdetermined equations. Note that is non-zero only at points where elements of C T are nonzero ͑subject to A
Ϫ1
smoothing͒. Thus the VGI does not produce changes where they are not required by the dataset. The only major caveat is that the dataset must be linearly independent, i.e. the matrix inverse, (CA Ϫ1 C T ) Ϫ1 , must exist. We note that this matrix is of dimension of the dataset, N d , not the number of unknowns, N u .
B. Potential inversion
Energy level constraints
There are four steps associated with the direct potential inversion problem. First, one must start with an approximation to the PES and solve for the energy levels. Second one must correctly assign the experimental and calculated energy levels leading to a correct assignment of the errors. Third, one must change the PES based on this information to reduce the errors. And finally, one must iterate starting at step two until satisfactory agreement of all assigned levels is obtained. Although additional spectral information may be used ͑see next section͒, we consider only ͑vibrational͒ energy levels here.
Standard theoretical approaches to solution of ''illposed'' problems are presented in the monograph by Tikhonov 8 and were used recently by the Rabitz group 6 for the determination of the potential for the ArOH(A 2 ⌺ ϩ ) molecule. Our approach differs from the Tikhonov regularization in the imposition of constraints and the method of solution.
We assume that the calculated eigenfunctions and energies for an approximate PES have been assigned to experimental energies for N E energy levels, and we use first order perturbation theory to correct the assigned energy levels with the unknown PES correction function. We therefore seek the potential energy correction function as the variational generalized inverse of the perturbation equations. Iteration permits the assignment and inclusion of additional levels and the elimination of errors due to first order perturbation theory.
Having computed a set of vibration-rotation eigenfunctions and eigenvalues for an approximate PES, we evaluate the squares of the eigenfunctions ⌿ j at the DVR points, q ␣ with weights ␣ :
If the energy correction desired for the jth state is ⌬⑀ j , then the desired potential correction is, in perturbation theory, a function (q) for which
We then construct the quadratic ͑but not positive͒ functional L subject to the constraints above:
where f is a positive quadratic functional of the correction vector and its derivatives to be minimized. The second term, entered as constraints with undetermined multipliers, are the exact relations which we wish the solution to satisfy. The free variational variables are the ␣ evaluated at the DVR points, ␣, and the j will be chosen to assure the constraints are satisfied. In the DVR, f () is a positive definite form such as ͑for one dimension͒:
͑9͒
Variation of the functional Eq. ͑9͒ leads to A of the form of Eq. ͑3͒. For higher dimensional problems, the function f would contain quadratic forms for derivatives with respect to each of the dimensions, perhaps with different weights. ͓Al-though we have assumed a pointwise ͑DVR͒ representation of the potential, there is no reason that the unknowns could not be a large set of potential parameters with appropriate changes to the smoothing matrix A and the constraints.͔ The use of exact constraints in the last term of the variational functional above ͓Eqs. ͑2͒ and ͑8͔͒, is justified by the accuracy of the measurements and calculations: differences between the exact and calculated energies are, in fact, due to PES errors, not to uncertainties in measurement or in calculation. Therefore we may constrain any correction potential to yield the perturbation corrections which then should yield the exact ͑in perturbation theory͒ changes desired provided the eigenvalue assignments are correct. For large PES changes, only firmly assigned levels should be used in the dataset initially. The procedure is iterated once or twice to correct for the errors of the first order perturbation theory, and then additional levels are assigned, added to the dataset, and the procedure is repeated until all data is used. Finally, other constraints ͑linear in ) besides the energy may obviously be included if appropriate.
Rotational constant constraint
Information on rotational energy levels of molecules is often summarized in the values of rotational energy constants, B rot , for rotation about specified principal axes for given vibrational states. Since the values of the rotational constants depend on the vibrational wavefunctions, but not on the potential directly, they depend on the potential only in second order perturbation theory ͑first order perturbed wavefunctions͒. For simplicity we give the equations below for a diatomic like molecule ͑ArOH qualifies͒.
To first order in the perturbation of the potential, , the perturbed eigenfunction of Hamiltonian corresponding to the unperturbed state ͉ n (0) ͘ can be written:
Then the rotational constant change ⌬B n for the state ͉ n ͘ due to the change in potential can be calculated as
͑11͒
Denoting the zero-order wavefunction on the DVR points, q i , as i n ϭ n (0) (q i ), we can explicitly write the equation for the linear dependence of ⌬B n on i by neglecting the 2 term in Eq. ͑11͒. Thus we have
͑12͒
Thus known errors in the rotational constants can be used to give additional constraints on the correction potential in Eq. ͑2͒.
C. Potential fitting (interpolation)
Assuming we have determined the potential V ␣ at small set of points ͕␣͖, presumably by ab initio calculations, we want to fit a global potential energy surface i at large set of points ͕i͖, with ͕␣͖ ͕i͖, or fit a global potential energy surface to a functional form. Let I ␣ to be the projector which projects V from ,
forces the ''unknown'' potential to have the correct values at the points at which the potential is known. Now using Eq. ͑13͒ as the constraints for Eq. ͑2͒, we can get the formula for , which is identical to that for in potential inversion above, with I ␣ replacing C and V replacing ⌬⑀:
In this case we must choose a different A matrix since large values and derivatives of the potential are appropriate. Since we want the potential to be smooth, however, A is chosen as
with P ␣ ϭI ␣ T I ␣ , and Q is derived from a penalty functional quadratic in the second derivatives. For plane polar coordinates, for example, we have used the form below, with the positive parameter ␥ used to balance the smoothing in the R and directions.
͑16͒
Using this the potential may be fit at the desired DVR points, and if desired, fit subsequently to a very flexible functional form ͑although this somewhat destroys the claim of a ''bias free'' fit͒.
III. EXAMPLES
A. Spectral inversion
The constrained inversion method has been applied to determine a two-dimensional intermolecular PES for ArϩOH(A 2 ⌺ ϩ , vϭ0͒, with the OH bond length fixed at its equilibrium position 1.933 a 0 , a problem recently considered by Ho et al. ͑HRCL͒. 6 The experimental data consists of 16 intermolecular vibrational energies E Jv exp , 12 rotational constants, and the dissociation energy D 0 exp as shown in Table  I . 5, 12 The correction potential is directly evaluated on the DVR grid for R and . A total of 36 DVR points, evenly spaced between 3.5 and 9.0 a 0 , were used in the R dimension. For direction, 30 Gauss-Legendre DVR points were used. The vibrational energies from ab initio PES of Degli, Esposti, and Werner 13 shown in Fig. 1͑a͒ , used as the starting PES, are also presented in Table I . The quadratic function f is simply chosen as in Eq. ͑9͒ with ␤ o ϭ1, ␤ 1 ϭ30, and ␤ i ϭ0 for iϾ1. Although the energy difference between the experimental data and those from ab initio PES is quite substantial, the inversion only required 5-6 iterations for convergence ͑4 minutes in a SGI-8000 processor͒.
We first show the intermolecular vibrational energies and rotational constants from the inverted PES which is inverted by using the energy constraints alone. In Table I , we put the experimental energies and those from the inverted PES in one column because they are identical, while the vibrational energies from the initial ab initio PES not only quantitatively, but even qualitatively differ from the experimental data. During inversion, we first took 7 states with correct nodal patterns ͑5 for Kϭ0, 2 for Kϭ1͒. By correcting the energies of these 7 states, we could obtain a much improved potential. Wavefunctions from the corrected PES had all nodal patterns desired ͑corresponding to the assigned spectrum͒, except that the energy of state ͑020͒ was higher than that of ͑005͒. After 2-3 more iterations, we came to the final PES with all desired states at the exact energies and with right nodal patterns. The last state ͑022͒ was actually delocalized in our inverted PES, but with a very clear ͑022͒ nodal pattern in ϭ0 well. Also shown in Table I are rotational constants for experiment, 5, 12 ab initio PES, and present inverted PES, along with those for the inverted PES of HRCL. 6 As can be seen from the table, the rotational constants for the ab initio PES are all smaller than those from the experimental measurement, while the rotational constants for the inverted PES of HRCL 6 agree very well with the experimental data except for the state ͑0 2 0͒ which is substantially larger than the experimental counterpart. For the present inverted PES, the rotational constants are all smaller than those for the inverted PES of HRCL except for the last one, and larger than those for the ab initio PES except for the first three states. Overall, the rotational constants for the present inverted PES agrees better with the experimental data than those for the ab initio PES, with the last one and the one for ͑0 2 0͒ larger than the experimental values, the others slightly smaller than the experimental data. Note that we did not constrain the PES to yield correct B rot values, nor did we include excited rotational states. The inclusion of rotation constant constraints for some states will improve all the B rot values as shown below.
The rotational constant for the last state is obviously too large. This is because the wavefunction for this state is delocalized as mentioned before, and the part of the wavefunction localized in ϭ well has a significantly shorter equilibrium distance. In order to make the wavefunction localized in OH-Ar well alone, one would have to decrease the depth of the HO-Ar ͑ϭ180°͒ well. This is not required in order to match only the energies and our current procedure does not address the question.
The contour plot of our inverted PES for ArϩOH Fig. 1͑b͒ . For the OH-Ar well, the gradient of the potential in the R direction is essentially the same as that in the ab initio PES, while the direction gradient is significantly decreased, making the zero point energy for much smaller than that from the ab initio PES. Because only the last state accesses the ϭ well, essentially no change is made in that well. Comparing the present inverted PES with that of HRCL, we find ͑1͒ the OH-Ar well in the present inverted PES is obviously more anharmonic than in HRCL's PES, ͑2͒ there is no additional minimum (ϳ100 cm Ϫ1 in depth at ϳ120°) in the present inverted PES, while the -100 cm Ϫ1 contour lines do extend more smoothly to these angles than in the HRCL's PES, ͑3͒ the change of HO-Ar well is much more significant in HRCL's PES than in the present inverted PES. Figure 2͑a͒ shows the final difference between the ab initio PES and our inverted PES. As can be seen from the figure the main change is around the region with Rϭ5.8 a 0 , ϭ 35°, which makes the inverted PES significantly broader in the ϭ0 well. The overall change of the PES is very smooth, and relatively small, given the substantial changes in dissociation energy and energy levels. This is exactly what the present inversion method is supposed to do: correct the energies for all the states by minimal, smooth change of the potential. As mentioned earlier, if additional linear constraints are desired, they may easily be incorporated in Eq. ͑8͒ or ͑2͒.
By including the rotational constant constraints for the first two states in the inversion, we can improve our inverted PES to produce better rotational constants. After we included the rotational constants for these two states in the inversion, one should not be surprised to see that the rotational constants for the first two states became exactly equal to those from the experiment as shown in Table I . Besides those for the first two states, the rotational constants for almost all the rest of the states are also substantially improved, specially those for the stretching excited states. Although the rotational constant for the ͑0 2 0͒ state became a little worse than that given from the inversion without rotational constant constraints, the overall agreement between experimental rotational constants and those from the inverted PES is significantly improved. Rotational constants from the present inverted PES are obviously much better than those from the ab initio PES, and are comparable to those from the inverted PES of HRCL. 6 Why not include all the rotational constants in our inversion? Although more constraints could be included, it turned out that the final inverted PES would become less smooth if we included more rotational constants. In particular, if we included one rotational constant for a bending excited state or a Kϭ1 state, the inverted PES just became ugly although we did get the desired rotational constants from it. The inclusion of too many rotational constraints appears to move the problem from ''indeterminate'' toward ''ill posed.'' This is because the correction of rotational constants comes from the second order in perturbation adding many small eigenvalues to the C T A Ϫ1 C matrix. A quite large correction in potential will be required in order to yield a small correction in rotational constants. Except for near the potential minimum, the amount of correction required will be relatively too large to produce a smooth final PES, at least with the smoothing functionals we used. Figure 1͑c͒ shows the contour plot of our inverted PES with the rotational constant constraints for the first two states, which is very close to that shown in Fig. 1͑b͒ except that the ϭ0 well is pushed to smaller R than that in Fig.  1͑b͒ . The final difference between the ab initio PES and our inverted PES with rotational constant constraints is shown in Fig. 2͑b͒ . By comparing Fig. 2͑a͒ and 2͑b͒ , we can easily see the differences: for close to 0 angle, the correction potential with the rotational constant constraints is negative for small R, while Fig. 2͑a͒ shows a positive correction for this region; and the main change in the well around ϭ35°is to move it a little toward smaller R on going from in Fig. 2͑a͒ to 2͑b͒. 
B. Potential interpolation
The present potential interpolation method was applied to determine a 2D PES for ArOH (A 2 ⌺ ϩ ) from a set of ab initio potential values calculated by Esposti et al. 13 The ab initio data covers a region from 1.7 to 7.0 Å in R with the smallest grid interval equal to 0.1 Å , and has values at only five angles (ϭ0, 45, 90, 135, 180͒ for most of R grid as shown in Table VI in Ref. 13 . In the present application, we used the data up to Rϭ4.5 Å, and fitted a 2D potential in a region between 1.7 and 4.5 Å .
The two variables, (R,) in the fitted 2D potential are treated as those in a plane polar coordinate system. Thus the second derivatives in the penalty functional are chosen as those for plane polar coordinates except a positive parameter ␥ multiplied the derivatives to balance the smoothing in the R and directions as shown in Eq. ͑16͒. The fitted potential V is then expanded in cosine functions, the eigenfunctions of ‫ץ‬ 2 ‫ץ/‬ 2 , in Eq. ͑16͒ as
to satisfy the boundary condition:
ϭ0. ͑18͒
A total number of 57 equally spaced DVR points in R are used in the potential fitting, and the potential is expanded in 7 cosine basis functions, nϭ0,1,...,6, as shown in Eq. ͑17͒. The CPU time used to make such a fitting is a few seconds in a SGI-8000 process. Figure 1͑d͒ shows the contour plot of our fitted potential with ␥ϭ6. As can be seen from Fig. 1͑a͒ and 1͑d͒, these two PESs are very close to each other except in the region inside repulsive wall and around Rϭ2.5 Å, ϭ160°where one can see several contour lines are not very smooth in our fitted potential. The difference between our fitted PES and the ab initio PES fitted by Esposti et al., plotted in Fig. 3 What also made us very suprised is the output potential computed with ␥ϭ1 shown in Fig. 4 . The fitted PES is not physical at all, with large values of the second derivatives localized in very small regions of space. We find we can overcome this problem by using ␥ around 6. It is apparently due to the high (R,) correlation of the dataset. Of course, if we only include 5 cosine functions instead of 7 in our potential expansion, we do not have any problem by using ␥ϭ1 because there are 5 ab initio values for at most of R grids which make the expansion coefficients for 5 cosine basis unique.
C. Potential inversion from interpolation
By applying potential fitting and potential inversion in sequence, we are able to generate a PES with the desired rovibrational energy levels from a set of ab initio potential points. Using the PES shown in Fig. 1͑d͒ , which is obtained by fitting the ab initio potential points of Esposti et al. as presented in subsection B, as a starting potential, we can repeat the potential inversion procedure of subsection A to achieve a PES with the same vibrational energy levels as those from experiment. Figure 5͑a͒ shows the contour plot of the PES using as data the energies of the first 15 states and the rotational constants of the first 2 states. The PES looks very normal, and is very close to the corresponding PES inverted from the ab initio PES of Esposti et al. using the same data. However, the nodal patterns for the 16th state on these two PESs are quite different. After correcting the energies for the first 15 states starting from the ab initio PES of Esposti et al., we only find a delocalized state with very clear nodal pattern ͑0 2 2͒ ͑in the ϭ0 well͒, a few cm Ϫ1 higher in energy than the experimental value after skipping six states. Thus a very small correction in the potential is made for the energy correction of the last state, and the final potential is still very smooth as shown in Fig. 1͑c͒ . However, starting from our fitted PES, after correcting the PES as above, we find a localized ͑0 2 2͒ state which is much lower in energy than the experimental value. Thus a significant correction in potential is necessary to yield the desired energy, especially in the region where R is quite large and is around 90°. Thus the final PES is less smooth in that region as shown in Fig. 5͑b͒ . Since this region of the PES is poorly sampled by the dataset, it it not too surprising that it is determined with less certainty.
IV. CONCLUSION
In summary, a variational generalized inversion method has been developed and applied to the determination of a PES. We used the method with energy level information and an approximate PES from ab initio points to determine a corrected PES to yield the desired ͑experimental͒ energies exactly. In this approach, the constraints are the exact perturbation corrections desired which makes the convergence extremely fast, and the variational functional is introduced to control the magnitude and smoothness of the correction function. This makes the inversion quite stable and yields the corrected PES in physically acceptable forms. With the variational functional implemented on a grid of DVR points, the correction potential at these points can be easily obtained by solving a simple set of matrix equations. The present method has been successfully applied to correct the 2D intermolecular Ar-OH PES. The inversion only required 5-6 iterations, and the final corrected PES is comparable with that by Rabitz's group. 6 Since the approach is simple in implementation, very fast and stable in convergence, not expensive in computation, it should be very practical to apply this approach to invert a potential energy surface involving more than two degrees of freedom.
The second application was to the determination of the PES at a large number of points or in some functional form given values calculated ab initio at a smaller number of points. Although this gives a smooth PES with the exact values at the known points, the accuracy of the surface depends on the accuracy of the ab initio calculations, and correction by inversion of spectral data will still be required. Finally we showed that the PES obtained by combining these procedures is very close to that obtained starting from an earlier functional fit to the ab initio points.
