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ABSTRACT
This dissertation consists of three essays on financial and institutional determinants
of entrepreneurship and the importance of management style.
Chapter 1: Direct and Indirect Effects of Cash Transfers on Entrepreneurship
In this chapter, I exploit a liquidity shock from a large-scale welfare program in
Brazil to investigate the importance of credit constraints and informal financial assistance in
explaining entrepreneurship. Previous research focuses exclusively on how liquidity shocks
change recipients’ behavior through direct effects on reducing financial constraints. However,
the shock may also produce spillovers from recipients to others through private transfers and
thereby indirectly affect decisions to be an entrepreneur. This essay presents a method for
decomposing the liquidity shock into direct effects associated with relieving financial con-
straints, and indirect effects associated with spillovers to other individuals. Results suggest
that the program, which assists 20 percent of Brazilian households, has increased the number
of small entrepreneurs by 10 percent. However, this increase is almost entirely driven by the
indirect effect, which is related to an increase in private transfers among poor households.
Thus the creation of small businesses seems to be more responsive to the opportunity cost
of mutual assistance between households than to financial constraints.
Chapter 2: Bankruptcy Law and the Creation of Small Business
This essay investigates the relationship between bankruptcy law and the creation of
small businesses by using the 2005 reform in the U.S. as a natural experiment. In theory,
a pro-debtor law provides an insurance against business failure and thereby encourages en-
trepreneurial investments. On the other hand, a pro-creditor law inhibits debtor’s abusive
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behavior, improving the selection of projects. The 2005 reform was intended to reduce the
number of abusive filings and can be viewed as a shock that has affected each state in a dif-
ferent way, depending on their own codes. Although changes in state codes are often related
to economic conditions, this reform was not triggered by any state in particular. The reform
has actually lessened debtor’s protection yielded by state codes. Based on the previous state
laws, I can identify households that were more and less affected by the reform. Results
show that the pro-creditor reform reduced the probability of individuals starting their own
business and also reduced the gains of less profitable firms. These findings suggest that
pro-debtor codes, as in place before, might work as insurance for small business owners.
Chapter 3: Contrasts in Styles and Managers Impact on Corporate Policy
This essay proposes a new approach to study how corporate policies change upon the
replacement of the CEO. We employ corrected simultaneous tests (not subjected to the crit-
icism attributed to the F-test) on the CEO fixed effects and find a significant heterogeneity
among their styles. Furthermore, we implement a measure that explores the differences in
style between the exiting CEO and the incoming CEO. This method not only show that
policies change around a turnover, but also allows us to estimate how fast the firm policy
converges to the new equilibrium. For the most part, our results are not significantly different
if we consider exogenous exits (e.g. death, illness, and natural retirements). Thus, the rela-
tion between CEOs and subsequent corporate policy is not driven by the characteristics of
the exiting CEO, but is instead determined largely by the contrasts between characteristics
of the new and the former CEO.
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Introduction
Several agencies and international organizations have argued that the creation of small and
medium enterprises (SMEs) is essential for the process of economic growth with job creation
and poverty reduction (OECD, 2004; White House, 2014). In the OECD area, SMEs employ
more than half of the labor force in the private sector. Furthermore, 91 percent of these
enterprises are micro-firms with less than 10 workers (OECD, 2009). Even in “normal”
economic conditions, it has been recognized that, to survive and grow, SMEs need specific
policies and programs. Post global crisis, however, these firms have become even more
vulnerable for many financial and institutional reasons.
In the first two essays of this dissertation, I investigate two long-standing questions
regarding entrepreneurship: 1) are small entrepreneurs really financially constrained?; and
2) do asset protection laws encourage entrepreneurial activity? Most of the literature would
answer both questions saying “yes,” arguing that liquidity shocks on the household budget
tend to affect occupational choices (Hurst and Lusardi, 2004) and entrepreneurial activity is
higher in states with higher exemption levels (Fan and White, 2003). Those essays, however,
reveal alternative explanations for these facts.
The first essay, “Direct and Indirect Effects of Cash Transfers on Entrepreneurship,” ex-
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ploits a liquidity shock from a large-scale welfare program in Brazil to investigate the impor-
tance of credit constraints and informal financial assistance in explaining entrepreneurship.
Previous research focuses exclusively on how liquidity shocks change recipients’ behavior
through direct effects on reducing financial constraints. However, the shock may also pro-
duce spillovers from recipients to others through private transfers and thereby indirectly
affect the decision to be an entrepreneur.
Accordingly, I present a method for decomposing the liquidity shock into direct effects
associated with relieving financial constraints, and indirect effects associated with spillovers
to other individuals. Results suggest that the program, which assists 20 percent of Brazilian
households, has increased the number of small entrepreneurs by 10 percent. However, this
increase is almost entirely driven by the indirect effect, which is related to an increase in
private transfers among poor households. Thus the creation of small businesses seems to be
more responsive to the opportunity cost of mutual assistance between households than to
financial constraints.
The second essay, “Bankruptcy Law and the Creation of Small Business,” investigates the
relationship between personal asset protection and the creation of small businesses by using
the 2005 bankruptcy reform in the U.S. as a natural experiment. In theory, a pro-debtor
law provides an insurance against business failure and thereby encourages entrepreneurial
investments. On the other hand, a pro-creditor law inhibits debtor’s abusive behavior,
improving the selection of projects.
The reform was intended to reduce the number of abusive filings and can be viewed as
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a shock that has affected each state in a different way. Although changes in state laws are
often related to economic conditions, this reform was not triggered by any state in particular.
The reform has actually lessened debtor’s asset protection yielded by state laws. Based on
previous state exemption levels, I can identify households that were more and less affected
by the reform. Results confirm the positive relationship between homestead exemptions and
entrepreneurial activity, but this relationship is not necessarily causal. The reform, on the
other hand, has only affected the creation of unincorporated businesses, whose all debt is
legally considered their owners’ personal debt. The rate of incorporated businesses does not
seem to be affected by changes in asset protection.
The third essay of this dissertation, “Contrasts in Styles and Managers’ Impact on Cor-
porate Policy,” approaches another dimension of economic productivity related to how large
firms are managed: can differences across firms be explained by their managers’ skills? On
one hand, some studies argue that managers do have different styles (e.g., Bertrand and
Schoar, 2003). On the other hand, other studies show that their styles have no effect on
corporate decisions and, as a result, on their performance (Fee, Hadlock, and Pierce, 2013).
This debate is critical since CEO compensation increased 127 times faster than worker com-
pensation in the last 30 years, with some results questioning if executives are worth the
money.
In collaboration with Igor Cunha, I propose a new approach to study how corporate
policies are influenced by their top executives. First, we estimate a Bayesian random-effect
model to estimate the contribution of executive-specific effects and firm-specific effects to
the variance of corporate financial policy and performance. Then we employ empirical Bayes
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simultaneous tests on the executive effects to verify heterogeneity in managers’ styles. Our
results not only corroborate what is already found by Bertrand and Schoar (2003), showing
that several executives carry their own style to their companies, but also show that their
effect is almost negligible compared to firm- and industry-specific effects.
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Chapter 1
Direct and Indirect Effects of Cash
Transfers on Entrepreneurship
1.1 Introduction
There has been a long debate over whether insufficient liquidity hinder individuals from start-
ing their own business. In general, the literature suggests that financial constraints tend to
inhibit those with insufficient funds at their disposal.1 Under imperfect financial markets,
individual savings could be the way that small entrepreneurs cope with startup costs and
investment risks (Ghatak, Morelli, and Sjostrom, 2001), which yet represent a large sacrifice
for poor individuals (Buera, 2009).2 The formal market, however, is not the only source of in-
vestment loans and insurance against business failure. Informal financial arrangements, such
as interpersonal lending (Tsai, 2004; Fafchamps and Gubert, 2007; Schechter and Yuskav-
age, 2012), and mutual insurance (Murgai et al., 2002; Fafchamps and Lund, 2003), are often
1A non-exhaustive list of papers includes Evans and Jovanovic (1989), Evans and Leighton (1989), Holtz-
Eakin, Joulfaian, and Rosen (1994), Lindh and Ohlsson (1996), Blanchflower and Oswald (1998), Blanch-
flower, Oswald, and Stutzer (2001), Lindh and Ohlsson (1998), Fairlie (1999), Johansson (2000), Taylor
(2001), Hurst and Lusardi (2004), Holtz-Eakin and Rosen (2005), Zissimopoulos and Karoly (2007), Nykvist
(2008), and Fairlie and Krashinsky (2012).
2See also Banerjee and Newman (1993), Galor and Zeira (1993), Aghion and Bolton (1997), and Banerjee
and Duflo (2005).
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reported as a form of poor households sharing idiosyncratic risks.
This chapter explores the importance of both financial constraints and inter-household
transfers by estimating the impact of a liquidity shock on the decision to be an entrepreneur.
Unlike other common interventions (e.g., Karlan and Zinman, 2010; Blattman, Fiala, and
Martinez, 2013), liquidity is not delivered uniquely to entrepreneurs. The studied interven-
tion is a large-scale conditional cash transfer (CCT) program in Brazil, called Bolsa Famı´lia.
This program offers a small but steady income to poor households that are committed to
send their children to school and have regular health check-ups. However, it has absolutely
no rule regarding business investment, adult labor supply, or repayment.
If potential entrepreneurs face credit and insurance constraints, the individual liquidity
shock may change the occupational choice and investment decisions of program participants
(Rosenzweig and Wolpin, 1993; Bianchi and Bobba, 2013). On the other hand, if they pursue
risk-sharing strategies with other individuals, the cash transfer may flow into the hands of
better entrepreneurs through informal exchanges. Accordingly, my purpose is to study not
only the individual effect that this transfer has on participants, but also the indirect effect it
has on the whole community. While the size of the direct effect reveals the role of financial
constraints in explaining entrepreneurship, the size of the indirect effect reveals the role of
other mechanisms that emerge from social interaction.
Very few studies have tried to assess the indirect effect that cash transfer programs have
on the whole community.3 For instance, Angelucci and De Giorgi (2009) find that non-poor
3See Bobonis and Finan (2009), Lalive and Cattaneo (2009), and Angelucci et al. (2009, 2010). See also
Crepon et al. (2013) on the indirect effect of labor market policies and Kremer and Miguel (2007) on the
spillovers of health programs.
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households are also affected by PROGRESA/Opportunidades in rural villages in Mexico.
They suggest that these households increase food consumption by receiving private transfers
from program participants and reducing their precautionary savings.4 In another study,
Bandiera et al. (2009) assess the effect of asset transfers in Bangladesh. They show that
this program has indirect effects on time allocation in risk-sharing networks and on durable
consumption in family networks.
In both studies, indirect effects are identified using non-participants, but their definition
of direct effect is essentially the definition of ‘effect on the treated.’ As a matter of fact,
“treated” households are also subject to spillovers. Even if all households are participating
in the program, there may be externalities that either boost or attenuate the direct response
to those transfers. This distinction is critical to understand targeted interventions, such as
CCT and microfinance. On one hand, findings that are based on the comparison of treated
and untreated villages tend to be interpreted as an exclusive consequence of participants’
responses. On the other hand, studies that compare individuals rather than villages might
be biased by ignoring spillovers. According to Heckman, Lochner, and Taber (1998), the
conventional treatment effect model is based on a partial equilibrium framework. If the
intervention has general equilibrium consequences, then the net effect also depends on who
else is treated and the interaction between the treated and the untreated.
Other studies suggest that the liquidity shock promoted by cash transfers increases
entrepreneurial activity at both the intensive margin, raising investments and profits (de Mel,
4Lehmann (2013) contests Angelucci and De Giorgi’s (2009) interpretation and suggests that the indirect
effect on food consumption operates by raising non-food prices.
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McKenzie, and Woodruff, 2008; Gertler, Martinez, and Rubio-Codina, 2012), and extensive
margin, encouraging participants to start their own business (Bianchi and Bobba, 2013;
Bandiera et al., 2013; Blattman, Fiala, and Martinez, 2013). In some of these studies, how-
ever, the randomization of ‘treatment’ was made at the village-level, which implies that the
effect should be viewed as the sum of individual and local responses (Hudgens and Halloran,
2008). Namely, what is often interpreted as an individual shock, which lessens financial
constraints, could actually be a locally aggregate shock, which also affects other households
in the same village.
Another limitation in the current evidence is that most of randomized controlled trials
(RCTs) are either restricted to rural areas, where job opportunities other than work in one’s
own farm are scarce, or limited to small-scale pilots, which hold uncertainty about their
maintenance. Therefore, little is known about the response of households to those programs
once they reach urban centers as a permanent policy of social protection (Behrman et al.,
2012). Moreover, the evidence on informal risk-sharing arrangements also comes mostly from
rural villages (Fafchamps, 2011).
Unlike those interventions, Bolsa Famı´lia is a widespread, large-scale program that has
been introduced not only in rural and isolated areas, but also in large cities in Brazil. In
2006, about 20% of Brazilian households were already covered by the program and 70%
of them were living in urban settlements. Accordingly, I exploit this intervention to inves-
tigate small entrepreneurial activity and informal risk-sharing mechanisms in urban areas.
As most of the literature, I define as entrepreneurs those who are either self-employed or
small business owners (e.g., Blanchflower, 2000; Hurst and Lusardi, 2004). Furthermore, to
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consider self-employment as an investment opportunity rather than a way to conceal earn-
ings, I distinguish entrepreneurs from those who are self-employed in the informal sector.
Informal self-employment is considered another type of occupation in which workers are not
covered by social security and whose earnings cannot be verified by the government. While
small entrepreneurs earn on average 45% more than formal employees per hour, the informal
self-employed earn 30% less.
Although the assignment of benefits in Bolsa Famı´lia is not random, I demonstrate that
this is not a concern as long as the endogenous assignment of participants is not related to
the overall amount of transfers received in the entire village. Namely, the fact that some
poor households are more likely to participate in the program than others only affects the
way the transfers are locally distributed. The total number of transfers per city or village is
considered given because, from 2003 to 2007, the program was phased in based on a previ-
ously drawn poverty map. As a result, each municipality should have a limited number of
transfers to be offered. Then instead of comparing participants and non-participants in the
same municipality, the overall effect is estimated simply by comparing municipalities using
a difference-in-difference model. To relax the assumption of exogenous program size, this
variable is also instrumented by the poverty map. Then a verifiable condition for the Instru-
mental Variable (IV) approach is that the relationship between poverty and entrepreneurship
does not change over time. Namely, there is no convergence in the entrepreneurship level
across municipalities.
Once the overall effect is consistently estimated, the direct and indirect effects are cal-
culated by a two-step procedure. First, based on the previous assumptions, I estimate the
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indirect effect of program coverage on non-participants and test whether this effect is equal
to the indirect effect on participants. If this hypothesis is not rejected, that estimate can
also be used to calculate the direct effect on participants by adjusting for the selection bias.
In summary, this empirical strategy allows me to ignore individual selection issues based on
verifiable assumptions and decompose the overall effect of the program on eligible individuals.
Previous studies on the effect of Bolsa Famı´lia usually compare households without deal-
ing with the problems of selection on unobservables and contamination from spillovers.5
Despite the weak identification of causal effects, Lichand (2010) shows that participat-
ing households present a higher self-employment rate than other poor households, while
de Brauw et al. (2012) suggest that the program has increased the participation in the in-
formal market. Neither of them account for indirect effects that may bias the comparison
between households. Also, the latter does not distinguish formal self-employment and small
business from informal employees. Similar to my study, Foguel and Barros (2010) also identi-
fies the causal parameter by comparing municipalities over time, but they find no significant
overall effect on labor force participation.6
My findings suggest that the proportion of entrepreneurs among low-educated men has
grown 10% because of the Bolsa Famı´lia program. At first glance, this finding supports the
hypothesis that a small amount of secure cash can have a considerable impact on occupational
choice. However, the direct and indirect components go in different directions. While the rise
in entrepreneurial activity is entirely driven by spillovers, the direct response of participants
5Exceptions are Glewwe and Kassouf’s (2012) and de Janvry, Finan, and Sadoulet’s (2012) in estimating
the effect of Bolsa Famı´lia on schooling.
6Foguel and Barros’s (2010) findings confirm what is also shown by Oliveira et al. (2007), Tavares (2008),
Ferro, Kassouf, and Levison (2010), and Teixeira (2010).
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reduces the overall effect by 40%. This drawback seems to be induced by households’ risk
of losing the benefit when their earned income increases. The results also show that the
indirect effect on entrepreneurship is associated with an increase in private transfers between
households. The role of program participants as money lenders corroborates the existence
of informal risk-sharing arrangements. Thus rather than lessening individual credit and
insurance constraints, the cash transfer seems to reduce the opportunity cost of informal
financing by increasing the overall liquidity in poor communities.
In addition to these main results, I find that the indirect effect on entrepreneurship is
followed by a decreasing participation in the informal sector. It suggests that the program
has given the financial opportunity to underemployed workers to open their own business.
The program, however, has had no significant effect on the occupational choice of non-poor
individuals and on job creation, which could be related to increasing investment oppor-
tunities. Finally, the estimated effects do not seem to be driven by confounding factors,
such as migration, credit expansion, and convergence in the entrepreneurship level across
municipalities.
The remainder of the chapter is organized as follows. Section 1.2 presents a simple
theoretical framework to explain why cash transfers might have direct and indirect effects
on entrepreneurship. Section 1.3 describes the main features of Bolsa Famı´lia, including
its targeting mechanism based on a poverty map, and the panel data used in the empirical
analysis. Section 1.4 details the identification strategy for the overall effect, as well as for
the indirect and direct effects. Section 1.5 presents the main empirical findings, whereas
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Section 1.6 presents tests for potential mechanisms, including confounding factors. Section
1.7 concludes the chapter.
1.2 Theoretical Framework
To understand why cash transfers could have an indirect effect on entrepreneurship, I present
a simple model in which being formally self-employed has a fixed cost. For equally poor in-
dividuals, this fixed cost cannot be covered by formal credit due to their lack of collateral
and high interest rates. The insufficient wealth can also make them unable to insure against
business failure and then less willing to take risks (Bianchi and Bobba, 2013). These con-
straints drive us to conclude that an individual liquidity shock should increase their chances
of being self-employed.
On the other hand, the formal market is not the only source of credit and insurance.
Bilateral exchanges between neighbors, friends, and relatives might be a way in which small
entrepreneurs cope with startup costs and business risks. Although empirical studies suggest
that informal risk-sharing mechanisms do not fully compensate market failures (Townsend,
1994; Hayashi, Altonji, and Kotlikoff, 1996; Ravallion and Chaudhuri, 1997),7 efficiency is of-
ten achieved within social networks (Fafchamps, 2000; Fafchamps and Lund, 2003; DeWeerdt
and Dercon, 2006). According to Bloch, Genicot, and Ray (2008), social networks have the
role of lessening information asymmetries and commitment constraints among their mem-
bers. One may call this role social capital, which lowers the transaction costs of obtaining
credit and insurance (Murgai et al., 2002; Fafchamps and Minten, 2002).
7See Ogaki and Zhang (2001) for an evidence favoring the full risk-sharing hypothesis at the village level.
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With low transaction costs, low-skilled individuals do not necessarily spend all the cash
transfer, but they may also lend to someone with better entrepreneurial skills to increase
their income in the future. At the same time, small entrepreneurs need not count only on
their endowments to start their venture. In this model, the fraction of eligible individuals
participating in risk-sharing networks is the key to explain the size of direct effects, which
lessens financial constraints, and the size of an indirect effect, which reduces the costs of
informal credit and insurance.
1.2.1 Setup
Consider a continuum of individuals who live for two periods and are heterogeneous in their
entrepreneurial skills, q. All individuals maximize their expected utility, U , by choosing their
consumption in period 1, c1, and consumption in period 2, c2:
U = u (c1) + E [u (c2)] ,
where E [.] is the expectation operator and u (.) exhibits decreasing absolute risk aversion,
so that u′′ < 0 and u′′′ ≥ 0.8
In period 1, these individuals are endowed with an initial wealth, a, and have to choose
their future occupation, which can be either working in a low-skilled job (L) or working
in their own business (M). Choosing the low-skilled job has no cost and pays w in period
2. To start their business, however, they must acquire capital in the first period, which
costs k. This capital, along with the time allocated to self-employment in period 2, yields
8A time discount factor could be included, but it is not relevant for this problem.
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either q with probability λ or δ otherwise. Namely, q represents the total revenue in case of
business success, while δ is what they receive for reselling their capital (after depreciation) in
case of failure. Another interpretation is that k represents the cost of formalization for the
self-employed and δ is what they receive from social security (Straub, 2005). In summary,
individual’s income before transfers and savings is:
I1 ≡

a if L
a− k if M
and I2 ≡

w if L
q w.p. λ if M
δ w.p. 1− λ if M
Depending on their entrepreneurial skills, q, self-employment (M) increases the expected
payoff of some individuals.9 Nonetheless, I should also consider that it is riskier than a
salaried job (L), so that δ < w and λ ∈ (0, 1).
In addition to the initial endowment and earnings, poor individuals are entitled to cash
transfers in period 1, d1, and in period 2, d2, with d1 = d2 = d. However, receiving d2 is
conditional on eligible individuals staying poor based on an eligibility rule. With this rule,
only those with verifiable earnings, I2, less than or equal to w remain eligible for the benefit.
For those whose q > w, λ becomes not only the probability of business success, but also the
probability of losing the transfer if self-employed. Let ζ indicate whether the eligibility rule
is applied (ζ = 1) or not (ζ = 0).
9Other types of heterogeneity could be assumed, such as in wealth, risk aversion, and probability of
success. However, with heterogeneous payoffs and risk-averse individuals, wealth heterogeneity becomes
irrelevant. Heterogeneity in either risk aversion or probability of success would essentially yield the same
results, but with a more complex insurance market.
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1.2.2 Analysis
Let D (q) be the utility trade-off between self-employment and wage employment:
D (q) ≡ U(M ; q)− U(L).
If the value of initial endowments is large enough to cover the cost of acquiring capital,
a + d1 > k, there exists a level of entrepreneurial skills, q̂, such that the individual is
indifferent between wage employment and self-employment, D (q̂) = 0. All individuals with
q < q̂ prefer to be employed in a low-skilled job, whereas all individuals with q ≥ q̂ prefer to
work in their own business.
Let F be the cumulative distribution function of q and y be the entrepreneurship rate,
so that y = 1 − F (q̂). An upward shift in D (q̂) makes marginally less skilled individuals
willing to start their business. That is, the effect of cash transfers on the entrepreneurship
rate, y, is proportional to their effect on the trade-off, D (q̂).10 As discussed below, this
effect has distinct interpretations in two cases: if only positive, non-contingent savings are
allowed; and if individuals can borrow from and trade insurance with other members of their
network. A formal analysis is provided in the appendix.
1.2.2.1 Individual Liquidity Shock with Financial Constraints
Assume that individuals can neither borrow, so that only positive savings are allowed in
period 1 (credit constraint), nor trade insurance, so that they cannot transfer earnings across
states (insurance constraint). Since there is no market for bonds and insurance, the cash
10An interior solution for q̂ is a necessary condition for a marginal change in cash transfers, d, to affect
the proportion of self-employed, y. However, despite the interior solution exists, the relationship between d
and y is continuous if q is a continuous variable and individuals are risk-averse, u′′ < 0.
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transfer affects the trade-off only in a direct way. That is, the results derive from an individual
maximization problem with no general equilibrium effect.
Since individuals cannot optimally allocate transfers from period 2 to period 1, an increase
in the initial cash transfer, d1, provides the liquidity that some individuals need to pay the
cost of capital, k. This is what is defined as the credit effect (CE):
CE ≡
∂y
∂d1
∝ u′ [a+ d1 − k − s
∗
M (q̂)]− u
′ [a+ d1 − s
∗
L] > 0, (1.1)
where s∗M ≥ 0 and s
∗
L ≥ 0 are the optimal levels of savings.
As demonstrated by Bianchi and Bobba (2013), if individuals cannot buy insurance, the
cash transfer also increases their willingness to bear the risk of self-employment. If the credit
constraint does not bind (s∗M > 0) and the eligibility rule is not applied (ζ = 0), then the
future transfer, d2, provides an insurance against business failure, making the entrepreneurial
venture less risky. Accordingly, one of the effects of future transfers is defined as the insurance
effect (IE):
IE ≡
∂y
∂d2
∣∣∣∣
ζ=0
∝ λu′ [q̂ + d2 + s
∗
M (q̂)] + (1− λ)u
′ [δ + d2 + s
∗
M (q̂)]− u
′ [w + d2 + s
∗
L] (1.2)
≥ CE if s∗M (q̂) > 0.
The insurance effect can be negative only if the credit constraint binds (s∗M = 0). In this
case, however, the credit effect is large enough to make the net effect, CE + IE, positive.
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If the eligibility rule is applied (ζ = 1), then an increase in future transfers, d2, will have
an ambiguous effect. On one hand, it still provides insurance against business failure (IE).
On the other hand, it increases the return of being wage employed, L, because choosing
self-employment reduces the chances of receiving d2. This negative response is defined as
the eligibility effect (EE):
EE ≡
∂y
∂d2
∣∣∣∣
ζ=1
−
∂y
∂d2
∣∣∣∣
ζ=0
∝ −λu′ [q̂ + d2 + s
∗
M (q̂)] < 0 (1.3)
Depending on how high is the probability of business success, λ, the eligibility effect can
prevail over the insurance and credit effects — i.e., CE+ IE+EE < 0. Thus individuals at
the margin of indifference might prefer keeping receiving a transfer than starting a business
that does not pay much more.
Proposition 1.1 (Effect of Cash Transfer with Credit and Insurance Constraints)
Assume that individuals can neither borrow nor trade insurance. Under no eligibility rule,
cash transfers have a positive net effect on the entrepreneurship rate. However, if future
transfers are subject to an eligibility rule, then the net effect is ambiguous and decreasing in
the probability of business success, λ.
1.2.2.2 Aggregate Liquidity Shock with Risk-Sharing
Consider a risk-sharing network in which transaction costs are irrelevant, so that its members
can efficiently trade bonds and insurance in the first period. The repayment of bonds is
assumed to be contingent on business success in period 2.11 If the investment made by
entrepreneurs is not successful, then they receive the insurance that they bought rather than
11Contingent bonds can also be interpreted as an insurance that entrepreneurs sell to non-entrepreneurs.
Evidence of contingent loan repayment is presented by Udry (1994) and Fafchamps and Gubert (2007).
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paying their loans. Another way of setting this model is assuming that credit and insurance
are provided through gift exchanges without commitment (Kocherlakota, 1996; Foster and
Rosenzweig, 2001). If the business is successful and the entrepreneur becomes richer, then
a more valued gift is expected in return. Otherwise, non-entrepreneurs are expected to help
entrepreneurs with their loss. The ratio between what is given in period 1 and what is
received in period 2 defines the implicit prices of bonds and insurance.
Given the equilibrium prices in this network, all individuals are now able to optimally
transfer utility across periods and states — i.e., they are neither credit constrained nor
insurance constrained. Therefore, the direct effect of cash transfers on the occupational
choice depends only on the eligibility rule. If eligibility rule is not applied, the liquidity
shock just changes the individual demand for credit and insurance, but it does not affect
their occupational choice, CE = IE = 0. Otherwise, an increase in future transfers, d2,
reduces the relative gain of being self-employed with respect to wage employment (EE).
On the other hand, the cash transfered in both periods will also lower the cost of risk-
sharing by changing the equilibrium prices of bonds and insurance. With more cash in
hands, non-entrepreneurs will be more willing to share the risk with entrepreneurs, whereas
entrepreneurs will reduce their need for inter-household transfers. As a result, the decreasing
cost of risk-sharing gives the opportunity for slightly less-skilled individuals to invest in a
more profitable occupation. Therefore, in an efficient risk-sharing arrangement, an aggregate
liquidity shock will be used to cover the cost of capital, k, and the possible losses, w − δ, of
a larger fraction of entrepreneurs.
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Let y∗ be the Pareto efficient entrepreneurship rate among individuals in the same net-
work. The general equilibrium effect (GE) of cash transfers is given by the overall effect on
y∗ minus the direct response, which only comprises the eligibility effect, EE:
GE ≡
dy∗
dd1
+
dy∗
dd2
− EE > 0. (1.4)
Proposition 1.2 (Effect of Cash Transfer in a Risk-Sharing Network) Assume that
individuals belong to a risk-sharing network. The direct effect of cash transfers on the deci-
sion of being an entrepreneur is negative due to the eligibility rule. However, the aggregate
shock of cash transfers has also a positive indirect effect by lowering the cost of risk-sharing.
1.2.2.3 Direct and Indirect Effects and the Size of Risk-Sharing Networks
Finally, consider a population in which some individuals participate in risk-sharing networks
and others do not. In particular, let N be the number of risk-sharing networks in this
population and αj be their size with j = 1, . . . , N . Note that
(
1−
∑N
j=1 αj
)
is the fraction
of individuals who do not belong to a network, which are labeled as group 0. Also, for any
j = 1, . . . , N , q̂j ≤ q̂0 — i.e., despite the network size, individuals connected to one has at
least as much chance to be an entrepreneur as those who are not. The reason is they can
always lean on their own savings if the price of insurance in their network is too high.
If individuals are randomly distributed among these networks, then the relationship be-
tween entrepreneurship rate and cash transfers is the following:12
∆y ≈ (β1 + β2)∆d, (1.5)
12The assumption of exogenous networks is not necessary. Even if individuals are assorted based on q, for
any j = 1, . . . , N , q̂j ≤ q̂0 still holds.
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where
β1 ≡
(
1−
N∑
j=1
αj
)
[CE (q̂0) + IE (q̂0) + EE (q̂0)] +
N∑
j=1
αjEE (q̂j)
is the direct effect and
β2 ≡
N∑
j=1
αjGE (q̂j)
is the indirect effect.
By definition, the direct effect of cash transfers on entrepreneurial decision, β1, is a
function of the credit, insurance, and eligibility effects. Despite how many individuals receive
the transfer, those are the components responsive to the individual liquidity shock. The
credit (CE) and insurance (IE) effects tend to be positive and increasing in the proportion
of individuals facing financial constraints,
(
1−
∑N
j=1 αj
)
. The eligibility effect (EE) is
negative but decreasing in entrepreneurial skills. That is, the lower the cut-off skill to
be an entrepreneur, q̂, the higher the reduction on entrepreneurship. Since q̂0 ≤ q̂j and
then EE (q̂0) ≥ EE (q̂j) for any j = 1, . . . , N , the eligibility effect is also increasing in the
proportion of individuals with financial constraints.
The indirect effect, β2, is a function of the general equilibrium component (GE), which is
responsive to the aggregate liquidity shock in each network. Thus the larger the proportion
of individuals involved in risk-sharing networks,
(∑N
j=1 αj
)
, the larger the indirect effect. In
other words, the size of the indirect effect may reveal the importance of informal financial
arrangements, to the detriment of financial constraints, in explaining small entrepreneurial
activity. Nonetheless, it is worth to remind that the existence of these arrangements is just
one of many reasons for cash transfers to have an indirect effect on entrepreneurship.
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1.3 Program and Data Description
In this section, I outline the main characteristics of the Bolsa Famı´lia program, as well as
the panel sample used in my analysis. Most important, I describe how the growth of this
program is closely related to the previous level of poverty, making it less likely to be driven
by economic opportunities and pork barrel politics at the local level. Furthermore, I explain
how the National Household Survey (PNAD) may be used in a panel setting even though it
is a rotating cross-sectional survey.
1.3.1 The Bolsa Famı´lia Program
In Brazil, the first CCT programs managed by the Federal Government were created in
2001. The first, called Bolsa Escola, was conditional on poor children between 6 and 15
years being enrolled and regularly attending primary school. Another program, called Bolsa
Alimentac¸a˜o, was intended to improve health care and nutrition of children up to 6 years
and pregnant women. In 2003, the government created the Bolsa Famı´lia program, merging
all these previous programs in one with the standardization of eligibility criteria, benefit
values, information systems, and executing agency. The program also brought in a gradual
expansion of CCTs in Brazil, from 5.1 million families in December 2002 to 11.1 million
families in October 2006. The target number of 11 million was calculated based on the
estimated number of poor families according to the 2001 National Household Survey (PNAD,
Pesquisa Nacional por Amostra de Domic´ılios).
In 2006, extremely poor families, whose per capita monthly income was below US$38,
with no child and poor families, whose per capita monthly income was below US$76, with
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children up to 15 years old or pregnant women were eligible for the program. The monthly
benefit was composed of two parts: a) US$38 for extremely poor families regardless of
the number of children, and b) US$11 per children, up to three, for poor families. Thus
an extremely poor family should receive a benefit between US$38 and US$72, whereas a
moderately poor family should receive between US$11 and US$34.13 Like Bolsa Escola and
Bolsa Alimentac¸a˜o, these benefit require a household commitment in terms of child education
and health care. However, if the family is registered as extremely poor with no child, the
US$38 transfered is actually considered unconditional.
Families that receive the benefit can be dropped from the program not only in case of
not complying with the conditionalities, but also when their per capita income becomes
greater than the eligibility cut-off point. During the period covered by this study, whenever
it was found that the household per capita income had been above the eligibility threshold,
the family would be excluded from the payroll. Moreover, families are required to update
their records in the single registry of social policies (Cadastro U´nico) at least once every
two years. As for monitoring of the income information, the Federal Government regularly
matches beneficiaries’ records with other governmental databases, such as the database on
formal sector workers from the Ministry of Labor and Employment and the database of
pensions and other social assistance programs.
For instance, the government found that 622,476 participant households had earnings
above the eligibility cutoff from October 2008 and February 2009. From this total, 451,021
13In 2004, the extreme poverty line for the program was US$33, the poverty line was US$66, and the value
of the benefit per child was US$10.
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households had their benefit canceled. From cross-checking its databases, the government
had canceled the benefit of more than one million households from 2004 to 2008, which
represents about 40% of the total number of withdraws.
1.3.2 Program’s Targeting
In order to identify poor families around the country, local governments (municipalities) are
free to decide about the priority areas and how the registering process takes place. However,
they do receive some guidelines, under the form of quotas on the number of benefits. This
cap of benefits is intended to prevent local governments from spending the federal transfers
irresponsibly and using them for electoral purposes. As a result, each municipality has
a maximum number of benefits that can be distributed, which is given by the estimated
number of poor households.
Although the program size cannot growth for electoral purposes, de Janvry, Finan, and
Sadoulet (2012) show that its local performance has raised the chances of mayors being re-
elected. Namely, politicians cannot take advantage by distributing more benefits, but they
can be rewarded by the way the total number of benefits is distributed.
The municipal quotas were initially defined by a poverty map, made by the National
Statistics Office (Instituto Brasileiro de Geografia and Estat´ıstica, IBGE). This map was
made using both the 2001 Household Survey and the 2000 Demographic Census and was
used for the quotas until 2006, when it started being annually updated. In other words,
given the target of 11 million families in the whole country, the 2001 poverty map guided
how the program should have gradually grown across municipalities from 2003 to 2006.
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Although the local government has the responsibility of registering poor families in the
Single Registry (Cadastro U´nico), this registration does not mean automatic selection into
the program. Registered families still have to prove they receive per capita income under
the eligibility cut-off point and the total number of benefits cannot surpass the local quota.
Under this cap, the order of eligible households is managed by the National Government and
is based on per capita income and number of children.
Figure 1.1 confirms that the number of benefits per municipality had strongly depended
on the previous number of poor households, estimated using data from 2000 and 2001.
In the top panel, we observe the relationship between the proportion of poor households
(poverty headcount) in 2000, calculated using the Demographic Census, and the proportion
of households covered by the program (program coverage) in 2004 and 2006, according to the
official records. The initial poverty headcount explains 77% of municipal coverage in 2004,
when the program was still expanding and had not reached the cap in most municipalities.
In 2006, when the program reached its target, the relationship became even stronger and
closer to the 45-degree line.
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Figure 1.1: Relationship between Program Coverage and Poverty Headcount
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Program coverage is measured by the proportion of households participating in the program. Poverty
headcount is measured by the proportion of households with per capita income below the poverty line (1/2
of the 2001 minimum wage). Each point in these graphs represents a municipality. Regressions are weighted
by the number of households per municipality.
The bottom of Figure 1.1 shows the relationship between poverty headcount in 2001 and
program coverage in 2004 and 2006, calculated with the sample used in this essay (see data
description below). Even though both variables are subject to a larger statistical error, the
pattern is similar to that observed in the top panel. Despite this pattern, one may argue
that any cash transfer program is naturally more concentrated where poverty is higher.
However, the last graph on the bottom right shows that the program size in 2006 is not
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as strongly correlated to poverty in 2004 as it is to poverty in 2001. Moreover, a Shapley
decomposition confirms that controlling for the current level of poverty, the 2001 poverty
headcount accounts for at least 50% of the R2 in 2004 and 2006.14 Therefore, it is reasonable
to assume that the growth of Bolsa Famı´lia program in this period strongly depended on
the previously estimated poverty headcount for each municipality.
A particular characteristic of Bolsa Famı´lia is its concentration in urban areas. Urban
poverty in Brazil has for a long time been considered as critical as rural poverty in the design
of social policies (Rocha, 2003). Although the poverty rate is higher in rural areas (see Table
1.1), most of the poor live in urban settlements. As a result, about 70% of transfers go to
urban households. Since the labor market and job opportunities differ between urban and
rural areas, impacts of Bolsa Famı´lia on labor supply and occupational choice are expected
to be distinct from those found for other programs concentrated in rural villages.15
Table 1.1: Poverty Headcount and Program Coverage
2001 2004 2006
Total Urban Rural Total Urban Rural Total Urban Rural
Poverty headcount 0.301 0.250 0.579 0.285 0.241 0.534 0.225 0.183 0.466
Program coverage 0.064 0.044 0.174 0.178 0.146 0.360 0.227 0.188 0.450
Share of benefits 0.599 0.401 0.686 0.314 0.708 0.292
Number of obs. 368,605 316,793 51,812 378,658 326,322 52,336 389,807 336,502 53,305
Estimates are obtained using the National Household Survey (PNAD). ‘Poverty headcount’ is measured by
the proportion of people with household per capita income below the poverty line (1/2 of the 2001 minimum
wage). ‘Program coverage’ is measured by the proportion of people participating in the program. ‘Share of
benefits’ is the ratio between the total amount of transfers going to either urban or rural areas and the total
amount of transfers distributed by conditional cash transfer programs in the country.
14See Israeli (2007) and Huettner and Sunder (2012) for details on the Shapley decomposition method.
15Most of the experimental evidence finds little or no short-run effect of CCTs on job creation and labor
supply. See Alzua, Cruces, and Ripani (2010) for a comparative evaluation of PRAF II in Honduras,
Oportunidades in Mexico, and RPS in Nicaragua; Parker and Skoufias (2000), Skoufias and Maro (2008),
and Parker, Rubalcava, and Teruel (2008) for evaluations of Oportunidades ; IFS, Econometria, and SEI
(2006) for an evaluation of Familias en Accio´n in Colombia; and Galasso (2006) for an evaluation of Chile
Solidario.
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1.3.3 Data
1.3.3.1 Panel Sample and Variables
All the data come from the National Household Survey (Pesquisa Nacional por Amostra de
Domic´ılios, PNAD). This survey, which collects a broad set of information on demographic
and socio-economic characteristics of households, included a special questionnaire on cash
transfer programs in 2004 and 2006. This questionnaire asked whether any member of the
household was beneficiary of each cash transfer program that was in place at the time of
the survey. Henceforth, I consider as Bolsa Famı´lia all previous programs that had a similar
goal and design (e.g., Bolsa Alimentac¸a˜o, Carta˜o Alimentac¸a˜o, Bolsa Escola, and PETI).
In addition to these two survey years, I use the 2001 PNAD as a baseline. In 2001, the
Bolsa Famı´lia program had not taken place yet and the other cash transfer programs did not
have a significant size. However, I have to control for the small coverage of other programs
that might contaminate the baseline outcomes. Accordingly, I identify those households
receiving cash transfer from other social programs using the typical-value method developed
by Foguel and Barros (2010). This method basically matches parts of household income,
under the entry of ‘other incomes,’ with typical values transfered by each program.
The PNAD is a cross-sectional survey, so it does not interview the same households
every year. Thus I cannot construct a panel of households or even individuals. However,
for each decade — i.e., the period between two Demographic Censuses —, the replacement
of households on its sample occurs within the same census tracts.16 Namely, once a census
16A census tract is a neighborhood that has between 250 and 350 households in urban areas, 150 and 250
households in suburban areas, 51 and 350 households in informal settlement areas, 51 and 250 households
in rural areas, and at least 20 households in indigenous areas (IBGE, 2003).
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tract was selected for the sample in 2001, it kept being surveyed until 2009. Although they
are not geo-referenced because the key variable is encrypted, we are able to identify the
same census tracts and municipalities through the years. This sampling scheme permits the
estimation of a fixed-effect model, described later in this chapter.
Given the common characteristics of entrepreneurs, the sample is restricted to men who
are between 25 and 45 years old and reside in urban areas. Indeed, empirical studies show
that men are more likely than women to pursue entrepreneurial activity (Blanchflower, 2000;
Karlan and Zinman, 2010). They also show that the probability of being an entrepreneur is
increasing in age, but the probability of starting a new business is decreasing after 30 years
old (Ardagna and Lusardi, 2010). Moreover, the desire for being self-employed is decreasing
in age (Blanchflower, Oswald, and Stutzer, 2001).
I also exclude public servants, people with higher education, and employers with more
than five employees from the sample. Even though 6% of public servants were participating
in the program in 2006, they are less likely to change occupation due to their job stability.
The last two groups were excluded because only 1% of them were receiving the benefit in
2006, so they are not considered eligible for the transfer. In addition, business with more than
five employees could already be well-established, so they are less sensitive at the extensive
margin.17 Because of the exclusion of observation from the original sample, the survey
weights are calibrated so that the three years have the same importance in the analysis.
Table 1.2 presents the average number of observations per municipality in the final sample.
About 130 households and 50 prime-age men are interviewed by municipality on average
17The exclusion of these employers reduces the sample by 1%, with no implication for the results.
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every year. For some small municipalities, the number of observations may not be large
enough to yield accurate estimates. However, the smaller the town, the more homogeneous
is the population. Under such a circumstance, the program coverage at municipal level, which
is the main intervention investigated in this paper, is given by the proportion of prime-age
men living in a household that receives the conditional benefit.
Table 1.2: Number of Observations per Municipality
Std. Number of
Mean Dev. Min. Max. municipalities
2001
Number of households 128.1 290.4 19 3,505 796
Number of sample-eligible men 52.4 128.1 5 1,571 796
2004
Number of households 136.8 305.1 23 3,575 796
Number of sample-eligible men 54.3 131.8 5 1,751 796
2006
Number of households 143.8 322.7 28 3,884 796
Number of sample-eligible men 56.4 136.1 5 1,753 796
‘Sample-eligible men’ comprise men aged between 25 and 45 years old, with no college degree, and living in
urban areas. This sample also excludes public servants and employers with more than five employees.
According to Blanchflower (2000) and Blanchflower, Oswald, and Stutzer (2001), self-
employment is the primary form of entrepreneurship. For this reason, I classify as en-
trepreneurs those who either have this type of occupation or are small business owners.
However, to distinguish entrepreneurial activity and informality, the definition also requires
that they either perform a high-skilled job or contribute to social security. Namely, en-
trepreneurs are subject to taxes and less vulnerable than informal workers in general. On
the other hand, the government cannot track earnings of workers in the informal sector,
whereas entrepreneurs have their earnings partially revealed on the government records.
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For the sample of prime-age men, I construct the following variables based on their main
occupation: (1) entrepreneur, equal to one if self-employed in professional or technical occu-
pation (e.g., electrical technician, computer programmers, and visual artists), self-employed
in any other occupation and also contributing to social security, employer with more than
two employees, or small employer contributing to social security, and zero otherwise; (2)
formal employee, equal to one if employed with documentation or contributing to social
security; (3) informal employee, equal to one if employed without documentation and not
contributing to social security; (4) informal self-employed, equal to one if self-employed in
low-skilled occupation (not requiring job-specific training) and not contributing to social
security; (5) jobless, equal to one if not having a remunerated occupation, including unem-
ployed and inactive adults. The set of entrepreneurs were also subdivided into service, sales,
and manufacturing, based on the type of business.
1.3.3.2 Descriptive Statistics
Table 1.3 shows the descriptive statistics of outcomes and control variables. From 2001 to
2006, the entrepreneurship rate increased 0.3 percentage points (p.p.). Namely, the per-
centage of prime-age men who were formally self-employed or small business owner went
from 6.9% to 7.2%. Moreover, the type of business changed mostly in 2004, with more
entrepreneurs in sales and less in services.
Despite the overall level has slightly changed, several factors might have affected the deci-
sion of low-educated workers to be an entrepreneur. For instance, with better opportunities
in the formal sector, some entrepreneurs might have switched to the position of documented
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employee, while informally employed workers might have perceived opportunities to open
their own businesses. Indeed, the participation in the formal sector increased about 5 p.p.
in this period, whereas the proportion of informal workers (employed or self-employed) de-
creased 4 p.p. The remaining difference of 1 p.p. comes from the group of jobless, which
decreased from 14% to 13%.
With the creation of Bolsa Famı´lia in 2003, the percentage of individuals receiving cash
transfers (program coverage) went from 4.7% in 2001 to 19.4% in 2006. A simple difference-
in-difference analysis suggests that the rising entrepreneurship rate is associated with the
increasing coverage. Since the program is target to the poor, Figure 1.2 shows that the
relationship between program size and entrepreneurship is indeed negative. However, it also
shows that the larger the program coverage, the higher the entrepreneurship growth between
2001 and 2006.
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Figure 1.2: Relationship between Entrepreneurship and Program Coverage
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Entrepreneurship rate is measured by the proportion of small entrepreneurs per municipality. ‘2006 - 01
difference’ is the difference between entrepreneurship rates in 2006 and 2001 per municipality. Program
coverage is measured by the proportion of individuals participating in the program in 2006. Municipalities
where the program coverage was greater than 5 p.p. in 2001 are not included.
Besides the increase of the formal sector and gradual expansion of Bolsa Famı´lia, other
socio-economic improvements are observed in Table 1.3. As regards education, the proportion
of adult men with a high school diploma increased 10 p.p. in five years. The same increase is
seen in high school enrollment rate. In terms of health care, child mortality decreased from
12.7 deaths per 1,000 children up to 5 years old to 9.8 deaths. Finally, the proportion of
houses linked to the sewer system increased 3 p.p. Given all the socio-economic improvements
that happened in Brazil, it is critical to control for these variables to account for demographic
changes and other social policies.
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An important mechanism in which the program may affect entrepreneurship is through
private transfers. This type of income is calculated as the sum of donations and other
incomes, excluding retirement benefits, other pensions, rental earnings, and social benefits.
The percentage of households receiving private transfers should increase along with liquidity
in poor communities if they adopt informal risk-sharing strategies. In Table 1.3, we observe
that this rate went from 4.3% in 2001 to 7.7% in 2006.
1.4 Empirical Strategy
The empirical strategy consists of a difference-in-difference model estimated using a three-
period dataset. As discussed above, the program coverage has been strongly driven by
observables. According to Proposition 1.3, presented below, this condition is sufficient for
the identification of the overall effect of the program using a model with municipality-level
fixed effects.
Furthermore, the identification assumption is weak enough to ignore the fact that some
households are more likely to go after the benefit than others. The reason is that self-selection
at the local level is not a concern when the comparison of treated and control observations
occurs between municipalities, and not within municipalities. I call this assumption ‘Partial
Aggregate Independence’ (PAI) because the aggregate growth of benefits is assumed to be
exogenous even if the individual assignment is endogenous.18
In order to verify the reliability of the PAI assumption, I also present an Instrumental
Variable (IV) strategy. The strategy uses the measure of local poverty in 2001, controlling for
18This assumption is the same adopted by Hsieh and Urquiola (2006) to identify the effect of choosing
private schools over public schools on students’ achievement.
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the current level of poverty and fixed effects, to predict variations in the program intervention.
This instrument eliminates the part of variance in the program assignment that could be
related to unobservable changes in the labor market. Moreover, the exclusion restriction is
very likely to hold as long as the relationship between poverty and entrepreneurship does
not change over time, which is a testable condition.
This section also presents a definition for direct and indirect effects of cash transfer
programs. The direct effect is understood as the individual response of households to the
program benefit, while the indirect effect results from the interaction of individual responses.
In contrast to Angelucci and De Giorgi’s (2009) definition, the indirect effect is seen not only
as the impact that the program has on ineligible individuals, but also as the impact that it
has on the whole community, including individuals receiving the benefit.
Finally, I introduce a formal test to verify whether the indirect effect is different for indi-
viduals who receive and do not receive the benefit (Proposition 1.4). Once the homogeneity
in the indirect effect is confirmed, the estimated overall effect can be decomposed into the
direct and indirect parts, adjusting for the self-selection bias. All proofs are provided in the
appendix.
1.4.1 Fixed-Effect Model
Let yivt be the decision of individual i living in municipality (city or village) v at time t
of being an entrepreneur. Based on equation (1.5), this decision is determined by a linear
structural model:
yivt = β0 + β1divt + β2dvt + µv + µt + uivt, (1.6)
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where µv is the municipality fixed effect, µt is the period-specific effect, uivt is the zero-mean
random term, divt is the individual treatment indicator, and dvt is the treatment coverage in
municipality v. Namely, dvt is the mean of divt conditional on living in v at time t.
Definition 1.1 (Direct, Indirect, and Overall Effects) Following equation (1.6):
• Coefficient β1 is the direct effect on participants;
• Coefficient β2 is the indirect effect on participants;
• The sum of these coefficients, τ = (β1 + β2), is the overall effect on participants.
There are two ways of interpreting these coefficients: as an individual intervention and
as a local intervention. Individually, if someone receives the benefit, then the probability
of being an entrepreneur increases β1 percentages points (p.p.) due to the direct effect and
β2 p.p. due to the indirect effect. Locally, if the program size increases 1 p.p., then the
entrepreneurship rate will increase (β1 ·0.01) p.p. due to the direct effect on participants and
(β2 · 0.01) p.p. due to the indirect effect on every individual.
Most of evaluation studies that compare treated households in covered villages and un-
treated households in uncovered villages (e.g., evaluations of PROGRESA/Opportunidades
in Mexico) actually estimate the overall effect of the intervention, τ .19 On the other hand,
studies that compare individuals in the same cities or villages (e.g., Gasparini, Haimovich,
and Olivieri, 2009; Blattman, Fiala, and Martinez, 2013) are only estimating the direct ef-
fect, β1. Finally, it is important to stress that eligible individuals are as subject to indirect
19For instance, Bianchi and Bobba (2013) attribute the effect of future transfers made by PROGRESA
in Mexico to the individual willingness of participants to bear risk. However, the difference between future
transfers in ‘treated’ villages and no transfer in ‘control’ villages could also be driven by changes in the
aggregate demand or in the amount of cash locally available.
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effects as ineligible individuals in this model — i.e., the indirect effect is not only on those
who do not participate in the program.
As explained above, the coverage of Bolsa Famı´lia at the municipality level has strongly
depended on the previously estimated poverty headcount. Therefore, it is reasonable to
assume that the program coverage, dvt, is independent of the error term, uivt, once con-
trolling for municipality fixed effects. Accordingly, the consistency of difference-in-difference
estimates depends on the following identification assumption.
Assumption 1.1 (Partial Aggregate Independence, PAI) In equation (1.6),
E
[
uivtdvt
∣∣ divt] = 0.
Given the choice made by individual i of participating in the program, divt, the proportion
of individuals who are allowed to make this choice is orthogonal to the individual decision
of being an entrepreneur. This assumption does not imply that divt is exogenous. If the
distribution of benefits within municipalities is systematically correlated to unobservables,
E [Cov (uivt, divt|v, t)] 6= 0, then E [uivtdivt] 6= 0. Although the program size is defined by the
municipality quotas, the assignment of benefits at the local level can still be self-selective.
That is, given a restricted number of transfers, some households are more likely to go after
the benefit than others. In this case, the estimator for both coefficients, β1 and β2, will be
asymptotically biased according to the following lemma.
Lemma 1.1 (Selection Bias) If the PAI assumption holds, then the least squares estima-
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tor for β1 and β2 have the following asymptotic property:
β̂1
p
→ β1 +
E [uivtdivt]
V ar (divt)− V ar
(
dvt
) ,
β̂2
p
→ β2 −
E [uivtdivt]
V ar (divt)− V ar
(
dvt
) .
Note that the asymptotic biases cancel each other, so the estimator for τ = (β1 + β2) will
be consistent if dvt is exogenous. Therefore, self-selection may be an issue if one compares
individuals in the same city or village, but it is not if one compares cities and villages as a
whole. Finally, the following proposition states the consistency of the identification strategy.
Proposition 1.3 (Consistent Estimator for the Overall Effect) Consider the follow-
ing equation:
yivt = β0 + τdvt + µv + µt + uivt (1.7)
If equation (1.6) is the true model, then the least squares (LS) estimator for τ in equation
(1.7) is the sum of the LS estimators for β1 and β2 in equation (1.6):
τ̂ = β̂1 + β̂2.
Moreover, if the PAI Assumption holds, then the LS estimator for τ in equation (1.7) is
consistent:
τ̂
p
→ β1 + β2.
Proposition 1.3 implies that the overall effect of the program, τ , can be consistently es-
timated if we just omit divt in equation (1.6). Accordingly, I estimate equation (1.7) using
a three-period data, with the standard errors clustered by municipality. For the sake of ro-
bustness, I also include individual and local control variables in the main model and estimate
another model with census-tract fixed effects. If the self-selection bias is proportional to the
program size, dvt, violating the PAI assumption, then estimates conditional on census-tract
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fixed effects should be different (less biased) than those conditional on municipality fixed
effects.
1.4.2 Instrumental Variable Method
One may argue that the PAI assumption is not reasonable because part of the variance of
municipality coverage might be explained by unobservables related to the labor market. To
consider only changes predicted by the measure of poverty in 2001, rather than changes
caused by idiosyncratic behavior, I also estimate an Instrumental Variable (IV) model. In
this model, the local coverage need not be strictly driven by observables, but it can be just
partially affected by the program’s initial design.
Assumption 1.2 (Instrumental Variable Assumption) Given the current poverty level,
pvt, and unobserved fixed variables, the designed coverage is orthogonal to uivt.
The designed coverage is captured by the interaction between the poverty headcount in
2001, pv0, and period dummies. Then the equation for the program coverage, dvt, is:
dvt = γ0 + γ1 pv0 · I (t = 2004) + γ2 pv0 · I (t = 2006) + γ3 pvt + θv + θt + eivt. (1.8)
The IV assumption implies that the residual relationship between occupational choices and
the measure of poverty in 2001 does not change over time, unless by means of the own
program coverage. Note that the constant relationship between occupational choices and
the initial poverty headcount is controlled by the fixed effect, θv. Moreover, the current level
of poverty, pvt, is also added as a control variable. Section 1.6.4 presents a test to verify
whether that relationship changes over time.
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Since the instrument is defined at the municipality level, the predicted change in the
intervention also happens at the municipality level. Therefore, if the program coverage, dvt,
is replaced by the individual treatment, divt, in equations (1.7) and (1.8), the estimated IV
coefficient will be the same. See Proposition E.1 in the Appendix.
This result reinforces the concept of overall effect defined above. Once the instrument is
defined at the cluster level (e.g., randomization of treated villages), the comparison between
treated and untreated individuals also happens in the cluster level — i.e., across villages
rather than between individuals. On one hand, this IV approach avoids the problem of
partial identification of the overall effect if using individual treatment. On the other hand,
its interpretation cannot ignore the contribution of indirect effects for the estimated impact.
1.4.3 Separating Direct and Indirect Effects
Unfortunately, estimating equation (1.7) does not reveal whether the effect of program size
comes from either a direct effect on individuals receiving the transfer or an indirect effect
that also affects individuals out of the program. Nonetheless, the PAI assumption is also
sufficient for the indirect effect, β2, to be consistently estimated using only the sample of
individuals out of the program (with divt = 0):
yivt|(d=0) = β0,(d=0) + τ(d=0)dvt + µv,(d=0) + µt,(d=0) + uivt|(d=0) (1.9)
Non-participants are subject to an overall effect, τ(d=0), that only comprises the indirect
impact of the program. Therefore, the estimate of the indirect effect on this group can be
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obtained by the LS estimator for τ(d=0):
β˜2,(d=0) = τˆ(d=0).
The next step in the decomposition is to infer whether the indirect effect is similar
for participants and non-participants — i.e., β2,(d=0) = β2,(d=1) = β2. If it is different,
the marginal indirect effect, as well as the marginal overall effect, should change as new
individuals are added to the program. Thus the dose-response function of program coverage
should be nonlinear. This idea is formally stated in the next proposition.
Proposition 1.4 (Test for Heterogeneity of the Indirect Effect) If the indirect effect
of the intervention is different for participants and non-participants, then the overall effect
of the intervention must be nonlinear.
Once we verify that the overall effect is linear, we can also infer that β2,(d=0) = β2,(d=1) =
β2. Using Lemma 1.1, a consistent estimator for the direct effect can be calculated by
subtracting the estimated bias from βˆ1 in equation (1.6):
β˜1 = βˆ1 −
(
τˆ(d=0) − βˆ2
)
.
Accordingly, inference on the direct effect is made using seemingly unrelated regressions
(SUR) of equations (1.6) and (1.9).
1.5 Main Results
1.5.1 Overall Effect
This section presents and discusses the overall effect of Bolsa Famı´lia on the probability of
being an entrepreneur. Table 1.4 shows the estimates obtained using six different models.
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Model (1), which does not include location fixed effects, shows that the relationship between
entrepreneurship and program coverage is negative. Although this model includes control
variables such as individual education level, results tend to be biased due to the program tar-
geting on the poorest municipalities. After including fixed effects, the estimated relationship
becomes positive in all other models.
Models (2) and (3) include fixed effects in different levels, municipality (city, town, or
village) and census tract (neighborhood). As predicted by Proposition 1.3, which states that
the within-municipality program assignment does not affect estimates for the overall effect,
the coefficient does not change if I use lower-level fixed effects. According to these models,
a 10 percentage point (p.p.) increase in local coverage raises the entrepreneurship level in
0.4 percentage points. Considering the baseline level of 7 p.p. and the current coverage of 19
p.p. the program might be responsible for an increase of 10% in the entrepreneurship rate,
keeping everything else constant.
In models (4) and (5), the PAI assumption is relaxed and the local coverage is instru-
mented by the initial poverty rate (times year dummies). The estimated effect is slightly
higher in these models, but not significantly different. Moreover, model (5) also includes
social outcomes that had changed over time, such as child mortality, sewer coverage, share
of house owners, and school enrollment rates. Since the estimated effect does not change, it
does not seem to be driven by other local improvements in well-being.
In model (6), the local coverage variable is replaced by the dummy of individual benefit,
but the instrumental variable is the same as before. As expected, the estimated coefficient
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barely changes because the local-level instrument makes observations be compared between
municipalities and not within municipalities. Namely, local coverage and individual benefit
are interchangeable as a treatment variable, whose coefficients can both be interpreted as
the overall effect of the program on participants.
The estimated overall effect between 4-5 p.p. is found to be larger than PROGRESA’s
in Mexico, estimated to be 0.9 p.p. by Bianchi and Bobba (2013). However, it is half as
large as the Targeted Ultra-Poor program’s in Bangladesh (Bandiera et al., 2013) and the
Youth Opportunities Program’s in Uganda (Blattman, Fiala, and Martinez, 2013). These
two programs, nevertheless, are particularly intended to promote entrepreneurship, with the
transfer being conditional on productive investments.
1.5.1.1 Type of Business Being Affected
In order to analyze the nature of entrepreneurship being affected by the program, en-
trepreneurs are classified by the type of business that they run. Namely, service, sales
(wholesale and retail), and manufacturing. Table 1.5 shows the estimated coefficient of local
coverage for these different types. Almost all the effect on entrepreneurship happens by
increasing services, such as tailoring, shoe repair, automotive repair, and taxi driving. The
remaining effect comes from sales business, while the effect on manufacturing is very close
to zero.
On one hand, the higher effect of services, followed by sales, is expected due to the
lower cost of physical assets in this type of business. Some services do not even require a
store and can be operated from home, while most sales and manufacturing business require
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a larger initial investment in products and physical capital. On the other hand, services
usually demand higher skills than sales. Unfortunately, no information on training programs
is available, but we know that Bolsa Famı´lia does not have such a component. This result
suggests that part of the transfers goes to the hands of already trained entrepreneurs, giving
them the opportunity to formalize their activity. The creation of services, however, may
not generate as many jobs as the creation of manufacturing businesses. The effect of Bolsa
Famı´lia on job creation is discussed in Sections 1.6.2 and 1.6.3.
1.5.2 Direct and Indirect Effects
In order to estimate the indirect effect of the program, I first have to verify whether it is
homogeneous or not. According to Proposition 1.4, if the overall effect is linear, then the
indirect effect of the program is homogeneous for the chosen sample. The first column of
Table 1.6 indicates that the quadratic term for local coverage is very close to zero and not
significant.
Since the assumption of linear overall effect is not rejected, we can estimate the indirect
effect of the program using only the sample of individuals who are not in the program.
Columns (2) and (3) of Table 1.6 show this estimate. The indirect effect seems to be greater
than the overall effect discussed above. That is, the direct effect should be negative. The
last two columns show the estimates for the model including both levels of intervention —
i.e., local and individual. These estimates are bias-adjusted using the previously estimated
indirect effect. Nonetheless, the estimated selection bias is very close to zero.20
20The selection bias is measured with respect to entrepreneurship. Other intended outcomes, such as
school enrollment and health care, may have different levels of bias.
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The results indicate that, on one hand, cash transfers reduce the probability of partici-
pants starting their own business in 3-4 p.p. On the other hand, the amount of cash trans-
fered to poor towns seems to stimulate the creation of new businesses. A 10 p.p. increase
in the program size seems to raise the entrepreneurship rate of poor individuals between
0.7 and 0.8 p.p. Because of this positive indirect effect, the net impact of cash transfers on
entrepreneurship is also positive.
This difference between direct and indirect responses is exactly the one predicted by
Proposition 1.2. It indicates that small entrepreneurs are not as responsive to financial con-
straints as to other general equilibrium mechanisms. However, there are several possible ex-
planations for the negative direct effect and the positive indirect effect on entrepreneurship.21
In the next section, I show that the indirect response seems to be related to the promotion
of informal financing mechanism among poor households. Furthermore, the hypothesis of
increasing investment opportunity by shifting the aggregate demand is not supported by the
following tests.
1.6 Potential Mechanisms
1.6.1 Transfers Between Households
The first explanation for the positive indirect effect on entrepreneurship is the increasing
number of households transferring money to each other. Like in Angelucci and De Giorgi’s
(2009), the indirect effect of the cash transfer program might be driven by the existence
of risk-sharing strategies within communities. If poor households follow these strategies,
21The negative direct effect does not seem to be driven by conditionalities on education because participants
with no child also reduce entrepreneurial activity. See Appendix Table A.1.
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the increasing liquidity can promote an informal financial market for those who do not have
access to formal credit and insurance. Unfortunately, I have no information on money lenders
for those who opened a business and on the specific amount of transfers received from other
households.
Using another household survey, which reports more detailed information on income and
expenditures, I calculated the probability of participating households to lend or transfer
money to another house unit. Figure 1.3 shows that program participants are indeed more
likely to transfer money to another household in each section of income distribution. On
average, participating households have about 40% more chances of being a money lender
than non-participating households with the same level of income. This observed difference
cannot be strictly interpreted as a causal effect, but it confirms the presumption that the
cash transfer flows in the community through private transfers. Moreover, assuming that
program participants declare to be poorer than they look in household surveys, the observed
difference represents a lower-bound estimate for the causal effect.
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Figure 1.3: Probability of Transferring or Lending Money to Another Household
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Estimates made using the Brazilian Consumer Expenditure Survey (POF) 2008-2009. The bars represent
the proportion of households that have transfered or lent money to another household in the last 90 days.
The dashed line represents the proportion of households receiving a conditional cash transfer. Income deciles
are calculated using household per capita income.
Back to the original dataset, PNAD interviewers are oriented to ask households about
all their sources of income, including transfers received from other households. The total
value of these transfers goes under the entries of ‘donations’ and ‘other incomes’ and can be
separated from major sources, such as labor earnings, retirement benefits, other pensions,
rental earnings, and social programs.22
Table 1.7 presents the estimated effect of program coverage on the probability of non-
participants receiving ‘other transfers.’ According to the results in columns (1) and (2), a
10 p.p. increase in local coverage raises this probability in 1.3-1.9 p.p. This result suggests
22Social transfers are identified using the typical-value method developed by Foguel and Barros (2010).
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that the higher the proportion of beneficiaries in the community, the higher the probability
of being financially helped by another household.
While individuals with better job opportunities may use these transfers as a safety net,
individuals with less job opportunities may use them to start their own business. Since I
do not know if current entrepreneurs had received other transfers before, I cannot conclude
that these transfers are actually invested. The only conclusion that can be drawn is that the
effect on receiving other transfers is the highest among those who most need them. Namely,
the effect is significantly higher for the jobless, followed by informal workers. It is worth to
clarify that I am not interested in the relationship between receiving other transfers and type
of occupation, which cannot be identified as causal. The regressions presented in column (3)
of Table 1.7 just intend to show the heterogeneity of the indirect effect by type of occupation.
In order to verify whether the indirect effects on entrepreneurship and private transfers
are related, I include the interaction between coverage and the predicted effect on private
transfers in the regression (columns (4) and (5) of Table 1.7). This predicted effect is
calculated by interacting coverage and several municipality characteristics in the estimation
of private transfers. These “first-step” interactions already reveal, for instance, that the
indirect effects of cash transfers on both private transfers and entrepreneurship are higher in
lower density areas, with higher school enrollment rate and higher labor informality. Using
the predicted effect on private transfers, I find that the larger this effect, the higher the
indirect effect of Bolsa Famı´lia on entrepreneurship. Although this is just a back-of-the-
envelope calculation, it indicates that entrepreneurial activity has increased through the
promotion of informal risk-sharing mechanisms.
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1.6.2 Aggregate Demand and Investment Opportunity
If the indirect effect on entrepreneurship came from a shock in the aggregate demand, we
should observe other changes in the labor market. For instance, increasing investment op-
portunities should also affect the decision of high-educated men to become entrepreneurs.
Moreover, with higher purchasing power, either more jobs should be created or higher salaries
should be provided. Accordingly, I also estimate the indirect effect of cash transfers on these
outcomes.
The first two columns of Table 1.8 confirm that the program size has no significant effect
on the probability of high-educated men becoming entrepreneurs. Thus we cannot say the
program has encouraged the creation of local businesses in general. That is, the effect on
entrepreneurship is concentrated among low-educated workers, who are probably connected
to a network of eligible households.
Furthermore, the estimates in columns (3) and (4) do not corroborate the hypothesis
of job creation. Even though more low-educated men have taken the decision of being
entrepreneurs, the program has had no effect on their overall employment rate. This result
suggests that the program does not affect the demand side of the labor market. It may have
just affected the occupational choice on the supply side. The direct and indirect effects of
Bolsa Famı´lia on other occupational choices are discussed below.
Although the employment rate has not been significantly affected by Bolsa Famı´lia, it is
possible that the effect on the demand side has been just on wages. It is worth to notice
that the estimated effect on wages can be misleading if the program has some influence on
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local prices. Unfortunately, I do not have information on prices at the municipality level.
However, I can use wages of low-educated public employees as a proxy for labor costs. Then
the real effect on aggregate demand is assessed by the difference between private documented
employees and public servants in terms of changes on wages. Indeed, the estimated coefficient
for the interaction between program coverage and private employee, in the last two columns
of Table 1.8, is very close to zero.23
1.6.3 Other Occupational Choices
To understand where the responsive entrepreneurs comes from, I also investigate the effect
of the program on other occupational choices. Besides entrepreneur, the alternatives are
jobless, formal employee, informal employee, and informal self-employed. Table 1.9 presents
the direct and indirect effects of the program on the probability of being in each one of these
categories, vis-a`-vis being in any other category.
The estimated indirect coefficients indicate that the program has no significant effect
on the proportion of jobless in intervened areas. The program does not have a significant
indirect effect on the proportion of formal employees either. Once again, the hypothesis
that the money injected in local economies shifts the demand for workers is not supported
by these results. In other words, the increasing participation of documented employees in
the Brazilian labor market in the 2000’s cannot be attributed as much to the Bolsa Famı´lia
program as to other demographic and economic changes.24
23A regression of wages on program coverage, excluding public servants, would show that the effect is
significantly positive. However, this effect is not only on private employees. The general effect on wages
indicates that the impact does not come from the specific demand for labor, but from general labor costs.
24Articles in ‘The Economist’ magazine, published on Feb. 12 2009, and in ‘The New York Times’,
published on July 31 2008, mentioned that Bolsa Famı´lia was an example of CCT program that has helped
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The strongest indirect effect is on the proportion of informal employees. Assuming that
the labor market is partially segregated, the program may have given the financial oppor-
tunity to informal workers to open their own business. As already explained, the cash
transfered by Bolsa Famı´lia has probably flowed into the hands of these workers by means
of private transfers among poor households.
As regards the direct impact on program participants, the negative effect on entrepreneur-
ship looks symmetric to the positive effect on the jobless rate. That is, this negative effect
seems to be strictly related to the income effect that unearned income has on labor sup-
ply. On the other hand, the reduction in labor supply only happens among formal workers
(entrepreneurs and documented employees).25 Thus program participants might not reduce
labor supply because leisure is a normal good, as the classical model predicts. A more plau-
sible reason is that they do not want to lose the benefit for uncertain earnings. Unlike formal
workers, informal workers do not have their income tracked by the government, so they do
not need to stop working in order to stay officially eligible for the transfer.26
According to the official records of the Ministry of Social Development and Fight Against
Hunger (MDS), almost 40% of cases of benefit cancellation is due to income improvement.
Also, the main reported reason for this type of cancellation is the identification of formal
workers’ earnings in the Ministry of Labor and Employment’s dataset, so-called RAIS.
to expand formal employment in Brazil. Nonetheless, there is no strong evidence for such a conclusion. See
Kakwani, Neri, and Son (2006) for a review on pro-poor growth in Brazil during the 2000’s.
25A similar result is found by Gasparini, Haimovich, and Olivieri (2009) in Argentina and Amarante et al.
(2011) in Uruguay.
26The direct effects on labor supply in the formal and informal sectors might be distinct due to differences
in workers’ ability. However, the same pattern emerges in subsamples of individuals with and without high
school diploma. See Appendix Table A.2.
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1.6.4 Confounding Factors
The identification of all effects estimated so far essentially depends on the assumption that
the relationship between poverty and entrepreneurship does not change over time, unless
by means of the own program growth. In other words, there is no convergence in the
entrepreneurship rate across municipalities in Brazil. This convergence could be driven by
other social programs or by a process of credit expansion. In the main results shown above
(column (5) of Table 1.4), I already included some social outcomes in order to control for
part of these programs. Once again, the estimated effect of Bolsa Famı´lia barely changed.
A direct way of testing for convergence is by including the interaction between poverty
rate and year dummies in the fixed-effect regression. As observed in column (1) of Table
1.10, the interaction coefficients are close to zero and not significant. Also the overall effect
of program coverage remains around 4 p.p., as found before.
As regards the increasing access to credit, Figure 1.4 shows that the decline in interest
rates and the growth of personal loans started in 2005. Thus there is a small overlap between
the investigated period (2001-06) and the period of credit expansion in Brazil. Despite this
small overlap, columns (2) and (3) of Table 1.10 confirm that the estimated effect for the
2001-04 period is also around 4-6 p.p.
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Figure 1.4: Household Debt Outstanding and Interest Rate in Brazil
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Source: Central Bank of Brazil. Debt series is deflated by the National Consumer Price Index (INPC).
Although the credit expansion started in the late 2000’s, other microcredit programs have
been in place since the 1990’s. To test whether the results are driven by microcredit programs,
I exclude from the sample the region where the largest and most significant program was
introduced. The CrediAmigo program, created in 1997, is considered the largest microfinance
program in the country, but it covers only municipalities in the Northeast region. Columns
(4) and (5) of Table 1.10 show that the estimated effect on entrepreneurship slightly increases
after omitting that region. Thus the results do not seem to be a consequence of the growth
in microcredit either.
Another form of convergence is through the migration of human capital. That is, social
programs might have promoted the migration of potential entrepreneurs, as well as other
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type of workers, to highly covered areas. As shown in Table 1.11, the program coverage has
no significant effect on the probability of migrating from other municipality in the last four
years. Therefore, the estimated effects are probably not due to changes in the composition
of workers in the labor force, but due to changes in their decisions.
1.7 Conclusion
This chapter investigated the causal relationship between conditional cash transfer (CCT)
programs and the decision of being a small entrepreneur. Entrepreneurship is not usually an
intended outcome of CCTs, since their goals are often strictly related to child development
and income redistribution. However, investigating this outcome can tell us something about
their broader impacts on economic development in the short run. Besides estimating the
impact on an urban population, which is rarely seen in the literature about aid programs,
the critical distinction of this analysis is the separation between direct and indirect effects.
The identification of spillovers might reveal that the impact of those transfers goes well-
beyond cash and conditionalities, uncovering the role of inter-household exchanges within
the informal economy.
Since the benefit is primarily assigned at the village level in most of the treated-control
settings, evaluation designs usually allow only the identification of the overall effects of aid
programs. In this study, the decomposition into direct and indirect effects is identified due
to the variation in the size of the Bolsa Famı´lia program across municipalities in Brazil.
Despite the issues with selection into the program, the overall effect is identified due to the
exogeneity of the local coverage growth. Then the decomposition of this overall effect is
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made by adjusting the coefficients for the estimated selection bias. Although this method
is applied to observational data, it also introduces a new way of designing experiments, in
which only the size (proportion of benefits) rather than the individual benefit is randomized
at the cluster level.27
The results indicate that, on one hand, cash transfers have a negative direct effect on
entrepreneurship, reducing the probability of beneficiaries to start their own business. This
direct effect is associated with the negative impact that transfers have on the participation
of workers in the formal sector. It suggests that the program encourage its beneficiaries to
either reduce labor supply or move to the informal sector to not lose their cash benefit. This
finding ratifies a major concern in welfare programs in general and reveals a caveat in terms
of eligibility rules.28
On the other hand, the amount of cash transfered to poor villages seems to encourage
the creation of new businesses, mostly in the service sector. There is no evidence, however,
that this positive impact is driven by shocks in the aggregate demand. For instance, neither
the proportion of high-educated entrepreneurs nor the number of formal jobs grew with the
program. The lack of other impacts on the labor market indicates that Bolsa Famı´lia has
indirectly changed the occupational choice of poor workers in the supply side, but not the
demand for labor. This finding is not as exceptional as some CCT advocates claim, but it
suggests that the program has been responsible for the formalization of low-skilled workers
through self-employment.
27This new approach can be used to simplify the two-step randomization proposed by Duflo and Saez
(2003) and Crepon et al. (2013).
28See Besley and Coate (1992), Kanbur, Keen, and Tuomala (1994), and Moffitt (2002).
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A plausible explanation for the indirect effect is the existence of informal risk-sharing
arrangements. The evidence is that the CCT program has encouraged interpersonal transfers,
particularly to those facing income shortage. Then the liquidity shock delivered by the
program appears to reduce the opportunity cost of risk-sharing among poor households,
rather than lessening individual credit and insurance constraints. That is, entrepreneurship
looks to be more responsive to locally aggregate liquidity shocks, which promotes informal
financing mechanisms, than to individual liquidity shocks.
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Table 1.3: Descriptive Statistics
2001 2004 2006
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
Outcomes
entrepreneur 0.069 0.254 0.069 0.253 0.072 0.258
entrepreneur - service 0.040 0.197 0.026 0.160 0.028 0.165
entrepreneur - sales 0.022 0.146 0.033 0.177 0.033 0.178
entrepreneur - manufacturing 0.018 0.132 0.020 0.138 0.021 0.143
formal employee 0.431 0.495 0.461 0.498 0.482 0.500
informal employee 0.152 0.359 0.147 0.355 0.140 0.347
informal self-employed 0.206 0.405 0.193 0.394 0.177 0.382
jobless 0.141 0.348 0.130 0.337 0.130 0.336
receiving private transfer 0.043 0.203 0.068 0.252 0.077 0.267
Individual variables
age 34.3 6.0 34.3 6.0 34.3 6.1
white 0.523 0.499 0.500 0.500 0.475 0.499
black 0.072 0.258 0.075 0.263 0.090 0.287
married 0.725 0.446 0.705 0.456 0.689 0.463
elementary education 0.788 0.409 0.816 0.388 0.838 0.368
primary education 0.445 0.497 0.508 0.500 0.544 0.498
high school 0.247 0.431 0.304 0.460 0.347 0.476
number of kids 1.380 1.280 1.280 1.240 1.210 1.200
number of elderly 0.193 0.493 0.202 0.501 0.209 0.509
migrant - last 5 years 0.057 0.232 0.114 0.318 0.117 0.321
Municipality variables
program coverage 0.047 0.089 0.150 0.131 0.194 0.155
log of population 12.9 1.38 13.0 1.37 13.0 1.37
poverty headcount 0.257 0.175 0.249 0.170 0.192 0.147
elementary enrollment rate 0.929 0.065 0.939 0.060 0.952 0.049
primary enrollment rate 0.726 0.161 0.775 0.132 0.794 0.123
high school enrollment rate 0.424 0.182 0.504 0.188 0.524 0.170
child mortality 12.7 21.3 11.1 22.4 9.8 17.3
coverage of sewer system 0.483 0.354 0.513 0.363 0.513 0.357
prop. of house owners 0.694 0.107 0.699 0.103 0.695 0.103
Number of observations 41,737 43,183 44,868
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Table 1.4: Overall Effect of Cash Transfers on Entrepreneurship
Decision of being a small entrepreneur
OLS FE IV
(1) (2) (3) (4) (5) (6)
program coverage, d -0.013* 0.042*** 0.040*** 0.058*** 0.056***
(0.008) (0.013) (0.013) (0.022) (0.021)
individual benefit, d 0.057**
(0.024)
age (x10) 0.057*** 0.060*** 0.063*** 0.060*** 0.060*** 0.056***
(0.016) (0.016) (0.016) (0.016) (0.016) (0.017)
squared age (x100) -0.002 -0.003 -0.004 -0.003 -0.003 -0.003
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
white 0.039*** 0.032*** 0.025*** 0.032*** 0.032*** 0.026***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
black -0.011*** -0.014*** -0.013*** -0.014*** -0.014*** -0.014***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
married 0.024*** 0.025*** 0.030*** 0.025*** 0.025*** 0.027***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
elementary education 0.029*** 0.027*** 0.024*** 0.027*** 0.027*** 0.026***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
primary education 0.028*** 0.028*** 0.022*** 0.028*** 0.028*** 0.024***
(0.002) (0.003) (0.002) (0.003) (0.003) (0.003)
high school 0.030*** 0.031*** 0.020*** 0.031*** 0.031*** 0.021***
(0.003) (0.002) (0.002) (0.002) (0.002) (0.002)
log of population -0.004*** -0.023 -0.020 -0.025* -0.021 -0.016
(0.001) (0.015) (0.014) (0.015) (0.015) (0.014)
year = 2001 0.000 0.006* 0.003 0.008* 0.008 0.005
(0.002) (0.004) (0.004) (0.005) (0.005) (0.005)
year = 2004 -0.002 -0.001 -0.001 0.000 0.001 0.001
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
poverty headcount -0.029* -0.029
(0.018) (0.018)
elementary enrollment rate 0.01 0.011
(0.020) (0.021)
primary enrollment rate -0.016 -0.016
(0.012) (0.013)
high school enrollment rate -0.014 -0.014
(0.012) (0.011)
child mortality (x1000) 0.019 0.022
(0.054) (0.055)
coverage of sewer system -0.005 -0.007
(0.012) (0.013)
prop. of house owners 0.029 0.028
(0.020) (0.020)
Municipality Fixed-Effects No Yes No Yes Yes Yes
Census Tract Fixed-Effects No No Yes No No No
Number of observations 129,298 129,298 129,298 129,298 129,298 129,264
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors
in parentheses are clustered by municipality. Sample includes only men with high school diploma or less.
Column (1) presents the regression coefficients obtained by Ordinary Least Squares (OLS). Columns (2) and
(3) present the fixed-effect regressions (FE) obtained using the within-group method. Columns (4), (5), and
(6) present the fixed-effect, Instrumental-Variable regressions (IV) with ‘program coverage’ and ‘individual
benefit’ instrumented by the interactions between poverty headcount in 2001 and year dummies.
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Table 1.5: Overall Effect of Cash Transfers on Different Types of Business
Decision of being a small entrepreneur in
Services Sales Manufacturing
FE IV FE IV FE IV
(1) (2) (3) (4) (5) (6)
program coverage, d 0.038*** 0.053*** 0.015** 0.019 -0.004 -0.004
(0.010) (0.017) (0.008) (0.013) (0.007) (0.011)
age (x10) 0.031*** 0.031*** 0.023* 0.023* 0.001 0.001
(0.012) (0.012) (0.012) (0.012) (0.010) (0.010)
squared age (x100) -0.002 -0.002 -0.001 -0.001 0.002 0.002
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
white 0.016*** 0.016*** 0.015*** 0.015*** 0.006*** 0.006***
(0.002) (0.002) (0.001) (0.001) (0.001) (0.001)
black -0.006*** -0.006*** -0.005*** -0.005*** -0.005*** -0.005***
(0.002) (0.002) (0.002) (0.002) (0.001) (0.001)
married 0.000 0.000 0.012*** 0.012*** 0.006*** 0.006***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
elementary education 0.011*** 0.011*** 0.011*** 0.011*** 0.008*** 0.008***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
primary education 0.012*** 0.012*** 0.015*** 0.015*** 0.003** 0.003**
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
high school 0.022*** 0.022*** 0.013*** 0.013*** -0.002 -0.002
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
log of population -0.012 -0.014 -0.016* -0.017* 0.003 0.003
(0.011) (0.011) (0.009) (0.009) (0.008) (0.008)
year = 2001 0.020*** 0.022*** -0.008*** -0.008*** -0.004** -0.004
(0.003) (0.004) (0.002) (0.003) (0.002) (0.002)
year = 2004 0.001 0.001 0.001 0.001 -0.002 -0.002
(0.001) (0.001) (0.002) (0.002) (0.001) (0.001)
Municipality Fixed-Effects Yes Yes Yes Yes Yes Yes
Number of observations 112,321 112,321 112,321 112,321 112,321 112,321
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors in
parentheses are clustered by municipality. Sample includes only men with high school diploma or less. FE
columns present the fixed-effect regressions obtained using the within-group method. IV columns present
the fixed-effect, Instrumental-Variable regressions with ‘program coverage’ instrumented by the interactions
between poverty headcount in 2001 and year dummies.
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Table 1.6: Nonlinear, Indirect, and Direct Effects of Cash Transfers on Entrepreneurship
Decision of being a small entrepreneur
All Non-participants All sample
sample FE IV FE IV
(1) (2) (3) (4) (5)
program coverage, d 0.045 0.070*** 0.079*** 0.070*** 0.079***
(0.028) (0.015) (0.024) (0.015) (0.024)
squared coverage, d
2
-0.006
(0.043)
individual benefit, d -0.032*** -0.041***
(0.004) (0.006)
age (x10) 0.060*** 0.063*** 0.063*** 0.064*** 0.064***
(0.016) (0.018) (0.018) (0.016) (0.016)
squared age (x100) -0.003 -0.003 -0.003 -0.003 -0.003
(0.002) (0.003) (0.003) (0.002) (0.002)
white 0.032*** 0.034*** 0.034*** 0.031*** 0.031***
(0.002) (0.002) (0.002) (0.002) (0.002)
black -0.014*** -0.015*** -0.015*** -0.014*** -0.014***
(0.002) (0.003) (0.003) (0.002) (0.002)
married 0.025*** 0.029*** 0.029*** 0.027*** 0.027***
(0.002) (0.002) (0.002) (0.002) (0.002)
elementary education 0.027*** 0.028*** 0.028*** 0.025*** 0.025***
(0.002) (0.002) (0.002) (0.002) (0.002)
primary education 0.028*** 0.028*** 0.028*** 0.027*** 0.027***
(0.003) (0.003) (0.003) (0.003) (0.003)
high school 0.031*** 0.030*** 0.030*** 0.030*** 0.030***
(0.002) (0.003) (0.003) (0.002) (0.002)
log of population -0.024 -0.031* -0.032* -0.024 -0.026*
(0.015) (0.017) (0.017) (0.015) (0.015)
year = 2001 0.006 0.004 0.005 0.005 0.008
(0.004) (0.004) (0.005) (0.003) (0.005)
year = 2004 -0.001 -0.001 -0.001 -0.001 0.000
(0.002) (0.002) (0.002) (0.002) (0.002)
Municipality Fixed-Effects Yes Yes Yes Yes Yes
Number of observations 129,298 113,267 113,267 129,264 129,264
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors
in parentheses are clustered by municipality. Sample includes only men with high school diploma or less.
Column (1) presents the fixed-effect model with quadratic effect of program coverage. Columns (2) and (3)
present the estimates of the indirect effect on individuals who do not participate in the program. Columns
(4) and (5) present the estimates of the indirect effect (program coverage) and direct effect (individual
benefit), with bias correction given by Lemma 1.1. Columns (2) and (4), as well as columns (3) and (5), are
jointly estimated using Seemingly Unrelated Regressions (SUR). FE columns show fixed-effect regressions
obtained using the within-group method. IV columns show fixed-effect, Instrumental-Variable regressions
with ‘program coverage’ instrumented by the interactions between poverty headcount in 2001 and year
dummies.
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Table 1.7: Indirect Effect of Cash Transfers on Private Transfers and Entrepreneurship
Receiving Private Transfers Entrepreneurial Decision
FE IV FE FE IV
(1) (2) (3) (4) (5)
program coverage, d 0.127*** 0.185*** 0.057*** 0.068**
(0.019) (0.030) (0.016) (0.034)
d * effect on transfers 0.463** 0.575
(0.218) (0.399)
d * jobless 0.313***
(0.035)
d * informal 0.136***
(0.019)
d * formal 0.052**
(0.020)
d * entrepreneur 0.013
(0.029)
informal -0.053***
(0.006)
formal -0.052***
(0.005)
entrepreneur -0.042***
(0.006)
age (x10) -0.037** -0.037** -0.022 0.072*** 0.072***
(0.017) (0.017) (0.017) (0.018) (0.018)
squared age (x100) 0.005** 0.005** 0.003 -0.004 -0.004
(0.002) (0.002) (0.002) (0.003) (0.003)
white 0.003 0.003 0.003 0.034*** 0.034***
(0.002) (0.002) (0.002) (0.002) (0.002)
black 0.000 0.000 -0.001 -0.015*** -0.015***
(0.003) (0.003) (0.003) (0.003) (0.003)
married -0.025*** -0.025*** -0.014*** 0.028*** 0.028***
(0.002) (0.002) (0.002) (0.002) (0.002)
elementary education -0.019*** -0.019*** -0.014*** 0.028*** 0.028***
(0.003) (0.003) (0.003) (0.002) (0.002)
primary education -0.002 -0.002 0.000 0.028*** 0.028***
(0.002) (0.002) (0.002) (0.003) (0.003)
high school 0.007*** 0.008*** 0.010*** 0.030*** 0.030***
(0.002) (0.002) (0.002) (0.003) (0.003)
number of kids 0.007*** 0.007*** 0.006*** -0.002** -0.002**
(0.001) (0.001) (0.001) (0.001) (0.001)
number of elderly 0.022*** 0.022*** 0.016*** -0.006*** -0.006***
(0.003) (0.003) (0.003) (0.002) (0.002)
log of population 0.010 0.004 0.014 -0.027 -0.028
(0.018) (0.019) (0.018) (0.017) (0.017)
year = 2001 -0.021*** -0.013*** -0.023*** 0.003 0.005
(0.004) (0.005) (0.004) (0.004) (0.005)
year = 2004 -0.005* -0.003 -0.006** -0.001 -0.001
(0.003) (0.003) (0.003) (0.002) (0.002)
Municipality Fixed-Effects Yes Yes Yes Yes Yes
Number of observations 113,115 113,115 113,115 113,233 113,233
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors in
parentheses are clustered by municipality. Sample includes only men with high school diploma or less. In
columns (1), (2), and (3), the outcome is the probability of receiving private transfers. In columns (4)
and (5), the outcome is the probability of being an entrepreneur. ‘Effect on transfers’ is calculated by a
regression of private transfers on program coverage interacting with 2001 municipality characteristics. The
coefficient of interaction between ‘effect on transfers’ and ‘program coverage’ represents how much the effect
of program coverage on entrepreneurial decision changes if its predicted effect on private transfers increases.
FE columns show fixed-effect regressions obtained using the within-group method. IV columns show fixed-
effect, Instrumental-Variable regressions with ‘program coverage’ instrumented by the interactions between
poverty headcount in 2001 and year dummies.
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Table 1.8: Indirect Effect of Cash Transfers on Other Entrepreneurs, Employment and Wages
High-Educated Low-Educated Low-Educated
Entrep. Decision Employment Employees’ Wages
FE IV FE IV FE IV
(1) (2) (3) (4) (5) (6)
program coverage, d -0.014 0.181 0.004 -0.003 0.202 0.467
(0.141) (0.224) (0.021) (0.034) (0.889) (1.117)
d * private 0.050 -0.028
(0.886) (1.109)
private -0.385* -0.361
(0.222) (0.279)
age (x10) 0.355*** 0.357*** 0.149*** 0.149*** 0.517*** 0.517***
(0.102) (0.102) (0.022) (0.022) (0.052) (0.051)
squared age (x100) -0.035** -0.035** -0.023*** -0.023*** -0.045*** -0.045***
(0.015) (0.015) (0.003) (0.003) (0.007) (0.007)
white 0.039*** 0.039*** -0.001 -0.001 0.116*** 0.116***
(0.013) (0.013) (0.003) (0.003) (0.008) (0.008)
black -0.075** -0.075** -0.007 -0.007 -0.025*** -0.025***
(0.032) (0.032) (0.005) (0.005) (0.009) (0.009)
married 0.012 0.011 0.167*** 0.167*** 0.157*** 0.157***
(0.011) (0.011) (0.003) (0.003) (0.006) (0.006)
elementary education 0.050*** 0.050*** 0.162*** 0.161***
(0.005) (0.005) (0.009) (0.009)
primary education 0.018*** 0.018*** 0.187*** 0.187***
(0.003) (0.003) (0.008) (0.008)
high school 0.028*** 0.028*** 0.371*** 0.371***
(0.003) (0.003) (0.014) (0.014)
log of population -0.039 -0.055 0.012 0.012 0.075 0.056
(0.110) (0.111) (0.021) (0.021) (0.048) (0.048)
year = 2001 0.012 0.026 -0.013*** -0.013** 0.061*** 0.081***
(0.019) (0.025) (0.005) (0.006) (0.020) (0.022)
year = 2004 0.006 0.010 -0.002 -0.002 -0.063*** -0.056***
(0.013) (0.014) (0.004) (0.005) (0.009) (0.010)
Municipality Fixed-Effects Yes Yes Yes Yes Yes Yes
Number of observations 9,359 9,229 113,233 113,233 58,282 58,275
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors in
parentheses are clustered by municipality. In columns (1) and (2), the outcome is the probability of being
an entrepreneur and the sample only includes individuals with college degree or equivalent. In columns
(3) and (4), the outcome is the probability of low-educated individuals, excluding public servants, being
employed in either the formal sector or the informal sector. In columns (5) and (6), the outcome is the log
of earnings per hour in the main occupation and the sample only includes low-educated workers formally
employed in either private sector or public sector. FE columns show fixed-effect regressions obtained using
the within-group method. IV columns show fixed-effect, Instrumental-Variable regressions with ‘program
coverage’ instrumented by the interactions between poverty headcount in 2001 and year dummies.
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Table 1.9: Indirect and Direct Effects of Cash Transfers on Other Occupational Choices
Fixed-Effect Model
Formal Informal Informal
Entrep. Jobless employee employee self-emp.
program coverage, d 0.070*** -0.004 0.020 -0.066*** -0.020
(0.015) (0.021) (0.027) (0.023) (0.027)
individual benefit, d -0.032*** 0.029*** -0.056*** 0.029*** 0.030***
(0.004) (0.009) (0.012) (0.010) (0.012)
Municipality Fixed-Effects Yes Yes Yes Yes Yes
Year dummies Yes Yes Yes Yes Yes
Demographic Yes Yes Yes Yes Yes
N. of obs. - all sample 129,264 129,264 129,264 129,264 129,264
N. of obs. - d = 0 113,267 113,267 113,267 113,267 113,267
Instrumental Variable Model
Formal Informal Informal
Entrep. Jobless employee employee self-emp.
program coverage, d 0.079*** 0.002 -0.001 -0.092*** 0.011
(0.024) (0.034) (0.040) (0.034) (0.039)
individual benefit, d -0.041*** 0.041*** -0.050*** 0.004*** 0.046
(0.006) (0.014) (0.016) (0.016) (0.017)
Municipality Fixed-Effects Yes Yes Yes Yes Yes
Year dummies Yes Yes Yes Yes Yes
Demographic Yes Yes Yes Yes Yes
N. of obs. - all sample 129,264 129,264 129,264 129,264 129,264
N. of obs. - d = 0 113,267 113,267 113,267 113,267 113,267
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors
in parentheses are clustered by municipality. Sample includes only men with high school diploma or less.
All coefficients are estimated using Seemingly Unrelated Regressions (SUR). The indirect effect (program
coverage) is estimated using the sample of non-participants, whereas the direct effect (individual benefit) is
estimated using all sample and bias corrected according to Lemma 1.1. Fixed-Effect models are estimated
using the within-group method. In the Instrumental-Variable models, ‘program coverage’ is instrumented
by the interactions between poverty headcount in 2001 and year dummies.
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Table 1.10: Overall Effect of Cash Transfers on Entrepreneurship, Robustness Analyses
Decision of being a small entrepreneur
2001-2004 excluding Northeast
FE FE IV FE IV
(1) (2) (3) (4) (5)
program coverage, d 0.036** 0.040** 0.062* 0.055*** 0.083**
(0.015) (0.018) (0.032) (0.019) (0.033)
poverty -0.026
(0.022)
poverty * year = 2001(a) -0.004
(0.015)
poverty * year = 2004(b) 0.004
(0.011)
age (x10) 0.060*** 0.052** 0.052** 0.071*** 0.071***
(0.016) (0.020) (0.020) (0.020) (0.020)
squared age (x100) -0.003 -0.002 -0.002 -0.004 -0.004
(0.002) (0.003) (0.003) (0.003) (0.003)
white 0.032*** 0.032*** 0.032*** 0.037*** 0.037***
(0.002) (0.002) (0.002) (0.002) (0.002)
black -0.014*** -0.016*** -0.016*** -0.013*** -0.014***
(0.002) (0.003) (0.003) (0.003) (0.003)
married 0.025*** 0.026*** 0.026*** 0.027*** 0.027***
(0.002) (0.002) (0.002) (0.002) (0.002)
elementary education 0.027*** 0.026*** 0.026*** 0.030*** 0.030***
(0.002) (0.002) (0.002) (0.002) (0.002)
primary education 0.028*** 0.028*** 0.028*** 0.030*** 0.030***
(0.003) (0.003) (0.003) (0.003) (0.003)
high school 0.031*** 0.038*** 0.038*** 0.033*** 0.033***
(0.002) (0.003) (0.003) (0.003) (0.003)
log of population -0.020 -0.007 -0.008 -0.040** -0.044**
(0.015) (0.022) (0.022) (0.018) (0.019)
year = 2001 0.008* 0.007* 0.010* 0.007 0.009*
(0.005) (0.004) (0.005) (0.004) (0.006)
year = 2004 0.000 -0.001 0.000
(0.003) (0.002) (0.002)
test (a) = (b) = 0, p-value 0.820
Municipality Fixed-Effects Yes Yes Yes Yes Yes
Number of observations 129,298 84,543 84,543 91,656 91,656
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors
in parentheses are clustered by municipality. Sample includes only men with high school diploma or less.
Column (1) presents the estimate of the overall effect on entrepreneurship controlling for a time-varying
relationship with poverty. Columns (2) and (3) present the estimates of the overall effect in the 2001-2004
period (excluding 2006). Columns (4) and (5) present the estimates of the overall effect in regions other
than the Northeast. FE columns show fixed-effect regressions obtained using the within-group method. IV
columns show fixed-effect, Instrumental-Variable regressions with ‘program coverage’ instrumented by the
interactions between poverty headcount in 2001 and year dummies.
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Table 1.11: Overall Effect of Cash Transfers on Migration
Migration
FE IV
(1) (2)
program coverage, d 0.014 -0.030
(0.023) (0.043)
age (x10) -0.067*** -0.067***
(0.023) (0.023)
squared age (x100) 0.005 0.005
(0.003) (0.003)
white 0.004* 0.004*
(0.003) (0.003)
black 0.003 0.003
(0.004) (0.004)
married 0.021*** 0.021***
(0.003) (0.003)
elementary education -0.004 -0.004
(0.004) (0.004)
primary education 0.001 0.001
(0.002) (0.002)
high school 0.006* 0.006*
(0.003) (0.003)
year = 2001 -0.057*** -0.063***
(0.006) (0.009)
year = 2004 -0.002 -0.003
(0.003) (0.003)
Municipality Fixed-Effects Yes Yes
Number of observations 129,298 129,298
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Sample includes only
men with high school diploma or less. Standard errors in parentheses are clustered by municipality. Columns
(1) and (2) present the estimates of the overall effect on the probability of living in the same municipality for
less than five years. FE column shows the fixed-effect regression obtained using the within-group method.
IV column shows fixed-effect, Instrumental-Variable regression with ‘program coverage’ instrumented by the
interactions between poverty headcount in 2001 and year dummies.
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Chapter 2
Bankruptcy Law and the Creation of
Small Business
2.1 Introduction
In this chapter, I investigates the role of the personal bankruptcy law in the creation of
small businesses in the United States. In theory, laws that protect debtor’s assets in case of
bankruptcy have an ambiguous effect on entrepreneurial activity. On one hand, these laws
reduce the cost of failure in creating a new business. To some extent, they provide par-
tial insurance to entrepreneurs, encouraging them to make riskier investments (Dye, 1986).
Moreover, pro-debtor laws give the opportunity to entrepreneurs who unluckily failed in the
past to have a fresh start, relieving them from the stigma of failure (Jackson, 1985; Ayotte,
2007). On the other hand, this type of law reinforces a problem of asymmetric information
in the credit market. By reducing the costs of an unfortunate outcome, the bankruptcy law
may lead individuals to start enterprises that are unlikely to succeed and to not put full ef-
fort in their projects. Since creditors are aware that borrowers are protected by bankruptcy
codes and cannot fully discriminate between high-risk and low-risk debtors, interest rates
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are predicted to be higher and credit will be rationed under a more tolerant law (Hynes and
Posner, 2002).
To identify the causal relationship between bankruptcy law and small business activity,
I exploit the Bankruptcy Abuse Prevention and Consumer Protection Act (BAPCPA) of
2005 as a natural experiment. Although this reform reduced the overall ability of debtors
to file for bankruptcy, previously established conditions, such as state-specific homestead
exemptions, determined the magnitude of its spatial effects. The combination of these pre-
reform conditions and the reform itself yields an exogenous variation in the likelihood of
filing for bankruptcy. One may interpret this setup as a Difference-in-Difference model in
which the previous conditions represent different treatments and the reform indicates when
the treatment is implemented.
In the United States, it has been relatively easy for individuals to file for personal
bankruptcy and then have their debts completely discharged while keeping a portion of
their assets. According to White (2007), the number of personal bankruptcy filings in-
creased from 241,000 in 1980 to more than 1.6 million in 2003. Before the 2005 reform,
White (1998) estimated that approximately 15 percent of all U.S. households would benefit
financially from filing for bankruptcy, regardless their levels of income and debt.1 For these
households, the only downside from filing for bankruptcy is the cost of stigma, which has
fallen over the years according to Fay, Hurst, and White (2002). Thus its financial benefit,
along with the reducing cost of social disapproval, is probably the main reason why filing for
1If we consider maximizing strategies such as moving to a state with unlimited homestead exemption,
White (1998) estimates that 61% of all U.S. households could benefit by filing for bankruptcy.
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bankruptcy had become so common and why the 2005 reform was necessary to lessen the
payoff of opportunist debtors.
Even though the U.S. bankruptcy law has separate procedures for individuals and corpo-
rations, personal bankruptcy system also applies to small firms. For unincorporated business,
all debt is legally considered personal debt. Thus in the case of business failure, the owner
can file for personal bankruptcy and have both business and personal debts discharged.
Furthermore, creditors who lend to small incorporated firms often require that their own-
ers personally guarantee the loan. This eliminates owner’s limited liability for firm’s debt
and makes it an corporate/noncorporate hybrid. As a result, it is estimated that at least
20% of all personal bankruptcy filings contain some business debt (Sullivan, Warren, and
Westbrook, 1989; Lawless and Warren, 2005).
The empirical literature on the effect of bankruptcy law on entrepreneurship basically
comprises two types of analysis: cross-country and cross-state in the U.S. Cross-country
studies include the ones made by Acharya and Subramanian (2009), Armour and Cumming
(2008), and Lee et al. (2011). Their findings suggest that pro-creditor laws are negatively
correlated with the self-employment rate, creation of new businesses, and level of innovation.
However, no law change is clearly identified as orthogonal to potential economic outcomes in
these studies. It is hard to argue that reforms in the bankruptcy law have not been driven
by shifts in the economic development of each country.
The other set of studies, which includes Fan and White (2003), Berkowitz and White
(2004), Garrett and Wall (2006), Georgellis and J.Wall (2006), Hasan and Wang (2008),
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Mathur (2009), Cerqueiro and Penas (2011), and Primo and Scott (2011), investigates the
effect of property exemptions in the U.S. states. Their findings suggest that higher property
exemptions reduce access to credit, but this negative effect on business creation can be offset
by increasing wealth insurance. Thus the net effect of property exemptions on the probability
of owning a business seems to be non-monotonic. However, their findings also suggest that
the net effect on innovative entrepreneurship is never positive.
The identification strategy of these studies is criticized by Malani, Posner, and Hynes
(2004), who claim that changes in state laws are not exogenous but instead driven by eco-
nomic outcomes. Historical evidence suggests that state exemptions were used as a way to
attract migrants, already in debt, to sparsely populated areas. The historical determinants
of state exemptions seem also to explain their recent changes, which indicate a convergence
between state laws. Moreover, they find that states that opt for low exemption levels ac-
tually care about the increasing cost of existing and future bankruptcy petitions. If we
consider that changes in bankruptcy laws follow to some extent the process of economic
development, it is reasonable to predict that the correlation between debtor-friendly laws
and entrepreneurship is positive between countries and negative within countries.
Unlike changes in state laws, the Bankruptcy Reform of 2005 was not driven by the
particular interests of any state. This act affected everybody in the U.S. regardless the
location. On one hand, this type of reform can be considered orthogonal to changes in
local economies, but it rarely allows the identification of counterfactual outcomes. On the
other hand, limitations on the use of state homestead exemptions, along with the creation
of a ’means test’ in the process of filing for bankruptcy under Chapter 7 — the one that
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gives a fresh start — and higher costs of filing, makes some areas more affected by the new
federal law than others. If we assume that the relationship between state laws and potential
outcomes does not change over time under the absence of the reform — which is verified by
the pre-reform trends —, a post-reform change in this relationship indicates a causal effect.
This paper is not the first to exploit the 2005 reform to estimate the effect of bankruptcy law
on entrepreneurship.2 However, it seems to be the first to perform a counterfactual analysis.3
2.2 The U.S. Personal Bankruptcy Law
Before the 2005 reform, small entrepreneurs were allowed to choose between two personal
bankruptcy procedures: Chapter 7 and Chapter 13. Under Chapter 7, also known as “liq-
uidation,” debtors must give up all assets that exceed their state exemption level to the
bankruptcy trustee, who uses these assets to repay creditors. Then all future earnings are
completely exempt from repayment, allowing the debtor to have a “fresh start.” In prac-
tice, most types of unsecured debt are discharged under Chapter 7, including credit card
debt, installment loans, medical debt, unpaid rent, utility bills, tort judgments, and busi-
ness debt if owning an unincorporated business. Other types of debt, such as secured loans,
student loans, child support obligations, and debts incurred by fraud, cannot be discharged
in Chapter 7.
2Paik (2013) estimates this effect by comparing entrepreneurship rates before and after 2005. However, he
does not establish a control group, so many other economic changes might explain what happened between
2004 and 2006.
3Li, White, and Zhu (2011) use a similar identification strategy to estimate a reduced-form model of
mortgage default rates.
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Debtor’s benefit from filing under Chapter 7 can be expressed as:
B7 = U7 −max (H − A, 0)−W − C7,
where U7 is the amount of debt discharged under Chapter 7, H is the total value of home
equity, A is the state homestead exemption, W is the value of other nonexempt assets held
by the debtor, and C7 is the cost of filing for bankruptcy under Chapter 7. For homeowners,
nonexempt assets are often converted into home equity before filing for bankruptcy, lowering
W as much as they can. For instance, a nonexempt bank account can be used to pay down
mortgages in order to convert it into home equity.
Under Chapter 13, known as “adjustment of debts,” debtors are not obligated to give
up any of their assets, but must rather propose a repayment plan from future earnings
over three to five years. Only debtors who complete their repayment plan are discharged
from their remaining unsecured debt. This plan can only be approved by the judge, with
no interference from the creditors, and gives creditors as much as they would receive under
Chapter 7. Moreover, some types of debts, such as those incurred by fraud, can be discharged
only in Chapter 13. Finally, debtors often file under Chapter 13 if they have fallen behind
on their mortgage or car payments and wish to delay foreclosure while they make up the
arrears.
Debtor’s benefit from filing under Chapter 13 can be expressed as:
B13 = U13 − I13 − C13,
where U and C have the same meaning as before, and I13 denotes the present value of
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future income that is used to repay unsecured debt in Chapter 13. Since more types of
debt are dischargeable under Chapter 13, U13 usually exceeds U7. However, unsecured debt
discharged under Chapter 13 cannot be higher than $250,000, while there is no limit in
Chapter 7. According to Flynn, Bermant, and Bakewell (2002), the cost of filing under
Chapter 13 (about $1,600 in 2001) was higher than the cost of filing for under Chapter 7
(about $600 in 2001), so C13 > C7.
Since debtors have the right to choose between Chapter 7 and Chapter 13, they have
no incentive to offer any more than what they would repay under Chapter 7. As a result,
debtors in Chapter 13 often propose token repayment plans in which they promise to repay
only 1 percent of their debts, and judges accept these plans because debtors would otherwise
switch to Chapter 7 (Berkowitz and White, 2004; White, 2007).
Nevertheless, the benefit of filing under Chapter 13 is generally lower for failed en-
trepreneurs than under Chapter 7 because they often have no nonexempt asset and the
obligation to repay creditors from future earnings makes it difficult to start another busi-
ness. Indeed, about 70% of personal bankruptcy filings occur under Chapter 7 and 95% of
debtors who file under Chapter 7 have no nonexempt asset and repay nothing to creditors
(Fay, Hurst, and White, 2002; Fan and White, 2003).
2.2.1 The Bankruptcy Reform of 2005
In response to the increasing number of bankruptcy filings, the Bankruptcy Abuse Preven-
tion and Consumer Protection Act (BAPCPA), also referred as the “new bankruptcy law,”
was signed by President George W. Bush on April 20, 2005, with most provisions taking
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effect after October 16, 2005. The general perception is that the reform is predominantly
pro-creditor and restricts protections offered by the bankruptcy system (Paik, 2013). The
provisions introduced by BAPCPA include a means test for debtors who want to file for
bankruptcy under Chapter 7, limitations on the use of homestead exemptions, longer quar-
antine between multiple filings, and increasing costs of filing.
Prior to the 2005 reform, anyone could file for bankruptcy under Chapter 7 in spite of
the income level. Under the new law, the eligibility of debtors to file under Chapter 7 is
determined by their monthly family income averaged over six months. If debtors’ income is
below the state median family income, then they are automatically eligible for Chapter 7.
Otherwise, another test verifies whether the debtor has enough income left over after paying
“allowed” monthly expenses. If the ’disposable income’ over a five year period exceeds either
$10,000 or 25% of their unsecured debt, then the debtor cannot file for Chapter 7. If it is
below these amounts, additional tests are applied.
If the debtor is not eligible for Chapter 7 by failing the means test, as well as if the Court
finds that the debtor is abusing the system, then either the case is dismissed or the debtor
consents to a Chapter 13 repayment plan. With the new law, the repayment plan is applied
for post-bankruptcy earnings in the next five years, rather than three to five years. Thus
the value of I13 tends to higher. The remaining unsecured debts are not discharged until
the repayment plan is completed. Since debtors can no longer automatically choose between
Chapter 7 and Chapter 13, they may end up repaying more than what would be paid under
Chapter 7. Namely, (U13 − I13) tends to be lower under the new law.
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The new bankruptcy law puts restrictions also on the use of the homestead exemption.
A debtor who has migrated state-to-state within two years must use exemptions from the
state of origin. It prevents debtors from moving assets and residence to a state with more
exemptions. In addition, the homestead exemption is limited to $125,000 unless debtors have
owned their homes for at least 3.3 years at the time they file for bankruptcy. This makes it
difficult or at least less beneficial to convert nonexempt assets (W ) into home equity (H).
Accordingly, states with unlimited homestead exemptions, such as Texas, Kansas, and Iowa,
as well as states with exemptions above $125,000, such as Minnesota and Nevada, tend to
be more affected by the reform.
Another reform provision increased the waiting period between two Chapter 7 cases from
six to eight years and the period between two Chapter 13 cases from six month to two years.
Also, the debtor cannot file for Chapter 13 for at least four years after a Chapter 7 case
is discharged. Before the reform, debtors were allowed to file for Chapter 13 immediately
following a Chapter 7 discharge in order to pay the remaining outstanding debts. This
procedure, known as “Chapter 20,” used to increase debtors’ financial gain relative to filing
under either procedure alone.
Finally, debtors are now required to take a credit counseling course before they file for
bankruptcy and a financial management course before their debts are discharged. They must
also provide detailed financial information along with the past four years of tax returns to
the bankruptcy court, being all filings subject to audit. Lawyers are required to conduct an
investigation of their clients and can be held personally liable for inaccuracies. As a result,
lawyers are also allowed to charge higher fees for this risk. Elias (2009) estimates that the
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cost of filing has been raised from $800-$1,400 to $2,500-$3,500, not including courses and
preparation of tax returns.
2.3 Data and Descriptive Statistics
The main source of data used in this essay is the March Supplement of the Current Population
Survey (CPS) from 2000 to 2008. This survey has the advantage of being a twice-observed
annual panel and having an uninterrupted series. To match consecutive March CPS surveys,
I adapt the algorithm proposed by Madrian and Lefgren (2000). For households that share
the same identifier, I verify if at least one member has similar age and the same sex, race,
and citizenship status in two different years. The attrition rate stays between 20-30%, which
is close to that found by Drew, Flood, and Warren (2013) and Neumark and Kawaguchi
(2004). I do not have to match all individuals over time because the unit of observation is
the household. However, I consider that nonrelatives living together, such as roommates,
foster children, and household guests, belong to a separate household.
The measure of entrepreneurial activity is defined as the proportion of households with
at least one member working full time as either self-employed or business owner, not in-
cluding farming. Even though this measure is often used in the literature (e.g., Evans and
Leighton, 1989; Fairlie, 1999; Quadrini, 1999; Blanchflower, 2000; Hurst and Lusardi, 2004),
it is sometimes criticized for being too broad, since not every self-employed pursues a busi-
ness opportunity (Parker, 2004; Ardagna and Lusardi, 2010) and not every entrepreneur is
innovative (Baumol, Litan, and Schramm, 2007). To partially take these differences into
account, I also distinguish household businesses between incorporated and unincorporated
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and estimate their business earnings.
The sample is restricted to households living in a permanent address, whose householder
is civilian and between 25 and 60 years old, and with at least one adult member who is able
to work. I also exclude households headed by single women, given that less than 5% of these
households own a business. As shown in Table 2.1, about 14% of the remaining households
own a business — with 43% of them being incorporated. Table 2.1 also presents statistics
of other variables used as control.
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Table 2.1: Descriptive Statistics, 2004
Homestead exemption Homestead exemption
All sample > $125, 000 ≤ $125, 000 Difference
(1) (2) (3) (2)-(3)
mean std. dev. mean std. dev. mean std. dev. diff. p-value
business owner 0.137 0.344 0.149 0.356 0.134 0.340 0.015 0.07
incorporated 0.060 0.237 0.067 0.250 0.057 0.232 0.010 0.08
nonincorporated 0.078 0.268 0.082 0.274 0.077 0.266 0.005 0.28
log of business earnings 10.99 1.572 10.94 1.670 11.01 1.535 -0.077 0.05
local unemployment rate 6.014 2.732 5.735 2.509 6.103 2.793 -0.369 0.00
state average mortgage interest rate 5.754 0.157 5.798 0.192 5.740 0.141 0.058 0.09
house owned 0.810 0.392 0.815 0.388 0.808 0.394 0.007 0.29
number of children under 18 0.743 1.103 0.779 1.132 0.732 1.094 0.047 0.08
number of adult workers 1.705 0.716 1.684 0.703 1.711 0.720 -0.027 0.10
single householder 0.266 0.442 0.267 0.443 0.266 0.442 0.001 0.40
householder’s age 43.15 9.51 43.40 9.39 43.07 9.54 0.333 0.13
householder’s education
high school 0.294 0.456 0.283 0.451 0.298 0.457 -0.015 0.15
some college 0.181 0.385 0.186 0.389 0.179 0.383 0.007 0.29
associate degree 0.096 0.295 0.104 0.305 0.094 0.291 0.011 0.13
bachelor’s degree 0.232 0.422 0.241 0.428 0.230 0.421 0.011 0.21
graduate education 0.119 0.324 0.106 0.307 0.123 0.329 -0.018 0.03
householder is black 0.068 0.252 0.065 0.246 0.070 0.254 -0.005 0.28
householder is hispanic 0.072 0.258 0.128 0.334 0.054 0.225 0.074 0.00
householder with disability 0.047 0.211 0.046 0.209 0.047 0.211 -0.001 0.39
householder is US citizen 0.939 0.240 0.915 0.279 0.946 0.226 -0.031 0.00
householder’s father is native citizen 0.842 0.365 0.808 0.394 0.853 0.354 -0.044 0.00
number of observations 9,753 2,438 7,315
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It is worth to notice that the entrepreneurship rate was significantly higher in states with
homestead exemptions greater than $125,000, including states with unlimited exemptions,
before the bankruptcy reform. However, the average business earnings were lower in those
states. These differences are consistent with the theory that the homestead exemptions
work as an insurance for small businesses. Since the 2005 reform has reduced the role of
high exemptions, entrepreneurship is expected to fall in those states. This prediction is
confirmed in Figure 2.1, which also shows that high- and low-exemption states had followed
similar trends until 2005. These parallel trends raise my confidence in using a difference-in-
differences approach, as described in the next section.
Figure 2.1: Proportion of Entrepreneurs per Homestead Exemption and Year
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2.4 Empirical Strategy
The empirical strategy consists of a difference-in-differences (DID) model that compares
states with unlimited homestead exemptions (treatment 1), states with high, but limited
exemptions (treatment 2), and states with low exemptions (control) over time. The DID
parameters are estimated using nonlinear models — i.e., multinomial logit and bivariate
probit. Both models are described below.
2.4.1 Multinomial Model of Entrepreneurial Choice
Let yi,t be the entrepreneurial choice of household i at time t, which is equal to 0 if they do
not have a business, equal to 1 if they have an unincorporated business, and equal to 2 if
they have an incorporated business. This choice is determined by the following multinomial
logit model:
log
Pr(yi,t+1=k)
Pr(yi,t+1=0)
= τk,1UE i + τk,2HE i + τk,3UE iRt + τk,4HE iRt + θk,t + β
′
kxi,t, for k = 1, 2,
(2.1)
where UE i identifies states with unlimited exemptions, HE i identifies states with limited
exemptions above $125,000, Rt identifies the post-reform period (after 2005), θk,t represents
year-specific effects, and xi,t is a vector of control variables.
From equation (2.1), I can calculate the conditional probability of having an incorporated
business:
Pr (yt+1 = 2|xt,UE ,HE , t) =
exp (τ2,1UE + τ2,2HE + τ2,3UE ·Rt + τ2,4HE ·Rt + θ2,t + β′2xt)
1 +
∑2
k=1 (τk,1UE + τk,2HE + τk,3UE · Rt + τk,4HE ·Rt + θk,t + β
′
kxt)
;
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and the conditional probability of having an unincorporated business:
Pr (yt+1 = 1|xt,UE ,HE , t) =
exp (τ1,1UE + τ1,2HE + τ1,3UE ·Rt + τ1,4HE ·Rt + θ1,t + β′1xt)
1 +
∑2
k=1 (τk,1UE + τk,2HE + τk,3UE · Rt + τk,4HE ·Rt + θk,t + β
′
kxt)
.
For the average household, whose xi,t is equal to the mean vector x¯, the effect of the reform
on the probability of having an incorporated business (k = 2) in unlimited-exemption states
(UE = 1) is defined by the following DID parameter:
DIDInc
UE
= Pr (y = 2|x¯,UE = 1,HE = 0, R = 1)− Pr (y = 2|x¯,UE = 0,HE = 0, R = 1)
− [Pr (y = 2|x¯,UE = 1,HE = 0, R = 0)− Pr (y = 2|x¯,UE = 0,HE = 0, R = 0)]
(2.2)
The effect of the reform on the probability of having an unincorporated business (k = 1),
DIDUninc
UE
, is similarly defined. Finally, the effect of the reform on the probability of having
any type of business (k ∈ {1, 2}) in unlimited-exemption states (UE = 1) is:
DIDAny
UE
= DIDInc
UE
+ DIDUninc
UE
. (2.3)
The effect of the reform in states with high, but limited exemptions (HE = 1), DIDAny
HE
, and
its components, DIDInc
HE
and DIDUninc
HE
, are defined in the same way. The standard errors
of the estimated effects are clustered by state and computed using the delta method, as
suggested by Ai and Norton (2003).4
4See also Greene (2010).
79
2.4.2 Endogenous Switching Model of Business Creation (and De-
struction)
In addition to estimating the effect of the reform on the probability of having a business, I
also investigate how this probability changes. It may change because either the proportion
of businesses being created is affected, the proportion of businesses being closed is affected,
or both. Accordingly, I propose the following endogenous switching model to estimate these
transitions.
Let y∗i,t be the latent propensity of household i at time t to own a business, such that
yi,t = I(y
∗
i,t > 0). As in the previous model, I consider that this propensity depends on the
state homestead exemptions, UE i and HE i, the post-reform period, Rt, year-specific effects,
θt, and a vector of control variables, xi,t. Furthermore, the propensity of having a business
in the next year also depends on whether the household currently owns a business or not,
such that:
y∗i,t+1 =

τ0,1UE i + τ0,2HE i + τ0,3UE iRt + τ0,4HE iRt + θ0,t + β
′
0xi,t + ξi,t if yi,t = 0
τ1,1UE i + τ1,2HE i + τ1,3UE iRt + τ1,4HE iRt + θ1,t + β
′
1xi,t + ξi,t if yi,t = 1,
(2.4)
with ξi,t ∼ N (0, 1). The expression on top gives the determinants of starting a business
among those who do not have one, while the expression on the bottom gives the determinants
of keeping a business open among those who already own one.
In this model, the initial condition, yi,t, is endogenous and depends on the following latent
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propensity function:
y∗i,t = γ1UE i + γ2HE i + γ3UE iRt + γ4HE iRt + ηt + α
′zi,t + ei,t, (2.5)
with xi,t ⊂ zi,t, ei,t ∼ N (0, 1), and the correlation between errors terms is given by:
Corr (ei,t, ξi,t) = ρ. (2.6)
Equations (2.4), (2.5), and (2.6) is jointly estimated by maximum likelihood using a
bivariate normal function. Nonetheless, the identification of all parameters in this system
requires an exclusion restriction. Based on household fixed attributes, there are three initial
candidates for instrumental variable, which would explain the cross-sectional proportion of
entrepreneurs but not the transition from and to entrepreneurial activity: householder is a
U.S. citizen, householder’s father is a native citizen, and householder with disability. Table
2.2 presents results of Wald tests for the exclusion of these variables in each equation. The
first candidate fails to be a good predictor of the initial condition (cross-sectional proportion).
The second variable also fails because it significantly explains both transitions. Fortunately,
the third variable, which indicates householder with disability, is a strong predictor of the
initial condition and does not significantly explain the transitions. Namely, once the house-
hold has already decided whether they own a business or not, the householder’s ability to
work does not change their decision.
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Table 2.2: Wald Tests for Instrument Validity
Householder Householder’s father Householder
is a US citizen is native citizen with disability
χ2 p-value χ2 p-value χ2 p-value
initial condition, α = 0 3.13 0.077 63.51 0.000 101.9 0.000
starting a business, β0 = 0 5.46 0.020 7.39 0.007 0.01 0.907
keeping the business open, β1 = 0 0.76 0.383 38.33 0.000 0.83 0.362
either transition, β0 = β1 = 0 10.00 0.007 44.62 0.000 1.60 0.449
Tests are performed after estimating equations (2.4), (2.5), and (2.6).
With the coefficients of equations (2.4), (2.5), and (2.6), I can calculate the conditional
probability of starting a business:
Pr (yt+1 = 1|yt = 0,UE ,HE , t, zt) =
Φ2
 τ0,1UE + τ0,2HE + τ0,3UERt + τ0,4HERt + θ0,t + β
′
0xt,
− (γ1UE + γ2HE + γ3UERt + γ4HERt + ηt + α′zt) ,−ρ

1− Φ (γ1UE + γ2HE + γ3UERt + γ4HERt + ηt + α′zt)
;
and the conditional probability of keeping a business open:
Pr (yt+1 = 1|yt = 1,UE ,HE , t, zt) =
Φ2
 τ1,1UE + τ1,2HE + τ1,3UERt + τ1,4HERt + θ1,t + β
′
1xt,
γ1UE + γ2HE + γ3UERt + γ4HERt + ηt + α
′zt, ρ

Φ (γ1UE + γ2HE + γ3UERt + γ4HERt + ηt + α′zt)
;
where Φ(.) is an univariate normal distribution and Φ2(.) is an bivariate normal distribution.
For the average household, the effect of the reform on the probability of starting a business
in unlimited-exemption states (UE = 1) is defined by the following DID parameter:
DID
Start
UE = Pr (yt+1 = 1|yt = 0,UE = 1, R = 1, z¯)− Pr (yt+1 = 1|yt = 0,UE = HE = 0, R = 1, z¯)
− [Pr (yt+1 = 1|yt = 0,UE = 1, R = 0, z¯)− Pr (yt+1 = 1|yt = 0,UE = HE = 0, R = 0, z¯)] ; (2.7)
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and the effect on the probability of keeping a business open is defined by:
DID
Keep
UE
= Pr (yt+1 = 1|yt = 1,UE = 1, R = 1, z¯)− Pr (yt+1 = 1|yt = 1,UE = HE = 0, R = 1, z¯)
− [Pr (yt+1 = 1|yt = 1,UE = 1, R = 0, z¯)− Pr (yt+1 = 1|yt = 1,UE = HE = 0, R = 0, z¯)] . (2.8)
The parameters for states with high, but limited exemptions (HE = 1), DIDStart
HE
and
DIDKeep
HE
, are similarly defined. Once again, the standard errors of the estimated effects
are clustered by state and computed using the delta method.
2.5 Results
2.5.1 Testing Changes in Pre-Reform Trends
Before I present the main results of this chapter, it is worth to discuss whether the difference-
in-differences strategy is valid. In case the entrepreneurship rate in high-exemption states
had followed its own trend until 2005, I cannot compare changes between high- and low-
exemption states. Figure 2.1 already suggests that their trends look similar.
To test trend differences, I run several logit regressions using only data between 2000-
2005, before the reform. In each regression, I include interactions between the treatment
variables, UE and HE , and different time periods. The significance of these interactions
raises a red flag regarding my identification strategy. Table 2.3 presents the test results.
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Table 2.3: Testing Pre-Reform Differential Trends
Type of business
Unincorporated Incorporated
coef. std. error coef. std. error
unlimited exemption * (year > 2000) 0.129 0.095 -0.048 0.116
high exemption * (year > 2000) 0.103 0.110 -0.259 0.113**
unlimited exemption * (year > 2001) 0.101 0.109 -0.011 0.101
high exemption * (year > 2001) -0.079 0.090 -0.141 0.148
unlimited exemption * (year > 2002) 0.074 0.060 0.123 0.133
high exemption * (year > 2002) -0.090 0.067 -0.167 0.094*
unlimited exemption * (year > 2003) 0.042 0.066 -0.025 0.099
high exemption * (year > 2003) -0.056 0.094 -0.087 0.079
unlimited exemption * (year > 2004) 0.023 0.050 0.002 0.073
high exemption * (year > 2004) 0.133 0.150 -0.200 0.213
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Each pair of rows
comes from a different a multinomial logit regression. All regressions include control variables, as listed in
Table 2.1. Standard errors are clustered by state.
According to the test results, there is just a slight change in the trend in states with high,
but limited exemption. This change should particularly affect the results for incorporated
business, which must be carefully interpreted.
2.5.2 Effect of the Bankruptcy Reform on Entrepreneurial Choice
The estimates, presented in Table 2.4, confirm that the decline in entrepreneurial activity
has been higher in states with high and unlimited exemption levels after the bankruptcy
reform in 2005. As a result, the proportion of households owning a business has become 2
p.p. lower in those states, which represents a 16% reduction from the baseline proportion.
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Table 2.4: Difference-in-Difference Estimates of the Effect on Entrepreneurial Choice
estimate std. error
Any type of business
Unlimited exemption -0.022 0.008***
Limited exemption > 125K -0.020 0.007***
Unincorporated business
Unlimited exemption -0.019 0.006***
Limited exemption > 125K -0.021 0.010**
Incorporated business
Unlimited exemption -0.003 0.003
Limited exemption > 125K 0.001 0.012
Baseline probabilities
Any type of business 0.124
Unincorporated business 0.077
Incorporated business 0.047
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Effects derive from
a multinomial logit model, equation (2.1), and are calculated as described in equations (2.2) and (2.3).
Standard errors are clustered by state and computed using the delta method.
On the other hand, the entrepreneurship rate is affected only because of the reduction of
unincorporated firms. Since all debt in this type of business is legally considered personal
debt and homestead exemptions only protects personal debt, those firms were expected to be
more, if not uniquely, affected by the reform. The results confirm that incorporated business
are very little affected by the reduction in homestead protection.
The multinomial regression coefficients are shown in the appendix. Another compelling
result seen in the regression is the negative relationship between mortgage interest rates
and the proportion of unincorporated firms, whereas the relationship with the proportion
of incorporated firms is not significant. This endorses the fact that the source of credit is
distinct for these types of firm.
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2.5.3 Effect of the Reform on the Creation and Permanence of
Businesses
If the bankruptcy reform has lessened the insurance mechanism yielded by homestead ex-
emptions, households should become less willing to start their own enterprise. The estimated
effects, shown in Table 2.5, confirm that the rate of business creation — i.e., the propor-
tion of household who did not have a business deciding to create one — has decreased 1.1
p.p. in states with unlimited exemptions. This represents a reduction of 25% in the rate of
business creation. The estimated effect is yet not significant in state with high, but limited
exemptions.
Table 2.5: Difference-in-Difference Estimates of the Effect on Entrepreneurial Transitions
Not owning
All households incorporated bus.
estimate std. error estimate std. error
Opening a business
Unlimited exemption -0.011 0.006* -0.011 0.006*
Limited exemption > 125K -0.005 0.006 -0.005 0.006
Keeping the business open
Unlimited exemption -0.019 0.036 -0.025 0.048
Limited exemption > 125K -0.042 0.026 -0.067 0.036*
Baseline probabilities
Opening a business 0.044 0.044
Keeping the business open 0.671 0.655
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. In the first two
columns, the sample includes all households, regardless their initial condition. In the last two columns,
the sample does not include household initially involved in an incorporated business. Effects derive from a
bivariate probit model, equations (2.4)-(2.5), and are calculated as described in equations (2.7) and (2.8).
Standard errors are clustered by state and computed using the delta method.
The reform also seems to reduce the permanence rate — i.e., the proportion of household
who owned a business keeping it open. However, this effect is particularly significant only
for state with high, but limited exemption and if household with incorporated business are
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excluded. In this case, the reform has reduced the permanence rate in 7 p.p. which represents
10% of the baseline rate. All regression coefficients appear in the appendix.
2.6 Conclusion
In summary, the results of this chapter confirm that the bankruptcy laws that protect
debtor’s assets encourages households’ entrepreneurial activity. In particular, homestead
exemptions tend to work as an insurance for small businesses, making individuals more
willing to start their own venture. This protection, however, affects only the creation of
unincorporated firms, whose all debt is legally considered their owners’ personal debt.
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Chapter 3
Contrasts in Styles and Managers’
Impact on Corporate Policy1
3.1 Introduction
The growth in CEO compensation has been in the center of the corporate finance litera-
ture.2 The financial crisis stimulated this discussion and brought it to the newspapers’ front
page. After the financial crisis, CEO costs and benefits were extensively discussed, with no
definitive answer. Important questions related to the relevance of CEOs remain unanswered:
Are there significant differences between the ways CEOs run the firms? Do these differences
provide a competitive edge for the firm? Would the firm’s corporate policies be significantly
different if another, and perhaps less expensive, CEO was in office?
A large body of literature suggest that CEOs’ characteristics (risk aversion, ability, over-
confidence, etc.) should generate heterogeneity in the firm’s corporate policies.3 Empirically,
1In collaboration with Igor Cunha.
2See for example Bebchuk and Grinstein (2005), Custodio, Ferreira, and Matos (2013), Fernandes et al.
(2013), Kaplan (2008) and Jensen, Murphy, and Wruck (2004).
3For instance, please see, Rotemberg and Saloner (1993, 1994, 2000), Aggarwal and Samwick (2003),
Shleifer and Vishny (1989), Morck, Shleifer, and Vishny (1990), Malmendier and Tate (2005a,b, 2008), Goel
and Thakor (2008), and Ben-David, Graham, and Harvey (2013).
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the literature has tried to quantify the CEO style exploring CEO fixed effect. In their semi-
nal paper, Bertrand and Schoar (2003) use an F-test on a set of CEO fixed effects calculated
using executives observed in two different firms in order to measure the style. They found
that the CEOs preferences (style), can explain the heterogeneity of the different firm’s cor-
porate policies (investment, financial, and organizational). Other papers have found that
CEO style affects the firm’s accounting (Bamber, Jiang, and Wang, 2010) and tax practices
(Dyreng, Hanlon, and Maydew, 2010), CEO compensation (Graham, Li, and Qiu, 2012),
leverage choice (Frank and Goyal, 2007), and performance volatility (Adams, Almeida, and
Ferreira, 2005).4
In a recent paper, Fee, Hadlock, and Pierce (2013) challenge the previous results in the
literature, criticizing the use of F-tests on three different grounds: (1) biases, (2) serial
correlation and (3) Wooldridge (2010) warning about the validity of the F-test in panel data
with an exploding N. In their paper, they explore the framework develop by Yonker (2011)
and propose restricting the analysis to a sub-sample of turnovers considered exogenous to
solve the bias problem and suggest a new test to overcome the F-test problems. They do not
find evidence of CEO style affecting a firm’s corporate policy. Therefore, at this point there
is no consensus on whether CEOs heterogeneous preferences could explain a firm’s corporate
policy variation.
In this chapter, we suggest an additional step to improve the inference on CEOs’ effects.
Although Bertrand and Schoar (2003) results are subjected to criticism, the test suggested
4Earlier papers, instead of using fixed effects, directly observed the changes in policy around the turnover,
see for example, Murphy and Zimmerman (1993), Denis and Denis (1995), and Weisbach (1995).
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by Fee, Hadlock, and Pierce (2013) tends to conclude that CEOs have no importance on
corporate policy. The reason is they essentially test the average effect of a CEO turnover,
while Bertrand and Schoar (2003) test if at least one CEO is systematically different than
anyone else. Back to the Bertrand and Schoar’s principle, we propose a simultaneous test
procedure that not only avoid the problem of having non-normal errors, but also reveal how
many executives are found to have their own style. Our procedure verifies the significance of
each CEO’s parameter independently, adjusting by the number of parameters being tested
simultaneously. The results show that a considerable percentage of CEOs take decisions
away from the average in terms of financing policy and investment. As a consequence, CEO
heterogeneity also explains differences in corporate performance beyond firm and industry
characteristic.
We extend our analysis exploring the differences between the exiting and new CEOs’
styles to evaluate their impact on corporate policy. Changes should be more dramatic in the
firm’s policies if the new CEO has very different preferences than the CEO who is leaving.
No changes should be observed in firms where the exiting and the new CEO share precisely
the same view (style). We explore this idea using a two-step model. In the first step, we
estimate CEO fixed- effects. Similar to Bertrand and Schoar (2003) we are only using CEOs
that can be observed in two different firms on our sample (outside hire) in order to separate
the CEO effect from the firm effect. In the second step, we quantify the impact of the CEO by
regressing different (investment, financial, operational) corporate policies and performance
on the differences between the estimated fixed-effects of the former and the new CEOs. This
methodology not only allows us to observe whether or not there are policy changes around
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the turnover, but also allows us to observe how long it takes for the policy to converge to
the new equilibrium. In contrast to the previous suggested tests, our method can predict
to what extent we should expect the policy to be change upon the arrival of the new CEO
and also in the subsequent years. In addition, our measure is just a one year shock to the
policy, which mitigates the criticisms about serial-correlations raised by Fee, Hadlock, and
Pierce (2013). Consistent with the results of our simultaneous test and the intuition found
in Bertrand and Schoar (2003), we find that CEO influence firm’s decisions and there are
policy changes around the turnover.
Both the results for the simultaneous tests and the results of the regressions using the
fixed effect differential remain largely unaffected when we restrict our attention to exogenous
exits. Therefore, it seems like the policy changes after a turnover are not associated with the
characteristics of the exiting CEO, but instead they are associated with the characteristic
of the incoming CEO. This result could be evidence of another source of bias: board of
directors could be selecting CEOs with a style that fits a specific policy plan they have in
mind. For this reason, it would be very difficult to separate the role of the board and the
role of the CEO when we are analyzing changes in policy around CEO turnovers. If these
biases are present, our results show exogenous turnovers, largely used in the literature,5 are
not able to eliminate the endogeneity issues of this type on regression.
We conduct our analysis in a number of steps. In Section 3.2, we present the data neces-
sary for our analysis, explain our hand collection process and present the summary statistics
5See for example, Bruce Johnson et al. (1985), Slovin and Sushka (1993), Hayes and Schaefer (1999),
Salas (2010), Bennedsen, Perez-Gonzalez, and Wolfenzon (2007)
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of the main variables we will use in our analysis. In Section 3.3, we study the characteristics
of firm’s turnovers. We compare firms undergoing internal turnovers, external turnovers, and
in normal times. We observe that turnovers are associated with the firm’s performance and
that external turnovers seem to be even more critical than internal turnovers. We then use
the information obtained from our hand collected data and define a sub-group of turnovers
in which it is less likely that an unobservable factor is affecting both the policy and the prob-
ability of the turnover. We classify exogenous turnovers cases where the reasons listed are:
death, illness, outside offer, or the CEO remained in the firm in a different position. This
classification guarantees that either the turnover was unplanned or was part of a friendly
succession plan, which mitigate the probability that there is an unobservable factor influenc-
ing both the policy and the probability of turnover. In Section 3.4, we detail the fixed-effect
differential method that we will use in our analysis.
In Section 3.5, we analyze the CEO impact on corporate policy, by investigating the firm’s
investment decisions. We found that there was a significant impact of CEOs on investments
when we considered all (endogenous and exogenous) external turnovers. Our results show
that there is a bias on the original estimators. However, when restrict our attention to
exogenous turnovers, the effect is still significant. Our results using exogenous turnovers
indicate that the CEO starts influencing the decision in her first full year in the helm (she
is the CEO for a fraction of year zero). If there is a 14% (one standard deviation) difference
between the investment style of the former and new CEOs, we should see a change of 5.6%
in the investment level after the first full year (they only stay a fraction of year zero).
We then turn our attention to the financial policy decisions. We look at the influence
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of CEO style on leverage, interest coverage, cash holdings and dividends. For leverage,
although we observe the presence of bias in the results using all external turnovers, the
effects are still significant using only the exogenous ones. Interest coverage presents a very
interesting result. Using all external turnovers would indicate that the CEO does impact
this policy. However, when we focus on exogenous turnovers we find that CEOs do not
impact the levels of interest coverage. Although not significant, we find negative results for
the exogenous turnovers, which would indicate that the policy in place prior to the turnover
is dominating the actions upon the arrival of the new CEO. We are unable to identify any
effects of CEOs on cash holdings and dividends. We speculate that this might be due to
the fact that cash holdings and dividends policy are sticky policies and, in general, do not
change with a new CEO. The cash holdings results using exogenous turnovers corroborate
this possibility. We find that for the sub-group, our results are actually negative which would
indicate that the policy in place prior to the CEO arrival dominates the decision.
Next, we focus on organizational strategy. These are some of the decisions most directly
connected to the CEO’s office and where she would have more room to make changes.
Considering all (endogenous and exogenous) external turnovers, would indicate significant
effects of CEO’s style on R&D. This result is not significant when we restrict our attention
to turnovers considered exogenous. Similar to the interest coverage, the results are not
statistically significant. However, the negative estimators indicate that the policy in place is
dominating the strategy. These results seem reasonable, in that R&D decisions are long term
decisions associated with the firm’s business and the overall characteristics of the industry.
There should not be much room for style in the R&D choice. The results previously found
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in the literature are probably driven by the extreme situation in which the firm needs a
complete overhaul in their R&D. In this situation, the firm’s conditions are dictating the
changes and not the CEO preferences. For selling and general, as well as advertising expenses
we find a significant impact of the CEO’s preferences on the decision. The results are robust
to the use of exogenous turnovers.
In our final analysis, we investigate whether the CEO preferences produce an extra value
for the investors. We analyze whether CEOs can influence the firm’s returns on assets.
We find that they do. However, the results are not as strong as the previous literature
pointed out. Considering all the external turnovers we find a significant and immediate
impact of CEOs on the firm’s performance. However, the returns on assets should be the
measure subjected to the highest influence of unobservable variables that influence both the
firm’s performance and the probability of CEO turnover. That is precisely what we find in
our results using exogenous turnovers. For this subgroup, the estimators are considerably
smaller. Nevertheless, we can still observe CEOs impacting the policy in their second full
year in the firm (in year zero she will only be in the firm for a fraction of the year). Therefore,
CEOs do imprint their style on the firm’s performance beyond how the firm’s, industry’s
and previous CEO’s characteristics already influence the results. These results allow us to
conclude that CEOs do imprint their style on the firm’s performance and can enhance the
firm’s value. In Section 3.6, we present our conclusion.
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3.2 Data
Our data set comes from three pieces of data. The firm’s financial information comes from
the COMPUSTAT files. All variables considered here are deflated to 1990 value. We follow
the standard filters of the literature: We drop financial (SIC between 6000 and 6999), utilities
(SIC between 4900 and 4949) and quasi-public firms (SIC greater than 8880). We also drop
small firms (Total assets less than $ 10 million dollars or Property, Plant and Equipment less
than $ 6 million dollars), and observations that seem to have measurement errors, i.e. firms
with excessive (more than double in a year) growth in their Property, Plant and Equipment,
Total Assets and Sales are dropped. We also drop firms with missing total assets or missing
market-to-book ratio. Finally, we drop firms with negative market-too book ratio. We
winsorize all variables in our analysis at the 0.1% level.
The CEO information is coming from EXECUCOMP, and we restrict our attention to
CEOs. We initially obtain every CEO turnover available in the data. We check the cases in
which the CEO could be observed prior in the data and label this cases external turnovers.
To avoid mislabeling, only after we define all turnover cases we merge this data with the
financial information.
To diminish the biases associated to turnovers, we hand collect data on the reasons why
the CEO left the firm and define a sub-group of turnovers in which it is less likely that an
unobservable factor is affecting both the policy and the probability of the turnover. We
search a Wall Street Journal database, for the first and last name of the former and new
CEO, the name of the firm and the date of the turnover. We then read between 2 and 4
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(depending on availability) articles about the turnover and capture a few key words about
it.
Table 3.1: Reasons Previous CEO Left Office
Reasons Occurrences
Stayed in company 110
Outside offer 14
Deceased 3
Illness 1
Retirement 106
Resigned 73
Forced out 62
Interim 3
Scandal 6
Belonged to turnaround consult 1
Unknown 40
Total 419
This table presents the reasons why the exiting CEO on a external turnover (outside hire) is leaving the
firm. The information is manually collected from Wall Street Journal articles.
Table 3.1 presents the results of the hand collection process. We were able to find news on
379 external (outside hire) turnovers. We find that around 32% of the turnovers explicitly
say that the CEO resigned or was forced out of the firm. Around 25% of the observed
external turnovers where due to retirement. And for another 26% the CEO stayed in the
firm performing a different activity (for instance, chairman of the board). We still observe
a few other reasons for the turnovers, such as outside offer, death, illness and corruption
scandal that total 7% of our cases. We also are unable to identify the reason of the turnover
for around 10% of our sample.
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Table 3.2: Summary Statistics
Compustat Compustat/
Execucomp
External
Turnovers
Exogenous
Turnovers
Variables (1) (2) (3) (4)
Size 5.958 6.824 7.101 6.993
(1.801) (1.487) (1.429) (1.464)
Market− to−Book 1.41 1.665 1.384 1.554
(1.189) (1.326) (0.854) (0.95)
CashF low 0.325 0.459 0.332 0.486
(0.708) (0.781) (0.93) (0.988)
ReturnsonAssets 0.023 0.042 0.014 0.025
(0.085) (0.072) (0.08) (0.069)
Investments 0.247 0.261 0.219 0.251
(0.203) (0.194) (0.171) (0.171)
Leverage 0.255 0.202 0.224 0.18
(0.239) (0.2) (0.205) (0.178)
CashHoldings 0.129 0.14 0.143 0.18
(0.168) (0.174) (0.161) (0.183)
Dividends 0.084 0.097 0.168 0.135
(13.85) (3.724) (0.408) (0.508)
InterestCoverag 41.599 65.855 18.346 67.322
(461.214) (512.311) (91.081) (525.761)
R&DExpenses 0.025 0.031 0.036 0.042
(0.057) (0.056) (0.055) (0.058)
SellingandGenralExpenses 0.222 0.224 0.253 0.263
(0.319) (0.175) (0.177) (0.183)
AdvertisingExpenses 0.011 0.015 0.017 0.015
(0.037) (0.04) (0.044) (0.038)
Observations 54,623 20,724 388 127
This table presents the summary statistics for the main variables used in this studies. Column (1) show the
firms characteristics for the COMPUSTAT world for the years between 1992 and 2010. Column (2) show
the characteristics for the firms we were able to merge with EXECUCOMP database. Column (3) shows the
results for firms undergoing an external turnover. Column (4) show the summary statistics for a subgroup of
firms undergoing an external turnover that we classify as exogenous turnovers according to the methodology
developed in section 3.3.
Table 3.2 present the summary statistics for the main variables considered in this study.
We present the summary statistics separate for each piece of data considered in this pa-
per. We start in column (1) presenting the sample of all COMPUSTAT companies for the
years between 1992 and 2010. In Column (2) we narrow the sample for the firms we were
able to match with the EXECUCOMP dataset, this is the sample we will be considering
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for our analysis (treatment and control). Column (3) presents the summary statistics of
firms undergoing an external turnover (treated - not exogenous). Column (4) presents the
summary statistics for a sub-sample of firms undergoing external turnovers that we classify
as exogenous. None of the variables considered here have statistically significant differences
across the groups. We will discuss more about the differences across groups (3) and (4) in
the next section.
3.2.1 Variables
We investigate three outcomes related to corporate policy: debt over assets, cash over assets,
and capital expenditure over assets. All variables are log-transformed to not be censored in
zero. Moreover, cash flow sensitivity and Q sensitivity of investment are also analyzed as
corporate policies. Other policies, such as dividend payment, R&D expenses, and interest
coverage, are not assessed because of their high frequency of zeros in the distributions. In
their case, nonlinear regression models should be used.
In order to verify firm performance and profitability, we look at return on assets and log
of sales. Finally, we also estimate a model for log of CEO compensation to verify whether
high payments are specifically associated to firms or executives. As control variables, we
always include lagged values for firm size (log of total assets), cash flow over assets, and
investment opportunities (market-to-book ratio).
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3.3 What drives turnovers?
Disentangle the CEO’s preferences from the “firm’s preferences” is a very challenging pro-
cess. It is very hard to see what is influencing the decision, a firm characteristic or a CEO
characteristic. In order to try to separate the two, the literature has relied on turnovers.
In addition to that, in order to really separate the actions of the firm and the actions of
the CEO, we need to observe the CEO in two different firms (Bertrand and Schoar, 2003).
The assumption behind the idea of using turnovers is that nothing is changing in the firm,
except the manager. However, Fee, Hadlock, and Pierce (2013) point out that it might not
be reasonable to use them: a turnover is a very sensitive time of a firm (e.g., Murphy and
Zimmerman, 1993; Denis and Denis, 1995), in general associated with poor performance (e.g.
Weisbach, 1988; Warner, Watts, and Wruck, 1988). It is very costly to fire a CEO (Tay-
lor, 2010) and it rarely happens (e.g., Kaplan and Alcamo Minton, 2006; Huson, Parrino,
and Starks, 2001), and it is usually associated with bad firm or industry performance (Ka-
plan and Alcamo Minton, 2006; Huson, Parrino, and Starks, 2001; Weisbach, 1988; Warner,
Watts, and Wruck, 1988). External turnovers are an even more dramatic situation for a firm
(Parrino, 1997; Huson, Parrino, and Starks, 2001). Not only the firm decided to change the
CEO, but the board of directors decided that no one inside the firm’s ranks was capable of
taking over the job (most commonly an executive from inside is selected). Therefore we are
dealing with a very specific occasion where it might not be feasible to separate what is been
driven by the firm’s current situation from what is been driven by the CEO’s preferences.
In order to put numbers to this explanation, we ran a multinomial logit model in order
99
to compare firm years with no turnovers, with firm years with internal turnovers and firm
years with external turnovers. Our Dependent variable is as follows:
Dep.V ar. =

0 No Turnover
1 Internal Turnover
2 External Turnover
(3.1)
Table 3.3 presents the results of the multinomial logit regressions. No turnover is the
base for the analysis. Column (1) shows the correlations for external turnovers, while col-
umn (2) shows the correlations for internal turnovers. The results indicate that both kinds
of turnovers are a delicate moment in the firm’s life. However, as we expected it seems that
external turnovers are more extreme. Firms with low asset growth are more likely to go
through an external turnover. On the other hand, firms with low asset growth, lower returns
on asset and higher leverage are more likely to make e external turnover. Our results show
that external turnovers are associated to a more extreme situation. A good anecdotal exam-
ple of a firms that are going through external turnovers is Yahoo!. They had 5 turnovers in
the past 5 years (between 2007 and 2012), the past three CEOs came from other firms (Carol
Bartz from HP, Scott Thompson from PayPal, and their current CEO Marissa Mayer from
Google). They are an anecdotal evidence that when a firm resort on outside hire it really
means that the situation of the firm is unstable. The results of the multinomial logit regres-
sions are consistent with Fee, Hadlock, and Pierce (2013) and indicate that using external
turnovers might not allow us to truly separate the impact of the CEO from a unobservable
factor that is affecting both the policy and the likelihood of the turnover.
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Table 3.3: Multinomial Logit
External Turnovers Internal Turnovers
VARIABLES (1) (2)
Market Leverage 0.582** -0.0165
(0.231) (0.109)
Investment 1.062 0.130
(0.899) (0.372)
Return on Assets -2.065*** -0.477
(0.620) (0.321)
Asset Growth -0.952*** -0.822***
(0.275) (0.126)
Observations 20,996
Industry FE Yes
Year FE Yes
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. This table presents the
results of the multinomial logit regressions with a three level categorical variable as the dependent variable.
The categories are No turnover, Internal Turnover or External turnover. For each year the firm is assigned
to one of this categories depending on the CEO status. The results indicate that the circumstances in which
most CEOs leave office is not uncorrelated to the corporate finance variables of the firm, therefore indicating
endogeneity on the decision. More specifically, the external turnover (turnovers in which the CEO came
from a different firm) seems to represent a even more extreme situation. No turnover is used as the reference
for the multinomial logit.
Next, we determine what would be the instances that we would consider exogenous. Our
main concern was with the fact that firms are aware of the negative consequences that a
turnover has, and for this reason they could be trying to hide the true reason for the change.
Deceases,6 illness, and outside offers (Hayes and Schaefer, 1999) are the most obviously
exogenous and would be very unlikely faked by the company. However, we only 7% of the
cases fall in these three categories. Similarly to Fee, Hadlock, and Pierce (2013) we use
“natural retirements” in which they find no evidence that the CEO was forced out.7 In
order to provide evidence that the turnovers we consider here are truly not related to firm
6Other papers explore these turnovers, for example: Bennedsen, Perez-Gonzalez, and Wolfenzon (2007),
Bruce Johnson et al. (1985), Hayes and Schaefer (1999), Salas (2010) and Slovin and Sushka (1993).
7Natural Retirements are also used in Denis and Denis (1995).
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performance we make a informal test of the quality of the turnover. We run a multinomial
logit with the following dependent variable:
Dep.V ar.2 =

0 No Turnover
1 Exogenous Turnovers
2 Non Exogenous Turnovers
(3.2)
We are calling our second category “Non Exogenous Turnovers” to indicate that this
is the group that was not classified as exogenous according to our methodology. We are
acknowledging that there might be cases that were truly exogenous but we did not classify
them as exogenous due to the rigor of our classification.
Table 3.4: Multinomial Logit
Variables Exogenous Non - Exogenous
Book Leverage -0.990 0.0715
(1.340) (0.102)
Investment -6.452 0.268
(7.855) (0.351)
Returns on Assets 2.426 -0.755**
(3.458) (0.297)
Asset Growth -1.090 -0.840***
(1.496) (0.118)
Observations 20,996
Industry FE Yes
Year FE Yes
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. This table presents the
results of the multinomial logit regressions with a three level categorical variable as the dependent variable.
The categories are No turnover, Exogenous Turnover or Endogenous turnover. For each year the firm is
assigned to one of this categories depending on the CEO status and the reason of the turnover. Exogenous
turnovers are turnovers in which the CEO stayed in the company but in a different position, indicating
that she was not forced out. The results indicate that our definition of exogenous turnovers is correctly
selecting exogenous turnovers, because the changes in the corporate variable do not increase the probability
of a “exogenous” turnover happening. Therefore, these turnovers appear not to be related to the underlying
situation of the firm. No turnover is used as the reference for the multinomial logit.
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Table 3.4 presents the results of the multinomial logit regressions. None of the perfor-
mance measures considered helped explain exogenous turnovers. This is only a informal test,
because we are mainly concerned with unobservable variables and cannot see their differences
between the two groups. However, this is an indication that we are dealing with turnovers
that are not associated to the situation of the firm, but a natural transition inside the firm.
3.4 Estimation Method and Inference
3.4.1 Estimating Fixed Effects from Large Panels
Consider that a certain corporate policy, yi,e,t, is given by the following linear function:
yi,e,t = β
′xi,t + γi + µe + εi,e,t, (3.3)
where xi,t represent time-varying characteristics of firm i, which includes time-specific effects
(i.e., year dummies), γi is the firm fixed effect, µe is the executive fixed effect, and εi,e,t is a
zero mean, normally distributed error term. This model can be also written in the following
matrix representation:
Y = Xβ +Dγ +Bµ+ ε, (3.4)
where γ is a vector containing all firm fixed effects and µ is a vector containing all executives
fixed effects.
Consider that there are N firms in our sample, each one appearing for Ti periods, M top
executives who appear forHe periods, and N
∗ =
∑N
i=1 Ti total number of observations. Then
D is aN∗×(N − 1) matrix formed by vectors of firm dummies andB is aN∗×(M − 1) matrix
formed by executive dummies. The OLS estimate of more than (N +M − 1) parameters
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can be computationally unfeasible due to the high dimension of D and B. Since we are
interested in the estimates of fixed-effect parameters, we cannot simply use the conventional
within-group estimator, which only yields unbiased estimates of β.
To solve the high-dimensionality problem, we apply the memory-saving decomposition
of the regressor matrix proposed by Cornelissen (2008). The first step in his algorithm is to
eliminate B from the model by multiplying the remaning terms by the annihilator matrix,
MB ≡ I −B (B′B)
−1B′, such that
Y˜ = X˜β + D˜γ + ε,
with Y˜ ≡ MBY , X˜ ≡MBX , and D˜ ≡MBD. Then the system of normal equations becomes
A
 β
γ
 = C,
with
A =
 X˜ ′X˜ X˜ ′D˜
D˜′X˜ D˜′D˜

and
C =
 X˜ ′Y˜
D˜′Y˜
 .
The computation problem is that
(
X˜, D˜
)
still has a high dimension, but matrix A does not.
According to Cornelissen, A and C can be computed without creating
(
X˜, D˜
)
.
After eliminating the executive matrix, B, from the model, the firm dummies for exec-
utives who never appear in another firm are all zero. Thus matrix D˜e, which involves only
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those observations that are associated with executive e, is a null matrix if executive e is not
a “mover”. Namely, D˜e carries some information only if executive e is observed in at least
two different firms. Accordingly, matrices A and C can be rewritten in the following way:
A =
 X˜ ′X˜ 0
0 0
+ ∑
e∈ Movers
 0 X˜ ′eD˜e
D˜′eX˜e D˜
′
eD˜e
 (3.5a)
C =
 X˜ ′Y˜
0
+ ∑
e∈ Movers
 0
D˜′eY˜e
 (3.5b)
Furthermore, since executives are usually employed in very few firms, D˜e is still a sparse
matrix, as well as
(
X˜ ′eD˜e
)
,
(
D˜′eD˜e
)
, and
(
D˜′eY˜e
)
. Then D˜e can be written more compactly
by omitting the zero columns. The resulting matrix, D˜Se , has dimension He× se, where se is
the number of firms in which executive e worked for. Thus rather than computing
(
X˜ ′eD˜e
)
,(
D˜′eD˜e
)
, and
(
D˜′eY˜e
)
, one can compute
(
X˜ ′eD˜
S
e
)
,
(
D˜S′e D˜
S
e
)
, and
(
D˜S′e Y˜e
)
, which saves
memory and time. More details on this algorithm can be found in Cornelissen (2008).8
Once estimates of β and γ are obtained, the estimated fixed effects for executives are
calculated by:
µ̂e =
1
He
N∑
i=1
Ti∑
t=1
be,i,t
(
yi,t − β̂
′xi,t − γ̂i
)
for e = 1, . . . ,M, (3.6)
where be,i,t is a dummy variable that indicates whether executive e worked for firm i at period
8Other algorithms for computing two high-dimensional fixed effects are suggested by Abowd, Kramarz,
and Margolis (1999), Abowd, Creecy, and Kramarz (2002), Andrews, Schank, and Upward (2006), Guimaraes
and Portugal (2010), and Harris and Sass (2011). However, we consider Cornelissen’s (2008) algorithm the
simplest and fastest. Another simple algorithm is implemented by Kane and Staiger (2008) and Chetty,
Friedman, and Rockoff (2014), but their models rely on strong assumptions of independece between regres-
sors.
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t.
It is worth to note that the identification of firm fixed effects, γi, and executive fixed
effects, µe, is possible only if an executive who worked for firm i is also observed in another
firm. In other words, firm i must have at least one “mover” in order to separate γi from
the combination of executive effects. For this reason, firms with no observed movers, along
with all their executives, are excluded in our sample. This sample restriction, however, is
less limiting than Bertrand and Schoar (2003), which requires that at least one executive is
observed for at least three years in two different firms.
3.4.2 Inference
3.4.2.1 Bootstrapping algorithm
The first problem of statistical inference in our model is that corporate policy regressions
often have non-normal errors, so we have to rely on asymptotic properties to obtain consistent
estimates for the estimator variance. On the other hand, the number of parameters in this
type of fixed effect model tends to grow as the sample increases. In our case, a considerable
number of new firms and new executives appears in the sample as another period is added.
Therefore, we cannot rely on the asymptotic properties of the least square estimator to
calculate its variance (Bai and Silverstein, 2006).
Since we cannot trust in the least square estimate of the covariance matrix, the variance
of estimated fixed effects is obtained by bootstraping. In order to maintain the same panel
structure in each bootstrapped sample, we use a wild bootstrap algorithm, described in the
following steps:
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1. Calculate the original regression residual, ε̂i,e,t = yi,e,t − β̂
′xi,t − γ̂i − µ̂e.
2. For each firm-executive match, we observe ni,e residuals. From the pool of ni,e residuals,
we draw a new residual for each observation within the match and multiple this new
value by −1 with probability 1/2 or 1 with probability 1/2.
3. With the new residual, ε̂∗i,e,t, we redefine the dependent variable, y
∗
i,e,t = yi,e,t − ε̂i,e,t +
ε̂∗i,e,t, and re-estimate (β, γ, µ).
Steps 2 and 3 are repeated 10, 000 times in order to characterize the distribution of
β̂, γ̂, and µ̂. We consider this procedure quite flexible, allowing the error terms being
heteroscedastic and not necessarly normally distributed.
3.4.2.2 Simultaneous Parameter Testing
In order to verify whether some executives follow their own style, we should test the following
hypothesis:
H0 : µ1 = µ2 = . . . = µM ,
Ha : µe 6= µe′ for some e, e
′ = 1, . . . ,M . (3.7)
If we normalize µ such that E [µe] = 0, then
H0 : µe = 0 for all e = 1, . . . ,M,
Ha : µe′ 6= 0 for at least one e = 1, . . . ,M .
This null hypothesis is the one tested by Bertrand and Schoar (2003), but it is not equivalent
to the one tested by Fee, Hadlock, and Pierce (2013). While Bertrand and Schoar show strong
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evidence that this null hypothesis is rejected, the latter only verify that dismissed CEOs do
not differ from their replacement on average.9
In the case in which the number of parameters, M , is fixed, the F-test is often used for
testing regression coefficients simultaneously in a linear model (e.g., Bertrand and Schoar,
2003). Under the normality assumption, the F-test is indeed the uniformly most powerful
(UMP) test for the above hypothesis. However, without very restrictive assumptions on the
covariance structure, the F-test is not applicable (Zhong and Chen, 2011). As the number
of parameters grows, the null distribution does not necessarly converge to a F distribution.
Another drawback is that the F-test, as well as ANOVA in general, does not reveal the
significance of specific parameters. Namely, we may know that some executives follow their
own style, but we do not know how many they are. To answer this question, we should test
M null hypotheses:
H0,1, H0,2, . . . , H0,M ,
with
H0,e : µe = 0
for e = 1, . . . ,M .
On the other hand, if these null hypotheses are independently tested, then the incidence
9The null hypotheses tested by Fee, Hadlock, and Pierce (2013) can be written as follows:
H0 : E [yi,e − yi,e′ ] = 0 for e 6= e
′,
and
H0 : E
[
(yi,e − yi,e′)
2
]
= 0 for e 6= e′.
It is clear that these null hypotheses are essentially different from the one tested by Bertrand and Schoar
(2003). Even if average differences are not significant, we may still identify some executives who follow their
own style.
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of false positives (i.e., null hypotheses that are wrongly rejected) is proportional to the
number of parameters (or tests performed) and the critical significance level, α. That is, as
the number of null hypotheses being tested increases, the probability of at least one p-value
being less than α goes to one even if all null hypotheses are true.
The problem of assessing many independent results simultaneuosly is called multiple
testing problem. There are two commonly used approaches for multiple hypothesis testing.
The first approach is the family-wise error rate (FWER) control. The FWER is defined as
the probability of making at least one false rejection — i.e., commiting a type I error — in a
family of hypothesis-testing problems. With M hypotheses being tested and this probability
fixed at level α, the critical significance level for each hypothesis test should not be greater
than α/N , which is knwon as the Bonferroni’s bound. Although several improvements for
FWER control have been suggested, this approach is useful only ifM is relatively small. For
a very large number of hypotheses, the FWER control approach is too conservative (Efron,
2010).
The second and more powerful approach is the false discovery rate (FDR) control, ini-
tially proposed by Benjamini and Hochberg (1995). Rather than controlling for the overall
probability of rejecting a null hypothesis, α, this approach focuses on the expected proportion
of rejected hypotheses that are actually null, q:
FDR = E
[
# of false discoveries
# of called significant parameters
]
≤ q (3.8)
While the denominator in FWER is the number of true null hypotheses, which is fixed, the
denominator in FDR is the number of parameters found to be significant, which is random.
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This feature makes the FDR control have a more convincing Bayesian interpretation for the
test results than the classical frequentist testing theory (Storey, 2002; Efron and Tibshirani,
2002). As mentioned by Efron (2010, p. 55), “it is easy to explain that q = 0.1 means an
estimated 90% of the rejected cases are true discoveries.” However, it is uncomfortable to
tell that “α = 0.05 rejection does not imply a 95% chance that the effect is genuine.”
The first step in any FDR control procedure is calculate the p-value for each hypothesis
test, pe. In our case, these p-values are obtained from R bootstrap replications described
above:
pe =
1 +
∑R
r=1 I
(
µ̂
(r)
e ≥ 0
)
R + 1
≈ Φ
 µ̂e√∑R
r=1
(
µ̂
(r)
e − µ̂e
)2
/R
 , (3.9)
where Φ(.) is a standard normal cumulative distribution function, µ̂e is the estimate from
the original sample, µ̂
(r)
e is the estimate from a bootstraped sample. Note that pe is an
one-sided p-value. If necessary, a two-sided p-value can be obtained from a transformation
of the former:
p(2)e = 2min (pe, 1− pe) . (3.10)
Moreover, a corresponding z-value is obtained by inverting pe:
ze = Φ
−1 (pe) . (3.11)
The second step is to apply a rejection rule for each H0,e, which is subject to the overall
constraint that FDR ≤ q. There is no agreement upon a conventional choice of q, such as
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α = 0.05 for single-case testing, though q = 0.1 seems to be popular (Hastie, Tibshirani, and
Friedman, 2009; Efron, 2010). In the following sections, we describe two procedures that are
used in this paper.
3.4.2.3 Benjamini and Hochberg’s procedure
Benjamini and Hochberg’s (BH) step-down procedure consists of the following steps:
1. Order all p-values from the lowest, p(1), to the highest, p(M).
2. Define
e∗ = max
{
e : p(e) < q
e
M
}
, (3.12)
i.e., starting from the top, find the largest p-value that is less than q times the relative
position of this p-value, e/M .
3. Accept all hypotheses H0,e for which pe > pe∗ and reject all hypotheses H0,e for which
pe ≤ pe∗.
Then we expect that (1 − q)% of executives for which pe ≤ pe∗ implement their own
style in the firms that they work for. This procedure does not require any assumption
on the null distribution of marginal test statistics because it is based on the fact that p-
values should follow an uniform distribution under the null hypothesis. However, for BH
to control the expected FDR at q, we need to assume that the correct null hypotheses are
independent of each other. According to Efron (2010), in the case of dependence between null
hypotheses, the BH procedure becomes more consertative. That is, taking the dependence
between executive parameters into account would just increase to number of significant
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effects. Furthermore, ignoring dependence between hypotheses also reduces the precision of
the estimated FDR.
Although this is unlikely to be a problem given the large number of parameters being
tested, the precision of estimated FDR can be improved using the local FDR algorithm de-
scribed below. Another advantage of the local FDR procedure over BH is the differentiation
of significant cases. Whereas BH has a tail-area interpretation in the sense that all hypothe-
ses whose p-value is below pe∗ are assumed to have the same expected FDR, the local FDR
procedure consider that some hypotheses may have an even lower FDR.
3.4.2.4 Local FDR
Local FDR, introduced by Efron et al. (2001) and Efron and Tibshirani (2002), are a variant
of BH tail-area FDR. Unlike BH, in which no assumption is made on the distribution of
marginal test statistics, local FDR consists in estimating both the observed density and null
density of z-values, defined in (3.11). First, we assume that these z-values follow a mixture
distribution, with probability π0 of having a null distribution, F0 (z), and probaility πa (or
1− π0) of having a alternative distribution, Fa (z). Define the null subdensity as:
f+0 (z) = π0f0 (z) , (3.13)
and the mixture density as:
f (z) = π0f0 (z) + (1− π0) fa (z) . (3.14)
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By the definition of FDR, the Bayes posterior probability that a case is null given z is:
fdr(z) ≡ Pr {null| z} =
π0f0 (z)
f (z)
=
f+0 (z)
f (z)
. (3.15)
The first step in the local FDR procedure is to estimate the mixture density, f (z).
According to Efron and Tibshirani (1996), the Lindsey’s method yields an efficient and
flexible parametric density estimation using Poisson regression. Under the assumption that
f belongs to a J-parameter exponential family:
f (z) = exp
{
J∑
j=1
τjz
j
}
, (3.16)
with τ0 being determined from (τ1, τ2, . . . , τJ) by the requirement that f (z) integrate to 1
over the range of z. Then f is estimated by the maximum likelihood of a Poisson general
linear model. The fdr numerator, f+0 (z), is assumed to be a scaled normal density, π0f0
with f0 ∼ N (δ, σ2). Parameters π0, δ, and σ are estimated by fitting a quadratic curve to
log f̂ (z) around z = 0.
3.4.3 Fixed Effects Differential
In addition to the challenge of separating turnovers that would allow us to identify the
differences between the firm’s maximization problem and the CEO impact, it is also difficult
to determine a precise measure for this impact. The standard way of testing CEO styles was
through F-tests. However, besides the endogeneity problem discussed above, Fee, Hadlock,
and Pierce (2013) point out that F-tests are not appropriate due to serial-correlations. They
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run a series of falsification tests and show that the significance in the F-test results might
be spurious. Finally, they advert to Wooldridge (2010) warning about the validity of F-
test “on an asymptotically exploding number of dummy variables in a non-normal setting”.
they propose a regression model to capture all the other factors not related to the CEO
style. They then test for CEOs’ style comparing the standard error of the residuals of firms
undergoing exogenous turnovers and matched firms in normal times. They find no evidence
of CEO style.
Fee, Hadlock, and Pierce (2013) go around this problem proposing a regression model
to capture the variation that is explained by the firm’s and industry’s characteristics and
then considering the residuals of this models the CEO impact. The idea is that the firm is
solving a similar maximization problem as its industry counter-part and for this reason, once
we control for the industry changes and the general firm’s conditions, all that is left in the
residual is the influence of the CEO. They compare the average residuals of firm’s undergoing
exogenous turnovers with the residuals of firms in normal times and find no differences in
this residual. The problem with this approach is that it is subject to measurement errors
issue. In order to guarantee that the residual is indeed capturing only the impact of the
CEO on the firm, the estimators in the regressions have to be correctly measuring all the
other effects. Otherwise, in addition the CEO impact the residual will also be capturing
any measurement errors that the regressions might have. In addition to that, comparing the
means of the residuals might not be the best way to observe the CEO impact on a given
policy, because the changes in policy should be different depending on the contrast between
the exiting and the new CEOs. Both tests suggested in these papers can only provide a yes
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or no answer to the influence of CEOs’ heterogeneity on corporate policy.
Another challenge of the analysis of the CEO impact on firm’s policy is to estimate the
actual changes that occur when a new CEO enters the firm. We explore a framework similar
to the one found in Chetty, Friedman, and Rockoff (2011) to try to capture the changes in
policy upon the arrival of the new CEO. Our regressions rely on the intuition that we should
observe a more acute impact in turnovers where the new CEO has an extremely different
view than the exiting one, than in turnovers involving CEOs with similar views. For this
reason, our regressions explore the differences between the CEOs’ style. In order to capture
that, we use a very simple rational (already available on Fee, Hadlock, and Pierce (2013))
derived from a equation in differences. Let the level of a given corporate decision variable
be defined as follows:
yi,t = βXi,t−1 + δt + µi + µe + ǫi,t (3.17)
where yi,t is the corporate policy (such as leverage, Investment, cash holdings, etc.), Xi,t−1
is a set of time-varying controls that include the industry’s average for the same year and
other firm specific controls, δt are the year’s fixed effects, µi are the firm’s fixed effects and
µe are the executive fixed effects. If we take the first difference of this model will get the
following:
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yi,t = βXi,t−1 + δt + µi + µe + ǫi,t (−)
yi,t−1 = βXi,t−2 + δt−1 + µi + µe′ + ǫi,t−1
∆yi,t = γ∆Xi,t−1 +∆δt + (µe − µe′)∆ǫi,t
During the normal times (µe−µe′) = 0 while during a turnover it could be different than
zero. This equation point out the fact that in order to observe any changes in the policy
due to the CEO we need a contrast between the CEOs. If both CEOs have the exact same
view about that particular policy we should not observe any changes. In addition to that
this measure will allow us to have some predictability about the direction of the impact of a
CEO once he enters the firm.
In order to capture that we develop a two-step procedure. In the first step we estimate
the CEO fixed effects for the exogenous turnovers classified according to the previous section
using equation 3.17. The first-step will provide us µˆe. Subsequently, in the second step we
use the estimated CEO fixed effects to measure the impact of the CEO in several corporate
polices using three different specifications in the first one we analyze the lags of our difference
variable:
yi,j,t = γXi,j,t−1 + β1(µˆe′ − µˆe)t + β2(µˆe′ − µˆe)t−1 + β3(µˆe′ − µˆe)t−2 + δt + µi (3.18)
This way we will observe if there was a change right after the CEO arrival. In this
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specification we are trying to get a one year shock to the policy that was caused by the
CEO. (µˆe′ − µˆe)t is capturing the impact on the year of the CEO arrival. In general, the
CEO arrives sometime during the year, therefore in year t she will be in the helm for only a
fraction of the year. (µˆe′−µˆe)t−1 captures the effect after the first full year that the CEO was
in the office. (µˆe′ − µˆe)t−1 captures the changes after the second full year. These dynamic
regressions will not only allow us to observe if there are policy changes, but also how fast
the policy converge to its new equilibrium.
3.5 Results
3.5.1 Simultaneous Tests Results
In this section we will present the results of our simultaneous test. We run our tests using
the fixed effects estimated using the algorithm presented in section 3.4.
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Table 3.5: Simultaneous Tests
One-tailed test Two-tailed
q Negative Positive Test
(1) (2) (3) (4)
Panel A: Investment
0.01 0.304 0.308 0.396
0.05 0.357 0.351 0.465
0.10 0.396 0.379 0.506
Panel B:Market Leverage
0.01 0.351 0.309 0.372
0.05 0.399 0.368 0.442
0.10 0.433 0.408 0.491
Panel C: Cash Holdings
0.01 0.270 0.250 0.312
0.05 0.316 0.296 0.377
0.10 0.349 0.330 0.418
Panel D: Returns on Assets
0.01 0.243 0.252 0.283
0.05 0.284 0.311 0.358
0.10 0.316 0.348 0.402
This table presents the results to our simultaneous tests. Column one present the level of significance of our
test, the proportion of false discoveries. Columns (2), (3) and (4) present the percentage of executives for
whom the null hypothesis is rejected. In columns (2) and (3) we test each tail separately and in column (4)
we perform a two-tail test.
Table 3.5 present the results of our simultaneous tests. Column (1) presents the signifi-
cance level of our tests, or in other words, the proportion of false discoveries we are allowing
for our tests. When reading the other results in each line, one must subtract the numbers in
the first column from the numbers in the other columns to get the exact number of rejections
we had in our sample.
Panel A shows the results for the investment policy. We find that around 40% of the CEOs
in our sample reject the null hypothesis of no heterogeneity. Therefore, the results are not
just driven by a few outliers, a large proportion of the CEOs actually behave heterogeneously
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and add his or her style to the firm investment policy.
Panel B presents the results for market leverage and we find a similar proportion of CEO
impacting the firm’s policy: around 40% of the executives seem to be behaving differently
than expected. Panels C and D present the results for Cash Holdings and Return on as-
sets, for these variables we find a smaller proportion of CEOs affecting the firm’s policy,
nevertheless we still find that around 30% reject the null hypothesis.
3.5.2 How long it takes to the new style be implemented?
In this section we will present the results of the fixed effect differential analysis. For each one
of the corporate policies considered here we will first replicate what was done in Bertrand and
Schoar (2003) and use all external turnovers (outside hire). We will also make our analysis
restricting our attention to the external turnovers we classify as exogenous. In addition, we
will also present the aggregated result for the first two years the new CEO is in the helm,
both for all external turnovers and only the exogenous ones. This way we will be able to
draw a parallel with the existing results in the literature and see how they are affected by
the use of a more rigorous identification strategy.
We start our analysis investigating the impact of the CEO in the investment policy of
the firm. We use specification 3.18 controlling for the average investment expenditure of all
the firms on the same 3-digit SIC industry classification, excluding the own firm. Including
the industry average in our regression help us separate what was the actual idiosyncratic
changes of the CEO and the changes that every other company in the industry was also
doing. We also control for lagged log of total assets, lagged market-to-book ratio, and cash
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flows.
Table 3.6: CEO Impact on Investments
All External Turnovers Only Exogenous Turnovers
VARIABLES (1) (2) (3) (4)
µˆe′ − µˆe 0.283** 0.125
(0.134) (0.161)
(µˆe′ − µˆe)t−1 0.476*** 0.404***
(0.085) (0.118)
(µˆe′ − µˆe)t−2 0.354*** 0.572***
(0.125) (0.123)∑2
k=0(µˆe′ − µˆe)t−k 0.373*** 0.373***
(0.073) (0.111)
Time-Varying Controls Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes
Observations 13,928 13,928 13,960 13,960
R-squared 0.231 0.231 0.228 0.228
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. This table presents the
impact of the CEO on changes in investment after a exogenous turnover. The variable µˆe′− µˆe represents the
difference between the estimated fixed effects of the new CEO and the old ceo obtained from the first stage
regressions from the exogenous turnovers. The results show that the new CEOs do impact the investment
policies of the new firm
Table 3.6 presents the results of the analysis of the CEO impact on the investment policy
of the firm. Consistent with Bertrand and Schoar (2003) we find evidence that the CEO
imprints its style on the investment policy of the firm using all external turnovers. Column
(1) presents the results using all external turnovers and not clustering standard errors. In
column (2) we estimate the impact of the CEO in the initial couple of years in the helm
which yield similar results. Columns (4), and (5) present the results of the analysis from
columns (1), (2) but using only exogenous turnovers. We can see that biases are affecting
the results, however even after we take this into account the results remain significant. It
is important to note that our results are showing that the changes in the policy are driven
120
by the contrasts between the former and the new CEO. Therefore, we should expect to
see bigger changes in companies that fired a more opaque CEO in terms of investments
and replaced her with a CEO that behaves very aggressively with respect to investments,
and vice-versa. For example, if the new CEO prefers an investment level that is 14% (one
standard deviation) higher than the exiting CEO preference, we should observe a change of
5.6% in the investment levels of the firm after the first full year that the CEO takes the office.
Focusing on the dynamic feature of our regressions we can see that most of the changes occur
in the second and in the third years the CEO, 40% of the change occurs in the second year
and another 50% in the third year.
3.5.2.1 Financing Policy
Our next step is to evaluate the impact of the CEO on the financing policies of the firm,
we investigate the changes in financial policies around a turnover. For this analysis we
include as controls the average financial policy of the firms in the same 3-digit SIC industry
classification, excluding the own firm, lagged log of total assets, cash flows and returns to
assets.
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Table 3.7: CEO Impact on Financial Policy
All External Turnovers Only Exogenous Turnovers
VARIABLES (1) (2) (3) (4)
Panel A: Market Leverage
µˆe′ − µˆe 0.132 0.114
(0.084) (0.097)
(µˆe′ − µˆe)t−1 0.266*** 0.316***
(0.081) (0.110)
(µˆe′ − µˆe)t−2 0.347*** 0.305***
(0.102) (0.104)∑2
k=0(µˆe′ − µˆe)t−k 0.240*** 0.243***
(0.079) (0.083)
Observations 13,928 13,928 13,960 13,960
R-squared 0.242 0.242 0.240 0.240
Panel B: Cash holdings
µˆe′ − µˆe 0.134 0.017
(0.131) (0.113)
(µˆe′ − µˆe)t−1 0.133 -0.120
(0.103) (0.096)
(µˆe′ − µˆe)t−2 -0.063 -0.355***
(0.115) (0.118)∑2
k=0(µˆe′ − µˆe)t−k 0.080 -0.141*
(0.099) (0.077)
Observations 13,928 13,928 13,960 13,960
R-squared 0.143 0.142 0.143 0.142
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. This table presents
the results of the second stage regressions of the financial policy variables. The variable µˆe′ − µˆe represents
the difference between the estimated fixed effects of the new CEO and the old CEO obtained from the first
stage regressions of the different variables from the exogenous turnovers. Panel A presents the impact on
market leverage, panel B presents the results on cash holdings. The results show that the new CEOs do
impact the both leverage and the cash holding policy, but do not impact on the dividends of the firm.
Table 3.7 shows the results of the analysis for different financial policy variables. Panel
A presents the results for market leverage. We find evidence that CEO impact the levels of
market leverage. Regardless whether Using all external turnovers we find that when the firm
has a turnover and the new CEO has very different views about leverage than the former
CEO we will observe significant changes in the firm’s leverage. The results are robust to
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the use of external turnovers. Our results also show that the implementation of the changes
in the capital structure policy are a bit slower. By the end of the third year only 70% of
the policy is already in place, therefore the policy will take longer to converge to its new
equilibrium.
Panel B shows the estimators for the analysis of the cash holdings. We find no CEO
effect neither using all turnovers, or using exogenous turnovers. We speculate that these
are a very sticky policy, and probably the CEO does not change it dramatically. Another
possible explanation is that it takes some time for the CEO to be able to change that, in
which case our model would not be able to capture it and it would be very hard to separate
the firm’s choice from the CEO’s choice and consequently identify the result. The results
for cash holdings using exogenous turnovers corroborate the sticky policy hypothesis. We
actually find negative and significant results for this variable, which is an indication that the
policy in place prior to the arrival of the new CEO is dominating the actions upon the CEO
arrival.
3.5.2.2 Organizational Strategy
We also investigate if CEOs impact the organizational strategy decisions of the firm. We
evaluate the changes in three types of expenses: R&D, Selling and General, and Advertise-
ment. In this analysis we also include the average financial policy of the firms in the same
3-digit SIC industry classification, excluding the own firm as a control variable. In addition
we included lagged log of total assets, cash flows and returns on assets.
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Table 3.8: CEO Impact on Organizational Strategy
All External Turnovers Only Exogenous Turnovers
VARIABLES (1) (2) (3) (4)
Panel A - R&D Expenses
µˆe′ − µˆe 0.060 -0.195
(0.073) (0.148)
(µˆe′ − µˆe)t−2 0.161** -0.052
(0.075) (0.102)
(µˆe′ − µˆe)t−1 0.114 0.028
(0.084) (0.091)∑2
k=0(µˆe′ − µˆe)t−k 0.112* -0.064
(0.066) (0.091)
Observations 13,928 13,928 13,960 13,960
R-squared 0.077 0.077 0.076 0.075
Panel B - Selling and General Expenses
µˆe′ − µˆe 0.144* 0.048
(0.083) (0.049)
(µˆe′ − µˆe)t−2 0.347 0.167*
(0.215) (0.091)
(µˆe′ − µˆe)t−1 0.400** 0.129
(0.183) (0.114)∑2
k=0(µˆe′ − µˆe)t−k 0.280** 0.114
(0.115) (0.079)
Observations 13,925 13,925 13,957 13,957
R-squared 0.158 0.156 0.145 0.144
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. This table presents
the results of the second stage regressions of the organizational strategy variables. The variable µˆe′ − µˆe
represents the difference between the estimated fixed effects of the new CEO and the old CEO obtained
from the first stage regressions of the different variables from the exogenous turnovers. Panel A presents the
impact on R&D expenses, and panel B on selling, general and administrative expenses. The results show
that the new CEOs do impact the both leverage and the cash holding policy, but do not impact on the
dividends of the firm.
Table 3.8 presents the results for the regressions using organizational strategy as our
dependent variable. Panel A presents the results for R&D expenses, here we have a very
interesting contrast between the results using all external turnovers and using only exogenous
one. The results using all external turnovers would indicate that there is an impact of CEO
on the R&D policy of the firm. However, the exogenous turnovers indicate that this is not
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true and that actually the policy in place seems to be dominating the decision. R&D are
part of the long-term strategy of the firm and the firm’s and the industry’s characteristics.
Therefore, it should not be easily changed by a new CEO. It is not easy to completely
overhaul the R&D strategy of a firm. Projects that are already in place usually need time
to be realized and cannot be stopped because the firm would be losing its prior investments.
Therefore the results found using all the external turnovers might be driven by firms that
need an overhaul in their R&D department and for this reason they replace their CEOs.
Thus, the changes are not driven by the CEO’s preferences, but by the changes in the firm’s
scenario. In a normal situation we should not see that: changes in R&D expenses are more
associated to the economic conditions and to the overall industry characteristic. For this
reason (consistent with our results in panel B) CEOs should not have a strong impact on
R&D decisions.
Panel B and Panel C show the results of the analysis using Selling and General; and
Adverting Expenses respectively as our dependent variables. Those are decisions that are
directly associated to the CEO and that have the largest room for idiosyncratic changes
associated to specific CEO characteristics. Our results are consistent with this idea, CEOs
do affect the expenses policy of the firm. Both the results are robust to the use of exogenous
turnovers only and indicate that CEOs are influencing these changes beyond the average of
the industry and also beyond the policies that were already in place.
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3.5.2.3 Performance
In our final analysis we investigate if the impact of the CEO observed for different variables
here sum up to a better performance of the firm. In this analysis we once again control
for the average financial policy of the firms in the same 3-digit SIC industry classification,
excluding the own firm, and lagged log of total assets.
Table 3.9: CEO Impact on Performance - Returns on Assets
All External Turnovers Only Exogenous Turnovers
VARIABLES (1) (2) (3) (4)
µˆe′ − µˆe 0.471*** 0.126
(0.149) (0.122)
(µˆe′ − µˆe)t−1 0.341*** 0.117
(0.106) (0.161)
(µˆe′ − µˆe)t−2 0.512*** 0.374*
(0.105) (0.198)∑2
k=0(µˆe′ − µˆe)t−k 0.443*** 0.193*
(0.101) (0.109)
Time-Varying Controls Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
Firm FE Yes Yes Yes Yes
Observations 13,928 13,928 13,960 13,960
R-squared 0.169 0.168 0.161 0.161
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. This table presents
the results of the second stage regressions of performance variables. The variable µˆe′ − µˆe represents the
difference between the estimated fixed effects of the new CEO and the old CEO obtained from the first stage
regressions of the different variables from the exogenous turnovers. Panel A presents the impact on Returns
on Assets and panel B on asset growth. The results show that the new CEOs do impact the both leverage
and the cash holding policy, but do not impact on the dividends of the firm.
Table 3.9 presents the results using returns on assets as our dependent variable. Once
again we have contrasts between the results in using all external turnovers and only the
exogenous ones. Using all external turnovers we find that there is a strong impact of CEOs
on the firm’s performance. However, these results are the most directly affected by possible
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biases. A poor performance is the most likely factor to drive a CEO turnover. Therefore,
we could be simply observing the impact of replacing a CEO with poor performance.
We can observe that the original results are biased when we run the regressions using
only exogenous turnover. There we can see that the impact on the performance is not so
strong. The estimators are much smaller, however we can still observe that CEOs impact
firm’s performance. In addition, we can see that it take a couple of years for the CEO to
imprint her style on the firm’s performance when we are dealing with a normal situation.
3.6 Conclusions
In this paper we explore powerful statistical methods to analyze the effect of executives
on firm’s policy. We use two different methods in that pursue. First, we run corrected
simultaneous tests that are not subjected to the criticisms previously attributed to the F-
tests. This tests allow us to conclude weather or not there is heterogeneity among CEOs’
policies. Second, we explore a two-step procedure in which in the first step we calculate the
CEO fixed effects, and then use the differences between the fixed-effects of the former and
the new CEO entering a firm during an external turnover (outside hire). Thus, we explore
the contrast between the CEOs’ preferences to quantify the effect of CEO heterogeneity
on corporate policy. This regressions allow us to observe weather of not there is an actual
change in the policy around the turnover and how fast the policy will take to converge to
the new equilibrium.
Our results reconcile the intuition found on Bertrand and Schoar (2003), while correcting
the econometric issues pointed out on Fee, Hadlock, and Pierce (2013). Bertrand and Schoar
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(2003) find that CEOs’ styles affect firms’ policy, while Fee, Hadlock, and Pierce (2013)
point that that endogeneity and serial correlations might be the main drivers of the existing
results. In our methodology, we implement a similar strategy as suggested by Fee, Hadlock,
and Pierce (2013) to correct for biases, in that we only use turnovers that we can classify
as exogenous. Our results provide an alternative (and in our opinion improved) way of
measuring the CEO impact on the firm’s decision.
Consistent with Bertrand and Schoar (2003) we find that even correcting for biases and
serial correlation CEOs influence the levels of the variables considered in this study. Our re-
sults are largely unaffected when we restrict our attention to turnovers considered exogenous.
Therefore, our results point out to the fact that the relation between CEOs and subsequent
corporate policy does not seem to be driven by the characteristics of the exiting CEO, but
is instead determined largely by the contrasts between characteristics of the new CEO.
Our methodology helps reinstating the intuition that CEOs should and do influence firm’s
policy, but also present the challenges in identifying that. The fact that the results do not
change when we consider exogenous turnovers, could be evidence of another source of bias:
board of directors could be selecting CEOs with a pre-established agenda in their mind. For
this reason, it would be very difficult to separate the role of the board and the role of the
CEO when we are analyzing changes in policy around CEO turnovers. If these biases are
present, our results show exogenous turnovers, largely used in the literature, are not able to
eliminate the endogeneity issues on this type of regression.
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Table A.1: Indirect and Direct Effects on Entrepreneurship, With and Without Children
Decision of being a small entrepreneur
Without children With children
FE IV FE IV
(1) (2) (3) (4)
program coverage, d 0.042** 0.044 0.104*** 0.118***
(0.018) (0.031) (0.023) (0.032)
individual benefit, d -0.015*** -0.017** -0.031*** -0.044***
(0.006) (0.007) (0.009) (0.013)
age (x10) 0.071** 0.071** 0.062** 0.062**
(0.029) (0.029) (0.028) (0.028)
squared age (x100) -0.004 -0.004 -0.002 -0.002
(0.004) (0.004) (0.004) (0.004)
white 0.031*** 0.031*** 0.037*** 0.037***
(0.002) (0.002) (0.003) (0.003)
black -0.010** -0.010** -0.021*** -0.021***
(0.004) (0.004) (0.004) (0.004)
married 0.027*** 0.027*** 0.029*** 0.029***
(0.002) (0.002) (0.003) (0.003)
elementary education 0.027*** 0.027*** 0.028*** 0.028***
(0.003) (0.003) (0.003) (0.003)
primary education 0.027*** 0.027*** 0.028*** 0.028***
(0.003) (0.003) (0.004) (0.004)
high school 0.029*** 0.029*** 0.031*** 0.031***
(0.003) (0.003) (0.004) (0.004)
log of population -0.002 -0.002 -0.069*** -0.071***
(0.022) (0.023) (0.023) (0.023)
year = 2001 0.005 0.005 0.002 0.003
(0.004) (0.006) (0.005) (0.007)
year = 2004 -0.002 -0.001 -0.002 -0.001
(0.003) (0.003) (0.004) (0.004)
Municipality Fixed-Effects Yes Yes Yes Yes
Number of observations 63,459 63,459 65,805 65,805
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Sample includes
only men with high school diploma or less. Standard errors in parentheses are clustered by municipality.
All coefficients are estimated using Seemingly Unrelated Regressions (SUR). The indirect effect (program
coverage) is estimated using the sample of non-participants, whereas the direct effect (individual benefit) is
estimated using all sample and bias corrected according to Lemma 1.1. Columns (1) and (2) present the
estimates of effects on individuals without children in their household. Columns (3) and (4) present the
estimates of effects on individuals living with children under 15 years old. FE column shows the fixed-effect
regression obtained using the within-group method. IV column shows fixed-effect, Instrumental-Variable
regression with ‘program coverage’ instrumented by the interactions between poverty headcount in 2001 and
year dummies.
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Table A.2: Indirect and Direct Effects on Occupational Choices, With and Without High
School
Panel A: Individuals without High-School Diploma
Fixed-Effect Model
Formal Informal Informal
Entrep. Jobless employee employee self-emp.
program coverage, d 0.056*** -0.014 0.046 -0.062** -0.026
(0.015) (0.024) (0.031) (0.029) (0.033)
individual benefit, d -0.033*** 0.029*** -0.056*** 0.033** 0.028*
(0.005) (0.011) (0.014) (0.013) (0.015)
Municipality Fixed-Effects Yes Yes Yes Yes Yes
Year dummies Yes Yes Yes Yes Yes
Demographic Yes Yes Yes Yes Yes
N. of obs. - all sample 90,825 90,825 90,825 90,825 90,825
N. of obs. - d = 0 76,709 76,709 76,709 76,709 76,709
Instrumental Variable Model
Formal Informal Informal
Entrep. Jobless employee employee self-emp.
program coverage, d 0.061*** -0.004 0.008 -0.099** 0.033
(0.022) (0.039) (0.047) (0.041) (0.047)
individual benefit, d -0.041*** 0.050*** -0.069*** 0.005 0.055**
(0.007) (0.017) (0.019) (0.020) (0.022)
Municipality Fixed-Effects Yes Yes Yes Yes Yes
Year dummies Yes Yes Yes Yes Yes
Demographic Yes Yes Yes Yes Yes
N. of obs. - all sample 90,825 90,825 90,825 90,825 90,825
N. of obs. - d = 0 76,709 76,709 76,709 76,709 76,709
Panel B: Individuals with High-School Diploma
Fixed-Effect Model
Formal Informal Informal
Entrep. Jobless employee employee self-emp.
program coverage, d 0.115*** 0.013 -0.099* -0.026 -0.002
(0.039) (0.037) (0.059) (0.033) (0.037)
individual benefit, d -0.034*** 0.039*** -0.070*** 0.038*** 0.027*
(0.010) (0.014) (0.020) (0.013) (0.014)
Municipality Fixed-Effects Yes Yes Yes Yes Yes
Year dummies Yes Yes Yes Yes Yes
Demographic Yes Yes Yes Yes Yes
N. of obs. - all sample 38,439 38,439 38,439 38,439 38,439
N. of obs. - d = 0 36,558 36,558 36,558 36,558 36,558
Instrumental Variable Model
Formal Informal Informal
Entrep. Jobless employee employee self-emp.
program coverage, d 0.138** 0.004 -0.133 0.007 -0.016
(0.064) (0.057) (0.100) (0.053) (0.063)
individual benefit, d -0.044*** 0.021 -0.027 0.016 0.035*
(0.014) (0.020) (0.028) (0.020) (0.020)
Municipality Fixed-Effects Yes Yes Yes Yes Yes
Year dummies Yes Yes Yes Yes Yes
Demographic Yes Yes Yes Yes Yes
N. of obs. - all sample 38,439 38,439 38,439 38,439 38,439
N. of obs. - d = 0 36,558 36,558 36,558 36,558 36,558
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors
in parentheses are clustered by municipality. All coefficients are estimated using Seemingly Unrelated Re-
gressions (SUR). The indirect effect (program coverage) is estimated using the sample of non-participants,
whereas the direct effect (individual benefit) is estimated using all sample and bias corrected according to
Lemma 1.1. Fixed-Effect models are estimated using the within-group method. In the Instrumental-Variable
models, ‘program coverage’ is instrumented by the interactions between poverty headcount in 2001 and year
dummies.
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Table B.1: Multinomial Logit Coefficient of Entrepreneurial Choice
Unincorporated Incorporated
coef. std. error coef. std. error
unlimited exemption * reform -0.254 0.088*** -0.091 0.080
high exemption * reform -0.337 0.143** -0.002 0.229
unlimited exemption 0.248 0.068*** 0.242 0.224
high exemption 0.003 0.094 0.157 0.166
local unemployment rate 0.000 0.008 -0.029 0.008***
state average mortgage interest rate -0.602 0.175*** -0.145 0.147
house owned 0.272 0.060*** 0.903 0.081***
number of children under 18 0.090 0.015*** 0.113 0.019***
number of adult workers 0.137 0.019*** 0.089 0.034***
single householder 0.018 0.033 -0.147 0.070**
householder’s age 0.018 0.002*** 0.021 0.003***
householder’s education
high school -0.109 0.073 0.451 0.105***
some college -0.087 0.074 0.786 0.106***
associate degree -0.209 0.109* 0.623 0.121***
bachelor’s degree -0.246 0.081*** 1.040 0.106***
graduate education -0.104 0.093 1.117 0.108***
householder is black -0.616 0.089*** -0.841 0.099***
householder is hispanic -0.399 0.088*** -1.058 0.161***
householder with disability -0.281 0.098*** -0.820 0.101***
householder is US citizen -0.144 0.086* 0.133 0.172
householder’s father is native citizen -0.070 0.069 -0.337 0.064***
year = 2001 -0.670 0.146*** -0.217 0.152
year = 2002 -1.027 0.213*** -0.057 0.205
year = 2003 -1.533 0.378*** -0.170 0.295
year = 2004 -1.469 0.373*** -0.150 0.320
year = 2005 -1.392 0.334*** -0.126 0.303
year = 2006 -0.854 0.177*** 0.001 0.191
year = 2007 -1.033 0.196*** -0.117 0.216
constant 1.568 1.347 -3.998 1.187***
number of observations 82,745
number of clusters 51
log likelihood -39302.1
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Reference outcome is
“not having a business of any kind.” Standard errors are clustered by state.
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Table B.2: Endogenous Switching Regression of Entrepreneurial Transitions, All Households
Opening Keeping the
Initial condition a business business open
coef. std. error coef. std. error coef. std. error
unlimited exemption * reform -0.057 0.038 -0.103 0.065 0.008 0.063
high exemption * reform -0.069 0.081 -0.051 0.083 -0.020 0.069
unlimited exemption 0.133 0.054** 0.086 0.029*** -0.075 0.062
high exemption 0.044 0.052 -0.005 0.033 -0.017 0.093
local unemployment rate -0.010 0.003*** 0.002 0.003 0.007 0.005
state average mortgage interest rate -0.241 0.062*** -0.099 0.059* 0.087 0.086
house owned 0.236 0.017*** 0.099 0.043** -0.042 0.086
number of children under 18 0.048 0.006*** 0.030 0.011*** -0.011 0.017
number of adult workers 0.084 0.009*** 0.022 0.011** -0.060 0.021***
single householder -0.008 0.018 0.015 0.026 -0.053 0.038
householder’s age 0.012 0.001*** 0.002 0.001** -0.005 0.002**
householder’s education
high school 0.026 0.036 -0.076 0.032** 0.055 0.042
some college 0.115 0.031*** -0.045 0.033 -0.006 0.041
associate degree 0.047 0.032 -0.076 0.040* 0.002 0.053
bachelor’s degree 0.108 0.036*** -0.011 0.028 0.033 0.058
graduate education 0.177 0.039*** 0.004 0.039 0.001 0.072
householder is black -0.363 0.035*** -0.125 0.045*** 0.100 0.133
householder is hispanic -0.284 0.020*** -0.185 0.040*** 0.093 0.083
householder is US citizen 0.064 0.036* -0.142 0.061** -0.040 0.046
householder’s father is native citizen -0.128 0.016*** -0.096 0.035*** 0.157 0.025***
householder with disability -0.263 0.039***
year = 2001 -0.295 0.054*** -0.045 0.055 0.082 0.107
year = 2002 -0.378 0.082*** -0.058 0.075 0.066 0.153
year = 2003 -0.549 0.139*** -0.190 0.114* 0.119 0.221
year = 2004 -0.541 0.124*** -0.169 0.131 0.146 0.219
year = 2005 -0.516 0.121*** -0.172 0.107 0.168 0.205
year = 2006 -0.319 0.070*** -0.057 0.067 0.096 0.128
year = 2007 -0.365 0.076*** -0.140 0.072* 0.075 0.148
constant 0.024 0.474 -1.024 0.464** 1.239 0.505**
ρ -0.897 0.163***
number of observations 82,745
number of clusters 51
log likelihood -52554.7
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors are
clustered by state.
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Table B.3: Endogenous Switching Regression of Entrepreneurial Transitions, Households Not
Owning Incorporated Business in the First Period
Opening Keeping the
Initial condition a business business open
coef. std. error coef. std. error coef. std. error
unlimited exemption * reform -0.119 0.035*** -0.103 0.069 -0.013 0.130
high exemption * reform -0.070 0.050 -0.057 0.077 -0.127 0.081
unlimited exemption 0.125 0.036*** 0.095 0.032*** -0.021 0.062
high exemption 0.017 0.033 -0.001 0.033 -0.041 0.114
local unemployment rate -0.006 0.003* 0.001 0.003 0.006 0.010
state average mortgage interest rate -0.353 0.093*** -0.103 0.061* 0.054 0.152
house owned 0.118 0.020*** 0.115 0.044*** 0.129 0.073*
number of children under 18 0.034 0.008*** 0.034 0.011*** 0.030 0.022
number of adult workers 0.098 0.012*** 0.026 0.011** -0.054 0.033
single householder 0.024 0.021 0.014 0.026 -0.109 0.047**
householder’s age 0.010 0.001*** 0.003 0.001** 0.002 0.004
householder’s education
high school -0.034 0.042 -0.071 0.032** 0.157 0.061**
some college -0.006 0.039 -0.032 0.034 0.101 0.058*
associate degree -0.043 0.045 -0.068 0.041* 0.094 0.076
bachelor’s degree -0.111 0.048** 0.012 0.028 0.230 0.073***
graduate education -0.023 0.052 0.031 0.040 0.219 0.077***
householder is black -0.310 0.038*** -0.142 0.046*** -0.182 0.158
householder is hispanic -0.192 0.033*** -0.206 0.039*** -0.071 0.078
householder is US citizen 0.015 0.064 -0.136 0.062** -0.009 0.102
householder’s father is native citizen -0.041 0.039 -0.112 0.034*** 0.137 0.058**
householder with disability -0.202 0.031***
year = 2001 -0.378 0.077*** -0.053 0.058 0.037 0.153
year = 2002 -0.575 0.120*** -0.062 0.079 0.026 0.230
year = 2003 -0.824 0.195*** -0.198 0.117* 0.002 0.356
year = 2004 -0.813 0.185*** -0.175 0.134 0.020 0.330
year = 2005 -0.786 0.177*** -0.178 0.112 0.074 0.320
year = 2006 -0.499 0.102*** -0.058 0.073 0.030 0.199
year = 2007 -0.562 0.109*** -0.143 0.076* 0.008 0.212
constant 0.882 0.687 -1.019 0.478** 0.536 0.744
ρ -0.485 0.293*
number of observations 77,730
number of clusters 51
log likelihood -39493.0
***, **, * represent statistical significant at the 1%, 5%, and 10% levels, respectively. Standard errors are
clustered by state. Sample excludes households that already own incorporated business in the initial period.
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Appendix C
Proofs of Section 1.2
C.1 Proof of Proposition 1.1
Let G denote the state of business success and B the state of business failure. If only
positive and non-contingent savings are allowed, consumption of wage employees (L) and
entrepreneurs (M) in periods 1 and 2 is:
cL1 = a+ d1 − s
∗
L
cL2 = w + d2 + s
∗
L
cM1 (q) = a+ d1 − k − s
∗
M (q)
cM2,G (q) = q + (1− ζ) d2 + s
∗
M (q)
cM2,B (q) = δ + d2 + s
∗
M (q)
where s∗M ≥ 0 and s
∗
L ≥ 0 are the optimal levels of savings.
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The utility trade-off at the margin of indifference is:
D (q̂) ≡ U (M ; q̂)− U (L)
= λu
(
cM2,G (q̂)
)
+ (1− λ)u
(
cM2,B (q̂)
)
+ u
(
cM1 (q̂)
)
−
[
u
(
cL2
)
+ u
(
cL1
)]
.
To simplify the following derivations, let cM2,G (q̂) = c
M
2,G, c
M
2,B (q̂) = c
M
2,B, and c
M
1 (q̂) = c
M
1 .
Since D (q̂) = 0,
λu
(
cM2,G
)
+ (1− λ) u
(
cM2,B
)
− u
(
cL2
)
= u
(
cL1
)
− u
(
cM1
)
. (C.1)
The first-order conditions for the individual maximization problem are:
u′
(
cM1
)
= λu′
(
cM2,G
)
+ (1− λ)u′
(
cM2,B
)
+ ϑM , (C.2)
u′
(
cL1
)
= u′
(
cL2
)
+ ϑL, (C.3)
where ϑM , ϑL ≥ 0 are Lagrange multipliers, with ϑMs∗M = ϑLs
∗
L = 0.
Given the distribution of entrepreneurial skills, the effect of cash transfers, d, on the
entrepreneurship rate is proportional to their effect on the utility trade-off of the indifferent
individual, D (q̂). Moreover, this effect can be written as the sum of the effects of current
transfers, d1, and future transfers, d2:
dD (q̂)
dd
=
dD (q̂)
dd1
+
dD (q̂)
dd2
.
While the effect of current transfers, d1, is interpreted as the credit effect (CE),
CE ≡
dD (q̂)
dd1
;
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the effect of future transfers is the difference between the insurance effect (IE),
IE ≡
dD (q̂)
dd2
∣∣∣∣
ζ=0
,
and the eligibility effect (EE),
EE ≡
dD (q̂)
dd2
∣∣∣∣
ζ=1
−
dD (q̂)
dd2
∣∣∣∣
ζ=0
.
By the envelope theorem, the credit effect of current transfers is:
CE =
∂D (q̂)
∂d1
= u′
(
cM1
)
− u′
(
cL1
)
.
If s∗L = 0 and u is strictly concave, then c
L
1 > c
M
1 and
u′
(
cM1
)
> u′
(
cL1
)
=⇒
∂D (q̂)
∂d1
> 0.
If s∗L > 0, then from condition (C.3):
u′
(
cL1
)
= u′
(
cL2
)
⇐⇒ u
(
cL1
)
= u
(
cL2
)
(C.4)
With u′′ < 0 and u′′′ ≥ 0, condition (C.2) implies that:
λu
(
cM2,G
)
+ (1− λ)u
(
cM2,B
)
≥ u
(
cM1
)
, (C.5)
with strict inequality for λ ∈ (0, 1).
With (C.4) and (C.5), (C.1) implies that
u
(
cL1
)
≥ u
(
cM1
)
⇐⇒ u′
(
cM1
)
≥ u′
(
cL1
)
,
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with strict inequality for λ ∈ (0, 1). Therefore, for any s∗M ≥ 0, s
∗
L ≥ 0, and λ ∈ (0, 1), the
credit effect of current transfers, d1, is positive:
CE = u′
(
cM1
)
− u′
(
cL1
)
> 0. (C.6)
By the envelope theorem, the effect of future transfers, d2, on D (q̂) is:
dD (q̂)
dd2
=
∂D (q̂)
∂d2
= (1− ζ)λu′
(
cM2,G
)
+ (1− λ) u′
(
cM2,B
)
− u′
(
cL2
)
.
To analyze the insurance effect, suppose that the eligibility rule is not applied, ζ = 0.
Then
IE ≡
∂D (q̂)
∂d2
∣∣∣∣
ζ=0
= λu′
(
cM2,G
)
+ (1− λ) u′
(
cM2,B
)
− u′
(
cL2
)
.
If s∗M > 0, then from (C.2), (C.3), and (C.6):
IE = u′
(
cM1
)
− u′
(
cL2
)
≥ u′
(
cM1
)
− u′
(
cL1
)
= CE > 0 (C.7)
for any s∗L ≥ 0 and λ ∈ (0, 1). That is, with positive savings, s
∗
M > 0, the insurance effect is
as large as the credit effect.
If s∗M = 0, then the insurance effect is decreasing in λ:
∂IE
∂λ
= u′ (q̂ + d2)− u
′ (δ + d2) < 0. (C.8)
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Suppose that λ = 1 and w.l.o.g. u′
(
cL2
)
> u′ (q̂ + d2), such that
IE = u′ (q̂ + d2)− u
′
(
cL2
)
< 0.
Then with (C.1) and (C.3):
u (q̂ + d2) > u
(
cL2
)
≥ u
(
cL1
)
> u
(
cM1
)
.
Moreover, since u is strictly concave:
u′
(
cM1
)
− u′
(
cL1
)
> u′
(
cL2
)
− u′ (q̂ + d2)
CE > −IE. (C.9)
From condition (C.8), as λ decreases, the insurance effect increases and eventually becomes
positive. Thus even if the insurance effect is negative, the credit effect is large enough so
that the net effect of cash transfers is positive.
Therefore, with no eligibility rule, ζ = 0, (C.6), (C.7), and (C.9) guarantee that for any
s∗M ≥ 0, s
∗
L ≥ 0, and λ ∈ (0, 1), the net effect of cash transfers is positive:
dD (q̂)
dd
∣∣∣∣
ζ=0
= CE + IE > 0.
Now suppose that the eligibility rule is applied, ζ = 1. The effect of this rule on the
157
trade-off, D (q̂), is:
EE =
dD (q̂)
dd2
∣∣∣∣
ζ=1
−
dD (q̂)
dd2
∣∣∣∣
ζ=0
= −λu′
(
cM2,G
)
< 0. (C.10)
Because of this negative effect, the net effect of cash transfers becomes ambiguous if the
eligibility rule is applied:
dD (q̂)
dd2
∣∣∣∣
ζ=1
= CE + IE + EE
= u′
(
cM1
)
− u′
(
cL1
)
+ (1− λ)u′
(
cM2,B
)
− u′
(
cL2
)
T 0. (C.11)
Even though u′
(
cM1
)
− u′
(
cL1
)
> 0 and u′(cM2,B) − u
′
(
cL2
)
> 0, we have (1− λ)u′(cM2,B) −
u′
(
cL2
)
< 0 for some λ ∈ (0, 1). Since the eligibility effect is increasing in the probability of
business success, λ, the net effect is decreasing in λ:
d2D (q̂)
dd2dλ
∣∣∣∣
ζ=1
=
[
u′′
(
cM1
)
+ (1− λ)u′′
(
cM2,B
)] ∂s∗M
∂λ
− u′
(
cM2,B
)
=

u′′(cM1 )+(1−λ)u′′(cM2,B)
u′′(cM1 )+λu′′(cM2,G)+(1−λ)u′′(cM2,B)
[
u′
(
cM2,B
)
− u′
(
cM2,G
)]
− u′
(
cM2,B
)
if s∗M > 0
−u′
(
cM2,B
)
if s∗M = 0
< 0.
Accordingly, there exists some λ > 0 so that the net effect is positive for all λ < λ:
λ =
u′
(
cM1
)
− u′
(
cL1
)
+ u′
(
cM2,B
)
− u′
(
cL2
)
u′
(
cM2,B
) > 0.

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C.2 Proof of Proposition 1.2
Let G denote the state of business success and B the state of business failure. Given the
price of contingent bonds, r, and the price of business insurance, i, consumption of wage
employees (L) and entrepreneurs (M) in periods 1 and 2 is:
cL1 = a+ d1 − rb
∗
L + ig
∗
L
cL2,G = w + d2 + b
∗
L
cL2,B = w + d2 − g
∗
L
cM1 (q) = a+ d1 − k + rb
∗
M (q)− ig
∗
M (q)
cM2,G (q) = q + (1− ζ)d2 − b
∗
M (q)
cM2,B (q) = δ + d2 + g
∗
M (q)
where b∗L is the individual demand for contingent bonds, b
∗
M is the individual supply of
contingent bonds, g∗L is the individual supply of business insurance, and g
∗
M is the individual
demand for business insurance. Since wage employees and entrepreneurs trade insurances,
the consumption of both types in period 2 will be subject to the state of nature, {G,B}.
The utility trade-off at the margin of indifference is:
D (q̂) ≡ U (M ; q̂)− U (L)
= λu
(
cM2,G (q̂)
)
+ (1− λ) u
(
cM2,B (q̂)
)
+ u
(
cM1 (q̂)
)
−
[
λu
(
cL2,G
)
+ (1− λ)u
(
cL2,B
)
+ u
(
cL1
)]
.
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To simplify, let cM2,G (q̂) = c
M
2,G, c
M
2,B (q̂) = c
M
2,B, and c
M
1 (q̂) = c
M
1 . Since D (q̂) = 0,
λ
[
u
(
cM2,G
)
− u
(
cL2,G
)]
+ (1− λ)
[
u
(
cM2,B
)
− u
(
cL2,B
)]
= u
(
cL1
)
− u
(
cM1
)
. (C.12)
The first-order conditions for the individual maximization problem imply that:
r = λ
u′
(
cM2,G
)
u′ (cM1 )
= λ
u′
(
cL2,G
)
u′ (cL1 )
(C.13)
i = (1− λ)
u′
(
cM2,B
)
u′ (cM1 )
= (1− λ)
u′
(
cL2,B
)
u′ (cL1 )
(C.14)
Let y be the entrepreneurship rate and F be the cumulative distribution of entrepreneurial
skills, so that y = 1 − F (q̂). The direct effect of cash transfers, d1 = d2 = d, on the
entrepreneurship rate is proportional to their effect on the utility trade-off of the indifferent
individual, D (q̂):
∂y
∂d
∝
∂D (q̂)
∂d1
+
∂D (q̂)
∂d2
,
where
∂D (q̂)
∂d1
= u′
(
cM1
)
− u′
(
cL1
)
,
and, with (C.13) and (C.14),
∂D (q̂)
∂d2
= λ
[
(1− ζ)u′
(
cM2,G
)
− u′
(
cL2,G
)]
+ (1− λ)
[
u′
(
cM2,B
)
− u′
(
cL2,B
)]
= r
[
u′
(
cM1
)
− u′
(
cL1
)]
+ i
[
u′
(
cM1
)
− u′
(
cL1
)]
− ζλu′
(
cM2,G
)
= (r + i)
∂D (q̂)
∂d1
− ζλu′
(
cM2,G
)
.
Suppose ∂D (q̂) /∂d1 > 0, so that
u′
(
cM1
)
> u′
(
cL1
)
⇔ u
(
cL1
)
> u
(
cM1
)
(C.15)
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Then (C.13) implies that
u′
(
cM2,G
)
> u′
(
cL2,G
)
⇔ u
(
cM2,G
)
< u
(
cL2,G
)
and (C.12) implies that
λ
[
u
(
cM2,G
)
− u
(
cL2,G
)]
+ (1− λ)
[
u
(
cM2,B
)
− u
(
cL2,B
)]
> 0.
Hence,
u
(
cM2,B
)
> u
(
cL2,B
)
⇔ u′
(
cL2,B
)
> u′
(
cM2,B
)
.
Along with (C.14), it implies that
u′
(
cL1
)
> u′
(
cM1
)
,
which contradicts (C.15). Similarly, ∂D (q̂) /∂d1 cannot be less than 0, because it contradicts
(C.12), (C.13), and (C.14). Therefore,
∂D (q̂)
∂d1
= 0,
∂D (q̂)
∂d2
=
 −λu′
(
cM2,G
)
if ζ = 1
0 if ζ = 0
and
∂y
∂d
∝
∂D (q̂)
∂d1
+
∂D (q̂)
∂d2
=
 −λu′
(
cM2,G
)
if ζ = 1
0 if ζ = 0
i.e., the direct effect of cash transfers on entrepreneurship is negative if the eligibility rule is
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applied (ζ = 1) or zero otherwise.
Since individuals have the same convex preferences, the equilibrium entrepreneurship
rate, y∗, can be obtained by solving the social planner’s problem:
max
y∈[0,1]
U (y; d1, d2) = u [a+ d1 − y
∗k] + λu [Q (y∗) + (1− y∗)w + (1− ζy∗) d2]
+ (1− λ)u [y∗δ + (1− y∗)w + d2] ,
where Q (y∗) is the aggregate output produced by all entrepreneurs with q ≥ q̂.
To simplify the following derivations, let
c1 = a + d1 − y
∗k
c2,G = Q (y
∗) + (1− y∗)w + (1− ζy∗) d2
c2,B = y
∗δ + (1− y∗)w + d2.
The first- and second-order conditions for the social planner’s problem are:
U ′ = −ku′ (c1) + λ [Q
′ − w − ζd2] u
′ (c2,G)− (1− λ) (w − δ)u
′ (c2,B)
= 0, (C.16)
and
U ′′ = k2u′′ (c1) + λu
′ (c2,G)Q
′′ + λ [Q′ − w − ζd2]
2
u′′ (c2,G) + (1− λ) (w − δ)
2 u′′ (c2,B)
< 0. (C.17)
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Differentiating (C.16) with respect to d1, we obtain
dy∗
dd1
= k
u′′ (c1)
U ′′
> 0; (C.18)
and differentiating (C.16) with respect to d2, we obtain
dy∗
dd2
=
1
U ′′
{ζλu′ (c2,G) + (1− λ) (w − δ)u
′′ (c2,B)− λ (1− ζy
∗) [Q′ − w − ζd2] u
′′ (c2,G)}
=
1
U ′′
{(1− λ) (w − δ) u′′ (c2,B)− λ (1− ζy
∗) [Q′ − w − ζd2]u
′′ (c2,G)}+ EE,
where EE ≡ ζλu′ (c2,G) /U ′′. Note that
EE ∝
∂D (q̂)
∂d2
< 0,
i.e., EE represents the direct effect that the eligibility rule has on the entrepreneurship rate,
y∗.
Let GE denote the indirect effect of cash transfers, d, on the entrepreneurship rate, y∗.
Since the direct effect is EE, the indirect effect is:
GE =
dy∗
dd1
+
dy∗
dd2
−EE.
Note that for individuals to prefer trading insurances rather than saving their wealth pri-
vately:
c2,G > c1 > c2,B (C.19)
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Using (C.16), (C.19), and u′′′ ≥ 0, we have
GE =
1
U ′′
{ku′′ (c1) + (1− λ) (w − δ)u
′′ (c2,B)− λ (1− ζy
∗) [Q′ − w − ζd2] u
′′ (c2,G)}
≥
u′′ (c2,G)
U ′′
{
k
u′′ (c1)
u′′ (c2,G)
+ (1− λ) (w − δ)
u′′ (c2,B)
u′′ (c2,G)
− λ [Q′ − w − ζd2]
}
≥
u′′ (c2,G)
U ′′
{k + (1− λ) (w − δ)− λ [Q′ − w − ζd2]}
>
u′′ (c2,G)
U ′′u′ (c2,G)
{ku′ (c1) + (1− λ) (w − δ)u
′ (c2,B)− λ [Q
′ − w − ζd2] u
′ (c2,G)}
= 0.
Therefore, the indirect effect of cash transfers on the entrepreneurship rate is positive. 
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Appendix D
Proofs of Section 1.4
D.1 Proof of Lemma 1.1
To simplify the proof, we start with the following within-group version of equation (1.6):
y∗ivt = β1d
∗
ivt + β2d
∗
vt + uivt (D.1)
where y∗ivt = (yivt − yv − yt), d
∗
ivt =
(
divt − dv − dt
)
, and d
∗
vt =
(
dvt − dv − dt
)
.
Let Sx ≡
∑
t
∑
v
∑
i xivt. By construction, Sd∗ = Sd∗ = 0 and Sd∗d∗ = Sd∗2. Then the
least squares (LS) estimator can be written as follows: β̂1
β̂2
 = 1[
Sd∗2Sd∗2 − (Sd∗d∗)
2]
 Sd∗2 −Sd∗d∗
−Sd∗d∗ Sd∗2
 Sd∗y∗
Sd∗y∗

=
1(
Sd∗2 − Sd∗2
)
 Sd∗y∗ − Sd∗y∗
S
d∗2
S
d
∗2
Sd∗y∗ − Sd∗y∗

=
 β1 + 1(Sd∗2−Sd∗2) (Sd∗u − Sd∗u)
β2 +
1
(Sd∗2−Sd∗2)
(
S
d∗2
S
d
∗2
Sd∗u − Sd∗u
)
 . (D.2)
Consider that there exists a sample size N so that for every sample with n ≥ N , dvt ∈
(0, 1) for some ivt-observation. This condition implies that Sd∗2 > Sd∗2 for a large enough
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sample. Finally, by the Law of Large Numbers:
β̂1
p
→ β1 +
1[
V ar (divt)− V ar
(
dvt
)] [E (uivtd∗ivt)− E (uivtd∗vt)]
= β1 +
E (uivtd
∗
ivt)[
V ar (divt)− V ar
(
dvt
)] (D.3)
and
β̂2
p
→ β2 +
1[
V ar (divt)− V ar
(
dvt
)] [V ar (divt)
V ar
(
dvt
)E (uivtd∗vt)− E (uivtd∗ivt)
]
= β2 −
E [uivtd
∗
ivt][
V ar (divt)− V ar
(
dvt
)] , (D.4)
where E
(
uivtd
∗
vt
)
= 0 because of the PAI assumption. 
D.2 Proof of Proposition 1.3
Let y∗ivt, d
∗
ivt, d
∗
vt be village-period mean-centered versions of yivt, divt, dvt, respectively.
For the first part, the LS estimator for τ in equation (1.7) is the following:
τ̂ =
∑
ivt d
∗
vty
∗
ivt∑
ivt d
∗2
vt
=
β̂1
∑
ivt d
∗
vtd
∗
ivt + β̂2
∑
ivt d
∗
vtd
∗
vt +
∑
ivt d
∗
vtûivt∑
ivt d
∗2
vt
=
β̂1
∑
vt d
∗
vt
∑
i d
∗
ivt∑
vt
∑
i d
∗2
vt
+ β̂2
= β̂1 + β̂2. (D.5)
For the second part, Lemma 1.1 is applied so that
τ̂
p
→ β1 + β2. (D.6)
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D.3 Proof of Proposition 1.4
Suppose the true equation to be estimated is:
yivt = β0 + β1divt + β2dvt + β3divtdvt + µv + µt + uivt, (D.7)
so that coefficient β3 captures the difference in the indirect effect between participants and
non-participants.
If we aggregate the observations at the village-period level, then:
yvt = β0 + (β1 + β2) dvt + β3d
2
vt + µv + µt + uvt
and the overall effect of dvt becomes nonlinear. 
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Appendix E
IV with a Cluster-Level Instrument
Proposition E.1 Let zivt be an instrumental variable. If the period-village conditional vari-
ance of zivt is zero, V ar (zivt|v, t) = 0, then the IV estimator for τ in equation (1.7) is
equivalent to the IV estimator for τ in the following equation:
yivt = β0 + τdivt + µv + µt + uivt. (E.1)
Proof Let y∗ivt, d
∗
ivt, d
∗
vt be village-period mean-centered versions of yivt, divt, dvt, respectively.
Suppose equation (1.6) is the true equation, but we instead estimate the following model:
yivt = β0 + β1divt + µv + µt + uivt, (E.2)
in which dvt is omitted.
Let zvt be an instrumental variable such that V arvt (zvt) = 0. Then the (within-group)
IV estimator for β1 in equation (E.2) is:
β̂IV1 =
∑
ivt z
∗
vty
∗
ivt∑
ivt z
∗
vtd
∗
ivt
=
∑
ivt z
∗
vty
∗
ivt∑
vt z
∗
vt
∑
i d
∗
ivt
=
∑
ivt z
∗
vty
∗
ivt∑
ivt z
∗
vtd
∗
vt
= τ̂ IV .
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Thus the formula is exactly the same as if we estimate equation (1.7) using zvt as an instru-
mental variable. Using similar steps as in Proposition 1.3, we can show that τ̂ IV , as well as
β̂IV1 , is an consistent estimator for the overall effect, (β1 + β2). 
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