Abstract Soil physical characteristics can influence terrestrial hydrology and the energy balance and may thus affect land-atmosphere exchanges. However, only few studies have investigated the importance of soil textures for climate. In this study, we examine the impact of soil texture specification in a regional climate model. We perform climate simulations over Europe using soil maps derived from two different sources: the soil map of the world from the Food and Agricultural Organization and the European Soil Database from the European Commission Joint Research Center. These simulations highlight the importance of the specified soil texture in summer, with differences of up to 2°C in mean 2-m temperature and 20 % in precipitation resulting from changes in the partitioning of energy at the land surface into sensible and latent heat flux. Furthermore, we perform additional simulations where individual soil parameters are perturbed in order to understand their role for summer climate. These simulations highlight the importance of the vertical profile of soil moisture for evapotranspiration. Parameters affecting the latter are hydraulic diffusivity parameters, field capacity and plant wilting point. Our study highlights the importance of soil properties for climate simulations. Given the uncertainty associated with the geographical distribution of soil texture and the resulting differences between maps from different sources, efforts to improve existing databases are needed. In addition, climate models would benefit from tackling unresolved issues in land-surface modeling related to the high spatial variability in soil parameters, both horizontally and vertically, and to limitations of the concept of soil textural class.
Introduction
Global and regional climate simulations are subject to large uncertainties. These uncertainties relate to, on the one hand, model formulation and, on the other hand, to input parameters used in models, in particular those describing surface characteristics. These parameters are generally linked to vegetation or soil characteristics. Many studies have focused on the role of vegetation properties (e.g. LAI, stomatal conductance, root depth) due to increasing interest in the impact of land cover change on climate (e.g. Bonan 2008; Pitman et al. 2009 ), which led to more detailed and accurate maps of these properties (e.g. Lawrence and Chase 2007) . On the contrary, few studies have investigated the role of soil parameters (such as porosity, heat capacity or hydraulic conductivity) on climate, although it remains unclear which of plant or soil parameters can impact climate more strongly. While some studies have suggested that vegetation parameters are indeed important (Mölders 2005) , others have shown that soil parameters could matter as much (Osborne et al. 2004) or even more (Richter et al. 2004) . Moreover, studies have shown that some soil physical properties, in particular infiltration rate, porosity or hydraulic conductivity, can change depending on e.g. crops, crop management and land clearing and use (Uhland 1950; Ghuman et al. 1991; Alegre and Cassel 1996; Zimmermann et al. 2006) . A few studies have already highlighted their non-negligible role for exchanges of water and energy at the surface (Anders and Rockel 2009; Seneviratne et al. 2006b ). In particular, soil properties influence soil moisture (SM) which plays a crucial role for summer climate in midlatitude regions, through its memory and feedbacks to the atmosphere . Most notably, SM controls evapotranspiration (E) in these regions and, therefore, the partitioning of energy at the surface between sensible (H) and latent (kE) heat fluxes, directly influencing near-surface temperature and humidity. In spite of the recognized importance of soil moisture, several issues related to soil physical parameters remain unresolved.
First of all, soil parameters are usually assigned as attributes of soil classes that refer to the soil texture (Teuling et al. 2009 ). However, the range of a soil parameter can be rather large, even within a given soil class; in fact, its variability within a soil class is often larger than its variability between the classes (Mölders 2005; Teuling et al. 2009 ). Moreover, most parameters are model dependent (Kahan et al. 2006) . For instance, even a basic parameter such as the water-holding capacity is highly variable between state-of-the-art AGCMs despite being long recognized as a key parameter for land-climate interactions (Seneviratne et al. 2006b ).
In addition to these issues linked to the attribution of parameter values to the different soil classes, several data bases of the geographical distribution of soil classes exist, of which the FAO soil map of the world (FAO/UNESCO 1974) is the most commonly used global dataset (Smiatek et al. 2008) . Nevertheless, alternative products exist at regional scale, some of which have a higher resolution and, in some cases, are based on more recent and detailed information; in Europe, such a product is the European Soil Database (ESDB), released by the European Commission Joint Research Center (JRC) (European Commission and the European Soil Bureau Network 2004).
In the present study, we provide a detailed investigation of the role of soil parameters in regional climate simulations for the European continent. First, we compare simulations with a Regional Climate Model (RCM) with soil maps derived from two different sources to assess the potential impact of the soil map itself. We then analyze the impact of individual soil parameters on the local climate with the help of additional simulations to identify key parameters. This paper is structured as follows: Sect. 2 describes the model (2.1) as well as the conducted experiments (2.2). Section 3 presents the results from the comparison of the impact of different soil maps on summer climate (3.1) and the role of individual soil parameters (3.2). Finally, the main findings are summarized and discussed in Sect. 4.
Experimental setup
2.1 COSMO-CLM COSMO-CLM ) is a non-hydrostatic RCM developed jointly by the COnsortium for Small-scale MOdeling (COSMO) and the Climate Limited-area Modeling Community (CLM-Community). It is based on the compressible non-hydrostatic governing equations of fluid dynamics, which are discretized on rotated geographical coordinates in the horizontal dimensions and terrain-following height coordinates in the vertical. A detailed technical documentation is available at http://www.cosmomodel.org/content/model/documentation/core/default.htm. In this study, we use version 4.8 of COSMO-CLM, which significantly improves model performance compared to a previous version 4.0 (Davin and Seneviratne 2012) .
The LSM used in this version of the model is TER-RA_ML, a multilayer soil model parameterizing evapotranspiration of plants and bare soil as well as heat transfer and water transport in the soil (see Appendix 1 and Schrodin and Heise 2001; Grasselt et al. 2008) . TER-RA_ML is a second-generation land surface model, in which transpiration is modeled without explicit coupling with photosynthesis. More specifically, the evapotranspiration parameterization is derived from the BATS model (Dickinson 1984) , which is more empirical and less physically based than current third-generation LSMs.
Most relevant for this study is the dependence of the parameterization in TERRA_ML on a set of parameters defined for eight different soil classes representing a wide range of soil textures, including two special classes (ice, rock) and six standard classes (sand, sandy loam, loam, loamy clay, clay and peat). 15 parameters are associated to each soil class and their respective values are listed in Table 1 .
Experiments
In this study, we analyze a set of simulations with COSMO-CLM. These simulations differ only in the applied soil maps and/or in the look-up table of the soil parameters corresponding to each soil class. The rest of the setup is the same throughout the experiments, including the atmospheric part of the model. This allows to strictly isolate the effect of soil maps and/or soil parameters.
The configuration applied to all simulations is the following: The model is run over the European continent, including parts of North Africa and Western Russia (e.g. Fig. 1) , with a horizontal resolution of 0.44°(*50km), 32 vertical levels and a time step of 240 s. Initial and lateral boundary conditions are based on ERA-40 reanalysis data, except for the years 2002-2005 where ECMWF operational forecast analyses are used. The model is run for the period 1980-2005, where the first six years serve as a spinup in order to reach equilibrium, in particular to allow soil moisture to adjust to the modified conditions. The remaining 20 years (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) are used in the analysis. Although no ensemble runs were performed, the internal variability of the model is relatively well sampled given the simulated length.
The experiments can be divided into two sets of simulations with distinct objectives: The first set compares the impact of the choice between the two soil maps, while the second set investigates the involved physical processes by testing the role of individual soil parameters. These two sets of simulations are described in two separate sections.
Comparison of impact of FAO and JRC soil maps
The standard soil map used in COSMO-CLM is derived from the Digital Soil Map of the World (FAO 2003) , which is available at a 5 arc minutes resolution and in geographical projection. It is based on the FAO map published in 1974 (FAO/UNESCO 1974) . A more recent and better resolved product, the Soil Geographical Database of Eurasia (see Lambert et al. 2002) , which is part of the European Soil Database, was released by the European Commission Joint Research Center (JRC) in 2006 (European Commission and the European Soil Bureau Network, 2004); it contains soil texture data over Europe at a 1-km resolution. More details about the conversion of the FAO and JRC products into TERRA_ML-compatible maps for use in simulations are given in Appendix 2.
In a first set of simulations we aim at investigating the sensitivity of regional climate simulations to the choice of the applied soil map. In a first simulation (FAO) we used the standard FAO map and in a second simulation (JRC) we replaced this standard map with the soil map from the JRC product. Figure 1 displays both soil maps as used in the two simulations. These differ in some regions, with coarser/finer soil textures in JRC compared to FAO as shown in Fig. 2 . Note that the values of the soil parameters that are attributed to each soil class are shown in Table 1 and correspond to the standard values in TERRA_ML.
Role of the different soil parameters
To help understand the physical processes underlying the climate response to the modified soil class associated with the respective soil maps, we perform additional experiments which isolate the effect of specific soil parameters. Although in each of these simulations the FAO soil map was used, soil class conversions (changes from one soil class to another) were introduced by modifying specific soil parameters for one soil class at a time. We selected the following three representative soil class conversions (frequently occuring when changing the soil map from FAO to JRC):
• sandy loam to loam (experiments ''SL2L'') • loam to loamy clay (experiments ''L2LC'') • loam to clay (experiments ''L2C'') For each of these conversions we examined the individual influence of the following sets of soil parameters:
• Field capacity h FC and permanent wilting point h PWP (experiments ''WHC'') • Hydraulic conductivity parameters K 0 and K 1 (experiments ''COND'')
• Hydraulic diffusivity parameters D 0 and D 1 (experiments ''DIFF'') Only hydrological parameters have been chosen since they cause most of the climate effect, as will be shown in Sect. 3.1. Note that, as described in the ''Vertical soil water transport'' in Appendix 1, hydraulic conductivity and hydraulic diffusivity are physically linked. Our experiments, however, allow us to disentangle the effect of gravity (COND) versus capillary forces (DIFF) on the vertical water transport.
In TERRA_ML, the hydraulic diffusivity D w is defined as a function of the soil liquid water content h, and D 0 and D 1 are constants in this function (see Eq. 18 in ''Vertical soil water transport'', Appendix 1). As a result, modifying D 0 and D 1 together changes the sensitivity of hydraulic diffusivity to soil moisture and, since these two parameters do not appear anywhere else in the model it seems reasonable to combine them together for our present purpose.
Since hydraulic conductivity K w is defined similarly to hydraulic diffusivity (see Eq. 19), K 0 and K 1 were also grouped together in a set of parameters. We note that, in addition to influencing K w , K 0 also plays a role in the parameterization of bare soil evaporation (see Eqs. 5, 7) .
Finally, the field capacity h FC and permanent wilting point h PWP are selected and modified together because of their role in controlling the amount of water available for plant transpiration (see Eq. 12 in Appendix 1). On the one hand, h FC is the amount of water that remains in the soil after excess water has drained out. On the other hand, h PWP is the minimum amount of water necessary to prevent plants from wilting and below which almost no transpiration takes place anymore.
Note that, for several reasons, neither porosity (volume of void, h PV ) nor air dryness point (h ADP ) were modified in our experiments. First, we want to isolate the effect of field capacity h FC and permanent wilting point h PWP , which are expected to be most crucial for evapotranspiration (see Eq. 12). In addition, changes in D w and K w could arise from modifying h PV and h ADP (see Eqs. 18, 19) , while Grid points with special soil classes (''rock'', ''ice'', ''peat'') on either map and which exhibit a change in soil class appear in grey modifying h FC and h PWP does not directly impact hydraulic diffusivity and conductivity, thus isolating more strictly the various influences.
The name of each experiment reflects the set of modified soil parameters and the involved soil class conversion. In total, combining three soil class conversions with three sets of parameters leads to nine additional simulations. All simulations are summarized in Table 2 . For instance, for testing the impact of h PWP when modifying the soil class from ''sandy loam'' (in the FAO soil map) to ''loam'' (in the JRC soil map), the values of h FC and h PWP of the soil class ''sandy loam'' were replaced by those of ''loam''. This simulation is called WHC-SL2L. Note that the values of all other parameters are kept as in Table 1 for this simulation. Similarly, in two other simulations called COND-SL2L and DIFF-SL2L the hydraulic conductivity and diffusivity parameters, respectively, of ''sandy loam'' were set to the values of ''loam''. Thus, at the points where the soil class conversion SL2L occurs, the impact of the tested parameters on climate can be compared to the impact of changing the soil map, i.e. the impact of changing all parameters together.
A limitation of these simulations is that the changes affect all grid points with the corresponding soil class, while in JRC only some of these grid points are affected. In addition, grid points with other soil classes are not modified. Thus, these simulations are not entirely comparable to the full JRC experiment. However, the impact of these two differences is likely to be very restricted since the changes that we focus on in our analysis are mostly local (as shown in Sect. 3.1). Therefore, we assume that these small differences do not impact our results in a significant way.
Relative changes in selected soil parameter values for the three selected soil class conversions are displayed in Fig. 3 . Note that although all the selected soil class conversions lead to a finer soil texture, not all parameters change in a similar way. As expected, both field capacity and permanent wilting point increase; by contrast, the resulting available water capacity h A ¼ ðh FC À h PWP Þ, which represents the amount of water potentially available for plants, can either increase or decrease. Similarly, hydraulic diffusivity and conductivity parameters can change in either direction. However, since the final values of hydraulic conductivity and diffusivity depend on soil moisture as well, it is difficult to assess the overall change in these two parameters.
Results
Section 3.1 presents results from the comparison between simulations with both tested soil maps (FAO and JRC), while Sect. 3.2 presents results from additional simulations that investigate the role of individual soil parameters.
3.1 Impact of the new JRC soil map (JRC vs. FAO)
Mean climate and surface fluxes
Since the differences between simulations FAO and JRC are largest in summer (not shown), we concentrate on this period (June-August, JJA) for the whole analysis. Figure 4a , b display changes in summer mean 2-m temperature and precipitation between the two simulations (JRC minus FAO). The region north of the Black Sea experiences warmer (up to 2 K), drier (up to 0.5 mm/day) summer with the JRC soil map. On the other hand, the Baltic region (mainly Poland and Belarus) and the region over Italy and the Western Balkan states experience cooler (up to 1 K), wetter (up to 0.4 mm/day) summer with this soil map. As shown in Table 3 , changes in temperature clearly depend on the soil class conversion, while changes in precipitation are slightly less related to the soil class conversion pattern and thus more difficult to interpret. To analyze the impact of soil types on the mean climate in the broader context of uncertainties in RCMs, Fig. 5a displays changes in mean 2-m temperature for selected regions as compared to the PRUDENCE multi-model ensemble (Jacob et al. 2007 ). We display the PRUDENCE inter-model interquartile range (referred to as PRUDENCE IQR, positive by definition and plotted from -IQR/2 to ?IQR/2), which provides a measure of the spread among different RCMs for a given region. The overall effect of changing the soil map is small compared to the PRU-DENCE IQR and, mostly, not significant, due to offsetting effects from different soil type conversions within a given region. On the other hand, when considering only a single soil type conversion, changes are often large and of similar magnitude as the PRUDENCE IQR, although always smaller. However, since none of the PRUDENCE regions covers the area exhibiting the strongest effect on climate (i.e. North of the Black Sea; only the Eastern European (EA) region covers part of it, but also includes a large area of cooling over Poland and Belarus), we added for comparison a region defined between 30 and 45°East and 45 and 52°North (BS). Although the PRUDENCE IQR over BS is not available, the impact is striking, with the change in mean temperature over the region due to the soil map being as large as the inter-model IQR from other regions. This shows that, in some regions, soil type specifications can lead to differences in mean summer climate as large as typical differences between RCMs.
The mechanisms controlling these differences are associated to changes in the hydrological properties of the soil. Changes in sensible (H) and latent (kE) heat fluxes are large (up to more than 30 W/m 2 , see Fig. 4g , h and Table 3 ) and, although they also mostly compensate each other (their sum is about 3-5 W/m 2 , i.e. of the same order as net radiation), their properties explain temperature changes quite well. More specifically, the changes in these fluxes (H and kE) correspond to a modification of surface energy partitioning, expressed by the evaporative fraction EF ¼ kE=ðH þ kEÞ shown in Fig. 4i . In regions with increased EF, the part of the available energy at the surface which is used for evapotranspiration (E, expressed as kE in energy units) increases (i.e. kE increases and H decreases, given that the available energy (^H ? kE) remains approximately constant). This change in partitioning is confirmed by Fig. 7a , where changes in H and kE are plotted for the main soil class conversions: Changes in H and kE are of similar magnitude and opposite sign. Therefore, EF is a good indicator of the changes in both fluxes. Since H directly influences air temperature, 2-m temperature increases in regions of decreased EF and decreases in regions of increased EF, respectively. By contrast, radiative properties do not strongly affect the local climate in our simulations. First, changes in net shortwave and longwave radiation are in most cases smaller than changes in turbulent fluxes (Table 3 ). In addition, Fig. 4d , e, which show net longwave and shortwave radiation, emphasize that although there is a nonnegligible change in both radiation fluxes (up to 10 W/m 2 ), they mostly compensate each other (note the inverse scale). Thus, total net radiation only differs by about 3-5 W/m 2 (not shown). Furthermore, changes in net shortwave radiation are driven by changes in incoming direct shortwave radiation (solar radiation) due to changes in cloud cover (Fig. 4f) , while changes in net longwave radiation result from changes in outgoing longwave radiation due to temperature changes (since longwave radiation emission is a function of temperature). We also note that changes in albedo are small for most soil class changes (see Table 1 ), which consolidates our interpretation.
In addition, like other studies that have shown that surface fluxes driven by soil moisture may influence atmospheric circulation (e.g. Fischer et al. 2007 ), we note slight changes in mean sea level pressure in our simulations (Fig. 4c) . However, these changes are very small and they cannot explain the identified major changes in temperature and precipitation. Indeed, as shown in Table 3 , the effects are local and grid points where the soil class is the same in the two simulations (i.e. conversion ''none'') do not exhibit any change in climate compared to other points.
Soil moisture
Surface energy partitioning in transitional climate regions usually depends on soil moisture (SM) since this variable controls kE and thus EF there where h is SM expressed as VWC. In other words, SMI describes the amount of water within the available water capacity h A and therefore the water stress, with no stress for SMI = 1 and no water available for SMI = 0 (Betts 2004; Seneviratne et al. 2010 ). The layers considered in this Section for both VWC and SMI cover the root depth, thus capturing the water stress for the plants and therefore transpiration (see Eq. 11).
As shown in Fig. 6a , changes in VWC over the root depth cannot explain changes in EF. Indeed, VWC increases over most regions, including north of the Black Sea and over the Baltic region, and decreases over other regions where EF increases (e.g. over Italy and the Western Balkan states). By contrast, SMI does explain these changes very well (Fig. 6b) , with regions where EF and SMI increase (e.g. Baltic region, Italy and the Western Balkan states) and other regions where both EF and SMI decrease (e.g. north of the Black Sea). This better correspondence of SMI to EF, compared to that of VWC to EF, is due to the changes in soil parameters (mainly h FC and h PWP ) which modify the sensitivity of E to VWC, while SMI accounts for these changes (especially for transpiration, through Eqs. 11, 12) . This is in line with previous studies (see Seneviratne et al. 2010) showing that EF is better related to relative rather than absolute soil moisture content. Figure 7b shows relative changes in these two variables for the main soil class conversions and confirms a relationship between them, although there is a large spread in the response of EF to changes in SMI.
This spread can be explained when comparing the respective maps of the two variables (SMI and EF;
Relative changes (expressed for X as XJRC ÀXFAO jXFAOj ) in selected soil parameters for 3 selected soil class conversions. Absolute values of each parameter for each soil class are given in Table 1 Figs. 6b, 4i, respectively). In spite of a good visual agreement in sign between the changes in SMI and EF (as well as H and kE), the intensities of these changes differ, with large changes in the two turbulent fluxes in southern Europe, where changes in SMI tend to be rather small. This explains most of the spread in Fig. 7b and simply reflects the different evapotranspiration regimes. In the South, EF is limited by SMI and, therefore, even small SMI changes impact EF. In the North, EF tends to be rather radiation-limited; there, SMI does not play an important role for the local climate. Thus, changes in EF are largest in the South. By contrast, although the latitudinal gradient in changes in SMI is less marked, it reflects the negative feedback loop between EF and SM: in the South, an increase in SM leads to an increase in EF, which then depletes SM, thus damping the initial SM increase. By contrast, in the North, an increase in SM does not strongly impact EF and this negative feedback loop does not exist. This explains why changes in SMI are largest in the North and relatively small in the South. Figure 7c summarizes these findings; it displays the changes in EF with latitude for the main soil class conversions. There is indeed a tendency toward smaller changes in EF at high latitudes to some extent, although only two soil class conversions are present at these latitudes (SL2S and SL2L, in black and red, respectively) and thus it is difficult to generalize this statement. We note that these two soil class conversions are also those that show the largest spread in Fig. 7b , thus providing further support for our interpretation that the level of agreement between changes in EF and in SMI is affected by latitude. At latitudes lower than about 55 to 60 N, no clear gradient can be identified.
Overall, changes towards a finer soil texture tend to lead to lower SMI, which in turn induces lower EF and thus leads to a warmer, mostly drier climate. The impact on temperature appears clearly, while the impact on precipitation remains more patchy.
Soil moisture-precipitation feedback
Patterns of changes in precipitation are not as well related to soil class conversion patterns as patterns of changes in temperature. In most cases, regions of increased EF correspond to regions of increased precipitation, but there are exceptions. Although this behaviour is rather indicative of a positive soil moisture-precipitation coupling, there are also a few regions with an indication of negative soil moisture-precipitation coupling and/or of non-local effects. This confirms results from other studies, which have highlighted the possibility of both positive and negative coupling depending on the conditions and location (see e.g. Seneviratne et al. 2010 , for a review). Nonetheless, it should be noted that the Tiedtke convection scheme used in this model version was found to mostly lead to positive soil moisture-precipitation feedback in a study for the alpine region (Hohenegger et al. 2009 should consider that the final change in soil moisture level in the simulations results both from the change in soil class and from the modified precipitation.
Interannual variability
In addition to having an impact on the mean climate, the change in soil map also affects its interannual variability (IAV). Figure 5b shows changes in interannual variability for 2-m temperature, expressed as the standard deviation of summer means and compares it to inter-model interquartile range from the PRUDENCE experiment, in the same way as Fig. 5a shows it for the mean. Like for the mean, the total changes over each region (JRC-FAO) is generally smaller than the PRUDENCE IQR, although local effects can be large over some soil type conversions. Note that, for a given soil type conversion, IAV can increase or decrease depending on the region, while the sign of the effect on the mean is consistent throughout regions. The largest effect on IAV occurs over Scandinavia, where the mean is only marginally affected. This results from the increase occuring for all soil type conversions in this region. Conversely, the effect over BS is small, unlike for the mean; In particular, the impact of the soil type conversion L2C is spread around 0.
Overall, changes in soil types affect interannual climate variability, but the underlying causes and the processes involved do not seem to be directly related to specific soil type conversions. A given soil type conversion can lead to both an increase or a decrease in IAV depending on the region, and the behaviour is therefore difficult to predict.
Role of the individual soil parameters
Among the six soil class conversions applied to the largest number of grid points (i.e. those displayed in Table 3 ), we consider three conversions in Sect. 3.2 (SL2L, L2LC, L2C). To some extent, LC2L is also covered since it is the opposite of L2LC, although we cannot exclude hysteresis effects. The two remaining conversions are not selected for further investigations: L2S exhibits very small changes in climate, while SL2S mainly concerns grid points far north of the continent (over e.g. Finland and Norway).
Changes in VWC, SMI and EF for each experiment in reference to FAO are shown in Fig. 8 as a function of latitude and are contrasted for the three soil class conversions. The impact of the individual parameter sets (DIFF, WHC, COND) is compared to the overall impact of the soil class conversion (JRC versus FAO).
For the three soil class conversions, changes in VWC mostly depend on h FC and h PWP , as expected since these parameters modify the amount of water that can be stored in the soil. However, as highlighted in Sect. 3.1, VWC is not a good indicator of the impact on climate; therefore, SMI is also displayed in Fig. 8b , e, h. Changes in SMI are due to changes in two sets of parameters: h FC and h PWP , on the one hand, and hydraulic diffusivity parameters (D 0 and D 1 ) on the other hand, while hydraulic conductivity parameters (K 0 and K 1 ) are not found to play a substantial role. Finally, changes in EF (Fig.8c , f, i) confirm this result: modifying hydraulic conductivity parameters alone does not substantially impact EF, implying a minor role of these parameters in our simulations; by contrast, both other sets of parameters (hydraulic diffusivity parameters; field capacity and plant wilting point) have a strong impact on EF. More specifically, for two soil class conversions (SL2L and L2C) field capacity h FC and plant wilting point h PWP explain most of the total changes in EF while hydraulic diffusivity parameters (D 0 and D 1 ) also appears to contribute substantially to this change. The remaining soil class conversion (L2LC) shows the opposite behavior, with h FC and h PWP explaining a minor part of EF changes and D 0 and D 1 contributing to it more strongly.
Thus, these two sets of parameters impact the amount of moisture available for evapotranspiration and, thereby, EF. Interestingly, changes in EF are not always very well related to changes in SMI, despite our findings from Fig. 7 . For instance, for the soil class conversion L2LC, changes in SMI at low latitudes are about the same for WHC-L2LC and DIFF-L2LC, while changes in EF differ substantially. This hints at other controls on EF than only water availability; for instance, the vertical transport of water within the soil may have been affected in a different way for these two simulations, which might in turn have affected the distribution of water within the soil layer and therefore EF in some situations, ultimately.
In all three cases, a joint increase in field capacity and plant wilting point (h FC and h PWP ) leads to higher VWC, as expected since more water can be stored into the soil. Higher water available capacity h A leads to higher SMI and EF, but a closer comparison of the soil class conversions i) L2C and ii) L2LC shows that this might be linked to other variables. First of all, and as indicated in Fig. 3 , the change in h A is largest in L2C, although the values of h FC and h PWP change less than in L2LC. By contrast, the corresponding changes in EF (and SMI) are much larger in L2LC, which suggest that h A is not necessarily representative of changes in h FC and h PWP . Changes in both field capacity h FC and plant wilting point h PWP are larger in L2LC and could explain this behaviour; however, indirect effects do probably play an important role as well. In particular, we note that larger changes in VWC in L2LC strongly impact hydraulic diffusivity (D w , see Eq. 18) which then further impacts SMI and its relationship to EF. Therefore, we conclude that both the available water capacity h A and the absolute values of h FC and h PWP play a substantial role.
Increasing hydraulic diffusivity D w leads to an increase in VWC. First, Eq. 18 shows that D w increases with increasing D 0 , D 1 and VWC (h), and that there is a feedback between VWC and D w since they influence each other. In the conversion SL2L, both D 0 and D 1 increase, leading to an enhanced hydraulic diffusivity. This increased diffusivity further enhances the VWC and forms a positive feedback loop. Similarly, in the conversion L2LC, a the decrease in both D 0 and D 1 is correlated with a decrease in VWC. For the last conversion (L2C), results are more difficult to interpret given that changes in D 0 and D 1 are of opposite sign and their relative importance can hardly be assessed due to the highly non-linear relationship between these two variables.
Interestingly, the vertical transport of water within the soil due to capillary forces appears to be a driving factor in Impact of soil map specifications for European climate simulations 133 our experiments. Indeed, the transport of water between the soil layers, which is expressed by Eq. 16, has two components. First gravitational drainage, expressed by K w , is not critical in our simulations, since we find very little sensitivity of soil moisture and EF to K 0 and K 1 . Second, 40  45  50  55  60  65  70  40  45  50  55  60  65  70  40  45  50  55  60  65  70   40  45  50  55  60  40  45  50  55  60  40  45  50  55  60   35  40  45  50  55  60  35  40  45  50  55  60  35  40  45  50  55 profile of SMI closest to JRC, except for the soil class conversion SL2L where changes in hydraulic diffusivity parameters (in particular D 0 ) were small and other parameters dominate the observed effects. Vertical profiles of VWC show that, while experiments with modified WHC are closest to JRC in terms of mean and absolute value, the DIFF experiments exhibit the correct profile shape. In all cases, the COND experiments correspond exactly to the original FAO simulation, emphasizing the negligible role of hydraulic conductivity. This analysis highlights the fact that, in addition to SMI, the vertical redistribution of water within soil layers strongly impacts EF and the climate. In our experiments, the critical variable for this vertical distribution is hydraulic diffusivity.
The focus of this study is on the overall effect on the total evapotranspiration. Since transpiration is the main component of evapotranspiration in our simulations, it dominates our results. Changes in bare soil evaporation (not shown) were substantially different in all cases and they can help understand the underlying mechanisms. For instance, while in JRC this component was not much different from its value in FAO, in WHC-SL2L it differed substantially from FAO. In WHC-L2LC, bare soil evaporation even increased while it decreased in JRC. Both hydraulic conductivity and hydraulic diffusivity parameters did not play any substantial role for bare soil evaporation, and these results suggest that the parameters that control this component of E are quite different from those controlling transpiration. Among the investigated parameters, the hydraulic diffusivity parameters (D 0 and D 1 ) and field capacity h FC and plant wilting point h PWP explained most of the EF response in our soil class experiments. Our choice of parameters looks quite reasonable, since we reproduce this response to a large extent.
Discussion and conclusions
We performed and analyzed RCM simulations with different soil maps and soil parameters over Europe for the period 1980-2005. These experiments highlight the important role of soil parameters for summer climate, for the most part via their impact on EF, especially in regions where soil moisture is a limiting factor for evapotranspiration. This impacts the mean summer climate by up to about 2°C for temperature and 20 % for precipitation over regions with large differences between soil texture datasets, while the impact on interannual climate variability, which is found to be more difficult to relate to changes in soil texture, appears to be smaller, except for the increase over Scandinavia. Comparison with the multi-model analysis from PRUDENCE (Jacob et al. 2007 ) reveals that, over most regions, changes in mean summer 2-m temperature are small compared to inter-model interquartile range due to compensating changes within regions. However, over some regions such as North of the Black Sea, changes are as large as the PRUDENCE inter-model interquartile ranges of other regions (a direct comparison is not possible because PRUDENCE regions do not include this region). This shows that the choice of a soil dataset can potentially have an impact on the mean summer climate in some regions that is as large as the choice of the RCM itself.
More specifically, in simulations where individual parameters were modified, we identify the important role of parameters affecting the available water capacity (field capacity h FC and permanent wilting point h PWP ) as well as hydraulic diffusivity (parameters D 0 and D 1 ). In particular, the impact of h FC and h PWP on values of VWC and, therefore, on hydraulic diffusivity highlight the fact that, although a model-specific range of VWC might not be problematic for the parameterization of E if SMI is represented appropriately, the dynamic of soil moisture and its vertical profile is influenced by hydraulic diffusivity and, therefore, by absolute values. In other words, a model formulated in a similar was as in COSMO-CLM, i.e. with E parameterized mainly as a function of SMI and with hydraulic diffusivity/conductivity expressed as a function of VWC, needs correct values for both these soil moisture variables in order to model the processes in a correct way over time. Distinguishing strictly between the effect of field capacity and plant wilting point versus hydraulic diffusivity parameters, and their interactions, would have been interesting but is difficult, precisely because they are intimately related to one another. This could be done using methods of factor separation as described by e.g. Stein and Alpert (1993) , but additional simulations would be required. Although we could not clearly distinguish between the effect of these two sets of parameters for these reasons, our results indicate an especially important role of D w .
The results show a negligible sensitivity of soil moisture dynamics and profile to hydraulic conductivity, in contrast to the strong sensitivity to hydraulic diffusivity. Here, we recall that these two variables describe a single property of the soil, namely the ability of water to flow within it, but they express this property in different units (see ''Vertical soil water transport'' in Appendix 1). In the current formulation of the land-surface scheme TERRA_ML, K w represents the gravity term while D w represents capillary forces. Physically, these two parameters are intimately linked; therefore, modifying them independently is not fully realistic, but allows us to distinguish between the effect of gravitational drainage (through K w ) and capillary movement (through D w ). As expected, gravity only plays a marginal role in summer since the water content is almost always kept below field capacity. By contrast, capillary forces play an important role for the vertical motion of water within the soil. Note that, in some land-surface models (e.g. Community Land Model, see Lawrence et al. 2011) , hydraulic conductivity accounts for the effects of both gravity and capillary forces. In these models, hydraulic conductivity is likely to play a key role, in a similar way as parameters controlling hydraulic diffusivity in TERRA_ML do.
The amplitude of the differences in mean summer climate for different soil classes (up to about 2°C in 2-m temperature and 20 % in precipitation) provides evidence that the soil class plays an important role for the local climate in summer. Since the JRC soil map is assumed to be more accurate and up-to-date, one might expect improvements in the simulated climate with this new soil map, even at a coarse resolution. However, we note that COSMO-CLM does not perform better with the new JRC soil map. For instance, spatial root mean square error for summer mean 2-m temperature is larger in the region North of the black sea or over Poland (not shown). Several reasons may have contributed to this result. First of all, physical improvements in models do not necessarily lead to a reduction of bias, given the necessary preexisting model tuning. This is particularly true given the structure of the model and its heritage from BATS, which implies that retuning would probably be necessary. Second, the conversion of the original soil database from the JRC into TERRA_ML classes and the desired spatial resolution is subject to uncertainties, and the method used differs from the one used for the FAO soil map, due to different soil categories in the two original datasets (see Appendix 2). Finally, the values of the different soil parameters are critical, and these are subject to uncertainties as well. That said, this study focuses on the physical processes that lead to the simulated differences and not on improving model performance.
The region investigated in our study covers the European domain. We note that, in other regions, the processes involved might be different. In particular, other types of soils such as organic soils might play an important role, as shown by e.g. Lawrence and Slater (2008) , who identified that the effect of soil carbon content on thermal and hydrological soil properties can lead to changes of about 2.5°C in mean summer 2-m temperature.
In this study, we only investigate the effect on the mean climate and its interannual variability. However, since soil moisture is crucial for extremes events such as heat waves and droughts (e.g. Seneviratne et al. 2006a; e.g. Lorenz et al. 2010 e.g. Hirschi et al. 2011 , soil parameters are expected to strongly impact these events. The representation of these effects would benefit from improved soil databases as well, which is crucial given their relevance for society. In addition, given the impact of soil properties on soil moisture dynamics and therefore on its memory and its impact on climate, not only climate simulations but also weather and seasonal forecasts would benefit from consistent databases of soil properties. Major issues include the discrepancy between models in the range and effect of parameters, the heterogeneity of soil parameters values in space and the variability of these parameters within a given soil class, which often exceeds their variability between classes.
Although much research has focused on the impact of land-use changes and related vegetation properties and their interactions with climate, which can even be investigated in details by LSMs that include dynamic vegetation, nothing comparable has been undertaken for soils. Given the large impact of soil specification on climate, soil classes could also be developed and included in a more dynamic way, at least for long-term climate simulations. Indeed, some soil physical properties can change depending on e.g. crops, crop management, land clearing and land use (Uhland 1950; Ghuman et al. 1991; Alegre and Cassel 1996; Zimmermann et al. 2006 ). In addition, interactions between soil and vegetation may play a role as well, as suggested by Osborne et al. (2004) . For instance, the organic content of the soil can change relatively quickly after deforestation. Conversely, soil properties may subsequently impact vegetation and its development by providing conditions that favour certain species.
Finally, soil parameters being highly relevant in transitional regions between dry and wet climate given their relation to soil moisture dynamics and surface fluxes, disagreements between models with respect to land-climate interactions might be in part linked to these soil parameters as well (for instance land-atmosphere coupling, see Koster et al. 2004 ). Hence our results highlight the need to characterize soil class parameters in better detail in land surface and climate models.
is given as an external parameter field. F m is parameterized as
where C k is computed as
with B as defined for each soil class in Table 1 and
Here U 0 ¼ 0:2m is the soil water suction at saturation and q wm = 0.8 is the fraction of saturated soil filled by water, while B and K 0 depend on the soil class (see Table 1 ). D is expressed as
with B f given by
with K R = 10 -5 m/s. In Eqs. 2, 6, s u and s t are average values of soil water content normalized by the volume of void (h PV ) for two layers. These layers approximate Dickinson's layers (0 -0.1m and 0 -1m) by setting the lower boundary (n u and n t ) as the lowest layer for which the lower boundary does not exceed 0.1 m and 1 m, respectively.
where W k is the water content of layer k (in meters).
Plant transpiration E p is parameterized as
i.e. similarly to Dickinson (1984) but with additional assumptions (see online documentation for more details). Here, atmospheric resistance r a is given by r a -1 = C q d |v h | = C A and foliage resistance is given by r f -1 = r 0 C F = C V , with
H and r 0 ¼ r la ðr la þ r s Þ À1 : f LAI is the leaf area index, given as an external parameter, and the stomatal resistance r s is defined by
with r min = 150 s/m and r min = 4,000 s/m. The functions F describe the influence of the following conditions on the stomatal resistance: radiation (F rad ), soil water content (F wat ), ambient temperature (F tem ) and ambient specific humidity (F hum ), with F = 1 for optimal conditions and F = 0 for unfavorable conditions. In particular, we note the function describing the water limitation:
where h root is the liquid water content fraction of the soil averaged over the root depth, h PWP is the permanent wilting point (see Table 1 ) and h TLP is the turgor loss point of plants, parameterized following Denmead and Shaw (1962) as
with E pot, norm = 4.75 mm/day. For these two components, potential evaporation E pot is expressed as:
where T sfc is the temperation at the surface (uppermost soil layer for both E b and E p ), and Q v is the saturation specific humidity. |v h | is the absolute wind speed the the lowest grid level above the surface and C q d is the bulk-aerodynamical coefficient for turbulent moisture transfert, calculated diagnostically.
Vertical soil water transport
The vertical water transport is based on Richards equation, which in the vertical direction is usually expressed as:
where h is the soil water content and w is the water potential. On the right side of Eq. 14, ow oz refers to capillary forces, while 1 represents gravity. However, in TERRA_ML, this equation is expressed using only h and not w. To do so, hydraulic diffusivity is introduced as D w ¼ K w ow oh and thus
This leads to the equations used in TERRA_ML, where the soil water flux is expressed as
and the change over time in soil water content in each layer is defined as
Here, the vertical transport due to gravity and capillary forces is represented by K w and D w , respectively. Note that hydraulic conductivity and hydraulic diffusivity represent the same physical characteristics of the soil, namely the ability of water to flow into it, but they express it in different units. The presence of both variables is specific to this modelling approach. In some other land-surface models (e.g. Community Land Model, see Lawrence et al. 2011) , water potential is used and hydraulic diffusivity does not appear. In addition, runoff is parameterized for any layer with h [ h FC and a negative divergence of the fluxes (16).
Hydraulic diffusivity D w and hydraulic conductivity K w depend on the water content h as:
h is defined for each layer as h l ¼
Appendix 2: Conversion of the soil maps FAO and JRC soil maps: raw data FAO The Soil map of the World released by the FAO is available at a resolution of 5 arc minutes and in geographical projection. The raw data used is taken from the Digital Soil Map of the World cd-rom (see http://www. fao.org/icatalog/search/dett.asp?aries_id=103540). The classification considers three classes reflecting soil texture: coarse, medium, and fine. For use in TERRA_ML, data from the top layer of the soil is considered. JRC The Soil Geographical Database of Eurasia (SGDBE, see Lambert et al. 2002 ) at a scale of 1:1,000,000 is a digitized European map of the soil and related attributes. It is part of the European Soil Database, a product released in 2006 by the JRC (Morvan et al. 2008; Panagos et al. 2012 ) and available at http://eusoils.jrc.ec.europa.eu/ ESDB_Archive/ESDBv2/index.htm. It contains a large number of attributes, of which two are used in this study. These two attributes reflect the properties of the top layer of the soil, thus being consistent with the data used from the FAO soil map. The soil class is derived from the attribute ''dominant surface textural class of the STU'' (''TEXT_SRF_DOM''). This attribute contains the classes listed in Table 4 . Non-soil classes are derived from the attribute ''Soil major group code of the STU from the 1990 FAO-UNESCO Soil Legend'' (''FAO90-LEV1''), which contains 28 soil categories and 6 non-soil categories. Nonsoil categories are listed in Table 5 . More details about the attributes is given at http://eusoils.jrc.ec.europa.eu/ESDB_ Archive/ESDBv2/popup/sg_attr.htm.
Conversion to TERRA_ML format: resolution and classes FAO The conversion of the raw data into TERRA_ML classes with the desired resolution is done using the PrEProcessor of time invariant parameters (PEP) of COSMO-CLM (Smiatek et al. 2008) . In this code, the number of points for each textural class (coarse, medium, fine) within a grid cell is determined and a weighted mean texture is computed. The assigned class in TERRA_ML is a function of this weighted mean. Ice, rock and peat are then added where the majority of points is belonging to one of these categories. The implementation in COSMO-CLM is also described by Doms et al. (2011) .
JRC For input into COSMO-CLM, the JRC data was first resampled from its original 1 km resolution in Lamberts azimuthal projection to 1 arc second resolution in geographical projection by nearest neighbor interpolation. Classes were then converted to corresponding classes in TERRA_ML. For non-soil classes, the category ''glacier'' was converted to the class ''ice'' in TERRA_ML, while all other non-soil classes were converted to ''rock'', as shown in Table 5 . However, non-soil classes were attributed only where there was no data available about the soil class in the attribute ''TEXT_SRF_DOM'' (i.e. where the value is 0). For soil classes, a conversion scheme was defined by refering to the look-up table described by Smiatek et al. (2008) and comparing it to the definition of the classes in Table 4 based on the proportion of clay, sand and silt. The resulting conversion scheme is shown in Table 6 . Comparing the legend of the two classes in Table 6 gives us confidence in the chosen scheme. Note, however, that there is no ideal conversion scheme. For instance, here no class in the JRC data is converted to the TERRA_ML class ''sandy loam'' (coarse to medium). Conversely, the two classes ''fine'' and ''very fine'' in JRC are converted to the same class in TERRA_ML (clay, i.e. fine). These two cases illustrate the difficulty to translate a soil dataset with given soil categories into other categories, and, therefore, the associated uncertainties. Grid points where no information on both soil and non-soil categories was available (e.g. over North Africa) were filled using the original FAO soil map.
Finally, the aggregation at the model resolution (0.44°in our case) is done using the COSMO-CLM PEP program as described by Smiatek et al. (2008) . The method used in this program is the majority approach, i.e. the soil class with the higher number of points within a grid cell is attributed to that grid cell. 
Rock outcrops Rock
Note that this attribute contains 28 soil categories as well, such as Acrisol, Alisol, etc. These are not considered in the present study Note that the scheme applied does not lead to any grid point with the soil class ''sandy loam'' in TERRA_ML. The columns for TERRA_ML follows Doms et al. (2011) 
