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ABSTRACT
Automatic segmentation of liver lesions is a fundamental
requirement towards the creation of computer aided diagno-
sis (CAD) and decision support systems (CDS). Traditional
segmentation approaches depend heavily upon hand-crafted
features and a priori knowledge of the user. As such, these
methods are difficult to adopt within a clinical environment.
Recently, deep learning methods based on fully convolutional
networks (FCNs) have been successful in many segmentation
problems primarily because they leverage a large labelled
dataset to hierarchically learn the features that best corre-
spond to the shallow visual appearance as well as the deep
semantics of the areas to be segmented. However, FCNs
based on a 16 layer VGGNet architecture have limited ca-
pacity to add additional layers. Therefore, it is challenging
to learn more discriminative features among different classes
for FCNs. In this study, we overcome these limitations using
deep residual networks (ResNet) to segment liver lesions.
ResNet contain skip connections between convolutional lay-
ers, which solved the problem of the training degradation of
training accuracy in very deep networks and thereby enables
the use of additional layers for learning more discriminative
features. In addition, we achieve more precise boundary def-
initions through a novel cascaded ResNet architecture with
multi-scale fusion to gradually learn and infer the bound-
aries of both the liver and the liver lesions. Our proposed
method achieved 4th place in the ISBI 2017 Liver Tumor
Segmentation Challenge by the submission deadline.
Index Terms— Liver Segmentation, Liver Lesion Seg-
mentation, Liver Tumor Segmentation Challenge (LiTS),
Deep Residual Networks (ResNet)
1. INTRODUCTION
Primary liver cancer is globally considered as the second most
common cause of cancer death and is the sixth most frequent
cancer in the world [1]. Computed tomography (CT) is the
most commonly used modality for liver lesion evaluation and
staging [2]. Manual measurement of the size of each liver le-
sion is the norm in routine clinical practice. However, manual
liver lesion segmentation is subjective, operator dependent,
poorly reproducible and time-consuming. For these reasons,
there has been increasing research interest in the development
of fully automated liver lesion segmentation methods.
Traditional segmentation methods [3, 4] depend heavily
upon hand-crafted features and a priori knowledge of the user
who will refine the segmentation. In addition, these methods
usually rely on using low-level features, such as local texture
that do not capture image-wide variation. Furthermore, their
performance relies on correctly tuning a large number of pa-
rameters. Consequently, these methods are highly unreliable
for accurate segmentation.
Deep learning methods based on fully convolutional net-
works (FCN) have recently demonstrated many successes in
segmentation problems [5, 6, 7, 8, 21, 22, 23]. This is primar-
ily attributed to the ability of FCN to leverage large datasets
to learn a feature representation that combines low-level ap-
pearance information in lower layers with high-level semantic
information in the deeper layers [5]. In addition, FCN can be
trained in an end-to-end manner for efficient inference, i.e.,
images are taken as inputs and the segmentation results are
directly output.
However, traditional FCN is based on the VGGNet [9] ar-
chitecture, which only has 16 layers for training and thus has
limited capacity to learn the discriminative features among
different classes. In addition, it has been demonstrated that
stacking extra layers results in higher training and validation
errors beyond certain depths. Therefore, it is challenging to
optimize very deep networks with many layers. In addition,
FCN has large receptive fields in the convolutional filters and
hence produces coarse outputs at the lesion boundaries. The
outputs also lack smoothness, i.e., the labels of similar neigh-
boring pixels may not agree, and therefore producing a seg-
mentation probability maps with an inconsistent spatial ap-
pearance. Deep residual net-works (ResNet) with 50, 100,
150 or 1000 layers have achieved state-of-the-art results in
image classification and detection problems [10]. ResNet ar-
chitectures con-sists of a number of residual blocks that by-
passes (skips or shortcuts) a few convolution layers at a time
[10]. The outputs of the shortcut connections are aggregated
with the output of the convolution layers, which overcome
the limitation of adding extra layers by reducing the training
degradation often witnessed in very deep networks. In ad-
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dition, ResNet can be considered as an ensembles of many
shallow networks [12, 13, 14], where different networks are
connected via these shortcuts and therefore, optimal results
can be achieved by averaging the output of the different net-
works.
In the ISBI 2017 Liver Tumor Segmentation Challenge1
(LiTS), we exploit the deep residual networks for robust liver
lesion segmentation and we introduce the following contribu-
tions:
(1) An automatic liver and liver tumor detection method
based on deep residual networks that, when compared
with traditional VGGNet based FCN architecture, im-
proves both the liver and liver lesion detection accuracy.
(2) A cascaded ResNet architecture to iteratively refine and
constrain the lesion boundaries at both training and test-
ing time. During training, the cascaded ResNet learns
from the training data and the estimated results derived
from the previous iteration. The ability to learn from
the previous iteration optimizes the learning of both
the liver and liver lesion boundaries, which are usu-
ally difficult to segment. During testing (prediction),
the cascaded ResNet uses test (input) images and the
estimated probability map derived from previous itera-
tions to gradually improve the segmentation accuracy.
2. METHODS
2.1. Materials
The LiTS dataset comprises 201 contrast-enhanced abdomen
CT studies acquired from 6 medical centers around the world;
there were 131 training and 70 test images. Both liver and
liver lesion masks (ground truth) were provided in the training
data. All the ground truth annotations were carefully prepared
under supervision of expert radiologists. We further split the
training dataset into 118 studies as for training and 13 studies
for validation.
2.2. Pre-processing
We set the Hounsfield Unit (HU) value range to [-160, 240] to
exclude irrelevant organs and objects; the range was set based
on the liver window [-62, 238] given by Sahi et al. [11] less
100 HU value on the lower bound to ensure all the liver le-
sions would be captured (Fig. 3). After HU value adjustment,
the voxel values of each 3D volume was normalized into the
range [0, 1].
2.3. Deep Residual Networks for Segmentation
The ResNet architecture consists of a number of residual
blocks with each block comprising of several convolution
1https://competitions.codalab.org/competitions/15595
Fig. 1. A sample residual block.
layers, batch normalization layers, and ReLU layers. The
residual block consists of several convolutional layers and
a skip/shortcut connection to bypass these layers [10]. The
ResNet architecture is able to train deeper networks with-
out training degradation and provides better discriminative
features. The residual block is calculated as:
xl+1 = xl + F (xl, ωl) (1)
where xl is the input of the l-th block in the network and
xl+1 is its output, F (·) is the residual function, and ωl are the
weight parameters for that block. A sample residual block is
shown in Fig. 1.
We transformed the ResNet architecture into a segmenta-
tion model by adding convolutional and deconvolutional lay-
ers to upsample the output features maps (as suggested by the
FCN architecture of Long et al. [5]), and dilating the feature
maps derived from ResNet to create the score mask [13, 15].
Our architecture is shown in Table 1.
2.4. Cascaded Deep Residual Networks for Segmentation
The whole deep residual network for segmentation can be de-
fined as:
Y = FS (I;w) (2)
where Y is the output prediction, I is the input image,
FS denotes the feature map produced by the stacked convolu-
tional layers (or residual block) with a list of stride or dilation
values S, and w denotes the learned parameters.
Our cascaded ResNet embeds the probability map pro-
duced at the previous deep residual networks for training and
testing (as exemplified in Fig. 2) and the calculation can be
defined as:
P = FS
(
I, Y t, Y v;w
)
(3)
Table 1. Deep residual network architecture for segmentation.
Output Convolution Type Residual Block Number
504×504 3×3, 64, stride 1 8 1
252×252 3×3, 128, stride 2 4 1
3×3, 128, stride 1
252×252 3×3, 128, stride 1 4 2
3×3, 128, stride 1
126×126 3×3, 256, stride 2 4 1
3×3, 256, stride 1
126×126 3×3, 256, stride 1 4 2
3×3, 256, stride 1
63×63 3×3, 512, stride 2 4 1
3×3, 512, stride 1
63×63 3×3, 512, stride 1 4 5
3×3, 512, stride 1
63×63 3×3, 512, stride 1 4 1
3×3, 1024, stride 1, dilate 2
63×63 3×3, 512, stride 1, dilate 2 4 2
3×3, 1024, stride 1, dilate 2
63×63 1×1, 512, stride 1 4 1
3×3, 1024, stride 1, dilate 4
1×1, 2048, stride 1
63×63 1×1, 1024, stride 1 4 1
3×3, 2048, stride 1, dilate 4
1×1, 4096, stride 1
63×63 3×3, 512, stride 1, dilate 12 8 1
63×63 3×3, 2, stride 1, dilate 12 8 1
where P is the output of the prediction of the cascaded
ResNet, Y t and Y v denote the probability map derived from
ResNet for predicting the tumor and liver regions, respec-
tively. During testing, a multi-scale integration approach was
used, where we resized the image into a number of scales (size
from 512×512 to 640×640 with an increment of 32). The fi-
nal output was produced by averaging the multi-scale outputs.
For post-processing, a morphological filter was used to fill the
holes for individual axial slices; no other post-processing was
used.
2.5. Implementation Details
Our training and segmentation were performed on 2D axial
slices and this is attributed to the fact that within many studies,
there are duplicated slices (e.g., liver was scanned twice in a
single CT study). Furthermore, it will be too time-consuming
to train all the individual slices (∼60,000 slices in total, would
take more than 1 month to train all slices). Therefore, we ran-
domly selected 8,802 slices, consisting of 4,401 slices pre-
senting both liver and liver lesions, and another 4,401 slices
where both liver and liver lesions were not present.
The training process can be defined as minimizing the
overall per-pixel loss, with iterative updates of the networks
weight parameters using stochastic gradient descent (SGD).
Research has suggested that fine-tuning can improve the ro-
bustness of the trained model, where the lower layers of the
fine-tuned network are more general filters (trained on gen-
eral images) while those in the higher layers are more spe-
cific to the target problem. Therefore, we trained the pro-
posed cascaded ResNet via fine-tuning; we first fine-tuned
the pre-trained model trained on ImageNet dataset [16] for
60 epochs using a fixed learning rate of 0.0016. After that,
we further fine-tuned the model for another 40 epochs with a
linear schedule learning rate at base of 0.0008. Data argumen-
tation including random scaling, crops and flips were used to
further improve the robustness of the model [17, 18, 19]. The
training image batch size was set to 10 and the training pro-
Fig. 2. Overview of the proposed cascaded ResNet architecture, where (a) is the input CT image; (b) and (c) are the produced
probability map of the liver and the liver lesions, respectively; and (c) is the final predication from the cascaded ResNet for the
liver and the liver lesions.
cess took approximately 7 days on two 12GB Titan X GPUs
(Maxwell architecture).
During segmentation of the test set, we first use the
ResNet to produce the probability map of Y t and Y v based
on the input image I . After that, we used the cascaded ResNet
together with the input image I and the two probability map
Y t, Y v to generate the final prediction. The prediction time
was approximately 48 minutes (multi-scale) or 16 minutes
(single-scale) for CT volume with an average of 390 axial
slices.
3. EXPERIMENTS AND RESULTS
3.1. Experimental Setup
As the test ground truth was not available at the time this
manuscript was prepared, we provide the evaluation con-
ducted on the validation dataset (13 studies); the Dice and
Jaccard indices were used to measure the segmentation ac-
curacy. We compared our method with: (i) traditional FCN
model based on VGGNet architecture; (ii) the ResNet archi-
tecture; (iii) our cascaded ResNet; (iv) cascaded ResNet with
3D conditional random field (3D-CRF [20]) as a posting pro-
cessing approach; and (v) cascaded ResNet with multi-scale
fusion.
3.2. Results
Table 2 shows the liver and liver lesion segmentation results.
The cascaded ResNet with multi-scale fusion achieved the
best segmentation results. This method also had a higher ac-
curacy than traditional VGGNet based FCN: an improvement
of 3.94% in the Dice index for liver segmentation and 20.13%
for liver lesion segmentation.
4. DISCUSSIONS
The difference between the VGG-based FCN and other meth-
ods demonstrate the advantages of the deep residual architec-
ture for segmentation. The proposed cascaded ResNet further
improved the segmentation results, especially for the liver le-
sion segmentation (1.33% improvement in the Dice index).
We attribute this ability of the cascaded architecture to itera-
tively refine the segmentation results of both liver and liver le-
sions using high-level of semantic differences between these
structures, as opposed to a reliance on low-level pixel val-
ues, which can be shared. The 3D-CRF model had a reduced
liver lesion segmentation accuracy when compared to the base
ResNet model on both the original volumes and the isotrop-
ically rescaled volumes. We attribute this reduced perfor-
mance to the reliance of CRF on low-level features, which are
incapable of separating the liver lesions from the surrounding
liver tissues (Fig. 3). The cascaded ResNet with multi-scale
fusion achieved the best results. This is due to the fact that
the CT studies derived from different medical centers varies
in staging and pixel resolution. The multi-scale fusion ap-
proach is scale-invariant and therefore produced the best re-
sults overall. For this reason, in our submission to the chal-
lenge, we used the cascaded ResNet with multi-scale fusion
method on the test dataset; we achieved the 4th on the online
Fig. 3. Liver and liver lesion segmentation results from one example study.
Table 2. Comparison of the liver and liver lesion segmentation for different methods.
% Liver Dice Lesion Dice Liver Jaccard Lesion Jaccard
VGG-FCN 91.96 29.88 85.47 19.65
ResNet 95.27 48.50 91.17 37.24
Cascaded ResNet 95.51 49.83 91.45 38.59
Cascaded ResNet (w 3D-CRF) 95.24 31.65 91.01 23.86
Cascaded ResNet (w Multi-scale Fusion) 95.90 50.01 92.19 38.79
leaderboard2 by the submission deadline with an overall Dice
index of 64.00% for the liver lesion segmentation.
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