Abstract-In medical shape analysis, a critical problem is reconstructing a smooth surface of correct topology from a binary mask that typically has spurious features due to segmentation artifacts. The challenge is the robust removal of these outliers without affecting the accuracy of other parts of the boundary. In this paper, we propose a novel approach for this problem based on the Laplace-Beltrami (LB) eigen-projection and properly designed boundary deformations. Using the metric distortion during the LB eigen-projection, our method automatically detects the location of outliers and feeds this information to a well-composed and topology-preserving deformation. By iterating between these two steps of outlier detection and boundary deformation, we can robustly filter out the outliers without moving the smooth part of the boundary. The final surface is the eigen-projection of the filtered mask boundary that has the correct topology, desired accuracy and smoothness. In our experiments, we illustrate the robustness of our method on different input masks of the same structure, and compare with the popular SPHARM tool and the topology preserving level set method to show that our method can reconstruct accurate surface representations without introducing artificial oscillations. We also successfully validate our method on a large data set of more than 900 hippocampal masks and demonstrate that the reconstructed surfaces retain volume information accurately.
is the robust reconstruction of a smooth and triangulated surface from segmented volume masks. While this is a well-studied area, conventional solutions are often not satisfactory in the presence of spurious features due to segmentation errors. At the core of the difficulty is the localized filtering of boundary geometry without shrinking other parts of the mask or altering the topology. In this paper, we propose a novel solution to this challenge using iterated Laplace-Beltrami eigen-projection and boundary deformation for localized outlier detection and removal. The surface generated by our method provides an accurate and smooth representation of the boundary geometry and is guaranteed to have the correct topology.
While binary masks are usually sufficient for volume-based studies, smooth surface representations are important for many shape-based analyses of anatomical structures. A smooth curvature map will allow the robust detection of landmarks using the differential geometry of surfaces [9] . The smoothness of the normal directions over the surfaces is also critical for establishing correspondences with currents [10] . Removing spurious outliers from the surface models also improves regularity across population and can be useful for shape prior model construction [3] . It is important to point out that deformable models such as level-set methods [11] can be used to compute smooth surfaces directly from images for many medical problems [12] . The main motivation for our work is the reconstruction of surface models for neuro-anatomical structures such as the hippocampus, caudate, and putamen in the sub-cortical region of the human brain, which are typically assumed to have the genus-zero topology. For sub-cortical segmentation, the most successful tools in large scale studies to date have been those based on voxel labeling and their outputs are binary masks [13] [14] [15] . While spatial smoothness is usually incorporated in automated segmentation, leakage into a neighboring structure can occur and as a result spurious spikes or branches can form on the mask boundary. The binary masks may also come from manual tracing and the difficulty of human tracers in enforcing 3-D smoothness can lead to large discontinuities in neighboring slices. To ensure accuracy in the reconstructed surface, the ideal solution should thus eliminate these high frequency outliers while keeping other parts of the boundary intact.
The generation of smooth surfaces from segmentation is a well-studied problem and various solutions exist for different applications. By viewing the boundary of the mask as a series of 2-D slices, interpolation-based approaches were popular for the generation of smoothed surfaces for visualization purposes [16] [17] [18] , but the balance between outlier removal and surface volume shrinkage was not considered in these methods and they typically do not guarantee a specific topology. To smooth the mask in the 3-D domain, interactive segmentation techniques can be applied [19] , [20] , but the need of human interaction makes it difficult to use them in large scale studies [21] . Morphological operators such as opening and closing were applied sequentially to modify the boundary [22] , [23] , but their effect is global and can perturb smooth regions and thus affect the accuracy at those locations. To guarantee the genus-zero topology, topology-preserving deformations [24] [25] [26] [27] can be applied, but the smoothing force in deformable models such as the mean curvature flow [11] can lead to volume shrinkage. While volume-preserving deformations were proposed [28] , such remedies are global and cannot account for the local differences in shrinkage. Diffeomorphic registration was also proposed to generate genus-zero surfaces from segmented masks [29] , but it requires a preprocessed template and lacks explicit handling of spurious features since the regularization is global. The smoothing can be applied to a mesh representation of the mask boundary after topology correction is applied to the mask [30] [31] [32] [33] . Even though popular approaches such as mesh filtering [34] or curvature flows [35] can help smooth the surface, these methods were designed to suppress small scale noise and cannot cleanly remove large outliers. By first mapping the mask boundary to a unit sphere, the spherical harmonics (SPHARM) were applied to provide a least square approximation to the boundary without shrinkage [1] , [36] . The SPHARM are most appropriate when low order approximation is satisfactory and become less effective in preserving surface details as artificial oscillations start to appear when higher order basis functions are incorporated.
In this paper, we propose a novel approach that can locally detect and remove spurious features on the mask boundary and reconstruct a smooth surface representation of the anatomical structure with the genus-zero topology. The main contribution of our work is the development of the iterative mask filtering process, as illustrated in Fig. 1 , that performs localized outlier detection and removal by going back and forth between the mask and mesh representations of the anatomical region. By projecting the boundary mesh onto the subspace of its Laplace-Beltrami eigen-functions [8] , [37] [38] [39] [40] [41] [42] [43] [44] in the first step, our method automatically locates the position of spurious features by computing the metric distortion in eigen-projection. Using this information, the second step is a mask deformation process that only removes the spurious features while keeping the rest of the mask intact, thus preventing unintended volume shrinkage. This deformation is topology-preserving and well-composed such that the boundary surface of the mask is a manifold. These two steps iterate until convergence and our method generates the final surface as the eigen-projection of the mask boundary, which is a smooth surface with genus-zero topology.
The rest of the paper is organized as follows. In Section II, we introduce the background and necessary concepts for the problem of surface reconstruction from binary masks. In Section III, we first introduce the numerical computation of Laplace-Beltrami eigen-functions on triangulated surfaces and then develop the metric for localized outlier detection. In Section IV, we develop the well-composed and topology-preserving boundary deformation algorithm for outlier removal. Experimental results are presented in Section V to demonstrate the effectiveness of our method and its application to a large data set of over 900 hippocampal masks. Finally, conclusions and future research plans are presented in Section VI.
II. CONTINUOUS REPRESENTATION OF MASKS
In order to robustly analyze the geometry of the mask boundary with its Laplace-Beltrami eigen-functions, we first need to construct a continuous mesh representation of the boundary. After that, the finite element method can be applied to compute the eigen-functions. In this section, we follow the notations in [45] and develop a continuous representation of the object region boundary, which allows us to move freely between the continuous surface representation and discrete mask representation. This enables us to extract outliers in the mesh representation and feed this information back to the discrete domain for deformation-based outlier removal.
Let denote a 3-D binary mask defined over a lattice of grid points . Each point is usually referred to as a voxel in the 3-D image. The object region is the set of voxels , and the background region is . To reconstruct a smooth surface representation of the object boundary, we consider each grid point as the center point of a rectangular cuboid , where , , and are the spatial sampling resolutions in the , and direction determined by the imaging process. The continuous representation of the object and background region are (1) The boundary of the object and background is then (2) For numerical processing, we use a triangular mesh representation of the boundary surface. For a cuboid, we can represent its boundary as 12 triangular faces by dividing each of its six rectangular faces diagonally into two triangles. A triangular face of a cuboid is called a boundary face if it satisfies where and , and we denote as the object neighbor of and as the background neighbor of in the lattice. The union of all boundary faces form a triangular mesh representation of the boundary surface and we denote it as where and are the set of vertices and triangles. Given the three vertices of any triangle , we can use the definition of the cuboids to determine its object and background neighbor in the lattice uniquely. We denote these relations as two maps and . Because each cuboid has twelve triangular faces, both maps are many to one.
In order to use concepts from differential geometry, our method requires the boundary surface to be a manifold. For arbitrary masks, however, this is not necessarily the case. A binary mask is called well-composed [45] if its boundary is a manifold, i.e., the surface locally looks like an open set in the 2-D plane. To check if a binary mask is well-composed, we can use the following proposition from Latecki [45] .
Proposition 1: The mask B is well-composed iff the following two configurations do not occur for the continuous representation and . 1) Four cuboids share an edge. Two of them that do not share a face are in and the other two are in . 2) Eight cuboids share a corner. Two of them are in and they are corner adjacent but not edge/face adjacent, and the other six cuboids are in . For input masks that do not satisfy this requirement, perturbations can be introduced to make them well-composed [46] . In this work, we develop in Section IV-B an efficient boundary deformation algorithm to construct an accurate and well-composed approximation to the segmented mask, which enables us to assume the well-composedness of the mask in the next section such that shape analysis techniques based on the eigen-functions of manifolds can be developed.
III. LAPLACE-BELTRAMI EIGEN-PROJECTION
Based on the manifold representation of the mask boundary, we use spectral analysis to study its geometry and robustly detect spurious outliers to be removed by boundary deformation. In this section, we first introduce the eigen-functions of the Laplace-Beltrami operator on the boundary surface . After that, a novel outlier detection metric is developed based on the eigen-projection of this surface.
A. Laplace-Beltrami Eigen-Functions
Given a manifold , the eigen-functions of its Laplace-Beltrami (LB) operator is defined as [47] 
where is the eigenvalue and is the corresponding eigenfunction. The spectra of is discrete and we can order the eigenvalues according to their magnitude as . For , we denote the corresponding eigen-function as .
There have been increasing interests in using the LB spectra to study 3-D shapes in computer vision [37] , [48] , medical shape analysis [8] , [38] , [40] , [42] [43] [44] , and graphics [39] , [41] . For the problem of surface reconstruction from masks, there are several reasons that we choose to use the LB eigen-functions. First of all, these functions are intrinsically defined and can be easily computed from the boundary surface with no need of any parameterizations. Secondly, the LB eigen-functions are isometry invariant, and thus, are robust to the jagged nature of the boundary surface. Last, but not least, the magnitude of the eigenvalues of the LB operator intuitively corresponds to the frequency in Fourier analysis, thus it provides a convenient mechanism to control the smoothness of the reconstructed surface.
To numerically compute the eigen-functions, we use the triangular mesh representation of . In the discrete form, the eigen-function is defined on the vertices and we denote as a vector of length . We can then compute by solving a generalized matrix eigenvalue problem (4) where the two matrices and are formed using the finite element method [49] . More specifically, the matrices are defined as is the set of vertices in the 1-ring neighborhood of , is the set of triangles sharing the edge , is the angle in the triangle opposite to the edge , and is the area of the th triangle . To solve the eigenvalue problem, we use the software package ARPACK [50] and SuperLU [51] .
B. Outlier Detection Via Eigen-Projection
Given a function , its eigen-projection onto the space of the first eigen-functions is defined as (5) In the discrete form, both the eigen-functions and the signal are defined on the vertices and we treat them as vectors of size . By representing the first eigen-functions as a matrix (6) we can write the eigen-projection of as (7) where the matrix takes into account the integral on the triangular mesh. By considering each coordinate of the vertices as a function on , we can define the eigen-projection of the boundary surface. Let , , and denote the vector of the , , and coordinates of all vertices in . The th element of the vectors represent the coordinate of the th vertex, i.e., . The eigen-projection of the coordinate vectors are denoted as , and , respectively. By replacing the coordinate of each vertex with these projected coordinates, we denote the eigen-projection of the surface as the mesh where with and . To illustrate the effect of eigen-projection, we show in Fig. 2 the projection of the boundary surface of a manually segmented caudate nucleus onto the first 300, 100, and 50 eigen-functions. With the decrease of the number of eigen-functions, we can see the eigen-projection generates a surface that becomes smoother in most places. This is because the effect of eigen-projection on every coordination function is analogous to the low-pass filtering of a 1-D signal defined on the surface. However, sharp outliers such as the cusp and wedge highlighted in Fig. 2 (a) are still clearly visible in Fig. 2 (d) even when only 50 eigen-functions are used. This difficulty in removing sharp outliers via eigen-projections results from the challenge that the smoothness of the coordinate functions does not guarantee the smoothness of the geometry. In the graphics literature [41] , such effects can be observed when eigen-projections are used to process animated human and animal shapes. This difficulty is also general for other basis functions such as spherical harmonics since it is well known that high curvature features such as cusps can be formed even with low order spherical harmonics [52] .
While eigen-projection itself does not smooth out all the outliers, it offers an effective approach of detecting the outliers on the jagged mask boundary. From the result in Fig. 2 , we can see clearly that the cusp and wedge become sharper after projection as the projection tries to squeeze them into a relatively smaller area on the projected surface . This motivates us to define the following area distortion factor(ADF) on each triangle of to locate sharp features on the boundary surface: (8) where and are the area of the corresponding triangle and . Because the ADF is determined by and , it is a function of , which is the number of eigen-functions used to generate the projected surface. One nice property of the ADF is that it is invariant to rotation, translation, reflection and scale differences. This makes it easy to choose a robust threshold that is applicable for the detection of sharp outliers on a wide variety of shapes. As an illustration, we show in Fig. 3 the ADF between the boundary surface in Fig. 2 (a) and its eigen-projection in Fig. 2(b) . Except for the sharp features, we can see the ADFs in most parts of the surface are very small. This shows that the ADF can successfully localize the sharp features and differentiate them from the rest of the surface. Because the ADF is derived from the eigen-functions, it is determined by the global geometry of anatomical structures that are typically stable across population and disease groups. Thus, it gives us a robust way of outlier filtering suitable for surface reconstruction in large brain mapping studies.
Using the mapping function and , we can define the ADF for lattice points on the boundary of the object and background region. Given an object region and background region , we first define two sets (9) Here denotes six-connected neighbors of a voxel, and the set and represent the voxels on the interior and exterior boundary of , respectively. The six-connectedness is used in defining the neighborhood because it is a necessary condition for the well-composedness of the object and background region. For points in these two sets, we define their ADF as if if (10) Thus the ADF at a boundary voxel is the maximal area distortion experienced by any of its boundary faces during the eigen-projection. This feeds the outlier information computed with the mesh representation of the boundary back to the lattice domain. This allows us to design localized speed functions to drive the boundary deformation algorithm we develop in the next section such that outliers can be filtered out in the lattice domain.
IV. OUTLIER REMOVAL WITH BOUNDARY DEFORMATION
Using information derived from the eigen-projection of the mask boundary and the relation between its continuous and discrete representation, we can filter out the outliers via boundary deformation without affecting other parts of the boundary. In this section, we first extend a fast algorithm for boundary deformation by incorporating well-composedness and topological constraints. For an arbitrary input mask, we use this algorithm to build a well-composed approximation such that eigen-projection can be applied to its boundary surface. After that, the deformation algorithm can be successfully applied to remove outliers and compute a smooth surface with genus-zero topology using an ADF-based speed function.
A. Well-Composed and Topology-Preserving Deformation
The deformation algorithm we develop here is an extension of the fast algorithm that approximates level-set-based curve evolution proposed in [53] . To ensure the boundary surface is a manifold, we incorporate well-composedness into the deformation algorithm according to Proposition 1. For many medical shape analysis problems, especially the study of brain structures, the reconstructed surface must have the genus-zero topology, thus we also include the topology-preserving ability into the deformation algorithm.
Starting from an initial mask, our method iteratively adds or removes voxels from the mask according to a speed function and their effect on the well-composedness and topology. Let denote the initial guess of the object region on the lattice that is well-composed and meets the topological constraint and its complement as . To evolve , we construct the two lists and as defined in (9) and the following function for fast access of the regional information about the voxels:
Given a speed function on the lattice, we can then run the fast evolution algorithm in Table I that we adapt from [53] to iteratively deform the mask until the stopping condition is satisfied. During each iteration, this algorithm updates the two lists according to the speed if the change neither violates the well-composedness nor changes the topology. To check whether the addition or removal of a voxel from the two lists will change the well-composedness of , we use its 26-connected neighborhood in the lattice and check if the configurations in Proposition 1 will occur. To ensure there is no topological change during the deformation process, we follow the work of topology-preserving level-set method by only removing or adding simple points from the two lists [27] .
The design of the speed function is application dependent. Next we design two different speed functions to first reconstruct a well-composed approximation of an arbitrary input mask and then iteratively remove outliers detected via eigen-projections. 
B. Well-Composed Mask With Genus-Zero Topology
To apply the eigen-projection and outlier detection algorithm, we need the mask boundary to be a manifold. For sub-cortical structures, genus-zero topology is also required. Here we apply the deformation algorithm in Table I to construct a well-composed and genus-zero approximation to an arbitrary input mask.
At the start of the deformation algorithm, we choose the initial mask as the bounding box of such that it meets the requirement of being well-composed and having no holes and handles. To evolve the initial region toward the boundary of , we define the speed function as if if (12) which tells the boundary evolution algorithm to move the boundary inward if it is outside and outward if it is inside . As described in Table I , the evolution of a point on the boundary is determined by both the speed function in (12) and the condition of being a well-composed and simple point, which ensures the genus-zero topology [27] . The stopping condition used here is that no voxels change membership during one iteration. Once the algorithm converges, we obtain a well-composed mask with genus-zero topology as the input to the outlier detection and removal process.
As an illustration, we show in Fig. 4 the deformation process that starts from a bounding box and converges to an accurate approximation of the caudate nucleus shown in Fig. 2 . To measure the difference of the approximation and the input , we computed the symmetric difference of the two sets and and it only accounts for 0.00023% of the volume of , which clearly shows the accuracy of the approximation. 
C. Outlier Removal
Using the well-composed mask as the input, we next develop a new speed function to iteratively remove outliers from the mask and build a smooth surface representation of the object boundary. Let denote the mesh representation of the boundary of . To define the speed function at each iteration, we first apply the eigen-projection process to and compute the ADF for the two lists and of . Using this information, we define the speed function below to remove the outliers via boundary deformation if and if and otherwise.
The threshold is chosen to differentiate outliers from smooth parts of the surface. The smaller is, more regions on the surface will be considered outliers. For sub-cortical or similar structures, the threshold is typically chosen between 5 and 10 and this gives robust performances in our experience. The function is defined as (14) to determine whether locally the boundary is convex or concave at the current voxel, where denotes the 3 3 3 neighborhood centered at , and is the Heaviside function that is zero for negative argument and one otherwise. This simple rule is designed according to the diffusion-based approximation of the mean curvature flow [54] which showed that the mean curvature evolution of binary masks could be approximated by convolving the mask with symmetric kernels. The definition of can be viewed as the convolution of the mask with a constant kernel of size 3 3 3. Intuitively this is how this speed can remove outliers. If for a point , we decide the outlier at is convex and it should be removed from the object region, thus a negative speed is assigned. On the contrary, if for a point in , we determine the outlier at is concave and should be removed by moving the boundary outward with a positive speed.
By plugging the speed into the deformation algorithm in Table I , we can iteratively detect and remove outliers as illustrated in Fig. 1 . At step 2 of the algorithm, the eigen-projection is applied to the mesh representation of the boundary surface and the ADF is computed for points in and . Using this information, the speed is also computed. The boundary deforms according to the speed at step 3 to remove outliers from the mask. These two steps of eigen-projection and boundary deformation are repeated iteratively until convergence. As in Section IV-B, the same stopping condition that no voxels change membership during step 3 is used at step 4. Once we have the final mask, we generate the reconstructed surface as the eigen-projection of the converged mask boundary.
V. EXPERIMENTAL RESULTS
In this section, we present experimental results to demonstrate our surface reconstruction algorithm. In the first experiment, we apply our method to the manually segmented masks of three sub-cortical structures and illustrate the impact of parameters on reconstruction results. In the second experiment, we test our method on different input masks of the same structure and measure the improvement of consistency between the filtered masks. In the third experiment, we compare with the SPHARM method and demonstrate that our approach can generate smoother and more naturally looking surfaces. In the fourth experiment, we compare our method with the SPHARM tool and the topology preserving level set (TPLS) method in reconstructing hippocampal surfaces from a large data set of more than 900 automatically segmented masks to validate its robustness and accuracy.
A. Reconstruction of Sub-Cortical Surfaces
The input data for the first experiment are the manually segmented masks for a caudate nucleus, putamen, and hippocampus as shown in Fig. 5 , where the caudate nucleus is the same as in Fig. 2(a) . From the data visualized in Fig. 5 , we can clearly see the jagged nature of the masks and the existence of outliers. Our goal is to reconstruct smooth surface representations of these structures and demonstrate the robustness of our method to outliers. We will present results obtained with various combinations of parameters and illustrate their effects on the reconstructed surfaces.
There are two parameters in our algorithm that affect the quality and speed of the reconstruction: the number of eigenfunctions in eigen-projection and the threshold for outlier detection. For all three masks, we tested 14 set of parameters with the combination of , 150, 200, 250, 300, 350, 400, and , 10. For all parameter selections, our method successfully computed the reconstructed surfaces. In general the computational cost is higher with the increase of and the decrease of . For the 14 parameter sets, the computational time of our method, which was implemented in C++, ranged from 2 to 10 min on a PC with a 1.6 GHz CPU.
To validate the outlier removal process only affects the mask boundary locally around the detected outliers, we computed the fraction of the grid points on the boundary of the input mask, i.e., the points in as defined in (9) , that stayed static during the deformation process. For all parameter selections, the percentage of static boundary points on the three masks are plotted as a function of for each in Fig. 6 . Overall, we can see less boundary points are moved for larger and . Even for the smallest parameter set tested here , we can see around 85% of the boundary points are not moved. This clearly demonstrates the localizing effect of the outlier filtering process in our method.
In Figs. 7-9 , we visualize eight representative results from the 14 parameter sets for the three structures. By comparing the results in Figs. 7-9 to the input masks in Fig. 5 , we can see that our method is able to remove the outliers, such as the cusp and wedge highlighted in Fig. 2(a) for the caudate and the large inter-slice discontinuity in the head region of the putamen and hippocampus, and reconstruct smooth surfaces. Given a specific threshold , we can see our method gradually adds more detail to the reconstructed surface with the increase of . For a fixed , more outliers were removed with the decrease of . In summary, we demonstrated that our method was able to successfully remove outliers and reconstruct smooth surfaces from jagged input masks. By choosing the set of parameters properly, our results showed that we can achieve a good balance between outlier removal and fidelity to the input data.
B. Validation With Different Masks of the Same Structure
As shown in the first experiment, our method can reconstruct smooth surfaces from jagged input masks. To check the accuracy of the reconstructed surface models, however, is an open problem due to the lack of ground truth. To partially overcome this difficulty, we apply our method to different input masks of the same structure in the second experiment and test the validity of our method by investigating the change of consistency between masks after the removal of random outliers. We used two different data sets in this experiment. In the first data set, two different manual segmentations are available for the left caudate and putamen of five subjects. In the second data set, only one set of manual segmentations are available and we compare them with automatically segmented results.
We performed two tests in the second experiment. In the first test, the input data are the left caudate and putamen of five subjects that were segmented manually by two different tracers. For each structure, we computed the Dice coefficient [55] of the segmented masks from the two tracers and the result is shown in Fig. 10 . The iterative outlier removal algorithm of our method was applied to the two segmented masks of each structure. Two sets of parameters and were used to test the impact of parameters. Given the two filtered masks of each structure, we computed their Dice coefficient and the result is plotted in Fig. 10 . From the results in Fig. 10(a) and (b) , we can see that the filtered masks have higher Dice coefficients than the original masks from the two tracers. This shows that the removal of outliers help improve the consistency between the segmented masks from these two tracers. We showed in the first experiment that the decrease of the parameter helped remove more outliers. By comparing the Dice coefficients obtained by the two sets of parameters, we observe a similar trend and the masks filtered by the second set of parameters have higher inter-tracer consistency than the results from the first set of parameters.
In the second test, the input data are the manually and automatically segmented [15] right hippocampi from five subjects. We assume in this test the manually segmented masks are the gold standard and want to test if the application of the mask filtering process would help improve the agreement between automatically segmented results and the assumed ground truth. For each pair of automatically and manually segmented masks, the Dice coefficient was computed and plotted in Fig. 11 . We applied our method to the automatically segmented masks with and . The Dice coefficients of the filtered and manually segmented masks were also computed and plotted in Fig. 11 . The results from the two sets of parameters are almost the same for this example. While the degree of improvement varies across subjects, we can see that the outlier removal process in our method helps improve the consistency between these automatically segmented masks and manual results.
By generating smooth approximations of segmented masks, we can see from these test results that our method improves the overall consistency of the segmentation results of sub-cortical structures. This demonstrates the value of removing outliers such as spikes and wedges for high quality surface reconstruction. On the other hand, the results should also be interpreted cautiously because the size of the data sets used in the tests is small. The encouraging results, however, makes it an important direction in future work to further quantify the impact of surface reconstruction on modeling accuracy with large data sets.
We only used the filtered masks generated by our method in this experiment. To compare with existing surface reconstruction methods, we will focus on the triangular mesh representation of the reconstructed surfaces in the next two experiments. This will allow us to compare surfaces in terms of their geometric features. We will also study the fidelity of the surfaces in retaining volume information.
C. Comparison With SPHARM
In this experiment, we compare our method with the SPHARM tool [1] , [36] that is publicly available and well-known in the neuro-imaging community. Starting from a binary mask, the SPHARM tool first maps the boundary surface to a unit sphere and generates a smooth surface with spherical harmonics, which is represented as a triangular mesh of genus-zero topology.
To control the smoothness of the reconstructed surface, the SPHARM tool allows the selection of the highest order of spherical harmonics used in the reconstruction, which means the number of basis functions is . For the three masks shown in Fig. 5 , we applied the SPHARM tool with to 19 such that the number of basis functions used in the SPHARM reconstruction matches the range of the number of eigen-functions used in the first experiment. The spherical mesh used here for the SPHARM reconstruction is the icosahedron subdivision of the unit sphere at the division rate 20 with 8000 triangles. For each structure, we show four representative SPHARM results with the order , 13, 16, and 19 in Figs. 12-14. From these results we can see the SPHARM tool is able to generate smooth surfaces with low order spherical harmonics such as . But if we try to recover more details in the anatomical boundary by increasing , artificial oscillations begin to appear in some portions of the reconstructed surface while the surface in general still appears overly smooth. The degree of artificial oscillations becomes more severe as more spherical harmonics are used in the reconstruction. By comparing the SPHARM results with the surfaces in Figs. 7-9 , we can see our method is able to generate more naturally looking surfaces with the use of high order basis functions. Next we develop a metric to quantify this difference.
Let denote the mean curvature of a surface . We define the mean curvature nodal length (MCNL), which is the length of the zero level-set contours of on the surface, as a metric to quantify how oscillatory a surface is and use it to compare the performance of different surface reconstruction results. Conceptually this metric can be viewed as an extension of the frequency of 1-D sinusoids. The degree of oscillation for sinusoids is defined via counting the number of zero-crossings over a unit interval. Similarly, the oscillation on the surface is characterized by the transition between regions with opposite signs of mean curvature. The difference is that the zero-crossing of the function is a set of contours and its size is the length of these contours. As an illustration, we plotted the zero level-set contours on four surfaces in Fig. 15 . The surface in Fig. 15(a) was reconstructed with our method using the parameter set and , and its MCNL is 537.5 mm. The surfaces in Fig. 15(b) -(d) were reconstructed using SPHARM with , i.e., basis functions. Because the SPHARM result is also affected by the spherical mesh used for reconstruction, three different spherical meshes were used to reconstruct the surfaces in Fig. 15(b)-(d) . The first mesh is the icosahedron subdivision of the unit sphere at the division rate 20 with 8000 triangles and the reconstruction result is shown in Fig. 15(b) , whose MCNL equals 774.2 mm. The second spherical mesh was also obtained by the icosahedron subdivision, but we increased the devision rate to 30 so it has 18 000 triangles. The reconstruction result with this denser mesh is shown in Fig. 15(c) and its MCNL is 826.7 mm. For the third spherical mesh, we used the spherical parameterization of the boundary mesh of the binary mask, which has 6560 triangles. The reconstruction result of this mesh is shown in Fig. 15(d) and its MCNL is 814.2 mm. This shows the MCNL gives an intuitively correct measure that the surface in Fig. 15(b)-(d) have a higher degree of artificial oscillations than that of Fig. 15(a) .
For each mask in Fig. 5 , we computed the MCNL for surfaces reconstructed with our method and the SPHARM tool. We plotted the MCNL with respect to the number of basis functions in Fig. 16 . For our method, is the number of LB eigen-functions and we plotted the MCNL with respect to for each different selection of the parameter . For the SPHARM tool, is the number of spherical harmonics determined by the parameter . Three spherical meshes were used in computing the SPHARM reconstruction: the icosahedron subdivision at the division rate 20 and 30, and the spherical parameterization of the boundary mesh. While the results in Fig. 16(b) show that spherical parameterization of the boundary mesh gives lower MCNL than the other two spherical meshes when is small, overall their oscillation level as measured by the MCNL are comparable for the three structures. From all the plots in Fig. 16 , we can see the MCNL of surfaces reconstructed with our method using the parameter set are lower than all the SPHARM results. This shows that our method is able to reconstruct less oscillatory surfaces when a comparable number of basis functions are used, and the difference is especially significant when high order reconstructions are desired.
To further explore the reason for this difference, we investigated the impact of the different basis functions used in our method and the SPHARM tool, i.e., the LB eigen-functions and the spherical harmonics, by fixing the input masks to both the LB eigen-projection and the SPHARM tool. For each shape in Fig. 5 , we chose the input mask for both the SPHARM tool and LB eigen-projection as the filtered mask generated by our outlier removal process using the parameter set and . Given the same input mask, the SPHARM tool was applied with the set of parameters to 19. Three spherical meshes were used as above to test the effect of different meshes. Similarly, the LB eigen-projection was applied to the boundary surface with , 150, 200, 250, 300, 350, 400. For all the results reconstructed with our method and the SPHARM tool, we computed their MCNL and plotted them in Fig. 17(a)-(c) for each anatomical structure. These plots clearly show that spherical harmonics generate more oscillatory surfaces than the LB eigen-functions.
In summary, our method is able to produce smooth and more detailed surfaces than the SPHARM tool. Our experiment also suggests that the use of the intrinsically defined LB eigen-functions can help avoid the artificial oscillation in the SPHARM results and produce more naturally looking surfaces. 
D. Application to a Large Data Set
In this experiment, we apply our algorithm to a large data set and demonstrate its robustness. The input data are the masks of 926 automatically segmented right hippocampi [15] from the baseline and follow-up MRI scans of 145 normal controls, 230 patients of mild cognitive impairment (MCI), and 88 patients with Alzheimer's disease (AD) in the ADNI data [21] .
For all the 926 masks, we used the same parameter and and our method successfully reconstructed smooth surface representations for all the masks. As an illustration, we plotted three examples in Fig. 18 by overlaying the surfaces with the input masks. We can see that our method is able to remove the outliers while producing a smooth surface that accurately represents other parts of the mask boundary.
To demonstrate that the smooth surfaces reconstructed by our method accurately approximate input masks, we first computed the Dice coefficient of each input mask and its filtered mask generated by our method. The cumulative distribution function (CDF) of the Dice coefficients is plotted in Fig. 19 . This clearly shows the filtered masks overlay very well with the input masks after the outlier removal. Furthermore, we have computed the ratio between the volume difference of the reconstructed surface and the input mask and the mask volume. The CDF of this volume difference ratio is plotted in Fig. 20(a) . The mean and standard deviation of the volume difference ratio is 0.00098 and 0.00086, and the maximum is 0.0052. For each surface, we computed its MCNL and the CDF of the MCNL is plotted in Fig. 20(b) . As a comparison, we also applied the SPHARM tool to reconstruct all surfaces from the input masks. To use a comparable number of basis functions, the order was selected as . According to the result in Fig. 16(c) , we have chosen here the icosahedron subdivision of the unit sphere at the division rate 20 as the spherical mesh because it achieved the least oscillation for the hippocampus in the first experiment. The CDF of the volume difference ratio and MCNL of the SPHARM results are plotted in Fig. 20(a) and (b) . We can see from that the reconstructions generated by our method are not only less oscillatory but also have less volume distortion.
We have also applied the topology preserving level set (TPLS) method [27] for surface reconstruction that is available in the LONI pipeline [56] , where a curvature weight is used for smoothness regularization. The mesh representation of the reconstructed surface is extracted from the level-set function with a topologically consistent marching cube algorithm [27] .
As an example, we show in Fig. 21(a) the overlay of an input mask with the reconstructed surface from the TPLS method. The curvature weight in this example is 0.3, which was chosen to be just high enough to remove the outlier. The nodal set of the mean curvature of the surface is plotted in Fig. 21(b) , which clearly shows the extensive presence of oscillatory regions. For the 926 hippocampal masks, we applied the TPLS method with three curvature weights 0.3, 0.5, and 1.0. The CDF of the volume difference ratio and MCNL for results generated by the three weights are plotted in Fig. 22(a) and (b) . Because the curvature weight is applied globally regardless of the presence of outliers, the TPLS results tend to have a shrinkage effect. From the result in Fig. 22(a) , we see the volume difference ratio becomes larger with the increase of the curvature weight. Comparing the TPLS results in Fig. 22 with Fig. 20 , we can see the surface models generated by both our method and the SPHARM tool are less oscillatory and have smaller volume distortion.
1 http://www.loni.ucla.edu/twiki/bin/view/CCB/SignedDistance2Mesh To demonstrate the impact of different surface reconstruction methods on brain mapping studies, we performed a simple test for shape differences between MCI and AD groups by using the volume-normalized MCNL of the reconstructed surfaces as a signature. By factoring out volume differences, we can study the shape differences of the hippocampi across population. Because the MCNL is computed from the mean curvature of a surface, we also demonstrate in this example the impact of surface reconstruction on computing the differential geometry of the anatomical region. The surfaces reconstructed in this experiment with our method, the SPHARM tool, and the TPLS method with the curvature weight chosen as 0.3 were used for comparison. For each method, a p-value was computed by applying the t-test to the MCNL of the surfaces in the MCI and AD group. The p-values of the three methods are listed in Table II . We can see that only the p-value from our method is below 0.05, which is the typical threshold for significance. The result shows that the differential geometry of surfaces with less artificial oscillations gives better separation of the two groups. This suggests the potential of the surface models reconstructed by our method in generating useful geometric signatures for population studies.
VI. DISCUSSION AND CONCLUSION
We developed a novel approach to reconstruct genus-zero surfaces from segmented masks. Using the metric distortion in LB eigen-projection, our method detects spurious features on the mask boundary and performs localized outlier removal via wellcomposed and topology-preserving deformation. As a result, our method can remove the outliers without moving other parts of the boundary and generate a smooth, while faithful, surface representation of the input mask. Compared to the SPHARM tool, we showed that our method was able to preserve more geometric details in the reconstructed surfaces without introducing artificial oscillations. We also validated its robustness on a data set of more than 900 masks. In our current research, we are applying this method to a variety of structures in the brain. Using the reconstructed surfaces, we can compute detailed mappings and perform large scale studies that can be valuable for various clinical applications such as the generation of more sensitive bio-markers for the early detection of the Alzheimer's disease.
In our current work, we have used visual observation to select the parameters and in our method. For typical sub-cortical regions, this is not difficult since this process only needs to be performed once for each type of structure. On the other hand, the parameter set can be customized automatically for a specific segmentation algorithm if high quality manual segmentation data are available as training data. By minimizing the approximation error on this training set, the optimal parameter set can be determined.
Even though we developed our method for the reconstruction of anatomical structures with spherical topology, it can be easily extended to reconstruct high genus surfaces. Because the outlier detection algorithm is derived from the LB eigen-functions, it is valid for general manifold. Thus, the only change required is removing the simple point constraint in Table I , such that topological changes can occur freely in the boundary deformation process.
Because our method is based on the computation of eigenfunctions on the mask boundary, the computational cost can be high for large structures. To overcome this difficulty, we will investigate multi-scale representations in our future research. The spectral shift technique can also be incorporated to parallelize the numerical computation of a large number of eigen-functions [41] .
In our future work, we will also study the extension of our method to reconstruct a surface from multiple masks segmented with different algorithms. This can be viewed as a problem of computing the weighted average of multiple masks. The ADF of each mask naturally provides a confidence measure at each boundary point. By using the fast marching algorithm [57] , [58] , we can compute the distance transform of each mask and extend the confidence measure from the boundary to the whole domain. An evolution speed can then be designed to incorporate the weights from different masks and drive an initial mask toward a weighted average of multiple segmented masks, which can then be used to generate a smooth surface via the LB eigen-projection.
