Concurrent molecular dating of population and species divergences is essential in 34 many biological investigations, including phylogeography, phylodynamics, and species 35 delimitation studies. Multiple sequence alignments used in these investigations 36 frequently consist of both intra-and inter-species samples (mixed samples). As a 37 result, the phylogenetic trees contain inter-species, inter-population, and within 38 population divergences. To date these sequence divergences, Bayesian relaxed clock 39 methods are often employed, but they assume the same tree prior for both inter-and 40 intra-species branching processes and require specification of a clock model for 41 branch rates (independent vs. autocorrelated rates models). We evaluated the impact 42 of using the same tree prior on the Bayesian divergence time estimates by analyzing 43 computer-simulated datasets. We also examined the effect of the assumption of 44 independence of evolutionary rate variation among branches when the branch rates 45 are autocorrelated. Bayesian approach with Skyline-coalescent tree priors generally 46 produced excellent molecular dates, with some tree priors (e.g., Yule) performing the 47 best when evolutionary rates were autocorrelated, and lineage sorting was incomplete. 48
Introduction 62
Divergence times derived from molecular data have become critical for elucidating 63 earth's historical processes that have shaped the evolution of life (Hedges, Marin, 64 Suleski, Paymer, & Ho, 2014 In order to accurately infer divergence times in datasets with a mixture of micro-77 and macro-evolutionary events, a multispecies coalescent (MSC) approach would be 78 highly appropriate, because it explicitly accounts for conflicts between gene 79 genealogies and the species tree by modelling incomplete lineage sorting (ILS) across 80 lineages ( Xu & Yang, 2016) . Moreover, it currently requires a priori 87 delimitation of species limits and, for some implementations, the assumption of strict 88 molecular clocks (Heled & Drummond, 2010; Xu & Yang, 2016; . 89
Instead, researchers frequently use the standard Bayesian framework, mainly 90 the BEAST software (Bouckaert et al., 2014; dos Reis & Yang, 2011) . BEAST software 91 requires specification of priors, including models that describe the branching pattern 92 (tree prior) and that assume the absence of autocorrelated branch rates (ABR). The 93 (Table 1) . They uniquely provide insights into many questions that are faced by 125 practitioners in molecular dating studies. 126 127
Material and methods 128
We analyzed simulated datasets to test the performance of a Bayesian approach 129 (BEAST) (Drummond, Ho, Phillips, & Rambaut, 2006) and RelTime method (Kumar, 130 Stecher, Li, Knyaz, & Tamura, 2018; Tamura et al., 2012) . Simulations provide 131 valuable means to test the reliability of inferred node ages because the actual time is 132 known, and the impact of many biologically realistic conditions can be explored, 133
including the presence/absence of autocorrelation of branch rates across the tree 134 (ABR vs. IBR model) and incomplete lineage sorting (ILS vs. no-ILS) ( Fig. 1) . 135
Computer Simulated Datasets 136
We considered two distinct scenarios to simulate datasets with a mixed sampling of 137 intra-and inter-species sequences. First, we assumed that there was complete lineage 138 sorting (no-ILS), which represents the baseline scenario for understanding sources of 139 error. In no-ILS phylogenies, all species are reciprocally monophyletic and speciation 140 times are concordant with the divergence of sequences (e.g., Fig. 1a-c) . Second, 141 genealogies were simulated within species phylogeny under the MSC approach, which 142 resulted in ILS. In this case, the sequence phylogeny is not fully concordant with the 143 species tree, and species are not automatically monophyletic (e.g., Fig. 1d-f ). The ILS 144 scenario allowed us to assess the performance of methods under more complex 145 evolutionary histories. 146
The no-ILS phylogenies contained ten species and were simulated assuming a 147
Yule process with  = 0.11 (speciation rate) and a root height of 10 million years (Ma) 148 in the TreeSim R package (Stadler, 2011) . Then, the ms function from phyclust R 149 package, which generates coalescent trees under a modified Hudson (2002) 's neutral 150 model, was used to simulate coalescent trees under constant population size with ten 151 samples (k = 10) (Chen, 2011; Hudson, 2002) . Assumed generation time was 20 years, 152 and effective population size (Ne) was 50,000. Coalescent trees were then "pasted" at 153 each tip (species) of the phylogeny while keeping the expected phylogeny ultrametric 154 because all the sequences were contemporaneous. For phylogenies with ILS, the 155 same procedure and parameters were used to estimate species phylogenies (Yule 156 process with ten species,  = 0.11, and root height = 10 Ma). Then, single gene 157 genealogies were simulated in Phybase R package (Liu & Yu, 2010 ) with a constant 158 scaled population parameter (theta) of 0.014 and ten individual samples per species, 159 which is equivalent to the configuration used to simulate coalescent trees in the 160 scenario without ILS. An evolutionary rate of 3.5×10 -9 substitutions/site/year (Endicott 161 & Ho, 2008) was used, and one hundred datasets were obtained for both ILS and no-162
ILS analysis. 163
We simulated three different types of evolutionary rate variation among 164 branches: constant branch rates (CBR, Fig. 1a and d) , independent branch rates (IBR, 165 Fig. 1b and e) , and autocorrelated branch rates (ABR, Fig. 1c and f) . In CBR, the 166 evolutionary rate of 3.5×10 -9 substitutions/site/year was applied to all branches of the 167 phylogenies. In IBR, branch rates were allowed to randomly vary as much as fifty 168 percent of the mean (Tamura et al., 2012) . In ABR, we used modified functions from 169 NELSI R package (Ho, Duchêne, & Duchêne, 2015) using 3.5×10 -9 170 substitutions/site/year as the initial rate and a correlation parameter () of 0.01 171 (Kishino, Thorne, & Bruno, 2001) . Sequences were simulated in seq-gen (Rambaut & 172 Grass, 1997) under HKY substitution model (Hasegawa, Kishino, & Yano, 1985) to 173 generate alignments of 10,000 sites with equilibrium frequencies and 174 transition/transversion ratios sampled from an empirical distribution (Rosenberg & 175 Kumar, 2003) . Thus, we simulated six scenarios: CBRno-ILS, IBRno-ILS, ABR -176 no-ILS, CRB -ILS, IBR -ILS, and ABR -ILS, each of which contains 100 simulated 177 datasets. 178
Analysis of simulated data 179
Bayesian divergence times were estimated by using BEAST v2 To compare estimated and true times, we report two primary metrics. One is the 206 normalized time difference (∆t), which was computed for each node in every phylogeny 207 analyzed. ∆t is the difference between the estimated and the true divergence time 208 divided by the true time. For no-ILS phylogenies, we report ∆t for within-population, 209 coalescent, and interspecies comparisons in order to evaluate performance for these 210 three distinct evolutionary levels. However, such a distinction is not possible for ILS 211 datasets. Therefore, we also conducted a linear regression between all the estimated 212 and true times in a phylogeny. The slope of the linear regression through the origin is 213 referred to as the time slope, which is reported alongside the standard R 2 statistic. 214
215
Results 216
We carried out a total of 2,400 BEAST analyses for 600 simulated datasets, as four 217 different tree priors were applied for each dataset. The RelTime analysis was 218 conducted only once for each dataset, as RelTime does not require specification of a 219 tree prior. RelTime calculations completed in less than 2 minutes for every dataset, but 220 BEAST analyses took orders of magnitude longer (e.g. Battistuzzi normalized difference between true and estimated time (∆t) for within-population 234 divergences were centered around zero for BEAST ( Fig. 2a) . BEAST-BD and BEAST-235
Skyline performed the best, and BEAST-Constant showed a slight tendency to 236 overestimate times ( Fig. 2a) . BEAST-Yule overestimated divergence times with much 237 higher median ∆t than other tree priors ( Fig. 3a) . In contrast, RelTime showed a 238 tendency to underestimate within-population divergences (median ∆t < 0; Fig. 2a ), 239 because it assigns a time equal to 0 for nodes at which the tip sequences show a small 240 amount of difference. 241
In contrast, BEAST tree priors assign a non-zero time to all the branches (Marin 242 & Hedges, 2018) . In our simulations, all the expected divergence times were non-zero, 243 so the difference between the small non-zero divergence times assigned by BEAST 244 and the expected values was smaller than the difference between the zero times 245 assigned by RelTime and the expected values. However, this strategy would result in 246 overestimation of times in BEAST if some of the sampled sequences were truly 247 identical or the sequence divergence was very small. For example, ∆t for nodes < 0.1% 248 of the root (ingroup) height was always larger than 0 for BEAST, but it was smaller for 249 RelTime (Fig. 4) . Consistent with this pattern is the observation that RelTime produced 250 fewer outlier ∆t values as compared to BEAST (numbers in parentheses in Fig. 2a and  251   3a) . 252 Patterns for coalescent time (tMRCA) estimates were similar to those for within-253 population divergences for BEAST and RelTime ( Fig. 2b and 3a) , except that the 254 median ∆t were closer to zero for BEAST-Constant, BEAST-Yule, and RelTime ( Fig.  255   2b and 3a) . RelTime performed better in estimating species tMRCAs than within-256 population divergences because the effect of very short branches was much smaller. 257
All methods performed well for interspecies comparisons, and ∆t values were generally 258 close to zero ( Fig. 2c and 3a) . (Fig. 5) . Generally, 271
BEAST analyses under distinct tree priors and RelTime performed well, with time 272
slopes showing a sharp peak close to 1 for no-ILS ( Fig. 5a ) and ILS phylogenies ( Fig.  273   5d) . Interestingly, the dispersion of time slopes for ILS phylogenies was smaller than 274 that for the no-ILS phylogenies ( Fig. 5a and d) , which is likely because no-ILS 275 phylogenies contained a higher amount of short branches near the tips of the 276 phylogeny as compared to the ILS phylogenies (e.g., Fig. 1) . 277
Branch Rates Varying Independently (IBR) 278
The presence of evolutionary rate variability across branches produced results similar 279 to those observed for the strict clock for most of the methods (Fig. 2 and 4) . The main 280 problem was observed in BEAST-Yule analysis, in which the overestimation of times 281 became more acute (Fig. 3b) and time slopes showed clear departure away from 1 282 (red curves in Fig. 5b and e) . These results agree with Ritchie et al. (2017)'s report 283 about the worse performance of BEAST-Yule for ILS phylogenies, but our analyses 284 showed that this problem becomes even more acute for no-ILS phylogenies (Fig. 5b,  285 red curve). RelTime performed well for both no-ILS and ILS phylogenies simulated 286 under the IBR model. For intra-population nodes, RelTime underestimated times 287 slightly (Fig. 2d) , but in RelTime time slopes were closer to 1 than those from BEAST 288 analyses, although dispersion around the mean was slightly higher for RelTime ( Fig.  289 5b and e). 290
As expected, the variability of evolutionary rates caused a greater dispersion 291 of times slopes for BEAST and RelTime for no-ILS datasets (Fig. 5a vs. 5b) and ILS 292 datasets ( Fig. 5d vs. 5e) . However, the difference in dispersion for no-ILS and ILS 293 datasets was rather small (Fig. 5a vs. 5d and Fig. 5b vs. 5e) , which can be observed 294 through the similar standard deviation (SD) values of the distribution of slopes. Overall, 295
we found that all methods performed similarly for no-ILS and ILS phylogenies. The 296 exception was BEAST-Yule analyses, in which the mean of the distribution of slopes 297 was closer to one with SD values considerably lower in ILS simulations (SD=0.124 for 298 no-ILS datasets and SD=0.074 for ILS datasets) ( Fig. 5b vs. 5e) . 299
Branch rate variation with autocorrelation (ABR) 300
In the analysis of CBR and IBR datasets, we were able to assume correct evolutionary 301 rate prior in the BEAST analyses. However, BEAST did not have a facility to select an 302 autocorrelated clock model, so we examined how the use of IBR model for ABR 303 datasets impacts performance. There was not much difference between the time 304 slopes for IBR and ABR models in no-ILS phylogenies, except for the BEAST-Yule 305 analyses ( Fig. 5b vs. 5c ). This means that the violation of the clock model in BEAST 306 when analyzing ABR datasets, caused limited performance detriment. However, the 307 dispersion of time slopes was markedly higher for datasets with ILS ( Fig. 5e vs. 5f) . 308
RelTime produced a distribution of error that was slightly narrower when compared to 309 BEAST under the BD and coalescent tree priors (Fig. 5f) . Interestingly, BEAST-Yule's 310 performance for ABR datasets with ILS turns out to be better than other BEAST 311 analyses (Fig. 5f) . This result differs from IBR analysis in our simulation and the (Table 1) . Also, we have compared the performance of Bayesian 322 methods with RelTime, a non-Bayesian approach. Thus, we were able to access the 323 impact of tree priors on divergence time estimation in BEAST and showed that BEAST 324 performs well for this kind of dataset. Besides this, we found that RelTime is a reliable 325 and computationally efficient method for estimating divergence times in 326 phylogeographic, phylodynamics and species delimitation studies. In these 327 evaluations, we chose not to study the impact of calibrations on time estimation as 328 other molecular dating studies have done before ( First, we found that RelTime performed well in inferring timetrees for datasets 333 with mixed sampling. RelTime's performance was comparable to the performance of 334 BEAST when birth-death, constant coalescent and skyline tree priors were used. We 335 found that RelTime's performance was the least affected by the range of simulated 336 scenarios. It is because RelTime does not require a priori specification of tree priors or 337 rate models and directly estimates relative lineage rates and times from branch 338 lengths. In RelTime, the relative rate between sister lineages is the ratio of the 339 evolutionary depths of the two lineages and a relative rate framework is used. This 340 approach contrasts with Bayesian methods, which require the specification of a branch 341 rate model. Therefore, the varying modes of the rate of evolution simulated as well as 342 the presence/absence of ILS did not impact RelTime performance as much as they did 343 impact BEAST under some tree priors. Importantly, RelTime outperformed BEAST in 344 estimating divergences when the branch rates were autocorrelated. As Tao et al. 345 (2019) have shown that the autocorrelation of rates is common in molecular 346 phylogenies, RelTime will perform better than BEAST in empirical data analysis of 347 datasets with a mix of inter and intra-species divergences. RelTime also performed 348 well for ILS phylogenies, which is essential because ILS is widespread for datasets 349 with mixed sampling in phylogeographic studies (Jennings & Edwards, 2005 ; K. Wang 350 et al., 2018) . 351
We have also found that the performance of BEAST-Yule varied greatly 352 depending on the presence/absence of rate variation, ILS, and rate autocorrelation. 353
Setting the performance of BEAST-Yule aside, one can conclude that the presence of 354 rate variation introduced 3x more uncertainty in time estimation (for instance, the SD 355 in slopes' distribution was ~0.019 and ~0.103 for ILS datasets under CBR and ABR, 356 respectively). The difference was the highest for ILS datasets with the ABR model. 357
Interestingly, our simulation results suggest that the accuracy of dating with datasets 358 containing a mix of inter-and intra-species sampling may not be strongly impacted by 359 the actual shape of the phylogenetic trees, as ILS and no-ILS phylogenies resulted in 360 the similar performance of the dating methods. For BEAST-Yule, the performance was 361 significantly improved when ILS data was analyzed, mainly for ABR simulations. This 362 improvement is likely because of a trade-off between the fact that no-ILS phylogenies 363 contain many more closely-related sequences for which divergence dates are harder 364 to estimate. The number of short branches close to the tips of the phylogeny is much 365 higher in no-ILS than in ILS phylogenies (see Fig. 1 ). This pattern leads to a stronger 366 violation of the Yule process than in the case where ILS was allowed to occur, but it 367 does not appear to impact dating with BD and coalescent priors. This difference is 368 likely because the Yule prior has less flexibility when compared to the other ones, as 369 it considers all divergences to be speciation events and does not model extinction). 370
Here, for datasets under CBR evolution, the choice of tree priors had little 371 impact on BEAST results. In CBR phylogenies, the confounding effect of times and 372 rates is less problematic than the case in which rates vary among branches. It is, 373 however, important to note that BEAST analyses used a strict clock prior in such cases, 374 so we expect it to perform better than RelTime (which does not assume any a priori 375 rate model). Skyline. Besides this, our analysis of no-ILS phylogenies with IBR model extends this 379 conclusion, as we have found BEAST-Yule to perform even worse for no-ILS datasets 380 as compared to ILS datasets. However, we find that those conclusions do not apply 381 for ABR phylogenies. In the light of the knowledge that the ABR model likely applies 382 for molecular phylogenies and that ILS is likely to be present in mixed sample datasets, 383 BEAST-Yule's better performance is noteworthy. Overall, however, BEAST-Skyline 384 approach appears to perform the best across all rate and lineage sorting models, which 385 is likely due to the greater flexibility of the Skyline approach (Drummond et al., 2005) we extend its applicability to datasets that have a mixture of intra-and inter-species 395 sampling, as frequently found in phylogeographic, phylodynamics and species 396 delimitation studies, without assuming a priori any model for the branching process on 397 the tree or the branch rate variation. 398
In conclusion, our simulations covered a wide range of modes of evolution that 399 considered distinct scenarios of rate evolution (CBR, IBR, and ABR) and 400 presence/absence of ILS, many of which was never carried out before for datasets 401 with a mixed sampling of intra-and inter-species sequences. Therefore, our study 402 provides important insights about the impact of tree priors on divergence time 403 estimation in BEAST. Comparisons between BEAST and RelTime's performance on 404 mixed sampling data also showed that RelTime could be used as a reliable and 405 computationally efficient alternative for estimating divergence times in 406 phylogeographic, phylodynamics and species delimitation studies. 407 408 Acknowledgments 409
We thank many reviewers for helpful comments on previous versions of this 410 manuscript. This research was supported by grants from the Brazilian Research 411 
( 
No-ILS Within-Pop

No-ILS Coalescent
No-ILS
