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ABSTRACT WIENER SPACE, REVISITED
DANIEL W. STROOCK
Abstract. This note contains some of my ruminations about L. Gross’s
theory of abstract Wiener space. None of the ideas introduced or conclusions
drawn here is new. Instead, this is only my interpretation of a couple of
the beautiful ideas and conclusions which appeared in Gross’s seminal 1965
article [1].
1. The Basic Idea
Consider a separable, real Hilbert space H. When H is finite dimensional, the
standard, Gaussian measure WH for H is the Borel measure given by
WH(dh) = (2pi)−
dim(H)
2 e−
‖h‖2H
2 λH(dh), (1.1)
where λH denotes the Lebesgue measure (i.e., the translation invariant measure
which assigns measure 1 to a unit cube in H). When H is infinite dimensional,
the WH is also given by (1.1), only it fails to exist. The reason it fails to exist
is well-known: if it did, then, for any orthonormal basis {hm : m ≥ 0}, the
random variables h ∈ H 7−→ Xm(h) = (h, hm)H would be independent, standard
normal random variables and therefore, by the strong law of large numbers, ‖h‖2 =∑∞
m=0Xm(h)
2 would be infinite for WH -almost every h.
Put another way, H is simply too small to accommodate WH . The idea intro-
duced by Gross was to overcome this problem by completing H with respect to a
more forgiving norm than ‖ · ‖H in such a way that the resulting Banach space
would be large enough to house WH . To make this precise, he defined the triple
(H,Θ,WH) to be an abstract Wiener space if Θ is a separable Banach space into
which H is continuously embedded as a dense subset and WH is the Borel mea-
sure on Θ which has the “right” Fourier transform, the one which (1.1) predicts it
should. That is, because H is continuously embedded as a dense subspace of Θ, its
dual space Θ∗ can be continuously embedded as a dense subspace of H. Namely,
given λ ∈ Θ∗, one can use the Riesz representation theorem for Hilbert space to
determine hλ ∈ H by the relation (h, hλ)H = 〈h, λ〉, h ∈ H. Then, because (1.1)
predicts that h Ã (h, hλ)H should be a centered normal with variance ‖hλ‖2H ,
having the “right” Fourier transform means that
ŴH(λ) ≡
∫
Θ
e
√−1 〈θ,λ〉WH(dθ) = e−
‖hλ‖2H
2 . (1.2)
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Putting aside for moment the problem of constructing Θ, it is important to
observe that, except in finite dimensions, there are a myriad ways of choosing
Θ for the same H, and there seems to be no canonical choice. My own way of
thinking about this situation is to interpret H as a scaffold onto which one has to
put a coating before it is habitable. How thick to make the coat is a matter of
taste.
2. Wiener Series
Of course, the reason why Gross chose the term “abstract Wiener space” is
that N. Wiener’s construction of Brownian motion can be viewed as the original
case in which a satisfactory Θ was found for a particular H. In Wiener’s case, H
is the Hilbert space of absolutely continuous h : [0, 1] −→ R such that h(0) = 0
and h˙ ∈ L2([0, 1];R) with the norm ‖h‖H = ‖h˙‖L2([0,1);R). One way to describe
how Wiener went about one of his three constructions is to say that he chose an
orthonormal basis {hm : m ≥ 0} for this H and then considered the random series
∞∑
m=0
Xmhm, (2.1)
where {Xm : m ≥ 0} are independent, standard normal random variables. In
terms to Gross’s idea, this is an entirely natural idea. Indeed, if WH lived on H,
then
h =
∞∑
m=0
(h, hm)Hhm,
and the random variables hÃ (h, hm)H would be independent, standard normals.
Starting from (2.1), the problem of constructing a Θ for Gross’s triple becomes
that of finding a Banach space in which the series in (2.1) converges almost surely.
To see that this is in fact exactly the same problem, note that if the series is almost
surely convergent in Θ, then we can take WH = F∗γN, where γ is the standard
normal distribution on R and F : RN −→ Θ is defined by
F (x) =
{ ∑∞
m=0 xmhm when the series converges,
0 otherwise,
for x = (x0, . . . , xm, . . . ) ∈ RN. Checking that this WH has the right Fourier
transform is trivial. Namely, if λ ∈ Θ∗, then, because the convergence is in Θ,
ŴH(λ) = lim
n→∞E
P
[
exp
(
√−1
n∑
m=0
(hm, hλ)HXm
)]
= exp
(
−1
2
∞∑
m=0
(hm, hλ)2H
)
= e−
‖hλ‖2H
2 .
Conversely, if (H,Θ,WH) is an abstract Wiener space, then the series in (2.1)
must be almost surely convergent in Θ. One way to show this is to take the
following steps. First, using separability, check that the Borel field BΘ for Θ is the
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smallest σ-algebra with respect to which all the maps θ Ã 〈θ, λ〉 are measurable.
Second, introduce the Paley–Wiener map h ∈ H −→ I(h) ∈ L2(WH ;R) which
is obtained by extending to all of H the isometry given by [I(hλ)](θ) = 〈θ, λ〉
for λ ∈ Θ∗. Third, note that the span of {I(hm) : m ≥ 0} is L2(W;R)-dense
in {I(h) : h ∈ H}, and use this together with the first step to check that the
Borel field BΘ is contained in the WH -completion of σ (
⋃∞
n Fn), where Fn is the
σ-algebra generated by {I(hm) : 0 ≤ m ≤ n}. Fourth, use the fundamental
property of Gaussian families to see that
θ Ã Sn(θ) ≡
n∑
m=0
[I(hm)](θ)hm (2.2)
is a WH -conditional expectation value of θ given Fn. Finally, apply the Ba-
nach space version of the Marcinkewitz convergence theorem (Doob’s martin-
gale convergence theorem for martingales of the form EP[X|Fn]) to conclude that
θ = limn→∞ Sn(θ) for WH -almost every θ.
3. Making Wiener’s Series Converge
If one takes a cavalier attitude toward the space at which one will arrive, the
remarks in Section 2 make it easy to construct a Θ. For instance, refer to (2.1)
and take Θ to be the completion of H with respect to the Hilbert norm
‖h‖Θ =
√∑
m=0
(1 +m)−2
(
h, hm)2H .
Because ∞∑
m=0
X2m
(1 +m)2
<∞ almost surely,
it is trivial to check that the series in (2.1) is almost surely convergent in Θ. Of
course, the problem with this approach is that it ignores all subtle cancellation
properties and therefore leads to less than optimal results. For example, consider
Wiener’s case, and take, as he did,
h0(t) = t and hm(t) =
2
1
2 sin(mpit)
mpi
for m ≥ 1.
It is then easy to identify the Θ to which the above procedure leads as L2
(
[0, 1];R
)
,
which is not the pathspace in which one wants Brownian paths to find themselves.
One might hope to improve matters by taking
‖h‖Θ =
∞∑
m=0
(1 +m)2(1−α)(h, hm)2H .
As long as α ∈ (0, 12), there is no doubt that the Wiener series converges in
the corresponding Θ. Moreover, in Wiener’s case with his choice of basis, one
can identify to resulting Θ as the Sobolev space of L2-functions whose αth order
derivative is in L2. Unfortunately, this is again not sufficient to get Brownian
paths to be continuous, since Sobolev’s embedding theory for functions on [0, 1]
requires square integrable αth order derivatives for some α > 12 . As we now know,
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there are many ways to circumvent this difficulty. One way is to abandon Sobolev
in favor of his student Besov. That is, for p ∈ (1,∞) and β > 0, define
‖h‖p,β =
∫∫
[0,1]2
( |h(t)− h(s)|
|t− s|β
)p
dsdt

1
p
.
By Doob’s inequality for Banach space valued martingales
EP
[
sup
n≥0
‖Sn‖pp,β
] 1
p
≤ p
p− 1 supn≥0E
P[‖Sn‖pp,β] 1p ,
where Sn denotes the nth partial sum of the series in (2.1). At the same time,
because the Sn(t)− Sn(s) is a centered Gaussian, if hs,t(τ) = t ∧ τ − s ∧ τ , then
EP
[|Sn(t)− Sn(s)|p] = KpEP[|Sn(t)− Sn(s)|2] p2 ≤ Kp( ∞∑
m−0
(hs,t, hm)2H
) p
2
,
and
∞∑
m=0
(hs,t, hm)2H = ‖hs,t‖2H = |t− s|.
Thus,
EP
[‖Sn‖pp,β] ≤ Kp ∫∫
[0,1]2
|t− s|p( 12−β) dsdt ≡ Kp,β .
Since Kp,β < ∞ whenever β < 12 + 1p , it follows that, for each β ∈
(
0, 12
)
and
p ∈ (1,∞),
EP
[
sup
n≥0
‖Sn‖pp,β
]
<∞.
Knowing, as we already do, that {Sn : n ≥ 0} converges in L2
(
[0, 1];R
)
almost
surely, it is now elementary to check that, for each β ∈ (0, 12) and all p ∈ (0,∞),{Sn : t ≥ 0} is almost surely convergent in the Besov space Bp,β obtained by
completing H with respect to ‖ · ‖p,β . Finally, Besov’s embedding theorem says
that the space of α- Ho¨lder continuous functions is continuously embedded in Bp,β
whenever α < β − 2p . Hence, this procedure proves that, for the classical Wiener
case, one can take Θ to be any one of the α-Ho¨lder spaces as long as α < 12 .
Of course, the preceding is not the most elementary route to the almost sure
convergence result just derived. Because we know that such a result holds for all
choices of bases once it holds for any one of them, it makes sense to look for a basis
which makes the derivation particularly simple. Such a basis was found by P. Le´vy,
who was not thinking in terms of orthonormal bases, and by Z. Ciesielski, who was.
The basis which they took was the Haar basis, the derivative of whose elements are
the L2
(
[0, 1];R
)
-orthonormaliztion of the indicator functions of dyadic intervals.
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That is, h˙0 = 1 and, if m = 2` + k for some ` ∈ N and 0 ≤ k < 2`,
h˙m(t) = 2
`
2
 1 when 2
`t ∈ [k, 2k+12 ),
−1 if 2`t ∈ [ 2k+12 , k + 1),
0 otherwise.
The advantage of this basis is that one can easily check that if ‖ · ‖u is the uniform
norm on C
(
[0, 1];R
)
, then the associated Sn’s satisfy
sup
n>N
‖Sn − SN‖u ≤
∞∑
`=L
2−
`
2 max
0≤k<2`
|X2`+k| for N ≥ 2L.
Hence, since
max
0≤k<2`
|X2`+k| ≤
 ∑
2`≤m<2`+1
|Xm|4
 14 ,
it is clear that
lim
N→∞
EP
[
sup
n>N
‖Sn − SN‖u
]
= 0.
4. Some Properties of Abstract Wiener Spaces
In this concluding section I will discuss a few properties about abstract Wiener
spaces, most of which are elementary applications of the Wiener series represen-
tation discussed in Section 2.
I begin with the renowned Cameron–Martin formula, the one which says that
if h ∈ H and
Rh(θ) = exp
(
[I(h)](θ)− 12‖h‖2H
)
,
then the distribution of θ Ã θ+h underWH is absolutely continuous with respect
to WH and that Rh is the corresponding Radon–Nikodym derivative. From the
standpoint of Wiener series, this observation comes down to the fact that if one
translates the standard Gauss distribution γ on R by a ∈ R, then the translated
measure is absolutely continuous with respect to γ and has Radon–Nikodym de-
rivative exp
(
ax − 12a2
)
. To see why this implies Cameron and Martin’s result,
assume that h 6= 0, set h0 = h‖h‖H , choose {hm : m ≥ 1} so that {hm : m ≥ 0} is
an orthonormal basis in H, and observe that∫
Θ
Φ(θ + h)WH(dθ) =
∫
RN
Φ
(
S∞(x) + h
)
γN(dx),
where S∞(x) is the γN-almost sure limit of the partial sums in (2.1). Now apply
the one-dimensional result with a = ‖h‖H to the 0th coordinate, and check that∫
RN
e‖h‖Hx0−
1
2‖h‖2HΦ
(
S∞(x)
)
γN(dx) = EWH
[
RhΦ
]
.
The next observation is that if (H,Θ,WH) is an abstract Wiener space, then
the support of WH is the whole of Θ. To see this, first observe that, because H is
dense in Θ, one need only check that balls centered at elements of H have positive
WH -measure. Second, use the Cameron-Martin formula to check that, for any
∈ H, WH
(
BΘ(h, r)
)
> 0 if WH
(
BΘ(0, r)
)
> 0. Hence, all that remains is to
150 DANIEL W. STROOCK
show that WH
(‖θ‖Θ < r) > 0 for all r > 0. To this end, choose an orthonormal
basis {hm : m ≥ 0} for H, and remember that (cf. (2.2)), WH -almost surely,
Sn(θ) −→ θ in Θ. Moreover, as an application of the fundamental property of
Gaussian families, one can easily check that θ is WH -independent of θ − Sn(θ).
Hence,
WH
(‖θ‖Θ < r) ≥ WH(‖θ − Sn(θ)‖Θ < r2)WH(‖Sn(θ)‖Θ < r2).
By taking n large enough, the first factor on the right can be made positive. At
the same time,
‖Sn(θ)‖Θ ≤ C
(
n∑
m=0
[I(hm)](θ)2
) 1
2
,
where C <∞ is the bound on the map taking H into Θ. Hence, the second factor
dominates the γn+1-measure of the ball BRn+1
(
0, r2C
)
, which is positive for all n’s.
The next property of an abstract Wiener space is one about which I do not
feel completely comfortable. The property is the converse to the Cameron–Martin
formula: the translate of WH by a ϕ ∈ Θ \H is singular to WH . To explain this
property, let ϕ ∈ Θ be given, and use TϕWH to denote the translate of Wiener
measure by ϕ. Next, for λ ∈ Θ∗ with ‖hλ‖H = 1, let Fλ be the σ-algebra generated
by θ Ã 〈θ, λ〉 and set
rλ(θ) = exp
(〈ϕ, λ〉〈θ, λ〉 − 12 〈ϕ, λ〉2).
Then, proceeding as in the proof of the Cameron–Martin formula, one can easily
check that rλ is the Radon–Nikodym derivative of TϕWH ¹ Fλ with respect to
WH ¹ Fλ. Hence, if TϕWH is not singular to WH and if R is the Radon–Nikodym
derivative of its absolutely continuous part, then
rλ ≥ EWH
[
R
∣∣Fλ] ≥ EWH [R 12 ∣∣Fλ]2,
and so
exp
(
−〈ϕ, λ〉
2
8
)
= EWH
[
r
1
2
λ
] ≥ α ≡ EWH [R 12 ] ∈ (0, 1].
Since this means that |〈ϕ, λ〉| ≤ √−8 logα‖hλ‖H for all λ ∈ Θ∗, it follows that
ϕ must be in H. In conjunction with the result of Cameron and Martin, this
means that TϕWH ¿WH or TϕWH ⊥ WH according to whether ϕ is or is not an
element of H. So far so good. What bothers me is that there is another approach
to this problem. Namely, choose {λm : m ≥ 0} ⊆ Θ∗ so that {hλm : m ≥ 0}
forms an orthonormal basis in H. Then, as an application of the Wiener series
representation of WH and Kakutani’s theorem about absolute continuity of prod-
uct measures, one can show that TϕWH ¿ WH or TϕWH ⊥ WH according to
whether
∑∞
m=0〈ϕ, λm〉2 converges or diverges. Combining these two, we arrive at
the conclusion that, for any ϕ ∈ Θ, ϕ ∈ H if and only if ∑∞m=0〈ϕ, λm〉2 < ∞.
Although this latter conclusion seems reasonable, I do not think that the analo-
gous statement holds for every separable Hilbert space H which is continuously
embedded as a dense subset of a Banach space Θ, but it does hold if H and Θ are
components of an abstract Wiener triple.
I close with a remark which seems potentially useful, even though I have not
found any particular use for it. It is based on the fact that, up to isometry, all
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infinite dimensional, separable, real Hilbert space are the same. If one investigates
what implication this fact has for abstract Wiener spaces, one finds that it leads to
a rigid relationship between the family of abstract Wiener spaces associated with
different Hilbert spaces. To be precise, let F be a linear isometry from H1 onto
H2, and let Θ1 be a Banach space for which (H1,Θ1,WH1) is an abstract Wiener
space. Then there is a Banach space Θ2 and a linear isometry F˜ from Θ1 onto
Θ2 such that F˜ ¹ H = F and
(
H2,Θ2, F˜∗WH1
)
is an abstract Wiener space. Like
many such abstract results, this one is easier to prove than to state. To prove it,
define ‖h2‖Θ2 = ‖F−1h2‖Θ1 , and let Θ2 be the completion of H2 with respect to
‖ · ‖Θ2 . Trivially, F is an isometry from H1 onto H2 when H1 is given the norm
‖ · ‖Θ1 and H2 the norm ‖ · ‖Θ2 . Hence, F admits a unique extension F˜ as an
isometry from Θ1 onto Θ2. Moreover, if µ = F˜∗WH1 , then
µˆ(λ2) = ŴH1
(
F˜>λ2
)
= exp
(− 12‖h1F˜>λ2‖2H1),
where F˜> is the adjoint map from the dual space of Θ2 to the dual of Θ1. Finally,
it is easy to check that h1
F˜>λ2
= F−1h2λ2 , which, since F is an isometry, completes
the proof that
(
H2,Θ2, F˜∗WH1
)
is an abstract Wiener space.
The reason for my thinking that this remark might be useful is that it al-
lows one to choose one Hilbert space, for instance, the classical one, and use the
family of abstract Wiener spaces associated with this one to calibrate the ab-
stract Wiener spaces for any Hilbert space. For example, if one believes that
C0 ≡ {θ ∈ C
(
[0, 1];R
)
: θ(0) = 0} is better than L2([0, 1];R) in the classical case,
then one ought to believe that for any Hilbert space the Θ corresponding to C0 is
better than the one corresponding to L2
(
[0, 1];R
)
. Unfortunately, except for in-
clusion properties, the meaning of better here is not entirely clear and may not be
of any significance. In this connection, I have been wondering about the following
question, to which one of my readers may already know the answer. Clearly, the
family of abstract Wiener spaces for a given Hilbert H space forms a net under
inclusion. Is it true that the limit of this net is H itself and, if so, in what sense?
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