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Abstract
This work deals with the time-dependent Maxwell system in the case of TE-polarized electromag-
netic waves, when associated with a family of first-order local boundary conditions. The boundary
conditions are derived by using a micro-diagonalization method, actuated by the standard one of M.E.
Taylor and involving pseudodifferential technics. The conditions differ from an arbitrary function and
any of them leads to a well-posed mixed problem that is described by a continuous semi-group. The
arbitrary function can be seen as a parameter and an asymptotic analysis in time shows that it can be
chosen so that the resulting boundary condition is absorbing: the system is related to an energy func-
tional that converges towards zero as time tends to infinity. By involving an invariant space for the
Maxwell system, the limit state can be explicitly written as a solution to a boundary-value problem
depending on the initial data. The long time behavior of the solution is then completely analyzed.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
On considère le système de Maxwell pour des ondes transverses électriques à l’extérieur d’un
conducteur parfait. En généralisant la méthode de diagonalisation microlocale de Taylor, on construit
une famille de conditions aux limites modélisant la propagation du champ électromagnétique au
travers d’une surface régulière. Cette famille dépend d’une fonction arbitraire définie sur la surface.
Si la surface entoure la source de diffraction, on obtient un problème aux limites bien posé, sans
restriction sur le choix de la fonction paramètre. On montre ensuite qu’on peut choisir le paramètre de
sorte que le problème soit associé à une fonctionnelle d’énergie tendant vers zéro en décroissant. On
obtient donc une famille de conditions aux limites absorbantes pour laquelle on décrit complètement
le comportement du champ électromagnétique associé. Notamment, on montre que le problème mixte
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est associé à un ensemble de solutions stationnaires limites et le champ limite est précisé à partir des
données du problème.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction
The development of numerical methods for the solution of exterior problems has
received special attention in the past. Since the pioneering work of Engquist and Majda [14]
in 1977, the method of Artificial Boundary Conditions (ABC) has been widely used for
wave problems. It consists in truncating the unbounded propagation domain by introducing
an artificial boundary limiting a computational domain. An ABC is then given as a relation
linking the traces of the wave on the fictitious boundary and approximatively modelizes
the propagation of the wave through the surface, from the computational domain to its
exterior. By approximatively, we mean that an ABC does not take the full propagation into
account. That may result in spurious reflections at the limiting surface and then pollute the
interior solution. For time-harmonic problems such as the ones involving the Helmholtz
equation, it is well known that high-order ABCs (see, for example, [5,18] and their
references) can be used to avoid deteriorating the solution in the computational domain.
Indeed, roughly speaking, an ABC is derived from a boundary condition (the so-called
Dirichlet-to-Neumann operator in the case of the wave equation), usually well-known to
be exact, involving an expansion of pseudodifferential operators and its order depends on
the number of terms that are kept in the expansion. The higher the number of terms is, the
higher the order of the condition is. Then the ABCs can involve local or global operators.
From a numerical point of view, local ABCs generally result in economical procedures.
Nevertheless, that ABCs are local arises from simplifications in the exact condition and
the artificial boundary must be set far from the scattering source enough to preserve the
accuracy of the numerical solution. If global conditions are selected, whence resulting
from less simplifications, the numerical method is highly accurate but complicated to
handle. Recently, exact nonreflecting boundary conditions have been developed [17]. They
are local in the scalar case, global in space in the vector waves case. They are easy
to implement in a finite element method but are not well-adapted to inhomogeneous
problems.
An alternative, which seems to be very attractive, was proposed by Bérenger [11,12]. It
consists in using an absorbing layer, which is constructed to completely absorb all waves
entering in the layer, regardless their frequency and angle of incidence. It is the so-called
Perfectly Matched Layer (PML). The layer is designed by proceeding to a splitting of
the solution into the PML. But the splitting does not rely on physical properties, whence
producing numerical instabilities. Then, an artificial dissipation is required. From this,
unsplit PML formulations have been considered to overcome the stability problems [1].
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However, in such formulations, the solution may diverge in time [2], although the problem
is well-posed, according to the detailed analysis in [10].
Recently, a lot of works have been developed for the solution of very large problems
by using decomposition methods. One popular method is the Schwarz algorithm. For wave
problems, like the Helmholtz equation [15] or Maxwell’s system [3], the Schwarz method
is effective, providing optimal transmission conditions that are ABCs like. ABCs can also
be used as On-Surface Boundary Conditions to construct new preconditioned formulations
of the classical integral equations methods.
Hence, the derivation and the analysis of ABCs is still an interesting problem. In that
paper, we intend to consider very simple artificial conditions for the TE Maxwell system in
the time domain. The conditions are derived by using the pseudodifferential calculus as in
[4]. We modify the Taylor method a bit in order to gain a degree of freedom which results
in the derivation of conditions depending on a parameter. We find the condition proposed
in [4] but only one of the conditions in [19] is obtained. Next, we aim to analyze the
Maxwell system with the new family of ABCs. We show that the resulting mixed problem
is well-posed when setting the new condition on the exterior boundary of the propagation
domain. Our analysis requires standard arguments on the semi-group theory. At last, we
focus our attention on the time stability of the problem. This was formerly done in [8] for
the Silver–Müller condition and in [7] for the family of first-order conditions derived in
[19]. For the exterior problem, we refer to recent works [21,22] and their bibliographies.
Herein, we show that the parameter can be chosen so that the condition is absorbing in
the following sense: there exists a functional energy that converges towards zero as the
time tends to infinity. Hence, the stability of the solution in time is obtained. Nevertheless,
spurious states can be reached but also can be avoided, providing compatibility conditions
on the data.
2. A one-order family of boundary conditions for the TE Maxwell system
In that section, we aim to use an approach formerly used in [4] for the construction of
radiation conditions for the TE-polarized time-harmonic Maxwell system. This previous
paper dealt with the analysis of the solution to a strictly hyperbolic system based on
the diagonalization method developed by M.E. Taylor [27]. An application was the
derivation of a radiation condition for the time-harmonic Maxwell system involving a
second-order differential operator. Herein, we consider the time-dependent problem in
case of TE-polarized waves and we intend to show that the same approach can be
applied to derive a first-order outflowing family boundary conditions that reproduces
the propagation of the electromagnetic field from the interior of a given surface to its
exterior.
In that section, we use standard notations for the class of classic pseudodifferential
operators. We will consider pseudodifferential operators in OPSm with symbols in class
Sm introduced by L. Hörmander. We refer to [27] for full notations and details on that
theory.
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2.1. Propagation near a regular surface for the Maxwell systemLet us consider a TE-polarized electromagnetic field (E,H) where E is the electric field
andH is the magnetic field. In that polarization, E is a C2-vector and H is a complex scalar
distribution. They are linked by the Maxwell equations:
ε∂tE−Curl H = 0, µ∂tH + curl E= 0 in O × ]0,+∞[,
div E= 0 in O × ]0,+∞[,
E(x,0)= E0(x), H(x,0)=H0(x) in O,
E× n = J on Γ × ]0,+∞[.
(2.1)
The parameters ε and µ are the dielectric constants of the material constituting the
propagation domain O which is an unbounded domain of R2 defined as the complement
of a bounded domain. For simplicity, we chose ε = µ= 1. The time variable is t, the time
derivative is ∂t . A point in O is denoted by x = t (x1, x2) and we use classical notations
as . for the dot product and × for the cross product. The boundary of O is denoted by Γ
and is enough regular to define a normal vector n outwardly directed to O . If ∂1 and ∂2
denote the spatial derivatives, the operators Curl and curl are respectively defined by:
Curlϕ = t (∂2ϕ,−∂1ϕ), curlv= ∂1v2 − ∂2v1
and they coincide with the usual definition of the curling operator curl = ∇× as
follows. Consider the vector ϕ = t (0,0, ϕ) where ϕ only depends on x1 and x2. Then,
curlϕ = Curlϕ. In the same way, if v = t (v1, v2,0) with v1 and v2 only depending on
x1 and x2, then, curl v = t (0,0, curlv). If the initial datum E0 is divergence-free, the
divergence-free condition on the electric field is satisfied at any time. Hence, it is classical
to remove the condition div E = 0 in O × ]0,+∞[, provided it is satisfied by E0. The
source J is assumed to be compactly time-supported in [0, T ].
Let Σ be a closed surface in O . We aim to characterize the propagation of (E,H) from
the interior of Σ to its exterior. By interior, we mean the connected component bounded
by Σ, the exterior being the resulting unbounded connected component. Such a definition
is compatible with the orientation of the normal vector n pointed to the exterior of Σ.
The Maxwell system can be written in a local coordinates system (r, s) related to n, in a
neighborhoodV of Σ . In that system, E= t (Er,Es) and H =H(r, s) where r denotes the
distance of x ∈ V to Σ and s is the curvilinear abscissa. Then, Er can be removed from
the Maxwell equations and we get:
∂ru= Lu,
where u = t (Es,H) and L is a matricial operator whose terms are first-order pseudodif-
ferential operators in OPS1. The operator L has a symbol L= L1 + L0. Each matrix Lj ,
j = 1,0, has terms which are symbols in Sj :
L1 =
(
0
(
ω2 − h−2ξ2)/iω
−iω 0
)
, L0 =
(−κr h−1(∂sh−1)ξ/ω
−iω 0
)
,
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where ω is the dual variable of t and ξ the dual one of s. The function h is defined by
−1h(r, s)= 1+ rκ(s), κ(s) being the curvature of Σ and κr = κr(r, s)= κ(s)h (r, s). The
matrix L1 is known as the principal symbol of L and it admits two single eigenvalues that
are related to propagative waves. When computing the eigenvalues of L1, the frequency
space is naturally divided into two disconnected regions and only one contains the fields
that propagate. It is the one in which the frequencies verify ω2 − h−2ξ2 > 0, whence the
eigenvalues λ1 and −λ1 are purely imaginary, where
λ1 = i
√
ω2 − h−2ξ2.
Each eigenvalue is related to an eigenvector. We choose to denote e− the eigenvector
associated to −λ1 and e+ the one associated to λ1. When set into columns, {e−, e+} forms
a matrix V0 whose terms are symbols in S0:
V0 = 1√
2
(
iω/λ1 1
1 −λ1/iω
)
.
Then, V0 is the pseudodifferential operator with symbol V0 and it can be seen as a
projection operator: its symbol is exactly the matrix that represents the linear map from
the eigenvectors basis to the canonical basis of R2.
If w0 denotes an auxiliary vector related to u by w0 = V0u, the part of u that propagates
from the interior of Σ to its exterior is selected by setting:
(w0)2 = (V0u)2 = 0 on Σ. (2.2)
Indeed, the second component of w0 is related to the ingoing eigenvalue. Thus, it is the
part of w0 that propagates on the opposite sense of the normal vector n, whence it must be
annihilated in order to select the outflowing part of the wave.
The boundary condition (2.2) provides a modelization of the outgoing propagation of
the electromagnetic field through the surface Σ . But it is based on a diagonalization that
does not take the full symbol of L into account. M.E. Taylor proposed in his book [27]
a recursive process that allows to refine the model (2.2) by considering the full symbol
of L or at least more terms in its asymptotic expansion. This turns into the computation
of an eigenvalue λ ∼∑+∞j=−1 λ−j , where λ−j ∈ S−j is computed recursively from the
eigenvalues λ−m, −1m j − 1. At the j th step, the projection operator is of the form:
Πj = (I+K−j )(I+K−j+1) · · · (I+K−1)V0,
where K−m is a matrix of operators in OPS−m whose symbol is a matrix with terms in
S−m. Thus, the propagation through the surface Σ is given by the condition:
(Π∞u)2 =
(· · · (I+K−j )(I+K−j + 1) · · ·(I+K−1)V0u)2 = 0 on Σ
which involves a projection operator Π∞ on the eigenspaces related to L and an
approximate behavior through the surface is modelled by:
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(Πju)2 =
(
(I+K−j )(I+K−j + 1) · · · (I+K−1)V0u
)
2 = 0 on Σ.Hence, a first-order approximation yields the relation:
(Π1u)2 =
(
(I+K−1)V0u
)
2 = 0 on Σ. (2.3)
2.2. New boundary conditions
The relation (2.3) was formerly used in [4,19] for the construction of a first-order
artificial condition for the Maxwell system. The difference between these two works lies in
the symbolical calculus for the determination of the operator K−1. In [19], the symbol of
K−1, denoted by K−1, was computed from approximate symbols while in [4], the full
symbols were used. In both approaches, K−1 was chosen to be a off-diagonal matrix
because the diagonalization method only involves the computation of the off-diagonal
terms of K−1. The diagonal terms are then fixed to zero. In [4], the symbol K−1, written
on Σ , is:
K−1 =
(
0 −iω3
4(λ˜1)4
κ
−iω
4(λ˜1)2
κ 0
)
,
where λ˜1 = ω2 − ξ2. Herein, we propose to complete the projection operator by adding a
diagonal term in K−1 and then to rather consider:
K−1 =
(
0 −iω3
4(λ˜1)4
κ
−iω
4(λ˜1)2
κ
γ (s)
λ˜1
)
,
where γ = γ (s) is an arbitrary function defined on Σ . The condition on Σ consists in
annihilating the second component of the projection of u. Hence, the first row of K−1
does not play a role for the derivation of the condition, whence we only have added a
diagonal term in the second row of the initialK−1. Observe that the modification preserves
the algebraic structure of each term of K−1. The new term like the ancient ones are
symbols in S−1, whence the microanalysis in [4] remains valid and we can proceed as
in [4] to a localization of Π1 in order to derive a local boundary condition that is easy to
mathematically analyze and to numerically implement.
Theorem 2.1. A first-order approximation of the projection operator Π1 leads to the
outflowing boundary condition family:
∂t (E× n+H)=
(
κ(x)
4
− γ (x)
)
(E× n)−
(
κ(x)
4
+ γ (x)
)
H on Σ,
where γ is an arbitrary function defined on Σ .
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Proof. A first-order approximation of the outflowing propagation is given by:(
(I+K−1)V0u
)
2 = 0 on Σ.
The operator (I+K−1)V0 is defined by its symbol which is:
σ
(
(I+K−1)V0
)= V0 +K−1V0 +R−2,
where R−2 is a matrix with terms in S−2. Hence, a first-order approximation of
σ((I+K−1)V0) is given by σ−1((I+K−1)V0), where
σ−1
(
(I+K−1)V0
)= V0 +K−1V0.
Thus, Π1 is equivalent to the pseudodifferential operator Op(V0+K−1V0) modulo OPS−2.
Next, we aim to localize Op(V0 + K−1V0). This can be achieved by approximating each
term of the symbol V0 +K−1V0 in a polynomial class. We have:
V0 +K−1V0 = 1√
2
(
iω/λ1 1
1 −λ1/iω
)
+ 1√
2
( −iω3
4(λ˜1)4
κ −ω2
4(λ˜1)3
κ
ω4
4(λ˜1)5
κ + γ (s)
λ˜1
−iω
4(λ˜1)2
κ − γ (s)iω
)
.
We choose to use Taylor expansions where the small parameter is 1/ω. According to [4],
the approximation in S−1 is consistent with keeping the powers (1/ω)k up to k = 1. Hence,
if τ−1(V0+K−1V0) denotes the resulting matrix with corresponding truncate terms, we get
that
τ−1(V0 +K−1V0)= 1√
2
(
1 1
1 −1
)
+ 1√
2
( κ
4iω
κ
4iω−κ
4iω + γ (s)iω −κ4iω − γ (s)iω
)
.
Then, if we replace the operator (I + K−1)V0 by its first-order approximation, that is
the pseudodifferential operator Op(τ−1(V0 + K−1V0)), you get the family of boundary
conditions by setting: (
Op
(
τ−1(V0 +K−1V0)
)
u
)
2 = 0 on Σ.
When the function γ is identically zero, we recover the first-order boundary condition
formerly derived in [4] and which belongs to the family derived in [19]. When the function
γ is equal to κ(x)/4, we get the condition:
∂t (E× n+H)=−κ(x)2 H on Σ. (2.4)
The electric field can be removed from the equation since ∂tE= CurlH and according to
the relation CurlH × n= ∂nH , we get the relation:
∂tH + ∂nH + κ(x)2 H = 0 on Σ
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which is one of the most classical absorbing boundary condition for the wave equation.
In case of a time-harmonic problem, we have ω = −k where k denotes the wave-
number. We can deduce from the previous theorem a new family of radiation conditions
for the TE Maxwell system:
−ik(E× n+H)=
(
κ(x)
4
− γ (x)
)
(E× n)−
(
κ(x)
4
+ γ (x)
)
H on Σ, (2.5)
where γ is a function that plays the role of a parameter. By removing the electric field from
the equation, we also get a family of radiation conditions for the Helmholtz equation:
∂nH − ikH =−
(
κ(x)
4
+ γ (x)
)
H − 1
ik
(
κ(x)
4
− γ (x)
)
∂nH. (2.6)
Note that γ can be chosen to be complex-valued which might be interesting to analyze
when using the radiation condition (2.5) or (2.6) in a Schwarz method as in [15] for the
Helmholtz equation. ✷
3. Well-posedness
In that section, we aim to prove that the family of boundary conditions previously
derived lead to a mixed problem well-posed when they are set on the exterior boundary
of the computational domain. We consider more general boundary conditions that depends
on two functions.
Let Ω be a bounded domain of R2 whose boundary ∂Ω consists of two disconnected
parts Σ and Γ that are both enough regular to define a normal vector n outwardly directed
to ∂Ω . A point in Ω is denoted by x = t (x1, x2) and we use classical notations as . for
the dot product and × for the cross product. We consider the mixed problem: find (E,H)
solution to: 
∂tE−CurlH = 0, ∂tH + curl E= 0 in Ω × ]0,+∞[,
E(x,0)= E0(x), H(x,0)=H0(x) in Ω,
E× n= 0 on Γ × ]0,+∞[,
∂t (E× n+H)= α(x)E× n+ β(x)H on Σ × ]0,+∞[.
(3.1)
The initial datum E0 is divergence-free so that div E = 0 in Ω × ]0,+∞[. The boundary
Γ corresponds to the surface limiting a regular two-dimensional body that is the scatterer
which is perfectly conducting. The boundary Σ is also regular, satisfies Γ ∩Σ = ∅ and it
is the exterior boundary of Ω. The functions α and β are regular functions defined on Σ .
Let us precise that we are especially interested in the case α(x) = κ(x)/4 − γ (x) and
β(x)=−(κ(x)/4+ γ (x)) where γ is an arbitrary function defined and regular on Σ .
We use standard functional spaces such as the Sobolev spaces Hs(Ω) for s ∈ R with
H 0(Ω)= L2(Ω) and the bold notation Hs(Ω) denotes Hs(Ω)=Hs(Ω)×Hs(Ω).
For the mathematical analysis of problem (3.1), we introduce the following spaces.
First,
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X = {(f, g) ∈ L2(Ω)×H 1(Ω), div f= 0 in Ω, curl f ∈L2(Ω),
f× n = 0 on Γ, f× n ∈ L2(Σ)}
and X is a Hilbert space equipped with the norm:
∥∥(f, g)∥∥X =
(∫
Ω
(|f|2 + | curl f|2)dx + ∫
Σ
|f× n|2 dΣ +
∫
Ω
(|g|2 + |∇g|2)dx)1/2.
Moreover, the following Green formula holds:
∀(f, g) ∈X,
∫
Ω
Curlg.f dx −
∫
Ω
g. curl f dx =
∫
Σ
g(f× n)dΣ. (3.2)
Secondly, we consider the subspace of X defined as:
Y = {(f, g) ∈X, (Curlg, curl f) ∈X, ∂ng − curl f− α(x)f× n− β(x)g = 0 on Σ}.
Then, observe that by definition of Curl, the relation Curlg × n = 0 on Γ is equivalent
to the Neumann condition ∂ng = 0 on Γ . Next, the relation curl Curl =−- implies that
-g ∈L2(Ω) if curlCurlg ∈ L2(Ω). Hence, space Y could be equivalently defined as:
Y = {(f, g) ∈X, curl f ∈H 1(Ω), -g ∈ L2(Ω), ∂ng = 0 on Γ,
∂ng− curl f− α(x)f× n− β(x)g = 0 on Σ
}
.
In case function α is equal to zero, any element of Y is such that g ∈ H 2(Ω). Indeed, if
α(x)= 0 on Σ , we have the relation:
∂ng = curl f+ β(x)g = 0 on Σ.
Thus, since by definition of Y, both curl f and g ∈ H 1/2(Σ), providing β is regular, we
deduce that ∂ng ∈H 1/2(Σ) too and since ∂ng = 0 on Γ with Γ ∩Σ = ∅, ∂ng ∈H 1/2(∂Ω)
which yields to g ∈H 2(Ω).
Obviously, we will refer to the spaces H(curl,Ω) and H(div,Ω) classically related to
the Maxwell equations:
H(curl,Ω)= {f ∈ L2(Ω), curl f ∈L2(Ω)},
H(div,Ω)= {f ∈ L2(Ω), div f ∈ L2(Ω)}.
On H(curl,Ω), the tangential trace f × n is well-defined in H−1/2(∂Ω), while on
H(div,Ω), we can consider the normal trace f.n in H−1/2(∂Ω). Optimal results on the
tangential trace have been established in [25] but we do not consider them here.
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We get:Theorem 3.1. For any initial data (E0,H0) in Y, problem (3.1) has a unique solution
(E,H) such that
(E,H) ∈ C0([0,+∞[;Y)∩C1([0,+∞[;X).
Proof (sketch). Since the source J is compactly time-supported, we can assume that
J ≡ 0, only to translate the time variable later. Then, a proof of Theorem 2.1 can be
obtained by using the semi-group theory. Let δ be a positive real such that
δ > max
(
0, max
x∈Σ α(x), maxx∈Σ β(x)
)
. (3.3)
The previous condition on parameter δ shows that if both the functions α and β are strictly
negative on Σ , we can proceed to a direct study of the problem i.e. the method we use does
not require to introduce (E˜, H˜ ) with E˜= e−δtE and H˜ = e−δtH which is solution to:
∂t E˜−Curl H˜ + δE˜= 0, ∂t H˜ + curl E˜+ δH˜ = 0 in Ω × ]0,+∞[,
E˜(x,0)= E0(x), H˜ (x,0)=H0(x) in Ω,
E˜× n = 0 on Γ × ]0,+∞[,
∂t
(
E˜× n+ H˜ )= (α(x)− δ)E× n+ (β(x)− δ)H on Σ × ]0,+∞[, (3.4)
providing (E,H) is solution to (3.1) and reciprocally. Hence, Theorem 1 is equivalent to
the following result:
For any δ satisfying (3.3), for any (E0,H0) in Y, problem (3.4) has a unique solution
(E˜, H˜ ) such that (
E˜, H˜
) ∈C0([0,+∞[;Y)∩C1([0,+∞[;X).
To prove this result, we introduce the unbounded operator:
Aδ =
[
δI −Curl
curl δ
]
(3.5)
with domain D(Aδ)=Y. First, we get that for any (f, g) in Y,(
Aδ(f, g), (f, g)
)
δ
 0, (3.6)
applying the Green formula (3.2). In (3.6), ( , )δ denotes the scalar product derived from
the norm:(∥∥(f, g)∥∥
δ
=
∫
Ω
(|δf−Curlg|2 + |δg+ curl f|2)dx
+
∫
Σ
(
2δ− α(x)− β(x))−1∣∣δ− α(x)f× n− β(x)g∣∣2 dΣ)1/2
H. Barucq / J. Math. Pures Appl. 82 (2002) 67–88 77
which is equivalent to the initial norm on X. Secondly, we prove that Aδ + I is a surjective
operator from Y onto X using the variational method. Hence,−Aγ is a maximal dissipative
operator and system (3.4) has a unique solution in C0([0,+∞[;Y)∩C1([0,+∞[;X).
Since −Aδ is a maximal dissipative operator, it is the infinitesimal generator of a semi-
group of contraction Zδ(t). Thus, we can define the finite energy solution of (3.4) with
initial data (E0,H0) in X and(
E˜, H˜
)=Zδ(t)(E0,H0) ∈ C0([0,+∞[;X).
Then, we can also define the finite energy solutions of (3.1) thanks to the continuous semi-
group Z(t)= eδtZγ (t),
(E,H)= eδt(E˜, H˜ )=Z(t)(E0,H0) ∈ C0([0,+∞[;X),
where Z(t) is generated by the unbounded operator A=Aδ − δI with domain Y. ✷
4. Asymptotic study
For the sake of brevity, as in the previous section, we assume that the source J is zero
on the scattering source. We will generalize the results to the case J = 0 at the end of the
paper. In that section, we adopt the approach that consists in using an energy functional to
analyze the long time behavior of the solution to the mixed problem (3.1). Let us consider
the functional:
E(E,H) = 1
2
∥∥(E,H)∥∥0 = 12
∫
Ω
(| curlE|2 + |CurlH |2)dx
− 1
2
∫
Σ
(
α(x)+ β(x))−1∣∣α(x)E× n+ β(x)H ∣∣2 dΣ,
which is defined for any (E,H) ∈X, providing
α(x)+ β(x) = 0 for any x ∈Σ. (4.1)
Moreover, we have E(E,H) 0 if
α(x)+ β(x) < 0 for any x ∈Σ, (4.2)
whence E(E,H) is a well-defined energy on X under the sufficient condition (4.2) which
takes the condition (4.1) into account. In the previous section, we have seen that if the
initial datum (E0,H0) belongs to Y, E(E,H) ∈C1([0,+∞[) and we have:
d
dt
E(E,H)=−
∫
Σ
α(x)
α(x)+ β(x) |∂tE× n|
2 dΣ −
∫
Σ
β(x)
α(x)+ β(x) |∂tH |
2 dΣ. (4.3)
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Thus, if we assume that the coefficient α and β satisfy:{
α(x) 0 and β(x) 0 for any x ∈Σ,
α(x)+ β(x) = 0 for any x ∈Σ, (4.4)
we get that for (E0,H0) ∈ Y, the functional E(E,H) is decreasing as a function of the
time variable t . The previous condition is stronger than condition (4.2) and is sufficient
for E(E,H) to be a decreasing energy on X. But we are mainly motivated by the
mathematical analysis of the mixed problem (3.1) with the family of ABCs that was derived
in Section 2. In order to simplify the analysis, we will suppose that the boundary Σ has
been chosen so that κ(x) > 0 for any x ∈ Σ . In that case, since α(x) = κ(x)/4 − γ (x)
and β(x)= −(κ(x)/4 + γ (x)), condition (4.2) is equivalent to γ (x) > 0 for any x ∈ Σ .
Moreover, if there exists a point x0 ∈Σ such that β(x0)= 0, then κ(x0)=−4γ (x0) which
is not compatible with κ(x) > 0 for any x ∈Σ . Hence, we can turn down the case where
β cancels out. If there exists a point x0 ∈Σ such that α(x0)= 0, then κ(x0)= 4γ (x0) and
necessary β(x0) < 0. Thus, in the following, we will assume:
α(x) 0 and β(x) < 0 for any x ∈Σ, (4.5)
and it is a fact that condition (4.4) is satisfied.
Theorem 4.1. If the functions α and β satisfy (4.5), for any (E0,H0) ∈Y, then
lim
t→+∞E(E,H)= 0.
Proof. Since (E,H) → E(E,H) is continuous on Y, it is sufficient to prove the result on a
dense subspace of Y. Thus, we consider initial data (E0,H0) ∈D(A3), where A=A0 was
introduced in Section 3, at (3.5) and the domain D(A3) is equipped with the graph norm:
∀(f, g) ∈D(A3), ∥∥(f, g)∥∥= 3∑
k=0
∥∥Ak(f, g)∥∥Y.
The continuity of the semi-group Z(t) implies that there exists a positive constant C such
that ∥∥(E,H)∥∥ C∥∥(E0,H0)∥∥.
But since i :D(A3)→ D(A2) is compact, we can extract a subsequence Z(tk)(E0,H0)
such that
Z(tk)(E0,H0) −→
k→+∞(E∗,H∗) in D
(
A2
)
,
and we get that:
E(Z(tk)(E0,H0)) −→
k→+∞E(E∗,H∗).
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Moreover, by using classical properties of the semi-group Z(t), we get for any s  0,E(Z(t + s)(E0,H0)) −→
t→+∞E
(
Z(s)(E∗,H∗)
)
. (4.6)
Hence, if (E˜, H˜ ) denotes the solution to (3.1) with initial data (E∗,H∗) ∈ D(A2), the
previous result (4.6) indicates that E(E∗,H∗)= E(E˜, H˜ ) which implies that
d
dt
E(E˜, H˜ )= 0.
Taking of account expression (4.3), we obtain the relation:∫
Σ
α(x)
α(x)+ β(x)
∣∣∂t E˜× n∣∣2 dΣ + ∫
Σ
β(x)
α(x)+ β(x)
∣∣∂t H˜ ∣∣2 dΣ = 0.
Then, according to (4.5), we have:
∂t H˜ = 0 on Σ × ]0,+∞[ (4.7)
and
∂t E˜× n= 0 on (Σ\Σα)× ]0,+∞[, (4.8)
where
Σα =
{
x ∈Σ, α(x)= 0}. (4.9)
Conditions (4.7) and (4.8) imply that
α(x)E˜× n+ β(x)H˜ = 0 on (Σ\Σα)× ]0,+∞[ (4.10)
and
∂t E˜× n = β(x)H˜ on Σα × ]0,+∞[. (4.11)
Next, let us consider w = ∂t H˜ . Then, it is solution to:∂
2
t w−-w = 0 in Ω × ]0,+∞[,
∂nw= 0 on Γ × ]0,+∞[,
w = 0 on Σ × ]0,+∞[
(4.12)
with initial data (− curlE∗,-H∗) ∈ H 2(Ω)×H 1(Ω) for (E∗,H∗) ∈D(A2). Moreover,
since ∂t E˜× n = ∂nH˜ , we have, according to (4.8),
∂nw = 0 on (Σ\Σα)× ]0,+∞[,
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but∂nw = 0 on Σα × ]0,+∞[,
as well, by deriving (4.11) with respect to time and then using (4.7). Thus, w is solution to
(4.12) with the additional boundary condition:
∂nw = 0 on Σ × ]0,+∞[
and we use a uniqueness lemma due to J.-L. Lions [24] to claim that w = ∂t H˜ = 0 in
Ω × ]0,+∞[. Finally, using the usual Green formula for the Laplacian, we can deduce
that H˜ = 0 in Ω × ]0,+∞[ since it is solution to:
-H˜ = 0 in Ω × ]0,+∞[,
∂nH˜ = 0 on Γ × ]0,+∞[,
∂nH˜ = β(x)H˜ on Σα × ]0,+∞[,
∂nH˜ = 0 on (Σ\Σα)× ]0,+∞[.
Observe that the sign condition on β is essential to get that H˜ = 0 in Ω × ]0,+∞[ by
involving a variational calculus. From the Maxwell equations, we deduce that ∂t E˜= 0 and
curl E˜= 0 in Ω × ]0,+∞[ and then we have:
E(E˜, H˜ )= 0= E(E∗,H∗),
which completes the proof of Theorem 4.1. ✷
Next, we intend to relate the long time behavior of the energy E to the asymptotic
behavior of the solution to (3.1). We begin by giving some useful properties of the
functional E1/2. By definition of the Hilbertian norm on X, we get without difficulties,
providing functions α and β are bounded on Σ , that for any (f, g) ∈X,
E1/2(f, g) C‖f, g‖X,
where C is a positive constant that depends on Ω and its boundary only. Hence, it is
obvious that if (f, g) = (0,0) in X, it also satisfies E1/2(f, g) = 0. The reciprocal is not
always true. Indeed, if (f, g) ∈X is solution to E1/2(f, g)= 0, the pair (f, g) is such that{
curl f= 0, Curlg = 0 in Ω,
α(x)f× n+ β(x)g= 0 on Σ,
which does not necessary imply that the pair (f, g) is null. The functional E1/2 is then a
semi-norm which owns a kernel N whose elements depend on the choice of the coefficients
α and β . The space N is defined by:
N = {(f, g) ∈X, curl f= 0 in Ω, Curlg = 0 in Ω, f× n= 0 on Γ,
α(x)f× n+ β(x)g = 0 on Σ}
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and it coincides with the space of stationary solutions to (3.1) too. The condition
Curlg = 0 in Ω implies that g is constant in the domain Ω . Now, we apply the Green
(3.2) to (f, g) ∈N: ∫
Σ
g(n× f)dΣ = 0.
Next, we plug the boundary condition on Σ into the previous integral equation and we get:∫
Σ\Σα
β(x)
α(x)
|g|2 dΣ = 0,
where Σα was formerly defined at (4.9) as the piece of Σ on which α is zero. Then, g = 0
on Σ\Σα , which implies that g = 0 in Ω . Thus, we have N= S× {0}, where
S = {f ∈ L2(Ω), div f= curl f= 0 in Ω, f× n = 0 on Γ and f× n = 0 on Σ\Σα}.
If the function α never cancels out on Σ, the condition f× n = 0 on Σ\Σα is equivalent
to f× n = 0 on Σ . Thus, S coincides with the second space of cohomologyH2(Ω) which
is classically involved for the characterization of the kernel of the divergence and the
rotational operators:
H2(Ω)=
{
f ∈ L2(Ω), div f= curl f= 0 in Ω, f× n= 0 on ∂Ω}.
This space was formerly used in [8] when considering the Silver–Müller condition. Without
precising if α cancels out or not, we can give a definition of S as gradients, providing Ω
owns a specific geometrical property. Assume that there exists Υ a one-dimensional regular
manifold that is nontangential to ∂Ω and such that Ω\Υ is simply connected. Such an
assumption is effective in usual cases, when Γ and Σ are two circles for instance and is
referred to as (ga) for geometrical assumption.
Proposition 4.2. Assume that Ω satisfies (ga). Then, the space S is defined by
S=∇{ϕ ∈H 1(Ω), -ϕ = 0 in Ω, ϕ is constant on Γ and ϕ is constant on Σ\Σα}.
Proof. Let f ∈ S. Then, div f = curl f = 0 in Ω implies that f ∈ C∞(Ω) and, applying the
Poincaré theorem in the simply connected domain Ω\Υ , we have: there exists a function
ϕ such that f = ∇ϕ in Ω\Υ . The function ϕ is harmonic and belongs to H 1(Ω\Υ ). The
boundary conditions f×n = 0 on Γ and f×n = 0 on Σ\Σα imply that ϕ is constant on Γ
and ϕ is constant on Σ\Σα . Next, introduce Υ− and Υ+ the two faces of Υ and consider
that the normal vector n points out from Υ− to Υ+. Then, if [ϕ]Υ = |ϕ|Υ− − |ϕ|Υ+ denotes
the jump of ϕ through the surface Υ, we get that [ϕ]Υ is constant and [∂nϕ]Υ = 0. Hence,
the function ϕ is solution to:
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-ϕ = 0 in Ω\Υ, ϕ is constant on Γ and ϕ is constant on Σ\Σα,
[ϕ]Υ is constant and [∂nϕ]Υ = 0.
But if we consider ϕ˜ given by:
-ϕ = 0 in Ω\Υ, ϕ = 0 on ∂(Ω\Υ ), [ϕ]Υ is constant and [∂nϕ]Υ = 0,
we get that ϕ˜ = 0 in Ω . Indeed, we have necessarily [ϕ]Υ = 0 since [ϕ]Υ ∈ H 1/200 (Υ ),
according to [16]. This yields: ϕ is solution to:
-ϕ = 0 in Ω, ϕ is constant on Γ and ϕ is constant on Σ\Σα
which completes the proof of Proposition 4.2.
Remark. If Ω does not satisfy (ga), we only can ensure that
∇{ϕ ∈H 1(Ω), -ϕ = 0 in Ω, ϕ is constant on Γ and ϕ is constant on Σ\Σα}⊂ S.
If Ω satisfies (ga), the same proof than for Proposition 4.2 yields:
H2(Ω)=∇
{
ϕ ∈H 1(Ω), -ϕ = 0 in Ω, ϕ is constant on Γ and ϕ is constant on Σ}.
In the following, we are concerned with the derivation of invariance properties related
to (3.1). By considering the solution (E,H) to (3.1) for (E0,H0) ∈ Y, we have for any
E˜ ∈ S: ∫
Ω
E.E˜ dx =
∫
Ω
E0.E˜ dx +
∫
Σ×]0,t [
H
(
E˜× n)dΣ dt . (4.13)
Property (4.13) arises from an integration by part after using E˜ as test-function in the
variational formulation of (3.1) on Ω × ]0, t[. Now, according to the definition of the
space S, the integral on Σ in fact reduces to an integral on Σα on which we have:
H = (β(x))−1∂t (E×n+H). Thus relation (4.13) becomes, after an integration in time on
Σα : ∫
Ω
E.E˜ dx −
∫
Σα
(
β(x)
)−1
(E× n+H)(E˜× n)dΣ
=
∫
Ω
E0.E˜ dx −
∫
Σα
(
β(x)
)−1
(E0 × n+H0)
(
E˜× n)dΣ. (4.14)
The previous equality leads us to consider the following subspace of X:
M=
{
(f, g) ∈X,
∫
Ω
f. dx −
∫
Σα
(
β(x)
)−1
(f× n+ g)( × n)dΣ = 0, for any  ∈ S
}
.
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Indeed, relation (4.14) clearly indicates that a solution (E,H) ∈M if and only if the initial
data (E0,H0) ∈M. Hence, M is invariant for (3.1).
Lemma 4.3. Let p be the orthogonal projection ontoH2(Ω) for the L2(Ω) scalar product.
Then, for any (E0,H0) ∈Y,
p(E)= p(E0) for any t  0.
Proof. That p(E) does not vary in time arises from the identity in (4.14), by choosing
E˜ ∈H2(Ω). Then E˜ × n = 0 on Σ, which allows to drop the integral term on Σ and we
get p(E)= p(E0) for any t  0. ✷
We introduce the notation q to denote the orthogonal projection onto H2(Ω), that is
q= Id− p where Id stands for the identity.
Lemma 4.3 indicates that the projection of the electric field onto H2(Ω) does not vary
in time. Hence, in case α never cancels out on Σ, we have seen that N=H2(Ω)×{0} and
M is exactly the orthogonal of N in X. In case α cancels out on Σ, the space N is larger
and we get another invariance property:
Lemma 4.4. If Σα = ∅, if p(E0)= 0 in Ω ,
E.n+ divΣ
((
β(x)
)−1
(E× n+H))= E0.n+ divΣ((β(x))−1(E0 × n+H0)) on Σα.
Proof. Let S be the space defined by:
S = {ϕ ∈H 1(Ω), -ϕ = 0 in Ω, ϕ = 0 on Γ and ϕ = 0 on Σ\Σα}.
For any ϕ ∈ S. ∇ϕ ∈ S and we have, according to (4.14):∫
Ω
E.∇ϕ dx =
∫
Ω
E0.∇ϕ dx
∫
Σα×(0,t )
H (∇ϕ × n)dΣ ds.
Using the Ostrogradsky formula, we get:
−
∫
Ω
div Eϕ dx +
∫
∂Ω
E.nϕ dσ
=−
∫
Ω
div E0∇ϕ dx +
∫
∂Ω
E0.nϕ dσ +
∫
Σα×(0,t )
H (∇ϕ × n)dΣ ds.
By definition of S, the function ϕ is zero on Γ and on Σ\Σα . Thus, recalling that
div E0 = div E= 0 in Ω , we get a variational relation almost on Σα :∫
Σα
E.nϕ dσ =
∫
Σα
E0.nϕ dσ +
∫
Σα×(0,t )
H (∇ϕ × n)dΣ ds.
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Using the boundary condition on Σ when α(x)= 0 allows to integrate on (0, t):∫
Σ
E.nϕ dσ
∫
Σα
β(x)−1(E× n+H)(∇ϕ × n)dΣ
=
∫
Σ
E0.nϕ dσ +
∫
Σα
β(x)−1(E0 × n+H0)(∇ϕ × n)dΣ.
Then, we complete the proof of Lemma 4.4 by using the relation n × (∇ϕ × n)= ∇Σϕ,
where ∇Σ is the surfacic gradient with adjoint −divΣ . ✷
Proposition 4.5. The space M is a closed subspace of X and E1/2 defines a norm on M
which is equivalent to the initial norm of X.
Proof. It is divided into three parts. In the first part, we prove that M is a closed subspace
of X. The result is immediate in case α(x) < 0 and β(x) < 0: the first component
of space M coincides with the orthogonal of H2(Ω) in L2(Ω). For the other case,
we propose to construct an application ϕ which is continuous on X and such that
M=⋂{(f, g) ∈X, ϕ(f, g)= 0}, where  belongs to S. This is achieved by setting:
ϕ(f, g)=
∫
Ω
f. dx −
∫
Σα
(
β(x)
)−1
(f× n+ g)( × n)dΣ.
In the second part of the proof, we verify that E1/2 defines a norm on M. It amounts
to prove that M and N are disconnected. This is obvious in the first case, since we have
already observed that N and M are orthogonal in L2(Ω). If α(x)= 0 for any x ∈Σ, any
(f, g) ∈N∩M satisfies: f ∈ S, g = 0 and for any  ∈ S,∫
Ω
f. dx −
∫
Σα
(
β(x)
)−1
(f× n)( × n)dΣ = 0.
By choosing f= , we then get:∫
Ω
|f|2 dx −
∫
Σα
(
β(x)
)−1|f× n|2 dΣ = 0,
which implies that f= 0 in Ω since β(x) < 0 for any x ∈Σ .
Thus, E1/2 defines a norm on M and we complete the proof by proving that this norm is
equivalent to the initial norm on X. If the functions α and β are bounded, we get without
difficulty the existence of a constant C1 such that for any (f, g) ∈M,
E(f, g) C1
∥∥(f, g)∥∥2X.
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Conversely, we are looking for a constant C2 such that∥∥(f, g)∥∥2X C2E(f, g). (4.15)
Let us assume that (4.15) is false. Hence, there exists a sequence (fk, gk) ∈ M such that
(fk, gk) is bounded in X and
‖fk‖2L2 + ‖gk‖2L2 > kE(fk, gk). (4.16)
Only to divide by ‖fk‖2L2 +‖gk‖2L2 later, we can assume that ‖(fk, gk)‖2X = 1. Since (fk, gk)
is bounded in X, we can extract a subsequence denoted yet by (fk, gk) which converges to
(f, g) in X weakly and (4.16) implies that
E(fk, gk) −→
k→+∞0.
Hence, we have: 
curl fk −→
k→+∞0 in L
2(Ω),
Curlgk −→
k→+∞ 0 in L
2(Ω),
α(x)fk × n+ β(x)gk −→
k→+∞0 in L
2(Σ).
(4.17)
Since M is closed in X, we also have that (f, g) ∈M and the continuity of E on X ensures
that E(f, g) = 0. Thus, we get that (fk, gk) converges to (0,0) in X weakly. If in addition
we prove that i : X→ L2(Ω)×L2(Ω) is compact, we have:
fk −→
k→+∞0 in L
2(Ω), gk −→
k→+∞ 0 in L
2(Ω). (4.18)
Hence, according to (4.17) and (4.18), we get:
fk −→
k→+∞0 in H(curl,Ω)∩H(div 0,Ω), gk −→k→+∞0 in H
1(Ω),
and then, (fk, gk) converges to (0,0) in X strongly, which contradicts ‖(fk, gk)‖X = 1.
Hence, it remains to prove that i : X → L2(Ω)× L2(Ω) is compact. For any (f, g) ∈ X,
f can be related to (ϕ,) ∈H 1(Ω)×H2(Ω) by the Helmholtz splitting f = Curlϕ + .
Then, ϕ is harmonic and ∂nϕ ∈ L2(∂Ω). Thus, for any ε > 0, ϕ ∈H 3/2−ε(Ω). Moreover,
since Ω is regular (convex), H2(Ω) ⊂ H1(Ω) and we get that f ∈ H1/2−ε(Ω). As
a consequence, (f, g) ∈ H1/2−ε(Ω) × H 1(Ω) and according to the Rellich theorem,
i : H1/2−ε(Ω)×H 1(Ω)→ L2(Ω)×L2(Ω) is compact for ε ∈ ]0,1/2[. ✷
Thus, we know now that, if (E0,H0) ∈M∩Y, the solution to (3.1) has the asymptotic
behavior:
lim
t→+∞(E,H)= (0,0) in X.
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Theorem 4.6. Let (E0,H0) ∈Y. Then, α never cancels out on Σ ,lim
t→+∞(E,H)=
(
p(E0),0
)
in X.
Proof. It is sufficient to use the argument that (E − p(E0),H) is solution to (3.1) with
initial data in M∩Y, according to Lemma 4.3. Hence, we have:
lim
t→+∞
(
E− p(E0),H
)= (0,0) in X.
We then get the same result as for the Silver–Müller condition [8]. ✷
Theorem 4.7. Assume that Σα = ∅. Let (E0,H0) ∈Y. Let ϕ ∈H 1(Ω) be the solution to:
-ϕ = 0 in Ω, ϕ|Γ = 0, ϕ|Σ\Σα = 0, ∂nϕ + divΣ
(
β(x)−1∇Σϕ
)= g on Σα
with g ∈H−1(Σα) given by
g = q(E0).n− divΣ
(
β(x)−1
(
q(E0)× n+H0
)× n).
Then,
lim
t→+∞(E,H)= (E∞,0) in X,
where E∞ = p(E0)+∇ϕ.
Proof. We proceed as for the previous theorem. We consider the pair (E − E∞,H) and
we verify that it is solution to (3.1) with initial data (E0 − E∞,H0) ∈ M ∩ Y, by using
Lemma 4.4. ✷
5. Conclusion
Let us assume that the computational domain Ω is strictly convex in a neighborhood of
the surface Σ . Then, the curvature κ is strictly positive. Our analysis indicates that if using
the boundary condition,
∂t (E× n+H)=
(
κ(x)
4
− γ (x)
)
(E× n)−
(
κ(x)
4
+ γ (x)
)
H,
we have to choose 4γ (x)  κ(x) on Σ to fit into our study. If 4γ (x) > κ(x) on Σ,
the solution to (3.1) has the same long-time behavior than when using the Silver–Müller
condition [8]:
lim
t→+∞(E,H)=
(
p(E0),0
)
in X.
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If we choose 4γ (x)= κ(x) on Σ , we have:lim
t→+∞(E,H)= (E∞,0) in X
with E∞ = p(E0)+∇ϕ and ϕ ∈H 1(Ω) is the solution to
-ϕ = 0 in Ω, ϕ|Γ = 0, ∂nϕ − divΣ
((
κ(x)
2
)−1
∇Σϕ
)
= g
with g ∈H−1(Σ) given by:
g = q(E0).n− divΣ
((
κ(x)
2
)−1(
q(E0)× n+H0
)× n).
The most usual situation related to an absorbing boundary condition is when the initial
data are zero and a nontrivial source J is radiating on the scattering source. Then, by
proceeding with the same analysis than in [9], we get that if 4γ (x) κ(x) on Σ ,
lim
t→+∞(E,H)= (0,0) in X,
like for the Silver–Müller condition.
This study shows that the long-time behavior of the solution to the Maxwell system
depends on the boundary condition that is set on the exterior surface. Even if the condition
arises from the approximation of a transparent condition, the approximation does not
preserve systematically the behavior in time of the interior solution. The condition is not
surely absorbing: as it was illustrated in [7], the solution may diverge in time. If absorbing
the numerical method is stable but the solution may converge towards a spurious state. To
consider a high-order condition does not ensure to overcome the convergence problem.
That the energy converges to zero ensures the stability of the numerical method. It would
be interesting to evaluate the convergence speed of the solution. This was formerly done for
the Silver–Müller condition in [26] by using the method developed by [6] for the boundary
stabilization of waves problems and in [23] by involving a multiplier method.
Herein, we have assume that the computational domain is two-dimensional and regular.
It would be useful to extend the results to the case of a polygonal or polyhedral domain. In
that case, we can refer to [13] where the regularity properties for the Maxwell system have
been formerly investigated. More general boundary conditions on the scattering source
could also be considered, involving the results in [20].
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