Abstract-In this paper, H ∞ synchronization and state estimation problems are considered for different types of chaotic systems. A unified model consisting of a linear dynamic system and a bounded static nonlinear operator is employed to describe these chaotic systems, such as Hopfield neural networks, cellular neural networks, Chua's circuits, unified chaotic systems, Qi systems, chaotic recurrent multilayer perceptrons, etc. Based on the H ∞ performance analysis of this unified model using the linear matrix inequality approach, novel state feedback controllers are established not only to guarantee exponentially stable synchronization between two unified models with different initial conditions but also to reduce the effect of external disturbance on the synchronization error to a minimal H ∞ norm constraint. The state estimation problem is then studied for the same unified model, where the purpose is to design a state estimator to estimate its states through available output measurements so that the exponential stability of the estimation error dynamic systems is guaranteed and the influence of noise on the estimation error is limited to the lowest level. The parameters of these controllers and filters are obtained by solving the eigenvalue problem. Most chaotic systems can be transformed into this unified model, and H ∞ synchronization controllers and state estimators for these systems are designed in a unified way. Three numerical examples are provided to show the usefulness of the proposed H ∞ synchronization and state estimation conditions.
I. INTRODUCTION

I
N the last few years, synchronization in chaotic systems has received a great deal of interest among researchers from various fields. The phenomenon of synchronizing two chaotic systems is fundamental in science, and it has a number of applications in technology. Increasingly, more applications of chaos synchronization have been proposed [1] . Since the pioneering work by Pecora and Carroll [2] , who originally proposed the drive-response (master-slave) concept for achieving the synchronization of coupled chaotic systems, researchers have also proposed a variety of alternative schemes for ensuring the control and synchronization of chaotic systems with or without delays, which include linear and nonlinear feedback control, adaptive design control, sliding mode control, impulsive control, and the invariant manifold method, among many others (see [1] - [12] and references cited therein).
In real physical systems, some noise or disturbance always exists that may cause instability and poor performance. Therefore, how to reduce the effect of the noise or disturbance in synchronization process for chaotic systems has become an important issue. Suykens et al. [13] first adopted the H ∞ control concept to reduce the effect of the disturbance for chaotic synchronization problem of chaotic Lur'e systems. In [14] and [15] , the H ∞ synchronization problem was investigated for a general class of chaotic systems with external disturbance via the dynamic feedback approach. On the other hand, there has been increasing interest in time-delay chaotic systems since the chaos phenomenon in time-delay systems was first found by Mackey and Glass [16] . The H ∞ synchronization problem for time-delayed chaotic systems was also investigated by some others [17] - [21] .
Closely associated with the synchronization problem is the so-called state estimation problem for chaotic systems. In order to understand the chaotic systems, it is necessary to estimate their states through available measurement, and then use the estimated states to carry out specified tasks such as dynamics analysis and synchronization control for the chaotic systems. However, in most literature on chaotic systems, it has been implicitly assumed that their states can be detected by sensors, which is not always the case in reality. Therefore, from a practical viewpoint, the state estimate problem for chaotic systems has been very important. For the observerbased synchronization, a slave system (response system) is designed such that its dynamics synchronizes with that of the master system (drive system). From the viewpoint of control theory, the slave system is an observer of the master system, and the state of the master system can be estimated by the slave system. In this sense, the state estimation problem can be viewed partially as a synchronization one [22] - [24] .
At present, for different chaotic systems, the synchronization or state estimation approaches are also different [1] - [21] .
2162-237X/$31.00 © 2013 IEEE To the best of our knowledge, there are no unified methods to solve these problems of different chaotic systems. Here, we are inspired by the standard neural network model (SNNM) in [25] and put forward a unified model, which is the interconnection of a linear dynamic system and a bounded static nonlinear operator. Most chaotic systems with or without time delays, such as chaotic neural networks [26] , Chua's circuits [27] , [28] , unified chaotic systems [29] , Qi systems [30] , etc., can be transformed into this unified model to be an H ∞ synchronization controller and an H ∞ filter designed in a unified way. The contributions of this paper include the following: 1) a unified model is presented to describe different kinds of chaotic systems; 2) the novel state feedback controller and the improved Luenberger-like estimator are less conservative than general controllers and filters; 3) the H ∞ synchronization controller or the H ∞ filter will reduce the effect of noise or disturbance with bounded energy on the control or estimation accuracy; and 4) the criteria in the form of linear matrix inequalities (LMIs) can be applied to not only the delayed chaotic systems but also those without time delays.
Notation: The superscript "T " stands for matrix transposition. l 2 [0, ∞) is the space of square integrable vector functions over [0, ∞). n denotes n-dimensional Euclidean space, and n×m is the set of all n × m real matrices. I denotes the identity matrix of appropriate order. * denotes the symmetric parts. diag{…} stands for a block-diagonal matrix. λ M (A) and λ m (A) denote the maximal and minimal eigenvalue of a square matrix A, respectively. ||x|| denotes the Euclid norm of the vector x, and ||A|| denotes the induced norm of the matrix A, i.e., A = λ M (A T A). The notations X > Y and X ≥ Y , where X and Y are matrices of same dimensions, mean that the matrix X − Y is positive definite and positive semidefinite, respectively. If X ∈ p and Y ∈ q , C(X; Y ) denotes the space of all continuous functions mapping p → q .
II. UNIFIED MODEL
Consider the following nonlinear unified model
with the initial condition function
, where x(t) ∈ n is the system state,
L is the number of nonlinear functions, τ ∈ is the time delay, and (t) is a given continuous function on [−τ , 0] .
In this paper, we assume that the nonlinear functions in (1) are monotonically nondecreasing and globally Lipschitz. That is, there exist positive scalar h i such that
for all arbitrary δ, ε ∈ , and δ = ε. Remark 1: When A d = C qd = 0 or τ = 0, the nonlinear model (1) is nondelayed. The model (1) unifies linear systems, several well-known chaotic systems with or without time delays, including chaotic neural networks [15] , [18] , [20] and [26] , Chua's circuits [27] , [28] , unified chaotic systems [29] , Qi systems [30] , chaotic recurrent multilayer perceptrons (RMLPs) [8] , etc. The following five chaotic systems are special examples of (1).
Example 1: The following chaotic system [26] 
has broad applications: e.g., it is utilized to describe Hopfield neural networks, cellular neural networks, Chua's circuit, etc. The nonlinear functions f (·) in (3) are monotonically nondecreasing and globally Lipschitz. We transform (3) into the model (1), where
The original Chua's circuit is described by the following equations [27] :
where α > 0, β > 0, and g(x 1 (t)) is a piecewise linear function given by
with b < a < 0. Chua's circuit is a typical chaotic system, which exhibits a very rich and complex dynamical behavior, and yet has very high potential in real applications. We convert (4) into the model (1) , where
, and h = 1. Example 3: Many researchers have studied the dynamical behaviors and synchronization methods of the following unified chaotic system [29] :
The system (6) is chaotic for any θ ∈ [0, 1], and is called the general Lorenz, Lü, and Chen system, when θ ∈ [0, 0.8), when θ = 0.8, and when θ ∈ (0.8, 1], respectively [29] . Assume that
Then, the chaotic system (6) can be exactly represented by the following system:
We transform (7) into the model (1), where
The following autonomous Qi system [30] exhibits complex dynamical behavior, including the familiar period-doubling route to chaos as well as hopf bifurcations
where a, b, c, and d are all positive real constant parameters. Assume that 5 ≥ 0, and μ 6 ≥ 0. Then, the chaotic system (8) can be rewritten by the following differential equations:
We transform (9) into the model (1) , where 
The following time-delayed RMLPs [8] exhibit chaotic behavior while the connection weights satisfy some conditionṡ (10) with the initial value x 1 (0) = 0. We transform the chaotic RMLPs (10) into the model (1), where
, and h i = 1(i = 1, 2, 3).
III. H ∞ SYNCHRONIZATION OF THE UNIFIED MODELS
The controlled output of the model (1) is described as follows:
where C ∈ l×n is a constant matrix, and z x (t) ∈ l is the controlled output of the drive system (1). The synchronization problem of system (1) is considered using the drive-response configuration [2] . That is, if system (1) is regarded as the drive system, a suitable response system with control input should be constructed to synchronize the drive system. According to the above drive-response concept, unidirectionally coupled chaotic systems can be described by the following equations: (12) with the initial condition function y(t) = σ (t) ∀t ∈ [ − τ, 0], where y(t) ∈ n is the state vector of the response system, B w ∈ n×m and D ∈ l×s are constant matrices, σ (·) is the given continuous function on [−τ , 0], w(t) ∈ m is stochastic process noise which belongs to l 2 [0, ∞), z y (t) ∈ l is the controlled output of the response system (12), v(t) ∈ s is the measurement noise which belongs to l 2 [0, ∞), and u 1 (t) ∈ n and u 2 (t) ∈ L are unidirectionally coupled terms, which are regarded as the control inputs and will be appropriately designed such that the specific control objective is achieved. Now, we define the synchronization error signal e(t) = y(t)−x(t), where x(t) and y(t) are the state variables of drive system (1) and response system (12), respectively. Therefore, the synchronization error system between (1) and (12) is given as follows: (13) where
Next, in order to synchronize the drive (1) and response system (12) in the sense of the H ∞ theory [31] , let us consider the following state feedback controller:
where K 1 ∈ n×n and K 2 ∈ L×n are feedback gains to be scheduled. The closed-loop system is shown in Fig. 1 . With the control law (15), the synchronization error system can be expressed in the following form:
Since f (0) = 0, the system (16) admits a trivial solution e(t) ≡ 0 in the absence of external disturbances w(t) and v(t).
Definition 1 (H ∞ Synchronization [14] , [15] , [20] ): The drive (1) and response system (12) are said to be synchronized in H ∞ sense if the following conditions are satisfied.
1) With zero disturbance, the synchronization error system (13) with control inputs u 1 (t) and u 2 (t) is exponentially stable, i.e., there exist constants λ(α) ≥ 1 and α > 0 so that
With the zero initial condition and a given constant γ > 0, the following condition holds:
Then, the controller (15) is said to be the H ∞ synchronization controller with the disturbance attenuation γ . The parameter γ is called the H ∞ -norm bound of the controllers. If we find a minimal positive γ to satisfy the above conditions, the controller (15) is an optimal H ∞ synchronizer. Definition 2 (L 2 Gain [32] ): Given a positive real number γ , the system (16) is said to have L 2 gain less than or equal to γ if the inequality (17) holds.
Theorem 1: For given α > 0, if there exist symmetric positive definite matrices P and , a diagonal semipositive definite matrix , and a positive scalar γ that satisfy
. . , h L ), the system (16) with w(t) = 0 and v(t) = 0 is globally exponentially stable and the L 2 gain of the system (16) is less than or equal to γ . Proof: First, we consider the system (16) with w(t) = 0 and v(t) = 0,
Since e(t) = 0 and η(t) = 0 are solutions to (19) , there exists at least one equilibrium point located at the origin, i.e., e eq = 0, η eq = 0. For the system (19), we adopt the following Lyapunov-Krasovskii functional:
where P = P T > 0, = T > 0, and α > 0. Thus, ∀e(t) = 0, V (e(t)) > 0 and V (e(t)) = 0 iff e(t) = 0. The sector-bounded conditions (14) can be rewritten as follows:
which is equivalent to
where
. ., λ L }, and ≥ 0,
By the Schur complement [33] ,
Since G is the principal minor of the left-hand side of (23), we have G < 0, i.e., dV (e(t))/dt ≤ 0, therefore, V (e(t)) ≤ V (e(0)). However
e(θ ) , and V (e(t)) ≥ exp(2αt)e T (t)
Pe(t) ≥ exp(2αt)λ m (t)||e(t)|| 2 ; therefore the convergence rates of the error states between the drive system (1) and the response system (12) are
From Definition 1, it can be concluded that the drive (1) and response system (12) are exponentially synchronized with an exponential synchronization rate α. For the system (16) under zero initial condition, J in (17) is equivalent to
Since M < 0 in the inequality (18),
From Definition 2, the system (16) has L 2 gain less than or equal to γ . This completes the proof.
Remark 2: If we find a minimal positive γ to satisfy the inequality (18), the system (16) has the optimal perturbation resistance performance. We can get its minimum by solving the following eigenvalue problem (EVP):
If we let S 1 = P K 1 , and S 2 = K 2 in (18) and (25), we can then obtain Theorem 2, which can be used to determine the parameters of H ∞ synchronization controller (15) .
Theorem 2: For given α > 0, if there exist symmetric positive-definite matrices P and , a diagonal semipositive definite matrix , a positive scalar γ , and nonzero matrices S 1 and S 2 , which satisfy the EVP min γ (26) 
(t) = Ax(t) + B p φ(ξ(t)) ξ(t) = C q x(t) + D p φ(ξ(t)) z x (t) = Cx(t). (28)
The response system corresponding to the drive system (28) is given by the following equations:
The controller (15) is adopted to synchronize the above drive-response systems. The error dynamical system between (28) and (29) can be expressed by the following form:
⎧ ⎨
⎩ė (t) = Ae(t) + B p f (η(t)) + u 1 (t) + B w w(t) η(t) = C q e(t) + D p f (η(t)) + u 2 (t) z e (t) = Ce(t) + Dv(t).
(30)
Since f (0) = 0, the system (30) has a trivial solution e(t) ≡ 0. For the drive system (28) and the response system (29), we can use the following corollary to design optimal H ∞ synchronization controller (15) . 
then the drive system (28) and the response system (29) can be synchronized with a prescribed exponential synchronization rate α, and H ∞ -norm bound of the controller (15) does not exceed γ . Moreover, the feedback gains of optimal H ∞ controller (15) are obtained as
The proof of Corollary 1 follows the same ideas as those in the proofs of Theorems 1 and 2, which is therefore omitted here. For Corollary 1, the following Lyapunov functional is chosen:
V
(e(t)) = exp(2αt)e T (t)Pe(t).
IV. H ∞ STATE ESTIMATION FOR THE UNIFIED MODELS
In this section, the H ∞ state estimation problem is first formulated for the following stochastic unified model:
ẋ(t) = Ax(t) + A d x(t − τ ) + B p φ(ξ(t)) + B w w(t) ξ(t) = C q x(t) + C qd x(t − τ ) + D p φ(ξ(t)) + D qw w(t)
(34) where B w ∈ n×m and D qw ∈ L×m are constant matrices, and w(t) ∈ m is process noise that belongs to l 2 [0, ∞). Suppose that the measurement of the system (34) by the sensor is of the form where y s (t) ∈ r is the measurement output, and v(t) ∈ s is the measurement noise that belongs to l 2 [0, ∞). C ∈ r×n and D ∈ r×s are known constant matrices. The signal to be estimated is the combination of the system state described as follows:
where z(t) ∈ l is the nonmeasurable signal to be estimated, and C z ∈ l×n is a constant matrix. We construct the following improved Luenberger-like estimator (or filter) for z(t) shown in Fig. 2 : (37) where K 1 ∈ n×l and K 2 ∈ L×l are the filter gains to be determined to meet certain performance criteria, andx(t) andẑ(t) denote the estimates of x(t) and z(t), respectively. By defining the error vector e(t) = x(t) −x(t), we get the following dynamic equations that e(t) satisfies: (38) 
z(t) is the estimation error, and the nonlinear functions
. ., L) satisfy the following sector-bounded conditions:
If there exists a positive scalar γ such that
, and the error system (38) is exponentially stable when w(t) = 0, v(t) = 0, then the L 2 gain of the error system (38) does not exceed γ , i.e., the system (37) is an H ∞ estimator for z(t). If we find a minimal positive γ to satisfy the above conditions, the system (37) is an optimal H ∞ estimator for z(t).
Comparing (38)- (40) with (16), (14) , and (17), we can view the state estimation problem of the stochastic unified model (34) as a synchronization problem of the unified models (1) and (12) . By following a similar line as in the proof of Theorem 1, we can obtain the following result without proof.
Theorem 3: For given α > 0, if there exist symmetric positive-definite matrices P and , diagonal semi-positivedefinite matrix , and a positive scalar γ that satisfy
. ., h L ), the system (38) with w(t) = 0 and v(t) = 0 is globally exponentially stable and the upper bound on the L 2 gain of the system (38) is finite and can be obtained by minimizing γ over the variables γ , P, , and
Having obtained the H ∞ performance analysis results in Theorem 3, we are now ready to consider the design problem of the state estimator (37) . Similar to Theorem 2, the following result can be derived easily from Theorem 3.
Theorem 4: For given α > 0, the system (37) becomes an optimal H ∞ state estimator of the unified model (34) if there exist symmetric positive definite matrices P and , diagonal semi-positive-definite matrix , a positive scalar γ , and nonzero matrices S 1 and S 2 , that satisfy the EVP min γ , T H , and γ is the upper bound of the L 2 gain from the disturbance to the estimation error. In this case, the estimator gain matrices K 1 and K 2 can be chosen as K 1 = P −1 S 1 and
If A d = C qd = 0 or τ = 0, the system (34) is a stochastic nonlinear system without time delays, which can be represented as ⎧ ⎨ ⎩ẋ
(t) = Ax(t) + B p φ(ξ(t)) + B w w(t) ξ(t) = C q x(t) + D p φ(ξ(t)) + D qw w(t) z(t) = C z x(t).
(45)
The following improved Luenberger-like estimator (or filter) for z(t) is constructed corresponding to system (45):
If we define an error vector e(t) = x(t) −x(t), we can then have the following dynamic equations which e(t) satisfies:
Similar to Theorem 4, we can obtain the following corollary to design the filter gains K 1 and K 2 :
Corollary 2: For given α > 0, the system (46) becomes an optimal H ∞ state estimator of the unified model (45) if there exist symmetric positive-definite matrix P, diagonal semipositive-definite matrix , a positive scalar γ , and nonzero matrices S 1 and S 2 , which satisfy the EVP min γ (48)
where γ is the upper bound of the L 2 gain from the disturbance to the estimation error. In this case, the estimator gain matrices K 1 and K 2 can be chosen as K 1 = P −1 S 1 and
Remark 3: For the convenience of the application of designed filters in the engineering practice, it is necessary to limit the magnitude of the filter gains K 1 and K 2 in (37) or (46), which is equivalent to restricting the norm of P, S 1 , and S 2 in some ranges
(50) where δ 1 , δ 1 , ε 1 , and ε 2 are positive scalars, which are well chosen according to the design requirement in practical chaotic systems. By virtue of the well-known Schur complement formula [33] , the constraints (50) is equivalent to
We can also limit the magnitude of the state feedback gains K 1 and K 2 in synchronization controller (15) in the same way.
V. NUMERICAL SIMULATION
To apply Theorem 2 (or Corollary 1) to synchronization control and Theorem 4 (or Corollary 2) to state estimation for the chaotic systems, it is necessary to transform them into the unified model (1) [or (34) ]. In this section, three numerical examples are presented to demonstrate the usefulness of the developed designs on the synchronization as well as state estimation problem for the unified model.
Example 1: Let us consider a chaotic delayed Hopfield neural network [20] , [34] described by (3) and (11), where
, and
We transform (3) into the model (1), where
With the above parameters, the delayed Hopfield neural network described by (3) exhibits chaotic behavior on the x 1 − x 2 plane with initial condition Fig. 3 . Then, we design the response system described by (12) , where B w = [1 1] T , D = 1. The process noise w(t) ∈ l 2 [0, ∞) and the measurement noise v(t) ∈ l 2 [0, ∞) are defined as follows: 
Synchronization error e(t) of Hopfield neural networks without disturbance signals w(t) and v(t).
where r 1 and r 2 are random numbers taken from a uniform distribution over [0, 1] . The controller (15) is employed to synchronize the drive-response delayed Hopfield neural networks. By using MATLAB LMI Control Toolbox [35] , solving the EVP (27) and (27) given in Theorem 2, where the exponential synchronization rate α = 1, we obtain the controller parameters as In order to show the control effort for synchronization between the drive and response-delayed Hopfield neural networks with different initial conditions in numerical simulation, the controller (15) with the above K 1 and K 2 is applied at t = 1 (s). First, without noise signal, the synchronization error between drive and response systems is given in Fig. 4 . It shows that the synchronization error waveform converges to zeros exponentially from t = 1 (s). To observe the H ∞ performance with disturbance attenuation, the controlled output error z e (t) is depicted in Fig. 5 . The state feedback H ∞ controller (15) reduces the effect of the noises w(t) and v(t) on the controlled output error z e (k) within a lowest level.
The following synchronization controller was adopted in [20] : After we adopted the above controller to synchronize the same drive-response delayed Hopfield neural networks by numerical simulation, we find the following facts: 1) the synchronization error in [20] is not exponentially stable, but it is asymptotically stable; 2) the disturbance attenuation γ must be preselected, while the optimal γ can be solved by the EVP in our theorems or corollaries; 3) the theorem in [20] for H ∞ synchronization is delayindependent, while our related results are delaydependent. Therefore the result in [20] is conservative. Example 2: When θ = 0.1, the unified chaotic system (6) is called the general Lorenz system. Fig. 6 shows the chaotic behavior of the system (6) with the initial condition [x 1 (0) x 2 (0) x 3 (0)] T = [0.1 0.2 0.1] T . Referring to [1] and [36] - [38] , we assume that
The general Lorenz system can be represented by the following system:
We transform (58) into the model (28), where x(t) = [ 
We design the response system described by (29) , where 
Fig . 7 shows the synchronization error between the drive and response systems with disturbance noise. It can be seen from Fig. 7 that the effect of disturbance on synchronization error reduces quickly.
Although [29] and [39] provided synchronization methods of the unified chaotic systems, the influence of the noise or disturbance on synchronization controller has not been considered. Besides, the methods in [29] and [39] cannot be applied to other chaotic systems.
Example 3: The behavior of the chaotic delayed RMLPs (10) is shown in Fig. 8 [8] . If we introduce the process noise w(t) ∈ l 2 [0, ∞) and w(t) = r 1 t exp(−0.1t) into the RMLPs (10), it becomeṡ
which loses the original chaotic characteristic, as shown in Fig. 9 . The chaotic characteristic is extracted from system (59), i.e., x 1 (t), x 2 (t) and x 3 (t) are estimated, therefore
We employ the following sensor to observe the system's information:
where v(t) = sin(2t) exp(−t) is the measurement noise. We transform (59) into the stochastic unified model (34) , where Estimation errorz(t) = e(t) with process noise w(t) and measurement noise v(t).
Based on the sensor (61), we design the optimal H ∞ filter (37) with the following filter gains by solving the EVP (43) and (44), where α = 1, δ 1 = 50, δ 2 = 50, ε 1 = 50 and ε 2 = 50. 
The upper bound on the L 2 gain γ of the above system is 3.7248. The estimation errors are shown in Fig. 10 , which illustrates that the errors converge to zeros.
We have noticed that although many authors [15] , [18] , [20] , [26] have provided a common chaotic neural network model to describe several well-known chaotic neural networks (such as Hopfield neural network, cellular neural network, Chua's circuit, etc.), their model could not include RMLPs, and their approaches could not be used to solve the synchronization or state estimation problem of chaotic RMLPs.
VI. CONCLUSION
In this paper, we investigated the H ∞ synchronization and state estimation problems for chaotic systems with or without time delays by transforming those into a unified model (1) [or (34) ], which interconnects a linear dynamic system with static nonlinear operators. First, by utilizing the Lyapunov functional method combined with the H ∞ control concept, the novel state feedback controllers were designed to exponentially synchronize two unified models and reduce the H ∞ -norm from the disturbance input to the output error to the lowest level. Subsequently, the H ∞ state estimation problem was considered for the unified models. Through available output measurements, we designed state estimators to estimate their states so that the dynamics of the estimation error was guaranteed to be globally exponentially stable and the influence of the noises on the estimation was limited to the lowest level. Finally, some illustrated examples with their simulations were provided to demonstrate the effectiveness of the proposed methods. In addition, the design approaches can be easily extended to any nonlinear systems such as neural network control systems, fuzzy systems, complex networks [23] , genetic regulatory networks [24] etc., as long as their equations can be transformed into the unified model (1) [or (34) ]. Here, it is worth noting that there are no unified ways on how to convert these systems into the unified model (1) 
