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We establish the existence of homoclinic solutions for a class of fourth-
order equations which includes the Swift–Hohenberg model and the sus-
pension bridge equation. In the ﬁrst case, the nonlinearity has three
zeros, corresponding to a double-well potential, while in the second case the
nonlinearity is asymptotically constant on one side. The Swift–Hohenberg model is a
higher-order extension of the classical Fisher–Kolmogorov model. Its more
complicated dynamics give rise to further possibilities of pattern formation. The
suspension bridge equation was studied by Chen and McKenna (J. Differential
Equations 136 (1997), 325–355); we give a positive answer to an open question raised
by the authors. # 2002 Elsevier Science (USA)1. INTRODUCTION
We investigate a class of fourth-order equations possessing a variational
structure. These are the Euler–Lagrange equations derived from a second-
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HOMOCLINIC SOLUTIONS 79considered are of the form
Lðu; u0; u00Þ :¼
1
2
ju00j2 
b
2
ju0j2 þ V ðuÞ;
where b 2 R; and the potential V has to satisfy some appropriate conditions.
Typical examples are the double-well potential V ðuÞ ¼ 1
4
ðu2  1Þ2; the water
wave model V ðuÞ ¼ 1
3
u3  1
2
u2; and the suspension bridge model V ðuÞ ¼
eu  u 1: When the parameter b is negative, the corresponding Euler–
Lagrange equation
u0000 þ bu00 þ V 0ðuÞ ¼ 0 ð1Þ
is called the extended Fisher–Kolmogorov (eFK) equation, whereas for
positive b Eq. (1) is referred to as the Swift–Hohenberg equation. Both are
considered as models for studying nonlinear phenomena like phase
transition in various ﬁelds: hydrodynamics [24], elasticity and solid
mechanics [4], nonlinear optics [1], etc. For example, in the suspension
bridge model, solutions of (1) with positive b correspond to travelling waves
in the suspended structure of the bridge, which travel with speed
ﬃﬃﬃ
b
p
:
In some sense, the Fisher–Kolmogorov situation ðb40Þ is simpler to deal
with, since all the terms in the Lagrangian density appear with a positive
sign. Instead, the negative sign in front of the ju0j2 term in the Swift–
Hohenberg case is rather tricky to manage.
These equations have drawn much attention in recent years, and many
different methods have proved to be successful. Concerning the eFK
equation, the situation is rather deeply understood. Existence of hetero-
clinics [9, 10, 15], homoclinics [9, 10] and periodic solutions [11, 18] was
proved together with additional features like multibump ‘‘chaotic’’
behaviour. For more background we also refer to the papers
[3, 12, 14, 16, 17, 25].
Much less rigorous results exist for the Swift–Hohenberg case b > 0:
Existence of (multibump) periodic solutions was proved by Peletier and
Troy [19] in the suspension bridge model, and Peletier et al. [20] for the
double-well potential, see also [5, 26]. An existence result concerning
homoclinic solutions to the suspension bridge equation (corresponding to
localised travelling waves in the bridge) was obtained by Chen and
McKenna [4] (see also [13]). However, they need to assume rather restrictive
conditions on V excluding for example V ðuÞ ¼ eu  u 1: Existence in this
latter case was raised as an open question by the authors. Finally, we refer to
Peletier [21] for homoclinics found in a related constrained minimisation
problem, where b acts as the Lagrange multiplier.
In this paper, we will prove existence results for homoclinic solutions in
Swift–Hohenberg-type systems and for localised travelling waves in
SMETS AND VAN DEN BERG80suspension bridge models. In particular, we will treat the cases V ðuÞ ¼
eu  u 1 and V ðuÞ ¼ 1
4
ðu2  1Þ2:
The methods we use are variational in nature. The solutions are obtained
by performing a mountain-pass procedure to the action functional
J ðuÞ :¼
Z
R
1
2
ju00j2 
b
2
ju0j2 þ V ðuÞ:
The Palais–Smale condition is of course not satisﬁed by J ; the ﬁrst reason
being translation invariance. The situation is much worse however, not only
because of the negative term in the Lagrangian, but also due to the
particular shape of V : Moreover, we have numerical evidence that
homoclinics with negative energy (Lagrangian action) do exist, ruling
out standard arguments often used. We will avoid these later homoclinics
by using a modiﬁed problem, and the nonsuperquadratic shape
will be overcome using the monotonicity trick of Struwe [22] (see also
[23]). Nevertheless, as the nonlinearity V 0ðuÞ in Eq. (1) may have multiple
zeros, abstract results like those developed by Jeanjean [7, 8] cannot be
applied. Finally, we mention that in the special case where V ðuÞ ¼ 1nu
n þ
1
2
u2 for some n > 2; the Palais–Smale condition can be established fairly
directly, see [2], but this method seems restricted to this exceptional class of
potentials, or at least to those for which sV ðuÞ  V 0ðuÞu has the right
constant sign for some s > 2 (this is sometimes called the Rabinowitz
condition).
The linearized equation around the bottom well(s) of V plays a crucial
role in passing to the limit. As expected, we restrict our analysis to the
solutions which are homoclinic to an equilibrium of saddle-focus character,
as centres will in general not allow homoclinic solutions. We treat
nonlinearities V 0ðuÞ with one, two and three zeros, typical examples of the
shapes of the potentials being depicted in Fig. 1.
In all cases, we prove the existence of a homoclinic solution for almost all
positive values of b for which the equilibrium point is of saddle-focus type.
For a precise formulation of the results and the conditions on the potentials/FIG. 1. Typical shapes of potentials under consideration.
HOMOCLINIC SOLUTIONS 81nonlinearities we refer to Sections 4–6. Although our results give a clear
insight in the generality of the existence of homoclinic solutions to saddle-
foci, several questions remain open. First, one would like to ﬁll the gap of
measure zero in the set of b values for which existence has been established.
Second, numerics show that there are multiple solutions and it would
certainly be nice to be able to prove this, thus obtaining more understanding
of the global picture.
In Section 2 we present the method of proof on the basis of the example
V ðuÞ ¼ 1
4
ðu2  1Þ2: The general statement of this result for nonlinearities with
three zeros is formulated in Section 3, while Section 4 deals with double-well
potentials where only one of the minima is a saddle-focus (and the other one
is a centre). Finally, in Sections 5 and 6 we consider nonlinearities with two
zeros and one zero, respectively.
2. THE SWIFT–HOHENBERG EQUATION
This section is devoted to the proof of existence of homoclinics for the
classical Swift–Hohenberg equation. The result extends to equations with
similar nonlinearities, as will be made precise in Theorems 7 and 8.
To begin with, we recall the equation to be solved, and we introduce the
functional settings associated with it. The equation
u0000 þ bu00 þ V 0ðuÞ ¼ 0; V ðuÞ ¼ 1
4
ðu2  1Þ2; ð2Þ
has three stationary solutions: 0, 1 and1: The last two are the bottom wells
of the potential V : The potential energy has been normalised so that the
bottom wells have zero energy. The solutions that will be found are
homoclinic to either 1 or 1: By symmetry, it is sufﬁcient to consider the
case where the limit is 1: For convenience, we perform the change of variable
v! u 1: In the new variable, the equation becomes
v0000 þ bv00 þ v3 þ 3v2 þ 2v ¼ 0: ð3Þ
Numerics indicates that this equation possesses various families of
homoclinic orbits, together with heteroclinic connections. Due to this
complicated structure, we will need to modify the potential V in order to
single out a particular family. Basically, the family that we obtain does
not pass through the second bottom well at v ¼ 2; so that we can assume
that
V ðvÞ :¼
1
4
v4 þ v3 þ v2 if v > 2;
0 otherwise:
(
SMETS AND VAN DEN BERG82Note that this new potential V ðvÞ is of class C1: We introduce the action
functional
JbðvÞ :¼
Z
R
ðv00Þ2
2
 b
ðv0Þ2
2
þ V ðvÞ;
on the Hilbert space H2ðRÞ; equipped with the standard norm.
Lemma 1. The functional Jb is of class C1 on H2ðRÞ; and if v 2 H2ðRÞ;
v > 2; is a critical point of Jb; then v is a classical solution of Eq. (3) such that
v0v000 
1
2
ðv00Þ2 þ
b
2
ðv0Þ2 þ V ðvÞ ¼ 0 ð4Þ
identically.
Proof. The regularity part of the functional is quite standard, as well as
the fact that any critical point is a classical solution of the Euler–Lagrange
equation. The only thing that needs to be checked is Eq. (4).
First note that from Eq. (3) we infer that for any critical point v; one has,
for some C > 0;
jv0000j2L24Cðjv
00j2L2 þ jvj
2
L2Þ;
so that in fact v 2 H 4ðRÞ: By the Sobolev embedding theorem, v; v0; v00 and v000
tend to zero as t tends to 
1:
Multiplying Eq. (3) by v0 yields:
d
dt
v0v000 
1
2
ðv00Þ2 þ
b
2
ðv0Þ2 þ V ðvÞ
 
¼ 0; ð5Þ
so that the left-hand side of Eq. (4) is constant. Taking its limit as t tends to
plus or minus inﬁnity, one ﬁnds that this constant is zero. This ends the
proof. ]
Remark 2. Note that the left-hand side of Eq. (4) is nothing but the
Hamiltonian for the Hamiltonian system corresponding to the Lagrangian
density, and Eq. (5) is the conservation law for the Hamiltonian.
The linearization of Eq. (3) around each of the bottom wells gives
v0000 þ bv00 þ 2v ¼ 0;
FIG. 2. Eigenvalues for the linearization.
HOMOCLINIC SOLUTIONS 83whose characteristic eigenvalues satisfy
z2 ¼
b

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2  8
q
2
:
Thus, the threshold b ¼
ﬃﬃﬃ
8
p
corresponds to the upper limit for saddle-focus
equilibria. The complete picture of the linearised equation is depicted in
Fig. 2.
In the following, we will restrict to the case 05b5
ﬃﬃﬃ
8
p
:
Lemma 3. There exist constants e > 0 and d > 0 such that
JbðvÞ5ejjvjj2 for jjvjj5d;
with a uniform lower bound on e and d for b in compact subsets of ½0;
ﬃﬃﬃ
8
p
Þ:
Proof. Let a > 0 such that b254ð2 aÞ: There exists an r > 0 such that
jvj5r implies V ðvÞ > 2a
2
jvj2: By the Sobolev embedding theorem, there exists
a d > 0 such that
jjvjj5d) jvjL15r:
SMETS AND VAN DEN BERG84Denote byF the Fourier transform. Then, if jjvjj5d; one has for some small
e > 0
JbðvÞ5
Z
R
1
2
ðv00Þ2 
b
2
ðv0Þ2 þ
2 a
2
v2 dx
¼
Z
R
1
2
ðx4  bx2 þ ð2 aÞÞðFðvÞÞ2 dx
5
Z
R
eðx2 þ 1Þ2ðFðvÞÞ2 dx
5ejjvjj2;
where e can be chosen independent of b as long as b does not approach
ﬃﬃﬃ
8
p
:
This is the required estimate. ]
Lemma 4. There exists an e 2 H2ðRÞ; jjejj > d; such that JbðeÞ50: More-
over, e can be chosen independent of b for b in compact subsets of ð0;
ﬃﬃﬃ
8
p
:
Proof. Let f 2 C10 ðRÞ be any nowhere positive function, fc0: Deﬁne
flðxÞ :¼ f ðlxÞ so thatZ
R
ðf 00l Þ
2 ¼ l3
Z
R
ðf 00Þ2 and
Z
R
ðf 0lÞ
2 ¼ l
Z
R
ðf 0Þ2:
Thus, if l > 0 is sufﬁciently small,Z
R
1
2
ðf 00l Þ
2 
b
2
ðf 0lÞ
2 :¼ a050;
and, thanks to the cut-off of V ; for ﬁxed l one has
JbðCflÞ ¼ a0C2 þ Oð1Þ as C !1;
which ends the proof. Clearly, C and l can be chosen independent of b as
long as b does not tend to zero. ]
Following Lemmas 3 and 4, we see that Jb has the so-called mountain-
pass geometry (see e.g. [27]). We thus deﬁne the mountain-pass levels:
cb :¼ inf
g2G
max
t2½0;1
JbðgðtÞÞ;
where G ¼ fg : ½0; 1 ! H 2ðRÞ such that gð0Þ ¼ 0 and gð1Þ ¼ eg:
Clearly, the function b! cb is positive and decreasing. It is thus almost
everywhere differentiable. The derivative of cb with respect to b is denoted
by c0b:
HOMOCLINIC SOLUTIONS 85By a Palais–Smale sequence for Jb we mean a sequence wn such that
J 0bðwnÞ ! 0 strongly, and such that JbðwnÞ is bounded.
Proposition 5. Let 05b5
ﬃﬃﬃ
8
p
such that c0b exists. Then there exists a
Palais–Smale sequence ðvnÞ for Jb which satisfies the estimates:
1. 1
2
jv0nj
2
L24 c
0
b þ 1;
2. 1
2
jv00n j
2
L24cb  bc
0
b þ bþ oð1Þ as n!1;
3. JbðvnÞ ¼ cb þ oð1Þ; as n!1:
Proof. First observe that by deﬁnition of Jb; estimate 2 is a direct
consequence of estimates 1 and 3 and the positivity of V : Deﬁne
S :¼ fu 2 H 2ðRÞ such that 1
2
ju0j2L24 c
0
b þ
1
2
g:
If the assertion is false, then clearly there exists 05e5cb=2 such that
8u 2 H2ðRÞ;

cb  2e4JbðuÞ4cb þ 2e and distðu; SÞ412
	
) jjJ 0bðuÞjj > 32e:
Indeed, otherwise, as e goes to zero, one would obtain a Palais–Smale
sequence satisfying 1,2 and 3.
Using the quantitative deformation lemma in [27] (Lemma 1.14 with
d ¼ 1
4
), we obtain a ﬂow Z 2 Cð½0; 1  H 2ðRÞ;H 2ðRÞÞ such that:
(a) Zðs; uÞ ¼ u if s ¼ 0 or if u =2 J1b ðcb  2e; cb þ 2eÞ or if distðu; SÞ >
1=2;
(b) JbðZðs; uÞÞ is decreasing in s;
(c) ðu 2 S and JbðuÞ4cb þ eÞ ) JbðZð1; uÞÞ4cb  e:
Take an increasing sequence bn % b and choose n sufﬁciently large
so that
*
cbncb
bbn
4 c0b þ
1
4
;
* cbn þ
1
8
ðb bnÞ4cb þ e:
Let gnðÞ be a path in G (see above for the deﬁnition) satisfying:
max
t2½0;1
JbnðgnðtÞÞ4cbn þ
1
8
ðb bnÞ:
Such a path obviously exists by deﬁnition of cbn : If t 2 ½0; 1 is such that
JbðgnðtÞÞ5cb 
1
8
ðb bnÞ then (by the deﬁnition of J )
1
2
jgnðtÞ
0j2L2 ¼
Jbn ðgnðtÞÞ  JbðgnðtÞÞ
b bn
4
cbn  cb
b bn
þ
1
4
4 c0b þ
1
2
;
SMETS AND VAN DEN BERG86so that gnðtÞ 2 S: Also,
JbðgnðtÞÞ4Jbn ðgnðtÞÞ4cbn þ
1
8
ðb bnÞ4cb þ e:
Let %gnðtÞ :¼ Zð1; gnðtÞÞ: Clearly, %gnð0Þ ¼ Zð1; 0Þ ¼ 0 and %gnð1Þ ¼ Zð1; eÞ ¼ e
because of e5cb=2 and property (a). Thus %gn 2 G:
Using property (c) and the fact that 1
8
ðb bnÞ5e; we infer that
max
t2½0;1
Jbð%gnðtÞÞ4cb 
1
8
ðb bnÞ;
which contradicts the deﬁnition of cb: This ends the proof. ]
We will now construct a homoclinic solution thanks to the Palais–Smale
sequence constructed above.
First, observe that it is impossible for ðvnÞ to converge uniformly to 0:
Otherwise, one would have
04
1
2
jv00n j
2
L2 
b
2
jv0nj
2
L2 þ jvnj
2
L2
¼ JbðvnÞ þ oð1Þjvnj2L2 as n!1;
and for b5
ﬃﬃﬃ
8
p
this would imply that ðvnÞ is bounded in H2ðRÞ: But then,
since J 0bðvnÞ ! 0;
05cb ¼ JbðvnÞ  12hJ
0
bðvnÞ; vni þ oð1Þ
¼
Z
R
½V ðvnÞ  12V
0ðvnÞvn þ oð1Þ
¼ oð1Þ; as n!1;
which clearly is a contradiction.
Assume that (the other case will be dealt with shortly)
lim sup
n!1
min
x2R
vnðxÞ
 
5 1:
Then, as V ðvÞ5ðv2Þ=4 for v5 1; we deduce from Proposition 5 that sup
jvnj
2
L251; and ðvnÞ is bounded in H
2ðRÞ: Let tn 2 R such that jvnðtnÞj ¼
maxx2R jvnðxÞj and deﬁne wnðxÞ :¼ vnðtn þ xÞ: Clearly, ðwnÞ is a bounded
Palais–Smale sequence, so that, going to a subsequence if necessary, we get
wn * w; w 2 H 2ðRÞ: Since J 0ðwÞ ¼ 0 (as weak convergence in H2 implies
uniform convergence on compact sets), we conclude that w is a nontrivial
homoclinic solution of Eq. (3). Notice that w is nontrivial because wð0Þ ¼
limn!1 wnð0Þ=0 as ðvnÞ does not uniformly converge to zero.
HOMOCLINIC SOLUTIONS 87Hence, we are left to study the case
lim sup
n!1
min
x2R
vnðxÞ
 
5 1:
Let tn 2 R be the points such that vnðtnÞ ¼ 1 and vnðxÞ > 1 for x5tn:
Then wnðxÞ :¼ vnðtn þ xÞ satisﬁes wnð0Þ ¼ 1: Besides, deﬁne znðxÞ :¼ wnðxÞ þ
1: By Proposition 5, the sequence ðznÞ is bounded in the Hilbert space
Z :¼ fz 2 H 2locðRÞ such that zð0Þ ¼ 0; z
0 2 L2ðRÞ; z00 2 L2ðRÞg:
As in the previous case, we also know that ðwnÞ is bounded in H 2ð1; 0Þ:
Thus, there exist a common subsequence (still denoted with n’s) and z 2Z
such that zn * z in Z and wn * z 1 in H2ð1; 0Þ: Again, it is easily seen
that w :¼ z 1 is a solution of Eq. (3). From Eq. (3), we infer that indeed,
w0000 2 L2ð1; 0Þ so that w 2 H4ð1; 0Þ and
w0w000 
1
2
ðw00Þ2 þ
b
2
ðw0Þ2 þ V ðwÞ  0 ð6Þ
(to see this take the limit to 1 and use H 4  C30).
We assert that w > 2: Assume, by contradiction, that w has a local
minimum below 2 at a certain tn: Then by (6), w0ðtnÞ ¼ w00ðtnÞ ¼ 0: Since it
is a minimum, necessarily w000ðtnÞ ¼ 0: By uniqueness of the Cauchy
problem, this implies that w  wðtnÞ; which is a contradiction. Hence
w > 2:
As weak convergence inZ implies uniform convergence on compact sets,
for each R > 0 we have, V being nonnegative,
Z R
R
V ðwÞ ¼ lim
n!1
Z R
R
V ðwnÞ4 sup
n2N
Z
R
V ðwnÞ5C
for some C > 0; hence Z
R
V ðwÞ51:
Since V is nonnegative and
R
V ðwÞ and
R
jw0j2 are bounded, we conclude that
either wðtÞ ! 0 as t !1; in which case we are done, or wðtÞ ! 2: In the
latter case, we infer from Eq. (3) that wþ 2 2 H 4ðRþÞ; so that in phase space
ðwðtÞ;w0ðtÞ;w00ðtÞ;w000ðtÞÞ ! ð2; 0; 0; 0Þ as t !1:
But because ð2; 0; 0; 0Þ is an equilibria of saddle-focus type, from the
Hartman–Grobman Theorem [6] on the conjugacy of linear and nonlinear
SMETS AND VAN DEN BERG88ﬂows, we get that there exists tn such that wðtnÞ5 2: This contradicts the
previous claim that wðtÞ > 2 for all t:
Summarising, we have the following:
Theorem 6. For almost every b 2 ½0;
ﬃﬃﬃ
8
p
; there exists a pair of solutions
homoclinic to þ1 and 1; respectively, for the classical Swift–Hohenberg Eq.
(2). The homoclinic to 1 does not pass through þ1 and vice versa.
3. THE CASE OF TWO SADDLE-FOCI
It appears from the proof above that the particular shape of V is not
essential. Indeed, only the double well behaviour with two saddle-foci
equilibria was used. With a very similar proof one thus obtains:
Theorem 7. Assume that V 2 C2 satisfies the following hypotheses:
1. V ð0Þ ¼ V 0ð0Þ ¼ 0 and V 00ð0Þ ¼ a0 > 0;
2. V ðunÞ ¼ V 0ðunÞ ¼ 0 and V 00ðunÞ ¼ a1 > 0 for some un50;
3. V ðuÞ > 0 for each u 2 ðun; 0Þ [ ð0;1Þ;
4. lim infu!1 u2V ðuÞ > 0:
Then, for almost every b 2 ½0; bn; there exists a solution homoclinic to 0 for
the generalised Swift–Hohenberg equation, where bn :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 minða0; a1Þ
p
:
Hypotheses 1 and 2 ensure that the equilibrium points 0 and un are
nondegenerate. Hypothesis 4 prevents functions with
R
u02 and
R
V ðuÞ
bounded from tending to 1: Of course the statement of the previous
theorem is trivially adapted in case un > 0:
4. THE CASE OF TWO MINIMA BUT ONLY ONE SADDLE-FOCUS
It turns out that for the existence of a homoclinic solution (say to 0), the
type of the second equilibrium (un in the previous section) does not matter.
The Hartman–Grobman Theorem concerning the conjugacy of the non-
linear ﬂow with the linear one close to the equilibrium is no longer at hand.
Nevertheless, a careful estimate will allow us to conclude as in the previous
section.
Theorem 8. Assume that V 2 C2 satisfies the following hypotheses:
1. V ð0Þ ¼ V 0ð0Þ ¼ 0 and V 00ð0Þ ¼ a > 0;
HOMOCLINIC SOLUTIONS 892. V ðunÞ ¼ V 0ðunÞ ¼ 0 and V 00ðunÞ > 0 for some un50;
3. V ðuÞ > 0 for each u 2 ðun; 0Þ [ ð0;1Þ;
4. lim infu!1 u2V ðuÞ > 0:
Then, for almost every b 2 ½0; bn; there exists a solution homoclinic to 0 for
the generalised Swift–Hohenberg equation (1), where bn :¼
ﬃﬃﬃﬃﬃ
4a
p
:
Proof. Everything goes the same way as in the proof of Theorem 6 until
we used Hartman–Grobman Theorem. Using the notation of Section 2, we
only have to prove that the alternative wðtÞ ! 2 as t !1 (while wðtÞ > 2
for all t) is excluded in order to conclude the proof. This is done in the next
lemma. ]
Lemma 9. Under the hypotheses of Theorem 8, there exists a neighbour-
hood U of ðun; 0; 0; 0Þ in phase space such that every solution u of the
generalised Swift–Hohenberg equation that enters U satisfies inf t2R uðtÞ4un:
Proof. The case of a saddle-focus was treated before, the only remaining
one is then when ðun; 0; 0; 0Þ is a center. Let 
s1i and 
s2i be the
eigenvalues of the linearised equation at ðun; 0; 0; 0Þ: Consider the case s1=
s2:We choose a T n > 0 such that jexpðis1T nÞ þ 1j4e and jexpðis2T nÞ þ 1j4e
for some small e that will be ﬁxed later. The linearized equation around un
can be rewritten in the form ’X ¼ AX ; where
A ¼
0 1 0 0
0 0 1 0
0 0 0 1
V 00ðunÞ 0 b 0
0
BBB@
1
CCCA:
Let d :¼ ð2T nejjAjjT
n
Þ1: There exists a constant r > 0 such that
ju unj4r ) jV 0ðuÞ  V 00ðunÞðu unÞj4dju unj:
We claim that the ball U :¼ Bððun; 0; 0; 0Þ; r=KÞ fulﬁlls the assertion of the
lemma, where we choose K > 1 so large that any orbit entering the ball U
stays in the ball Bððun; 0; 0; 0Þ; rÞ for at least a time 2T n (such a K exists since
un is an equilibrium point).
Let u be a solution of the generalised Swift–Hohenberg equation which
enters U at, say, t ¼ 0: Let tn 2 ½0; 2T n be a point such that juðtnÞ  unj ¼
maxt2½0;2T n juðtÞ  unj: In case uðtnÞ40 there is nothing left to prove, so let us
assume that uðtnÞ > 0: Then, up to reversing the time, one has that the orbit
stays in Bððun; 0; 0; 0Þ; rÞ for t between tn and tn þ T n: After translation we
may write tn ¼ 0: Clearly juðtÞ  unj5juð0Þ  unj for t 2 ½0; T n:
SMETS AND VAN DEN BERG90Write y :¼ u un; and Y ¼ ðy; y0; y00; y000Þ: Let W be the solution of the
linear equation ’W ¼ AW with W ð0Þ ¼ Y ð0Þ: Deﬁne Z :¼ Y  W ; so that
’ZðtÞ ¼ AZðtÞ þ CðtÞ:
For t 2 ½0; T n one has
jCðtÞjR4 ¼ jV
0ðuðtÞÞ  V 00ðunÞyðtÞj4djyðtÞj4djyð0Þj:
Thus, for 04t4T n;
jZðtÞjR44
Z t
0
jjAjjjZðsÞjR4 dsþ dT
njyð0Þj;
and by Gronwall’s inequality, for 04t4T n;
jZðtÞjR44dT
neT
n jjAjjjyð0Þj41
2
jyð0Þj:
Finally, using the fact that wð0Þ ¼ yð0Þ; one obtains
yðT nÞ4wðT nÞ þ jyðT nÞ  wðT nÞj4wðT nÞ þ jzðT nÞj
4  ð1 cðeÞÞwð0Þ þ 1
2
wð0Þ;
where cðeÞ ! 0 as e! 0: Hence, choosing e sufﬁciently small we conclude
that yðT nÞ is negative.
The case s1 ¼ s2 can be dealt with in an analogous manner, and we will
not give the details here because, being a nongeneric situation, it does not
inﬂuence the statement of Theorem 8. ]
5. THE CASE OF TWO EQUILIBRIA
In this section, we solve the case where possibly just two equilibrium
points exists, one of which is a local minimum of the potential. More
precisely, we assume that
1. V ð0Þ ¼ 0 and V 0ð0Þ > 0;
2. V ðunÞ ¼ V 0ðunÞ ¼ 0 and V 00ðunÞ ¼ a > 0 for some un > 0;
3. V ðuÞ > 0 for each u 2 ð0; unÞ [ ðun;1Þ;
4. lim infu!1 u2V ðuÞ > 0:
We look for homoclinics to un (note the change of notation compared to the
previous sections). Again, the choice we make of the relative positions of the
two zeros is completely arbitrary. We assume that un is an equilibrium of
saddle-focus type, i.e. 05b5bn :¼
ﬃﬃﬃﬃﬃ
4a
p
: We are going to ﬁnd solutions
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range.
Deﬁne the smooth cut-off function
WeðuÞ ¼
0 ifu5 Ae;
Be
2
ðuþ AeÞ
2 if u 2 ½Ae; e;
V ðuÞ if u > e
8><
>:
with
Be
2
ðeþ AeÞ
2 ¼ V ðeÞ and Beðeþ AeÞ ¼ V 0ðeÞ
or explicitly:
Ae ¼
2V ðeÞ
V 0ðeÞ
 e ¼ eþ Oðe2Þ and Be ¼
V 0ðeÞ2
2V ðeÞ
¼
V 0ð0Þ
2e
þ Oð1Þ:
This way We 2 C1: By the results of the previous sections, for almost every
b 2 ½0;bn there exists a sequence ue (for some e! 0) of solutions of
u0000e þ bu
00
e þ W
0
e ðueÞ ¼ 0
with ueðxÞ > Ae for all x 2 R: Without loss of generality we take a global
minimum at the origin. If there exists an e > 0 such that ueð0Þ > e; then ue is a
solution of the nontruncated equation and we have ﬁnished. If not, then
ueð0Þ 2 ðAe; eÞ; u0eð0Þ ¼ 0; u
00
e ð0Þ ¼
ﬃﬃﬃﬃﬃ
Be
p
ðueð0Þ þ AeÞ; u000e ð0Þ40:
The value of u00e ð0Þ comes from the energy, and we have u
000
e ð0Þ40 after
possibly inverting x: We will show that this leads to a contradiction by
investigating the limit e! 0:
Deﬁne ve ¼ ueþAeeþAe : Then ve satisﬁes
v0000 þ bv00 þ
1
Ae þ e
feðvÞ ¼ 0;
where one calculates that
feðvÞ ¼
0 if v50;
V 0ðeÞv if v 2 ½0; 1;
V 0ððAe þ eÞv AeÞ if v > 1:
8><
>:
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veð0Þ 2 ð0; 1Þ; v0eð0Þ ¼ 0; v
00
e ð0Þ ¼
ﬃﬃﬃﬃﬃ
Be
p
veð0Þ; v000e ð0Þ ¼
u000e ð0Þ
Ae þ e
40:
We distinguish two cases (possibly after taking a subsequence)
ðiÞ
u000e ð0Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ae þ e4
p is bounded; ðiiÞ u000e ð0Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ae þ e4
p ! 1 as e! 0:
Case (i): Use the rescaling
weðyÞ ¼ veðxÞ with y ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ae þ e4
p x:
One obtains
w0000e þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ae þ e
p
bw00e þ feðweÞ ¼ 0;
and (since
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
BeðAe þ eÞ
p
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
V 0ðeÞ
p
)
weð0Þ 2 ð0; 1Þ; w0eð0Þ ¼ 0; w
00
e ð0Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
V 0ðeÞ
p
weð0Þ;
w000e ð0Þ ¼
u000e ð0Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ae þ e4
p 2 ðC; 0;
for some C > 0 (since we are in Case (i)). Taking a converging subsequence
we ! w we obtain in the limit
w0000 þ f ðwÞ ¼ 0 with f ðwÞ ¼
0 if w50;
V 0ð0Þw if w 2 ½0; 1;
V 0ð0Þ if w > 1;
8><
>:
and
wð0Þ 2 ½0; 1; w0ð0Þ ¼ 0; w00ð0Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
V 0ð0Þ
p
wð0Þ; w000ð0Þ 2 ðC; 0:
If wð0Þ=0 then, since w000050 as long as w > 0; this implies that w becomes
negative, a contradiction (w is a limit of positive functions). If
wð0Þ ¼ w000ð0Þ=0 then we stays close to 0 for very long times for small e:
On the other hand we oscillates (since it is close to a saddle-focus) with a
HOMOCLINIC SOLUTIONS 93frequency of approximately V 0 ð0Þ1=4 23=21 for small e; so that we becomes
negative (cf. Sect. 2), a contradiction.
Case (ii): Use the rescaling
weðyÞ ¼ veðxÞ with y ¼
ju000e ð0Þj
Ae þ e
 1=3
x:
Write ke ¼ ð Aeþeju000e ð0ÞjÞ
1=3; then ke ¼ ð
ﬃﬃﬃﬃﬃﬃﬃ
Aeþe
4
p
ju000e ð0Þj
Þ1=3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ae þ e4
p
! 0 as e! 0: One
obtains
w0000e þ k
2
e bw
00
e þ k
4
e feðweÞ ¼ 0;
and
weð0Þ 2 ð0; 1Þ; w0eð0Þ ¼ 0; w
00
e ð0Þ ¼
ﬃﬃﬃﬃﬃ
Be
p
k2eweð0Þ; w
000
e ð0Þ ¼ 1:
Taking a converging subsequence we ! w we obtain in the limit w0000 ¼ 0;
and, since by assumption (we are in Case (ii))
ﬃﬃﬃﬃﬃ
Be
p
k2e ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
BeðAe þ eÞ
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃAe þ e4p
ju000e ð0Þj
 !2=3
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
V 0ðeÞ
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃAe þ e4p
ju000e ð0Þj
 !2=3
! 0;
one has
wð0Þ 2 ½0; 1; w0ð0Þ ¼ 0; w00ð0Þ ¼ 0; w000ð0Þ ¼ 1:
Clearly w becomes negative, a contradiction.
Remark 10. When V ð0Þ ¼ V 0ð0Þ ¼ 0 and the potential has a zero on either
side of 0; then the method developed in Sections 2–5 can be applied as well.
To be precise, suppose there are points u1505u2 such that V ðu1Þ ¼ V ðu2Þ ¼
0 and V ðuÞ > 0 on ðu1; u2Þ=f0g; and the nondegeneracy conditions V 0ðu1Þ > 0
or V 00ðu1Þ > 0 and V 0ðu2Þ50 or V 00ðu2Þ > 0 are satisﬁed. Then for almost all
b > 0 for which 0 is of saddle-focus character there exists a homoclinic
solution to 0:
6. THE SUSPENSION BRIDGE EQUATION
Travelling waves localised in space for the suspension bridge equation,
@2u
@t2
¼ 
@4u
@x4
þ V 0ðuÞ; ð7Þ
SMETS AND VAN DEN BERG94were studied by Chen and McKenna [4]. The Ansatz uðt; xÞ ¼ vðx ctÞ yields
the proﬁle equation:
v0000 þ c2v00 þ V 0ðvÞ ¼ 0;
which has the same form as those studied in the previous section. Existence
of solutions was proved in [4] under the following assumptions:
1. V 2 C2ðRÞ; V 0ðuÞ ¼ maxf0; ug  1þ gðuÞ;
2. gð1Þ ¼ g0ð1Þ ¼ 0;
3. ðu 1Þg00ðuÞ40 for all u=0;
4. 9K0 > 0 such that jg00ðuÞj4K0 for all u=0:
There, the authors asked if one could remove these limitations, as numerical
evidence suggests. In particular, can one have V ðuÞ ¼ eu  u 1; which is
the potential used in [4] for the numerics.
Indeed, the analysis of Section 2 still applies here. The absence of a second
well even makes things simpler, since the bound on the L2 norm for vn
readily follows from that on jv0njL2 ; jv
00
n jL2 and Jb:
We obtain:
Theorem 11. Assume that V satisfies the following hypotheses:
1. V ð0Þ ¼ V 0ð0Þ ¼ 0 and V 00ð0Þ ¼ a > 0;
2. lim supu!1 V ðuÞ=juj
2 ¼ 0;
3. V ðuÞ > 0 for each u=0;
4. lim infu!
1 u2V ðuÞ > 0:
then for almost all c 2 ½
ﬃﬃﬃﬃﬃ
4a4
p
;
ﬃﬃﬃﬃﬃ
4a4
p
; there exists a travelling wave solution for
Eq. (7), with profile in H2ðRÞ:
Proof. The proof follows the same lines as that of Theorem 6; just
notice that the equivalent of Lemma 4 still holds thanks to Assumption 2
above. ]
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