Abstract-Massively parallel processor-per-pixel single-instruction multiple data arrays are being successfully used for early vision applications in smart sensor systems; however, they are inherently inefficient when executing algorithms involving propagation of binary signals, such as the geodesic reconstruction. Yet, these algorithms, at the interface between pixel-level and object-level image processing, should be implemented on the vision chip to facilitate data reduction at the sensor level. A cellular asynchronous network is presented in this paper, which can be used to execute binary propagation operations. The proposed circuit is optimized in terms of speed and power consumption. In 0.35-m technology, the simulated propagation speed is 0.18 ns per pixel and the total energy expended per propagation is 0.37 pJ per cell. In this brief, implementation issues are discussed and simulation results including image processing examples are presented.
I. INTRODUCTION
L OW-LEVEL image processing problems exhibit a high degree of parallelism and can be efficiently executed on massively parallel processor arrays, operating according to the single-instruction multiple data (SIMD) principle. In particular, digital [1] , [2] and analog [3] , [4] processor arrays have been demonstrated which not only exploit the fine-grain parallelism of the algorithms, assigning a processing element to each single pixel in the image, but also integrate image sensors for parallel optical image input. Ideally, such "smart sensors" should perform some medium-level image processing algorithms as well, so that the amount of data transmitted off-chip is significantly reduced [5] , [6] . This involves the transition from pixel-wise local operations to global (e.g., object-based) operations.
A computer vision algorithm often requires a selection of one of the objects in the image, identified by a marker, for further processing. In the case of binary images, this operation is called "geodesic reconstruction" and is extensively used as a part of many image processing routines. Geodesic reconstruction, illustrated in Fig. 1 , can be easily implemented on an SIMD array 
where are elements of an array corresponding to pixels in the input image (objects are represented by logic "1," background by logic "0") and where are the pixel elements of an array corresponding to the "next state" of the system, while , , , and are the pixel's neighbor elements of the array (in the North, East, West, and South direction, respectively) corresponding to the "present state" of the system. An appropriate boundary condition "0," is also required for neighbors outside the array. The state array is initially set to "0" everywhere, except for the pixel at the marker location where it is set to "1." The iteration of (1) produces a stable solution after a number of iterations. In this simple case, the von Neumann connectivity (4-neighbors) in the pixel-wise SIMD array is assumed, and the operation could be formulated in terms of cellular automata operation as follows: "set next state to 1 if the state of at least one of the immediate neighbors is equal to 0 and the input is equal to 1." As an example, consider a series of illustrations in Fig. 1 , depicting the evolving state image obtained as a result of the iteration of (1), with input shown in Fig. 1(a) . The algorithm works via a propagation of a binary wave, which starts at the marker location, and spreads to fill the entire object. Apart from object reconstruction, this "flood-fill" operation is commonly used to detect holes in binary objects, as illustrated in Fig. 2 (in this case, the "object" being reconstructed is the background of the original image and the operation is initiated along the boundary).
Although the propagation algorithm is simple, yet, the implementation of this algorithm on a synchronous SIMD machine is not efficient. Firstly, it takes a long time to complete. The number of required iterations is usually large and it depends on the shape and the size of the object in the input image. Without prior knowledge about the input image, either an arbitrary maximum number of iterations (possibly larger than the dimension of the array) is applied, or a test (involving global logic operation) is performed at arbitrary intervals to detect whether the propagation has stopped. Secondly, since the operation described by (1) is repeatedly executed by all the processors in the SIMD array, the propagation algorithm is not efficient in terms of power consumption. Consider that each pixel in the image needs to change only once during the entire propagation, i.e., in an optimized case, only the logic functions corresponding to pixels at the front of the wave propagating in need to be evaluated at each iteration step.
Yet, since binary propagation is often used in real-time computer vision, it is important that it can be executed quickly and efficiently on general-purpose image processing arrays. The inherent inefficiency of SIMD implementation of propagation operations was discussed in [7] , where an asynchronous (continuous-time) solution to the problem was presented. A global logic unit, capable of performing asynchronous propagation operations, was presented in [6] . Another continuous-time approach, based on the propagation of a "trigger-wave" in an excitable medium [8] was demonstrated using analog cellular neural networks (CNNs) [9] .
In this brief, an asynchronous Boolean network is presented [10] . This network is intended to complement a pixel-parallel SIMD array processor, and provide it with a facility to rapidly and efficiently execute geodesic reconstruction and other trigger-wave propagation based operations (e.g., hole filling). In contrast to previously reported solutions, the circuit is optimized in terms of its power consumption and the speed of operation. The circuit is presented in Section II, the efficiency of the implementation is discussed in Section III together with some circuit alternatives, circuit simulations, for example, image processing operations and a discussion of these results are presented in Section IV, while Section V concludes the paper.
II. ASYNCHRONOUS CELLULAR LOGIC ARRAY
A conceptual logic diagram of the proposed asynchronous cellular logic array (ACLA) is shown in Fig. 3 . The logic function implemented by each cell circuit is that of (1); however, instead of a synchronous iteration there is a direct coupling between the output y of one cell and the inputs of its neighboring cells, in the two-dimensional (2-D) network. This coupling facilitates the asynchronous propagation. It should be noted, that the functionality of the ACLA could be achieved by configuring the circuit presented in [6] ; the circuit discussed in [7] also achieves equivalent operation. Here, a compact, high-speed and low-power circuit implementation of this operation is proposed. The cell is implemented using the dynamic logic circuit shown in Fig. 4 , and a domino-effect is exploited to optimize the power efficiency of the entire network. The operation of the circuit is as follows.
A. Phase I-Precharge
Initially the inputs and are set to logic "0" and the node is discharged to ground (i.e., logic "0") by closing the switch . Then, the node is charged up to (i.e., logic "1") by closing the switch . The switches , and are then opened. At this stage, we have "1" and "0" and these nodes are put in a high-impedance state. The corresponding pixel of the input image is applied to the input (the "object" pixels, where the wave will propagate are represented by logic "1"), but since "1" switch is open, and so the logic values at and remain as they were. At this stage, the circuit is prepared for the asynchronous propagation.
B. Phase II-Propagation
The propagation is initiated by applying logic "1" to the input of one of the cells, in the array, thus indicating the location of the marker. (Note that a "marker image" could also be used by applying "1" to several cells). Applying "1" will result in triggering the propagation, since becomes "0" at the marker location (the node is discharged via ), which in turn leads to the output y switching to "1" (node charged up via ) if the input at this location is equal to "1." The output going high will then trigger neighbor cells, their nodes being discharged to "0" via transistors , , , and . This will in turn lead to their nodes being charged up to "1," which will trigger further neighbor cells and so forth. Note, that this propagation is conditioned by the state of the input at each cell, since the node can only be charged up to "1" if the input is equal to "1." 1 Otherwise (when "0") the cell output remains equal to "0." The propagation continues in this fashion until the trigger-wave reaches all cells belonging to objects defined by , marked by . The result of the processing can then be then read from the output .
III. IMPLEMENTATION ISSUES
While the operation of the proposed ACLA can be seen as a straightforward asynchronous implementation of (1), the essential feature of the circuit in Fig. 4 is that it minimizes the overall power consumption associated with trigger-wave propagation. There are only two nodes per cell ( and ) where logic functions are evaluated, and each of the circuit nodes is charged up to and discharged to ground only once (at most) during the entire propagation. There are no static currents (apart from leakage currents) in the circuit, and at no point (even during switching) is there a direct path from to ground. The maximum total energy per cell required to carry out the operation can therefore be estimated as equal to (2) where the capacitances are the capacitances of the six circuit nodes ( , , , , , and ) to ground. In most cases, the total energy will be smaller, as it depends on the number of 1's and 0's in the input, output, and marker images in each particular case.
The node capacitances are mostly due to transistor gate and drain capacitances (to minimize these minimum allowable size transistors should be used), although in practical implementations the effect of parasitic capacitances of wires etc. has to be accounted for. This will not, however, change the fact that the proposed method of trigger-wave generation is, in terms of its power efficiency, very close to the limit of what can be achieved in the CMOS technology.
The network could be further optimized by using complementary cell circuits shown in Fig. 5 , distributed across the array according to a chequerboard pattern. Each "n-type" cell 1 It should be noted that input u provides current to charge up the output node y, therefore it should be actively driven when in logic state "1." The output stage/buffer required to provide this drive has not been included in the simulations presented in this paper. connects to four "p-type" neighbors and vice-versa. The propagation follows the domino-effect of charging-down the output nodes of "n-type" cells, and charging-up the output nodes of "p-type" cells. The inputs and markers should also be inverted for half of the pixels in the array, according to the chequerboard pattern. In this configuration, the maximum number of nodes that is charged and discharged in one propagation operation is reduced to the absolute minimum (with one evaluation node per cell only). At the same time, the propagation time is reduced to the absolute minimum (one gate delay per cell only) as well. However, in practice, the time and energy gains obtained during the propagation in such an array would be offset by the need to invert half of the pixels in the input image to produce a chequerboard pattern for stimulation, and similarly, to obtain an output image after the propagation. It is therefore expected that the circuit shown in Fig. 4 will be of greater practical use than the alternatives shown in Fig. 5 .
It is also worth pointing out, that with a simple modification, shown in Fig. 6(a) , the ACLA circuit can be used in a synchronous configuration. In this case switches and are introduced, controlled by global signals and . The introduction of these switches creates dynamic latches. Synchronous operation is achieved by applying the same clock signal to and during the propagation phase (using two separate global clock lines simplifies the precharge phase, it also allows the circuit to be used both in the synchronous and in the asynchronous mode). While the synchronous configuration reduces the propagation speed, which is determined by the clock, the power consumption of the network remains very low (the only additional energy expended in the synchronous case, in addition to that due to increased node capacitances introduced by the extra transistors, is that required to clock the switches). The synchronous operation might be of use, if a more sophisticated control of the propagation operation is required.
Four separate transistors, controlled by signals , , , and , could also be used to control the propagation, as illustrated in Fig. 6(b) . The propagation can be then selectively disabled/enabled in each direction. This works both for asynchronous and synchronous propagation. In fact, the circuit in Fig. 6(b) offers a compact implementation of a global logic unit proposed in [6] .
If the circuit is to operate in a vision chip, i.e., with photosensors integrated on the same substrate, then it is important to ensure that photo-induced leakage currents do not impair the functionality of the network. The asynchronous propagation in the proposed network is very fast, thus the leakage problem should not be very significant. For further protection, and in the synchronous case, appropriate sizes of p-type and n-type diffusion regions (i.e., drains of the transistors in Fig. 4 ) connected to the evaluation nodes can be used, so that the total effect of photocurrents is that of charging up node , and discharging node (see Fig. 3 ). This will ensure that no false triggering can occur in the network due to leakage currents.
IV. SIMULATION RESULTS AND DISCUSSION
The operation of the proposed ACLA circuit has been confirmed via computer simulations. For that purpose the cell was modeled using minimum-size transistors from a standard 0.35-m CMOS technology. A 20 20 array of cells has been simulated with SPICE, with a supply voltage set at 2.5 V (although a lower voltage operation is easily achievable, if required).
The effect of the wave propagation in the network is illustrated in Fig. 7 . This figure was obtained by plotting the results of the transient SPICE simulation, so that the voltages at nodes of the cells form images, in which the pixel brightness corresponds to the voltage level, white is 2.5 V (logic "1"), black is 0 V (logic "0"). In this simulation, the inputs were set to "1" and the propagation was triggered by setting a single-pixel marker in the centre of the array. The state of the array, at various points in time can be observed in Fig. 7 . It is interesting to note, that the boundary of the propagating wavefront forms a circular shape, rather than a "diamond" shape, which is obtained in a synchronous system implementing iteratively the (1), as could be seen in Fig. 1 . This can be simply explained by the fact, that the speed of the OR gate in the cell circuit is increased if a greater number of its inputs is in logic state "1," since more than one transistor is then discharging the node . Therefore, the cells at 45 from the centre of the marker are switching somewhat faster than those positioned at right angles. A more detailed insight is of course obtained by considering the magnitudes of the transistor currents and node voltages during the transition period, i.e., analog circuit analysis, as shown by the SPICE simulation. It should be also noted, that in a physical implementation, the transistor mismatch, noise, and asymmetry in layout will lead to variation in propagation speed, affecting the shape of the wavefronts during propagation. However, this will not affect the final (stable) result of the propagation operation.
The geodesic reconstruction operation performed by the proposed circuit is illustrated in Fig. 8 . The input image containing several objects was applied to the network, while the propagation was triggered by placing a marker inside one of the objects. The result of the geodesic reconstruction operation is clearly demonstrated.
Closed curve detection (or hole filling)-is shown in Fig. 9 . In this case the marker was placed in the bottom-right corner of the image (although in practice it would be better to trigger all pixels along the border of the array, to reduce the overall propagation time). The result of the asynchronous propagation operation can be easily combined with the original image, for example to delete the nonclosed curves.
The similarity of the network's behavior to an analog CNN generating a trigger-wave [9] is apparent. Indeed, according to a more general formulation of the CNN paradigm [11] , the ACLA can be viewed as a CNN. However, it has to be emphasised, that unlike many CNN implementations [4] , [12] , which essentially implement logic functions via analog addition and threshold method, the asynchronous cellular logic network proposed in this paper exhibits a critically important feature: that of minimal power consumption. At the same time, the propagation speed is very high. For the SPICE simulations shown in Figs. 6-8, the duration of the asynchronous propagation is between 3 and 7 ns.
The simulation results indicate that the propagation occurs with a speed of approximately 0.18 ns per pixel. The total energy expended per propagation was simulated to be equal to 0.37 pJ per cell. To put these figures in some perspective, consider an array of 128 128 cells, which could be easily integrated as a part of a single-chip SIMD processor array. Using the asynchronous propagation network, the entire trigger-wave operation completes in a few tens of nanoseconds. We shall note, that the obtained speed of operation corresponds to a synchronous SIMD array operating with a 27-GHz clock (assuming, that the operation described by (1) would require 5 clock cycles on a typical bit-serial SIMD processor, with a simple two-argument ALU and one-neighbor-at-a-time connectivity), which would imply an equivalent computational performance of over 440 trillion logic operations per second for a 128 128 array. At the same time, consider a case where the asynchronous array is used in a real-time computer vision application, for example to perform 100 geodesic reconstructions per each image frame, at the processing speed of 30 frames/s. The total power consumption contributed by the asynchronous propagation array to the overall power consumption of the system in this application (3000 reconstructions/s) would be only 1.1 nW per pixel, or 18.2 W per 128 128 array. These figures do not take into account capacitances that would be created by physical layout, but on the other hand are based on a 0.35-m digital CMOS technology, which can be easily replaced today by a lower scale technology.
V. CONCLUSION
An asynchronous cellular logic array has been presented. The circuit employs dynamic logic to facilitate propagation of a trigger-wave, providing means of executing continuous binary morphology operations, such as geodesic reconstruction, with extremely high speed and extremely low-power consumption. The operation of the network has been confirmed by circuit simulations, using a 0.35-m CMOS technology model. Scaling-down of the technology and power supply voltage will improve the speed and power consumption even further, while reducing the overall area required for the implementation of the circuit. It is expected, that the proposed network will find applications as a "co-processor" to SIMD arrays, particularly those operating as smart image sensors. The proposed cell circuitry is compact enough to be easily integrated into each processing element of a pixel-per-processor array. This integration will dramatically improve the performance, speed, and efficiency of the SIMD array when executing the often-required binary propagation operations.
