Abstract-Time delays significantly compromise the performance of wide-area measurement and control system and thus may jeopardize the stability of cyber-physical power systems (CPPS). A delayed CPPS (DCPPS) has a transcendental characteristic equation, leading to an infinite number of eigenvalues basically unsolvable by traditional eigen-analysis methods. In this paper, an explicit infinitesimal generator discretization (EIGD) approach is presented to tackle the traditionally intractable problem. First, the delayed differential equation of DCPPS is transformed to an ordinary differential equation by using an operator called infinitesimal generator. The operator is then optimally discretized, resulting in a highly structured, sparse and explicit approximant matrix. By exploiting the sparsity of the matrix and that of system matrices, the rightmost eigenvalues of the original DCPPS can be accurately computed. The contributions of the EIGD approach lie in the following: 1) it forms a theoretical foundation for accurately obtaining the critical eigenvalues of a CPPS with multiple delays; 2) it constructs a highly structured approximant matrix that enables efficient eigen-analysis of a large DCPPS by making full use of sparsity techniques; and 3) it integrates the shift-invert transformation, Arnoldi algorithm, Newton correction and eigen-sensitivity to form a computational framework for the analysis of large DCPPS. The accuracy, efficiency and scalability of EIGD have been extensively studied and thoroughly validated on the two-area four-machine test system and a practical large transmission grid.
DDAE
Delayed differential and algebraic equation. 
DDE

F
OLLOWING the major blackouts in 1996 and 2003, WAMS using PMUs has been widely adopted in the North American power grids [1] . The U.S. Department of Energy's statistics indicate that 1126 PMUs have been installed as of 2013 [2] towards building future wide-area protection and control involving PSSs, HVDC systems and FACTS devices [3] - [5] . The power grids are therefore evolving into complex CPPS. A salient characteristic of CPPS, however, is the heterogeneous latency in transmitting and processing wide-area signals, leading to time delays ranging from tens to several hundred milliseconds [6] . According to a test in [7] , the WAMS latency was found in a range between 250 and 740 ms. A recent study conducted by EPRI shows that the maximum latency of wide-area measurements may reach 460 ms [8] . Time delays can significantly jeopardize the performance of CPPS. Especially, for the wide-area damping control functions where control actions often need to be taken in the order of tens of milliseconds, time delays would weaken the damping effect causing sustained low frequency oscillations. Therefore, it is critical to accurately evaluate the impacts of time delays on power system small signal stability so that engineers can use the information in designing wide-area damping controllers adaptive to stringent time delays [9] .
Lyapunov-Krasovskii functional technique has emerged as a time domain method to evaluate small signal stability with single communication delay. This approach, however, is inherently conservative and its accuracy is further compromised when model reduction is adopted for analyzing large CPPS [5] . On the other hand, frequency domain analysis (i.e., 0885 -8950 © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
eigen-analysis), although traditionally dominating, faces significant challenges in considering time delays in CPPS. This is because a DCPPS has a transcendental characteristic equation with an infinite number of eigenvalues basically unsolvable by traditional eigen-analysis methods. For DCPPS, it is therefore critical to reduce the infinite eigenvalue problem into a finite one. A typical approach is to recast the transcendental characteristic equation into an algebraic polynomial by substituting an exponential delay term with a first-order lead-lag block (known as Rekasius's substitution) [10] . This approach, however, can only accurately compute eigenvalues on the imaginary axis whereas it cannot catch eigenvalues elsewhere. In addition, Padé rational polynomial approximations to the exponential delay terms have been widely used in designing wide-area damping controllers considering time delay effects [11] , [12] . However, the effectiveness and accuracy of Padé approximation have not been rigorously verified, making it prone to missing or spurious solutions. This paper offers a different solution framework for effective eigen-analysis of large DCPPS based on an EIGD. The new method consists of two core techniques, viz., infinitesimal generator reformulation and Chebyshev discretization. First, the infinitesimal generator is used to transform the DDAEs (which can be further reduced to DDEs by eliminating algebraic variables) of DCPPS into an ODE on a Banach space [13] . Then, a set of discrete points distributed in the past time interval which is determined by time delays are selected as shifted and scaled zeros of a Chebyshev polynomial [14] . At these points, the infinite infinitesimal generator is optimally discretized, resulting in a sparse, explicit and finite-dimensional approximant matrix. Finally, sparse eigenvalue techniques, such as Arnoldi algorithm, combined with Newton correction, are implemented by exploiting sparsities in both the approximant matrix and power system matrices to accurately and efficiently compute critical eigenvalues of DCPPS.
The contributions of this paper are threefold. 1) EIGD lays the theoretical foundation for accurately computing the rightmost eigenvalues of a CPPS with multiple time delays. 2) A highly structured, sparse and explicit approximant matrix for the infinitesimal generator is built, enabling the use of sparsity techniques in eigen-analysis of a large DCPPS. 3) A computation framework integrating shift-invert transformation, Arnoldi algorithm, Newton's method and eigenvalue sensitivity has been established for analyzing complex DCPPS.
The rest of the paper is organized as follows. Section II formulates the eigenvalue problem for DCPPS. Section III establishes the theoretical foundation of EIGD. EIGD-based numerical algorithm is detailed in Section IV. The effectiveness of the presented approach is validated in Sections V and VI, followed by Section VII that concludes the paper.
II. SYSTEM MODELING AND PROBLEM FORMULATION
A. Modeling of DCPPS
Let
be the state variable vector at current time , consisting of state variables of dynamic components, e.g., generators and the associated excitation systems, HVDC systems and FACTS devices, as well as supplementary damping controllers on them, etc.
is the algebraic variable vector, i.e., bus voltages.
Intuitively, the dynamics in DCPPS should consist of two parts. The first part represents the connectivity and interaction of power system dynamic components and is free of time delay. The second part describes the interfaces between the components and wide-area damping controllers, which introduce time delays to the system. Remote measurements for observing inter-area oscillation modes, such as relative rotor angles and active power deviation of tie-lines, are normally selected as input signals for wide-area damping controllers. The controllers then generate control signals and feed them back to the physical power system. Those measurements and control signals can always be represented by and . Therefore, mathematically, the dynamics of DCPPS around an equilibrium can be derived as follows:
where are time delays. The maximum delay among is . and are linearized system matrices. Here, is a block diagonal matrix, while and are very sparse. With lumped-parameter model of transmission lines, power network can be represented as linear algebraic equations and are decoupled for different time instants [15] (2) where are linearized system matrices. In the steady state and for any instant , and . Thus it can be concluded from (2) that and , where has the same structure as nodal admittance matrix except that each complex element is expanded into a 2 2 real block [16] .
Equations (1) and (2) form the model for small signal stability analysis of DCPPS.
B. Eigenvalue Problem of a DCPPS
Since are non-singular, eliminating and in (1) using (2) yields the following DDEs:
where is a dense matrix of system states, and are sparse matrices of delayed system states:
The characteristic equation corresponding to (3) is (6) where is an eigenvalue and is the corresponding eigenvector.
Equation (6) can be rewritten in an augmented form (7) where is an ancillary vector and
The small signal stability of DCPPS can be analyzed by using Lyapunov's first method [17] . If all eigenvalues of (6) and (7) have negative real parts, the DCPPS (3) is asymptotically or small signal stable at . If there exists an eigenvalue with a positive real part, the system is unstable.
However, both (6) and (7) are transcendental and have an infinite number of eigenvalues, which are basically unsolvable by traditional eigen-analysis methods. To resolve the challenge, an EIGD approach for computing critical eigenvalues of large DCPPS is presented.
III. THEORETICAL FOUNDATION: EIGD-BASED EIGEN-ANALYSIS
The fundamental idea of EIGD is to transform the DDEs of DCPPS into an ODE, and then obtain a set of critical eigenvalues from an approximant matrix corresponding to the ODE's coefficient. It is detailed as follows.
A. Problem Reformulation Using Infinitesimal Generator
Since the state variables are continuously differentiable for any , it can be proved that (3) can be reformulated as an abstract ODE on a Banach space [13] : (10) where the coefficient is called an infinitesimal generator of a strongly continuous semigroup and is a continuously differentiable function. The solution of (10) relates to that of (3) by , . According to the Spectral Mapping Principle [18] , eigenvalues of equal to those of the original DCPPS, which means one can compute eigenvalues of the DCPPS from instead. However, finding eigenvalues of is an infinite-dimensional problem on a Banach space. Therefore, one needs to discretize first, and then obtain a reduced set of eigenvalues from a finite-dimensional approximant matrix.
B. Chebyshev Discretization of Infinitesimal Generator
To discretize , one can first form a mesh with distinct discretization points on the interval , where nonzero grid points are chosen as the scaled and shifted zeros of an th-order Chebyshev polynomial of the second kind [14] . Equation (10) can then be discretized over , which transforms the eigenvalue problem of (3) into a generalized eigenvalue problem. Solving the generalized eigenvalue problem gives an approximant matrix of [14] : (11) where and are a companion-type matrix and a block upper-triangular matrix, respectively . . . 
Notice that is the th-order Chebyshev polynomial of the first kind. Now the infinite-dimensional is reduced into a finite-dimensional . This process is called the EIGD, through which one can solve a reduced set of critical eigenvalues of the DCPPS from without having to solve the infinite eigenvalue problem.
C. Features of EIGD
EIGD has the following unique features:
• It is explicit. When analyzing a large DCPPS, , i.e., , should be solved for eigenvalues. Fortunately, has the same block structure as . The th element of the first block row of can be explicitly expressed as . This explicitly allows one to fully exploit the sparsity of system matrices and makes it particularly suitable for solving large DCPPS, as can be seen from (4), (5), and (12) . Actually, this is how the name EIGD got its name.
• and are highly structured. The number of non-zero entries in is and that of is less than , while the total number of elements for each matrix is . Since , both and are very sparse. These features guarantee the high efficiency of EIGD in processing large DCPPS. On the contrary, traditional IGD approach [19] - [21] featured by an implicit approximant matrix (denoted as IIGD) suffers from huge computational burden and high memory requirement and is only applicable to small DCPPS.
Besides, the accuracy of EIGD is theoretically guaranteed [22] ; in particular, the calculated eigenvalue of has a low error bound of . Another important property is that all those inaccurate and diverged eigenvalues calculated from always locate to the left of the accurate (converged) ones. This means that EIGD can always capture the most important eigenvalues locating on the right side.
In summary, the new approach has guaranteed efficiency, accuracy and scalability for large DCPPS.
IV. SCALABLE EIGD FOR ANALYZING LARGE DCPPS
Enabling the scalability of EIGD is of critical importance because in the real world, many DCPPS are large complex systems. The calculation of eigenvalues for already large DCPPS is even more challenging. To achieve the scalability, four major techniques are introduced.
A. Shift-Invert Transformation
Normally, sparse eigenvalue techniques aim at finding a group of eigenvalues with largest moduli [23] . However, critical eigenvalues that determine the small signal stability of DCPPS are always close to the imaginary axis leading to much smaller moduli than those of other eigenvalues. To facilitate the use of sparse eigenvalue techniques, the shift-invert transformation is applied to the approximant matrix to shift the desirable eigenvalues so that they become dominant in moduli.
Suppose one would like to compute a set of eigenvalues close to a number . First, all eigenvalues are shifted by . This can be achieved by replacing with in (6):
where After the shift operation, the approximant matrix becomes . The inverse of can be written as (14) where the inverse of can be explicitly expressed by . . .
Notice that and can be obtained by replacing with in (8) and (9), respectively.
B. Sparse Eigenvalue Computation Using Arnoldi Algorithm
The implicitly restarted Arnoldi algorithm [24] is employed to compute a specified number of eigenvalues with largest moduli from . In the algorithm, the most expensive operation is the matrix-vector product to generate Krylov sequences. Let be the th Krylov sequence, then can be computed as listed in Algorithm 1. 
Algorithm 1 Matrix
11: return
In Algorithm 1, steps 5 and 9 are the most computationally intensive. To cut down the burden, the power method and inverse power method [25] are applied to the two steps (see the Appendix), respectively, by fully exploiting the sparsity of system matrices. In total, the computational burden of Algorithm 1 is nearly times of the burden of computing the same number of eigenvalues of the system without delays.
Once an eigenvalue is obtained from , the eigenvalue of can be transformed back by . The eigenvector corresponding to can be directly estimated by the first entries of the Krylov sequence [14] .
C. Newton Correction
The eigenvalues and eigenvectors obtained in Section IV-B are still estimates of true solutions. Therefore, Newton's method is applied to search for true solutions. Equation (7) can be linearized into (15) where and are estimates of eigenvalue, eigenvector and ancillary vector at the th iteration, respectively, and denotes the deviation of the augmented characteristic equation at the th iteration.
The correction vector can then be obtained
D. Eigenvalue Sensitivity to Time Delay
Some eigenvalues of DCPPS are more sensitive to the variation of time delays, while others are less sensitive because they are more correlated to system states at the current time. A new metric is introduced to distinguish these two kinds of eigenvalues as follows: (17) where is the left eigenvector associated with . The eigenvalue sensitivity metric can also be used to quantify the impact of time delays in the cyber network on the small signal stability of DCPPS.
E. Flowchart of EIGD
A computational flowchart is given in Fig. 1 to show the general procedure for analyzing large DCPPS with EIGD. It consists of five main steps, i.e., specifying parameters, modeling the DCPPS, Arnoldi iteration, Newton correction, and eigenvalue sensitivity analysis.
V. CASE STUDY I: TWO-AREA FOUR-MACHINE SYSTEM
The well-known two-area four-machine test system [26] as depicted in Fig. 2 is extensively studied to validate the correctness, accuracy and efficiency of EIGD. In all test cases, two constant wide-area time delays are considered.
A. Modeling of the System
The system is operating with area 1 exporting 400 MW to area 2. Each generator is equipped with a thyristor exciter with high transient gain and a PSS using rotor speed as input. A wide-area damping controller is installed on in area 1. The controller has the same lead-lag structure as a PSS and uses the relative rotor speed between and (in area 2) as the wide-area feedback signal. The gain of the controller and the time constant of the wash-out block . The time constants of two lead-lag blocks are and , respectively. Time delays in feedback and output of the controller are assumed to be and , respectively. There are 56 state variables and 22 algebraic variables. Other data for the system can be found in [26] .
All tests are carried out using MATLAB on an Intel 3.4-GHz computer with 8 GB of RAM. The number of guard-vectors for the implicitly restarted Arnoldi algorithm is , where is the number of eigenvalues to be computed. The tolerance for the algorithm is . In Newton correction, the maximum allowed number of iterations is 20 and the tolerance .
B. Correctness of in Approximating
Since constructing the approximant matrix is the foundation of EIGD, it is critical to validate the correctness of in approximating . This is achieved by comparing critical eigenvalues of against those of . For a large of 50, the size of is . All eigenvalues of , i.e., , are obtained through QR algorithm. Then, those eigenvalues are used as initial guesses for the Newton's method so that a reduced set of accurate eigenvalues of , i.e., , are obtained (see Fig. 3 and column 2 of Table I ). 
TABLE I EIGENVALUES OF AND THEIR SENSITIVITIES TO TIME DELAYS
The first and second sub-columns contain the required number of Newton iterations for eigenvalues of computed by QR and EIGD for , respectively.
It can be seen from Fig. 3 that in the region of Re and Im as well as the neighborhood of ( 100, 0), the eigenvalues of coincide with those of . Other eigenvalues of are diverged and locate to the left of the converged ones. Fortunately, those rightmost eigenvalues of are sufficient already for small signal stability analysis of DCPPS, as seen from Fig. 4 .
The accuracy of a converged eigenvalue can be measured by the number of Newton iterations to obtain it. As can be seen in column 4 of Table I , all eigenvalues converge within 10 iterations. Among the converged eigenvalues, those with higher imaginary parts need more iterations. In fact, those eigenvalues are significantly influenced by delays (see eigenvalue sensitivities to time delays in column 3 of Table I ), leading to lower accuracy. Moreover, have high frequencies beyond the range of electro-mechanical oscillation modes and do not affect small signal stability of DCPPS, which is a desirable feature of EIGD.
The final step of this test is to examine the relationship between the accuracy of and the granularity of Chebyshev discretization. As seen from Fig. 5, when and 40, eigenvalues up to and can be accurately captured already. When using a very fine granularity of , only six more eigenvalues can be captured than those with . Obviously, a low granularity of results in an sufficiently approximating , while further increasing does not provide any more useful information.
C. Accuracy of EIGD
Now, we illustrate the accuracy of EIGD. Given and a small shift point , EIGD can enumerate eigenvalues of close to , as shown in Fig. 6 . After less than 2 Newton iterations (see column 5 of Table I ), EIGD obtains the most critical eigenvalues . Those rightmost eigenvalues are sufficient for the analysis of DCPPS.
The accuracy of EIGD is further compared with that of IIGD [19] - [21] . Assume the approximant matrix of for IIGD is . As shown in Fig. 6 , and computed by EIGD and IIGD respectively are nearly identical, except that IIGD can obtain one extra eigenvalue of than EIGD. Table II summarizes computational time of EIGD, IIGD and QR. As seen in the table, the computational complexity of EIGD and have a linear relationship. This is mainly because the computational burden of matrix-vector product involved in the Arnoldi algorithm is normally proportional to . However, the computational burden of both IIGD and QR rises exponentially as increases. For high performance computation with , 50 and 60, EIGD becomes more efficient over both IIGD and QR.
D. Efficiency of EIGD
Notice that for small power system with very low granularity (e.g., ), QR may be more efficient than EIGD even it computes all eigenvalues of . This is because QR is effective and robust for small sized dense matrices. When the system becomes large or high accuracy analysis is needed, however, EIGD will be found much more efficient than IIGD and QR.
VI. CASE STUDY II: A REAL-LIFE LARGE TRANSMISSION SYSTEM
A real-life large transmission system is undertook for further test of EIGD. The backbone of the system is shown in Fig. 7 . Modeling of the system is described in Section VI-A. In Section VI-B, the scalability of EIGD is verified where two constant wide-area time delays are considered. In Section VI-C, non-deterministic time delays are simulated and the impact of uncertainties in delays on small signal stability is analyzed. Sensitivities of the most critical eigenvalues to time delays are studied in Section VI-D.
A. Modeling of the System
The system has 516 buses, 114 generators, 936 transformers and transmission lines, and 299 loads. It has a weakly damped inter-area mode, where generators in the LC region oscillate against those in the YT and WH regions. Two identical widearea LQRs [4] are installed on units #1 and #2 in LC power plant. Feedback signals for the two controllers are transmitted from unit #3 in WH plant to units #1 (channel 1) and to unit #2 (channel 2) in the LC plant, consisting of relative rotor speed and relative rotor angle. The gains for the relative rotor speed and relative rotor angle are 40 and 0.125, respectively. The total delay of channel 1 is and that of channel 2 is . Overall, there are 1128 state variables and 4637 algebraic variables.
Parameters for Arnoldi algorithm and Newton correction are the same as those described in Section V-A.
B. Scalability of EIGD
Here is chosen as 25 and the size of becomes . Two shift points and j13 are selected because we aim at finding electromechanical oscillation modes. For each shift point, we specify to be 50 and 100 for comparison purposes. Fig. 8 shows the computed eigenvalues and Table III summarizes computational times. . In (a), the two black arcs are parts of two circles centering about the two shift points with radii of 3.5501 and 2.7781, respectively. Each circle contains 50 eigenvalues which are shown in black and red , respectively. In (b), the two black arcs are parts of two circles centering about the two shift points with radii of 4.7569 and 4.6845, respectively. In each circle, 100 eigenvalues are shown in black and red , respectively. In (a) and (b), each dotted line is composed of points with constant damping ratio . In Fig. 8(a) , EIGD finds two clusters of eigenvalues centering about the two shift points with radii of 3.5501 and 2.7781, respectively. The two clusters are barely overlapped with only one eigenvalue in common. In Fig. 8(b) , EIGD finds two clusters of eigenvalues centering about the two shifts with radii of 4.7569 and 4.6845, respectively. In this case, the two clusters are overlapped with 83 eigenvalues in common. The total number of distinct eigenvalues in Fig. 8(b) is 117, which means all 113 electromechanical oscillation modes in the system are captured with . All eigenvalues in both Fig. 8(a) and (b) are highly accurate. In fact, when we use them as initial values for Newton correction, it is found that mismatches in (15) are all less than the tolerance . Thus, the number of required Newton iteration is zero. This shows EIGD maintains high accuracy for large transmission system with multiple time delays.
On the contrary, neither QR nor IIGD is capable of handling the system in this case, as seen in Table III . Obviously, QR is not able to deal with of a high dimension of 29328. IIGD fails because of the prohibitively high requirement of memory.
C. Impact of Uncertainties in Delays
As indicated in [6] , time delay are often non-deterministic and can be modeled by random variables in real systems. In this case, the impact of stochastic time delays on the stability Fig. 9 . Especially, eigenvalues and correspond to A-H and N in the figure, respectively. Green arrows denote eigenvalue sensitivities to and black for . Three dotted lines are composed of points with constant damping ratios , 1% and 3%, respectively.
of the second test system is investigated by conducting 1000 Monte Carlo runs. Here and in the two channels of the practical large power system are modeled as two identical dependent random variables with mean of 250 ms, covariance of 70 ms [8] , and correlation coefficient of 0.9, as show in Fig. 9 . In each Monte Carlo run, only the eigenvalue with the smallest damping ratio is recorded, as shown in Fig. 10 . This is because the small signal stability of the DCPPS is determined by this critical eigenvalue.
The whole delay space shown in Fig. 9 can be divided into three zones, corresponding to three segments of the trajectory of critical eigenvalues shown in Fig. 10 . In the lower-left zone, the stability of the system deteriorates when and increase. In the central zone, system loses its stability due to negative damping ratio. However, when the two delays increase and exceed the boundary of the central zone, the system regains stability. This is a surprise finding. The rationale behind it is that the exponential terms in the characteristic equation of DCPPS can be represented by using trigonometric functions and are inherently periodic.
For illustration purpose, when time delays increase following , the trajectory of critical eigenvalues will follow .
D. Eigenvalue Sensitivity Analysis
Sensitivities of eigenvalues to and (green arrows for sensitivities to and black for ) are computed and shown in Fig. 10 . For better illustration, their magnitudes are normalized by 10. It can be seen from the figure that in general, eigenvalue sensitivities coincide with the change of the trajectory of critical eigenvalues. In particular:
• For the upper branch of the trajectory (i.e., ), eigenvalues move towards the right when and increase and the stability of the system deteriorates. Both magnitudes and angles of eigenvalue sensitivities to differ slightly from those to .
• At the nose point (eigenvalues ), it is noted that magnitudes of sensitivities reduce considerably. Besides, the sensitivities point vertically down.
• When and continue to increase, critical eigenvalues (e.g., ) move towards the left and run to the lower branch of the critical eigenvalue trajectory (i.e., ). Correspondingly, the stability of the system improves.
• The magnitudes of sensitivities for eigenvalue are very small, compared with those of other eigenvalues . It means that eigenvalue is less affected by time delays. When time delays increase, the direction of the movement of is right.
VII. CONCLUSION
This paper resolves a long-standing challenging problem of computing critical eigenvalues for large DCPPS by the presented EIGD approach. EIGD features a highly structured, sparse and explicit approximant matrix of infinitesimal generator that is able to reformulate the DDEs of DCPPS into an ODE while maintaining high accuracy in calculating the critical eigenvalues of DCPPS. Furthermore, EIGD exploits the sparsities in both the approximant matrix and system matrices, which allows one to fully utilize sparsity eigenvalue techniques in solving large DCPPS. EIGD therefore guarantees efficiency and scalability for large DCPPS.
EIGD is a highly desirable method for the eigen-analysis of DCPPS such as bulk power systems equipped with wide-area measurement and control systems, microgrids, and active distribution grids with two-way communication and control equipment. In particular, EIGD is useful in determining time delay margins (the maximum time delay under which DCPPS remains stable) in a numerically efficient manner. It can also be used to eliminate or alleviate time delay effects through robust design of wide-area supplementary damping controllers. These will significantly benefit power system operators and planners in operating and managing power grids. The sparse implementation of step 5, i.e., , is as follows:
The sparse implementation of step 9, i.e., , is as follows:
