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Geometrical properties of trapped surfaces and apparent horizons
Abbas Sherif,∗ Rituparno Goswami,† and Sunil D Maharaj‡
Astrophysics and Cosmology Research Unit, School of Mathematics,
Statistics and Computer Science, University of KwaZulu-Natal,
Private Bag X54001, Durban 4000, South Africa.
In this paper, we perform a detailed investigation on the various geometrical properties of trapped
surfaces and the boundaries of trapped region in general relativity. This treatment extends earlier
work on LRS II spacetimes to a general 4-dimensional spacetime manifold. Using a semi-tetrad
covariant formalism, that provides a set of geometrical and matter variables, we transparently
demonstrate the evolution of the trapped region and also extend Hawking’s topology theorem to a
wider class of spacetimes. In addition, we perform a stability analysis for the apparent horizons in
this formalism, encompassing earlier works on this subject. As examples, we consider the stability
of MOTS of the Schwarzschild geometry and Oppenheimer-Snyder collapse.
PACS numbers: 04.20.Cv , 04.20.Dw
I. INTRODUCTION
Gravity determines the causal structure of spacetime via deflection of light. As an obvious consequence, if suffciently
large amount of matter is concentrated in small enough region in space, then this may deflect light going out of this
region to such an extent that it is actually dragged back inwards. This phenomenon can be well explained by the
concept of closed trapped surfaces. Let us consider a spacetime manifold (M, g), with the metric ‘g’, and a Cauchy
hypersurface ‘σ’ with the induced metric ‘h’ and exterior curvature ‘χ’. The formation of a closed trapped surface in
(σ, h, χ) signals gravitational collapse and generally indicates geodesic incompleteness of M. Trapped surfaces and
their properties have been extensively studied by various authors. Roger Penrose first defined a trapped surface in
M as a closed compact spacelike 2-surface S such that the null expansions orthogonal to S are both converging [1, 2].
Stephen Hawking then introduced the concept of a trapped region [1, 3] and apparent horizons. This became the
basis for formally defining a blackhole to include globally hyperbolic spacetimes, defined as a region inM foliated by
these surfaces [2].
Marginally outer trapped surfaces (MOTS), on which one of the null expansion scalar vanishes, have been extensively
studied as these are used to describe trapping horizons in a spacetime. Studying their properties have proved very
useful in understanding the local dynamics of the evolution of black holes. For example, dynamical horizons (DH),
spacelike hypersurfaces in a spacetime foliated by MOTS have been used in the local description of boundaries of
black holes (see [4–6]). Weakly trapped surfaces and trapped surfaces have been used to investigate the uniqueness
and geometric properties of dynamical horizons [7].
The topological properties of these 2-surfaces have also been investigated by various authors [1, 8–13] producing
some very interesting results. For example, Stephen Hawking theorized [1] that cross sections of the event horizon
for asymptotically flat and stationary spacetimes satisfying the dominant energy condition are topological 2-spheres.
This is the well known Hawking blackhole topology theorem. In 1987, Newmann constrained the result by Hawking
by showing that the cross sections have to satisfy certain stability conditions [9].
A notion of stability of the MOTS, analogous to minimal surfaces in Riemannian geometry has also been established
[14–16]. Scheon and Yau [16] used a blowup of Jang’s equation [15, 17, 18] to derive an evolution equation of the
null expansion scalar on the MOTS. This gave rise to a functional equation of some smooth function on the MOTS.
Conditions on the function and the principal eigenvalue associated with the function determines the stability of the
MOTS.
Ellis and coauthors [19] studied the evolution of the MOTS in the LRS II spactimes. They introduced conditions
on the slope of the tangent to the MOTS curves which determine the nature of the MOTS. This led the authors to
describe blackhole horizons in a real astrophysical setting and found that an initial MOTS bifurcates into an outer
and inner MOTS and that the inner MOTS was timelike while the outer MOTS was spacelike.
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2In this paper we look at trapped surfaces in the context of the 1 + 1 + 2 splitting. There is a nice mathematically
consistent way of computing the MOTS and trapped surfaces [1, 20–25]. This method constructs a scalar (which
will be discussed in section III below) from the mean curvature one-form, and the sign and vanishing of the scalar
determines whether a surface is trapped or marginally trapped respectively. However, we would like to follow this
formalism, but in the context of the 1 + 1 + 2 splitting of spacetime [19, 26–30]. Adapting the formalism in terms of
these quantities allows us to say much more about the physics (and to an extent the topology) of these surfaces as
well as the hypersurfaces they foliate [4, 5]. We also look at the stability of MOTS [14, 15, 31, 32] in the context of
the 1 + 1 + 2 splitting.
Section II provides a brief discussion of the semi-tetrad 1+1+2 covariant description of spacetime, both the general
case and the case of the LRS II class of spacetimes. Section III gives a summary of the co-dimension 2-surface S
and the formulae for computing various quantities on S. In section IV we consider trapped surfaces in the LRS II
spacetimes. First the notion of null geodesics are discussed and the various quantities for the LRS II spacetimes are
computed. Various quantities defined on S (from section III) are computed for the LRS II spacetimes. We state and
prove a topology theorem which establishes an invariance of the form of the expansion scalars when computed for
an arbitrary 4-dimensional spacetime with null normal vector fields restricted to the [u, e] plane. In section V the
evolution of the MOTS is studied for a general 4-dimensional spacetime. In section VI we consider the stability of
MOTS in the LRS II spacetimes, with specific examples. We then conclude in section VII.
II. 1 + 1 + 2 COVARIANT DESCRIPTION OF SPACETIME
In this section we give an overview of the semi-tetrad 1 + 1 + 2 covariant description of spacetime. We use the
references [19, 30].
We first consider the LRS II class of spacetimes. Let ua be a unit timelike vector of a timelike-congruence, and ea
be the preferred spacelike vector (this vector splits the 3-space). The vectors ua and ea are defined such that
uae
a = 0,
uau
a = −1,
eae
a = 0.
The 1 + 3 projection tensor h ba ≡ g ba + uaub projects any 4-vector in the spacetime manifold onto the 3-space as
Ua = Uua + U 〈a〉,
where U is the scalar along ua and U 〈a〉 is the projected 3-vector.
The projection tensor h ba combined with the spatial vector e
a defines a new projection tensor
N ba ≡ g ba + uaub − eaeb.
which projects vectors orthogonal to ua and ea onto the 2-surface defined as the sheet N aa = 2.
The 1+3 splitting along with the vector ea provides us with the definition of four derivatives, the first two naturally
occuring for the 1 + 3 formalism and the others as a result of splitting the 3-space [19, 30]:
• The covariant time derivative (or simply the dot derivative) along the observers’ congruence. For any tensor
Sa..bc..d, S˙
a..b
c..d ≡ ue∇eSa..bc..d.
• Fully orthogonally projected covariant derivative D with the tensor hab, with the total projection on all the free
indices. For any tensor Sa..bc..d, DeS
a..b
c..d ≡ hafhpc...hbghqdhre∇rSf..gp..q.
• The hat derivative is the spatial derivative along the vector ea. For a 3-tensor ψ c..da..b , ψˆ c..da..b ≡ efDfψ c..da..b .
• The delta derivative is the projected spatial derivative on the 2-sheet by N ba and projected on all the free indices.
For any 3-tensor ψ c..da..b , δeψ
c..d
a..b ≡ N fa ..N gb N ch ..N di N je Djψ h..if..g .
The 1+1+2 covariant scalars fully describing the LRS II spacetimes are {A,Θ, φ,Σ, E , ρ, p,Π, Q} which are defined
as follows:
3σab = Σ
(
eaeb − 1
2
Nab
)
,
u˙a = Aua, qa = −h ba Tbcuc = Qea,
φ = δae
a, Θ = Dau
a, (1)
Eab = E
(
eaeb − 1
2
Nab
)
,
piab = Π
(
eaeb − 1
2
Nab
)
p =
1
3
habTab, ρ = Tabu
aub.
The full covariant derivatives of the vectors ua and ea are given by
∇aub = −Auaeb + eaeb
(
1
3
Θ + Σ
)
+Nab
(
1
3
Θ− 1
2
Σ
)
∇aeb = −Auaub +
(
1
3
Θ + Σ
)
eaub +
1
2
φNab. (2)
We also note the useful expression
uˆa =
(
1
3
Θ + Σ
)
ea. (3)
In the expressions in (1), ρ is the energy density, qa = q〈a〉 is the 3-vector defining the heat flux, piab = pi〈ab〉 is the
anisotropic stress tensor, Θ is the expansion, Aa is the acceleration vector, φ is the sheet expansion, σab is the shear
tensor, and E is the electric part of the Weyl tensor. The evolution and propagation equations may be obtained from
using the Ricci identities of the vectors ua and ea as well as the doubly contracted Bianchi identities. The evolution
and propagation equations of the quantities Θ,Σ, φ in the LRS II spacetime are given by [19]
• Evolution (LRS II):
2
3
Θ˙− Σ˙ = Aφ− 2
(
1
3
Θ− 1
2
Σ
)2
− 1
3
(ρ+ 3p− 2Λ) + E − 1
2
Π,
φ˙ =
(
2
3
Θ− Σ
)(
A− 1
2
φ
)
+Q, (4)
E˙ − 1
3
ρ˙+
1
2
Π˙ = −3
2
(
2
3
Θ− Σ
)
E − 1
4
(
2
3
Θ− Σ
)
Π+
1
2
φQ+
1
2
(ρ+ p)
(
2
3
Θ− Σ
)
.
• Propagation (LRS II):
2
3
Θˆ− Σˆ = 3
2
φΣ +Q,
φˆ =
(
1
3
Θ + Σ
)(
2
3
Θ− Σ
)
− 1
2
φ2 − 2
3
(ρ+ Λ)− E − 1
2
Π, (5)
Eˆ − 1
3
ρˆ+
1
2
Πˆ = −3
2
φ
(
E + 1
2
Π
)
− 1
2
(
2
3
Θ− Σ
)
Q.
• Propagation/Evolution (LRS II):
Aˆ− Θ˙ = − (A+ φ)A+ 1
3
Θ2 +
3
2
Σ2 +
1
2
(ρ+ 3p− 2Λ) ,
Qˆ+ ρ˙ = −Θ(ρ+ p)− (φ+ 2A)Q− 3
2
ΣΠ, (6)
ρˆ+ Πˆ + Q˙ = −
(
3
2
φ+A
)
Π−
(
4
3
Θ + Σ
)
Q − (ρ+ p)A.
4For a general 4-dimensional spacetime, the full covariant derivatives of the vectors ua and ea are given by [30]
∇aub = −Auaeb + eaeb
(
1
3
Θ + Σ
)
+Nab
(
1
3
Θ− 1
2
Σ
)
− uaAb + ea (Σb + εbmΩm) + Ωεab
+(Σa − εamΩm) eb +Σab, (7)
∇aeb = −Auaub +
(
1
3
Θ + Σ
)
eaub +
1
2
φNab − uaαb + (Σa − εamΩm)ub + eaab + ξεab + ζab,
where
αa ≡ e˙a = Nabe˙b, ωa = Ωea +Ωa,
εab ≡ εabcec = udηdabcec,
ζab ≡ δ{aeb}, ξ ≡
1
2
εabδaeb,
aa ≡ ecDcea = eˆa.
The quantities Σ,Σa,Σab are related to the shear tensor and shear scalar via the relations
σab = Σ
(
eaeb − 1
2
Nab
)
+ 2Σ(aeb) +Σab,
σ2 ≡ 1
2
σabσ
ab =
3
4
Σ2 +ΣaΣ
a +
1
2
ΣabΣ
ab. (8)
We also have
uˆa =
(
1
3
Θ + Σ
)
ea +Σa + εabΩ
b. (9)
Moving along the vector ea, ζab is the shear of e
a (distortion of the sheet), aa is its acceleration, and ξ is the twisting
of the sheet (rotation of ea). The quantities Eab,Πab in (1) are now given by
Eab = E
(
eaeb − 1
2
Nab
)
+ 2E(aeb) + Eab,
piab = Π
(
eaeb − 1
2
Nab
)
+ 2Π(aeb) +Πab. (10)
We list some of the evolution and propagation equations for general 4-dimensional spacetimes below for the purpose
of this paper. A complete list of the propagation and evolution equations can be found in [30]:
• Evolution:
2
3
Θ˙− Σ˙ = Aφ− 2
(
1
3
Θ− 1
2
Σ
)2
− 1
3
(ρ+ 3p− 2Λ) + E − 1
2
Π− ΣaΣa +ΩaΩa
− (2aa −Aa − δa)A+ 2Ω2 + εabαaΩb − 2αaΣa − ΣabΣab, (11)
φ˙ =
(
2
3
Θ− Σ
)(
A− 1
2
φ
)
+Q+ 2ξΩ+ δaα
a − ζabΣab +Aa (αa − aa)
+ (aa −Aa) (Σa − εabΩb) .
• Propagation:
2
3
Θˆ− Σˆ = 3
2
φΣ +Q+ 2ξΩ+ δaΣ
a + εabδ
aΩb − 2Σaaa + 2εabAaΩb − Σabζab,
φˆ =
(
1
3
Θ + Σ
)(
2
3
Θ− Σ
)
− 1
2
φ2 − 2
3
(ρ+ Λ)− E − 1
2
Π + 2ξ2 + δaa
a (12)
−aaaa − ζabζab + 2εabαaΩb − ΣaΣa +ΩaΩa.
We now consider the notion of co-dimension 2-surfaces S (as well as various quantities defined on S) in spacetime,
which forms the basis of our study of trapped surfaces.
5III. SECOND FUNDAMENTAL FORM VECTOR AND THE MEAN CURVATURE ONE-FORM ON
CLOSED 2-SURFACES
In this section we briefly discuss the notion of a co-dimension 2-surface S and define various quantities on S which
are used to study the trapping of S.
A. A co-dimension 2 surface
We start by defining a co-dimension two surface S in a given spacetime manifold (M, g). In practice, these surfaces
will be the “leaves” that foliate local horizons in the spacetime when they are later considered in the text.
Let (M, g) be a given 4-dimensional spacetime manifold with a Lorentzian signature (−,+,+,+). A co-dimension
2, connected surface is given as the embedding
ϕ : S −→M, (13)
via the parametric equations
xµ = ϕµ
(
λA
)
, (14)
where {xµ} (with µ ∈ {0, 1, 2, 3}) are local coordinates in M, and {λA} (with A ∈ {2, 3}) are local coordinates in S.
The tangent vectors on S are given by the push forward (the differential of the map ϕ),
ϕ′ (∂λA) =
∂ϕµ
∂λA
= eµA, (15)
while the first fundamental form of S in M is given as the pull back of g by ϕ:
γ = ϕ∗g
= g ◦ ϕ, (16)
whose components are given by
γAB (λ) = g|S (eA, eB)
= gµν (φ) e
µ
Ae
ν
B.
Throughout we assume γAB is a positive definitive Riemannian metric. We will also simply write A,B as a, b where
a, b takes the coordinates on S, since there is no ambiguity. We introduce a quantity called the shape tensor on S, χ
which is given as the map
χ : X (S)× X (S) −→ X (S)⊥ .
The sets X (S) ,X (S)
⊥
are the sets of smooth vector fields tangent to and perpendicular to S respectively. Suppose
n ∈ X (S)⊥ is a normal vector field in X (S)⊥. Then the shape tensor relative to n is given by
χab|n ≡ ncχcab
= γ ca γ
d
b ∇dnc.
We note that γ ba ≡ N ba , where N ba is the projection tensor that projects vectors orthogonal to nc onto S. From now
on we will write
χab|n = N ca N db ∇dnc. (17)
which, for any normal vector n, is a 2-covariant symmetric tensor field on S. Let kc, lc be two future pointing (we
assume time orientability on S) null vectors that are everywhere normal to S, given by the relations
kcl
c = −1,
kck
c = 0
lcl
c = 0.
6We have the quantity
χab|n = −χab|lckc − χab|kc lc,
from which the mean curvature vector of S in M can be written as
Hc = N
abχab|n,
and the expansion scalars given as
Θk = N
abχab|kc
= N cd∇dkc,
Θl = N
abχab|lc (18)
= N cd∇dlc.
The nature of Hc and the signs of the null expansions can be used to determine the type of surface S. If Hc is future
pointing everywhere on S then S is weakly future trapped (or simply a weakly trapped surface (WTS)). In this case
both null expansions are non-positive. Subclasses of WTS include the following: i) When S is marginally trapped. In
this case Hc is not identically zero and at least one of the null expansions vanishes while the other is non-positive; ii)
when S is minimal (Hc ≡ 0). In this case both the null expansions vanish; iii) when S is trapped, in which case both
expansions are strictly negative. Case ii) is a subcase of case i).
In the next section we look at some properties of trapped surfaces in spacetime.
IV. PROPERTIES OF TRAPPED SURFACES IN SPACETIME
In this section we compute the various quantities introduced in section III for LRS II spacetimes. Generalizing such
computations to any 4-dimensional spacetime with the null normals lying entirely in the [u, e] plane, we establish a
fundamental result (theorem IV.1).
A. Null geodesics in LRS II spacetimes
We first start by briefly discussing null normal vectors and null geodesics in LRS II spacetimes. Given a spacetime
M, null geodesics are given as curves γ parametrized by an affine parameter λ. Tangent vectors to these curves are
given by ka. The null vector ka obeys kaka = 0. Since tangent vectors to null geodesics are parallelly transported
along itself we write
kb∇bka = 0,
where the derivative kb∇b is a derivative along the ray with respect to the affine parameter.
In the LRS II spacetimes there is a preferred spatial direction. If the null geodesics move along this spatial direction,
the sheet components of these null curves are zero. We can also define the notion of (locally) incoming and outgoing
null geodesics with respect to the spatial direction. Let S be an open subset of M and γ be a null geodesic in S. Let
ka be the tangent to γ. Then γ is considered to be outgoing with respect to the spatial direction if eaka > 0 and
incoming if eaka < 0. This allows us to write the equation of the tangent to the outgoing null geodesics as
ka =
E√
2
(ua + ea) ,
where E is the energy of the light ray. We can similarly define the equation of the tangent to the incoming null
geodesics as
la =
1
E
√
2
(ua − ea) ,
where la obeys
lala = 0,
kala = −1,
kb∇bla = 0.
7Without loss of generality we will set the energy E to unity, and thus the outgoing and incoming null normals in the
LRS II spacetimes [19, 33] can be written as
kc =
1√
2
(uc + ec) ,
lc =
1√
2
(uc − ec) . (19)
See [19, 33] for more details.
B. The shape tensor Hc and expansion scalars Θk and Θl in LRS II spacetimes
We calculate the quantities, the shape tensor Hc and expansion scalars Θk and Θl for LRS II spacetimes. We start
by computing the quantities χab|kc and χab|lc .
Let us apply N db to ∇dkc. We have
N db ∇dkc =
1
2
√
2
Nbc
(
2
3
Θ− Σ + φ
)
. (20)
Again applying N ca to (20) we obtain
χab|kc =
1
2
√
2
Nab
(
2
3
Θ− Σ + φ
)
. (21)
Similarly, applying N db to ∇dlc we have
N db ∇dlc =
1
2
√
2
Nbc
(
2
3
Θ− Σ− φ
)
, (22)
and upon applying N ca to (22) we obtain
χab|lc =
1
2
√
2
Nab
(
2
3
Θ− Σ− φ
)
. (23)
We then have
χab|nc = −χab|lckc − χab|kc lc
= − 1
2
√
2
Nab
[((
2
3
Θ− Σ
)
(kc + lc)
)
+ (φ (kc − lc))
]
(24)
= −1
2
Nab
[(
2
3
Θ− Σ
)
uc − φec
]
.
The mean curvature one-form is then given as the trace of the shape tensor (via the projection Nab):
Hc = N
abχab|nc
= −1
2
NabNab
[(
2
3
Θ− Σ
)
uc − φec
]
(25)
= −
[(
2
3
Θ− Σ
)
uc − φec
]
,
where NabNab = N
a
a = 2. This can be seen as the decomposition of the mean curvature vector in the {uc, ec} basis
in the [u, e] plane, where the u component is − (23Θ− Σ) and the e component is φ. We can also decompose the mean
curvature vector in the null basis {lc, kc}.
The outgoing and ingoing null expansions which are given by (18) can now be computed:
Θk = N
abχab|kc
=
1
2
√
2
NabNab
(
2
3
Θ− Σ+ φ
)
(26)
=
1√
2
(
2
3
Θ− Σ + φ
)
,
8and
Θl = N
abχab|lc
=
1
2
√
2
NabNab
(
2
3
Θ− Σ− φ
)
(27)
=
1√
2
(
2
3
Θ− Σ− φ
)
.
It is easy to see that
Θk = Hck
c,
Θl = Hcl
c, (28)
so that
Θklc = −Hc,
Θlkc = −Hc. (29)
Upon adding the two equations in (29) we obtain
Hc = −1
2
(Θlkc +Θklc) . (30)
Let us consider the scalar κ given by
κ = −gbcHbHc
= −HcHc. (31)
A necessary condition for S to be marginally trapped is that κ vanishes on S. The surface S is trapped if κ is positive.
Using (25) we have
κ = −HcHc
=
(
2
3
Θ− Σ
)2
− φ2. (32)
In terms of the quantities in the 1 + 1 + 2 splitting, the Gaussian curvature K is given by
K =
1
3
(ρ+ Λ)− E − 1
2
Π +
1
4
φ2 −
(
1
3
Θ− 1
2
Σ
)2
, (33)
and its evolution and propagation equations are given by
K˙ = −
(
2
3
Θ− Σ
)
K,
Kˆ = −φK, (34)
respectively. We can then write (31) as
κ =
1
K2
(
K˙2 − Kˆ2
)
= − 1
K2
∇cK∇cK. (35)
We see that the condition that S be marginally trapped requires the vanishing of ∇cK∇cK on S, which coincides
with the result in [19, 34]. We also see that the quantity ∇cK∇cK can thus be used to determine the trapped region,
i.e. a surface S is trapped if and only if ∇cK∇cK < 0.
9C. A black hole topology theorem
We state and prove one of the main result of this paper:
Theorem IV.1 Let M be a general 4-dimensional spacetime, and let J denote the trapped region, and Σ = ∂J is
a hypersurface in M foliated by closed 2-surfaces S. If the null normal vector fields ka and la to S lie entirely in
the [u, e] plane, then the cross sections S of Σ are topologically equivalent to cross sections of a hypersurface Σ′ of a
spacetime M′ in the LRS II class of spacetimes, independent of the topology of M.
To prove theorem IV.1 we first state and prove the following lemma.
Lemma IV.2 Let M be a general 4-dimensional spacetime, and let ua be the timelike congruence and ea is a vector
field orthogonal to ua. If the null normal vectors to the two surfaces in M lie entirely in the [u, e] plane, then to locate
the trapped surfaces and thus the trapped region, it is sufficient to specify the quantities Θ,Σ and φ.
Proof We shall denote by (∗) |LRS the part of the quantities ∗ restricted to the LRS II spacetimes (we emphasize
that the scalars will be computed with respect to the general 4-dimensional spacetime). The full covariant derivatives
of the vectors ua and ea are those given by (7). Computing
∇dkc = 1√
2
(∇duc +∇dec) ,
gives
∇dkc = (∇dkc) |LRS + 1√
2
[−ud (αc +Ac) + (Σd − εdmΩm) (uc + ec) + (ξ +Ω) εdc]
+
1√
2
[ed (Σc + εcmΩ
m + ac) + ζdc] . (36)
We have the term (∇dkc) |LRS and so we apply N db to the remaining terms on the RHS of (36) to obtain
N db ∇dkc = N db (∇dkc) |LRS +
1√
2
(Σb − εbmΩm) (uc + ec) . (37)
Again applying N ca to (37) gives
χab|kc = (χab|kc) |LRS . (38)
Similarly we have
χab|lc = (χab|lc) |LRS . (39)
We then have
χab|nc = −χab|lckc − χab|kc lc
= (χab|nc) |LRS . (40)
The mean curvature one-form is then given by
Hc = N
abχab|nc
= (Hc) |LRS . (41)
The scalar κ becomes
κ = −HcHc
= (κ) |LRS . (42)
We can also calculate the expansion scalars. These are given by
Θk = N
abχab|kc
= (Θk) |LRS , (43)
10
and
Θl = N
abχab|lc
= (Θl) |LRS . (44)
These calculations show that locating the trapped surfaces in a general 4-dimensional spacetime with null normal in
the [u, e] plane amounts to only specifying the quantities Θ,Σ and φ in that spacetime.
Since Θ,Σ, φ are functions of t, χ, they will also be functions in the class of LRS II spacetimes. It follows that the
cross sections of Σ in M′ are topologically equivalent to cross sections of a hypersuface Σ′ of a spacetime M in the
LRS II class of spacetimes and thus complete the proof of the theorem.
By extension, Σ is a topological sphere due to the invariance of Σ under the action of the isometry group of the
spacetime [20]. Theorem IV.1 can be seen as a “mild” generalization of the result in [1] which states that
Theorem IV.3 (Hawking’s black hole topology theorem) If a 3 + 1-dimensional asymptotically flat stationary
black hole spacetime satisfies the dominant energy condition, then the cross sections S of the event horizon are
topologically 2-spheres.
In the next section we study how MOTS evolve in a 4-dimensional spacetime.
V. ON THE EVOLUTION OF THE MOTS
A natural interest once we have a black hole would be to understand how such a black hole (i.e. its horizon) evolves.
One way to go about this is to look at how the MOTS foliating the horizon evolves. The authors in [19] studied the
evolution of MOTS in the LRS II spacetimes by examining the behavior of the slope of the tangent vector to the
MOTS curve in the [u, e] plane. In the general case however, the evolution is complicated by the fact that additional
terms from the evolution and propagation equations of Θ,Σ and φ are factored in.
A. Evolution of the MOTS in LRS II spacetimes
We follow the procedure as outlined in reference [19]. The MOTS curve is defined by
Ψ = 0,
where Ψ = Θk. Define the tangent vector to the MOTS curve as
Ψ
a
= αua + βea.
Then we should have Ψ
a∇aΨ = 0. Since ∇aΨ = −Ψ˙ua + Ψˆea, then αΨ˙ + βΨˆ = 0 which implies αβ = − ΨˆΨ˙ . From the
evolution and propagation of the scalar quantities in LRS II spacetimes in (4), (5) we obtain
Ψ˙ = −1
3
(ρ+ 3p− 2Λ) + E − 1
2
Π +Q,
Ψˆ = −2
3
(ρ+ Λ)− E − 1
2
Π +Q,
so that we have
α
β
=
2
3 (ρ+ Λ) + E + 12Π−Q
− 13 (ρ+ 3p− 2Λ) + E − 12Π+Q
. (45)
The MOTS is said to be “future outgoing” if α
β
> 0 and “future ingoing” if α
β
< 0. The timelike, spacelike or null
nature of the MOTS can be determined by the square of the tangent to the MOTS curve, given by
Ψ
a
Ψa = β
2
(
1− α
2
β2
)
. (46)
The MOTS is said to be locally timelike if Ψ
a
Ψa < 0 (
α2
β2
> 1), locally spacelike if Ψ
a
Ψa > 0 (
α2
β2
< 1) and locally
null if Ψ
a
Ψa = 0 (
α2
β2
= 1).
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B. The general case
From the evolution and propagation of the scalar quantities in LRS II spacetimes in (11), (12), we obtain
Ψ˙ = Ψ˙|LRS + T1 + εabRaΩb, (47)
and
Ψˆ = Ψˆ|LRS + T2 + εabRaΩb, (48)
where we have set
T1 = 3Ω
2 − Σ2 + 2Ωξ + δa (Aa + αa) + (Ra − 2aa)Aa + (aa −Aa)Σa
−2αaΣa − Σab
(
Σab + ζab
)
,
T2 = 2ξ
2 +Ω2 + 2ξΩ− (ζab +Σab) ζab − (2aa +Σa)Σa + δa (aa +Σa) ,
Ra = Aa + αa − aa,
R
a
= δa + 2 (αa +Aa) .
The covariant derivative of Ψ decomposes as
∇aΨ = −Ψ˙ua + Ψˆea + δaΨ,
where
δaΨ = Pa + εabZ
b.
Here we have set
Zb = 2δb (ξ +Ω) + ΘlΩ
b − 2ζbcΩc + 4Y b + 2Σb (ξ − Ω) ,
Y b = Ωαb − 2ξΣb +ΩAb + 1
2
Hb − ξab,
and Pa is given by
Pa = 2δ
b (Σab + ζab)−ΘlΣa −Πa −Qa − 2Ea
−2Σab
(
Σb − εbcΩc + ab
)
+ 2Ωa (ξ − Ω)− 2ζabΣb.
Since ∇aΨ is normal to the MOTS, the surface will be timelike, spacelike or null if
∇aΨ∇aΨ > 0,
∇aΨ∇aΨ < 0, (49)
∇aΨ∇aΨ = 0,
respectively, where
∇aΨ∇aΨ = −Ψ˙
2
+ Ψˆ
2
+ δaΨδaΨ, (50)
with
δaΨδ
aΨ =
(
P 2 + Z2
)
+ 2εabP
aZb,
where P 2 = PaP
a and Z2 = ZbZ
b. We also have
Ψ˙
2
=
(
Ψ˙|2LRS + T 21 +Ω2R2 + 2T1
)
+ 2εabR
aΩb (1 + T1) (51)
and
Ψˆ
2
=
(
Ψˆ|2LRS + T 22 +Ω2R
2
+ 2T2
)
+ 2εabR
a
Ωb (1 + T2) . (52)
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For the MOTS to be null we thus require
P = 2εab{−
(
Ra (1 + T1)−Ra (1 + T2)
)
Ωb + P aZb}, (53)
where
P =
(
Ψ˙|2LRS − Ψˆ|2LRS
)
+
(
T 21 − T 22
)
+Ω2
(
R2 −R2
)
+ 2 (T1 − T2)−
(
P 2 + Z2
)
.
For LRS II spacetimes, all vector and tensor quantities vanish [30], i.e. P = T1 = T2 = R = R = P = Z = 0. We also
have ξ = Ω = 0. Thus
Ψ˙
2
= Ψ˙|2LRS ,
Ψˆ
2
= Ψˆ|2LRS .
The conditions in (49) then reduce to
Ψˆ|2LRS > Ψ˙|2LRS ,
Ψˆ|2LRS < Ψ˙|2LRS ,
Ψˆ|2LRS = Ψ˙|2LRS ,
respectively, which recovers the conditions for the LRS II spacetime in the previous subsection.
In the next section we consider the stability of MOTS in spacetimes and provide specific examples.
VI. ON THE STABILITY OF MOTS IN THE LRS II SPACETIMES
The stability of MOTS in a spacetime is a key ingredient in locating boundaries of trapped regions in a black hole
spacetime. It also gives insights into the allowed topologies of foliation surfaces S in a spacetime. It was shown in [9]
that a necessary condition for the Hawking’s black hole topology theorem to hold is for the MOTS to be stable. An
MOTS S is said to be stable if given a deformation St, the associated outgoing null expansion scalar is somewhere
positive on the St. This means that S becomes untrapped once S is deformed. The method for analyzing the stability
of MOTS is well formed in [14, 15, 31, 32]. In this section we examine the stability of MOTS in LRS II spacetimes.
We follow the convention in [32].
Let S be an MOTS in an initial data set (Σ, h, χ) with outward normal vector ea. Consider variations t 7→ St of
S = S0 with the variation vector field
Va = ∂
∂t
|t=0
= Φea, Φ ∈ C∞ (S) . (54)
Let Θ (t) be the null expansion of St with respect to k
a
t = u
a + eat (where e
a
t is the unit normal vector field to St in
Σ). Then we have
∂Θ
∂t
|t=0 = L (Φ) , (55)
where L is the operator
L : C∞ (S) −→ C∞ (S) ,
given by
L (Φ) = (−∆+ 2Xa∇a + F +∇aXa −XaXa)Φ, (56)
(see [14, 15, 18, 31, 32]) where
13
F =
1
2
RS − (µ+ Jaea)− 1
2
(χS)
ab
(χS)ab ,
µ =
1
2
(
RΣ + ((χΣ)
a
a)
2 − (χΣ)ab (χΣ)ab
)
, (57)
Ja = ∇b (χΣ)ba − da (χΣ)bb .
The quantity RS denotes the scalar curvature on S given by (in terms of of the Gaussian curvature K),
RS = 2K, (58)
and RΣ is the scalar curvature on Σ given by
RΣ = −2
(
φˆ+
3
4
φ2 −K
)
, (59)
where
φˆ = −1
2
φ2 +
(
1
3
Θ + Σ
)(
2
3
Θ− Σ
)
− 2
3
(ρ+ Λ)− E − 1
2
Π (60)
[19]. The quantities Ja and µ are the local momentum and local energy densities respectively. For LRS II spacetimes
the vector field Xa is defined as
Xa = eb∇bua
=
(
1
3
Θ + Σ
)
ea = uˆa. (61)
We compute
∇aXa = 1
3
Θˆ + Σˆ +
(
1
3
Θ + Σ
)
(A+ φ) ,
XaX
a =
(
1
3
Θ + Σ
)2
,
Xa∇a =
(
1
3
Θ + Σ
)
ea∇a.
Given an initial data set, the dominant energy condition (DEC) is given by
µ ≥
√
JaJa. (62)
The MOTS is said to be stable if there exists a real number λ (called the principal eigenvalue of L) such that
L (Φ) = λΦ (Φ is the associated eigenfunction), λ ≥ 0 and Φ is strictly positive. Strict stability requires λ > 0.
We calculate
(χS)
ab (χS)ab = −
1
2
(
2
3
Θ− Σ
)2
+
1
2
φ2,
(χΣ)
ab
(χΣ)ab =
1
3
Θ2 +
3
2
Σ2, (63)
(χΣ)
a
a = Θ,
where we have Aa = u˙a and we have used the relation
∇aub = −Aaub + 1
3
habΘ+ σab
[19]. We then have
Ja =
(
3
2
Σ2 − Θ˙
)
ua +
(
1
2
AΣ−Q
)
ea,
µ = ρ+ Λ, (64)
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and F then becomes
F =
1
2
AΣ− 2
3
(ρ+ Λ)− E − 1
2
Π−Q.
The DEC in (62) reduces to
ρ+ Λ ≥
√
−
(
3
2
Σ2 − Θ˙
)2
+
(
1
2
AΣ−Q
)2
. (65)
The square root on the RHS of (65) provides the extra condition that
(
1
2
AΣ−Q
)2
≥
(
3
2
Σ2 − Θ˙
)2
. (66)
We now write (56) as
L (Φ) = M¯Φ, (67)
where
M¯ = −∆+ 2
(
1
3
Θ + Σ
)
ea∇a + 1
2
AΣ− E − 1
2
Π−Q+
(
1
3
Θ + Σ
)
(A+ φ)
−2
3
(ρ+ Λ) +
1
3
Θˆ + Σˆ +
(
1
3
Θ + Σ
)2
.
Then stability requires the existence of a nonnegative λ such that
LΦ = M¯Φ
= λΦ. (68)
In the time symmetric case, S is minimal (the mean curvature one-form vanishes) and Xa = 0 (Θ,Σ = 0). Equation
(56) then reduces to the classical stability operator in minimal surface theory:
L (Φ) = − (∆− F )Φ. (69)
For spherically symmetric spacetimes, the Laplacian is zero and ρ,Λ,Π, Q are all vanishing. Showing stability of
the MOTS then amounts to solving
(λ+ E)Φ = 0. (70)
Since Φ is required to be strictly positive, the solution to (70) is
λ = −E . (71)
The MOTS is then stable if E ≤ 0 and strictly stable if E < 0.
As an example, take the Schwarzschild spacetime with
E = −2m
r3
.
Since r,m > 0, E < 0, and we have λ > 0. We thus have strict stability. The combination of strict stability, and
noting that the DEC in (65) is satisfied for a spherically symmetric case, implies that the surfaces S are topological
2-spheres [9]. In fact we see that the solution in (71) implies that for a spherically symmetric vacuum spacetime E is
necessarily less than zero.
As another example, consider the case of the Oppenheimer-Snyder collapse. On the inner horizon Φ = Φ (t). Then
the Laplacian and ∇a terms vanish. We also have the vanishing of
Σ, A,Q,Π,Λ, E ,
15
as well as all of the hat derivatives. Then (68) reduces to(
1
3
Θφ− 2
3
ρ− 1
9
Θ2
)
Φ = λΦ, (72)
which implies
λ =
1
3
Θφ− 2
3
ρ− 1
9
Θ2. (73)
From the field equation for φˆ we can write
−2
3
ρ− 1
9
Θ2 =
1
2
φ2 − 1
3
Θ2. (74)
At the horizon,
φ = −2
3
Θ. (75)
Combining (74),(75),(73) we have
λ = −1
3
Θ2, (76)
which is always negative unless Θ = 0. Hence the inner MOTS S in the Oppenheimer-Snyder collapse are unstable.
In this case, deforming an MOTS S leaves S inner trapped and this continues toward the singularity. This is precisely
what we mean by collapse in the OS dust model.
VII. CONCLUSION
Earlier work on the evolution of MOTS and trapped regions was restricted to LRS II spacetimes. We have extended
those results to a general 4-dimensional spacetime in general relativity in our treatment. In this paper we used the
covariant 1 + 1 + 2 semitetrad formalism to transparently demonstrate various geometrical and dynamical properties
of trapped regions and MOTS, in terms of well defined geometrical variables. This enabled us to extend Hawking’s
topology theorem to an wider class of spacetimes, and also provided a useful description of the time evolution of
MOTS in terms of the matter and curvature quantities. We also performed a detailed stability analysis of MOTS
using this formalism, and this regained all the earlier known results. We obtained a very insightful physical description
as to why the inner MOTS in the Oppenheimer-Snyder collapse is unstable, while the outer MOTS is stable.
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