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Abstract. Tracking users’ activities on the World Wide Web (WWW)
allows researchers to analyze each user’s internet behavior as time passes
and for the amount of time spent on a particular domain. This analysis
can be used in research design, as researchers may access to their partic-
ipant’s behaviors while browsing the web. Web search behavior has been
a subject of interest because of its real-world applications in marketing,
digital advertisement, and identifying potential threats online. In this
paper, we present an image-processing based method to extract domains
which are visited by a participant over multiple browsers during a lab
session. This method could provide another way to collect users’ activ-
ities during an online session given that the session recorder collected
the data. The method can also be used to collect the textual content of
web-pages that an individual visits for later analysis6.
Keywords: Web search, User behavior, Image processing, Optical char-
acter recognition
1 Introduction
Since the invention of World Wide Web (WWW) in the 1980s by Tim Berners-
Lee, the internet has continued to impact our society, culture, and everyday life
activities. Given the explosive increase in information on internet, it has become
the first resource people turn to when seeking information. One side effect of
using the web for information retrieval is that looking at users’ behavior patterns
on the internet opens up doors to understanding their interests. Researchers work
to leverage this insight to improve multiple facets of user experiences over the
web. Areas such as designing interfaces, marketing, and digital advertisement
are directly benefited from such research.
6 Code is shared as an open source tool at https://github.com/mojtaba-Hsafa/
OCR-browser-domain-extractor
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Furthermore, it is also of interest to understand how people surf the inter-
net and the pathways that lead them to specific places. One such places is the
dark web where illegal activities including promoting terrorism and other cyber
crimes have been spreading [18]. In order to use the dark web, Tor, a spacial
browser is needed which provides access to dark web content anonymously using
multiple nodes which reroute the connection. In our study, the usual scenario of
information retrieval via the internet and dark web consists of the user beginning
their search by accessing a regular internet browser, and then switching to the
dark web using Tor. This process may repeat multiple times until the user finds
the information they are seeking. Understanding the time spent on each domain
in this circumstance is not a trivial task. However, given that this is a research
experiment, one could use videos of these online search session which recorded
the whole screen during the interaction. To accomplish this, utilized a general
framework that took a stream of screen images and outputs the domain or URL
visited in that frame regardless of the type of browser (internet or Tor). These
URLs were collected for each user and are able to be analyzed separately.
The purpose of this paper is to demonstrate an image-based approach that
can be used in other scenarios where multiple browsers are working in paral-
lel, given that the computer screen has been recorded. Such conditions might
be suitable for research conducted in controlled environments, such as online
searching sessions in a lab. Moreover, since the screen has been recorded, other
analysis can be done using the same approach. As an example, one can analyze
the textual content of web pages by using optical character recognition and the
technique provided in this paper. The method that is described in this paper is
fully open-source and available to use for similar tasks.
This paper is structured as follows. In Section 2 we discuss related work
for tracking users’ activities on the web as well as image processing techniques
specifically, optical character recognition (ORC). Section 3 describes our im-
plementation in details. Subsequently, in Section 4, we present the result of this
approach. Finally, in Section 5 we discuss possible improvement to this approach
and provide our concluding remarks.
2 Related Work
As mentioned before, users’ interactions with materials on the internet reveal
details related to the individuals’ interests. Since the early days of internet,
researchers have been using this insight to try to understand online user be-
haviour. [7]. Discovering user patterns by mining web usage behaviors has been
addressed by Srivastava, et al [19]. Specifically, web search patterns have been
investigated extensively by researchers [10] [15] [9]. The result of this schol-
arship has provided ways for improving search engine rankings, advertisement
placements, amd search engine performance [1] [4]. At an upper level, this re-
search relies on log-files of user interactions which are gathered from the client or
server side. Usual approaches include the use of add-ons such as Firefox Slogger
or de´ja`click (which rely on the browser history log files) or standalone software
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Fig. 1: Structure of OCR system
such as Track4Win which tracks internet usage and computer activities. Al-
though these tools might provide insights of user activities, they cannot be used
in every situation we might encounter during experiments with users. As an ex-
ample, most add-ons are specific for a browser and a different browser, like Tor,
would not allow add-on installation. Similarly as its name suggests, Track4Win
is mostly suitable for machines with Windows as their operating system. Al-
ternatively however, one can design the experiment such that they record the
interaction of users with Internet using a video recorder such as OBS studio
for windows machines or built-in quick-time screen recorders. In such scenar-
ios, these videos combined with image processing tools and Optical Character
Recognition (OCR) techniques can work to extract user interactions with inter-
net, regardless of the browser and operating systems.
A major cornerstone of the previously mentioned approach is Optical Char-
acter Recognition. OCR is used in many practical applications such as scanners
in ATMs and office scanning machines which use OCR to understand charac-
ters [13]. OCR will be referred to either as off-line (where the writing or printing
is completed) or as on-line (where character recognition will be performed si-
multaneously with writing). Different tasks such as hand-writing recognition or
hand-written script verification may be performed with OCR techniques. How-
ever in this work, we focused on character recognition in a printed text as it is
in url field of a browser.
Figure 1 shows the structure of an OCR system. Pre-processing usually in-
cludes steps such as binarization, noise removal, and skew detection [8]. Next,
segmentation will be performed to deconstruct an image into lines or characters.
Feature extraction is another important step in OCR structure and different
approaches have been suggested to perform this task [11]. Finally the most im-
portant step is classification of the character with high accuracy. Traditionally,
this has been done by template matching or correlation-based techniques [8].
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Fig. 2: General preview of the our implementation steps
Other researchers have presented techniques such as fast tree-based clustering,
HMM based on combination of frequency and time domain, and K- Nearest
Neighbours for classification task [3]. Moreover, other machine learning classi-
fiers for this step have also gained a lot of attention. In recent years, Support
Vector Machines (SVM) have been used as powerful classifiers at the last part
of an OCR system [20]. Also, Artificial Neural Network (ANN) has been used
due to its high tolerance for noise provided correct features [2]. As one can see,
we used tesseract OCR which uses a two-step process for classification with an
adaptive classifier to perform the recognition.
We will describe the structure of this open-source OCR along with other
necessary steps such as image pre-processing and target selection with template
matching in the next section.
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3 Method
In this section, we discuss the implementation of URL retrieval using OCR,
which has been used for this work. First, we describe the general idea and its
steps. Later each step will be explained in more detail. The approach we used in
this work relies on screen recording of a user’s interaction with multiple browsers.
Therefore, the input to the pipeline is a video recording or consecutive screen
shots of a computer screen. Free tools such as OBS studio (Windows) and Build-
in quick player (Mac) are able to record computer screens as users are interacting
with their machines. Also, software such as PC screen capture captures screen
shots per second of the online searching sessions of an experimental study. Fig-
ure 2 shows the general picture of our implementation structure and steps.
The rest of this section describes each of steps shown in Figure 2.
3.1 Extracting Images
In order to retrieve the URLs, first we needed to convert videos into images
taken per second. One could easily calculate the correct number of images to
generate by considering the frame per second (fps) rate at which the video is
recorded. In this work, python Open CV library (CV2) was used to convert the
videos to images. The last step was to crop these images so that the template
matching method would have a lower chance of picking an area by mistake. We
made the assumption that at any given time the URL text field area would be
in the top one third of each screen shot. Therefore, we could crop the top 1/3 of
images and discard the rest safely.
3.2 Template matching
After retrieving the images per second, we needed to narrow down and specify
the URL area for future steps. Our thinking was that doing so would both
make it easier for the OCR engine to convert characters into text in less time
and produce less noisy data from which to grab URLs and domains later on.
Consequently, we needed to define specific anchors around the URL text field
which could be detected with template matching algorithms [5]. These templates
were carefully selected based on the type of browser used for interaction. Python
Open CV includes 6 types of template matching algorithms. In this work, we
used the TM CCOEFF NORMED method to perform the template matching
using a threshold of 80% for maximum value of the match. This threshold might
need to be altered for other applications depending on the quality of images and
fine tuning may be needed to get the best results. Considering the source image
as I and Template image as T and Result matrix as R, normalized correlation
coefficient matching can be computed by equation 1.
R(x, y) =
∑
x′,y′(T
′(x′, y′) · I ′(x+ x′, y + y′))
Z(x, y)
(1)
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Where
T ′(x′, y′) = T (x′, y′)− 1
(w · h) ·∑x′′,y′′ T (x′′, y′′) (2)
I ′(x+ x′, y + y′) = I(x+ x′, y + y′)− 1
(w · h) ·∑x′′,y′′ I(x+ x′′, y + y′′) (3)
Z(x, y) =
√∑
x′,y′
T ′(x′, y′)2 ·
∑
x′,y′
I ′(x+ x′, y + y′)2 (4)
w and h are the width and height of the template image and Z addresses the
normalization part of this algorithm. Finding a match will provide the height of
the anchor which corresponds to the upper corner of browser text field. Using
the height of the best match and width of template, we can crop an image
such that mostly only the address bar remains. The resulting cropped image
undergoes several image processing techniques which will be described in the
following section.
3.3 Image pre-processing
Depending on the quality of video or screen shots taken during a session, the
browser text field may require pre-processing. The process used in this imple-
mentation is as follows:
1. Convert RGB images to gray scale images. Different algorithms exist to
convert an RGB image into its corresponding gray scale one. The average
method simply averages over all three channels values while the lightness
method averages only maximum and minimum vales of all channels. Open
CV library uses the luminosity averaging technique where specific weights
would be applied to each channel as given by equation 5
Gray scale value : Y = 0.299 ·R+ 0.587 ·G+ 0.114 ·B (5)
2. Re-scaling image to a bigger size. Although we cannot change the quality of
pictures, this step increases the number of pixels and thus makes it possible
to improve the result by using other image processing filters. Our experi-
ments showed that re-sizing the image three times of the original yielded the
best results.
3. De-noise the resulting images. De-noising images is a significant task in image
processing and different algorithms has been proposed to effectively perform
the task. One can separate these algorithms into three main categories: spe-
cial domain methods, transform domain methods, and learning based meth-
ods [16]. We used the Non-local Means Denoising algorithm which comes in
the same library to have a consistent implementation purely in python. The
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Fig. 3: Example of applying kernel filter to achieve sharpened image [12]
algorithm works by considering a noisy image v = {vi|i ∈ Ω}, the result
intensity of a pixel ui can be computed by weighted average of neighboring
pixels within certain neighborhood I of that pixel.
ui =
∑
j∈I
ω(i, j)vj (6)
where these weights can be computed by equation 7.
ω(i, j) =
1∑
j ω(i, j)
exp
(
‖vNi − vNj‖22,a
h2
)
(7)
such that Ni refers to the patch size centered at i and a represents the
standard deviation of a gussian kernel [6]. Generally, the method averages
over all similar pixels and the similarity is measured by comparing patches
of the same size around pixels in the search window. To perform denoising
in this work, patch size and search windows of 7 and 21 has been selected
respectively. These parameters along with filter strength of 10 produced the
best result for our experiments.
4. Sharpen the final images. To perform sharpening, kernel 2D filter was used.
This kernel goes over the original image pixels applying it on windows around
that pixel. Figure 3 shows an example of this process. To perform the sharp-
ening in this work, we applied a 5X5 Gaussian kernel similar to the above
picture. Performing the last two steps improves the shape and contrast of
the characters with its white surrounding and thus improving the accuracy
of OCR engine output.
3.4 Optical Character Recognition
The main technology used to find URLs and domains visited by a user is Optical
Character Recognition (OCR). Different OCR engines are available but in order
to have a consistent open-source solution, we chose to work with Tesseract-OCR
as the main engine for character recognition. Tesseact is an open-source OCR
engine written in C and C++ in Google [17]. Despite being open-source, Tesseact
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Fig. 4: Architechture of Tesseract OCR
performs well even in comparison with commercial OCR engines such as Tran-
sym OCR [14]. Moreover, there exists a python wrapper library ”pytesseract”
which provides direct access to this engine in python . As a result, the implemen-
tation will be completely in python. Tesseract OCR architecture will be briefly
explained here.
Figure 4 shows Tesseract architecture and steps that were performed. As
a first step. the image was converted to a binary image by applying an adap-
tive threshold. Next, using connect component analysis, character outlines were
extracted. The outlines then were converted into Blobs which themselves were
converted into text lines. Text lines were analyzed for fixed patches and broken
down into words using character spacing. Words were further broken into char-
acter cells immediately and proportional text was broken using definite space
and fuzzy space. Tesseract uses a 2-stage word recognition at the end to improve
its result. The satisfactory result of the first pass was given to a classifier as
training data to increase the result accuracy.
3.5 Text Post Processing
OCR engines try to convert any visual clue in the given image into a character.
This leads to unwanted characters appearing in the results. For example, websites
that use Hypertext Transfer Protocol Secure (HTTPS) usually include a lock
sign in the browser next to their URL text field. Other cases include when the
browser is not in full-screen mode and thus, the computer desktop’s texts or
other browsers’ texts might be fed into OCR. OCR tries to convert these shapes
into characters that will affect the result. Thus, we needed to use post processing
on the result of OCR engine. Regular expressions (Regex) is a powerful tool that
took care of these cases. Python regular expression library (re module) provided
us access to this tool. Regex can also be used to fix typos and unify the results
(e.g., dropping www from the URL if it exists, etc).
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4 Experimental results
We used the above mentioned approach on the results of a lab experiment where
participants were instructed to look at sensitive topics in order to investigate
the pathways they used to find their topic of interest, given their religious and
political backgrounds. Due to the nature of experiment, participants were given
the chance to use a regular web browser or Tor browser to perform their search
(all sessions were conducted in a secure research lab). A video (or consecutive
screen shots) were recorded from each computer screen during the online search
sessions. These videos were stored for later analysis after the session.
Original Image
Denoised Image
Sharpened Image
Output https://www.americanthinker.com
Fig. 6: Image processing steps illustration used to improve results
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Fig. 7: Distribution of domains and the time (in second) for a participant
Following the steps explained in section 3, we created a set of images and
cropped the top 1/3 of the image. In the experiments we ran, the user could
either use Google Chrome or Tor for browsing the web, we defined the anchors
for these two browsers as shown in Figure 5. We used the onion shape in the Tor
browser and one extension added to Chrome browser. Depending on the match,
the URL text field will be cropped from the image.
The text field was gray-scaled, re-sized, de-noised,and finally sharpened. The
final result was fed into Tesseract OCR to extract the text. Figure 6 shows an
example of detecting a domain. Finally, text post-processing was performed on
the output as needed. Collecting the aggregated results of images, we were able
to understand which domains participants spent most of their time on, as can
be seen in figure 7.
Using this process, we can investigate the paths each participant took during
their interaction with the internet regardless of the type of browser they chose to
use. Figure 8 shows a visualization of the same user path along with the duration
of the experiment that had passed. This visualization helps to understand where
a particular participant starts and ends, given their interests and backgrounds.
Fig. 8: The path that the participant took in the same experiment. Horizontal
axes represent the time passed of the session
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5 Conclusion and Future works
This paper presents a different approach for tracking user behaviours as they
interact with the World Wide Web (WWW). We used image processing meth-
ods along with an OCR engine (tesseract-OCR) to extract URLs and domains
visited by a participant in a session. This was particularly difficult due to the
nature of these experiments where each participant was allowed to use multiple
browsers (Chrome or Tor) as the web browsing tool and could switch between
them at will. The computer screen and audio recording during the interaction
session was kept for separate analysis later on. To extract visited domains, we
converted videos into consecutive images (if needed) and cropped only the URL
area of each browser using template matching. The resulting area went into im-
age pre-processing and then fed into the OCR engine and finally using regular
expressions, we extracted the URL and domain within each image.
With very few exceptions, by using this method we were able to collect correct
URLs and track the path a participant took during the experiment. This was
mainly due to the quality of videos and images causing some noise into pictures
that was extremely difficult to remove. However, since most of these pictures were
taken consecutively, one could find the correct domain by checking other very
similar results extracted from other frames. As for future research, one could try
to automate such cases as well. This could be done by sending requests to these
domains and replace the similar non-perfect results with domains that correctly
return the requests. Moreover, this approach could be used to extract the content
of a web page as well as the advertisements around the page depending on their
importance in experiments. Lastly, this methodology could aid in the effort for
machines to learn how to identify users’ patterns of behaviour online and respond
to potential online threats.
References
1. Agichtein, E., Brill, E., Dumais, S.: Improving web search ranking by incorporating
user behavior information. In: Proceedings of the 29th annual international ACM
SIGIR conference on Research and development in information retrieval, pp. 19–26.
ACM (2006)
2. Barve, S.: Optical character recognition using artificial neural network. Inter-
national Journal of Advanced Research in Computer Engineering & Technology
(IJARCET) 1(4), pp–131 (2012)
3. Berchmans, D., Kumar, S.: Optical character recognition: an overview and an in-
sight. In: Control, Instrumentation, Communication and Computational Technolo-
gies (ICCICCT), 2014 International Conference on, pp. 1361–1365. IEEE (2014)
4. Borisov, A., Markov, I., de Rijke, M., Serdyukov, P.: A context-aware time model
for web search. In: Proceedings of the 39th International ACM SIGIR conference
on Research and Development in Information Retrieval, pp. 205–214. ACM (2016)
5. Bradski, G., Kaehler, A.: Learning OpenCV: Computer vision with the OpenCV
library. ” O’Reilly Media, Inc.” (2008)
6. Buades, A., Coll, B., Morel, J.M.: Image denoising methods. a new nonlocal prin-
ciple. SIAM review 52(1), 113–147 (2010)
12 Heidarysafa et al.
7. Catledge, L.D., Pitkow, J.E.: Characterizing browsing behaviors on the world-wide
web. Tech. rep., Georgia Institute of Technology (1995)
8. Chandarana, J., Kapadia, M.: Optical character recognition. International Journal
of Emerging Technology and Advanced Engineering 4(5), 219–223 (2014)
9. Ho¨lscher, C., Strube, G.: Web search behavior of internet experts and newbies.
Computer networks 33(1-6), 337–346 (2000)
10. Hsieh-Yee, I.: Research on web search behavior. Library & Information Science
Research 23(2), 167–185 (2001)
11. Kumar, G., Bhatia, P.K.: A detailed review of feature extraction in image process-
ing systems. In: Advanced Computing & Communication Technologies (ACCT),
2014 Fourth International Conference on, pp. 5–12. IEEE (2014)
12. Lowe, D.: Cpsc 425: Computer vision january - april 2007 (2007)
13. Mori, S., Nishida, H., Yamada, H.: Optical character recognition. John Wiley &
Sons, Inc. (1999)
14. Patel, C., Patel, A., Patel, D.: Optical character recognition by open source ocr tool
tesseract: A case study. International Journal of Computer Applications 55(10)
(2012)
15. Rose, D.E., Levinson, D.: Understanding user goals in web search. In: Proceedings
of the 13th international conference on World Wide Web, pp. 13–19. ACM (2004)
16. Shao, L., Yan, R., Li, X., Liu, Y.: From heuristic optimization to dictionary learn-
ing: A review and comprehensive comparison of image denoising algorithms. IEEE
Transactions on Cybernetics 44(7), 1001–1013 (2014)
17. Smith, R.: An overview of the tesseract ocr engine. In: Document Analysis and
Recognition, 2007. ICDAR 2007. Ninth International Conference on, vol. 2, pp.
629–633. IEEE (2007)
18. Spalevic, Z., Ilic, M.: The use of dark web for the purpose of illegal activity spread-
ing. Ekonomika 63(1) (2017)
19. Srivastava, J., Cooley, R., Deshpande, M., Tan, P.N.: Web usage mining: Discov-
ery and applications of usage patterns from web data. Acm Sigkdd Explorations
Newsletter 1(2), 12–23 (2000)
20. Xue, Y.: Optical character recognition. Department of Biomedical Engineering,
University of Michigan (2014)
