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Abstract
In this paper, a class of pendulum-like systems in infinite-dimensional Hilbert spaces is investigated.
A frequency domain criterion guaranteeing the systems with the property of Lagrange stability is estab-
lished.
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1. Introduction
The stability of Lure’s system which is composed of linear block and feedback nonlinearity
contains two cases. One is the absolute stability theory for investigation of global stability of sys-
tems with single equilibrium, which has been playing a significant role in dynamical systems and
has been extensively studied both in the finite-dimensional case and in the infinite-dimensional
case [1,7,11,12]. The other is for investigation of stability of systems with multiple equilibria,
that is, the global properties of solutions such as Lagrange stability, dichotomy and gradient-like
property, which is also very important for the study of nonlinear dynamical systems. In the past
decades, exciting results on analysis and synthesis for systems with multiple equilibria in the
finite-dimensional case have been given, see [5,6,8,9] and references therein. However, there are
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case. The aim of this paper is to bridge the gap by investigating a class of infinite-dimensional
nonlinear feedback systems with infinite equilibria and provide frequency domain conditions
guaranteeing the systems with the property of Lagrange stability.
The pendulum-like systems are special class of nonlinear systems with periodic nonlinear-
ity and infinite equilibria as well as specific characteristic of solutions. They cover a wide class
of systems in engineering, mechanics and power systems such as synchronous machine, phase-
locked loops and so on. For the finite-dimensional pendulum-like systems the global properties
of solutions and the frequency-domain inequality conditions ensuring the systems with types
of global properties were provided [6]. Recently, the problem of controller design for a class
of finite-dimensional pendulum-like systems guaranteeing Lagrange stability, dichotomy and
gradient-like property of the closed-loop systems has been investigated [8,9,13].
In this paper, we consider a nonlinear feedback system of the form
z˙ = Az + ϕ(t, σ )b,
σ = 〈c, z〉, (1.1)
where z belongs to a complex separable Hilbert space Z with inner product 〈·,·〉 and norm ‖ · ‖,
the linear operator A with domain D(A) (a linear subspace of Z) generates a C0-semigroup T (t)
on Z, b, c ∈ Z, b, c = 0, and ϕ :R+ ×C → C is a nonlinear function. System (1.1) can be viewed
as an abstract version for some special delay and distributed parameter systems [3,4].
The methods of quadratic cones and invariant sets are extensively used investigating the global
properties of solutions of finite-dimensional Lure’s systems [5,6]. In this paper, we assume that
the operator A of system (1.1) is a Riesz-spectral operator which represents large classes of linear
partial differential systems of both parabolic and hyperbolic types. Taking advantage of the prop-
erties of Riesz-spectral operators, we find that the method of invariant cones can also be used for
the infinite-dimensional cases. And with the help of a lemma (Lemma 4.1) given below, which is
in some sense an extension of the well-known Kalman–Yakubovich–Popov lemma to the infinite-
dimensional cases, we derive the frequency domain conditions guaranteeing systems (1.1) with
the property of Lagrange stability. Here by Lagrange stability of a system we mean the bounded-
ness of all the solutions of the system. Lagrange stability is a basic requirement in some practical
systems and is a necessary condition for the investigation of the convergence of solutions of
systems.
2. Pendulum-like systems in Hilbert spaces
Let us at first present the definition of pendulum-like system in Hilbert spaces, which is a
generalization of the corresponding definition of finite-dimensional spaces as given in Section 2.4
of [6].
Let Z be a complex separable Hilbert space and Π be a linear subspace of Z. Consider a
differential system
z˙(t) = f (t, z), (2.1)
on Z, where f :R+ ×Π → Z, R+ := [0,+∞).
The function z(t) from the interval [t0, τ ] (t0  0) to Z is said to be a (classical) solution
of (2.1) on [t0, τ ] with initial data z0 ∈ Π , if z(t) ∈ C1([t0, τ ];Z), z(t) ∈ Π for all t ∈ [t0, τ ],
z(t0) = z0 and z(t) satisfies (2.1) for all t ∈ [t0, τ ]. The function z(t) from [t0,∞) to Z is said to
be a (classical) solution of (2.1) on [t0,∞) with initial data z0 ∈ Π , if it is for all τ > t0 a solution
of (2.1) on [t0, τ ] with initial data z0.
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R
+ and every z0 ∈ Π , there exists a unique solution z(t) of (2.1) on [t0,∞), which we denote
by z(t; t0, z0) or simply z(t) when no confusion will be caused.
Let dj ∈ Π (j ∈ Z, j  1) be linearly independent, and let
Γ :=
{ ∞∑
j=1
kjdj ∈ Π
∣∣∣ kj ∈ Z, dj ∈ Π
}
.
Definition 2.1. We say that system (2.1) is pendulum-like with respect to Γ if for any solution
z(t; t0, z0) of (2.1) we have
z(t; t0, z0 + d) = z(t; t0, z0)+ d (2.2)
for all t  t0 and all d ∈ Γ .
Theorem 2.1. System (2.1) is pendulum-like with respect to Γ if and only if
f (t, z + d) = f (t, z) (2.3)
for all t  0, z ∈ Π , and all d ∈ Γ .
Proof. Suppose (2.3) is satisfied. Consider an arbitrary solution z(t; t0, z0) of (2.1) and define
for d ∈ Γ the function z(t) = z(t; t0, z0) + d for t  t0, satisfying z(t0) = z0 + d . We have
z˙(t) = z˙(t; t0, z0) = f (t, z(t; t0, z0)) = f (t, z(t; t0, z0) + d) = f (t, z(t)). Thus z(t) is a solution
of (2.1) and by uniqueness z(t) ≡ z(t; t0, z0 + d).
To prove the converse, consider for arbitrary (t0, z0) ∈ R+ × Π and d ∈ Γ the so-
lution z(t; t0, z0 + d) of (2.1). It follows that z˙(t; t0, z0 + d) = z˙(t; t0, z0), consequently
f (t, z(t; t0, z0) + d) = f (t, z(t; t0, z0)). Setting t = t0 we receive from the last equality
f (t0, z0 + d) = f (t0, z0). 
It is clear that if z(t) = zeq = constant is a solution of (2.1) then z(t) = zeq + d (d ∈ Γ ) is also
a solution of (2.1). So the equilibria set of (2.1) is either empty or infinite.
Let us now consider the nonlinear feedback system (1.1). In the sequel we set the initial time
t0 = 0. And we assume that the operator A and the function ϕ given in system (1.1) satisfy certain
regularity conditions such that for every z0 ∈ D(A), there exists a unique solution z(t) of (1.1)
on R+, which we denote by z(t; z0).
From Theorem 2.1 we get the following results:
Theorem 2.2. Let d ∈ D(A), d = 0. Suppose that system (1.1) is approximately observable, and
that it is a pendulum-like system with respect to Γ = {jd | j ∈ Z}. Then it can be assumed w.l.o.g.
that Ad = 0 and ϕ(t, σ ) is 〈c, d〉-periodic in the second argument.
Proof. From Theorem 2.1 we have
Ad + ϕ(t, 〈c, z + d〉)b = ϕ(t, 〈c, z〉)b (2.4)
for all (t, z) ∈ R+ ×D(A). This equality is equivalent to
Ad + ϕ(t, σ + 〈c, d〉)b = ϕ(t, σ )b (2.5)
for all (t, σ ) ∈ R+ × C.
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(2.5) that Ad = 0. By the property of C0-semigroup we have T (t)d = d +
∫ t
0 T (s)Ad ds = d for
all t ∈ R+. Hence 〈c,T (t)d〉 = 〈c, d〉 = 0 for all t  0. It contradicts to the assumption that the
system (1.1) is approximately observable. Thus 〈c, d〉 = 0.
Let B :C → Z, defined by Bu = ub and C :Z → C, defined by Cz = 〈c, z〉. Let us now
rewrite system (1.1) in the form
z˙ = (A− αBC)z + ϕ1
(
t, 〈c, z〉)b, (2.6)
where α = 〈b,Ad〉‖b‖2〈c,d〉 and ϕ1(t, σ ) = ϕ(t, σ )+ ασ for all (t, σ ) ∈ R+ × C. From (2.5) we have
〈b,Ad〉 + ϕ(t, σ + 〈c, d〉)〈b, b〉 = ϕ(t, σ )〈b, b〉, (2.7)
so
〈b,Ad〉
‖b‖2 + ϕ
(
t, σ + 〈c, d〉)= ϕ(t, σ ), (2.8)
whence it follows
ϕ1
(
t, σ + 〈c, d〉)= ϕ(t, σ + 〈c, d〉)+ α(σ + 〈c, d〉)
= ϕ(t, σ )− 〈b,Ad〉‖b‖2 + ασ + α〈c, d〉
= ϕ(t, σ )+ ασ
= ϕ1(t, σ ) (2.9)
for all (t, σ ) ∈ R+ × C. Thus for fixed t the function ϕ1 is periodic in σ with the period 〈c, d〉.
Then it follows from (2.6) by Theorem 2.1 that (A− αBC)d = 0. 
In the sequel, whenever we say that system (1.1) is a pendulum-like system with respect to
Γ = {jd | j ∈ Z}, where d ∈ D(A), d = 0, is given, we mean that d is an eigenvector of A
corresponding to its zero eigenvalue, and ϕ(t, σ ) is 〈c, d〉-periodic in the second argument.
3. Quadratic cones
A certain geometrical notion called quadratic cone, which is connected with quadratic forms,
is widely used investigating the global properties of solutions of finite-dimensional Lure’s sys-
tems. Here we generalize the notion to Hilbert spaces for further use.
Definition 3.1. Let Θ be a subspace of a Hilbert space Z. Suppose that H = H ∗ ∈L (Z). A set
Ω := {z ∈ Θ | 〈z,Hz〉 < 0} is called a quadratic cone. The dimension of the maximal linear set
contained in Ω ∪ {0} is called the dimension of Ω , which we denote by dim(Ω).
With the help of the properties of Riesz basis and Riesz-spectral operator (see the definitions
in Appendix A), we get the following results:
Theorem 3.1. Let Z be a separable Hilbert space. Consider the system
z˙ = Az, (3.1)
where A is a Riesz-spectral operator on Z with T (·) as the generated C0-semigroup. Let V (z) =
〈z,Hz〉, where H = H ∗ ∈ L (Z), such that 2 Re〈z,HAz〉 < 0, for all z ∈ D(A), z = 0. Let
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eigenvalues with positive real part, and the imaginary axis {iω | ω ∈ R} ⊂ ρ(A), where ρ(A)
denotes the resolvent set of A. Then Ω is a k-dimensional cone. In particular, if k = 0, then H is
positive definite on D(A), i.e., 〈z,Hz〉 > 0, ∀z ∈ D(A), z = 0.
Proof. In order to prove the assertion of the theorem we at first consider the case when k = 0.
Under the assumption of the theorem, we know in this case T (·) is exponentially stable. For an
arbitrary z0 ∈ D(A), z0 = 0, consider V (z(t)) = 〈z(t),Hz(t)〉, where z(t; z0) is a solution of the
system (3.1). We have
V˙ (t) = 〈z(t),HAz(t)〉+ 〈Az(t),Hz(t)〉= 2 Re〈z(t),HAz(t)〉< 0. (3.2)
By exponentially stability of (3.1),〈
z(t),Hz(t)
〉→ 0, t → +∞. (3.3)
By (3.2) and (3.3),
〈z0,Hz0〉 > 0, z0 ∈ D(A), z0 = 0. (3.4)
Thus H is positive definite on D(A).
Now let us consider the case when k > 0. Let {φn | n  1} be the eigenvectors of A cor-
responding to the eigenvalues {λn | n  1}. W.l.o.g. we suppose Reλn > 0, 1  n  k. It fol-
lows from the properties of Riesz-spectral operators that span{φn | n  1} = Z, and there exist
{ψn | n 1}, which is also a Riesz basis of Z, such that {φn}, {ψn} are biorthonormal. From the
assumption of the theorem, we have
Re〈φn,HAφn〉 = Re〈φn,λnHφn〉 = (Reλn)〈φn,Hφn〉 < 0,
thus
〈φn,Hφn〉 < 0, i.e., φn ∈ Ω, for 1 n k,
and
〈φn,Hφn〉 > 0, i.e., φn /∈ Ω, for n > k.
Since span{φn, n 1} = Z, it implies that dim(Ω) k.
Let Z+ = span{φn | 1  n  k}, it follows from the property of Riesz-spectral operator
that Z+ is A-invariant and T -invariant. We define an operator −A+ := −A|Z+ , then the C0-
semigroup T +(·) generated by −A+ on Z+ is exponentially stable. Since {ψn, n 1} is also a
Riesz basis of Z, the operator H has the representation H(z) =∑∞n=1〈H(z),φn〉ψn, for every
z ∈ Z. We define an operator H+ on Z+ as H+(z) :=∑kn=1〈H(z),φn〉ψn, for every z ∈ Z+. It
is easy to verify that H+ is a bounded self-adjoint operator on Z+, moreover,
〈z,H+z〉 = 〈z,Hz〉, for all z ∈ Z+.
Then we have
Re
〈
z, (−H+)(−A+)z〉= 2 Re〈H+z,A+z〉 = 2 Re〈H+z,Az〉 = 2 Re〈Hz,Az〉 < 0,
for all z ∈ Z+, z = 0.
Whence it follows −H+ is positive definite on Z+, and
〈z,Hz〉 = 〈z,H+z〉 < 0, for all z ∈ Z+, z = 0.
So Z+ ⊂ Ω ∪ {0}, and dim(Ω) k. Now we come to the conclusion that dim(Ω) = k. 
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A is a Riesz-spectral operator on Z with T (·) as the generated C0-semigroup and C ∈L (Z,Y ),
where Y is another separable Hilbert space. Suppose that system
∑
(A,−,C) is approximately
observable. Let V (z) = 〈z,Hz〉, where H = H ∗ ∈L (Z), such that
2 Re〈z,HAz〉−‖σ‖2, (3.5)
for all z ∈ D(A). Let Ω be the quadratic cone Ω = {z ∈ D(A) | V (z) < 0}. Suppose that A has k
(a finite number) eigenvalues with positive real part, and the imaginary axis {iω | ω ∈ R} ⊂
ρ(A), where ρ(A) is the resolvent set of A. Then Ω is a k-dimensional cone. In particular, if
k = 0, then H is positive definite on D(A).
Proof. The process of the proof is similar to that of Theorem 3.1, so we just briefly point out the
differences and use the same notations given in the proof of Theorem 3.1. Let us also start with
the case when k = 0. In this case T (·) is exponentially stable. Integrating (3.5), we obtain
〈z0,Hz0〉
∞∫
0
‖Cz‖2 dt, z0 ∈ D(A). (3.6)
The right side of this inequality is positive whenever z0 = 0, otherwise CT (·)z0 = 0 for all t  0.
It contradicts to the assumption that the system
∑
(A,−,C) is approximately observable. Thus
H is positive definite on D(A).
For the case when k > 0, we point out the following two points:
(i) Cφi = 0, where φi is an eigenvector of A corresponding to λi . Suppose the contrary that
Cφi = 0, for a certain i ∈ N. Then we have
CT (t)φi = C
∞∑
n=1
eλnt 〈φi,ψn〉φn = Ceλi tφi = eλi tCφi = 0, for all t ∈ R+. (3.7)
It contradicts to the assumption that the system
∑
(A,−,C) is approximately observable.
(ii) Since Z+ is A-invariant and T -invariant, ∑(−A+,−,C) is also approximately observable.
Now the assertion of the theorem can be verified through the same process of the proof of
Theorem 3.1. 
4. Lagrange stability
Definition 4.1. If all the solutions of (2.1) are norm-bounded we say that the system is Lagrange
stable.
Lemma 4.1. [2] Let A be the infinitesimal generator of a semigroup T (·) on a complex sep-
arable Hilbert space Z, let B ∈ L (U,Z), where U is another complex separable Hilbert
space, and suppose that (A,B) is exponentially stabilizable. Furthermore, let Q = Q∗ ∈L (Z),
L ∈ L (Z,U) and R = R∗ ∈ L (U), with R coercive. For all (z, u) ∈ Z × U we define the
quadratic form
F(z,u) := 〈Qz,z〉Z + 2 Re〈Lz,u〉U + 〈Ru,u〉U . (4.1)
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there holds
F(z,u) ‖z‖2Z, (4.2)
then there exists a self-adjoint P ∈L (Z) such that for all z,u ∈ D(A),
2 Re〈Az +Bu,Pz〉Z + F(z,u) 0. (4.3)
Lemma 4.2. [6] Suppose that υ : [t0,+∞) → R is absolutely continuous, υ(t0) 0 (respectively
υ(t0) < 0) and there exists a number γ such that
dυ
dt
 γ υ(t), for a.e. t  t0. (4.4)
Then υ(t) 0 (respectively υ(t) < 0) for all t  t0.
Theorem 3.2, Lemmas 4.1 and 4.2 allow us to deduce the following frequency domain crite-
rion, which is a kind of “shifted” Circle Criterion, guaranteeing systems (1.1) with the property
of Lagrange stability.
Theorem 4.1. Consider the system (1.1), we assume that A is a Riesz-spectral operator with a
zero eigenvalue, ϕ(t, σ ) :R+ × C → C is a bounded nonlinear function belonging to a sector
M[μ1,μ2], i.e.,
μ1〈σ,σ 〉C 
〈
σ,ϕ(t, σ )
〉
C
 μ2〈σ,σ 〉C, t ∈ R+, μ1 < 0, μ2 > 0, (4.5)
furthermore, there exists a number Δ = 0 such that
ϕ(t, σ +Δ) = ϕ(t, σ ).
And we assume that system (1.1) is approximately observable and exponentially stabilizable. Let
χ(s) represent the transfer function of the linear part of system (1.1) from the input ξ = ϕ(t, σ )
to the output (−σ). Suppose that there exists a number λ > 0 such that the following conditions
are fulfilled:
(i) the operator A + λI has only one eigenvalue with positive real part and {iω | ω ∈ R} ⊂
ρ(A+ λI);
(ii) there exists  > 0, such that
μ−11 μ
−1
2 +
(
μ−11 +μ−12
)
Reχ(iω − λ)+ ∣∣χ(iω − λ)∣∣2 −, ∀ω ∈ R. (4.6)
Then system (1.1) is Lagrange stable.
Proof. Suppose that z(t; z0) is a solution of (1.1). Let d ∈ D(A), d = 0 be an eigenvector of
A corresponding to its zero eigenvalue, such that 〈c, d〉 = Δ. Since (1.1) is pendulum-like with
respect to {Γ = jd | j ∈ Z}, it follows that
z(t; z0)− jd = z(t; z0 − jd), t  0, j ∈ Z. (4.7)
Frequency-domain condition (4.6) coincides with inequality
Re
{[
χ(iω − λ)+μ−1]∗[χ(iω − λ)+μ−1]}−. (4.8)1 2
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F(z, ξ) = Re[(μ−12 ξ − σ )∗(μ−11 ξ − σ )]. (4.9)
When iωz = (A+ λI)z + bξ , since {iω | ω ∈ R} ⊂ ρ(A+ λI) we have
z = [(iω − λ)I −A]−1bξ,
then
F(z, ξ) = Re{[μ−12 ξ + χ(iω − λ)ξ]∗[μ−11 ξ + χ(iω − λ)ξ]}
= Re{[μ−12 + χ(iω − λ)]∗[μ−11 + χ(iω − λ)]}|ξ |2
−|ξ |2.
From (i), there exists a number α > 0 such that infω∈R, n1 |(iω − λ) − λn|  α, where
{λn, n 1} are eigenvalues of A. Properties of Riesz-spectral operators imply there exist positive
constants m and M such that
‖z‖2 = ∥∥[(iω − λ)I −A]−1bξ∥∥2  M
mα2
‖b‖2|ξ |2 = β|ξ |2,
where β = M‖b‖2
mα2
. Then
F(z, ξ)−|ξ |2 − ‖z‖
2
β
= −μ‖z‖2,
where μ = 
β
. From Lemma 4.1, there exists an adjoint operator H ∈L (Z), such that
G(z, ξ) = 〈Hz, (A+ λI)z + bξ 〉+ 〈(A+ λI)z + bξ,Hz〉
+ Re[(μ−12 ξ − σ )∗(μ−11 ξ − σ )] 0, ∀z ∈ D(A), ξ ∈ C. (4.10)
Let us now consider the Lyapunov function V (z) = 〈z,Hz〉. Its derivative with respect to
system (1.1) is
V˙ = 〈Hz,Az + bξ 〉 + 〈Az + bξ,Hz〉.
Let us define function υ(t) = V (z(t)), where z(t) = z(t; z0) is a solution of (1.1). Using sector
condition (4.5) and the fact that G is non-positive, i.e.,
2 Re〈Hz,Az + bξ 〉−2λ〈z,Hz〉 − Re[(μ−12 ξ − σ )∗(μ−11 ξ − σ )], (4.11)
we come to conclusion that
dυ(t)
dt
−2λυ(t), ∀t  0.
It follows from Lemma 4.2 that the set Ω = {z ∈ D(A) | 〈z,Hz〉 < 0} is positively invariant for
system (1.1). Hence
Ωj :=
{
z ∈ D(A) ∣∣ 〈(z − jd),H(z − jd)〉< 0} (4.12)
is positively invariant for (1.1). Indeed, for an arbitrary z0 ∈ Ωj , it follows that z0 − jd ∈ Ω0.
Then in virtue of positive invariance of Ω0 we have
z(t; z0 − jd) ∈ Ω0, ∀t  0.
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z(t; z0)− jd
)
,H
(
z(t; z0)− jd
)〉
< 0, ∀t  0.
Since G(z, ξ) is non-positive for all z ∈ D(A), ξ ∈ C, we obtain taking in (4.11) ξ = 0,
2 Re
〈
z,H(A+ λI)z〉−‖σ‖2. (4.13)
It follows from Theorem 3.2 that
dim(Ω0) = 1. (4.14)
Let now z = d , ξ = 0 in (4.11), we see that
〈d,Hd〉 < 0. (4.15)
Let us define for an arbitrary j ∈ Z, the set Γj = Ωj ∩Ω−j . The set Γj is positively invariant as
both Ωj and Ω−j are positively invariant.
Because of (4.14) there exists a vector h = 0, h ∈ Z, such that{
z ∈ D(A) ∣∣ 〈h, z〉 = 0}⊂ {z ∈ D(A) ∣∣ 〈z,Hz〉 0}. (4.16)
Let φ1 be the eigenvector corresponding to the zero eigenvalue of A, and we can choose h = ψ1,
where {φn} and {ψn} are defined in Section 3. Indeed in this case {z ∈ Z | 〈h, z〉 = 0} = span{φn |
n 2}, and for any z =∑∞i=2〈z,ψi〉φi , z = 0, we have 〈z,Hz〉 > 0.
Consider an arbitrary solution z(t; z0) of system (1.1). It is clear that since 〈h,d〉 = 0 and
〈d,Hd〉 < 0 we can define a number j > 0, large enough, such that∣∣〈h, z0〉∣∣< j ∣∣〈h,d〉∣∣,
〈z0,Hz0〉 + 2j Re〈z0,Hd〉 + j2〈d,Hd〉 < 0,
〈z0,Hz0〉 − 2j Re〈z0,Hd〉 + j2〈d,Hd〉 < 0.
From above it follows that〈
(z0 + jd),H(z0 + jd)
〉
< 0,〈
(z0 − jd),H(z0 − jd)
〉
< 0.
Thus
z(t; z0) ∈ Γj , ∀t  0. (4.17)
Let us show that∣∣〈h, z(t; z0)〉∣∣< j ∣∣〈h,d〉∣∣, ∀t  0. (4.18)
Indeed if (4.18) is broken, then there exists t > 0 such that |〈h, z(t; z0)〉| = j |〈h,d〉|. It means
that either 〈(z(t; z0) + jd),H(z(t; z0) + jd)〉  0 or 〈(z(t; z0) − jd),H(z(t; z0) − jd)〉  0
which is impossible because of (4.17).
Let us now show the boundedness of z(t; z0) (simply denoted by z(t)). By properties of Riesz
basis, we have z(t) =∑∞i=1〈z(t),ψi〉φi . It follows from∣∣〈z(t),ψ1〉∣∣= ∣∣〈z(t), h〉∣∣< j ∣∣〈h,d〉∣∣ (4.19)
that 〈z(t),ψ1〉 is bounded. Define B ∈L (C,Z): Bu = ub and C ∈L (Z,C): Cz = 〈c, z〉, with
‖B‖L (C,Z) = ‖b‖ and ‖C‖L (Z,C) = ‖c‖, respectively. System (1.1) can now be denoted as
system
∑
(A,B,C). Let
Z+ = span{φ1}, Z− = span{φi, i  2},
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bounded.
Let
A+z = λ1〈z,ψ1〉φ1 = 0, ∀z ∈ D(A),
A−z =
∞∑
i=2
λi〈z,ψi〉φi, ∀z ∈ D(A),
T +z = eλ1t 〈z,ψ1〉φ1 = 〈z,ψ1〉φ1, ∀z ∈ Z,
T −z =
∞∑
i=2
eλi t 〈z,ψi〉φi, ∀z ∈ Z,
B+u = 〈bu,ψ1〉φ1 = u〈b,ψ1〉φ1, ∀u ∈ C,
B−u =
∞∑
i=2
〈bu,ψn〉φn = u
∞∑
i=2
〈b,ψn〉φn, ∀u ∈ C,
C+z = 〈c, 〈z,ψ1〉φ1〉, ∀z ∈ Z,
C−z =
∞∑
i=2
〈
c, 〈z,ψn〉φn
〉
, ∀z ∈ Z. (4.20)
By properties of Riesz-spectral operators, system
∑
(A,B,C) can be decomposed as the vector
sum of two subsystems:
∑
(A+,B+,C+) on Z+ and
∑
(A−,B−,C−) on Z−. Consider now
the system
∑
(A−,B−,C−),
z˙− = A−z− +B−ϕ(t, σ ),
σ = C−z−, (4.21)
on Z−. We have
z−(t) = T −(t)z−0 +
t∫
0
T −(t − τ)B−ϕ(τ, σ (τ ))dτ. (4.22)
Suppose that |ϕ(t, σ )|K , for all t × σ ∈ R+ × C. Since Reλi < 0, i  2, there exist positive
constants N and θ such that ‖T −(t)‖Ne−θt for all t  0. Then
∥∥z−(t)∥∥ ∥∥T −(t)∥∥‖z−0 ‖ +
t∫
0
∥∥T −(t − τ)∥∥‖B−‖K dτ
Ne−θt‖z−0 ‖ +K‖B−‖
t∫
0
Ne−θ(t−τ) dτ
N‖z−0 ‖ +NK‖b‖/θ,
i.e., z−(t) is also bounded.
Now we can draw the conclusion that z(t; z0) = z+(t)+ z−(t) is bounded. 
Let us now see an example.
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tial equation
∂z
∂t
(x, t) = ∂
2z
∂x2
(x, t)+ 2 · 1[ 12 ,1](x)ϕ(σ ),
∂z
∂x
(0, t) = 0 = ∂z
∂x
(1, t), z(x,0) = z0(x),
σ = 2
1∫
0
1[0, 12 ](x)z(x, t) dx, (4.23)
where ϕ(σ) is a Δ-periodic nonlinearity belonging to a sector M[μ1,μ2], i.e.,
μ1 
ϕ(σ)
σ
 μ2, t ∈ R+, σ = 0, μ1 < 0, μ2 > 0,
and
1[α, β] =
{
1, for α  x  β,
0, elsewhere.
We choose Z = L2(0,1) as the state space and the trajectory z(·, t) = {z(x, t), 0 x  1} as
the state. We define the system operator A to be A(h) = d2h
dx2
, with
D(A) =
{
h ∈ L2(0,1)
∣∣∣ h, dh
dx
are absolutely continuous,
d2h
dx2
∈ L2(0,1) and dh
dx
(0) = 0 = dh
dx
(1)
}
.
It is well known that A is a Riesz-spectral operator with the eigenvalues λn = −n2π2, n  0,
and the corresponding eigenvectors φn(x) =
√
2 cos(nπx) for n  1, φ0 = 1, which form an
orthonormal basis for L2(0,1). Now we see that system (4.23) is a pendulum-like system. As
given in Section 4.3 of [10], the transfer function of system (4.23) from the input ξ = ϕ(σ) to
the output (−σ) is
χ(s) = −2 tanh(
√
s
2 )
s
√
s
. (4.24)
Let
0 < λ< π2, (4.25)
we have
χ(iω − λ) = −2 tanh(
√
iω−λ
2 )
(iω − λ)√iω − λ. (4.26)
Let
γ =
√
λ2 +ω2,
δ1 =
√
γ − λ
2
,
δ2 =
√
γ + λ
.2
666 C. Liu et al. / J. Math. Anal. Appl. 331 (2007) 655–668Through direct calculation, we obtain that
∣∣χ(iω − λ)∣∣2 = e4δ1 − 2e2δ1 cos 2δ2 + 1
γ 3d2
, (4.27)
where
d2 = e4δ1 + 4e3δ1 cos δ2 + 2e2δ1
(
1 + 2 cos2 δ2
)+ 4eδ1 cos δ2 + 1.
It is easy to verify that |χ(iω − λ)|2 is bounded for all ω ∈ R if the condition (4.25) holds.
From Theorem 4.1, we see that system (4.23) can be Lagrange stable for suitable μ1 and μ2.
Appendix A. Riesz basis and Riesz-spectral operator
For the sake of completeness, we will give here the definitions of Riesz basis and Riesz-
spectral operator and briefly outline some properties used in this paper. The readers are referred
to [10] for more details.
Definition A.1. A sequence of vectors {φn | n 1} in a Hilbert space Z forms a Riesz basis for Z
if the following two conditions hold:
(a) span{φn | n 1} = Z;
(b) there exist positive constants m and M such that for arbitrary N ∈ N and arbitrary scalars
αn, n = 1, . . . ,N ,
m
N∑
n=1
|αn|2 
∥∥∥∥∥
N∑
n=1
αnφn
∥∥∥∥∥
2
M
N∑
n=1
|αn|2. (A.1)
Lemma A.1. Suppose that the closed, linear operator A on the Hilbert space Z has simple
eigenvalues {λn | n 1} and that its corresponding eigenvectors {φn | n 1} form a Riesz basis
in Z.
(a) If {ψn | n  1} are the eigenvectors of the adjoint of A corresponding to the eigenvalues
{λ¯n | n 1}, then the {ψn} can be suitably scaled so that {φn}, {ψn} are biorthonormal.
(b) Every z ∈ Z can be represented uniquely by
z =
∞∑
n=1
〈z,ψn〉φn (A.2)
and there exist constants m,M > 0 such that
m
∞∑
n=1
∣∣〈z,ψn〉∣∣2  ‖z‖2 M ∞∑
n=1
∣∣〈z,ψn〉∣∣2. (A.3)
Definition A.2. Suppose that A is a linear, closed operator on a Hilbert space Z, with sim-
ple eigenvalues {λn | n  1} and suppose that its corresponding eigenvectors {φn | n  1} form
a Riesz basis in Z. If the closure of {λn | n 1} is totally disconnected, then we call A a Riesz-
spectral operator.
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segment lying entirely in {λn | n 1}.
Lemma A.2. Suppose that A is a Riesz-spectral operator with simple eigenvalues {λn | n  1}
and corresponding eigenvectors {φn | n  1}. Let {ψn | n  1} be the eigenvectors of A∗ such
that 〈φn,ψm〉 = δnm. Then A satisfies:
(a) ρ(A) = {λ ∈ C | infn1 |λ−λn| > 0}, σ(A) = {λn | n 1}, and for λ ∈ ρ(A), (λI −A)−1 is
given by
(λI −A)−1 =
∞∑
n=1
1
λ− λn 〈·,ψn〉φn; (A.4)
let λ ∈ ρ(A) such that infn1 |λ− λn| α > 0, then
∥∥(λI −A)−1∥∥ 1
α
√
M
m
; (A.5)
(b) A has the representation
Az =
∞∑
n=1
λn〈z,ψn〉φn (A.6)
for z ∈ D(A), and
D(A) =
{
z ∈ Z
∣∣∣ ∞∑
n=1
|λn|2
∣∣〈z,ψn〉∣∣2 < ∞
}
; (A.7)
(c) A is the infinitesimal generator of a C0-semigroup if and only if supn1 Re(λn) < ∞ and
T (t) is given by
T (t) =
∞∑
n=1
eλnt 〈·,ψn〉φn; (A.8)
(d) the growth bound of the semigroup is given by
ω0 = inf
t>0
(
1
t
log
∥∥T (t)∥∥)= sup
n1
Re(λn). (A.9)
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