Abstract-This paper investigates the energy-efficient traffic splitting for time-varying wireless networks, which have been configured with multiple radio access technologies (multi-RATs). A single stream of the media content is split into multiple segments, which could be transmitted over multiple RATs simultaneously so that the complementary advantages of different RATs can be exploited. To address this problem, we formulate the traffic splitting as a long-term energy efficiency (EE) maximization problem with respect to the time-varying channel state information (CSI). An equivalent transformation method is proposed to convert the long-term nonconvex EE maximization problem into a concave optimization. To reduce the computational complexity, we develop a dynamic traffic splitting (DTS) algorithm, which iterates only one time when the network state changes. Then, we use the definition of tracking error to describe the difference between the DTS and the target optimal traffic splitting solution. After that, an adaptivecompensation traffic splitting (ACTS) algorithm is proposed to offset the tracking error so as to enhance the EE performance. More specifically, we give a sufficient condition for significantly eliminating the tracking errors of the ACTS algorithm. Simulation results show that the proposed ACTS algorithm obtains the EE performance comparable with the optimal solution at the overhead of only a single iteration at each timeslot of the network state acquisition.
phones, tablets, and machine-type communication devices in next decades [1] . Although wireless technology has made great progress in recent years, it is still challenging to deliver so much media traffic data over wireless platforms [2] . On one hand, the radio access technologies (RAT), such as WiMAX, Mobile-Fi, IEEE 802.11 wireless local area networks (WLAN) / Wi-Fi, and IEEE 802.15 wireless personal area networks (WPAN), are limited in radio coverage and mobility support for individual users [3] ; On the other hand, the RAT of cellular network can well sustain the user's mobility but its bandwidth is often inadequate to support the throughput-demanding video applications. To overcome these difficulties, multiple radio access technologies (multi-RAT) service, where a mobile terminal (MT) maintains multiple simultaneous network paths by employing different RATs, is considered as a promising solution [4] .
Official data show that the annual average power consumption by information and communications technologies (ICT) industries was over 200 GW in 2012 [5] , [6] . To construct green wireless communication systems, energy efficiency (EE) has emerged as a new prominent figure of merit in the last decade [7] , [8] . Fortunately, the EE can be improved through the multi-RAT service [9] . Due to the fact that data rate is a logarithm function of the transmit power, the power consumption increases exponentially with data rate. In traditional wireless networks, the MTs can only connect with one RAT, more power will be consumed by the RAT if the MT data rate requirement is too large, resulting a lower EE. However, in multi-RAT wireless network, the MT data requirement can be split into different RATs and each parallel flow is allocated with a proper rate so that the EE performance can be effectively improved.
In the considered time-varying multi-RAT wireless network, the EE is defined as the ratio of long-term throughput to the long-term power consumption, the network state, i.e., channel state information (CSI), is time varying and often sampled at a specified timescale, such as 10 ms for LTE system [10] . Although the long-term energy-efficient resource allocation schemes were proposed in [11] and [12] , it requires the statistical CSI, which is hard to know in advance in practical wireless system. The stochastic network optimization schemes, especially Lyapunov optimization in [13] [14] [15] , have been proposed for the long-term EE maximization problems. However, these schemes perform the traffic splitting or flow control algorithms iteratively many times within the timeslot of network states for obtaining the optimal solution, i.e., the algorithm iteration timescale is larger than the network state timescale, as shown in Fig. 1(a) . In spite that the optimal solutions of different timeslots are obtained, iterating the algorithm many times within each timeslot will cost a lot of computational resources and also lead to very high signaling overhead over the air interfaces.
Motivated by this point, we are interested in designing an adaptive traffic splitting algorithm for the long-term EE maximization, where the algorithm's iteration timescale is the same to the network states timescale, as shown in Fig. 1(b) . Under the analysis of the moving inertia 1 of the traffic splitting solution, we introduce a compensation term to the traffic splitting algorithm for tracking the optimal traffic splitting solution. In our previous works [16] , the adaptive compensative Lyapunov optimization algorithm was developed, however, it cannot be used to solve the nonconvex long-term EE maximization problem. Hence, in this paper, we derive an adaptive traffic splitting algorithm not only maximizes the long-term EE but also saves a lot of iteration overheads by iterating the algorithm only once when the network state changes.
For achieving these goals, we model the time-varying wireless channel as a Wiener stochastic process. The tracking errors are defined as the difference between the traffic splitting algorithm output and the target optimal traffic splitting solution. Then, we construct the tracking error as a virtual stochastic dynamic system (VSDS) specified by a system of stochastic differential equation. Finally, we analyze the stability of VSDS for studying the convergence of the proposed traffic splitting algorithm.
The main contributions of this paper are outlined as follows. 1) An equivalent transformation method is proposed to convert the long-term nonconvex EE maximization problem into a concave optimization. 2) An adaptive-compensation traffic splitting (ACTS) algorithm is proposed to offset the tracking error in order to enhance the EE performance.
3) The connections between the ACTS algorithm dynamics and the VSDS are established that the study of the algorithm convergence is equivalent to the study of the stochastic stability of the VSDS. 4) We find a sufficient condition for the stochastic stability of the VSDS, which is also a sufficient condition for the convergence of the ACTS algorithm. The rest of this paper is organized as follows. Section II presents the related works. The network model and problem 1 The concept of moving inertia is similar to the inertia in physics, and it is used to represent the moving tendency of optimal resource allocation solution.
formulation are given in Section III. In Section IV, we give the dynamic traffic splitting algorithm in multi-RAT wireless networks. Section V gives the ACTS algorithm. Section VI presents the simulation results to evaluate the proposed scheme. The conclusions are drawn in Section VII.
II. RELATED WORKS
The energy-efficient resource optimization has received growing attentions in these years. An energy-efficient power allocation scheme was developed in [17] for the downlink multiuser distributed antenna systems. The joint user association and resource allocation scheme in [18] achieved the EE balance among different base stations. An EE-oriented traffic offloading framework was proposed in [19] for the stochastic heterogeneous cellular network. However, the traffic splitting problem for the multi-RAT wireless network was not investigated in these papers. In order to minimize the network delay of the traffic splitting process, the close-form solution was derived in [20] under the special condition of two RATs. A new splitting algorithm was proposed in [21] for TCP-based networks that uses a simple score function to make on-the-fly decisions on the routing of individual TCP segments. The tradeoff between throughput maximization and battery energy minimization was derived in [22] by the traffic splitting on cellular/WiFi heterogeneous networks. The traffic splitting scheme in [23] used a feedback-based technique to determine split ratios adaptively, based on the measurements at the receiver. Some novel splitting strategies in combination with different queuing management architectures were proposed in [24] to obtain the multiradio transmission diversity gain effectively. The tradeoff between EE and spectral-efficiency was achieved in [25] by controlling the traffic splitting probability of a concurrent transmission process. However, the aforementioned literatures are typically based on static network models and neglect the fact that practical traffic splitting decisions must be made under time varying wireless channel conditions. Under the consideration of the user's wireless channel quality, a throughput-maximization-based traffic split scheme was developed in [26] to dynamically adjust the split ratio. A dynamic flow (or stream) control and QoS traffic routing method was developed in [27] over different RATs interfaces at 5G nodes. A dynamic traffic admission control scheme was proposed in [28] to adaptively handle the traffic dynamics and wireless channel fading. However, all of these schemes are based on the assumption of i.i.d network state model and an iteration algorithm is used to obtain the optimal traffic splitting solution within the time period of the evolving of the network state. As we have mentioned earlier, by iterating the algorithm many times within one timeslot, these schemes not only have high computational complexity but also incur a lot of iteration overheads.
III. SYSTEM MODEL
In this section, we first introduce the network model of multi-RAT enabled wireless network. Next, we shall formulate the problem of the energy efficient traffic splitting. 
A. Network Model
In this paper, we consider a tightly integrated multi-RAT wireless network where each MT is equipped with multiple radios capability (see Fig. 2 ). As a result the MT can access to the same core network through N different wireless technologies (e.g., 3G, LTE, WLAN, WiMax, etc.) simultaneously. In order to exploit the diversity provided by different RATs, a single stream of the media content is split into multiple subflows, which are assigned to different RATs by a RAT sched- We assume that, in multi-RAT wireless networks, different RATs operate in different bandwidths (e.g., 2.4 GHz for WiFi, 1.8-2.3 GHz for Cellular) [29] . Thus, the inter-RATs interference does not exist in multi-RAT wireless networks. Without loss of generality, and under the framework of the Shannon formula, the theoretical flow rate achieved between RAT n and MT m can be approximately represented as
where B n,m is the system bandwidth between RAT n and MT m, p n,m is the allocated transmit power and h n,m is the channel gain of the link between RAT n and MT m, which is normalized by the noise power. Furthermore, we assume that h n,m is a stochastic process described by the following reflective stochastic differential equation (SDE) [30] :
where a determines the temporal correlation of h n,m and W n,m is the standard complex Wiener process with unit variance. The wireless channels between different RATs and MTs are independent of each other. Note that h n,m is a continuous version of the autoregressive process, which has been widely used to model the dynamics of a correlated wireless fading channel.
B. EE
It is reported that RATs consume the highest proportion of energy in wireless network [31] . It is noteworthy that more than 80% of the input energy in a typical wireless network is dissipated as heat. Generally, the useful output power is only around 5%-20% of the input power [8] . Therefore, with respect to both financial and environmental aspects, EE has become an important performance metric for the traffic splitting in wireless network. In this paper, we consider an energy-efficient traffic splitting for the multi-RAT wireless network. From (1), we mathematically compute the transmit power consumed by RAT n for transmitting to MT m, which is
In order to describe the EE characteristics of the multi-RAT wireless network, the practical power model should be taken into account. According to the description in [31] , the total power consumption P n of RAT n is mainly related to the transmit power and circuit power. Therefore, the total power consumption can be expressed as
where ξ n and p C n,m are constants accounting for the inefficiency of the power amplifier and the circuit power of RAT n, respectively.
Note that the total transmission energy is proportional to the total power consumption. In this contribution, the EE is depicted as the ratio of the long-term sum transmission rate of RATs to the corresponding long-term total power consumption (unit: bit/Joule)
In the following descriptions, we use n,m to represent
C. RAT Capacity
The RAT physical layer protocol has been enhanced during the last ten years, including IEEE 802.11a/g, 802.11n, and 802.11ac. According to [32] , the current physical layer protocol can guarantee a constant maximum capacity for RATs, which is shown in Table I . In generally, the fading wireless channels in RAT result in a fluctuation of the data rates. In order to simplify the analysis complexity, the upper bounds of the RATs capacity are given in this paper, denoted by
This assumption is also used in [33] , which considers the resource allocation in heterogenous wireless medium. 
D. Problem Formulation
For the traffic splitting process, our goal is to maximize the EE, while satisfying the MT's QoS constraint. Thus, the energy efficient traffic splitting problem is formulated as
where (C1) ensures that the rate aggregation of multiple flows received at the MT should be larger than its QoS requirement, (C2) shows that the total flow rates at RAT n must be smaller than the RAT's maximum capacity, and (C3) shows the nonnegative flow rates. In (6), h n,m is a stochastic process, thus (6) can be viewed as a stochastic programming problem. A solution for (6) is the algorithm for controlling the transmission rate R in reaction to the time-varying CSI h = [h n,m ] N ×M , such that all of the constraints are satisfied, and simultaneously, the EE is maximized as possible. Similar problem formulation can be found in [9] and [25] without the consideration of time-varying wireless channel conditions. These traffic splitting schemes accommodate the dynamic network state only by snapshot model. The optimal traffic splitting solutions of different timeslots are independently searched by iterating the algorithm many times within each timeslot, i.e., the algorithm iteration timescale is larger than the network state timescale, as shown in Fig. 1(a) . In spite that the optimal solutions of different timeslots are obtained, iterating the algorithm many times within each timeslot will cost a lot of computational resources and also lead to very high signaling overhead over the air interfaces. In the following sections, we will propose the dynamic traffic splitting algorithm in multi-RAT wireless networks whose iteration timescale is the same to the network states timescale, as shown in Fig. 1(b) .
IV. DYNAMIC TRAFFIC SPLITTING IN MULTI-RAT WIRELESS NETWORKS
In this section, we first propose an equivalent transformation method for converting the objective function in optimization problem (6) into a concave one, upon which we develop a projected gradient search algorithm for finding the optimal traffic splitting solution.
A. Equivalent Transformation
We define R as the set of feasible traffic splitting solutions of (6) . Denote the optimal traffic splitting allocation of (6) as R * , which is defined as the optimal traffic splitting trajectory {R(t)} t∈{0,∞} for maximizing the EE η EE in (6) from a longterm perspective under (C1)-(C3), then
To effectively solve (6), we give the following lemma.
Lemma 1:
The traffic splitting decisions achieve the optimal EE if and only if
Proof: Similar proof can be found in [11] . The aforementioned lemma shows that the optimization problem with fractional objective function can be converted into an equivalent subtractive form. Thus, it gives an effectively way to solve the EE maximization problem which usually has fractional objectives.
Based on Lemma 1, problem (6) is equivalently transformed to solving the following optimization problem:
Generally, the conventional Dinkelbach's algorithm usually needs to solve optimization problem (8) for obtaining the optimal traffic splitting solutions. However, it should be noted that there are still many challenges for solving (8) 
and propose following theorem to verify the convergence performance of η EE (t). Step 1: At the current time, given η EE (t) and solving the following optimization problem:
Step 2: Update η EE (t) as
Step 3: Repeat to Step 1. Proof: Please refer to Appendix A for the proof.
Remark 1:
The equivalent transformation in Theorem 1 has the following differences compared with the original Dinkelbach's algorithm. First, unlike Dinkelbach's algorithm requiring for the CSI over the integral interval [0, +∞), the update of η EE depends on the integral of the past CSI, i.e., [0, t], and solving optimization problem (10) only needs the CSI at the observation time t. These characteristics make the algorithm more easier to realize in practical wireless system. Second, due to the fact that the update of η EE may involve over-the-air signaling among the RATs. In this case, the CSI may have changed after the update of η EE . Hence, in our proposed theorem, the CSI h is changing during the update of η EE . This assumption is more practical for time-varying wireless networks and the existing Dinkelbach's algorithm usually fails to apply directly in the case of time-varying CSI.
After the transformation, the nonconcave optimization problem in (6) is converted into a concave optimization in (10) and the difficulty now turns into solving (10) at the given η EE (t). In the next subsection, we will solve (10) by using the Lagrangian duality theory.
B. Dynamic Traffic Splitting for Multi-RAT Wireless Networks
Optimization problem in (10) has a strictly concave objective function, and the flow rates are coupled by the linear constraints
. Therefore, the optimization problem can be decomposed by the dual decomposition method [34] , [35] . Relaxing the constraint by introducing Lagrangian multiplier λ m and γ n associated with
, respectively, it makes sense to form the Lagrangian as
where
The dual function is given by
and the dual problem of (10) is
h(λ, γ).
The maximization of (12) can be written as
The aforementioned equation shows that the traffic splitting between different RATs and MTs are independent of each other. Thus, the optimal traffic splitting between RAT n and MT m is obtained by solving
Given Lagrange multiplier λ, γ and using a projected gradient search algorithm to find the optimal solution in (15), the flow rate dynamics is determined by the following stochastic differential equation (SDE) 2 :
where κ is the positive step size and
x denotes the projection of x onto the nonnegative orthant. 2 In this paper, we will use the continuous-time analysis method to develop the traffic splitting algorithm, which is iterated at the same timescale of the network states acquisition. The flow rate dynamics in discrete time is often given as
. Algorithm 1: Dynamic Traffic Splitting (DTS) Algorithm.
Step 1: for each RAT n ∈ N do acquires h n,m , allocates R n,m by (16) and computes
Step 2:
The RAT manager computes the EE as
The dual problem (13) in charge of solving the dual variables λ and γ is given as
s.t. λ, γ ≥ 0.
As a result, the dual variables λ and γ are determined by
Summarizing, we have the dynamic traffic splitting algorithm as shown in Algorithm 1.
We make the following remarks. 1) In DTS algorithm, the flow rate and dual variables are iterated at the same timescale as the acquisition of CSI, as shown in Fig. 1(b) . That is to say the DTS algorithm is iterated only once when the network state changes. Moreover the execution time of (16) and (18) can be considered as a constant that is not related to the scale of the DTS algorithm. Therefore, the complexity of the DTS algorithm is represented as O (1) . However, the existing traffic splitting schemes [20] , [25] , [27] [28] [29] should iterate the algorithm many times within each timeslot of the network states for obtaining the optimal solution, i.e., algorithm's iteration timescale is larger than network state timescale, as shown in Fig. 1(a) . If δ-optimality, i.e., |R − R * | < δ, wants to be achieved within each timeslot of the network states, the complexity can be considered as O(1/δ 2 ). 2) Our proposed DTS algorithm has hybrid architecture. The RAT scheduler updates the EE η. And then, it passes η to the RATs. Each RAT calculates γ and determines how large the flow rate by its own. The MT computes the Lagrange multiplier λ. This significantly simplifies the design of the RAT scheduler. The hybrid algorithm architecture can adapt to the dynamics of the network topology, especially for the "plug-and-play" RATs, i.e., a newly deployed RAT will automatically join the traffic splitting process and balance the network load with some signaling exchanges among RATs. More specifically, due to the fact that the algorithm is iterated only once when the network state changes, only one time of signaling exchange is needed in each timeslot for the DTS algorithm. Therefore, a lot of signaling overheads can be saved. In practical wireless networks, the CSI is changing with the iteration of the algorithm. The traffic splitting solution given by one DTS algorithm iteration fails to track the optimal one. Hence, there exists the tracking error between the algorithm iteration trajectory and the target optimal traffic splitting solution. In the following section, we will investigate the convergence behavior of the DTS algorithm when the CSI is changing at the same timescale as that of DTS's iteration.
V. ACTS
In this section, we shall enhance the DTS algorithm for better tracking performance. Toward this end, we first introduce a compensation term in the algorithm to offset the exogenous disturbance. And then, we investigate the convergence performance of the compensation traffic splitting algorithm.
A. Adaptive Compensation for DTS
In order to describe the moving trajectory of the traffic splitting decision, we first have a few definitions. (19) where the subscripts of these variables are omitted for the sake of convenience.
Definition 1: (Mean continuous-time dynamic system (MCTS) [36]): The state trajectory of MCTS R is defined as the solution to the following equation: dR = κG(R, h)dt

Remark 2:
The MCTS does not include the state of Lagrangian multipliers λ and γ. That is because the moving trajectories of λ and γ in (18) are not affected by the network dynamics, i.e., h, so that the tracking performance of Lagrangian multipliers λ and γ are guaranteed.
Definition 2: (Equilibrium Point):
Given the CSI h, the equilibrium point of the MCTS in (19) is the solution R * which makes G(R * , h) = 0. Intuitively, G(·, ·) = 0 shows the optimality condition of traffic splitting. Then, based on the implicit theorem, we have
where G R *
∂ ∂ R * G(·) and G h ∂ ∂ h G(·).
From (20), we observe that if the CSI h is static during the DTS algorithm iterations, dR
* is equal to zero and the equilibrium point R * remains unchanged. As a result, the DTS algorithm can converge to R * after a few iterations. However, in practical multi-RAT networks, the CSI h is time varying, hence the equilibrium point R * is changing with the change of h, as shown in Fig. 3 so that the traffic splitting solution given by one DTS algorithm iteration fails to track the equilibrium point R * . Then, we define the difference between the DTS algorithm iteration and the equilibrium point R * as the tracking error, which is given as R e = R − R * . Hence, the SDE of tracking error can be expressed as dR e = dR − dR * . Fig. 3 . Illustrations of the DTS algorithm trajectory and the moving equilibrium point.
With the state trajectory of MCTS and the dynamics of the moving equilibrium in (20) , the error dynamics is given as
In the aforementioned discussions above, we have shown that the DTS algorithm can converge to R * when the CSI h is static. Hence, when dh = 0, the error state R e converges to 0, i.e., dR e = κGdt = 0. However, in (21), the exogenous dh always presents disturbance for the error state R e converging to the origin.
For reducing the tracking error under time-varying CSI h, we can introduce a compensation term to offset the disturbance in (22) where · · · is a notation for distinguishing the compensation from the disturbance in (21) .
For the convenience, we use ϕ
In addition, the flow rate R must be nonnegative in practical wireless networks, hence, the corresponding ACTS algorithm is given by
Due to the fact that the target equilibrium R * cannot be obtained in advance so that R * is approximated by the current traffic splitting state R in (23) . The compensation term in (23) can be interpreted as the moving inertia of the target equilibrium R * , which shows how the target equilibrium R * is moving according to the time-varying CSI. The smaller the R e (i.e., R is close to R * ), the more accurate the estimation of ϕ h R (R, h) on R * . As a consequence, the tracking error is further reduced by the compensation term and the ACTS algorithm would eventually converge to the equilibrium R * . In the following subsection, we shall investigate the convergence behavior of the ACTS algorithm.
B. Convergence Performance of ACTS
Based on (20) and (23), we quantify the dynamics of the tracking error
Replacing dh with (2), the stochastic error dynamics of the tracking error can be also expressed as
In the following, we design a Virtual Stochastic Dynamic System (VSDS) to study the ACTS algorithm, i.e.
Then, we propose the following theorem to illustrate the connection between the ACTS algorithm dynamics and the VSDS.
Theorem 2: (Connection between the ACTS algorithm dynamics and the VSDS):
The ACTS algorithm trajectory in (23) converges to the equilibrium R * if and only if the VSDS is globally asymptotically stable at R e = 0, i.e., given any initial states R e (0) such that lim t→∞ Pr(R e (t) = 0) = 1.
Proof: Please refer to Appendix B for the proof. In Theorem 2, the connection between the ACTS algorithm dynamics and the VSDS is established that the study of the algorithm convergence is equivalent to the study of the stochastic stability of the VSDS. Recently, the Lyapunov theory has been widely used for analyzing various types of stability for the solutions of differential equations describing dynamical systems. We define the Lyapunov function of R e as V (R e ) = 1 2 R 2 e . Similar to the definition of Lyapunov drift in [37] , the continuous-time Lyapunov drift generator is defined as
where the expectation is taken over the randomness of R e (t). However, due to the differential form expression of the tracking error in (26) , it is a challenge to obtain the accurate Lyapunov drift by the definition in (27) . To overcome this difficulty, we give the following lemma. Lemma 2: (Continuous-time Lyapunov drift [38] ): Suppose that there is a stochastic process z described by an SDE
For any Lyapunov function V (z) that has compact support, the stochastic Lyapunov drift can be written as
∂z∂z T g(z).
Then, the Lyapunov drift of the VSDS can be computed according to Lemma 2 as
In (29), the negative terms are conducive to the stability of the VSDS, because they can drive the stochastic state R e converging to zero. For accurately analyzing VSDS's stability property and the tracking error of the ACTS algorithm, we summarize the following theorem. 
Then, if the step size parameter κ satisfies
the ACTS algorithm asymptotically tracks the moving equilibrium point R * (t) with no errors, i.e., ∀ > 0
Proof: Please refer to Appendix C for the proof.
From Theorem 3, we observe that a large step size κ is helpful for the ACTS algorithm to converge to the equilibrium point and that the tracking error due to the time-varying CSI h would be vanished finally. The theorem also shows that the tracking performance is influenced by the parameters a, L h , and α R , where L h represents the sensitivity of the equilibrium point, w.r.t., the time-varying CSI.
C. Iterations of ACTS on Discrete Time
In practice, the wireless network is operated in slotted time, which can be around 10 ms for LTE systems [10] . Therefore, we would like to run the ACTS on discrete time. The iterations of ACTS algorithm can be written as Algorithm 2.
We make the following remarks.
. The ACTS algorithm is iterated only once when the network state changes. Similar to DTS algorithm, the complexity of the ACTS algorithm is a constant order, which is represented as O(1).
2)
No matter what the timescale of the network state is, the proposed ACTS algorithm can use the moving inertia of the resource allocation solution as a "compensation" of the iteration algorithm for tracking the optimal solution. With the compensation term, a lot of iteration costs can be saved by iterating the traffic splitting algorithm only once when the network state changes.
3) The overall tracking error includes two parts: The first is the algorithm convergence error. Based on the aforementioned analysis (see Theorem 3), the algorithm convergence error can be offset when large step size κ is Algorithm 2: ACTS.
Step 1: for each RAT n ∈ N do acquires h n,m (t) and do the following operations
The RAT scheduler computes the EE as
selected. The second is the steady-state error 3 associated with discrete-time implementation. It is reported that a large step size may give larger steady error for the discretetime trajectory [40] . Therefore, although the algorithm convergence error of the ACTS algorithm converges to zero, there is still residual steady-state error. The impacts of steady-state error will be demonstrated in Section VI.
VI. SIMULATION RESULTS
In this section, we present the simulations to evaluate the performance of the proposed ACTS algorithm. In the simulation, the ACTS algorithm is iterated at the same timescale as the acquisition of CSI, as shown in Fig. 1(b) . We compare our proposed algorithm against the conventional traffic splitting (CTS) algorithm (e.g., [9] and [25] ), DTS, Subtraffic, and DistanceS. Specifically, in CTS algorithm, the CSI is assumed to be independent and identically distributed (i.i.d) across different timeslots, and the concave optimization problem in (10) is solved by the standard subgradient method for -optimality, i.e., R − R * < , whose complexity can be considered as O(1/ 2 ) within each timeslot. It can be considered that the equilibrium point is solved at each timeslot by the CTS algorithm when the tolerance deviation is sufficiently small. The DTS algorithm is iterated only once when the network state changes. Therefore, the complexity of the DTS algorithm O(1) . In Subtraffic algorithm, the data requirement R m req is allocated to the RATs uniformly, and in DistanceS algorithm, the MT only access its closet RAT.
We consider an example of multi-RAT wireless networks constituted by three RATs. The transmission over wireless channels between RATs and MTs are orthogonal, and thus, there is no interference among them. For simplicity of simulations, we consider a normalized spectral bandwidth. The CSI between RATs and MTs are modeled as h n = h l n + h s n , where h l n is the largescale fading and h s n is the small-scale fading. We assume that the MTs are moving very slowly, hence the large timescale fading can be considered unchanged during the traffic splitting process. The small-scale fading are modeled by the unit variance Wiener process described by the SDE in (2) . Without special statement, the simulation parameters are set according to Table II and the other parameters will be specified in each numerical experiment.
In Fig. 4 , we use the flow rate trajectory to show the tracking performance of the ACTS algorithm. Due to the page limitation, we only plot the trajectory R 1,1 in Fig. 4 , the other trajectories enjoy the similar processes and they are omitted here. Due to the fact that a sufficiently small tolerance deviation is set in this experiment, it can be considered that the equilibrium point is solved at each timeslot by the CTS algorithm. From the figure, we observe that the target equilibrium of R 1,1 is changing significantly over time due to the time-varying CSI and that the DTS fails to track the equilibrium R * 1,1 . Fig. 4(a) shows that when the step size parameter κ is small, the ACTS cannot track the equilibrium R * 1,1 accurately. That is because the step size cannot satisfy the convergence condition in Theorem 3. However, an excessive large step size parameter will result in terrible steady state error, as shown in Fig. 4(c) , which also degrades the tracking performance. With the exhibition in Fig. 4(b) , we obtain the solution that an appropriate step size is necessary for the ACTS to track the equilibrium R * 1,1 accurately. These verify the analysis about the step size parameter in Section V-C. The EE performance of different algorithms are shown in Fig. 5 . It indicates that the ACTS works much better than DTS. However, it achieves the EE performance smaller than CTS. This part of performance degradation results from the steady-state error associated with the discrete-time algorithm implementation, which is inevitable in practical wireless networks.
In Figs. 6 and 7, we illustrate the computational complexity performance of ACTS, DTS, and CTS. The vertical axis in Fig. 6 means the time averaged iteration numbers for the CTS achieving -optimality within each timeslot. From Fig. 7 , we observe that the CTS obtains the largest EE performance when the tolerance deviation is small. However, it induces very huge iteration overhead as shown in Fig. 6 . Although the iteration overhead can be reduced by increasing the tolerance deviation , the EE will go down sharply. Even more, the EE performance of CTS will be smaller than the DTS when the tolerance deviation is too large. That is because the CTS assume that the CSI is i.i.d across different timeslots. The CTS algorithm is iterated multiple times for searching the traffic splitting solution asoptimality from the initial value in each timeslot. Hence, it will obtain a smaller EE than the DTS when the tolerance deviation is too large. We also observe that our proposed ACTS algorithm obtains a comparable EE performance at the overhead of only a single iteration at each timeslot of the network state acquisition. We illustrate the EE of ACTS, Subtraffic, and DistanceS versus the circuit power for different power amplifier parameters in Figs. 8 and 9 . We also plot the EE of individual RATs to investigate the effects of power amplifier parameters. It is shown that the EE of entire network is not equal to the sum of the EE of individual RATs. Due to the large difference in power amplifier parameters, the difference in terms of EE of the RATs is remarkable in Fig. 9 . The figures also show that the proposed ACTS and Subtraffic obtain larger EE compared with DistanceS when the circuit power is small. This performance improvement comes from the cooperation of different RATs for transmitting to the MTs. Due to the inefficient uniformly distribution of the data requirement, Subtraffic achieves the EE smaller than ACTS. As the circuit power increases, the EE of all algorithms in comparison is reduced. This observation is expected since the EE in (5) can be considered as an inversely proportional function of the circuit power. When the circuit power is large, the DistanceS obtains the EE performance larger than ACTS and Subtraffic. This is because that connecting too many RATs will result in much circuit power consumption than the cooperation saving when the circuit power cost is large. Hence, the optimal solution should include determining how many RATs each MT can connect. However, it should be noticed that overfrequent switching among the RATs will result in a lot of signaling overheads. Therefore, it is more significant to do the switching on a large-timescale, i.e., if the circuit power is small, the MT connects more RATs, if the circuit power is large, the MT connects less RATs. Due to the fact that, the number of RATs in practical multi-RAT wireless network is usually smaller than 5 [41] , an offline exhaustive search method can be used to establish a connection table for the MTs determining the optimal RATs set. Fig. 10 investigates the EE of the traffic splitting schemes with the number of MTs. We observe that ACTS offers significant gains over the other schemes in terms of EE. The figure also shows that the EE under all of the schemes is reduced as the number of MTs increases. That is because when the number of MTs is small, the multi-RAT gain created by the RATs is abundant enough so that the QoS requirements of the MTs can be satisfied by a relatively small amount of transmit power. However, when the number of MTs is large, the required power to meet the QoS requirements dramatically increases since the channel gains of MTs become highly correlated due to limited spatial dimension. Therefore, the EE of the traffic splitting schemes is reduced as the number of the MTs increase. The reason can be also explained as follows. When more MTs enter the system, the sum rate increases linearly, while the total power consumption increases exponentially with the transmit rate. Thus, the EE of these schemes degrades with the increase of MTs. Moreover, when the MT number is larger than 10, the EE of these schemes degrades sharply. That is because the capacity of the system is upper bounded when MTs number is larger than 10. However, the new comers of the MTs bring a lot of circuit power consumptions. Hence, the EE degrades sharply.
VII. CONCLUSION
In this paper, we investigated the energy-efficient traffic splitting for multi-RAT wireless networks with time-varying CSI. We firstly proposed an equivalent transformation method for converting the nonconvex EE maximization problem into a concave optimization. Then, we developed a low complexity traffic splitting algorithm to accommodate the time-varying CSI. We investigated the tracking error between the algorithm output and the target optimal traffic splitting solution. After that, we developed an adaptive-compensation traffic splitting algorithm to offset the tracking error so as to enhance the EE performance. More specifically, we gave a sufficient condition that the ACTS asymptotically tracked the moving equilibrium point with no tracking errors.
Interesting future research directions may include the joint traffic splitting and bandwidth allocation in multi-RAT wireless networks, where the two decisions are coupled with each other and the compensation analysis is more challengeable than one.
APPENDIX A PROOF OF THEOREM
Proof: First, we define an EE function as 
= C(R(t), h(t)) − η EE (t)P (R(t), h(t))
and we assume that η 1 EE (t) and η 2 EE (t) are two optimal EEs for two optimal traffic splitting solutions R 1 (t) and R 2 (t) and that η 1 EE (t) > η 2 EE (t). Then F (η 2 EE (t)) = C(R 2 (t), h(t)) − η 2
EE (t)P (R 2 (t), h(t))
> C(R 1 (t), h(t)) − η 2
EE (t)P (R 1 (t), h(t))
> C(R 1 (t), h(t)) − η 1
= F (η 1
EE (t))
where the first inequation holds because that R 2 (t) is the optimal traffic splitting solution of F (η 2 EE (t)) and the second inequation is obtained from η 1 EE (t) > η 2 EE (t). Hence, we obtain the solution that F (η EE (t)) is a monotonic decreasing function in η EE (t). Lemma 1 shows that the optimal EE is achieved if and only if F (η EE (t)) = 0. Hence, we obtain that F (η EE (t)) > 0.
We use η EE (t) and η EE (t + 1) to denote the EEs in the tth and (t + 1)th timeslot, where η EE (t) > 0 and η EE (t + 1) > 0. Meanwhile, η EE (t + 1) is obtained by η EE (t + 1) = t−1 0
C(R(τ ), h(τ ))dτ + C(R(t), h(t))
t−1 0
P (R(τ ), h(τ ))dτ + P (R(t), h(t))
.
Based on the definition of F (η EE (t)), we obtain
F (η EE (t)) = C(R(t), h(t)) − η EE (t)P (R(t), h(t))
= P (R(t), h(t)) C(R(t), h(t)) P (R(t), h(t)) − η EE (t) ≥ 0.
By this, we can address that
C(R(t), h(t)) P (R(t), h(t)) ≥ η EE (t).
Based on the fact that η EE (t) = 
C(R(τ ), h(τ ))dτ + C(R(t), h(t))
t−1 0 P (R(τ ), h(τ ))dτ + P (R(t), h(t))
C(R(τ ), h(τ ))dτ
t−1 0 P (R(τ ), h(τ ))dτ = η EE (t).
This shows η EE (t + 1) ≥ η EE (t). Due to the fact that F (η EE (t)) is a monotonic decreasing function in η EE (t) and that F (η EE (t)) ≥ 0, we can obtain the solution that F (η EE (t)) will converge to zero when the number of iteration is large enough. In Lemma 1, we have shown that the optimal EE is achieved if and only if F (η EE (t)) = 0. Thus, it can be obtained that η EE (t) can converge to η opt EE , i.e., lim t→∞ η EE (t) = η opt EE .
APPENDIX B PROOF OF THEOREM
Proof: We consider that there is static CSI applied to the SDE in (26), i.e., dW = 0. Specifically, we obtain G According to the definition of equilibrium point (Definition 2), R e → 0 corresponds to G(h, R * ) = 0. Therefore, 0 is an equilibrium point of the SDE in (26) . In other words, if 0 is the equilibrium point of the SDE in (26) , R * must be the an equilibrium point of the traffic splitting algorithms in (23) . Hence, we prove the theorem.
APPENDIX C PROOF OF THEOREM 3
Proof: We first show that the mapping G(·, R) on R has the following property: 
R e G(·, R)
