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Abstract
Fragmentation is a complex phenomenon seen ubiquitously in nature, with the eluci-
dation of its complexity being one of the most popular subjects of the last century. It
arises across at a vast multitude of scales in a diverse range of ﬁelds such as geophysics
and materials, mineral processing, meteorological processes, astrophysics and nuclei
impacts - only to be limited by the fundamental units of matter itself.
This thesis establishes a new statistical basis for the evolution of particle frag-
mentation and the resulting product population at all scales. It is informed by the
underlying physical processes and builds on the existing disconnected models of frag-
mentation, mainly the time-continuous grinding and the universality of critical scale-
invariant systems arising in geophysical systems.
By extending fractal theory into a temporal context and lifting the various lim-
itations posed by fractals, it provides a solution to the fragmentation problem via
a statistical approach which is veriﬁed and developed based on terrestrial data from
both artiﬁcial and natural fragmentation processes. It is then applied to model obser-
vations from around the solar system as both an explanatory and predictive approach
to the evaluation of planetary surfaces, one of the major areas of study in planetary
sciences. Furthermore, a stochastic model for drilling in a planetary regolith is devel-
oped both mathematically and through the synthesis of digital soil.
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1Chapter 1
Introduction
Fragmentation is a complex phenomenon seen ubiquitously in nature. It intriguingly
manifests itself at a vast multitude of scales; from the formation of the solar system
to the sub-atomic particles that can be produced of a particle collider, limited only by
the fundamental units of matter itself. Not only is fragmentation observed in human
mediated processes of industrial grinding [1], but it also emerges as a response to
nature’s indigenous evolution such as the collision of celestial bodies and supernova
explosions.
The elucidation of fragmentation’s complexity has been one of the most popular
subjects of the last century, with a variety of prominent mathematicians attempt-
ing to establish its statistical and scaling foundations [2], [3]. Its underlying physical
mechanisms have been studied extensively across a diverse range of ﬁelds such as geo-
physics [4] and material properties [5], mineral processing [6], meteorological processes
[7], astrophysics and nuclei collisions [8].
The deﬁning output of a fragmentation process is the size distribution of the re-
sulting material and modeling has attempted to predict that distribution and identify
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the governing characteristics of the process whether it be artiﬁcial environment of the
grinding [9] or to the nature environment of pedogenesis [10]. Surprisingly, the models
developed for grinding and geophysics have evolved in diﬀerent directions.
Generally, artiﬁcial processes involving grinding have been developed within a
completely distinct framework from the geophysical models which have been widely
attributed to a fractal behaviour, i.e. as self-similar and scale invariant dynamic pro-
cesses, for the past 30 years. The former builds on the principles of a time dependent
size distribution while the latter involves a universality of a critical scale-invariance
arising in geophysical systems with a foundation of physical principles. There has
been only limited eﬀort to combine the two, in part due to the conceptual diﬃculty
of integrating time dependence into fractal processes.
In contrast, the paradigm of planetary sciences has been to integrate and extend
terrestrial models in observations whether artiﬁcial or natural processes to planetary
environments which are often radically diﬀerent to terrestrial conditions, relying on
the universality of the underlying physical principles. The spirit of this thesis is to
follow the planetary science paradigm in integrating approaches from diverse ﬁelds of
terrestrial studies, producing a model that can be broadly applied.
1.1 Objectives
The thesis attempts to establish a new statistical basis for particle fragmentation
informed by the underlying physical processes building on the existing disconnected
models of fragmentation. It aims to verify and develop a statistical model based
on terrestrial data from both artiﬁcial and natural fragmentation processes. The
ultimate goal is to apply this model to observations from around the solar system as
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both an explanatory and predictive approach to the evaluation of planetary surfaces,
one of the major areas of study of the planetary sciences.
1.2 The Planetary Perspective
The need to understand nature, as well as the humanity’s curiosity and quest for the
unknown, have helped established planetary exploration as the new frontier. The
roots of planetary exploration began in 1959 when Luna, the ﬁrst artiﬁcial object,
reached another celestial body. Ever since then, every successful planetary exploration
mission helps piece by piece in solving the big puzzle that is the understanding of our
own planet Earth, the space that surrounds it, the origin and the evolution. A human
mission to Mars may be considered to be the ultimate goal of human spaceﬂight in the
foreseeable future. However, it is extremely important in understanding the properties
of dust and its behaviour in order to design power systems, space suits and ﬁltration
systems and thus reduce any associated risks. Martian dust has been ﬂagged as the
number one risk for human exploration. Therefore, a detailed dust description is of
high signiﬁcance and constitutes one of the multiple origins to the motivation of this
research.
By analysing the images of dust particle distributions, we can, not only get a
better understanding of the global geological and atmospherical history of Mars, but
also have a basis on which we can see the adverse eﬀect of dust on equipment and
human organisms and thus plan manned missions to Mars (Drake, 2010 [11]), (Bos,
2011 [12]), (Dav et al., 2012 [13]). Similarly, the same may be considered for the
Lunar surface and the exceptionally toxicological eﬀect of its dust (Carpenter, 2010
[14]), (Linnarsson et al., 2012 [15]). Combining studies of larger scale distributions,
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other aspects such as the knowledge of the current Martian geology and weathering
conditions can be expanded so we can characterize past geological history and under-
stand the disappearance of any liquid water that may have once freely ﬂowed on its
surface.
We are in the middle of the most intensive exploration of another planet that has
ever been seen in human history with a series of past and present missions directed
at the planet Mars. This has motivated a broad range of research contributions
inevitably including the search for past or present life. Planetary surface imagery has
gradually progressed from capturing macroscopic scaled objects to mesoscopic scaled
structures and ﬁnally microscopic scaled dust and soil particles as captured recently
by the Curiosity and formerly by the Phoenix lander on Mars providing the most
detailed look on the Martian microstructure so far.
In the upcoming mission of 2016, the InSight lander will measure the seismic ac-
tivity of the planet and attempt to drill below the surface of Mars up to 5 metres
and answer one of the most fundamental goals of planetary science; to establish the
detailed internal structure of one planet other than Earth. A model of the fragmen-
tation at the landing site will inform both the seismic studies and drilling activities.
Thus, by analysing of the Martian dust and soil surface particles, we can apply the
ﬁndings to a diverse range of unanswered research problems of critical importance.
It is hoped that the results from this work will contribute to our knowledge of
history and surface of planets and help lay important groundwork for any future
human exploration by the aid of a multi-scale regolith characterisation.
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1.3 Thesis Outline
The thesis is organised in the following order:
1.3.1 Chapter 2
Here, a survey of the background and theory of fractals is presented. More speciﬁcally,
it looks into fractal theory and a brief application of its popular usage on soil frag-
mentation, describing their underlying foundation of a self-similar and scale-invariant
event.
1.3.2 Chapter 3
The foundations to creating a digital soil representable by any invertible size distri-
bution is described in Chapter 3. Examples include the synthesis of a Martian and
Lunar regolith. Finally, approaches in reverse back-calculating the size distributions
from these synthesised images is explored with a brief analysis on the resolution limit
and overlapping eﬀect of particles.
1.3.3 Chapter 4
Chapter 4 explores how fractal fragmentation theory, and generally other theoretical
fractals, can be extended into a temporal context and provides a solution to this
problem via a statistical distribution based on physical principles. Applications and
examples of the evolution of a fractal process and its limitations follows thereafter.
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1.3.4 Chapter 5
This chapter provides a framework to allow the limitations of the Chapter 4 to be
lifted and opens the door to applications of the model to a wide variety of ﬁelds that
have the same underlying statistics.
1.3.5 Chapter 6
Building on the mathematical basis of the previous chapter, applications of the new
extended model are shown for a variety of grinding experiments, verifying the ability
of the model to describe the time evolution of natural processes. A physical explana-
tion based on geometry and atomistic strength, is also presented to incorporate the
underlying physical processes into the model.
1.3.6 Chapter 7
The resulting extended model is applied to planetary surfaces in order to obtain a
global size distribution of the regolith of Mars, Moon and Itokawa.
1.3.7 Chapter 8
A stochastic model for drilling in a planetary regolith is developed and the results
from the previous chapter are used to give estimate drilling success for Insight.
1.3.8 Chapter 9
Conclusions from this work are drawn and further work is suggested.
7Chapter 2
A Survey of Fractals and Fragmentation
2.1 Soil Fragmentation
Soil fragmentation models have their foundations based primarily on fractal concepts.
Fragmentation is the process of breaking down a body into smaller parts. As a con-
sequence, these processes contribute to the generation of a Particle Size Distribution
(PSD). Their catastrophic event has more speciﬁcally been described by some authors
to be an instantaneously propagative series of fragmentations under the property of
scale invariance (A˚stro¨m, 2006 [16]), (Turcotte, 1986 [4]). Additionally, these events
may exhibit a time-scale dependence such that the fragmentation takes an explicit
reference to time built upon temporal components (Bird, 2009 [17]).
Accordingly, to provide a more insightful categorisation, soil fragmentation models
can be divided into the following:
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• Instantaneous fragmentation which can be described as single rapidly catas-
trophic events across a range of scales resulting in the (brittle) material’s frac-
ture and failure (Hernndez, et al., 1995 [18]). Each violent episode of fragmen-
tation directly produces an initial, “parent” PSD such as the blasting of a rock
or the impact of a meteorite on an asteroid’s bedrock. The outcome of this
model represents a single fragmentation event discretely in time.
• Continuous fragmentation where sequential catastrophic events occur progres-
sively in time such that a “parent” PSD may then subsequently contribute to
the production of a “child” PSD and so forth. As a result, the product PSDs
will inevitably evolve into smaller particles assuming no comminution limit has
been reached at which no further fragmentation is possible (Kendall, 1978 [19])
(Carpinteri, 2002 [20]). A ball mill, for example, provides an environment for
the constant grinding and crushing of particles, and the unceasing sequential
impacts between them and the media thus representing the process of contin-
uous fragmentation. In the context of meteoritic impacts, this model signiﬁes
the comminution induced by the post-impact mechanical vibration and seismic
shaking of the interfering shock waves which grind the particles further into
ﬁner fragments (Wittel, 2010 [21]). In general terms, they may be regarded as
multiple sets of instantaneous fragmentation events.
2.1.1 Statistical Soil Models of Brittle Fragmentation: A Synopsis
The phenomenon of fragmentation in soils has attracted various scientists from di-
verse ﬁelds in an eﬀort to unravel the mysteries of soil mechanics and develop the
relevant models. The preeminent Soviet mathematician A. N. Kolmogorov, published
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a paper in 1941 in which, with an elegant physical intuition, developed a fragmen-
tation algorithm based in probabilistic theory by which a lognormality genesis was
evident in the processs (Kolmogorov, (1941) [3]). A little later, (Epstein, 1948 [2]),
showed that the derived particle population at later stages of a comminution process
in milling reaches asymptotically a logarithmically normal distribution.
These theories assumed that fragmentation occurs continuously and the log-normal
behaviour was predicted only as an asymptotic state with time explicitly as a gov-
erning parameter. Although there are several statistical models related to the two
temporal categories aforementioned, this research ﬁrstly focuses on the scale-invariant
model ﬁrst proposed by Turcotte in 1986, which presents the end product of a frag-
mentation cascade with no explicit consideration of time.
Established on mathematically theoretical grounds, this is the most widely and
extensively used model in describing soil fragmentation. Various formulated versions
of this model exist such that single and continuous events in time are taken into
consideration (Bird, 2009 [17]). Some examples of groundbreaking studies following
this model include (Rieu and Sposito, 1991 [22]), (Eghball et al., 1993), (Perfect et al.,
1991, 2002), (Kozak et al., 1996), (Rieu and Perrier, 1998), (Bittelli, 1999), (Perrier
and Bird, 2002) and (Glazner, 2012).
The resultant PSD follows a power-law relationship (by deﬁnition, as we shall see
later on in this chapter) and is thus considered to be a fractal process due to its
statistical self-similarity and scale invariant nature. The power law dependency of a
PSD is mainly highlighted when plotted on a log-log plot with further details being
thoroughly described later on this chapter.
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2.1.2 Particle Size Distribution
A PSD is a fundamental statistical property of a soil and is regarded as the basic
descriptive element of the soil’s origin and the processes that have formed and altered
it through time (Schmitt, 1991 [23]). On Earth, a combination of diﬀerent soil textural
fractions divide the PSD into three main classes, namely sand, silt and clay with
the relative particle size ranges decreasing respectively. Each one of these classes is
deﬁned by its statistical cumulative distribution. These cumulative distributions play
a fundamental role in describing the soil characteristics, properties and mechanics as
well as the dominant processes responsible for their formation to date, and hence
preserve a history of the soil.
When plotted bi-logarithmically, the diﬀerent soil classes depict linear, power-law
behaviours in their respective textural class segments suggesting that diﬀerent pro-
cesses have played a dominant role in their creation and formation over time. These
identiﬁable power law dependent segments may also be described as fractal imply-
ing a statistical self-similarity of the particles and scale invariance underlying the
characteristics of the fragmentation processes. The two most common approaches
to the correlation of these statistical distributions are the logarithmically normal or
power law ﬁts (Turcotte, 1992 [24]). However, in the case where fractality is evident,
the PSD soil representatives cannot often be described by a single exponent. They
are therefore interpreted as multifractal and most speciﬁcally, trifractal by means of
a piecewise approximation (Bittelli, 1999 [25]) (Wu, et al., 1993 [26]). The expo-
nents derived from these power laws explicitly characterise the fragmentation fractal
dimension. For a typical soil PSD composition, see Figure 2.1 below.
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Figure 2.1: A log-log axis plot where the diﬀerent soil texture domains are depicted
behaving as straight lines in this PSD, indicating a power-law, fractal
relationship
2.2 Fractal theory
2.2.1 What is a fractal?
Fractal geometry as ﬁrstly proposed by Mandelbrot, is a relatively new family of
mathematical functions that describe phenomena occurring in nature ranging from
coastline lengths, population patterns, earthquakes, trees, plants and rivers to stock
markets, mountains, clouds, meteors, asteroids galaxies and so on (Burrough, 1981
[27]).
They are not elusive but merely the prominent masquerade of nature’s grandeur
- a pure mathematical innovation with a strong relevance and implications to nature.
It should be noted that not only their patterns are alluringly attractive, but also
prevalent in technology, arts and sciences and may take the form of geometrical
objects or chaotic time series of a process such as stock market exchange and music.
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2.2.2 Fractal Deﬁnition
The name given to fractals by Mandelbrot, originates from the Latin adjective “frac-
tus” meaning broken, uneven or irregular and was ﬁrstly proposed in (Mandelbrot,
1975). At its core lies the concept of a fractional dimension since, unlike Euclidean
dimensions DE, fractals may fall in between the integers of topological dimensions
DT . Mandelbrot, in his own words, deﬁned a fractal to be “... a set for which the
Hausdorﬀ-Besicovitch dimension strictly exceeds the topological dimension” (Mandel-
brot, (1982), p.16 [7]).
Particularly, fractals are characterised as scale-invariant structures that mainly
adhere by the following mathematical features (Falconer, 1990 [28]):
1. Self-similarity - a notion central to the fractal concepts. Fundamentally, self-
similarity poses the criterion that parts of the original patterns are redundantly
reproduced or resemble the whole in some way or another at increasingly re-
duced scales (Feder, 1989 [29]).
2. Ability to exist both in integer and fractional dimensions.
3. Their structure may still be ﬁne with inﬁnite details at any scale.
4. Extreme irregularity and inﬁnite complexity being non-diﬀerentiable.
5. Its potentially recursive nature may be easily deﬁned, formalised and generated
via diﬀerent techniques such as by the introduction of an ”initiator” and ”gen-
erator” for the application in Iterated Function systems (Perfect, 1993 [30]).
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2.2.3 Non-Uniqueness of Fractal Dimensions
Perusal of the above deﬁnitions of (Feder, 1989 [29]) and the liberation of strictness
set by Mandelbrot, a single number, namely the fractal dimension D is subsequently
not enough to characterise a fractal object. Clearly, an ambiguous D = 1.56 which
lacks further characterisation cannot uniquely illustrate a fractal object in order to
potentially reconstruct it from scratch since we also need a formulated recursive de-
scription.
2.2.4 Dimensions of Fractals
The above comprehensive deﬁnition has led a great number of authors to revisit the
deﬁnitions of the several dimensions in the mathematical context. The Hausdorﬀ-
Besicovitch dimension can be a very diﬃcult variable to attain for mathematical
problems, especially ones emerging in the physical world (Lakhtakia, 1995 [31]). The
deﬁnition extends out of the scope of this report and we shall, for the intendment of
simplicity, further refer to it as equivalent to the self-similarity dimension or fractal
dimension D.
Additionally, for our purposes, it suﬃces to regard the topological dimension sim-
ilarly to the respective dimensions of Euclidean geometry, although its complications
are substantially simpler than the Hausdorﬀ-Besicovitch dimension. In the context of
fractality, the topological dimension deﬁnes the lower bound of the observed mathe-
matical set since D ≥ DT (by Mandelbrot’s and Feder’s deﬁnition).
In a more geometric parlance, a point is thus considered to exist in the topological
dimension DT of zero, a line or a curve in one dimension, a surface or plane in
two dimensions and volume or mass being three dimensional. Intuitively, the third
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Figure 2.2: Example of a simulated ﬂuctuation of stock market prices over time in
MATLAB. The simulation begins with the blue line segmented in 3 parts.
Each individual part in turns segments in another three. The blue line
may indicate a stock price over a very short period of time where the red
indicates a longer period.
dimension sets the upper bound. Assuming fractional dimensions can take place
between 0 and 3, one may say in this sense that there can be inﬁnite dimensions.
By this very last paragraph, a very important and interesting question is raised -
how do fractional dimensions look like? As Mandebrot pointed out “...clouds are not
spheres, mountains are not cones, coastlines are not circles, and bark is not smooth,
nor does lightning travel in a straight line.” and that is precisely what their staggering
patterns capture - these irregular dimensions. A simple answer is provided by Figure
2.2 and further elaborated in the next sections.
2.2.5 The Fractal Dimension Relationship
Lewis Fry Richardson published empirical statistics in 1961 investigating the change of
measured length on borders according to alterations on the scale used. Mandelbrot
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Figure 2.3: A randomly hand drawn coastline representing a part of Britain’s fractal
perimeter at an arbitrary scale with the red line segments denoting the
measurement scale ε.
(1967 [32]) quoted the investigations noting that geographical curves and borders
did not have a speciﬁc accurate measure to refer to and that their length could
be enlarged each time they were measured with a diﬀerent scale, faithful to their
statistical self-similarity. The magniﬁcation and measurement is restricted however,
unlike mathematical models, by the atomic and perhaps, sub-atomic scale due to
nature’s imposing rules. Additionally there always are observational resolution limits
to this practise which we will be further investigating in Chapter 3 & 7.
The sketch in Figure 2.3 shows that by changing the current unit of measurement
ε, the length of the coast is increased indeﬁnitely as ε is decreased increasingly at
smaller length scales, always restrained within the observational limits. With the aid
of Richardson’s journals, which were published after his death, Mandelbrot came to
the conclusion that the total perimeter length of a coastline L was approximately
equal to
L(ε) ∼ Bε1−D (2.1)
with B a constant and D an exponent which he noted to change accordingly with
diﬀerent coastlines. Noting that since the coastline’s length can be considered to be
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comprised of approximately N times the speciﬁc measuring length unit of ε, then
simply the total length L(ε) and number N(ε),
L(ε) ∼ Bε1−D = Bε−Dε = N(ε)ε, (2.2)
⇒ N(ε) = Bε−D. (2.3)
It must be noted that term of fractal dimension was not coined back then until 1975.
Later on, based on foundations of early empirical studies by Korcak (1938)[33] on
the size distribution of the area of islands, Mandelbrot (1982)[7] deﬁned a degree of
complexity and therefore unknowingly introducing a new measure for the fragmenta-
tion of systems. As noted by his empirical studies done on the size distribution of the
area α of islands, Mandelbrot showed that a convenient way to look at systems with
structures is concluded by a simple number-size relation. Abiding by the concept
of fractality and therefore self-similarity, the relationship is expressed by a general
deﬁnition of number-size distributions that follow the power-law,
N(A > α) = Cα−D, (2.4)
where N(A > α) is the cumulative total number of islands with an area A greater
than a possible area value of α, C a proportionality constant and D is the fractal
dimension or in other words, the measure to which the fractal ‘ﬁlls a space’. In the
context of soil particle sizes, the deﬁnition is trivially changed to accommodate linear
diameter lengths such that the number-size distributions follow the power-law,
N(R > r) = Cr−DF , (2.5)
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where N(R > r) is the number of ‘objects’ with a characteristic linear dimension
greater than r, C a constant prefactor and D or alternatively DF as it may appear
in this thesis, is now the fragmentation fractal dimension. The fractal dimension
here is controlled by the irregularity and space ﬁlling capability of the crack prop-
agation induced by the stress waves until they cease by attenuation. It is thusly
directly dependant on the crack patterns which are themselves exhibiting a random
fractal character [34]. The fractal dimension eﬀectively represents a constant value
to which we are able to measure the length of an irregular object and is rendered to
be independent whatever the measuring scale is.
2.2.6 Fractal Geometry
The basis of the geometry of fractals is self-similarity i.e. the manner in which varia-
tions or patterns of a starting object , the ‘initiator ’, at one scale are also repeated,
or applied as a ‘generator ’, at another. A clear example for the understanding of this
iterative process is the Menger sponge which begins as an intact solid cube (Figure
2.4).
As the generator is applied, it divides each of the faces into nine equal smaller cubes
before removing the middle ones. It is then being recursively applied to the all of the
remaining cubes. This process has no terminating event and as it inﬁnitely iterates,
it ultimately culminates to an astonishing phenomenon - converging to a volume of
zero and an inﬁnite surface area simultaneously. This fractal is of particular interest
as it occupies space while having zero volume. The faces of this sponge represent its
two dimensional equivalent - the Sierpinski Carpet. Note that the fractal dimension
D of a menger sponge is approximately 2.7268.
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(a) Sierpinksi Carpet (b) Menger Sponge
Figure 2.4: The top shapes indicate the initiator and generator of each fractal re-
spectively. The subsequent generation steps are shown ﬁrstly with the
2D Menger Sponge, namely the Sierpinski Carpet (Sierpinski, 1916 [35])
and the respective Menger Sponge in 3D space, generated in MATLAB).
Generators determine the fractal dimension of a system and their applications can
be broadly characterised as one of the three; reductive, mass-conserving or accretive
(Perfect, 1995 [36]). Pore size distributions can be described by reductive algorithms
which generate such structures with aD less than the Euclidean dimensionDE of their
initiators. Mass-conserving generators produce fragmented systems and accretive
fractal algorithms yield systems with irregularity where D > DE (Perfect, 1997 [37]).
The frequency-size distribution of objects N(r), compared to the cumulative dis-
tribution N(R < r), of a self-similar system as in Equation 2.5 can be rewritten by
taking into account various iterations k and a constant of proportionality C, as:
N
(
1
bk
)
= C
(
1
bk
)−D
for k = 0, 1, 2, . . . ,∞, (2.6)
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or otherwise by substituting 1
b
= r,
N (rk) = C (rk)
−D for k = 0, 1, 2, . . . ,∞. (2.7)
It is, however, in the limit of inﬁnite iterations that D deﬁnes the exact mathematical
measure for the characteristic space ﬁlling capability of its generator. On the other
hand, this means that inﬁnite repetitions of the generator’s recursive process need
to be applied to produce an exact true fractal. This is, of course, an impossibility
in nature and that is the reason why upper and lower limits need to be explicitly
deﬁned. Nevertheless, fractals of rather physical than mathematical provenances still
give us a reasonable approximation of the fractality of the object’s distinct nature.
To simply determine the fractal dimension of a system, we examine the num-
ber density and the respective size of existing objects at a particular length scale
(Equation 2.7) by successive iterations such that:
N(rk+1)
N(rk)
=
(
rk+1
rk
)−D
, (2.8)
which by logarithmic transformation converts to
D = −
log
(
N(rk+1)
N(rk)
)
log
(
rk+1
rk
) . (2.9)
2.2.6.1 Cumulative Mass or Number size based relationships?
In many natural or experimental settings, the resulting fragment lengths always vary
and are never exactly the same. A number-size distribution for fragmentation makes
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the results hard to compare due to the variations of fragments and therefore a rep-
resentation of cumulative mass plots for fragments of length r greater than a charac-
teristic R is often preferred.
In the context of this research, we are interested in plots of cumulative form in
order to produce particle populations (see Chapter 3) and their signiﬁcance must be
given by the fact that Equations (2.6) & (2.7) are only number-size density distribu-
tions. However, this is easily converted to a cumulative plot when an inﬁnite number
of iterations, in the limit i → ∞, are taken into account which results in approxi-
mately equal estimates of C and D. A cumulative form structure of the power-law
relationship can also apply to discrete objects or fragments larger than a character-
istic radius R which exactly indicates the case we will be working on (Perfect, 1995
[36]). Consequently, Equation (2.7) becomes the simple scale-invariant relationship
N(r > R) = kR−D (2.10)
where N(r > R) is the cumulative number of objects of characteristic linear length
scale r larger than a speciﬁc R, k is a constant of proportionality and is equivalent
to the number of elements at a unit length scale and D is the fractal dimension. As
a consequence, from hereon we will be mainly representing our results in cumulative
forms to maintain consistency across the thesis.
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2.3 Fractal Fragmentation Model
2.3.1 Characterisation of a Fragmented System
Turcotte examined the fragmentation mechanisms in nature and noted the scale in-
variance and statistical self-similarity which occurs over an extensive range of decades
in particle sizes through his empirical observations. Originally proposed by (Turcotte,
1986 [4]), a fragmentation model based on fractal theory was devised. The fragments
of this model result in a fractal distribution and more speciﬁcally the power law of
Equation (2.10).
Figure 2.5: A perfectly mass conserving fragmentation. Taking the fragmentation
process from left to This particular setup is considered to have a fractal
fragmentation dimension D = 3 if the iterations of the fragmentation
process were taken from left to right and a scaling factor of 2 for the
fragment progressive lengths.
By hypothesising the nucleation and propagation of micro-fractures in a given
material under applied stress by the studies of (Allegre, 1982 [38]), Turcotte began
by considering an intact cubic particle or cell of h × h × h side dimensions. Mass
conserving, this initial cube is subdivided into eight equal cubic elements of size h
2
with a probability of catastrophic fragmentation pc. Each of these derived fragments
has an equal probability pe of further fragmenting into eight daughter particles of size
length h
4
which themselves may in turn be further divided into eight particles of h
16
.
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This process is iteratively repeated at inﬁnitely logarithmically-spaced smaller scales
with the constant probability of fracture pc. Eventually this leads to hierarchy of a
population of fragments with a fractal nature.
2.3.2 A Brief Introduction to Renormalisation Group Approach
The aforementioned idealised model is greatly based on the concept of Renormalisa-
tion Group (RG) approach due to its scale invariance and self-similarity properties.
In this theory, each iterative daughter particle is assumed to diﬀer from its parent
fragment only by a constant scaling factor. When this structure is normalised, all
cubes maintain identical properties at all scales mainly for their critical behaviours
and, speciﬁcally referring back to Turcotte’s approach for a fragmenting system, the
fracturing probability pc is kept the same (Wilson, 1975 [39]) (Fisher, 1974 [40]).
2.3.3 Mathematical Derivation of a Fragmented Fractal System
Considering the RG approach, Turcotte illustrates the fragmentation process of brittle
solids by using fractal geometry and the schematic diagram of Figure 2.6. The cube
possesses an inﬁnity hierarchy of splitting events and subdivided elements whose cul-
mination deﬁnes the crushing process. The idealisation of an inﬁnite structure of self
similar fragment sizes is attributed with rectangularity to allow a continuous space
arrangement and self preserving mass conservation of a rock undergoing fragmenta-
tion.
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Figure 2.6: A unique realisation of Turcotte’s Cube, out of the inﬁnitely possible. It
depicts an initially unbroken solid material, the application of the RG
approach and the resulting fractal model with the possible fragments oc-
curring by the recursive process of fragmentation (Turcotte, 1992 [41]).
Following the fractal model of Turcotte’s Cube, a geometric progression may be
applied into the length of the successively produced fragments. Taking ho to be the
side length of the initial intact cube and h1 for the ﬁrst daughter particle and, with
a being the constant reductive factor between successive steps, we have
h1 = ah0, (2.11)
such that, after i iterations, the geometric progression yields the recurrence relation
hi+1 = ahi, (2.12)
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hi = a
ih0, (2.13)
where the constant is normally taken as a =
1
2
in order to construct logarithmically
spaced classes i or ‘orders’ as mentioned by Turcotte, in factors of two (see Figure
2.6).
Similarly, since the catastrophic probability of fragmentation pc at each scale is
constant, the proportion of mass that is passed successively at each iteration to smaller
scales must be an exponentially decreasing fraction of the originally fragmented mass.
The reason is simply because, assuming constant density, the mass of a cube is equal
to its volume which is dependant to a single variable h such that V = h3.
Let us assume thatM0 is then the total mass of the initially intact cubic cell of side
length h0 or otherwise the total cumulative mass of cubes in the fragmented system
with sizes h0 and below with h0 corresponding to the largest existing cubic fragment.
The total cumulative mass at class size i is Mi. Then, similarly by considering
successive iterations and Equation (2.11) and (2.12), it follows that
M1 = pcM0, (2.14)
Mi+1 = pcMi, (2.15)
Mi = pc
iM0. (2.16)
Introducing logarithmic terms and solving for i in Equation (2.13) and (2.16) gives:
log
(
Mi
M0
)
log pc
=
log
(
hi
h0
)
log a
, (2.17)
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By removal of logarithms, rearranging and substituting v =
log pc
log a
,
Mi
M0
=
(
hi
h0
)v
. (2.18)
The above equation determines the very nature of a scale-invariant fragmentation
and the process that has dominated it, indicative of its fractal origin. The cumulative
mass Mi at the i
th level of fragmentation is directly dependant to the constant raised
power v of its corresponding side length hi satisfying the power law
1 condition of
(2.18).
2.3.4 Transcending to a Physical Model of Fragmentation
Let us consider that the zero-order Euclidean cubic cell is an intact physical particle
that will undergo the destructive process of fragmentation. Under the assumption
of mass conservation, we have previously mentioned that M0 is the total cumulative
mass of the initially undamaged cube and thus considered to also be the total mass
of the ﬁnal fragmented distribution. In a physical system M0 is the total added
mass up to the largest observable fragment or sieve of size h0. This size is noted
to be the upper physical fragment size limit of a distribution that exhibits fractal
characteristics. Consequently, Equation (2.18) becomes, by (Tyler and Wheatcraft,
1992 [42]),
M(r<R)
MT
=
(
R
Rupper
)v
, (2.19)
1A simple generalised mathematical relationship by which the very formulation speciﬁes that a
dependent variable y varies over an exponential relationship of a constant power z to the independent
variable x such that y = axz.
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with MT being the total cumulative mass up to the upper observable fragment of
Rupper and M(r < R) the cumulative mass of particles with characteristic linear
length r lesser than a speciﬁc R, which usually represents the sieve opening size or
class i in accordance with Figure 2.6.
2.3.5 Fractal Dimension of a Fragmented System
With the Equation (2.19) abiding by the upper bounds, a characterisation of the
cumulative mass model of physical fractal fragmentation is essentially depicted. In a
purely mathematical way that has no bounds, we may restate it as
M(r < R) = cRv. (2.20)
Since N and M in Equations (2.10) and (2.20) are in a cumulative distribution
form, their derivatives shall give us the probability density function of which we can
exploit later by linking them directly to volume. We therefore obtain two proportion-
alities,
dN ∝ R−D−1dR, (2.21)
and
dM ∝ Rv−1dR. (2.22)
As a result, under the assumption of constant density, particles with a radius R
have an accordingly proportional mass to R3 and thus
R3dN ∝ dM. (2.23)
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Now, a combination of Equations (2.21), (2.22) and (2.23) yields,
R−D−1 ∝ R−3+v−1, (2.24)
⇒ D = 3− v. (2.25)
The fractal dimension D is the primary element of this research and characterises
the degree of fragmentation of a natural system and provides an insight into the
underlying processes. Its physical limitations are within the Euclidean dimensions
such that 0 < D < 3. As a PSD is normally plotted as “mass percentage passing”
below a sieve size R, Equation (2.19) perfectly describes this. The fractal dimension
is therefore derived from the slope of a log-log PSD plot.
2.4 Conclusion
This chapter introduced the notion of fractals and the dynamical process of fragmen-
tation that is based on them. Fractals are found ubiquitously in nature in a range
of diverse dynamical process. However, in fragmentation they are the cause of a
self-similar and scale-invariant episodic event. Although the next chapter will build
on this foundation to create a digital soil representable of that the Moon and Mars,
Chapter 4 will explore how fractal theory can be introduced in a temporal context
and provide a solution with a variety of applications thereafter.
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Chapter 3
Digital soil
3.1 Synthesis of a Digital Soil
3.1.1 Introduction
This chapter presents the ﬁrst step in the creation of a soil particle population that
matches the particle size distribution (PSD) derived from the Phoenix observations
(Pike et al., 2011 [43]) and similarly, how other soils may be synthesised. The cumu-
lative form of what essentially constitutes a PSD is the key idea to the concept of the
synthesis of digital soil (Charalambous, 2011 [44]).
There is a range of potential errors associated with the statistical derivation of
a PSD via methods of machine vision. These errors include the segregation and
grouping error, capturing and proﬁle error and physical limitations such as aggre-
gation and overlapping of particles and weight-transformation error (Anderson, 2010
[45]). The validation of the reliability of scientiﬁc instruments in harsh and extremely
demanding environments plays a pivotal role in securing successful qualitative and
quantitative results (Staufer et al., 2013 [46]). Consequently, validating the results
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via the representation of Digital Soil which directly replicates the PSD derived via
the image analysis provides an invaluable methodology for the veriﬁcation of the ap-
proach. More importantly, this veriﬁcation may clearly reveal the underlying genesis
mechanisms and provide an insight into the processes, soil dynamics and laws gov-
erning the PSD contour existent across the various size regimes (Bittelli, 1999 [25]),
(Harris, 2002 [47]), (Bindeman, 2005 [48]).
The groundwork of the algorithm developed for the synthesis of digital soil shall
be progressively explained in this chapter. By ﬁrstly setting foot on the basic mathe-
matical background and then disembarking to the more advanced concepts and tech-
niques, we shall conclude with the results and comparison with real soil. The whole
procedure was implemented in MATLAB.
3.1.2 Background
The dataset received consists of the AFM and OM images of a series of delivered
soil samples along with the images of randomly collected soil by contamination onto
calibration substrates (W. T. Pike, 2009 [49]). Analysis of these images allowed for a
characterisation of the Martian dust PSD up to a particle size of 200 microns, since
any particle above was rejected by Phoenix’s sampling mechanism (Leer, 2009 [50]).
The PSD is representative of the Phoenix site as a whole and has also been assumed
to be distributed globally (Goetz, 2010 [51]). The derived PSD has shown that the
Martian dust transits from a D ≈ 0 at r < 10 microns to D ≈ 2.25 for 10 < r < 200
microns (Figure 3.1). A single fractal dimension cannot therefore characterise this
soil and our digital soil synthesis shall excel at representing such soils of multiple
fractal origins as we shall later see.
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Figure 3.1: PSD of Phoenix Soil (Pike et al., 2011 [43]), Mars Analogue soil and
Apollo 11 Lunar Regolith (Park et al., 2008 [52]) plotted as cumulative
mass proportion against particle size. These relationships are used to
synthesise the digital soil.
3.1.3 Mathematical Basis
To generate a random one-dimensional array of a particle sample population that sta-
tistically follows the original PSD, the size of the particles must be synthesized using
an appropriate probability distribution. This can be achieved with the mathemati-
cal theory of inverse transform sampling (Devroye, 1986 [53]). Given a continuous
uniform variable U ∈ [0, 1] and a cumulative distribution function (c.d.f) F , the con-
tinuous random variable X = F−1(U) will follow the distribution F . However, an
assumption must ﬁrstly be made such that the inverse, F−1(U), does indeed exist.
The cumulative number of particles, N(r > R), is a c.d.f and essentially a PSD
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which follows the analytical expression shown in Equation (2.10) and can therefore
be expressed as
N(r > R) = F (R) = CR−D (3.1)
where N(r > R) is the cumulative number of objects with size r larger than a speciﬁc
R, C is a constant of proportionality and D is the fractal dimension.
3.1.4 Probability Density and Cumulative Distribution Function
Let us ﬁrst begin by explicitly deﬁning the basic mathematical foundations between
a cumulative distribution function and a probability density function. A continuous
random variable X has a c.d.f F (x) given by
F (x) = P (X ≤ x). (3.2)
The probability of X falling within the range [a, b] is
P (a ≤ X ≤ b) = F (b)− F (a). (3.3)
A continuous random variable X has also a probability density function (p.d.f) f(x)
such that the probability of X falling within the same range [a, b] is
P (a ≤ X ≤ b) =
∫ b
a
f(x)dx. (3.4)
The p.d.f is normalised and therefore is constrained by this condition,
∫ +∞
−∞
f(x)dx = 1. (3.5)
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Since F (x) is the c.d.f of the random variable X, then by Equation (3.2), (3.5),
F (x) =
∫ x
−∞
f(x)dx. (3.6)
Therefore,
f(x) =
d
dx
F (x). (3.7)
3.1.5 Proof of Argument for the Synthesis of a PSD
We need to prove that the c.d.f formed by the random samples generated from the
inverse transform method is exactly F (x). If U is a random uniformly distributed
variable over [0, 1] then X is a continuous random variable
X = F−1(U). (3.8)
with F (x) as c.d.f. Therefore by deﬁnition of c.d.f,
P (X ≤ x) = P (F−1(U) ≤ x). (3.9)
Now, since F is cumulative and thus an increasing function, a rearrangement yields
to
P (U ≤ F (x)). (3.10)
However, since 0 ≤ F (x) ≤ 1 and the fact that uniform c.d.fs FU have FU(z) = z
true for all z ∈ [0, 1],
P (X ≤ x) = F (x). (3.11)
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Simply put, the algorithm for the continuously uniform random variables X following
F is as follows:
1. Generate a set of uniformly distributed random numbers U ∈ [0, 1].
2. Transform U into X by setting X = F−1(U).
The inverse transform method can be clearly understood by Figure 3.2.
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Figure 3.2: Uniformly distributed samples are drawn from the range [0, 1] over the
y-axis. Each U sample is transformed to a sample of the continuous
random variable X. When the points are taken along the steepest part of
the distribution function F (x), the probability density function f(x) is at
its peak since there can be many samples U yielding X resulting in high
density. As the slope becomes ﬂatter, the density lowers accordingly.
3.1.6 Proof of Inverse Transformation Method Beginning with a Density
instead of Distribution Function
If one is given only the probability density function (p.d.f) then we must ﬁrst integrate
to get the c.d.f. The proof of the method is as follows:
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Let us suppose that we want to generate a random variable y with probability
distribution p(y). The probability of generating a random variate within the small
range of [y, y + dy] is given by p(y)dy. In order to relate the random variable y
applied to a function x(y) with p(x) as the density function, we apply the fundamental
transformation law of probabilities which from calculus is simply [54],
|p(y)dy|= |p(x)dx|, (3.12)
p(x) = p(y)
∣∣∣∣d(y)d(x)
∣∣∣∣ . (3.13)
If the p.d.f p(y) of the random variable y is normalised and drawn from a uniform
random distribution y ∼ U [0, 1], the probability of generating a random variate within
[y, y + dy] is then,
p(y)dy =
⎧⎪⎪⎨
⎪⎪⎩
dy, 0 ≤ y < 1
0, otherwise.
(3.14)
We now want to generate a random variate x which follows the normalised dis-
tribution f(x) such that p(x) = f(x), with integral of one. Since y is drawn from
a uniform distribution, p(y) is thus constant and by following Equation (3.13) and
Equation (3.14), the distribution of x is determined by,
f(x) =
d(y)
d(x)
. (3.15)
By deﬁnition of c.d.f and solving
∫ y
0
dy =
∫ x
0
f(x)dx (3.16)
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results in y = F (x). By inverting, we reach the conclusion for the transformation and
therefore,
x = F−1(y). (3.17)
From here on, we follow the procedure as described in the c.d.f section.
3.1.7 Solution to Generating a Representative PSD
We need to generate a continuous random variable R (radii) which follows the c.d.f,
F (R) as shown in Equation (2.10). Therefore, after drawing U ∈ [0, 1] we need to
transform it into R and solve F (R) = U ,
CR−D = U, (3.18)
=⇒ R = C 1DU− 1D = F−1(U). (3.19)
The inverse c.d.f is therefore used to generate a sample of digital soil with the
appropriate PSD from a uniformly distributed range of random numbers. Addition-
ally, since a radius of an inﬁnite size is naturally impossible, as is an inﬁnitesimally
small radius tending towards zero, the range of radii generated can be managed by
selecting a minimum and maximum value for the uniform distribution. This is also
accompanied by the fact that there are lower and upper limits following the same
fractal relation in nature.
The truncated distribution of these values can be accomplished by readily com-
puting the inverse transform method as above with a slight diﬀerence:
1. Generate a set of uniformly distributed random numbers U ∈ [0, 1].
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2. Set a and b as the minimum and maximum values respectively for the desired
truncated interval [a, b].
3. Set Z = F (a) + U [F (b)− F (a)].
4. Transform U into X by setting X = F−1(Z).
Due to the nature of random sampling from power laws, having a maximum size
for radii does not necessarily guarantee the creation of particles with radii in that
regime even at all possible dimensions 0 < D < 3. The justiﬁcation is simple - as D
increases, there is an increasingly lower chance of selecting a high value on the x-axis
on the transformation from c.d.f to p.d.f. Accordingly, the range can be selected to
match the sampling and imaging conditions of the in-situ observations. This enables
for a validation of the procedure through a comparison of real and synthesised images
taken over a range of samples and instruments.
Furthermore, the inverse transform method can also be intrinsically used to gen-
erate random numbers from several diﬀerent distributions assuming their functional
inverse of the c.d.f can be computed either analytically or numerically. Mathemati-
cally, the two functions f and g are inverse if,
f(g(x)) = x and g(f(x)) = x. (3.20)
In cases where this scenario is not possible, our algorithm can manifest into this
distribution via a series of cascaded power laws thus exhibiting a ‘discrete’ analogue
of a distribution, assuming we have knowledge of the slope variation of its c.d.f. The
acceptance-rejection technique is an alternative method, amongst others [54].
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3.1.8 Single to Multi-fractal Domain Approach
Another fundamental advantage of the aforementioned inverse-transform approach
is the ability to combine several distributions bearing diﬀerent fractal dimensions.
Soils can consist of particles which were formed under diﬀerent fragmentation and
formation processes or a mixture of them. As described by (Bittelli, 1999 [25]), he
mainly determined three fractal dimensions drawn from their respective domains; clay,
silt and sand. Their PSDs cannot be characterised by a single power-law exponent
as diﬀerent domains co-exist (see Figure 3.3). The soil of the microstructure of Mars
exhibits a similar behaviour having two slopes with DFa = 0 and DFb = 2.25 and
is mostly due to dominant mechanical processes taking place unlike on earth (Pike
et al., 2011 [43]). The clays, for example, in terrestrial soils are mainly formed by
chemical processes. Since Mars is the one that mostly interests us, we were able to
combine the observed fractal distributions into a multi-fractal one.
Clearly, as shown by Bittelli’s graphs further below in Figure 3.3, we can notice
the two breaks in slope resulting in three diﬀerent fractal domains. As argued by
Bittelli, the genesis of the diﬀerent regimes observed is attributed to their respective
underlying physical processes. The power-laws observed are a reﬂection to the scale-
invariance and self-similar processes in which the slopes determine their unique fractal
dimension D.
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Figure 3.3: Cumulative fractions of four diﬀerent soils depicting the diﬀerent power
law dependencies in the clay, silt and sand fractions. The trifractal be-
haviour is evident in the plots such that a single power law exponent
cannot simply describe the soil (Bittelli, 1999 [25]).
In order to preserve the relative particle sizes and their power-law domains from
which they are drawn, we need to carefully choose their mass or volume fraction up
to the point in the plot which the certain exponent is maintained. Great importance
has to be given to keep the volume rightly stacked when generating additional power-
laws since the distribution will be plotted wrongly if it does not begin on the correct
cumulative amount of volume. Analysis on this problem shall be further elaborated
in Chapter 8 as such a phenomenon of missing volume eﬀectively manifests into an
unknowingly truncated distribution which can often be misinterpreted.
3.1.9 Algorithm for the Genesis of a Multi-Fractal Digital Soil
The following algorithm brieﬂy explains the necessary steps to accomplish the above
scenario in which the size distribution is constituted by multiple power-law segments.
It may be noted that any distribution can be characterised by multiple power-law
segments, however, the criterion for a physical underlying explanation should always
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be considered before proceeding with such an approach. The algorithm is open-ended
in the sense that it can also produce a cumulative distribution with curvatures given
enough segments to reproduce. This is very similar in principle to the rectangle rule
used to calculate an approximation of the integral of a continuous function.
The algorithm for combining distinct fractal domains and synthesising an appro-
priate population, is as follows:
1. Generate a population with N1 particles forming a PSD P1 with a fractal di-
mension D1 with the appropriate minimum r0 and maximum r1 radius.
2. Estimate the cumulative volume V1 taken by P1 when all the particles are as-
sumed to be perfect spheres with constant density.
3. Determine which fraction V1 constitutes from the total volume VT = V1 + V2 +
. . . Vi where i are the number of fractal dimensions Di apparent in the target
PSD.
4. Enter a loop where the second PSD P2 can be generated beginning from a
number of particles N2. Here the range of radii produced need to begin from r1
but however, end in a new maximum r3. The number of particles N2 initially
generated by the loop should be very small and will gradually increase to ﬁll
the necessary volume fraction V1 needed by the previous domain.
5. When V1 is approximately fulﬁlled by the particles of the range [r1, r2], the
population of particles of that range in P2 is truncated and we are left with
P3, a PSD which has a new minimum r2 and maximum r3. The break of slope
occurs at r2.
3.2. MARS REGOLITH DIGITAL SYNTHESIS 41
The above algorithm is illustrated in Figure 3.4 that immediately follows.
Figure 3.4: Fractal Piece Stepwise Algorithm. Illustrated above is a trifractal PSD
with respective fractal dimensions D1, D2, and D3 constituting the two
breaks of the plot. Dotted lines represent the original untruncated power
laws which form the complete PSD with the thicker coloured lines the
power-law pieces used for the synthesis. The volumes add up to the total
apparent volume of the original PSD such that V1 + V2 + V3 = VT .
3.2 Mars Regolith Digital Synthesis
The inverse c.d.f is used to generate a sample of a digital soil with the appropriate
PSD from a uniformly distributed range of random numbers, as described previously
in this chapter. This range can be selected to match the sampling and imaging
conditions of the in-situ observations. Such an approach enables a validation of this
procedure through a comparison of real and synthesised images taken over a range of
samples and instruments.
This small section provides the digitally synthesised martian soil based on the
ﬁndings within the OM and AFM scale [43] as illustrated in Figure 3.1. Due to the
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generally high sphericity of Martian particles within the size regime investigated [43]
and attributed to the extensive aeolian transport and typical weathering by saltation
particularly of the OM range [55], [56], we adopt spheres in our digital soil images
which is also a very common measure across similar techniques in the literature. A
visual inspection of the real and synthesised image of Figure 3.5 immediately provides
an instant veriﬁcation of the results. Our implementation therefore provides scientists
with a method for validating their results especially when data are so limited and
diﬃcult to obtain.
The algorithm additionally allows for a very large number of particles to be syn-
thesised (e.g. 500 000 particles was easily synthesised within less than 30 minutes).
Each particle is allowed to have its own unique properties and vary with speciﬁc
functions and conditions in real time, as the information for each can be dynamically
stored. The implementation takes advantage of the matrix storage and manipulations
for eﬃciency which MATLAB can very easily handle. Since the approach is imple-
mented via an Object Oriented based method, the current implementation can be
extended to incorporate further inter-particle relationships and complex interactions.
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Figure 3.5: Comparison of Martian dust collected on a calibration substrate during
the Phoenix mission with the corresponding digital soil with the varying
fractal dimension following the PSD plot from Figure 3.1
 
μ μ
(a) Phoenix AFM (b) Silicon Substrate OM
Figure 3.6: (Left) Comparison of an AFM image of the Phoenix soil with a digital
soil of fractal dimension approximately zero. (Right) Fine dust on silicon
substrate and the respective digital soil. All data faithfully abide by the
relationships of Figure 3.1. No particles below the resolution of the AFM
have been included in the simulations as no data exist.
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μ
Figure 3.7: (Left) Synthesised images of soil with fractal dimension of 2.8, 2, 1 and 0
respectively which may be used as a reference table for an approximate
Df value. (Right) A zoom series of a suspension of dispersed digital
Martian soil taken in a virtual optical microscope of inﬁnite resolution
and unlimited depth of ﬁeld. The images are simulated at steps of 2x
magniﬁcation, illustrating the transition from D = 2.25 to 0.
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3.3 Lunar Regolith Digital Synthesis
The lunar environment may not be as dynamic as Earth’s but its surface undergoes
harsh conditions and extreme mechanical weathering unlike any on Earth, resulting
in angular and sub-angular shaped particles. The lunar soil is subjected in this almost
purely comminutional environment and as a consequence, the history of the particles
is preserved in their angular morphology. Roundness quantiﬁcation can vary from
lowest of 0 to 1 as a perfect sphere. Excluding breccias which are mostly melted and
cemented rocks, investigation of the soil sample returned from Apollo 14, showed an
abundance of angular grains with approximate roundness values of 0.1 - 0.2 [10].
Even though the soil is being continually fragmented, the present dominant process
of micrometeoroid impacts diminishes them further down the scale while still main-
taining an angularity since new particles are produced during this process. Lindsay
et al. (1972) [57] observed that the more mature the lunar soil is, the lower its aver-
age roundness is, and attributed it to the continuous comminution.Additionally, the
abrasive shape and microscopic nature of the lunar dust particles are the greatest
concern and health and environmental hazard for future missions, as the astronaut
and geologist Harisson Schmitt mentions [58]. For example, Figure 3.8 shows the
intrusion of dust within the fabric and how abraded the ﬁbers of the suit are. A
virtual environment in which to test several parameters and interaction consequently
necessitates.
Surprisingly enough, by comparing the PSD of the soil examined by the Phoenix
Lander at the site, we ﬁnd that it is more similar to the Lunar regolith (< 10microns)
than any other terrestrial soil. Additionally, the angular and abrasive shape (Figure
3.9) of the particles are a clear sign they have not gone far through transportation
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Figure 3.8: A scanning electron micrograph of astronaut Alan Bean’s extra-vehicular
activity suit worn during the Apollo 12 mission. Image Credit: NASA.
during which particles can typically go under suﬃcient wear of their edges and sharp
points and become more rounded. The morphological shapes of the lunar dust par-
ticles are unique and signiﬁcant to understand the several processes that they have
undergone. Their characteristic pointy features tell their own story; the particles
were created from continuous meteoritic impacts and bombardment of high energy
charged atomic particles over a span of billions of years. Therefore Lunar regolith,
being at a waterless body such as moon, ranges from mostly meteorite ejecta and a
good portion of impact and explosion breccias.
This section introduces a novel approach which was developed for the simulation
and synthesis of the Lunar regolith particles based on a combination of mathematical
principles and fractal analysis. The shapes were synthesised explicitly following a
random polygonal algorithm which approximates the roundness values observed. It
was written speciﬁcally to enhance visuals and allow human perception for comparison
between the analogue and the digital sample (see Figure 3.9). However, extension of
the code is possible to allow further properties and interactions to be introduced in
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Figure 3.9: Comparison of a returned Lunar Sample (Credit: NASA Goddard Space
Flight Center) and a Digital Regolith synthesised with a fractal dimension
D approximately of zero. The algorithm uses a random polygonal shape
generation and any apparent texture is selected for aesthetics.
real time. These nearly arbitrary polyhedral are generated under some strict rules to
provide faithfulness to the true image. Furthermore, this is a method that can either
be considered as the ﬁrst step into a nearly accurate PSD as an input to a DEM or
a means for comparison of the images. This would conﬁrm empirical, quantitative
or qualitative data or just provide a rough estimate of D which would at the same
time provide a means to understand the dominant processes since they distinctively
provide certain ranges of D.
3.3.1 Method for the Lunar Particle Shape Approximation
In particular, we have taken advantage of the radii that our particle size distribution
generator produces and used the projected area they would have otherwise occupied
if they were a perfect sphere, reshaping them into random polygons with vertices not
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very diﬀerent from the corresponding analogue. The quantiﬁcation for the ideal num-
ber of vertices to synthesise lunar regolith particles was done through determination
of roundness values. In contrast to the form factor reporting variations in the propor-
tions of the particle, roundness measures the variations on the “shrouding blanket”
of a shape, speciﬁcally the corners. Roundness has had a variety of quantiﬁcation
measures appearing in the literature [59]. As formulated by Cox, 1927 [60] roundness
R can be estimated by
R =
4πA
P 2
, (3.21)
where A is the projected area of a particle and P the projected parameter of a
particle. The above equation yields R = 1 when the particle is perfectly rounded as
the parameters follow A = πr2 and P = 2πr. When the surface or parameter exhibits
rough features, with corners and irregularities, the perimeter inevitably increases.
Therefore, the ratio of A to P decreases thus making the maximum value that R can
obtain to be one. The above measure is also sometimes referred to as a Shape Factor
as for example in Shea et al. (2010) [61].
Through a series of synthesised convex hulls, the ideal range of vertices we have
found to naturally predict the shapes of Lunar regolith lies between integers [4 . . . 25].
A number of vertices less than 4 and the shape could potentially look very triangular.
Having more than 25 vertices introduces the risk of introducing many rectangular or
spherical particles which opposes the abrasive nature of lunar dust. Even though 25
may initially seem that it will be producing a rounded object, it does not, since a lot
of the vertices fall within the convex hull (see 3.3.1 c below). Vertices with more than
20 vertices are more suitable for the soil of Mars. To do this, the following procedures
need to take place:
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(a) Randomly choose the number of vertices Verts which should lie between [4 · · · 25].
(b) According to the number of Verts, create a two-dimensional (2D) vector space V
consisting of a set of randomly chosen points S = (X, Y ) where X and Y form
column vectors in the (x, y) plane ([0, 1], [0, 1]). Such a plane will form a square
shape at an inﬁnite number of points which is the reason why convex hulls tend
to be more rectangular at higher number of points.
(c) Create a convex hull K from the set S which is the minimal convex set containing
S. A set of elements S in the vector space V can be considered to be convex if
all the pair of points (X, Y ) in S are also points of the straight line z, where z is:
z = λX + (1− λ)Y for all λ ∈ [0, 1]. (3.22)
3.3.2 What is a Convex Hull?
In simpler terms, a convex hull can be visualised to be the shape resulting from a
tightly stretched wrapping perimeter bound to the outmost points away from the
center of mass. The number of points is the minimum possible that is achievable to
contain all the rest within (Figure 3.10 depicts exemplar results).
Convex hulls allow the synthesis of a more accurate three dimensional population
but at a cost - a higher computational complexity and time than synthesising plain
geometrical objects such as spheres. The procedure for the digital soil synthesis of a
population of convex hulls as particles is as follows:
(a) Draw the convex object following the convex hull. An object can be deﬁned as
convex if each pair of points of a set fall within the object as well as every single
point of the straight line that connects them falls in that object too.
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Figure 3.10: Convex hulls generated by using 10, 20, 35 and 50 vertices respectively.
The particles begin to be round up with the introduction of more ver-
tices.
(b) Find the area of the current object in number of pixels, denoted by Nc.
(c) Find the approximate area of the desired object in pixels, denoted by Nd, which
is drawn from the fractal lunar PSD of radii we are working on, as if it was a
2D square shape. The lunar regolith below 10μm has a fractal dimension of zero
(see Figure 3.1). Note that this is not the surface area of the particle but the
2D area from a top-down viewing perspective always respective to what one pixel
represents.
(d) Find the factor of scalability using the following equation:
Factor2D =
√
Nd
Nc
. (3.23)
(e) Multiply the convex object and the set S by the factor of scalability.
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(a) Fractal Dimension DF = 1 (b) Fractal Dimension DF = 2
Figure 3.11: Visualisation of a digitally synthesised image consisting of angular to
sub-angular particles form by complex hulls of a limited number of ver-
tices to replicate the angularity eﬀect of impacted material.
(f) Find the center of mass of the object and shift it towards the desired point
selected via a uniform random distribution in the ﬁnalised image of the whole
particle ﬁeld.
(g) Repeat the above steps until all the particles generated from the desired size
distribution are drawn.
Two simple binary image examples using the above algorithm are illustrated in
Figure 3.11.
3.3.2.1 Validation and Estimation of the Fractal Dimension of a Synthe-
sised PSD From Area
Using the area for generating a population and consequently estimating the fractal
dimension from, is a valid method as Mandelbrot noted similarly to the areas of
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islands. Generally, the projected area of cross-sectional cut of a particle area provides
DA = 2− slope in a cumulative area plot due to the two dimensional plane [7]. This
dimension is then related to the fragmentation fractal dimension via the relationship
DF = DA + 1 [62].
3.3.3 A 3D Virtual Microscope for complex shaped particles
A convex hull of a set of points in a two-dimensional (2D) space has the potential to
be extended to a three-dimensional space (3D) by increasing the range of the num-
ber of vertices randomly generated and introducing a third plane in set S. However,
more complications emerge such as the diﬃculty to calculate volume of such polygo-
nal shapes and then resizing them appropriately to follow the fractal fragmentation
concepts. The novel method used the lunar soil particles provides a framework that
is easily implemented more accurately (when considering the fractal distribution) in
three dimensions. The approach unavoidably has to consider the volume bounded by
each 3D convex hull which in eﬀect is an orientable polyhedron.
MATLAB allows the user to estimate the volume of a convex hull using the ‘Qhull’
algorithm [63]. This is easily achieved when the indices of the points that comprise
the facets of a convex hull are known, which they are in our case as we are the ones
generating them. The factor of scalability in the 3d case between the volume of the
current, randomly generated convex hull Vc and desired volume Vd requested by the
fractal distribution, is obtained by ,
Factor3D =
3
√
Vd
Vc
. (3.24)
Each convex hull is then shifted accordingly the random points allocated by the
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Figure 3.12: A series of angular to sub-angular 3D convex hulls with an increasing
number of facets.
algorithm. A series of 3D particles scaled by volume and diﬀerent number of facets
is shown in Figure 3.12.
A limitation of the algorithm comes with the increasing overlapping possibility of
two or more objects when the number is large. This can be precluded by implementing
an approach which stores all the vertices in a matrix and allocates spaces to the new
convex hull vertices accordingly using a convex polygon collision detection algorithm
[64].
Our digital soil implementation additionally provides a tool for the synthesis of a
wide array of other products of fractal processes such as the cratering by meteoritic
bombardment on the Lunar Surface, hydrophobic eﬀect, galaxy clusters and others
(Figure 14). The next section will also provide the details of a devised algorithm
for the segmentation of such images with overlapping particles and the results of the
implementation
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3.3.4 Further Applications
Our digital soil implementation additionally provides a tool for the synthesis of a
wide array of other products of various processes such as the cratering by meteoritic
bombardment on the Lunar Surface, hydrophobic eﬀect, galaxy clusters and others
(see Figure 3.13). A prerequisite is the knowledge of the distribution that forms the
populations. By then applying the inverse transform method, we are able to digitally
synthesise the populations. The digital environment enables for dynamic simulations
under a variety of diﬀerent parameters and interactions.
Figure 3.13: (Left) Automatically detected craters (Kim, 2005) (Middle) Milky Way
Galaxy Cluster (DeFrain, 2005) (Right) Macroscopic Droplets illustrat-
ing the Hydrophobic Eﬀect of Water and known to follow an exponential
distribution [65].
3.4 Image Processing, Segmentation and Analysis Methods
Assuming we have no prior knowledge of the PSD constituting the end synthesised
product and wish to obtain it, we resort in digital image processing procedures.
An algorithm based on morphological operations for the automatic segmentation
and counting of particles at their respective diameter size and surmounting possible
overlapping errors was moreover implemented in MATLAB. This accommodates a
reverse quantiﬁed validation of the Digital Images in terms of PSDs. The results
3.4. IMAGE PROCESSING, SEGMENTATION AND ANALYSIS
METHODS 55
prove that, the derivation of a PSD directly from the synthesised soil gives a similar
result to the Martian (or any other) PSD - the one it successfully attempts to imitate.
The following mini sections provide a brief description of the approach.
3.4.1 Pre-Processing
The very ﬁrst stage in the development image segmentation algorithm, lies in the pre-
processing step. Techniques generally include enhancement in order to prepare the
segmentation stage such as ﬁltering of the image by smoothing and suppress potential
noise or ﬂuctuations, enhance edges for better segmentation and other important
instrumental and environmental calibrations such as bias, dark current and electronic
shutter smear eﬀect removal, ﬂat ﬁeld correction, and bad pixel repair. The image is
then segmented producing a binary image with the area of interest. Our algorithm
can immediately provide a binary image from the locations and sizes stores thus
neglecting the need for this step.
3.4.2 Morphological Operations and Post-Processing
After the basic segmentation stage, we perform morphological operations for which
a structuring element (or kernel) is required. This indicates the geometric shape we
seek to obtain after the ﬁnal segmentation and can be a circle, ellipsoid and square
amongst other shapes in-built within the MATLAB environment through the ‘strel’
function. We will be using the ‘disk’ option for the spherical synthesised particles.
The element S is deﬁned on a two dimensional Euclidean space, DE = 2 based on an
integer grid and being a binary image on its own such that
S(dS) ∈ ZDE , (3.25)
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where rS is the element’s diameter and Z the positive integer space.
3.4.2.1 Opening
The opening of a binary image B with the structuring element Sel is described by the
following operations,
B ◦ Sel = (B  S)⊕ S (3.26)
where  denotes the erosion and ⊕ the dilation of the image by the structuring
element. For further clariﬁcation, the reader is referred to Appendix A. The opening
of the image by the disk S allows us to obtain the shapes that constitute S within
them, such that S is a subset of a particle. However, this also creates spherical
particles with r > rS. An example can be seen with the overlapping setting of
spherical particulates in Figure 3.14a.
To overcome the above morphological problem and obtain successive sphere sizes,
we implement the following procedures;
1. Begin with a large structuring element diameter dS in order to accommodate
the opening of the largest observable fragment. At each iteration i, reduce it
by 1 since we have discrete pixels such that dSi = dSi−1 − 1.
2. During i, perform a morphological opening on B by S of size dSi obtaining the
opened image Bi. This creates a result similar to the ﬁrst opening of Figure
3.14a depicted in Figure 3.14b. The centre location of the pixels where the
opening by Si was successful are saved in array Ai. In addition, all the pixels
that have had successful opening have their centre location saved in a general
array AAll.
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(a) Before Opening (b) After Opening dS = 50 px
(c) After Opening dS = 30 px (d) After Opening dS = 10 px
Figure 3.14: The original synthesised binary image consisting of three particles with
the largest particles overlapping the smaller ones. A series of openings
are also shown successively with a decreasing size of the structuring
element.
3. Cycle through the centre locations in Ai and perform bitwise AND operation
on the exact locations of AAll, i.e. the locations of all the centres found down
to and not including the spheres of size dSi . Whenever the operation returns
false, we know a new spherical particle has been found, even if most, but not
all, of its area is covered.
4. Add the particles of size dSi in the list of particles L, which maintains the exact
centre locations and diameters. Proceed to next iteration.
The initial condition sets the very ﬁrst opening to perform an AND operation
with an empty image, which means any particles found are new.
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3.4.3 Post-Processing
Nevertheless, the above described algorithm has limitations as it strictly observes
geometrical ﬁgures which are predictable prior to the processing. When the desired
synthesised image to be segmented contains random polygonal shapes such as the
ones generated by convex hulls and assuming a relatively sparse ﬁeld, we resort to
the automatic assignment of unique labels on the segmented particles in the binary
image using the MATLAB in-built function ‘bwlabel ’, where it identiﬁes neighboring
closed-connected regions via a ﬂood ﬁll algorithm [66]. This speciﬁc procedure called
connected component labeling used together with ‘regionprops ’, allows us to obtain
several important parameters for each unique particle segmented including, but not
limited to:
• Number of particles, relative locations and center of mass,
• Area and Perimeter and equivalent diameter to a circle,
• Roundness (area-to-perimeter relationship, see Equation 3.21),
• Eccentricity, Orientation and, Major and Minor axes for an automatically ﬁtted
ellipse on the particle observed.
Eﬀectively, such a candidate segmentation algorithm is speciﬁcally targeted to-
wards the behaviour we observe in the lunar soil digital synthesis. Using the above,
we may back-validate the PSD and obtain DF accordingly. However, when the par-
ticle to particle interaction exhibits overlaps of a medium to large degree, ‘bwlabel’
is considered redundant without advanced and complicated segmentation techniques.
Unfortunately, even such algorithms are condemned to be useless most of the times
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compared to the excellent qualitative power of human visual perception which outper-
forms automatic algorithms to a large margin [67], [68]. Incorporating such knowledge
into algorithmic processes has long been a fruitless challenge [69]. Further investi-
gation of such techniques is out of the scope of this thesis, however, the reader is
referred to [70] for a further thorough look into rock particle image segmentation and
systems.
3.4.4 Resultant PSD and Mass Truncated Power-Laws
The mass PSD resulting from the image processing algorithm will be a truncated
one assuming there is no suﬃcient overlapping error. This is due to the omission
of particles below a certain size, which can be seen directly by converting a random
population drawn from N(r > R) to M(r ≤ R). This truncation is eﬀectively
imitating the ‘resolution limit’ which is unfortunately an inevitable restriction in
extracting data from digital images. Such a scenario is an exemplar case of what we see
on Mars. Taking the images captured by HiRise at a resolution limit of 25 cm/pixel,
the number of rocks measured becomes increasingly inaccurate with decreasing size.
This is not only due to the resolution limit, but it is a direct consequence of both the
overlapping of rocks and the buried rocks of varied degrees. Both of these cases are
eﬀectively being represented through our overlapping algorithm and its extraction.
The resolution limit is reﬂected through the limited power-law synthesis range allowed
which replicates a cut-oﬀ at the lower end.
The pure truncation eﬀect by resolution limit can be seen in Figure 3.15 which
depicts a synthesised population based on the cumulative number power law and
converted to mass. If the overlapping eﬀect is substantial, the truncation eﬀect is
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taken at a larger size than the resolution limit and will be brieﬂy discussed further
below, with Chapter 8 introducing a method which informs the point of truncation.
Figure 3.15: Red points represent the direct conversion of a generated population
from N(r > R) to M(r ≤ R) via the inverse transform method. The
light blue line represents a truncated power law ﬁt of Equation 3.28 to
the truncated mass fractal PSD.
In contrast, the roll-oﬀ due to both resolution limit and the overlapping of particles
is shown below in Figure 3.17. A quick observation shows how the roll-oﬀ being to
smoothly occur at a larger size, with an increasing exponential eﬀect towards the
lower limit, in comparison to the pure truncation which is an abrupt roll-oﬀ.
Generally, the higher the fractal dimension DF of a population, the bigger eﬀect
the overlapping will have as high DF s generate a large amount of ﬁnes which are more
prone to be overlapped in a projected image area. For the same number of particles,
low fractal populations, e.g. DF ∼ 0, commonly do not suﬀer from this eﬀect which
deems the acquired data more accurate, without the need for a truncation treatment,
assuming other errors do not signiﬁcantly aﬀect the observation. A great example is
the data obtained from Phoenix’s AFM (see Figure 3.1).
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The cumulative number frequency N(r > R) from which the synthesised popu-
lation is drawn from, contains the particles greater than a characteristic size. Con-
sequently, it does not suﬀer from a lower-end truncation when we count the num-
bers which we generated. When, however, we convert to the cumulative mass plot
M(r ≤ R) we necessarily introduce an unknown ‘missing mass’ eﬀect since the func-
tion is cumulative after all, which prohibits the distribution from being a pure power-
law. However, it is a lower truncated power-law and knowing the size at which the
truncation is kicking in, we can estimate the missing mass which we can subsequently
add, reverse the eﬀect and obtain the power law from which we drawn the population
from.
A mass distribution following a truncated power-law can be readily obtained by
subtracting the truncated size rt from r. If the fractal cumulative mass distribution
is,
M(r ≤ R) = cr3−DF , (3.27)
then the equivalent truncated distribution is,
M(r ≤ R) = c′(r3−DF − r3−DFt ), (3.28)
where c′ is a normalisation constant such that M(r ≤ Rmax) = 1. A comparison
between the two diﬀerent distributions can be seen in Figure 3.16 below.
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Figure 3.16: The relationship between the underlying pure power law and its coun-
terpart with the same parameters but lower truncated at rt.
A combination of the resolution limit and the particle overlapping eﬀect, produces
a PSD similar plot to Figure 3.17 as estimated by our overlapping algorithm. The
distribution when such eﬀects occur will fall oﬀ with a slope ≈ 0 which rapidly falls
further closer to the resolution limit. Noticing these eﬀects is extremely important in
order to avoid misinterpretations of the PSD as we shall see later in Chapter 8 where
we show how it can be possible to apply it to rocks produced by meteoritic impacts
and how widely a similar eﬀect to Figure 3.17 is seen.
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Figure 3.17: A PSD of a severely overlapped fractal population of spheres. Notice
how the bigger particles maintain their correct fractality which below a
certain size this fractality is lost due to the increasing missing volume
introduced which causes the PSD to change slope. A correctly truncated
power-law can predict this cut-oﬀ point. Similar behaviour will be de-
scribed in Chapter 7 in an example with the Itokawa regolith shown in
Figure 7.10.
3.5 Conclusion
This chapter has set the foundations for the algorithmic and mathematical framework
of a digital soil. The framework takes as an assumption the existence of known dis-
tributions to synthesise the digital soil, with the inverse transform sampling method
explained in detail. Alternatively, if there is no inverse cumulative function, other
methods such as the rejection-acceptance sampling technique can be used which es-
sentially is a Monte Carlo approach. Furthermore, this chapter has explored the
synthesis of a soil described by multiple power-law exponents in its cumulative form.
This approach imitates situations such as on Earth where the sand, silt and clay
regions are identiﬁed via diﬀerent power-law slopes.
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In order to introduce shape classiﬁcation, algorithms were presented to match the
extremity of the particles demonstrated by the lunar regolith. To determine the shape
category, the roundness value is used which provides diﬀerent factors for lunar and
martian particles.
Finally, the chapter described an algorithm for segmenting the digital soil to back
and cross validate the above approaches. The algorithm attempts to overcome the
limitations given by two dominant adverse eﬀects. The ﬁrst one is induced by over-
lapping where its eﬀects can be easily seen from the broken power-law after image
analysis. This eﬀect is caused by the increasing mass omitted when counting the
particles at smaller scales, which in return diverges the slope of the cumulative ap-
proach to provide non-physical fractal dimensions. A secondary eﬀect is caused by
the computational modelling of the inverse transform method which cannot generate
inﬁnite particles at extremely small scales - both deﬁes nature and computational
power. The latter eﬀect is simply treated by modelling the distribution as a trun-
cated power-law, which inherently assumes the existence of the cumulative power-law
only above a certain point.
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Chapter 4
Part I: Fragmentation Over Time and the
Resulting Particle Size Distribution
The shattering of brittle materials into a myriad of shards by fragmentation has been
acknowledged since the ancient times. For example, in one of the oldest monuments
of ancient Western literature, Homer in his Greek epic poem sings the agreed duel
between Menelaus (Atrides, son of Atreus) and Paris of Troy [71],
The wary Trojan, bending from the blow,
Eludes the death, and disappoints his foe:
But ﬁerce Atrides waved his sword and strook
Full on his casque: the crested helmet shook;
The brittle steel, unfaithful to his hand,
Broke short: the fragments glitter’d on the sand.
At the forceful impact of Menelaus’s sword crashing down on Paris’s helmet,
it unexpectedly shatters. Menelaus cries out to Zeus in the vacant skies for his
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misfortune and grabs Paris by his ridge helmet with avenging wrath; but goddess
Aphrodite divinely intervenes and conceals the two in a mist hiding Paris back in the
city.
This chapter attempts to understand the process of brittle fragmentation and how
it evolves to various fragment populations. We present a new model of fragmentation
based on a probabilistic calculation of the repeated fracture of a particle population.
The resulting continuous solution, which is in closed form, gives the evolution of
fragmentation products from an initial block, through a scale-invariant power-law
relationship to a ﬁnal comminuted powder.
Models for the fragmentation of particles have been developed separately in mainly
two diﬀerent disciplines: the continuous integro-diﬀerential equations of batch mineral
grinding (Reid, 1965 [72]) and the fractal analysis of geophysics (Turcotte, 1986 [4])
based on a discrete model with a single probability of fracture. The ﬁrst gives a time-
dependent development of the particle-size distribution, but has resisted a closed-form
solution, while the latter leads to the scale-invariant power laws, but with no time
dependence.
Katsuragi et al. (2004) [73] posed the question of how does the statistics of
fragmentation change as the fragment size becomes an increasingly smaller fraction
of the initial parent object? Low energetic impacts do not generally conform to a
power law and the crossover path from the initial statistics to a power law and possible
multifractality has long been a standing question and indeed a popular one. Due to the
importance of brittle fragmentation, several studies have been in attempt to explain
the evolution in fragmentation. This chapter presents a solution to the fragmentation
problem extracting its origin, the steady, unique and sequentially discrete states and
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most importantly, its evolution in time.
Bird (2009 [17]) recently introduced a bridge between these two approaches with
a step-wise iterative calculation of the fragmentation products. The development
of the particle-size distribution occurs with discrete steps: during each fragmenta-
tion event, the particles will repeatedly fracture probabilistically, cascading down the
length scales to a ﬁnal size distribution reached after all particles have failed to further
fragment. In fact Bird’s approach unknowingly restates in the language of fractals
the fundamentals of the integro-diﬀerential equations in grinding.
Extending Bird’s approach, we have identiﬁed the process of fragmentation as
the equivalent to a sequence of trials for each particle with a ﬁxed probability of
fragmentation. Although the resulting distribution is discrete, it can be reformulated
as a continuous distribution in maturity over time and particle size. In our model,
Turcotte’s power-law distribution emerges at a unique maturation index that deﬁnes
a regime boundary. Up to this index, the fragmentation is in an erosional regime
with the initial particle size setting the scaling. Fragmentation beyond this index is
in a regime of comminution with rebreakage of the particles down to the size limit of
fracture.
The maturation index can increment continuously, for example under grinding
conditions, or as discrete steps, such as with impact events. In both cases our model
gives the energy associated with the fragmentation in terms of the developing surface
area of the population. We show the agreement of our model to the evolution of
particle size distributions associated with episodic and continuous fragmentation and
how the evolution of some popular fractals may be represented using this approach.
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4.1 Fragmentation Models
4.1.1 Turcotte’s Model
There exist a variety of empirical descriptions for the resulting distributions under
diverse fragmentation mechanisms in the literature. As we have already described in
our previous chapters, the most widely used relationship is that of a power law which
although straightforward, it may nevertheless be represented in diﬀerent forms. Ac-
commodating sieving procedures and size classes k retaining their respective particle
numbers, the representation broadly adopted in the literature is, by Turcotte (1986),
N(rk > r) = Cr
−D
k for k = 0, 1, 2 . . . n (4.1)
where n represents the smallest class pertaining a mass fraction. The relationship for
the respective cumulative mass fractions is given by,
M(rk) = Cr
3−D
k for k = 0, 1, 2 . . . n (4.2)
Fragment sizes are generally found by sieving methods which use standardised mesh
series where most often the Tyler sieve mesh, ﬁrstly introduced by W.S. Tyler screen-
ing company, is used with a geometric sieve ratio of
√
2. The idea behind sieving is
simple; particles which are over the screen’s size are trapped while the smaller ones do
pass, eﬀectively creating a series of classes separated by a factor of
√
2. The resulting
natural measure for representing a wide range of size distributions is the φ unit scale
where,
φ = − log2 d = −
log(d)
log(2)
, (4.3)
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This thesis adopts Turcotte’s cubic model of fragmentation where size classes are
logarithmically distinguished by a single factor of 2.
4.1.2 Batch Grinding Equation - A Population Balance Model
In contrast to the simpler power-law relationship, the batch grinding equation is gen-
erally deﬁned by following the theory of Population Balance Models (PBM). The
fundamental integro-diﬀerential batch grinding equation was derived by Bass (1954)
[74] with many subsequent attempts to achieve a unique solution (Forssberg (1994)
[75]). Gardner and Austin, (1961) [76] provided the ﬁrst iterative solution to the
integro-diﬀerential problem by introducing the selection and breakage function. Fur-
ther discretised and iterative solutions to the batch grinding equation were provided
by Reid et al. (1965) [72], [9] and Austin et al. (1971) [77]. The mass rate equation
for the balance of the population at any milling time t is provided by,
dm(k, t)
dt
= −S(k)m(k, t) +
k−1∑
i=0
S(i)m(i, t)b(k, i), (4.4)
where k is the size class, S(k) is the rate of grinding or selection function for class
k, m(k, t) is the mass retained within class k at time t and b(k, i) is the breakage
distribution parameter from class i to k.
In a more simplistic context, the process deﬁnes two discretised steps occurring
at any grinding time t. The ﬁrst one determines the rate of disappearance for class k
which is the function that selects a speciﬁc amount of mass that is passed on to further
scales and is due to the size reduction. The breakage parameter b(k, i) speciﬁes the
material that breaks from class i and directly enters k as fresh immigrant material.
These two speciﬁc processes essentially depict the death and birth of materials within
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classes, always presevering a mass conservation law. The diagram below in Figure
4.1 illustrates this discrete process for the ﬁrst three size indices.
Figure 4.1: A diagram depicting the batch grinding equation and the mass rate pop-
ulation balance model.
Clearly, the process becomes more and more complicated as it cascades into
smaller scales. In order to ﬁnd the breakage and selection function one needs to
back-calculate these parameters. These functions possess in turn their own parame-
ters, which alas, increase the number of unknowns required. For example, Lewis et
al. [6], obtained a total of 5 parameters via computer simulations for each cycle of
a Bond grindability test, although such tests are known to be extremely time con-
suming. Additionally, batch grinding solutions are heavily based on the experimental
results and any scattering errors in the data, or other abnormalities towards a normal
grinding evolution directly aﬀect the solutions. The results are very often deemed
to be of questionable value due to a tendency to diverge [72]. Such variations crit-
ically destabilise the simulations. Ozkan et al. (2003) [78] argue that generally the
order of kinetics in a grinding environment change over time becoming quite rapidly
unpredictable and very commonly the kinetics are found after a few minutes to have
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exited linearity. For example, Hos¸ten et al. (2004) [79] mention that the set of rate
parameters obtained from the 1st and 2nd bond grindability cycles do not hold for
subsequent grinding, resulting in poor simulations of the PSD. They argue that no
common pattern can be observed for the variation of the rate parameters and that
further research needs to be conducted with a larger variety of materials.
4.1.3 A Discrete Interconnection - Bird’s Model of Dynamic Fragmenta-
tion of Soil
Bird et al. (2009) described the dynamic fragmentation of soil by introducing it in a
temporal context. Let us assume that Mk is the cumulative mass up to diameter dk
which is transformed through the logarithmic spacing of the class size k. Therefore,
the largest observable fragment similarly bears k = 0 with smallest having k = n.
The mass at any instant t− 1 and k, mk(t− 1), is then found by subtraction,
mk(t− 1) = Mk(t− 1)−Mk+1(t− 1). (4.5)
A proportion Qk that may or may not necessarily vary with size is introduced and
denotes the fraction of mass mk(t− 1) that fragments at t. In addition, at the same
time t, let ck(t) be the mass of fragments that has instantaneously passed through a
cascade to scales smaller and equal to the diameter dk. Then,
ck(t) = Mk(t)−Mk(t− 1). (4.6)
We then let Pk denote the size speciﬁc proportion of ck(t) that breaks down subse-
quently in the cascade to ≤ dk, at time t.
4.2. COMMINUTION PROCESSES BRIEF OVERVIEW 72
Following a population balance model, we obtain the cumulative mass of the time
evolved class k + 1,
Mk+1(t) = Mk+1(t− 1) + Pkck(t) +Qkmk(t− 1). (4.7)
Then by Equations (4.5), (4.6) and (4.7) we conclude to the ﬁnal recurrence relation,
Mk+1(t) = Mk+1(t− 1) + Pk [Mk(t)−Mk(t− 1)] +Qk [Mk(t− 1)−Mk+1(t− 1)] .
(4.8)
The initial conditions that set the relationship are simply found in t = 0 byM0(0) = 1
and Mk(0) = 0. The evolution of the model is thusly driven by the above recursive
expressions.
4.2 Comminution Processes Brief Overview
Through an analysis of the statistics of particle fragmentation, a closed-form solu-
tion for the evolution of the size of resulting particles will be derived. Its cumulative
distribution, the regularised incomplete beta function obtained through a continuous
parameterisation of the Negative Binomial, is shown to ﬁt existing grinding data with
two parameters, a size-invariant probability of fracture and the maturity of the frag-
mentation process. The power-law relationship commonly seen in such distributions
is a particular case of this function corresponding to a maturity index of unity, and
demarcates the transition from immature, erosional distributions to the more ma-
ture distributions of comminution. Inclusion of a Boltzmann-like survival function
to reﬂect hardening for smaller particles allows an excellent match of the model to
4.3. NEGATIVE BINOMIAL AS A MODEL FOR COMMINUTION
PROCESSES 73
Martian, Lunar and asteroidal regolith as shall be further discussed in Chapter 7.
4.3 Negative Binomial as a Model for Comminution Pro-
cesses
From Turcotte’s model of discrete fragmentation in which the original particle frac-
tures into particles smaller by a ﬁxed proportion, the scale-invariant probability of
the fracture of a particle to 1/f of its original size is pf . Fragmentation will therefore
produce a distribution of particles from an initial single particle to smaller fractions
1/fk, across all positive integer values k, a logarithmic reciprocal length scale com-
monly referred to as the size class or index. Such a discrete formulation is immediately
appropriate for discontinuous fragmentation processes such as impact, but requires a
time continuous form to be readily applied to non-episodic fragmentation as would
be expected from erosion, for example.
We extend Turcotte’s model, by analysing a single fragmentation event and sub-
sequently considering a series of sequential fragmentation events, each of which re-
peatedly fractures the particle population. The development of the particle-size dis-
tribution therefore occurs with discrete steps, which are labelled here by t, with t = 0
corresponding to the initial conditions of a single particle. We rewrite the process in
a probabilistic manner as depicted by Table 4.1, which shows the progress of the ﬁrst
three successive fragmentation events for the largest particles, and the expression for
k in general.
More speciﬁcally, a particular reciprocal size index, k, can be achieved after a
number t of fragmentation events by one or more pathways. For instance, in Table 4.1,
there are three ways to produce a particle 1/f the size of the original: by two failures
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Table 4.1: Iterative process of successive dynamic fragmentation events across loga-
rithmically spaced radii.
to fragment followed by one success; one failure, one success and one failure; one
success followed by two failures. The number of these pathways gives the coeﬃcient
of the expression in pf which is a geometric series for the t = 1 case representing the
explosive cascade of Turcotte’s model, denoted by
P (k, 1) = pk(1− p), (4.9)
and otherwise, for all the other cases of t = 1, carries the form of
P (k, t) = pk(1− p)t. (4.10)
P (k, t) can be seen as the outcome of a sequence of independent and identical
(i.i.d) Bernoulli trials, with a probability of success pf , where the number of successes
gives k and the number of failures, t. The trials are not the fragmentation events,
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but rather the inﬁnite cascaded trials that take place at each reciprocal length scale
for a single fragmentation event. The combination of k and t in any trials, gives the
pathway to the ﬁnal particle size.
In a steady iteration of Table 4.1, an interesting pattern emerges - the coeﬃcients
represent a transﬁgured Pascal’s triangle. It does not appear as the commonly known
triangular array but rather in a rectangularly skewed presentation as depicted in Table
4.2, below:
ο
՜
Table 4.2: Pascal’s Triangle skewed into a rectangular form.
The rows in the table above are indeed familiar; looking at the third row we
have the triangular numbers, at fourth row the tetrahedral numbers, at the ﬁfth
the pentagonal, then the hexagonal and the sequence goes so forth. These are the
diagonals of Pascal’s triangle and contain the ﬁgurate numbers of simplices [80]. The
mathematical notation for the coeﬃcient, alternatively known as the kth regular t-
polytopic number, is denoted as follows:
Ck(t) =
((
t
k
))
=
(
t+ k − 1
k
)
=
t(k)
k!
(4.11)
with
((
t
k
))
being the multichoose function ,
(
t+k−1
k
)
the binomial coeﬃcient and t(k)
4.3. NEGATIVE BINOMIAL AS A MODEL FOR COMMINUTION
PROCESSES 76
the rising factorial such that
t(k) = t(t+ 1)(t+ 2) . . . (t+ k − 1). (4.12)
Combining the variables of the iterative process shown in 4.1 and the coeﬃcient
leading the pathways, by (4.10) and (4.12), we thus conclude to the ﬁnal represen-
tation of the iterative process as a Negative Binomial Distribution NB(p, k, t), with
the exact denotation given by
M(k, t) = Ck(t)P (k, t) =
(
t+ k − 1
k
)
pk(1− p)t (4.13)
where t > 0 and k ≥ 0, with M(k, t) denoting the fractional mass abundance of class
size k after t fragmentation events.
A useful illustration depicting the evolution of theNB via a series of fragmentation
events occurring is shown directly below:
Figure 4.2: Time dependence of NB model illustrating the origin, a sub-event and
multiple events of fragmentation.
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4.3.1 Mass Conservation
An interesting phenomenon to note is that mass conservation is maintained in our
fragmentation model due to the inherent properties of the sum of an inﬁnite geometric
series with common ratio being the probability of fragmentation p between each size
index k. A quick proof follows - the sum of a geometric progression can be written,
a+ ap+ ap2 + ap3 + ap4 + . . . =
∞∑
k=0
apk =
a
1− p where |p|< 1. (4.14)
In the case of t = 1 for which the model exhibits a geometric series, the common
factor is a = 1− p. Introducing it to (4.14), we obtain
∞∑
k=0
apk =
a
1− p =
1− p
1− p = 1, (4.15)
thus completing the proof of mass conservation.
Similarly, for any t = 0, a NB with parameter t and p is considered to be the
sum of independent and identical random variables Y1, Y2 . . . Yt following a geomet-
ric distribution with constant probability p thus inheriting the same properties of
mass conservation - a prerequisite of validity for a fractal model. Speciﬁcally, the
mass conservation extends to all t as the subsequent distributions can be expressed
as convolutions that redistribute but maintain the sum of their variables. That is, as-
suming that X and Y are two independent discrete random variables, the distribution
function of their sum Z = X + Y is,
P (Z = r) = Σrk=1P (X = k)P (Y = r − k), (4.16)
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P (X = Y ) = Σ∞k=1P (X = k)P (Y = k), (4.17)
due to the convolution theorem. On similar grounds, the same theorem can be proved
via the properties of moment-generating functions (m.g.f), where the sum of geometric
random variables produce the same m.g.f as the NB [81].
4.4 Negative Binomial distribution: A Discrete Probability
Model of Fragmentation
The distribution of the Negative Binomial has a special signiﬁcance at t = 1 as it
deﬁnes Turcotte’s model. We know at that point, a single event of total fragmenta-
tion has occurred. The NB is thus observing the absolute complement of what has
fragmented - it is looking at the mass fraction that is maintained in each Bernoulli
trial which takes places at each reciprocal length k. It eﬀectively looks at the se-
quence of independent and identically distributed Bernoulli trials until a predeﬁned,
certain number of failures occur. Each Bernoulli trial is inevitably a failure, the crack
propagates and produces fragments of lengths that belong within the size class k.
The stopping criterion is introduced by the comminution limit and will thus pre-
vent particles of a suﬃciently small size (depending on the material’s quantum [19]) to
further fragment and the Bernoulli processes will greatly decelerate while approach-
ing this limit. As Turcotte’s fractal model and our NB assume a ﬁxed probability
of fragmentation, we shall further investigate such a scenario and the eﬀect of any
change in probabilities in the next chapter.
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4.4.1 Useful Statistical Properties of a Bernoulli Process and its Inherent
Trials
There are only two possible outcome values in a Bernoulli experiment, with the most
widely known experiment being the ﬂipping of a coin. Each Bernoulli trial k may be
identiﬁed by its random variable or indicator Xk, where it can only possess binary
values, i.e. canonically a 0 or 1 otherwise known as a failure or success, respectively.
A Bernoulli process then, deﬁned by the ﬁnite or inﬁnite series of Xk’s is denoted as
the set X,
Xk ∈ {X = X0, X1, X2 . . . Xk} (4.18)
4.4.1.1 Bernoulli Distribution Probability Mass Function
The constant parameter p establishes the probability of success at each k such that
Xk = 1 and similarly, X = 0 is determined by q = 1 − p, the probability of failure.
The random variables Xk thus follow a Bernoulli Distribution, and the probability
mass function (p.m.f) as ﬁrstly described by Jacob Bernoulli is
P(X = n) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1− p, if n = 0.
p, if n = 1.
0, otherwise.
(4.19)
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4.4.1.2 Bernoulli Distribution Cumulative Distribution Function
The cumulative distribution function (c.d.f) is then,
F(n; p)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
0 if x < 0.
1− p, if 0 ≤ x < 1.
1, if x ≥ 1.
(4.20)
4.4.2 Properties of the Negative Binomial Distribution
We are now able to further expand our knowledge of the fragmentation model in the
context of the NB. Interestingly enough, the probability mass function of the NB
assumes its role literally - in an astonishing phenomenon, the mass function explicitly
provides the mass fraction retained within each size class k after a fragmentation
event.
Assuming independent and identical trials (further discussed in Chapter 5), the
probabilities are constant and therefore the p.m.f of a NB is (repeating Equation
4.13),
P(X = k, t ∀ {p = p1 = p2 · · · = pt}) =
(
t+ k − 1
k
)
pk(1− p)t, (4.21)
where t > 0, k ≥ 0. The c.d.f can then be deﬁned as the summation of the p.m.f
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terms,
F(X > k, t ∀ {p = p1 = p2 · · · = pt}) = F(X > k, t | p), (4.22a)
=⇒ 1− F(X≤k, t | p) = 1−
k∑
i = 0
P(X = k, t | p), (4.22b)
=⇒ 1−
k∑
i=0
(
t+ k − 1
k
)
pk(1− p)t, (4.22c)
where t > 0, k ≥ 0. The reason of X > k is due to the very fact that the maximum
size class is also the zeroth class, k = 0. Consequently, the feed size is the top zeroth
size class and is taken as such in this thesis’ terminology.
4.4.3 Mean and Variance
The mean and variance are represented by the following relationships respectively
[82]:
Mean = E[S] = μ =
tp
(1− p) , (4.23)
and
V ariance = V[S] = σ2 = E[S2]− E[S]2 = tp
(1− p)2 . (4.24)
The variation of mean and variance with t can be of higher importance to several
research ﬁelds. However, we will not look further into their meanings, but shall refer
back to see how their usage may be signiﬁcant in the next chapter when used in
approximations.
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4.5 Escape from the Discrete World of Bernoulli Processes:
Extension to Continuous Time and Space
The Negative Binomial distribution is a strictly discrete probabilistic model, as are
the majority of important models in the ﬁeld; namely, Turcotte’s, Bird’s and the
approximate solutions to the integro-diﬀerential models of grinding. However, frag-
mentation lengths are accompanied by crack lengths and therefore fragment sizes vary
continuously and the process is characterised as a continuous one. More importantly,
we cannot deceive ourselves of the continuous nature of most temporal processes.
We therefore need a valid approach to exit this strictly mathematical limitation by
introducing a continuous spatial and temporal domain.
We shall ﬁrst relate the Negative Binomial’s p.m.f to the continuous domain by
the introduction of positive real valued size indices k and a time component t, which
is from hereon denoted as the “maturation” index of fragmentation. This index is
able to quantify the evolution and epochs of a particle population at the diﬀerent size
classes k, with a clear statistical deﬁnition.
4.5.1 Continuous Probability Mass Function
To derive a continuous p.m.f, we must be able to convey the binomial coeﬃcient into
a real valued expression. The coeﬃcient of (4.12) can be re-expressed in a continuous
representation with the aid of the gamma functions - an extension to the factorials
(see Appendix B) - and thus the continuous p.m.f is now,
P(X = k, t | p) = Γ(k + t)
Γ(k + 1)Γ(t)
pk(1− p)t {k, t} ∈ R+. (4.25)
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An alternative representation can be achieved by expressing the above in terms
of the Beta distribution, such that one may take advantage of its various known
properties. For a detailed description of the properties and applications of Beta
distribution see [83]. The reformulation is expressed by,
P(X = k, t | p) = Beta(p; k, t) p (1− p)
t
. (4.26)
where Beta(p; k, t) = p
k−1(1−p)t−1
B(k,t)
, with B(k, t) as described in (4.28). One should
note as an aside that x is normally assumed to be the variable in the vast literature.
However, in our model it is merely a constant to maintain the i.i.d assumption where
the ‘shape’ parameters k, t are the true variables for the distribution.
A visualisation of the continuous p.m.f, both in towards an increasingly maturated
fragmentation and the mass fraction retained can be seen in Figure 4.3 that follows.
Figure 4.3: Evolution of the mass fraction retained at the reciprocal size lengths k
with maturation index t.
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4.5.2 Continuous Cumulative Distribution Function
We may similarly extend the discrete cumulative distribution of Equation (4.22) to
the continuous domain by an approach which is next being described. Let us ﬁrst
introduce the Beta function, which is also widely known in the literature as the Euler
integral of the ﬁrst kind,
B(k, t) =
∫ 1
0
xk−1(1− x)t−1dx, {k, t} ∈ R+. (4.27)
The order of k, t is not of real concern as the Beta function is symmetric such that
B(k, t) = B(t, k). The function may manifest into a variety of useful identities and
forms, with the most important being the direct relation to a mixture of Γ functions
[84] via the convenient restatement of,
B(k, t) =
Γ(k)Γ(t)
Γ(k + t)
. (4.28)
The above reformulation also allows to express the NB p.m.f in terms of a beta
function amongst other identities. A generalisation of the above beta function is sim-
ply determined by relaxing the upper limit of the integral and as such, it is represented
by,
B(p; k, t) =
∫ p
0
xk−1(1− x)t−1dx, {k, t} ∈ R+ and 0 ≤ x ≤ 1, (4.29)
such that when p = 1, Equation (4.29) reduces to the original Beta function. Although
a generalisation, it comes by the name of Incomplete Beta (IB) function as it only
integrates over a fractional part of the region that deﬁnes the true beta function.
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It is then possible to normalise the “complete” and “incomplete” functions of
(4.27) & (4.29) by dividing them to obtain the Regularised Incomplete Beta Function
(RIB),
Ip(k, t) =
B(p; k, t)
B(k, t)
=
∫ p
0
xk−1 (1− x)t−1 dx∫ 1
0
xk−1 (1− x)t−1 dx. (4.30)
If we assume that the integrals invoked by Equation (4.30) are discretised, such
that {k, t ∈ Z+}, and after performing integration by parts (see [82]), we reach the
penultimate step to the relationship of the cumulative form of the NB expression as
shown by Equation (4.22),
Ip(k, t) =
k+t−1∑
j=k
(
t+ k − 1
j
)
pi(1− p)k+t−1−j, {k, t} ∈ Z+. (4.31)
Concluding, the NB representation becomes the complement due to its relation-
ship with the binomial distribution’s c.d.f [82],
F(X > k, t | p) = 1− I1−p(k, t), (4.32)
which reverts to a pure power law at t = 1 when the geometric distribution takes
place.
Thus, using Equation (4.31) as a proof to the argument of the continual represen-
tation of probability states and trials, we are eﬀectively transforming the Negative
Binomial’s CDF into a continuous closed form expression using the Beta integrals of
Equation (4.30).
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4.6 Parameters of the Negative Binomial Model
4.6.1 The Parameter p
The probability p is considered to be a constant during the fragmentation and evo-
lution of a PSD in order to reﬂect the temporal evolution of pure fractals, unless
otherwise indicated. Depending on the comminution process and material being frag-
mented, this probability may change as a function of time or size, which complicates
matters and thus a clear explanation may not be directly derivable. We will be
investigating such a scenario in the next chapter.
Assuming p is constant, the model is directly linked to Turcotte’s framework by
p =
8
2DF
(4.33)
and
DF =
ln(8p)
ln(2)
(4.34)
where DF indicates the fractal fragmentation dimension. This may be tailored ac-
cordingly for a suitable scaling reduction law as the above relationship uses a scaling
factor of 2 by taking into assumption the renormalisation group approach. Addition-
ally, there is a vast amount of speciﬁc catastrophic probabilities p linked to various
materials and processes.
4.6.2 The Parameter k
Since k so far has been symbolising the relative sieve opening sizes as class size
numbers, we can transform it to real particle diameters dreal. With a brief look
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at Table 4.3, one deduces that the simple relationship between the logarithmically
binned classes k and real diameter size dreal is
dmax
fksc
= dreal (4.35)
where dmax is the maximum observed fragment size and fsc the scale factor between
the size classes. The following transformation which accommodates standard proce-
dures in sieving emerges after some simple algebraic steps,
k =
log (dmax)
log(fsc)
− log (dreal)
log(fsc)
= −a log(dreal) + b (4.36)
where a and b are constants dependent on the maximum initially observed particle
dmax and the factor of reduction between dreal, dmax.
The above relationship may vary depending on the desired scaling reduction factor
used for the sieving representatives. The two ‘internal’ parameters here have their
own representation. Firstly, the constant a is a direct result of the logarithmic spac-
ing which always stays the same for the speciﬁc factoring. The constant b simply
represents the shifting of the transformation across the x-axis. It is not uncommon
for distributions based on a physical basis to use such transformations, for example,
Rosin - Rammler which adopts a similar approach for the sieve sizes φ. However, this
thesis continues with the usage of the indicative parameter k being the class of the
sieve opening size, unless otherwise stated.
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Relation of k with Real Diameter
Particle Size d in μ Size Class k
1024 0
512 1
343 1
3
1.5
256 2
128 3
64 4
32 5
Table 4.3: Relationship between the reciprocal index length k and the real particle
size diameter d in microns.
4.6.3 The Parameter t - An Index of Fragmentation Maturity
This parameter is of outmost importance as it measures the degree of fragmentation
the initial feed has undergone. When no subsequent fragmentation is allowed and
given enough energy injection, the PSD will only reach the ﬁrst complete stage of
scale invariant fragmentation representable by t = 1, thus eﬀectively subjecting the
feed to a very energy ineﬃcient comminutional environment. We can now follow the
evolution of a particle size distribution that corresponds to a NB as a function of t.
4.6.3.1 Origin - In the Absence of Fragmentation, t = 0
The initial particle population is assumed to exist only within the zeroth class. Thus,
this may be represented as a unit step function, as shown in Figure 4.4. This is also
called the ‘feed’ input which is used in the fragmentation processes.
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Figure 4.4: The PSD of the parent material as a preassumption in the NB model.
4.6.3.2 Erosional Fragmentation, 0 < t < 1
As fragmentation commences, an erosional regime is immediately followed and rep-
resented by the fractional maturation index 0 < t < 1. The energy injected in this
regime is insuﬃcient for the population of fragments to have reached a scale invariant
distribution, namely the power law. The fragments may either slowly evolve through
the ﬁrst complete stage via weathering, abrasion, chipping, grinding and so on. Ae-
olian processes present a perfect example of these low energy processes that produce
fragments of an incomplete degree. A similar mechanical process with a rather faster
rate of fragmentation is ball milling. Figure 4.5 below depicts the erosional process
and a NB exemplar representative plot. Notice how one may misinterpret these plots
as a power-law below a certain point, as often witnessed in the vast literature of geo-
sciences where the power-law and fractal applicability is considered commonplace. In
fact, Turcotte (1993) argues through a small proof that even a Weibull distribution
which is absolutely equivalent to the Rosin-Rammler distribution, with both having
seen a large success in ﬁtting empirical data in the literature, exhibit fractal behavior
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after a certain point [41].
Figure 4.5: (Left) A particle fragmented by an erosional process and impact. (Right)
The respective maturation indices and NB evolution plots for various
cases t ≤ 1 are also shown.
This erosional regime is prevalent where the zeroth class is apparent; it corre-
sponds, for instance, to the partial loss of the original object e.g. Venus De Milo
statue (see Figure 4.6a). In fact, such a regime can also be described as the object
being in a damaged state in so that the original, unfragmented state is still recognis-
able.
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(a) Venus De Milo (b) The Caryatid Porch of the Erechtheion
Figure 4.6: (Left) Venus De Milo at the Louvre Museum in Paris and, witnessing an
erosional fragmented state at an extremely slow rate through the two mil-
lenia. (Left) An (Right) The Caryatid Porch of the Erechtheion Temple in
Athens, with the whole structure exhibiting a similar degree of erosional
fragmentation.
4.6.3.3 Scale Invariant Fragmentation, t = 1
The system is considered to have reached a purely scale-invariant fragmentation when
the maturation index is equivalent to t = 1. It represents a pure fractal event which
is found ubiquitously in nature. It is now accepted that instantaneous fragmentation
events produce a scale invariant crack growth in the fragmented body which in turn
yield an explosive cascade and a fractal distribution. This hierarchy of splitting events
during the breakage of a body into its respective isolated fragments has been observed
from the nanometer [85] to kilometer range as evidenced by meteorite and asteroid
impacts [86]. For numerous examples of such diﬀerent episodic processes on a variety
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of materials and scales, the reader is referred to [4], [86], and [87].
This ﬁrst stage of fragmentation exhibits pure fractal behaviour and it is repre-
sented by the geometric distribution with the mass remaining after the ﬁrst set of
completed Bernoulli trials in our NB model (see Table 4.1 and Figure 4.7). It repre-
sents a point in time and an instantaneous cascade that produces a self-similar and
scale invariant geometry.
Figure 4.7: A pure self-similar and scale invariant cumulative mass distribution de-
picting t = 1, i.e. a geometric distribution.
4.6.3.4 Sequential - Fragmentation with Rebreakage, t > 1
The Negative Binomial can provide further discrete steps of fragmentation. Each
step represents Turcotte’s explosive model extended by the re-fragmentation process,
eﬀectively exposing fractals to temporal evolution. Literature has so far been de-
scribing Turcotte’s model as the general case, however, we have seen earlier that it is
indeed a special case in continuous fragmentation.
These discrete index steps, t = 1, 2, 3, . . . ,∞ also represent Bird’s recursive solu-
tion. In between these steps, we have a transitional fragmentation behaviour i.e. the
material breakage is evolving between multiple complete refragmentations. At each
4.6. PARAMETERS OF THE NEGATIVE BINOMIAL MODEL 93
step point in time, the whole of each class size has undergone one further series of
Bernoulli trials. Simply put, when a whole size class has probabilistically cascaded
further down the ladder of size classes, we reach a discrete Negative Binomial or
equivalently, Turcotte’s case with a temporal component or, Bird’s fragmental time
steps. If only a fraction is subjected to re-trial, we then have an incomplete Negative
Binomial.
A qualitative picture of the transition mechanism between states may be estab-
lished and is depicted in a timeline graph indicating the degree of ‘maturity’ as shown
in Figure 4.8. Notice that increased fragmentation states are disguised as fractal for
the most part and can be misinterpreted as such, as it has been observed numerous
times in the literature that particularly the size region of smaller particles exhibits
fractal behaviour ([41], p.40-42)
Figure 4.8: Discrete sequential steps of fragmentation depicting the evolution of cu-
mulative mass.
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4.7 Relationship between Negative Binomial and Fractal Mod-
els
The analysis of a NB can be directly linked to fractal models describing the number
of objects observed. Following Turcotte’s idealised model of fractal fragmentation, a
zero-order cubic cell h×h×h, is divided instantaneously via a cascade into eight cubic
zero-order sub-elements of dimension r = h/2, then h/4 and so on. A visualisation is
depicted in Figure 4.9 below.
 
h/8 
Figure 4.9: Turcotte’s idealised model of fractal fragmentation.
The fractal relationship between the number of fragments N and size r is, as we
have aforementioned at various points in the thesis,
N(r) = cr−D, (4.37)
where the constant c is dependent on the renormalisation group approach of the
cubic cell and acts as a normalisation to the non-transformed characteristic length r.
Adapting this to our Negative Binomial model, yields the p.m.f,
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N(r) = Ck
Γ(k + t)
Γ(t)Γ(k + 1)
pk(1− p)t, (4.38)
where C here plays a diﬀerent role, since k is already transformed. It holds the direct
translation from the renormalisation group approach and hence it is the number of
the cubic cells in each order, i.e. C = 8 for the setting shown in Figure 4.9.
Equation (4.37) is often represented as a cumulative form (Mandelbrot, 1982),
where instead of N(r), we have N(r > R) by the very same expression. This is
due to its approximation and the large number of elements given by the expression
at mediocrely large iterations [36]. As such, the estimates of c and D found by
cumulative form are almost equal to those obtained by the number density function.
Similarly by this approach, (4.38) may also represent the cumulative form N(r > R)
which is usually a more useful function to have.
4.8 Example of Temporal Evolution of Some
Fractals
4.8.1 Turcotte’s Cube
We adopt a realisation of Turcotte’s cube with an RG approach of 512 cubic cells
as shown in Figure 4.10. The cube acts as the parental material and when a fractal
event or in the context of NB, an instantaneous series of propagating Bernouilli trials
occurs, the particle cascade of Figure 4.11 emerges.
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Figure 4.10: A high order cubic organisation (512 smaller cubes) used in Figure 4.12
which introduces a temporal context in its continuous fragmentation.
Figure 4.11: Fractal fragmentation with catastrophic probability p = 1
8
chipping the
corner oﬀ and depicting the principle of mass conservation.
Using the above cubic setting and Equation (4.38) with probability p = 0.5, D = 2,
we are able to predict the cube’s evolution prior to the ﬁrst stage of complete scale
invariant fragmentation as shown below in Figure 4.12. The erosional aspect in these
very ﬁrst stages is eminent.
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Figure 4.12: Evolution of Turcotte’s cube with a halving catastrophic probability.
The fractal case is shown at t = 1.
Fujiwara et al. (1977) [88] published some very interesting photos from their
experiments on the destruction of basaltic cubic bodies by projectile impacts. An
immediate comparison can be made in predicting the index of maturity between the
two post-impact results shown in Figure 4.13 and the illustration from Turcotte’s
Cube evolution above.
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(a) Low Maturity (b) Near Complete Fragmentation
Figure 4.13: Fragments recovered from two cases after impact on a 10 cm basaltic
body. The left picture discerns a population in a damaged state with
largest fragments shown where the second one is unmistakeably closer,
if not, to a complete stage of fragmentation. Pictures adapted from [88].
4.8.2 Cantor Set
In addition to Turcotte’s cubic basis for fractal fragmentation, we can apply the
NB to other very well known fractals. Let us picture a simple fractal, the Cantor
Set. The theory states that this fractal begins with an initiator as a line segment
and a generator as a broken line which removes the middle 1/3 part of the line.
The generator is then recursively applied throughout the several iterations. After a
cascade of inﬁnite applications, the cantor set is reduced to a state of disconnected
points achieving the maximum capacity of the generator’s reducibility towards the
initiator. Using a scaling factor of 1/3 between the iterations, the resulting D can be
derived and is approximately equal to 0.631.
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Figure 4.14: Five iterations of the Cantor Set fractal beginning with a straight line
as the initiator
Since we can now express fractal fragmentation in time, we are thus able to provide
an alternative representation for the Cantor set by introducing it to this context. In
this unique formulation, we assume that mass conservation prevails in the system in
order to follow a fractal fragmentation pattern. Using the NB model, we are able to
predict how the Cantor set looked like in t = 0 or any other t.
In order to achieve the Cantor Set’s evolution, we take into account the probability
of fragmentation in the Cantor fractal which is p = 1/3. Since at t = 0 the cumulative
distribution is merely a unit step function (see Figure 4.4),we can then forthwith
deduce that the cantor bar is 3 times the length at t = 1. Consequently, its true
length is what appears at t = 0 and the length at the ﬁrst iteration step of t = 1 is
1/3. The total length at t = 1 is therefore, via geometric progression 1/3+2/9+... = 1
and accordingly, the mass, area, length, or points - dependent on the dimensionality
of observation - is thus conserved. In addition, a brief evolution for fractional t of
the Cantor Set is depicted in Figure 4.15, where the NB number-based model was
used for the derivation. The scale factor between classes is 1/3 and this fact can be
used in the following methodical way: Looking at Figure 4.15 and t = 1, there is 1
fragment at 1/3 of the initiator’s size. Then magnifying at 1/9 of the length, there
are 2 fragments, then at 1/27 magniﬁcation there are 4 pieces and so on.
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t = 1.5
t = 2
t = 0
t = 1 t = 0.415
Figure 4.15: The origin and evolution of Cantor Set (depicted as continuously con-
nected cubes) at discrete and fractional instances in time. An inﬁnite
cascade is assumed to be existent instantaneously in time, with the ﬁrst
4 stages appearing above.
A further visualisation of a continuous extension of the Cantor Set accommodating
the intermediate lengths that lie between the logarithmically spaced size classes k, is
portrayed in Figure 4.16 below.
t = 1
k = 0
k = 1
k = 2
k = 3
Figure 4.16: A continuous version of the Cantor Set depicting the true smooth tran-
sition of size classes k and the fraction they would have otherwise main-
tained.
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4.8.3 The Negative Binomial from an Accretion Process Perspective -
Koch Curve
A further example amenable to analysis as a NB process is the Koch Curve (1D) or
the most famous, Koch Snowﬂake (2D). The former is depicted at t = 1 in Figure
4.17, while the latter is formed by three Koch curves with the equilateral triangle as
an initiator, and represents a case of deterministic fractal growth with D = 1.2619.
Introducing a physical context, a real snowﬂake exempliﬁes a closely analogous process
to an abstract Koch Snowﬂake as it is generally formed by a symmetric aggregation
of smaller ice crystals [89].
Koch’s process is accretional, i.e. it gradually accumulates additional layers or
segments into a fractal expansion. In order to visualise such process in the context of
fractal fragmentation, we have to consider the initial object to be the highest-order
that was achieved by the Koch curve during its accretion process. We thus begin by
assuming that accretion has completed its course and we seek to undo it. At t = 1,
we invoke an inverse process to reverse the accretion and reach the initiator for the
Koch Curve which can be seen as applying an exclusive-or function of an equilateral
triangle on every middle third ’bump’.
In reality, a q = 3/4 is maintained where a p = 1/4 is fragmented which is then
passed on the next size regime which is a 4× magniﬁcation of the previous class.
This process needs therefore two assume the existence of two bounds: a) The zeroth
class is determined by the degree of accretion on the fractal case of t = 1 and b) We
introduce a stopping time n when we reach the initiator which is a line and thus not
allowing an inﬁnite cascade, and any mass which fragments beyond this nth iteration
is inevitably lost as a trade-oﬀ. The whole scheme is mathematically correct, however
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the reason of not conserving the mass lies due to the fact the nth cascade must also
be the inﬁnite one which makes the initiator impossible to measure and present.
t = 0.415 t = 1 t = 2
k = n
k = n - 1
k = n - 2
Figure 4.17: The accretional process evolution that characterises a temporal Koch
curve.
4.9 Truncated Incomplete Beta Function as a Physical Basis
for Comminution Limit
4.9.1 Derivation of Truncated Incomplete Beta Function
The Bernoulli Trials cannot realistically extend inﬁnitely and reach zero length size.
As such, a condition required is to truncate the distribution at the comminution
limit. The cracks approach a point for which the crack length can no longer be
generated. Cracks are initiated at ﬂaws and further propagated away from the force
point as a branching tree pattern, resembling the ﬁrst fractal themselves from which
the true fractal dimension originates [90]. The crack lengths are therefore expected to
continuously occur assuming the energy is still suﬃcient and the crack size developed
further down the scale is above a speciﬁc quantum threshold due to the increasingly
stronger eﬀect of the indivisible constituents in smaller particles [91], [92]. This section
introduces fragmentation’s quantum limit via the NB as a Truncated Incomplete Beta
Function (TRIB), to imitate the physical truncation induced as aforementioned and
4.9. TRUNCATED INCOMPLETE BETA FUNCTION AS A
PHYSICAL BASIS FOR COMMINUTION LIMIT 103
is derived from the fundamental mathematics of probability distributions.
Given a continuous random variable X, its probability density function (p.d.f) is
denoted by f(x), whereas its cumulative distribution function by F (x). Restricting
the p.d.f between a left and right hand truncation such that [a, b] are the limits, we
‘devise’ a truncated distribution such that
f(x)Truncated = f(a < X ≤ b) = g(x)
F (b)− F (a) (4.39)
where
g(x) =
⎧⎪⎪⎨
⎪⎪⎩
f(x), if a < X ≤ b.
0, otherwise.
(4.40)
Being interested in the TRIB function which is a c.d.f function, we take the integral
of Equation (1.27) which by principle describes the derivation of all c.d.fs and thus
concludes to
F (x)Truncated =
∫ x
a
f(a < X ≤ x) dx = 1
F (b)− F (a)
∫ x
a
g(x)dx. (4.41)
since F (a) and F (b) are indeed constants. Directly relating back to the TRIB func-
tion where the function at its very core is the reguralised incomplete beta, we see
that it is also the needed c.d.f term, F (x). Consequently, we can straightforwardly
estimate F (a) and F (b). Since we are interested in the complementary of the regu-
ralised incomplete beta function, the limit a corresponds to rmax and b to rmin. This
minimum value is a strict cut-oﬀ value of which the left-hand side of the distribu-
tion never reaches but rather converges to. At rmax the cumulative value is always
F (X ≤ rmax) = 1 and rmin represents a manifestation of the comminution limit at
4.9. TRUNCATED INCOMPLETE BETA FUNCTION AS A
PHYSICAL BASIS FOR COMMINUTION LIMIT 104
which the function falls rapidly to zero. Additionally, rmax will always coincide with
the second argument a (which is the reciprocal length size k) of the regularised in-
complete beta function at the parameter value kmax = 0. Hence, by ﬁrst looking
at the non-complementary function (by which now the parameters are inverted and
value b is where the truncation takes place with a being unaﬀected) we can simplify
Equation (4.41) accordingly to
F (x)Truncated =
1
F (rmin)− F (rmax)
∫ k
0
g(x) dx (4.42)
=⇒ F (r)
F (rmin)− F (rmax) =
F (r)
F (rmin)− 0 =
F (r)
F (rmin)
(4.43)
The TRIB function is simply the complement and thus,
TRIB(p, t, k, kmin) = 1− F (p; t, k)
F (p; t, kmin)
= 1− Ip(t, k)
Ip(t, kmin)
. (4.44)
The above function represents the cumulative mass percentage of a PSD when a
strict comminution limit is also introduced. Stated in familiar terms, we have
TRIB(p, t, k, kmin) =
Mk
M0
= 1− Ip(t, k)
Ip(t, kmin)
. (4.45)
where kmin > 0 and maximum size lies in k = 0.
At discrete sizes k and time t = 1, with the equivalent logarithmically reductive
sizes of a cube (the extensively known model uses a reductive factor of two), the
non-truncated TRIB function perfectly described Turcotte’s model. The truncation
simply introduces the comminution limit. At t = 1 we also reach the ﬁrst complete
stage of fragmentation where each sieve size has homogeneously and uniformly been
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fragmented with the corresponding catastrophic probability p. Finally, the continuous
form of TRIB represents the fragmentation at all possible time states and radii sizes
from the very birth of fragmentation to its steady state - a true extension to both
Turcotte’s and Bird’s work with an exact match at the discrete steps.
4.10 Applications of the Negative Binomial to Physical Re-
duction Processes
It is instructive to compare the theory presented so far with experimental observations
in a range of scenarios. Beyond the formalism introduced, the regimes of fragmen-
tation identiﬁed appear to correspond to the diﬀerent states observed on a variety
of physical fragmentation systems. To verify this, we will consider data from both
impact and grinding experiments with the model assuming a constant probability of
fragmentation through time, as the NB is deﬁned by the independent and identical
distributed trials criterion.
4.10.0.1 Main Breakage Mechanisms in Grinding
Fragmentation in grinding occurs via a mixture of three diﬀerent main breakage
mechanisms. These are described as particle-to-particle or media-to-particle impacts,
compression or abrasion (Prasher, 1987 [93]). The mechanisms are further charac-
terised by the stress induced and the evolution of the PSD is driven by the dominant
fragmentation. An environment with high energy thus stimulates a sequential state
of fragmentation in NB, and conversely, a low-energetic grinding environment transits
slowly from damage, to erosional and reaches a further stage at a much slower pace.
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4.10.1 Incomplete and Sequential Fragmentation: An Experimental Ex-
ample
Bergstrom, Gilvarry and Sollenberger (Bergstrom and Sollenberger (1962) [94],Gilvarry
et al. I - V (1961) [95], Bergstrom, (1963) [96]; Bergstrom et al., (1961) [97]) exten-
sively studied the single particle fracture of soda-lime glass spheres by slow compres-
sion. Two distinctly diﬀerent fracturing environments were applied with the main
purpose being the control of re-fragmentation once the ﬁrst daughter particles have
been produced. To allow subsequent fragmentation events, they encased the glass
spheres in a steel case. In order to prevent any rebreakage events due to undissipated
kinetic energy, the retaining chamber was ﬁlled with gelatin. The gelatin provided a
surrounding environment in which the speeding fragments could decelerate and dis-
sipate their kinetic energy as heat. The energy injected was suﬃcient to induce the
initial breakage.
Through the use of a high speed photographic camera, they observed that 45%
of the initial energy injected was transferred to the kinetic energy of the product
fragments from the initial fragmentation when the glass spheres were retained in the
steel case. The results of the experiment are shown in Figure 4.18 along with our NB
ﬁts and associated maturation indices.
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Figure 4.18: Results of soda lime glass spheres in slow compression encased in steel,
ﬁtted by t ≈ 1.81 and gelatin by t ≈ 0.45. Data by [94].
It is apparent that the fragmentation in the steel enclosure produces coarser par-
ticles than in gelatin, suggesting a further degree of fragmentation associated with a
greater maturation index. In the case of the steel chamber, we expect the maturation
index t to be linearly dependent on the energy injected, normalised to t = 1 i.e. the
ﬁrst complete fragmentation state. The index will then increase further due to the
further collisions re-injecting the kinetic energy into further fragmentation. Following
Bergstrom’s observations for the kinetic energy, we may assume that 45% of the initial
energy is iteratively utilised in the new products created by the previous daughter
particles until the energy totally dissipates after all collisions have occured. We may
thus readily estimate the ﬁnal maturation index t to be a geometric progression by,
t =
∞∑
n=0
0.45nt0 = t0 + 0.45t0 + 0.45
2t0 + ... =
t0
(1− 0.45) ≈ 1.818, (4.46)
where t0 = 1 is the maturation index of the initial fragmentation which utilised E0
amount of Energy E and n is the number of generation of daughter particles that
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have utilised excess strain energy. Generally t ∝ E at any instant. Alternatively, we
can assume that 55% of the initial energy has already been utilised producing t0 = 1
and 45% will increase the maturation index by t = 0.45t0
0.55
+ t0 ≈ 1.818.
The NB optimisation ﬁts provide a t = 1.83 in the steel case with excellent
agreement to this consideration of further fragmentation. For the gelatin case, t =
0.45 and p = 0.61. However, the steel case is ﬁtted with a decreased probability of
p = 0.45 due to the decreasing energy injected in the multiple re-breakaging events.
This change in probability is not consistent with our simple model and will be further
considered in the next Chapter with a theoretical justiﬁcation allowing for a change in
p and extending the i.i.d scenario. This example is one of the many where a constant
p cannot be maintained for a ﬁt, being suggestive of a variability in time.
We can see for the ﬁrst time that the amount of energy injected onto the glass
spheres retained in the gelatin ﬁlled chamber was not suﬃcient to cause a scale invari-
ant fragmentation as t is below 1 putting the distribution in the corresponding damage
regime. Such a phenomenon, however, bears no surprise. This can be explained in our
model as a consequence of the impact energy being insuﬃcient to fragment the glass
spheres as completely as would be expected for a simple power-law distribution. It
thus appears that the gelatin, which entirely conﬁned the glass sphere, has absorbed
some of the energy during the initial fragmentation preventing a maturation index of
unity from being reached.
It thus absorbed that the gelatin has absorbed some of the energy during the
initial fragmentation event, since the spheres are entirely conﬁned within gelatin,
preventing a maturation index This can be explained in our model as a consequence
of the impact energy being insuﬃcient to fragment the glass spheres as completely as
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would be expected for a simple power law size distribution. It thus appears that the
gelatin prevents the excess kinetic energy available in the fragmentation products to
be expended in maturing
4.10.2 Transition from Damage, to Erosional, Complete and Sequential
Fragmentation Stages
The erosional and fragmented behaviour of a system can be distinguished by the
injection of a critical energy Ec. Wittel et al. (2005) [98] observed a power-law
genesis when the energy injected E was above Ec and a damaged state below that
threshold in the break-up of shells. This critical energy, was material dependent.
Subsequent numerical simulations re-conﬁrmed these two regimes of fragmentation
and damage in impacts [99], [100].
We may visualise the above in the following manner: Let us suppose that we
have a monosize feed of a single particle that is about to be undergo fragmentation
by an impact with speciﬁc energy Es. If Es is lower than a critical Ec, we have
an erosion type of breakage and therefore a damaged state [99], [16], [101], [98]. If
Es is suﬃcient, the material will be further fragmented reaching Turcotte’s power-
law. If we do not allow re-breakage of the impact’s ejecta particles, the power law is
maintained. Once Ec is suﬃcient and the transition from the damage to fragmentation
regime if fulﬁlled, the exponent of the power law is dependent on the energy injection
and material properties [102], which also explains the high fractal dimensions found
on meteoritic impact ejecta found Mars, Moon and Itokawa as will be described in
Chapter 7 & 8.
Our model is also consistent with work from Ching et. al (2000) and Ishi &
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Matsushita (1992), studied the energy dependence of brittle fracture during drop
impact fragmentation experiments of glass rods. The rods were encased in a steel
tube which allowed the energy to subside into consequent fragmentation. They found
that the log-log distribution of fragments curved increasingly at larger drop heights
such that a simple power law could not describe it. Attributing to truncation due to
ﬁnite mass, they only ﬁtted power laws to the smaller mass region. This truncation
and the subsequent curvature of the distribution is indeed what the model predicts
with multiple fragmentations increasing with drop height.
4.10.3 Invariable Fragmentation Probability Across Time
A constant p forms the basis of the NB at its very heart as it maintains the trials
independent and identical (i.i.d) across time and particle size. A grinding set of
data will ﬁt this scenario, if there is no loss in fragmentation eﬃciency over time.
Speciﬁcally, any comminution limit must therefore be far from the observed size
regime of the ground product and as such the eﬀect of probability dependency on size
can be ignored.
This model provides a continuous temporal and spatial solution to Bird’s ﬁrst
recursive scenario. At discrete maturation indices t, it coincides with the temporal
evolution of the fractal case. To obtain this solution both recursively and by the NB
model, we keep p constant at all times. In the iterative model of Bird, this is equal
to Pk = Qk = p.
As an example, we will be looking at the the evolution of silica sand in ball
milling under various speeds from the data acquired by the careful experimentation
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by Khumalo (2006) [103]. The following ﬁts appear to be obeying a time and scale-
invariant law of fragmentation, within small marginal errors of the data observed.
The ball mill grinding was operated for up to 40 minutes.
The independent and identically distributed Negative Binomial ﬁts were achieved
through the use of non-linear least squares optimisation routines which minimise the
residual sum of the squares of diﬀerences between the observed data points and the
NB output at the speciﬁc size classes. The logarithmic separation between k is used
with factors of 2 in ln 2, as it consistently appears in the vast literature of fractals
and throughout the theory of this Thesis.
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Figure 4.19: Silica Sand ball mill grinding at a speed of 13 rpm.
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Figure 4.20: Silica Sand ball mill grinding at a speed of 37 rpm.
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Figure 4.21: Silica Sand ball mill grinding at a speed of 65 rpm.
4.10. APPLICATIONS OF THE NEGATIVE BINOMIAL TO
PHYSICAL REDUCTION PROCESSES 113
The ﬁt of the NB model to these datasets with a constant p appears to be consis-
tently good. In contrast, the Poisson, geometric (power-law, fractal) and logarithmic
distributions reported in the literature ﬁt over a much more limited range of particle
sizes. These three distributions are indeed special cases of the NB with the logarith-
mic distribution being a limiting case of the NB (Fisher et al., 1943) when t → 0 and
the Poisson as the limiting when t → ∞, and therefore agreement to the NB within
these more limited ranges is to be expected.
4.10.4 Incorporating loss in fragmentation eﬃciency
In fact, there is no known grinding environment which maintains constant eﬃciency.
The kinetics of all kinds of grinding processes, ball milling, disc milling, rod milling
etc are known to degrade signiﬁcantly with time [104]. As such we cannot expect the
probability of fragmentation to remain constant and thus, it is for this very reason
that the maturation index t appears to be varying sub-linearly with time and is
expected to reach a plateau, saturation point at some stage.
We have accumulated a number of grinding sets with their maturation index t
plotted against real time T , on the same size range (> 0.3 mm) as the silica sand shown
in the previous page. Evident is the sublinearity which is due to the deceleration of
the grinding eﬃciency. This is depicted in Figure 4.22 as the power-law exponents
clearly show the deceleration in eﬀect.
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Figure 4.22: The grinding deceleration eﬀect evident in diﬀerent materials.
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Figure 4.23: Maturation index against rotations per minute.
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Figure 4.24: Breakage rates with the fraction of mill to critical speed. The plot on
the right shows the rapid drop of breakage rate above the critical speed.
Using the integro-diﬀerential batch grinding equation, Tavares et al. (2012) [105]
estimated the speciﬁc breakage rate of ball milling against the fraction of mill speed
N to critical speed Nc. Their results agree to ours, suggesting that the rate of
maturation (power-law exponent) provides a similar result to the breakage rate which
also increases in a logarithmic relationship up to the critical speed. Similar results
were obtained by on the ball milling of gibbsite as shown on Figure 4.24b. The
maturation rate of change is expected to fall oﬀ rapidly as suggested by Figure 4.24b.
As a result, a rule of thumb is that keeping p constant allows one to observe
the eﬃciency of the system. A more realistic scenario, however, is that p reduces
as grinding time T increases and thus t becomes a linear function of T as grinding
provides a constant injection of energy. We will be investigating this setting and
attempt to provide a thorough quantiﬁcation in the next chapter.
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4.10.5 An Evolving Developing Cascade of Fragmentation
Not allowing an explosive mass cascade of mass across further scales represents a
scenario which closely represents the probabilistic model of Kolmogorov (1941) [3] and
Epstein (1948) [2], as Bird (2009) mentions. In this extremely simpliﬁed model, an
explosive cascade with material passing down the scales through a fragmentation event
does not develop instantaneously, but rather gradually with time via a multiplicative
eﬀect of numerous breakage events. The smaller scales will only obtain material
progressively after some time has passed.
As Bird noted, the discrete recursional steps of such a model yield an asymptotic
lognormal behavior as predicted by the two prominent mathematicians above. Kat-
suragi et al. (2003) [107] has also demonstrated such behaviour through the use of
a binomial multiplicative model which a log-normal distribution could be explained.
The true distribution underlying this behavior lies in the binomial process. Although
this model has a highly limited scope on the physical basis of continuous fragmen-
tation, we still provide the closed form solution for the sake of interest in terms of
the Incomplete Beta function, similarly to the solution we provided to the extension
of Turcotte’s case in the temporal domain. The continuous cumulative PSD is thus
obtained by the Binomial Distribution’s c.d.f,
F(X > k, t | p) = Ip(t− k, k). (4.47)
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4.10.6 Comparison of Negative Binomial with Data Expressed in Terms
of Particle Numbers
In addition to data described by cumulative mass distributions, a very common ap-
proach is to measure the cumulative number of particles produced by a fragmentation
event. This is expressed as the number of particles above a characteristic length size
r, N(> r) while DF should strictly abide by the physical laws of Euclidean dimen-
sions, 0 < DF < 3, to have a meaningful interpretation. Classic examples of such
single fracturing events assessed in numbers of particles include the debris from nu-
clear detonation (e.g. Figure 4.25) while a list of other observations is provided by
Crost et al. (2007) [108].
Figure 4.25: Cumulative Number-Size Relationships for broken coal (Bennet, 1936
[109]), 61 kT nuclear detonation of granite (Schoutens, 1979 [110]) and
basaltic body impact ejecta (Fujiwara et al., 1977 [88]). Plot adapted
from [4].
We have previously introduced the relationship of NB providing the progression
of the number of fragmented particles in time and established that t = 1 equates
the power law distribution. In order to visualise such progression of the cumulative
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number size frequency in time and thus t, one should normalise the distribution to the
total number of particles up to the smallest object evident in the distribution. Such
an evolution is depicted below in Figure 4.26a, while in 4.26b a truncated distribution
at the upper limit is shown. Such truncations often exist in nature (see [111]) and are
attributed to a ﬁnite size cutoﬀ where above a characteristic size, the distribution falls
oﬀ rapidly [112]. Very commonly, approaches to deal with such cut-oﬀs have been
introduced with the use of an exponential decay below the characteristic size (see
[101],[113],[114]) with one considered to arise from a Poisson Process, where others,
embrace the phenomenon within the multifractal framework [115] or simply the upper
truncation of a cumulative number-size power-law [111]. Truncating the cumulative
number based RIB function follows the same approach as described earlier in Section
4.9, p. 102.
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Figure 4.26: Negative Binomial as the evolution of fragmented number of particles in
time.
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4.10.6.1 Fractal Dimensions above Three
Even if subsequent fragmentation events are allowed to take place and the distribution
is evolved in an advanced state, the literature appears to consider and maintain
as a normality the habit of using power laws in such number based relationships.
However, power laws are a particular case of an NB and thus an oversimpliﬁcation.
Applying such relationships beyond the special case of t = 1 will create problems
and consequently a step beyond the simple power laws, fundamentally necessitates
an introduction of time.
For instance, many authors have noted the possibility and derived fractal dimen-
sions exceeding the theoretical range of 0 < DF < 3. It is evident from the two
Figures of 4.26 above, how subsequent fragmentation events induce the cumulative
number NB model to transit to slopes greater than 3. This is the very reason why
PSDs, which in reality represent multiple fragmentation events, have been misin-
terpreted as fractal beyond the physical meaningful range. These can now be seen
within our model as not simply pure power laws but rather an evolved NB according
to the degree of maturation and attributed by physical basis to the phenomenon of
secondary refragmentation. The two main reasons for the misinterpretation, in our
opinion, lie primarily in the following two reasons:
• Number-based approaches cannot graphically indicate a non-physical power law
as their slopes can increase without bounds, such that 0 < DF = slope < ∞.
• The plots of an NB model in the cumulative number-frequency domain may
deceptively delude the investigator into ﬁtting a pure power-law as they do not
curve suﬃciently to allow room for other possibilities.
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In sum, cumulative number distribution plots have a tendency to disguise the non-
physicality of a power law ﬁt. Values of DF have been reported to exceed the physical
dimensions, particularly on the upper boundary. For example, Brown (2000) [116]
observed values up to 3.74 in experimental processes of lithic reduction. Glazner
et al. (2012) [62] bring another great example; they reported slopes up to 7.6 for
extensively comminuted rhyolite in ball milling. Additionally, they performed simu-
lations where they introduced a stopping fractal criterion at the comminution limit
and attributed the values to the lack of inﬁnite particles predicted in a fractal process.
Kaminski and Jaupart (1998) [117] provide a table with a list of fractal dimensions
of pyroclastic fall deposits that range from 2.9 ≤ DF ≤ 3.9. They attributed this
non-physical phenomenon to a theory which incorporates more than one sequence
of fragmentations by attempting to solve the mystery through an integro-diﬀerential
approach, similar to what the grinding community adopts. They believe that there is
a primary, explosive fragmentation which produces a DF = 2.6 and a subsequent one
comparable to continuous grinding until the deposits are settled which accelerate DF
to higher values. This is exactly what a NB incorporates, as all these processes can
be perfectly described by the NB and obtain a solution. Indeed, if we were to look
at evolved number-size distributions, we would ﬁnd DF > 3. Note, however, that
their equivalent mass PSD cannot mathematically exceed a DF > 3 and as such the
plots are caused to be increasingly curved with time. Two examples from volcanic
eruptions are taken by Kaminski and Jaupart [117] and shown in Figure 4.27.
4.10. APPLICATIONS OF THE NEGATIVE BINOMIAL TO
PHYSICAL REDUCTION PROCESSES 121
Figure 4.27: Volcanic ash deposits cumulative number-size distributions adapted from
[117]. A slight curve similar to the non truncated number-based NB
evolution is evident when the population has undergone a sequence of
further fragmentations after the initial event.
Our theory, for the ﬁrst time, validates the suspicions many authors carried over
the years regarding the validity of DF > 3. It is simply no longer a pure fractal, but
rather a mixture of fractal processes - multifractal character one may dare say in a
deterministic context and an abandonment to the power law idea of ordinariness.
Using the NB model, we can see that with increasing fragmentation time the slope
of the PSD decreases, thus DF increases. Is fractality of the population maintained
in such a scenario? Absolutely not. Let us refer to the results published by Lu et
al. (2004) [118] as an example. Using the PSD of Figure 4.28 resulting from disc
milling quartz sand material, they argued that the fractal fragmentation dimension
DF of the fragment population increased with grinding time as shown by their plot
in Figure 4.29.
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Figure 4.28: Evolution of disc mill grinding of quartz sand from Leighton Buzzard
[118].
Observing the PSD evolution, it is indisputable that the population is increasingly
curving making it impossible to obtain a good power law ﬁt. A NB is outrightly
brought to mind. Of course, assuming power laws were good ﬁts their exponents
would have decreased, thus increasing DF . In reality, a disagreement with their
results suggests the maturity of the population is simply continuously increasing due
to the numerous impacts occurring in the mill between the fragments and the discs.
Figure 4.29: Relationship between DF and grinding time [118].
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4.11 Conclusion
This chapter introduced a novel mathematical framework describing the continuous
fragmentation of brittle materials over time as a Negative Binomial Model. This
model has intertwined for the ﬁrst time the two mutually-exclusive areas of geophysics
and mineral processing and provides an integral solution to continuous fractal break-
up processes. Such a model introduced the temporal evolution for fractal geometry
and scaling laws, and provided an explanation to the long-standing question for the
genesis of non-physical fractal dimensions from processes such as volcanic eruptions
and deposits.
Although a possible theoretical key in understanding a fractal progression abiding
resiliently in time, limitations are also inherently introduced. A non-variable proba-
bility of fragmentation in order to maintain the NB statistics and the Bernoulli trials
identical across spatial and temporal scales is an implication brought by these limi-
tations. The next chapter will be introducing the mathematical basis for lifting these
limitations in order to vary the probability and how to best approximate this, in order
to imitate a more realistic scenario of the evolution of a PSD in fragmentation over
time and a more accurate representative prediction.
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Chapter 5
The Negative Poisson - Binomial
Distribution Model
5.1 Introduction
The Binomial distribution, as ﬁrst derived by J. Bernoulli in the founding work of the
combinatorial published paper in 1713, Ars conjectandi [119], is simply denoted as
the probability of obtaining k exact, total number of successes in n independent and
identically distributed (i.i.d) trials. Such a scenario, describing a constant probability
of success p and failure 1− p between the experiments, is known as a Bernoulli trial.
The Binomial distribution then follows the notation,
P(X = k) =
(
n
k
)
pk(1− p)n−k, k = 0, 1, . . . , n, (5.1)
where the binomial coeﬃcient is represented by,
(
n
k
)
=
n!
k! (n− k)! = nCk. (5.2)
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This constraint of a constant probability of success can be lifted to allow for a
representation of real-world scenarios and physical states, and consecutive trials are
thus still inferred to be independent but not identical. Interestingly, Sime´on Denis
Poisson (1837) was the ﬁrst to study the problem of non identically distributed trials
and as result, it is not surprising that the coined term for the concept goes by the
name of Poisson-Binomial (PB) distribution (McGuire, 1957). There is a broad body
of literature addressing speciﬁcally the Poisson-Binomial distribution, nevertheless
the area of independent and non-identically distributed random variables seems to be
under-researched as evident by the published work available thus far.
The Poisson- Binomial is now considered to be an extraordinary useful model
found across multidisciplinary ﬁelds and applications such as Reliability Theory and
Fault Tolerance (Kuo et al., 2003 [120]), survey sampling (Chen S. X., 1997 [121]),
mining of itemsets in uncertain databases (Tong, 2012 [122]), econometrics (Duﬃe,
2007), multi-sensor fusion and reliability of k-out-of-n systems (Fernandez M. F.,
2003, 2010 [123]).
5.2 Poisson - Binomial Notation
Mathematically formulated, let us denote X = X1 + X2 + · · ·Xn to be the sum of
a sequence of n independently distributed Binomial random indicators Xi each with
its respective individual probability of success in p = p1, p2 · · · pn where 0 ≤ pi ≤ 1.
Successive probabilities pi, pj at any instant i = j are not necessarily equal and
could themselves be a function of merely other variables. These trials with varying
probability are often referred to as Poisson Trials. The distribution of the sum X =
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X1 +X2 + · · ·Xn is deﬁned as the Poisson - Binomial Distribution, given by
P(X = n) =
n∑
i=1
Xi. (5.3)
If the trials are identical, such that p1 = p2 = · · · = pn, then P(X = n) reduces to a
special case - the well-known Binomial Distribution of (5.1). The Poisson-Binomial’s
probability mass function (p.m.f) [124] is
P(X = n) =
∑
A∈Fk
(∏
j∈A
pj
)(∏
j∈Ac
(1− pj)
)
, (5.4)
where the notation Fk denotes the set of all subsets of k integers that can be selected
from {1, 2, 3, . . . , n} and Ac is the complement of set A.
The exact p.m.f and c.d.f of (5.6) can be estimated via a variety of methods
such as the Discrete Fourier transform (DFT) (Fernandez M., 2010), recursive for-
mulae (Shah, 1973), (Chen X. H., 1994) and nested convolutions (Benneyan, 2007).
However, there is an increasingly intensive computational complexity and numerical
instability when n is large, especially for the c.d.f, due to catastrophic cancellation and
“explosion” of terms (Hong Y. , 2012). Consequently, approximations such as Poisson
(Le Cam, 1960) and Binomial (Ehm, 1991), amongst others, are often preferred.
5.3 Negative Poisson - Binomial Notation
We here present the main focus of this paper, for which we are interested in the proba-
bility of obtaining n number of successes before k failures have occurred. Similarly to
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Poisson - Binomial’s, the trials are independently but not necessarily identically dis-
tributed and thus the probabilities of success may ﬂuctuate in-between. In such case,
inspired by the continuous fragmentation of brittle materials, we introduce a newly
formulated distribution for which, attributing to Poisson’s studies of non identical
trials, we name the Negative Poisson - Binomial Distribution (NPB).
We begin by examining such a scenario where the probabilities could change over
time or trials. Such processes are most commonly depicted as non-homogeneous
Markov chains. However, closed-form solutions are far more powerful and are thus
often preferred, which is what we now seek, even if the assumptions are drastically
oversimpliﬁed.
5.3.1 Probability Mass Function
Let X = X1, X2 · · ·Xt be a sequence of n independently distributed Negative Bino-
mial random indicators Xi each with its respective individual probability of success
in p = p1, p2 · · · pt where 0 ≤ pi ≤ 1 where successive probabilities pi, pj are not
necessarily unequal. The distribution of the sum St = X1 + X2 + · · · + Xt is de-
ﬁned as the Negative Poisson - Binomial distribution such that S ∼ NPB(t, k, pt),
where pt ∈ {p}. The NPB is thus a generalisation of the Negative Binomial which is
retrieved as a particular case in i.i.d event when all pi are equal.
The negative binomial may appear in diﬀerent forms as frequently used by authors
and the very reason for this is due to the emergence of a NB distribution from a
variety of models. Here, we shall adopt the following and accordingly, if the negative
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binomial’s p.m.f is denoted by
P(St = k|{p1 = p2 · · · = pt}) =
(
t+ k − 1
k
)
pk(1− p)t , t > 0, k > 0, (5.5)
then, the p.m.f of the Negative Poisson - Binomial Distribution can be deﬁned as
P(St = k) =
t∏
i=1
(1− pi)
∑
B∈Gtk
∏
j∈B
(pj), (5.6)
where Gtk signiﬁes the multisets of cardinality k taken from the set of integers of
cardinality t, which simply is {1, 2, ... t}. The distinct elements in the multisets
are chosen irrespectively of ordering (e.g. {1,2,2} and {2,1,2}). The elements of each
multiset are then applied in each multiplication as depicted by the rightmost term.
For example, at t = 2 and k = 2, we have the following set of integers t =
{1, 2} and the multisets of cardinality k: {1, 1}, {1, 2}, {2, 2}. Following this,
at t = 2 and k = 3 the multisets are now: {1, 1, 1}, {1, 1, 2}, {1, 2, 2}, {2, 2,
2}. However, at t = 3 and k = 2 the multisets consist of: {1, 1}, {1, 2}, {2, 2},
{1, 3}, {2, 3}, {3, 3}. Applying the latter multiset to the above p.m.f, we have:
NPB(3, 2, pi) = (1− p1)(1− p2)(1− p3)(p1p1 + p1p2 + p2p2 + p1p3 + p2p3 + p3p3).
The number of terms produced by the summation part of the p.m.f in (5.6), is
equivalent to the number of k-combinations with repetitions and represent the number
of k-multisets of elements taken from a set of t elements. This is also the term in the
NB representation of (5.5) - i.e. the reversely expressed binomial coeﬃcient or the
multiset coeﬃcient commonly denoted as
((
t
k
))
=
(
t+ k − 1
k
)
(5.7)
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5.3.1.1 Alternative Representations
A conceivably easier representation in terms of algorithmic complexity and level of
convenience for the NBP p.m.f given by (5.6) can be written as,
P(St = k) =
t∏
i=1
(1− pi)
∑
n1+n2+...+nt=k
t∏
j=1
pj
nj , (5.8)
where 0 ≤ nm ≤ k and 1 ≤ m ≤ t.
The summation over n1 + n2 + · · · + nt = k is an elegant way to represent the
combinatorial problem of the number of possible pathways in selecting a speciﬁed
number of elements from a set where repetition in the selection is allowed. Thus, the
summation term of (5.8) does exactly this; it cycles through these possible pathways
and adds them together.
Manipulating the generating function of the summation term on the right hand
side of (5.8) and assuming that, in this alternative scenario strictly no pi = pj, after
some algebra (see Appendix C) we conclude to a simpler form of,
P(St = k) =
t∏
i=1
(1− pi)
t∑
j=1
pt+k−1j∏
j =i (pj − pi)
, (5.9)
where it is notable that the denominator term resembles the determinant of a square
Vandermonde matrix - the non-zero Vandermonde polynomial, or likewise, the de-
nominator of the Lagrange polynomial.
Since, in this case the sequential probabilities are never equal, we essentially have
the sum of Negative Binomials with t = 1. This is in other words the sum of inde-
pendent but strictly non-identical geometrically distributed random variables, since
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the Geometric Distribution is a special case of the Negative Binomial with t = 1. In
this thesis, it is represented by the notation of Geometric (k, p).
5.3.2 Cumulative Distribution Function
Since the above p.m.f of 5.6 is a discrete event, the respective c.d.f is then simply the
sum of its distinct terms as denoted below by,
P(S ≤ k) =
k∑
n=0
⎧⎨
⎩
t∏
i=1
(1− pi)
∑
B∈Gtk
∏
j∈B
(pj)
⎫⎬
⎭ . (5.10)
5.3.3 Cumulative Distribution Function as a Discrete Fourier Transform
Ferna´ndez and Williams (2010) [123] derived a closed-form expression of the Poisson-
binomial p.m.f and c.d.f by manipulating the emerging polynomial interpolation and
subsequently the Discrete Fourier transform (DFT). However, due to the unbounded
support of a negative binomial, such an approach cannot yield a closed-form solution
for the negative Poisson-binomial in terms of the DFT. Unbounded support systems
in statistical inference can only be recovered by yielding a relative estimation error, as
Beyene (2001) [125] indicates. Since Fourier-transform algorithms work only on ﬁnite
sequences, a truncation error is introduced at each sampling estimation point. Nev-
ertheless, following Patil (1960) [126] and Morris (1963) [127], the c.d.f of a negative
binomial random variable X may be represented in terms of the binomial distribution
c.d.f with random variable Y such that
P(X ≤ k) = 1− I1−p(k + 1, t) = Ip(t, k + 1) = P(Y ≥ t) (5.11)
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where I denotes the incomplete beta function and the subsequent algebraic ma-
nipulations are attributed to its symmetric properties. The random variable Y is a
binomial with a probability generating function of (1 − p + pz)k+t. As a result, by
introducing DFT terms, we extend Ferna´ndez and Williams (2010) Poisson-binomial
result to a NB closed-form representation where we have,
P(X ≤ k) = 1
k + t+ 1
t∑
m=0
k+t∑
n=0
e
−
i2πnm
k + t+ 1
k+t∑
k=1
1− p+ pe
i2πn
k + t+ 1 (5.12)
which elegantly provides an alternative closed-form expression of the discrete Negative
Binomial distribution’s c.d.f.
5.3.4 Mean and Variance
As the Negative Poisson - Binomial is essentially the sum of t independent sets of
Bernoulli trials, with each set giving the geometric distribution for t = 1. Merely for
this reason and the additive and multiplicative properties, the mean and variance will
be the sums of the individual measuring descriptors for the NB mean and variance
from Equations (4.23) & (4.24) in p. 81, such that
Mean = E[S] = μ =
t∑
i=1
1− pi
pi
, (5.13)
and
V ariance = V[S] = σ2 = E[S2]− E[S]2 =
t∑
i=1
1− pi
pi2
. (5.14)
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5.3.5 Probability Generating Function
Since generating and characteristic functions are extremely important in fully deﬁning
a probability distribution, and due to their succinct representations, we deduce their
deﬁnitions here and onwards the next two small mini sections. A small lemma ﬁrstly
precedes the derivations in order to justify the theory used.
Proposition 1. Let X and Y be independent random variables. If Z = X + Y , then
the p.g.f of Z is given by
GZ(z) = GX(z)GY (z). (5.15)
Likewise, if the sequence of random variables X1, X2, . . . , Xn are independent but not
necessarily identically distributed, then
GX1+X2+...+Xn(z) =
n∏
j=1
GXj(z). (5.16)
Proof. Since GZ(z) := E[z
Z ] = E[zX+Y ] = E[zXZY ] = E[zX ]E[ZY ] = GX(z)GY (z).
The probability generating function (p.g.f) of PNB, GSn(z), is thus eﬀectively
the multiplicands of the Negative Binomial’s p.g.f, G(z), each attributed with their
speciﬁc probability pi,
GSn=S1+S2+...+St(z) := E[z
Sn ] = GS1(z)GS2(z) · · ·GSt(z), (5.17)
=⇒
t∏
j=1
GSj(z) =
t∏
j=1
(
1− pj
1− pjz
)
where |z|< 1
p
. (5.18)
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5.3.6 Moment Generating Function
Similarly to the relationship of (5.17) above and following the multiplicative properties
of moment generating functions (m.g.f), the NPB’s m.g.f is
MSn(w) := E[e
Snw] = MS1(e
w)MS2(e
w) · · ·MSt(ew), (5.19)
=⇒
t∏
j=1
(
1− pj
1− pjew
)
where w < − log(p), (5.20)
i.e. W = {w ∈ R : w < − log(p)}.
5.3.7 Characteristic Function
Adopting the theoretical concept of the above two functions, the characteristic func-
tion is
φSn(x) := E[e
ixSn ] = φS1(e
x)φS2(e
x) · · ·φSt(ex), (5.21)
=⇒
t∏
j=1
φSj(x) =
t∏
j=1
(
1− pj
1− pjeix
)
with x ∈ R and i = √−1. (5.22)
5.4 Approximating the Distribution Function of the Nega-
tive Poisson - Binomial
In the previous chapter, we have noted that the NPB is strictly discrete with a
rather complicated p.m.f and c.d.f. We thus look into alternative ways of relieving
the discrete summation and multiplication operators which themselves postulate com-
binatorial stipulations. However, we did produce an expression for the closed-form
discrete solution of the c.d.f which has been described brieﬂy in Section 5.3.3 using the
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DFT expression. Another pathway in estimating the p.m.f would be the cumbersome
repeated convolutions of the generating functions. The combinatorial and recursive
approaches required become increasingly unstable at a large number of events due to
the computational complexity and catastrophic cancellation [128]. The inaccuracies
from the numerical algorithms are induced by the multiset coeﬃcient which require
larger number of terms each with their individual round-oﬀ errors (see 5.7 and the
Pascal’s skewed triangle in Figure 4.2, p. 75).
Still, continuous, closed-form expressions are sought after since they provide an
ease at the calculations and speed involved for the current representations and are
of course much more inﬂuential and favored. As has been said with reference to
such attempts, the discovery of a closed-form solution always appears at the top of
the list, with the eﬃciency of calculating always follows immediately after. Such
solutions are extremely useful in optimisation problems which provide answers to a
wide range of areas [129]. A promising approach is through the introduction of non-
complex distribution based on well-known functions that approximate the NPB, as
has comparably been done successfully with the Poisson - Binomial Distribution [124].
5.4.1 Small Probability Fluctuations
Let us take a simpliﬁed case where the probability varies linearly with a suﬃciently
small probability diﬀerence of Δp between the sets of Bernoulli trials. Let S2 =
X1 + X2 be the sum of two independent but non-identically distributed Xn. We
are then eﬀectively looking at a distribution which has gone under two sequential
‘iterations’ with the random variables X1 ∼ NB (r, p) and X2 ∼ NB (r, p + Δp).
The Negative Poisson - Binomial is now
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S2 =
2∑
i=1
Xi. (5.23)
and the procedure of X2, after X1 has occurred, is depicted in the following Table 5.1
where only Δp terms of the ﬁrst order are included. Thus, with p being suﬃciently
small, higher orders are of negligible signiﬁcance and therefore are excluded from the
table.
PNB Approximate p.m.f Values
X1 +X2 t = 1 t=2
k=0 (1− p)
constant wt︷ ︸︸ ︷
(1− p)(1− p−Δp) ≈ ztar
k=1 p(1− p) w2(2p+Δp) ≈ z2a1
k=2 p2(1− p) w2(3p2 + 3pΔp) ≈ z2a2
k=3 p3(1− p) w2(4p3 + 6p2Δp) ≈ z2a3
k=4 p4(1− p) w2(5p4 + 10p3Δp) ≈ z2a4
Table 5.1: Evolution of ﬁrst order approximate probability mass function values re-
sulting from a Negative Poisson - Binomial discrete process. Shown are
the values for t = 1 and t = 2 with X1 and X2 being independent but not
identically distributed Negative Binomial random variables.
The term zt in Table 5.1 is a variable we have identiﬁed in the evolution of the
distribution which is constant within each trial t. The second term we have included,
ar, represents the approximation of an unknown new distribution we propose to ﬁnd
with zt as its coeﬃcient.
A key point to notice is that the table shows a clear trend of Negative Binomial
terms emerging. For this reason, it is suggestive to attempt equivalence between
a new distribution Yt ∼ NB(2, r, p + ΔpA2) and the one investigated above, S2 ∼
NPB(2, r, {p, p+Δp}). Pertaining to a small Δp, yields the following linear system
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of equations:
wt ≈ zt ⇐⇒ (1− p)(1− p−Δp) ≈ (1− p−ΔpAt)t, (5.24)
ak =
(
t+ k − 1
k
)
(p+ΔpAt)
k. (5.25)
where t = 2.
Maintaining the ﬁrst order terms and solving the above simple algebraic sys-
tem, we conclude to ΔpA2 =
Δp
2
. Therefore, the negative Poisson binomial S2 can
straightforwardly be approximated by a single Y2 ∼ NPB(2, k, p+ Δp
2
) and can this
be generalised to the following formulation,
z2ak =
(
2 + k − 1
k
)
(p+ΔpAt)
k(1− p−ΔpAt)2. (5.26)
In a brief proof, one may notice that our example of S2 is the convolution, or
just the sum, of two purely independent but non-identical random variables following
geometric distributions with the sequence of probabilities over k being a geometric
sequence. Indeed, this example shows the convolutions of two Negative Binomials
each on the special case occurring at t = 1, with not necessarily equal probabilities.
One may thus deduce the aforesaid approximation by taking the limit Δp → 0+ in
the relationship of (5.9), such that for our particular case, t = 2 (which may be
generalised for any t),
lim
Δp→0+
2∏
i=1
(1− pi)
2∑
j=1
pj
2+k−1∏
j =i(pj − pi)
(5.27)
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=⇒ lim
Δp→0+
(1− p)(1− p−Δp)
{
(p+Δp)k+1
Δp
− p
k+1
Δp
}
(5.28)
=⇒ (k + 1)(1− p)2pk. (5.29)
The expression of (5.29) is clearly a negative binomial at t = 2. In concluding, a
Negative Binomial may be used as an approximation to a Negative Poisson-Binomial
when the changes between probabilities are small or sequentially near to non-existent.
5.4.1.1 Extension to t > 2
In order to extend this approximation to a NPB with t > 2, one will need to take two
of the convolving distributions at a time and sequentially estimate the ﬁnal NB at the
same t as the underlying NPB. Let Yt ∼ NB(t, k, pAt) be the ﬁnal NB approximating
the NPB(t, k, {p1, p2, . . . , pt}). In our example, p is varying linearly at a constant
rate Δp such that pt = p+ (t− 1)Δp. The ﬁnal approximated probability is
pAt = pAt−1 +ΔpAt , (5.30)
where ΔpAt is the probability change between the successive approximations at t− 1
and t. For each pair of distributions, it will depend on the function of variability and
the steps of the previous section (Table 5.1) will need to be taken in order to estimate
ΔpAt . In the linear probability variation, ΔpAt changes according to
ΔpAt =
pAt−1 − (p+ (t− 1)Δp)
t
(5.31)
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which surprisingly yields a very elementary solution,
pAt = p1 + (t− 1)
Δp
2
(5.32)
which conﬁrms that the result of a
Δp
2
change found above by (5.24) and (5.25)
extends to any t. An example of the approximation with a small probability linearly
increasing with t is depicted in Figure 5.1 showing excellent results. In contrast, a
larger probability ﬂuctuation can be seen in Figure 5.2 showing the approximation
becoming weaker as t increases.
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True PNB (t, r, 0.5 + (t - 1) 0.02)
Approx. NB (t,r, 0.5 + (t - 1) 0.01)
Figure 5.1: The NPB has a small linear ﬂuctuation of Δp = 0.02. The approximated
NB’s error is minimal with a slight deviation as t increases.
5.4. APPROXIMATING THE DISTRIBUTION FUNCTION OF THE
NEGATIVE POISSON - BINOMIAL 139
Ry R Ry k Ry j
Ry Ɛk
Ry ƐR
Ry y
Size d (arbitrary units)
C
u
m
u
la
ti
v
e
D
is
tr
ib
u
ti
o
n
F
u
n
ct
io
n
True PNB (t, r, 0.5 + (t - 1) 0.05)
Approx. NB (t,r, 0.5 + (t - 1) 0.025)
Figure 5.2: A larger linear ﬂuctuation Δp = 0.05. There is an evident increasing
deviation from the approximated NB and the true NPB. Such probability
only allows a total of 20 trials at the best case scenario of p1 ≈ 0.
5.4.1.2 Generalised Relationship of the NPB Approximation
In order to reach a more generalised relationship regardless of the probability variation
being linear or not, we need to consider the evolution of the approximation which is
visualised by Figure 5.3. The evolution is characterised as a “climbing” approximation
sequence which depicts a bottom-up tree traversal that begins from the ﬁrst two
independent children X1 and X2 as two non-identical NB random variables. The
nodes are necessarily children as they could also be potential “twins”, i.e. identical.
Every pair of NB children constitutes a parent approximation Y2, Y3 . . . until we reach
the ﬁnal approximation Yt of the “family” tree containing the sum of all nodes and
their “attributes”.
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Yt
+...+ XtY3
+ X3Y2
+ X2X1
Figure 5.3: The evolution of the “climbing” approximation sequence, beginning from
X1 and X2 until it reaches the peak, Yt
A detailed visualisation of the above is shown in Figure 5.4. Essentially, these
ﬁgures show that an estimation for the ﬁnal approximating NB can be done by ﬁrstly
splitting the individual convolving NBs into separate Geometric distributions and
continuing by approximating them into sequential pairs.
NB(t, r, pAt) → Yt
+...+ Xt ← Geometric(r, pt)NB(3, r, pA3 = pA2 + p3−p22 ) → Y3
+ X3 ← Geometric(r, p3)NB(2, r, pA2 = p1 + p2−p12 ) → Y2
X2 ← Geometric(r, p2)Geometric(r, p1) → X1 +
Figure 5.4: A detailed sequence depicting the individual distributions and parameters
involved in the approximation of the NPB.
By a series of long-winded algebraic steps, the following important recurrence
relation is concluded,
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ΔpAt =
pAt−1 − pt
t
, (5.33)
and
pAt =
t∑
i=1
pi
t
(5.34)
with the initial condition of pA0 = p = p1, as at t = 1 the distribution is pure
Geometric. An example of the approximation using the generalised solution 5.33
with Δp varying as a non-linear function of t is shown in Figure 5.5.
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True PNB (t, r, {0.5, 0.49, 0.47, 0.44, 0.4})
Approx. NB (t, r, {0.505, 0.5117, 0.5238, 0.539})
Figure 5.5: Small, non-linear ﬂuctuation of p with the underlying and approximation
distribution shown.
5.4.1.3 Extension to Continuous t and k
While this proof has provided us with an approximating distribution, it was neverthe-
less used on the discrete case. It does however provide us the standard of knowledge
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that a NB can be an approximation to a NPB. As such, the above can be adopted in
a closed-form expression for any t and k using the the Gamma functions for the p.m.f
and the Regularised Incomplete Beta function for the c.d.f as we have shown in the
previous Chapter 4. The pre-assumption is that ﬂuctuations in p will be suﬃciently
small between the discrete t and thus inﬁnitesimally small between inﬁnitesimally
small intervals [t, t+Δt]. The error will be increasingly larger as t increases as more
and more higher orders are being ignored in the approximation. As a result, an ad-
ditional preassumption is that the stopping parameter t does not grow to a large
value. As a side note, when t becomes suﬃciently large and p generally approaches
→ 0+ to keep the mean μ constant [130], the NB is known to converge to a Poisson
Distribution.
5.4.2 Larger Probability Fluctuations
In the case of Δp being a larger value, a generalised approximation is needed. The
following can be proved via the method of moments and Le Cam’s Theorem (Le
Cam, 1960 [124]). Equating the above mean μ in (5.13) and variance σ2 in (5.13) to
the original negative binomial’s expectation and variance, yields a linear system of
simultaneous equations. This gives a hint that a good approximation should be an
‘incomplete’ or rather, as one may say, a continuously parameterised version of the
negative binomial sometimes referred to as the Po´lya Distribution, where in our case
is denoted by the p.m.f,
NB(t, k, p) = Γ(k + t)
Γ(t)Γ(k + 1)
pk(1− p)t, (5.35)
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and c.d.f conveniently characterised by the Regularised Incomplete Beta (RIB) func-
tion Ip,
P(X ≤ k) = 1− Ip(t, k) = 1− B(p, k, t)
B(k, t)
=
∫ p
0
xt−1(1− x)k−1dx∫ 1
0
xt−1(1− x)k−1dx. (5.36)
That is, if E[X] and V[X] is the mean and variance respectively ofX ∼ NB(tA, k, pAt)
and E[S] and V[S] of S ∼ NPB(t, k, p) with {p = p1, p2, . . . pt}, we take
E[X] = E[S] ⇐⇒ tApAt
1− pAt
=
t∑
i=1
pi
1− pi , (5.37)
and
V[X] = V[S] ⇐⇒ tApAt
(1− pAt)2
=
t∑
i=1
pi
(1− pi)2 . (5.38)
Solving the above system of linear equations, we conclude to the following parametri-
sation of tA and pAt of the new Negative Binomial approximating distribution:
pAt = 1−
∑t
i=1
pi
1− pi∑t
i=1
pi
(1− pi)2
, (5.39)
and
tA =
(∑t
i=1
pi
1− pi
)2
∑t
i=1
pi
1− pi −
∑t
i=1
pi
(1− pi)2
. (5.40)
When the sequential pi are not known, we then of course resort to optimisation
procedures and techniques by which an approximate expectation and variance value
may be calculated. In addition, if pi is a function of time, then the expectation and
variance will be formulated as integrals, assuming a probability density function can
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be derived for pi. Consequently, the same approach can be used as above in estimating
the parameters for the approximation, which will not be investigated here.
The major conclusion to this chapter is that generally a NB can be an excellent
approximation to a NPB. Using such an approximation that is continuous, allows us to
take p as a function of time eﬀectively estimating and approximating the distribution
at any point in time i.e. at any t. This approximation thus delivers a major tool to be
used in optimisation techniques and to more easily understand stochastic processes
without using Markov chains or other discrete procedures.
We have found that a NPB can arise in situations like grinding where p decreas-
ingly ﬂuctuates with time due to the parameters involved in a comminutional envi-
ronment. Such parameters include the approaching of the comminution limit due to
brittle to ductile transition [19], [131], the ‘cushioning’ of larger rocks by ﬁnes pro-
ducing a deceleration phenomenon [1], [77] and variations due to temperature which
in turn produce their own eﬀects such as thermal expansion and the induced thermal
stresses and damage in brittle materials [132].
5.5 Conclusion
This chapter introduced the notion of an identically but not distributed Negative
Binomial, thus allowing for an alleviation to the strict requirement of a constant
probability between the sets of Bernoulli trials. The true underlying distribution ap-
pears as a mixture of the various underlying geometric distributions which constitute
the essence of the Negative Poisson-Binomial. The notation, characterisation and
properties were derived, with a NB subsequently approximating the distribution and
presenting an excellent estimation to its behaviour.
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In the context of fragmentation, the Negative Poisson-Binomial consequently al-
lows for the catastrophic probability to vary accordingly with time or maturation
index, with the next chapter describing how these two parameters can eﬀectively be
interchangeable assuming a constant energy injection,. Accordingly, by maintaining
this concept as the basis for applications to the fragmentation over time, the evolution
of size distributions can be characterised.
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Chapter 6
Part II: Fragmentation Over Time and
the Resulting Particle Size Distribution
In Chapter 4, we introduced the Negative Binomial (NB) as the evolution model
for a fractal process. It is evident that fragmentation over time, such as grinding,
requires further considerations beyond the simple of model of a ﬁxed probability. For
example, how is the maturation index related to the energy injected? How does the
probability of fragmentation in a grinding environment alter with time? While the
Negative Binomial’s explanatory power combines physical, mathematical and fractal
theory, it fails in capturing an accurate evolution of comminution in time without
ad-hoc adjustment of the maturity index.
This chapter attempts to address these profound questions and introduce justiﬁca-
tions based on fundamental physical theories which lead to a lifting of the assumption
that the fracture probability is independent of time. The results of the present chap-
ter build on the mathematical establishment of the previous keystone chapter from
which a NB was observed to be readily retrieved with a change in probability over
maturation.
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6.1 Probability of Fragmentation Over Time
Maintaining the catastrophic probability constant over time deﬁes physical laws. Gen-
erally, we anticipate the maturation index t of a population to be directly proportional
to the energy E injected into the system, disregarding ineﬃciencies to the grinding
rate arising such as kinetic energy transformation to heat. For example, a ball mill
grinding environment provides a constant rate of injection of energy under a steady
rotational speed. We therefore expect the maturity of the population to increase with
time T , proportionately to the eﬀective energy dissipated in break-down processes of
the ensemble of particles. The probability can then characterise the eﬃciency of the
grinding, assuming maturity increases linearly with time, and can be brieﬂy sum-
marised as follows:
• Constant probability: Such an ideal system maintains a constant grinding eﬃ-
ciency for all time.
• Decreasing probability: This is the observed scenario since no known grinding
system is able to maintain its eﬃciency level.
• Increasing probability: In this impossible scenario, the eﬃciency of fragmenta-
tion increases over time. This is the most wanted, idealistic solution that can
only be viewed as a ‘delusion of grandeur’.
The previous chapter justiﬁed how a continuous NB can be an excellent approx-
imation when p varies with time, which we have introduced as the Negative Poisson
- Binomial (NPB) distribution. Such an extension in the NB model characterisation
bears many beneﬁts. The underlying probability of fragmentation can be estimated
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through the sequential application of the method of moments (MoM), in order to pro-
vide a ‘history’ to the rather memoryless property of the NB. Through the method
of moments, a logarithmic slow-time evolution dependency of t to T emerges, which
is generally expected and observed in the transition dynamics of numerous aging sys-
tems [133]. The price of MoM and its consequence of a logarithmic variation of the
maturity index to time comes at the expense of the simplicity of a constant probabil-
ity. This next section will attempt to unveil any emergent relationships through the
reverse engineering of the system by the application of MoM.
6.1.1 Reducing Fragmentation Eﬀect During Grinding
If we maintain a constant p across the evolution of the grinding process, the production
of particles and speciﬁcally ﬁnes are extremely overestimated with the larger particles
being underestimated, as shown by the limestone grinding in Figure 6.1 - one example
of many. The probability of fragmentation is thus expected to be a decreasing function
of maturity for the population. That is, a probability of a fragment further breaking
down at a later stage becomes smaller as times progresses. Such a phenomenon is
indeed widely observed as the bane of grinding. Even by adjusting maturity t for a
logarithmic slow time evolution, the eﬀect is eminent and simply cannot be overridden
by any regulation of t. In contrast, allowing a decreasing variation of the initial p,
it is possible to get a much better ﬁt, with Figure 6.2 giving an example of this
improvement from the considerations that follow.
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Figure 6.1: Evolution of Particle Size Distribution resulting from the ball milling of
Limestone [134] with a constant, single p over all NB ﬁts. The overesti-
mation of ﬁne production is evident - a sign of NB’s negligence for the
grinding slowing down phenomenon.
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Figure 6.2: Evolution of Particle Size Distribution resulting from the ball milling of
Limestone [134] with the NB ﬁts following a continuously decreasing p,
which arises from MoM by allowing two underlying decreasing probability
values, p1 and p2 for the NPB.
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In the context of grinding, when the slowing down phenomenon is not apparent,
the breakage process in grinding is assumed to be exhibiting linear kinetics, following
the ﬁrst order rate equations as used in chemical reactions [135]. However, after a
short time the kinetics very commonly diverge into non-linearity [136], [137], [138].
The eﬀect has been generally attributed to the multi-particle interactions when ﬁnes
appear to contribute a signiﬁcant fraction of the population ‘cushioning’ the larger
particles by absorbing the energy across to distributed stress points, thus reducing
the breakage rate [104]. However, no quantiﬁcation of such a ‘cushioning’ eﬀect has
been presented. Other phenomena attributed to the deceleration eﬀect in grinding
eﬃciency include proneness to fatigue, aging and swelling [139].
In an ad-hoc way of accommodating the slowing down phenomena, authors have
introduced various techniques such as false time, where after a speciﬁc time, the
simulation time is no longer a linear function of real grinding time. However, the
function is not easily predictable and tends to vary [78]. A similar approach to
false time was applied to maturity index in Chapter 4 where, the NB ﬁts appear to
easily ﬁt at the very ﬁrst stages with a constant p but then deviate to not a well
characterised function. We will attempt to solve the mystery through the method
of moments by keeping estimating p sequentially such that the NB approximation
predicts the grinding data while establishing a physical justiﬁcation, via a history of
the convolution of the underlying distributions at their speciﬁc time of occurrence.
6.2 Application of Method of Moments in Grinding
The simplest way of incorporating a changing probability is to allow it to take only
two values; an initial value for the ﬁrst scale-invariant event which decreases to a
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steady value for all subsequent fragmentations. Although the underlying p is allowed
to have just two values, the MoM produces a smoothly varying function of maturity
and probability which will be apparent in the NB ﬁts, as will we see further below.
As stated in the previous chapter, the solution to MoM is found by equating the
ﬁrst two moments of our sample distribution, the mean μˆ and variance σˆ2, to the
unknown population’s moments μ and σ2. In our case we only need two moments as
the unknown parameters are also two. By solving the simultaneous equations arising
from the population and sample moments, the solution of pA and tA is found. Since
generally the probability of fragmentation is expected to be continuously varying,
we also need a continuous form of the NPB. We thus introduce two states of frag-
mentation equilibrium; an initial probability p1 and a steady state probability p2.
The signiﬁcance of these two states is threefold; ﬁrstly, it provides a mathematically
tenable solution to the grinding data by observing the true underlying distribution
NPB, and secondly, the solution can be made continuous with a closed-form repre-
sentation since continuity is expected in such an evolutionary system. Thirdly, as we
shall see below, the solutions provided by the continuous MoM naturally give rise to
a logarithmic dependency of maturation and grinding time.
To overcome the limitation which allows only discrete sequential states of frag-
mentation, MoM can be extended to non-discrete cases via a naturally interpolated
extension of the solution provided by the two states of fragmentation, as shown by
the ﬁrst two moments in Equation 6.1. The term (t − 1) is introduced on the right
hand side such that at exactly t = 1, the second right term vanishes, but a weight is
introduced at t > 1 such that the discrete states, t = 2, 3, 4...∞, match the under-
lying discrete form of NPB. The extrapolation below t < 1, could however prove to
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be limited due to the eﬀects of the initial conditions of the population’s state (e.g.
a feed of a crushed material which already has its own distributions). Nevertheless,
the method of moments provides a continuous solution to the approximated pA and
tA of the NB ﬁts.
μ = μˆ ⇐⇒ tApAt
1− pAt
=
p1
(1− p1) +
p2(t− 1)
(1− p2) , (6.1)
and,
σ2 = σˆ2 ⇐⇒ tApAt
(1− pAt)2
=
p1
(1− p1)2 +
p2(t− 1)
(1− p2)2 . (6.2)
The solutions to the above system of simultaneous equations, yields for pAt and
tA,
pA = 1− μˆ
σˆ2
, (6.3)
and
tA =
μˆ2
σˆ2 − μˆ . (6.4)
The above set of solutions essentially produce a continually decreasing function for
pA until it reaches the steady value of p2 at large iterations. The second parameter
tA simply re-scales the underlying maturity index t. The eﬀective combination of
this mapping of pA and tA naturally introduces the logarithmic time dependency
in our ﬁndings. The choice of only two probabilities makes the model simpler, but
not any simpler than it is needed to explain the data. Further probabilities would
provide higher degrees of freedom but do not suﬃciently optimise the ﬁt to be seen
in justiﬁable manner.
The underlying MoM algorithm can be brieﬂy presented in a few steps:
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1. Estimate tA and pA for the very scale-invariant case of t = 1.
2. Back-calculate MoM through the next series of grinding data set which will
provide the ﬁnal transiting probability p2.
3. Extend the MoM curve using p1 and p2, which in turn provides a set of solutions
for the grinding process where a logarithmic dependency is naturally emergent
(see Figure 6.4).
An example of the MoM curve for silica sand is shown in Figure 6.3.
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Figure 6.3: Typical Method of Moments curves for three diﬀerent rpm speeds for
silica sand grinding. The set of solutions are found along the curve. The
curve gives rise to a characteristic logarithmical slow-time evolution.
6.2. APPLICATION OF METHOD OF MOMENTS IN GRINDING154
0
2
4
6
8
10
12
14
0 20 40 60 80 100 120 140
M
at
ur
it
y 
t 
Time/ mins 
All Barite vs Calcite 
Calcite 1
Calcite 2
Barite 2
Barite 1
Figure 6.4: The logarithmic slowing time dependency (dotted line) between t and
T for Calcite and Barite I which arises after the linear-kinetics regime
(straight lines) of the grinding process has taken place. Notice that for
the same time, Barite and Calcite II have not introduced logarithmicity
within that speciﬁc time window due to the diﬀerent load of ceramic
material being much lighter (1kg) compared to the alloy steel (6kg) for
Calcite and Barite I.
6.2.1 Application of Negative Poisson - Binomial to Grinding
In order to realise a justiﬁcation for the time dependence of p, we ﬁrst observe its
behavior by examining the variation in a continually fragmenting environment such as
ball milling. We have accumulated a multitude of data from diﬀerent experiments by
various authors. Applying the NPB and model and MoM to an extensive set of grind-
ing data, the constant fragmentation probability of the Bernoulli process is amended
with the ﬁrst population failure having a larger fragmentation probability followed
by subsequent failures with constant probability. With such a Poissonian sequential
process, the time dependence is seen to a transition from linear to logarithmic at
several multiples of the maturity index. Hence we are able to model the grinding
data with just ﬁve parameters, the size of the initial particles, the time taken to reach
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a maturity index of unity, the transition time from linear to logarithmic time depen-
dence, and two probabilities of fragmentation, one initial and one for all subsequent
fragmentation events.
A number of examples using the NB approximation to the true underlying distri-
bution, the NPB which is justiﬁed in the previous chapter, are shown in Figure 6.5 to
6.12. Using the method of moments, we are able to estimate the true variation of the
probability with time, with a table summarising the results after this ﬁts. The results
show that a logarithmic slow time dependence for maturity t against real time T is
eminent and speciﬁcally emerges at longer grinding times. The logarithmicity is evi-
dent at a breakpoint from which onwards the linear dependency of t and T is absent.
Furthermore, an example is included with the introduction of a comminution limit
via the truncation function introduced in Chapter 4 which evidently has an aﬀect
only in the smaller size scales leaving the upper scales freely to undergo fracturing
from the initial probability induced.
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Figure 6.5: Evolution of Particle Size Distribution resulting from the batch-grinding
of a 2.36 - 1.4 mm mono-size feed of west Australian sulphide gold ore
material [140]. The ﬁts follow linearity after MoM solution, suggesting
that the logarithmic dependency has not come in play yet and depict a
purely erosional regime.
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Figure 6.6: Evolution of the size distribution produced by the Bond Ball milling of
clinker sample [79]. The ﬁts are NB after MoM method. A comminution
limit around 1 μ is introduced naturally via the inclusion of a truncated
NB with the TRIB function. Such a grinding limit is very common to
brittle materials [62]. Note that even without the introduction of the
limit, the upper distribution is not aﬀected.
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Figure 6.7: Evolution of Particle Size Distribution resulting from the ball milling of
Zeolite [78]. The ﬁts are NB, after estimation by MoM solution. The
authors had to, however, include the ‘false time’ concept after 4 minutes
as they could not predict the kinetics as they degraded and required such
an approach to treat the slowing down phenomenon. At that time, the
logarithmic time also emerges after a linear regime of t and T .
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Figure 6.8: The two regimes of fragmentation in the evolution of zeolite fragmenta-
tion, beginning with linear and smoothly transiting to logarithmic after
kinetics diverge from linearity.
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Figure 6.9: Evolution of Particle Size Distribution resulting from the ball milling of
Calcite material [141]. The ﬁts are NB after MoM with logarithmicity
evident in the process after 4 minutes.
Figure 6.10: This is the corresponding author’s ﬁt from [141] to the above Figure 6.9,
included for comparison. They used PBM model and an ad-hoc false
time simulation.
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Figure 6.11: Evolution of Particle Size Distribution resulting from the bond ball
milling of Quartz-K-Feldspar mixture [142]. The ﬁts are NB with after
MoM, with logarithmic time not emerging within this time window. Pop-
ulation Balance Model was simulated via the integro-diﬀerential equa-
tions using best ﬁt false time to accommodate slowing down phenomena.
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Figure 6.12: Evolution of Particle Size Distribution resulting from the bond ball
milling of Quartz-K-Kaolin mixture [142]. The ﬁts are NB with after
MoM, with logarithmic time not emerging within this time window. Pop-
ulation Balance Model was simulated via the integro-diﬀerential equa-
tions using false time.
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Figure 6.13: Evolution of Particle Size Distribution resulting from the ball milling of
Soda Lime glass [143]. The ﬁts are NB after solution by MoM, with
logarithmic dependency absent within this grinding time window. Com-
minution limit via Boltzmann-like (see following section) is included to
aid a prediction to the visualisation of the distribution at smaller parti-
cles.
The probabilities from all these datasets with maturity index follow a similar
trend. The consistency of this trend provides a strong motivation to examine and
justify the factors that might cause the probability to change with maturity index.
A table that summarises the parameters of the ﬁts for the transition vector of the
probabilities follows below in Table 6.1:
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Summary of initial and steady state probabilities
Mineral p1 p2
Trass 0.61 0.41
Lignite 0.40 0.40
Limestone 0.62 0.42
Anthracite 0.40 0.40
Soda-Lime Glass 0.52 0.40
Barite I 0.65 0.41
Barite II* 0.64 0.57
Calcite I 0.57 0.43
Calcite II* 0.61 0.50
Zeolite (Dry) 0.65 0.41
Zeolite (Wet) 0.63 0.40
Quartz-Kaolin 0.50 0.41
Quartz-Feldspar 0.49 0.40
Quartz Sand (Dry) 0.41 0.40
Quartz Sand (Wet) 0.40 0.40
Silica Sand 13 rpm 0.56 0.50
Silica Sand 65 rpm 0.57 0.50
Silica Sand 92 rpm 0.56 0.50
Table 6.1: Best Fit parameters for p following the MoM model with the underlying
probability distribution being NPB.
* Barite & Calcite I use alloy steel balls of ∼6kg charge while Barite &
Calcite II use ceramic balls of ∼1kg charge, both at 20% fractional ball
ﬁlling.
From the table above, a dropping probability down to a steady state of p ≈ 0.4
is readily observed, apart from two special cases. The ﬁrst and most notable one is
the diﬀerence between Barite & Calcite I and II due to the former’s much heavier
charge of ∼6kg alloy steel balls compared to the latter’s ceramic balls of ∼1kg charge.
Therefore, even though the system grinds the same material, the estimated probability
at p2calcite = 0.50 and p2barite = 0.57 suggest that the boundary probability is not
reached due to aggregation and surface eﬀects not coming in play because of the
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much lower energy impacts during the time under observation. Thus, the ensemble
of broken material can still be volumetrically fragmented, albeit at a much reduced
rate. The second pronounced case is set in by the silica sand material which at
any rotational speed, the steady state probability appears invariant suggesting this
explicit material continues to fragment dominatingly in volumetric fractions.
6.2.2 Discussion of Method of Moments and its validity
The ﬁrst underlying fragmentation state signiﬁes Turcotte’s scale invariant probability
of fragmentation p1 while the second provides the ﬁnal boundary transition probability
p2, with the combination of the two giving rise to the breakpoint between the linear
and logarithmic dependency. The initial probability p1, distinctive to t = 1 for
diﬀerent materials, can be obtained through single impact experiments, such as the
ones described by Bergstrom and Sollenberger (Bergstrom and Sollenberger 1962,
Bergstrom, 1963; Bergstrom et al., 1961, 1963). Additionally, p1 has been found to
abide by the slope of the very ﬁrst set of data obtained by grinding the system for only
a few seconds. This slope is generally maintained until the logarithmic dependency
plays its true eﬀect.
The boundary probability is commonly found to be a global amongst the materi-
als, bounded at p2 ≈ 0.4. This can attributed to a combinatory repercussion between
volumetric fragmentation and aggregation eﬀects. The volumetrically fragmenting
probability is only physically well-founded at p ≥ 0.5 which corresponds to the Eu-
clidean dimension of DE = 2, which at this point and above, the energy dissipates
at non-integral dimensions between surface and volumes [144]. A purely volumetric
event, consuming a particle to its ﬁnest components is only realised at DE = 3.
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Simply put, the system reaches the lowest energy state it so seeks at p = 0.5, as this
speciﬁc probability represents dominance of surface fragmentation eﬀects. Without
any other interacting eﬀects in the system, a probability of 0.5 would have otherwise
been maintained. However, due to the ubiquity of agglomeration and aggregation
eﬀect which seem to be material independent given enough grinding time, particularly
of the cushioning by ﬁnes which consistently arises in grinding processes, the ﬁnal
transition probability drops to a universal break-down eﬀect with p2 ≈ 0.4.
The conjoined eﬀects in a grinding system can thus be split into two categories:
(A) We have an overall ‘positive’ fragmentation eﬀect with pF+ which further breaks
down particles with time. Under the occurrence of a large ensemble of collisional
disrupts in the evolution of fractional makeup of a brittle material’s comminu-
tional process, pF+ would naturally decrease due to both surface and volumetric
grinding eﬀects. Surface grinding includes, but not exhaustively, the increasing
roundness of a particle which decreases a particle’s surface area and thus the
contact points to interact with other particles. An example of volumetric grind-
ing includes impacts and its eﬃciency is reduced by the cushioning of ﬁnes on
the particles and walls of mill which absorb the impact energies.
(B) A ‘negative’ fragmentation eﬀect with pF− which results as the outcome from
aggregation and agglomeration of particles. This negative probability counter-
acts fragmentation in the sense that if it exceeds pF+, the evolution of the mass
distribution reverses towards a unit step function - a single particle.
The two above categories intrinsically justify an existence of an overall p < 0.5. If
the agglomeration rate pF− equals pF+, overall p = 0. In fact, at suﬃciently grinding
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times pF− > pF+, as has been observed in several experiments, with the evolution of
distribution evolving backwards [145], [146].
Furthermore, our two-step probability states bring two important implications in
the overall context of grinding. The ﬁrst one conﬁrms that the system evolves towards
its lowest energy state, which is a well-known phenomenon that reactions in every
system evolve in such a way to attain stability by being at their lowest energy state.
Secondly, by allowing the system to stabilise and thus evolve in a sequence of just
geometrically distributed random variables allows for maximum entropy. After the
steady state of p2, we have a convolution of geometric distributions which are known
to maximise entropy [147]. Due to this eﬀect and the universally corresponding steady
state p2 proving to be at a volumetric fragmentation minimum, it is no wonder why
such a complex system reaches logarithmic slowing-time dependence. Such hierarchi-
cal and random systems generally conform to new meta-stable conﬁguration states
which slow down the pace of fragmentation introducing logarithmicity [133], [148],
with the minimum energy evident in the probability of fragmentation proving this
state in our case.
Lastly, in an interesting phenomenon we see that our model obeys Bose-Einstein
statistics; the number of bosons occupying a set of available quantum states in a cell,
discrete in nature, follows a geometric distribution. In a state of more than one cells,
we obtain a sum of these geometric distributions which can be physically interpreted
as a generalised Bose-Einstein distribution with great applicability in quantum optics,
amongst others [149].
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6.3 Size-Eﬀect and The Comminution Limit
Although we have successfully derived a relationship for the variation of probability
with time, we still have to consider how to include the hard limit at the atomic
level of p dropping to zero as well as the fall-oﬀ of p with decreasing particle size.
This size eﬀect on the structural strength of brittle materials inevitably introduces a
scaling problem within any physical system [150]. This phenomenon in the context
of crack propagation, amongst numerous other examples, proves yet once again the
paradigm of the very well known tersely aphorism that “Nothing lasts forever”. Its
prominent role appears to have spawned studies spanning hundreds of years back. In
one of his numerous ingenious experiments (c.1500), Leonardo da Vinci attempted
to test the strength of iron wires of various lengths [151]. His observations led him
to conclude that longer wires were more fragile than the shorter ones of the same
nominal diameter. This eﬀect was later invoked in a discussion by Galileo Galilei
(1638) and afterwards, by Mariotte (1686) [152].
At the beginning of the 20th century, A. A. Griﬃth conducted a series of ex-
periments on the strength of glass and was led to the conclusion that a profusion
of microscopic ﬂaws and discontinuities is intrinsic in brittle materials [153]. Experi-
mentally reconﬁrming the size eﬀect, he speculated how these microscopic pre-existing
ﬂaws determine the brittleness and macroscopic strength of materials which are now
very commonly attributed to Griﬃth’s name.
Years later, Weibull (1939, 1951) [154], [155], introduced a survival distribution
which predicted the decreasing population of weaker bonds in smaller particles. The
Weibull model, establishes this well experimentally observed inverse proportionality
of strength and is widely accepted as an excellent predictor for the density of defects
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in the statistics of fracture. Weibull argued that the reliability of a particle in an
attempted failure process can directly be visualised through the “weakest link in
the chain” concept, i.e. a chain is as strong as its weakest link - one is all, all is
one. Hence, a particle is assumed to survive a speciﬁc fragmentation event when
its constituent parts remain intact. His theory predicts that the largest particles
more reliably fragment than their counterpart smaller ones inducing a preferential
fragmentation and is now the most widely accepted model in the size eﬀect theories.
Using a fractal approach, Turcotte (1986) [4] derived probabilities of fragmentation
through the use of the renormalization group (RG) approach as suggested by Allegre
et al. [38]. He has shown that self-similar fractal distributions are associated with
diﬀerent failure models. He proposed two failure models; the ‘pillar of strength’ and
‘plane of weakness’ which he linked to the breakup process of the brittle material
and indicated that the resulting fractal dimension measures the object’s fracture
resistance. These models however were applied to the whole population of particles
in order to exemplify a pure fractal process, thus disregarding any size eﬀect and how
possibly diﬀerent mechanisms may occur near the comminution limit.
6.3.1 Size eﬀect, Weibull and the Relation to the Negative Binomial
Model
Weibull postulated that a system of n identical constituents fails at the time when
at least one of the composing elements fails, thus inducing a propagative failure. He
ﬁrstly introduced the probability distribution that the system fails at an applied stress
< σ as Pn(σ) ,
P1(σ) =
(
σ
σo
)m
, (6.5)
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where m is the Weibull modulus and σo the tensile strength of particles with speciﬁc
diameter do. TheWeibull modulus characterises the unique nature of materials, with a
low value being interpreted as a high inhomogeneity and severity of ﬂaws on average
whereas contrastingly, hard materials possess a high m. Lee (1992) [156] reports
values for soil rock grains 5 < m < 10, with McDowell et al. (1998) [157] conﬁrming
the observations. The probability of n linked constituents surviving is thus,
PS(σ, n) = [1− P1(σ)]n (6.6)
Taking advantage of the exponential behaviour of the limit,
lim
n→∞
(
1− x
n
)n
= e−x, (6.7)
and substituting Eq. (6.5) into (6.6), we obtain Weibull’s survival representation,
PS(σ, n) = exp
[
−n
(
σ
σo
)m]
. (6.8)
If the body investigated is within volumetric Euclidean dimensions, we can assume
the stressed volume V containing a distribution of ﬂaws is made up of n links i.e. n
constituents of a reference volume Vo (see [158]) and thus rewrite (6.8),
PS(σ, V ) = exp
[
− V
Vo
(
σ
σo
)m]
. (6.9)
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Due to the proportionality of σ and particle diameter d, Turcotte (1993) [41] rewrites
the Weibull distribution as the failure of a particle of size d,
PF (σ, d) = 1− exp
[
−
(
d
do
)v]
, (6.10)
with do usually taken as the maximum or mean particle size and v the shape pa-
rameter. Turcotte signiﬁes this form as as exact equivalent to the Rosin - Rammler
distribution which has seen an extensive success so far in describing empirical data.
It is then possible to relate fractals, by assuming that
d
do
<< 1 such that the known
relationship,
exp
[
−
(
d
do
)v]
≈ 1−
(
d
do
)v
, (6.11)
is used to derive the power-law,
1− PF =
(
d
do
)v
, (6.12)
where v is the slope of the cumulative mass and is described by the previously estab-
lished relationship v = 3−DF , in Chapter 2.
Simply put, small particle sizes will approximately exhibit fractal behavior ex-
plaining the considerable success of Weibull model in describing experimental data.
However, although a Weibull might resemble what happens at the upper scales, it
fails to capture the behaviour of suﬃciently small particles approaching the comminu-
tion limit. In fact, although numerous papers have studied the comminution limit,
its phenomenon is not very well understood and is attributed to a number of possi-
ble reasons [159]. More so, the theory behind Weibull’s model is failing to describe
the behaviour at these small sizes as it promotes scale invariant fragmentation - the
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proof is in the absence of any literature backing it. Additionally, due to the recent
increasing popularity and advances of nanogrinding [160], the comminution limit is
becoming extremely important as there is an extreme energy level requirement for
the comminution of increasingly smaller particles, where the size is reaching a plateau
no matter how much energy is injected [161].
The apparent failure of statistical models describing failure such as fractal, Weibull,
Rosin - Rammler and pure truncated versions of such functions demand for a reeval-
uation. The increasing inverse proportionality in energy required to fragment these
small particles [161], suggests that we might expect a Boltzmann like distribution to
be the governing relationship with the probability of fragmentation decreasing ex-
ponentially below a certain size at which the material’s quantum begins to play a
critical role. After this signiﬁcant point, an escape of the log-log linearity and thus
fractals is observed (commonly such behaviour is seen to occur around 10 μ [162]).
This would imply, that the probability of fragmentation would vary as
p = p0 exp
[(
− 1
m
rmin
r
)]
, (6.13)
where r is the particle size, rmin is the comminution limit which is considered a mate-
rial constant along with m, and p0 is the initial probability for which the fragmented
system was initiated with and is unaﬀected by the size-eﬀect. An example with the
application of the distribution is shown in Figure 6.14 which is extended to smaller
sizes for a visualisation of the grinding limit phenomenon.
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Figure 6.14: Evolution of the size distribution produced by the Bond Ball milling
of clinker Sample [79]. The ﬁts are NPB with t linearly dependent to
grinding time T . A comminution limit around 1 μ is introduced naturally
via the inclusion of our Boltzmann like distribution providing a grinding
limit which is very common to brittle materials [62]. Note that even
without the introduction of the limit, the upper distribution above 100
μ is not severly aﬀected. A noteworthy behaviour is the soft and hard
cut-oﬀ (further below the scale). The soft cut-oﬀ at 10 muappears to be
inherent in the Boltzmann like distribution and agrees with numerous
observations [162].
From our NB ﬁts to several grinding data, we have not observed the ‘size eﬀect’
due to the comminution limit being a dominant factor within the size range within
the larger size regimes investigated. The eﬀect does though start to be particularly
signiﬁcant below 10 μm with the approach of the comminution limit where breakage
is structurally not favourable where a transition in trend of the PSD emerges. Such a
transition is consistent with reports such as Sammis et al. (1989) [162] who identiﬁed
a lower fractal limit of 10 μm in crushing and fault-gouges whereas no upper limit
appears to change any fractal behavior. This suggests that given suﬃcient energy,
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any body irrespective of its size can be fractally fragmented down to a lower of
approximately 10 μm.
6.4 Size Regimes in Fragmentation
We have already seen that fragmentation can be divided into three regimes in the
time domain - erosion or damage for a t < 1, complete scale-invariant fragmentation
corresponding to a pure power-law at t = 1 and ﬁnally comminution or multiple
re-fragmentation for t > 1. We can now identify three corresponding regimes in the
spatial domain. Our ﬁts show that the behaviour of a fragmented population induced
by continuous grinding process such as ball milling, is very commonly observed with
three spatial regimes - an exponential or logarithmic relationship (depending on the
comminution regime) in the upper scales followed by an almost fractal regime in the
mid-range and ﬁnally transiting into a rapid exponential pattern approaching the
comminution limit. These observations do not seem to be aﬀected from the feed
whether it is of a monodisperse origin or not. Very often, the literature appears to
ignore the boundaries between these regimes, assuming a power law as normality.
The several ﬁts presented in this chapter establish this phenomenological behaviour
and the regimes can thus be categorised into:
• External energy/ size dependency - Fragmentation must necessarily stop when
the total energy is insuﬃcient to fracture a particle above a certain size. The
largest object which is produced by fragmentation necessarily sets the beginning
of any particle size distribution. For an impact event this upper limit is set by
the largest particle that can be split from the impacted body while for grinding
this limit is set by the size of the feedstock. From this limit downwards, the
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cumulative mass distribution will in general have an exponential or logarithmic
dependence with particle size.
• Below the upper regime, a fractal relationship is seen with their corresponding
power-laws which shrink with time, as the upper exponential propagates.
• This is the comminution regime at which the bonds limit the initiation and
propagation of further cracks, and produce a more rapid exponential behaviour.
The NB inherently incorporates the ﬁrst two boundaries - an exponential/ loga-
rithmic change in mass in the upper regime is attributed to the symmetry of the NB
and the continuous version of the geometric distribution being an exponential, where
as t → 0 the NB tends to logarithmic behaviour [163], [164]. The fractal regime is
also maintained after the exponential transition due to the in-between balance, and
later smoothly transits into a multifractal-like pattern as the exponential behaviour
of the upper scales propagates to further sizes. However, it still resembles segmentally
fractal regions - one of the main reasons why fractal theory has been partly successful
in the literature so far in describing fragmentation processes.
Being a purely mathematical function, the NB does not ﬁnitely fade to some
non-zero value but instead continuously cascades to zero unless truncated. It is thus
for this very reason why a Boltzmann distribution is introduced to accommodate
the grinding limit. Although a the truncated NB is a plausible candidate to some
datasets, its transition appears to fall oﬀ rapidly in most cases and lacks a physical
underlying theory. Furthermore, the truncated NB (TRIB) appears to be arise as a
special case of the NB with the application of a Boltzmann distribution.
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6.4.1 Establishing a Variable Probability Framework via the Symmetry
of a Negative Binomial
Our representation allows for an exponential decay when approaching the comminu-
tion limit and can either be achieved rapidly or smoothly, depending on the com-
bination of the Boltzmann like distribution’s parameter m, comminution limit and
fractal fragmentation dimension. Exponential cut-oﬀs have been very widely observed
in nature both in cumulative number and mass approaches with examples including
models from an extensive range of physical [112], [101], sociological [165], biological
[166] and physiological phenomena [167] and how the interactions within their system
emerges into power law behaviours [168], [169].
Newman (2001) [165] postulates that even though an exponential cut-oﬀ may
provide a means for a good ﬁt, a meaningful, physical interpretation cannot be disre-
garded and just attributed to ﬁnite sizes. A Boltzmann model for the probability of
fragmentation in grinding is able to physically explain such a phenomenon as we have
deduced which can be used in grinding datasets. Furthermore, we will be applying
this model in the next chapter to predict the variation of probability across a large
magnitude of sizes with a very close proximity towards theoretical comminution limit
values in an endeavor to obtain a global PSD for Mars, Moon and Itokawa.
6.4.2 Crack Propagation, Flaws and Application to the Symmetry of Neg-
ative Binomial
Brown and Wohletz (1995) [90] identiﬁed that the crack propagations are themselves
fractal and can, theoretically, estimate the fractal fragmentation dimension DF (see
Figure 6.15 for an illustration).
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Figure 6.15: Fractal crack initiation, propagation and coalescence of a particle in
mill. Adapted from [90]. The cracks can be seen to be self-similarly
propagating and establishing fragment sizes within their own distinctive
class k.
Likewise, in a physically fragmented system, the continuously occurring Bernoulli
trials may be considered to extend along the crack propagation which bestow a cleav-
ing pattern within the system until the imparted energy settles away and necessarily
induces a non-inﬁnite cut-oﬀ for the continuous trials near the comminution limit.
The crack lengths are therefore expected to occur above a speciﬁc quantum threshold
due to the greater eﬀect of the indivisible constituents [91], [92].The Boltzmann dis-
tribution produces this physical cut-oﬀ, however, a pure Negative Binomial assumes a
constant p across sizes k and t, where the temporal requirement of the latter was lifted
via the approximation to the Negative Poisson-Binomial. Similarly, it is possible to
apply the approximation also in the spatial domain.
Looking at the NB expression and Table 4.1 in p. 74, it is clear that the exponents
are symmetrically interchangeable i.e. the terms bearing them are always symmetri-
cally reﬂected and as such the approximation is consequently observed via the same
approach as if the probability was changing across maturation t. By this symmetrical
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property, allowing p to change across size k does not have a notable eﬀect on the dis-
tribution as it is an excellent approximation to the true NB, similarly to the variation
of p across t. We can see that a mere constant factor distinguishes the real function
to the approximating one for p, as shown by the inside legend of Figure 6.16.
Figure 6.16: The “true” discrete iterative distribution of the non i.i.d distribution
across sizes k of a Negative - Poisson Binomial, and the NB approxima-
tion using a varying p with the functions depicted on the plot. The NPB
can also be calculated through from Bird’s et al. recurrence relations.
6.5 Conclusion
This chapter introduced the NB with a variable probability across the temporal do-
main, due to slowing phenomena, but also across the size domain which emerges from
the ‘size-eﬀect’ phenomenon on the structural strength. Through an introduction of
the true underlying distribution, Negative Poisson-Binomial, Method of Moments and
a sequence physical, geometric and fractal theories we have proved the former eﬀect
while the latter is purely induced by the comminution limit intrinsic to all materials.
Furthermore, ﬁts to a series of grinding data sets provided the goodness of the NB ﬁts,
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re-conﬁrming our theory on the evolution of particle fragmentation. The evolution
appears to abide logarithmic-slowing time phenomena after divergence from linear
eﬀects as expected in such dynamically complex transition systems with power-laws
being a special case in the temporal process. In the upcoming chapter, we will further
show some applications of this model to planetary surfaces and advance it further into
the context of drilling processes.
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Chapter 7
The Particle Size Distributions of Mars,
Moon and Itokawa based on a
Time-maturation Dependent
Fragmentation Model
The fragmentation model developed so far in this work is based on a consideration
of the fundamental statistics of fracture. In the previous chapter, the model was
validated against the extensive dataset that has been catalogued by studies of mineral
grinding. In this chapter we extend the approach to develop a framework of multiscale
regolith evolution of the surface of Mars, Moon and Itokawa providing an atlas of
extra-terrestrial Particle Size Distributions. In contrast to the terrestrial soils which
have been extensively studied, planetary regoliths generally have a much simpler
genesis with fracture by the dominant formation process of impacts.
With its ability to ﬁt PSDs beyond the limits of the power-law regime, the Negative
Binomial (NB) should allow us to examine datasets collected over a multitude of
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scales by a range of planetary missions. The resulting combined PSD should then be
consistent with a regolith evolution mathematical model based on the NB which in
turn is established by meaningful parameters driving fragmentation such as meteorite
ﬂux densities, fractal breakage of a particle and the ‘size eﬀect’ intrinsic in brittle
materials.
Additionally, the establishment of a closed-form statistical distribution provides a
quantitative description of the soil’s structure. Consequently, reverse engineering of
the model distribution allows the synthesis of soil that faithfully represents the parti-
cle population at the studied sites (C. Charalambous, 2011 [44]). Such representation
essentially delivers a virtual macro- to micro- soil environment to work with for nu-
merous applications. A speciﬁc application demonstrated in the next chapter will be
the information that can directly be extracted for the successful drilling probability
as a function of distance in an eﬀort to aid the HP3 instrument of the 2016 Insight
Mission to Mars.
7.1 Constructing a PSD for a Planetary Regolith
7.1.1 Overview
To meaningfully derive a PSD for a planet as a whole essentially portrays an ambitious
claim. However, in following a promising path we begin by adopting the universality
of the regolith which scientists have already generally identiﬁed. It is known that in
all three cases of Mars, Moon and Itokawa, there is a dominant homogeneous pro-
duction of the regolith across these planetary bodies (e.g. [85]). In the case of Mars,
aeolian processes are continuously further homogenising what would be a localised
production of regolith, whereas the Lunar regolith is intrinsically homogeneous due to
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the uniformly constant bombardment, with a similar argument to Itokawa’s surface
of a relatively young age. This is in stark contrast to the production of the soil on
earth which is fundamentally localised and with no pedologist proposing of a standard
global PSD.
In order to establish a planetary regolith, there must be a globally wide formation
process on all three bodies studied. Since the regolith on the surface is dominantly
formed by the meteorite impact processes, we start by using the properties of the
meteorite ﬂux to estimate a maturation index of the regolith. The construction
of a global PSD must take into account the macroscale fresh primary impacts and
their products, the mesoscale distributions obtained by the in-situ data of surface
missions (Golombek et al., 1997, 2012 [170], [171]) and ﬁnally the microscopic scale
distributions provided by various missions such as Curiosity and Phoenix Lander for
Mars (Pike, 2011 [43]), the returned Lunar by the various Apollo and Luna missions
and the near-Earth asteroid 25143 Itokawa samples by the Hayabusa spacecraft [172].
The procedure of the method can be brieﬂy described as:
• Observe the overall meteorite impact ﬂux, their production functions and sat-
uration equilibriums of the investigated planet in order to derive an average
maturation index of the regolith.
• Look at the products of the primary fresh craters which are known to exhibit
power-law behaviour and derive the average probability of fragmentation from
these highly energetic large scale impacts.
• Accordingly, apply the NB with the inferred maturation index value and prob-
ability of fragmentation to obtain the upper scale behaviour of the PSD.
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• Finally, include the smaller size regime datasets observed by Optical, Atomic
Force and Scanning Electron Microscopy data to infer the comminution limit
via the inverse Boltzmann distribution.
The extension is based on our developed NB model distribution which naturally
extends at the magnitudinal scales at which current data does not exist due to the
lack of scientiﬁc instruments capturing the populations at these data absent scales.
The model is continuously built upon the notion of cumulative mass distributions
and exploits a notable inherent property which they possess; we have observed that
the cumulative mass of particles below a certain size, although it cannot be directly
determined can be potentially estimated under the constraint of preserving the ex-
pected slope of the distribution. We have examined this behaviour earlier in Chapter
3 for truncated power laws. Similarly, a truncated continuous NB can also be treated
in such a manner to provide information such as the missing mass due to both in-
strument resolution limits and the increasing occlusion of one particle by another at
decreasing length.
It is important to note that data on the left size spectrum do not allow much
room for improvement as the missing mass is miniscule, deducing the shape to be
ﬁnal attributed to the comminution limit. Furthermore, the clay particle regime of
a Particle Size Distribution (PSD) is often characterised by a fractal dimension of
zero (Bittelli et al., 1999 [25]). However, such statistics do not necessarily indicate a
presence of past or current clay formation but rather a rapidly decaying population
of particle sizes approaching the comminution limit and a deﬁciency of energetic
processes at the microscopic scale.
Taking the above into account, ﬁnding a global PSD is indeed a very complex task.
7.1. CONSTRUCTING A PSD FOR A PLANETARY REGOLITH 181
This is due to the mere fact that Moon and Itokawa with Mars being a particular
case, do not simply possess a single evolutionary process of regolith formation. These
bodies simply cannot be viewed as a grinding environment where the parameters
are within controllable boundaries but rather various processes are simultaneously in
place. We believe that a NB evolution model can be a perfect candidate to predict
a global PSD due to the power of the maturity index and the incorporated mineral
hardening eﬀect. Nonetheless, complications do still arise as to what is the average
maturity index of the martian regolith? How do we deal with the essentially diﬀerent
maturation indices potentially found at the diﬀerent depths of the regolith? With
the aid of our spatial and temporal dependent model of particle size evolution in a
continuous fracturing environment, we have been able to describe the Martian, Lunar
and Itokawa PSD based on the data available so far. This explanation is fully justiﬁed
on a physical basis and the next sections investigate possible answers to the above
questions..
7.1.2 Production Functions and Maturity Index Relationship
The value of the maturation index corresponds to the number of episodic fragmen-
tation events that have occurred in a particle population. Although in the previous
chapter we concentrated on the continuous properties of the maturation index, in
considering planetary regolith formation we return to the starting deﬁnition of the
maturation index. The key parameter therefore, is how many times has it been re-
worked.
The best approach providing this value lies in the elegant work of production
function curves of meteorite cratering, as shown in Figure 7.1 [173]. The production
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functions represent the areal density of craters below a certain size for a given age of
the planetary surface.
ൎ
Figure 7.1: Figure depicts the production functions using the impact ﬂux by Ivanov
(2001) [174], isochron systems by Hartmann (2002) and the chronology
by Hartmann and Neukum (2001) [173]. Solid lines provide the satura-
tion equilibrium and marks divisions between Amazonian, Hesperian, and
Noachian eras. The intersections at various crater diameters allows us to
approximately estimate the average depths at speciﬁc maturation indices.
Adapted from [175].
Assuming a suﬃcient number of craters below a certain size exists, the entire sur-
face of the planet will be cratered such that for every new crater formed, a similar-sized
older one disappears. This derived relationship is known as the saturation equilib-
rium represented by a straight line on the Figure 7.1. Any further bombardment
on a saturated cratered terrain will not alter crater numbers as they level oﬀ with
time (see reviews in Melosh (1989) [176]). A laboratory experiment demonstrating
this equilibrium was performed by Gault (1970) [177], with the time-lapse sequence
of the impact progression shown in Figure 7.2. As the ratio between the crater size
and the depth of excavation has been established by previous studies, the saturation
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curve can be used to establish the depth of regolith that has experienced at least one
impact, which we can relate to a maturation index of t = 1.
The excavated regolith depth Rdc is related to the apparent crater diameter dc,
being an average of Rdc ∼ 0.1× dc. In contrast, the ﬁnal apparent depth of a crater
holds a relationship ∼ 0.2 × dc for typical simple and primary craters [178], [179],
although the relationship transitions sharply downwards above a threshold size of
dc > 15 km and ranges between ∼ 0.01 and ∼ 0.1 [180]. Using the saturation curves
of the production function to extract relationships between the crater size, excavated
regolith depth and the age of the planetary surface, enables us to estimate a lower
limit for the maturity function.
Generally, impact studies estimate the ejecta size distribution to follow a matu-
ration t = 1, i.e. fractal. However, impact cratering fractures beyond the excavated
depth from which ejecta originated from due to the complex processes that occur in
extremely short periods of time. Therefore, the impact products are not only limited
to the excavated constituents but the impact’s chain reaction expands radially within
the regolith surrounding the crater where the energy also dissipates [176].
The impact mechanism comprises of rock displacement up to three times the ex-
cavated depth, including deformed rocks and impact breccias, with the addition of
melt consummating by the explosive power of larger impacts [181]. Products such as
melts and breccias reduce the maturation index since they reverse fragmentation, in
contrast to the extended fracturing beyond the crater limits which increases matu-
ration. This studies the regolith maturity variation based on the continuous impact
re-fragmentation and their excavated depths thus providing a global lower limit. It
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is therefore expected that the maturity index would be higher, however not substan-
tially greater due to the conﬂicting undergoing processes which induce some degree
of reversal of the maturation.
For a given age in the chronology of the planetary surface, the saturation curve
quantiﬁes the crater density NC(dc) at a maturation index of t1(dc) = 1 and crater
diameter dc. Hence for other crater sizes, the maturation index is given by tn(dc) =
Nc(dc)
Nc(ds)
, where Nc(ds) is the crater density at the saturation.
Figure 7.2: Lab demonstration for the time progression of quartz sand impacted by
diﬀerent size projectiles. The surface changes dramatically in the ﬁrst
stages but reaches saturation equilibrium approximately in the midway
of its evolution. The crater population is thus almost constant at the
latter impact stages. Credit: From Gault (1970) [177].
In considering the ensemble fractal dynamics of the dominating impacts, the pro-
gression of a planets internal structure evolves according to its bombardment history
provided by these production functions. A qualitative visualisation of the evolution
for the layer intersection variation with depth is depicted in Figure 7.3.
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Figure 7.3: Evolution of regolith structure with depth and progressive impact. This
results in an inverse time proportionality between regolith depth and par-
ticle population maturity. Credit: Block graphics fromWilford 2011 [182].
To quantify the regolith maturity evolution, the method is construed by ﬁrstly
acquiring the data points at which t1 = 1 occurs and ﬁnding the number of craters Nc
normalised to a unit area/km2 at the saturation equilibrium. The maturation index
is then equal to tn =
Nc
t1
which is estimated by extending the production function
curves at the various diameters and chronological order. By applying this approach,
we readily obtain the plot in Figure 7.4.
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Figure 7.4: Maturation Index t against regolith depth inferred by the relationship of
crater diameters.
Consequently, the variation of regolith depth with cratering age can be extracted
and promptly composed in the plot of Figure 7.5.
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Figure 7.5: Regolith depth variability with absolute resurfacing ages, with the dotted
line representing the fractal boundary condition between fragmentation
states.
As t = 1 represents the minimal single impact that will fragment the bedrock, the
corresponding curve in Figure 7.5 represents the maximum penetration of meteorite
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fragmentation into the planet. Under the assumptions of a our model we are therefore
able to produce for the ﬁrst time an estimation of the martian regolith variation with
depth and surface age.
7.1.2.1 Expected Regolith Variation and its Visualisation
Within statistical age uncertainties, studies by Neukum et al. (2010) [183] indicate
an average absolute age of the resurfacing processes of Mars to be in the vicinity of
∼ 3.5 Gy. Taking this value as a crude approximation, we may estimate the variation
of maturation index with regolith depth accordingly and this is plotted in Figure 7.6.
0
10
20
30
40
50
60
70
80
90
43.531
1
2
4
Surface age (Gyr) 
D
ep
th
 (
m
) 
t 
y = 221.62x-1.842 
R2 = 0.9996 
0
2
4
6
8
10
12
0 10 20 30 40
M
A
tu
ra
ti
on
 I
nd
ex
 t
 
Regolith Depth (m) 
Figure 7.6: These two plots indicate the expected lower limit for the maturation index
t with depth variation at 3.5 Gyr.
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For vertical sampling at a speciﬁc location on the planet we might expect the
maturation index to step change at some distance below the surface while near surface
mixing from both multiple meteorite impacts and aeolian processes will tend to smear
out any abrupt transition. Thus, the maturation is expected to change dramatically
in continuous layers at greater depths towards the intact and fractured crust at the
bottom, conversely to the smooth transition near the surface. A sketch and a 3D
illustration are provided in Figures 7.7 & 7.8 depicting maturity transitions.
 
̱
̱
̱
̱
̱
Figure 7.7: A very basic sketch of the variation of maturation index and regolith
depth.
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Figure 7.8: The variation of a planetary surface’s regolith structure and depth, colour
coded by transitions to lower maturity down to a fractured bedrock.
The estimation of an average t¯A of the Martian regolith layers may thus be inferred
according to the variation depicted in Figure 7.6 and is taken to be the mean, t¯A ∼
3. Consequently, the global Martian PSD constitutes the diﬀerent data segments
which follow a piecewise tailoring method, such that a maturation around ∼ 3 and a
probability p obtained from 2.3 ≤ DF < 3 is achieved, as expected by the dominant
fragmentation mechanism of meteorite impacts. The next section describes how the
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PSD can be constructed and further tailored to meet the requirements set by t and
p.
7.1.2.2 Impact Fracturing Probability
One of the two critical parameters of the NB model is the probability of fragmentation
p, which is known to generally increase with the energy threshold. There is an energy
threshold criterion which allows the material to be fragmented or damaged, depending
whether the parent material has been subjected to suﬃcient energy. Once above that
threshold, the corresponding minimum p induced will increase accordingly to the
energy producing a power law of a wide length scale [4]. Perfect et al. (1991) [184]
observed that energy injection can be the best predictor for the probability of failure.
It is an expected outcome; increased energy inputs allow for a more complex fractal
crack tree to be propagated and a larger amount of ﬁnes to be produced with less
larger rocks, eﬀectively ‘tilting’ the power-law. Similarly, Je´brak (2002) [185] studied
breccia formation and determined the slope of the power-law to be a function of the
energy input, increasing for higher energy brecciation processes.
In order to obtain an average fracturing probability, we observe the ejecta of rela-
tively fresh primary craters. Since the critical energy threshold Ec is unquestionably
exceeded by the impacts, the ejecta are expected to be distributed as a power-law
[99]. Hence, the slope is thus expected to vary within the observed values of such
highly energetic impacts 2.3 ≤ DF < 3 [4].
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7.2 Particle Size Distributions Inferred from Crater Data
Craters produced by major geological processes are undoubtedly the oldest preserved
artifacts in non-terrestrial terrains such as on the Moon and Mars. Using our regolith
evolution model constructed by the Negative Binomial and its maturity index, we
have shown that craters can be an indicator not only for the Martian and Lunar
Regolith PSD (and potentially other bodies not studied here), but also the depth
structure. Due to the importance of regolith depths in celestial solid bodies, there
have been a few studies on the quest to a good estimate. Most notable are the recent
papers by Wilcox et al. (2005) [186] and Hartmann et al. (2006) [187] where they
suggested that regolith depth can be determined by the quantity of boulders about
the crater. In addition, a good understanding of size distributions, primarily of the
blocky ejecta from impact cratering, brings great implications to the selection of safe
landing sites on both the Moon and Mars [188][189].
7.2.1 Blocky Craters on Mars
Dutro et al. [190] has deﬁned boulders to be fragmented rocks of diameter d > 25.6cm
irrespective of the birth mechanism. Therefore, all apparent rocks evident in the
HiRise (High Resolution Imaging Science Experiment) images are considered to be in
the category of boulders, as the minimum resolution is 25 cm per pixel. Measuring
boulder counts near the resolution limit produces very steep slopes in PSD plots which
lead to inaccuracies in the exact slope estimation and hence, the fractal dimensions
of the PSD. This will occur at any scale and similar behaviour has been noted by
many authors which they have identiﬁed as a roll-oﬀ eﬀect induced by the resolution
limit [191][192].
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Figure 7.9: Open Circles: Phoenix data reproduced from Golombek et al. [171].
Filled Circles: Data with added mass emphasising the tremendous eﬀect
of truncation due to the resolution limit eﬀect.
7.2.2 Resolution Limit and the Optimised Truncation Point
Most samples derived from geological processes, which commonly exhibit power-law
behaviour, are truncated at the small scale not only due to resolution limit problems,
but also due to the particle overlap amongst other factors [193]. In order to acquire a
reasonable estimate, we have developed an algorithm which determines the best ﬁt to
a Negative Binomial (NB) and deﬁnes the Optimised Truncation Point (OTP). The
solution is recovered by taking a truncation at a point which optimises the involved
parameters, and thus the correlation, by minimising the summed square of residuals
using non-linear least squares analysis. The NB is thus given in truncated form,
as shown in Equation (4.45) of Chapter 4, p. 104. For example, application on
Golombek’s et al. (2012) data on the Phoenix site rocks, provides the truncation
point from which the missing mass may be estimated, as presented in Figure 7.9.
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The OTP quantiﬁes the minimum size at which the eﬀect of the resolution limit,
overlapping of particles and other problematic factors is no longer signiﬁcant. Below
this critical size, these factors introduce complexities to the statistical properties
which may vary; the most important being the resolution limit which precipitates
increasing boulder abundance omissions with decreasing size. These omissions suggest
a breakdown of the NB model and necessitate a truncated form. The OTP indicates
this speciﬁc point at which the natural expectation of a NB fragmentation model
fails, even with the mineral hardening ramiﬁcation, and suggests the inclusion of
these uncontrolled eﬀects.
Other contributors include the eﬀects due to hidden or accumulated smaller rocks
in a pile, miscalculated volume estimation because of buried or extreme shapes of rocks
and the near disappearance of smaller rocks due to weathering [194]. In addition, as
a result of ﬁnite resolution, discretisation errors and artifacts are introduced near
the resolution limit which causes areas that are essentially diﬀerent in reality, to
appear both qualitatively and quantitatively the same in an image. Overall, the
eﬀect produces a declination towards a slope of three and below, in cumulative mass
approach, or zero, in number frequency approach, approaching to a saturation line.
These slopes statistically indicate that the observer begins to estimate equal numbers
of larger and smaller boulders which suggests extreme underestimation of increasingly
smaller boulders.
We have taken similar steps for the pre-processing of the images as mentioned
by Golombek et al. [171] in order to capture the best estimates for the boulder
size-frequencies. These include deconvolution techniques and manual editing of the
segmented pictures to remove non-rock cast shadows. After estimating the observed
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distribution, the OTP algorithm predicts the diameter of rocks at which no resolution
or other eﬀects are in place in the apparent scene. We thus expect these rocks to be
the boulder ejecta of the originating primary impact, lying there and eroding through
the ages at an extremely slow rate.
7.2.2.1 OTP Example and the Near Resolution Limit Eﬀects on Itokawa
Regolith
As a consequence to the factors above, we do not expect the truncation point of the
distribution to be exactly at the inherent resolution of the image, but rather at a
multiple of it. Similarly, on the studies for the impact history of Eros, Chapman et
al. (2002) [195], found a multiple of the resolution limit at which they could achieve
completeness of the data and omitted counts below that size. This size eﬀect is
inevitably evident at any size scale.
A brief analysis of two recent publications on Itokawa Regolith will be given to
illustrate the eﬀects of near resolution limit eﬀects and the OTP algorithm. For ex-
ample, in the published article by Tsuchiyama et al. (2011) [192] in Science which
studied the PSD of Itokawa regolith ≤ 32 microns returned by the Hayabusa space-
craft, they found a transition occurring at ≤ 5 μ over a decade. A saturation at
a slope of zero (DF = 0) was quickly reached and the authors have attributed the
eﬀect to the selective pickup of larger particles. On the same sample returned by the
spacecraft, a study was done by Nakamura et al. (2012) [85] where a PSD of 914
randomly chosen adhered particles on larger grains was given (these particles are still
a representative of the regolith surface [85]). Their PSD ranges from approximately
100 nm to 5 μ, and an apparent transition occurs at 1 μ which they have attributed
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to the under-representation of particles due to their size. However, the slope in the
former article ≥ 5 μ and on the latter 1μ ≤ d ≤ 5μ is on agreement which deems an
apparent truncation limit on [192] at around 5μ. The transition observed by Naka-
mura et al. (2012) [85] could however be due to a combination of the resolution and
comminution limit eﬀect. Indeed, even though the reasons for the above limits might
be diﬀerent at this size regime, our algorithm still provides the correct truncation
results and the optimised point.
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Figure 7.10: Itokawa returned regolith sample, measured by two distinct approaches
with diﬀerent resolution limits. The progressive roll-oﬀ at both is appar-
ent, with the problematic point estimated by the OTP algorithm in order
to stich-tailor the two distributions. Similar behaviour was observed in
our simulated results with overlapping particles, eﬀectively worsening
the resolution limit and shown in Figure 3.17.
An illustrative plot below depicts a pure the truncation eﬀect below a certain size
of a power law, which imitates the eﬀect of the resolution limit only.
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Figure 7.11: Resolution Limit eﬀect on a power-law distributed population.
7.3 The Particle Size Distribution of Mars
The ﬁrst and most fascinatingly important distribution we shall be looking at is the
Martian PSD. The main preassumption taken in this chapter is that no sorting or
similar size-dependent processes are present at the speciﬁc sites at the respective
size scales which aid in the PSD construction. The PSD of the martian surface
has only been observed from the intermediate length scale of a few millimeters and
upwards until the era of the Phoenix Lander. The lander was able to return over
one thousand optical microscope (OM) images and nearly one hundred atomic-force-
microscope (AFM) scans during its lifetime which gave us the most detailed look at
the surface of the planet so far (Hecht et al., 2008 [196], Herkenhoﬀ et al., 2004 [197]).
In order to achieve a complete PSD, we need to ﬁrst collect the distributions
available thus far from the literature and extract others from images available to ﬁll
in the missing gaps. A schematic showing the range of scales spanning over a few
decades from which we attempt to obtain a PSD is illustrated in Figure 7.12.
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Figure 7.12: The diﬀerent magnitudes of scale which may constitute a global PSD.
For example, (Golombek et al., 2012 [171]) published a collection of the rock
distributions of the landing sites from the several missions to Mars. The distributions
span from about 0.04 m to just above 1 m. Pike et al., (2011) [43] provided the
cumulative mass plots from 100 nm to 200 μm which they ﬁtted data of OM and
AFM via two cascaded power laws, following the work of (Turcotte, 1986 [4]) and
(Bittelli et al., 1999 [25]). Recently, the area where the Mars Science Laboratory
(MSL) rover Curiosity landed, although geographically disparate, has been suggested
to be very similar to the Phoenix Site [198]. Consequently, we will be attempting
to acquire the distribution from Curiosity’s MAHLI (Mars Hand Lens Imager) to
obtain a further distribution to ﬁll possible length scales. Additionally, we will be
investigating the surrounding areas of Phoenix site to infer their distributions and
endeavour in ﬁnalising a complete realisation for the PSD of the Phoenix Site.
A very important note to be made here is on the diﬀerent geologic processes
that have been operating at the Phoenix and Curiosity sites. In contrast to the
latter, Phoenix’s site has undergone cryoturbation which mixes materials from the
upper maturity layers of the regolith due to the cyclical freezing and thawing. There
appears to be clustering and a visual abundance of rock along polygonal troughs
[199]. However, the critical question is whether the cryoturbation process removes
rocks below a critical size which could result in a size-dependent sorting. Despite
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the translational movement due to soil’s thermal contraction and expansion, the rock
size distribution evidently follows a power-law with a single shallow slope as we will
be seeing further below. The power-law observation at both Curiosity’s site and
Phoenix indicate a single process dominating their size formation (but not their lateral
translation). Due to mono-fractality and an observed fractal dimension D > 2 at both
sites, fragmentation appears to be the dominant process. The continuum evidenced
further below between Phoenix and Curiosity data merely conﬁrm this observation.
7.3.1 Phoenix Site Data
We ﬁrstly observe the boulders which were estimated as cumulative number distri-
butions via image segmentation of shadows in the vincinity of the HiRise image of
the Phoenix Lander’s site (see Figure 7.13). Additionally, we add Golombek’s et
al. (2012) [171] data as a follow-up downwards the multi-scale (see Figure 7.14). If
each segment ignores the mass below the smallest size observable, a truncation is
eminent due to this missing mass and is ﬁxed by introducing the next segment and
subsequently adding its proportion to achieve a smooth transition.
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Figure 7.13: Part of Phoenix site shown with shadow detection in the boxed area
(subarea of PSP˙008644˙2485˙RED).
yXyyR
yXyR
yXR
R
yXyR R
*
mK
mH
i
Bp
2g
o
QH
mK
2g
6
`
+i
BQ
M
g.BK2i2`gUKV
:QHQK#2Fg2igHX
miQKi2/g
a?/Qrg.2i2+iBQM
yXR
Figure 7.14: The shadow detected values converted to true radii with correction to
angles. The smaller scale are data acquired by Golombek et al. (2012).
Once again, the truncating eﬀect of ‘missing mass’ is remarkably appar-
ent.
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7.3.2 Curiosity Site Data
To introduce a PSD from MAHLI’s observation, we process the image shown above
in Figure 7.15. The particular image has no apparent process of sorting taking place
which makes it a perfect candidate due to the similarities of the Phoenix site which is
shown in Figure 7.16 as a reference for comparison. Although an order of magnitude
diﬀerence in scale, the similarities from Curiosity’s MAHLI picture of Figure 7.15 are
striking.
Image segmentation is done both manually and automatically by shadow detec-
tion, similarly to the steps thoroughly described by Golombek et al. (2012) [171] and
with deconvolution being a critical step, to conﬁrm the distribution. An example of
manually segmented part by ellipses is shown the extended box of Figure 7.15.
Following the two above segments, Curiosity’s PSD fortuitously carries the right
resolution to smoothly ﬁll in a further size segment. Although MAHLI is capable of
capturing particles as small as 12.5 μm, the highest resolution image was only returned
back recently by part of a test image in October 2013, at 14 μm. Previously, images
were of the order of 16 - 17 μm pixel and commonly within 20 - 35 μm pixels [200].
However, there were unfortunately no other potential image candidates to further ﬁll
any gaps up to the Phoenix’s OM data.
7.3.3 Final Phoenix Site Size Distribution
Finalising the inclusion of the above data, we obtain an almost complete size distri-
bution for the Phoenix based on an average maturation index of t ≈ 3 at ∼ 3.5 Gy
resurfacing age and a probability of fragmentation obtained from the nearby impact
boulders and Golombek et al. (2012) [171] data based on the Optimised Truncation
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Figure 7.15: MAHLI captured this image on the 33rd Martian day rover’s mis-
sion (Sept. 8, 2012). True dimensions are 86 centimeters width with
the largest particle approximately 8cm. Image Credit: NASA/JPL-
Caltech/Malin Space Science Systems.
Figure 7.16: Phoenix site captured by the robotic arm camera on Sol 15 (June 9,
2008). Image credit: NASA/JPL-Caltech/University of Arizona/Texas
AM University.
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Point algorithm, at p ≈ 0.79. The OTP algorithm informs us of the roll-oﬀ point due
to the resolution limit, and thus allows for a continuity in the distribution similar
to the Itokawa example previously. In order to replicate the behavior exhibited by
the ‘size-eﬀect’ and the approaching of the comminution limit, the Boltzmann like
model (described in Chapter 6) is introduced as a probability variation across the
scales, shown in Equation (7.1). The ﬁnal representation is shown below in Figure
7.17, while further below an exclusion of this model proves the invalidity of ignoring
strength laws due to the size eﬀect phenomenon (Figure 7.18).
The complete PSD exhibits some interesting attributes, following the physical
laws that dominate it. For example, notice how once the NB approaches 10 μm
(very common to brittle materials [162]), a soft truncation kicks in with the ﬁnal
cut-oﬀ at the true grinding limit shutting oﬀ any fragmentation processes. The steep
transition is also due to the presence of an atmosphere which in turns contributes
to the absence of high-velocity micrometeorite impacts on Mars [201]. Additionally,
this is also evidence of the low energetic events at these small scales since ﬁnes below
< 10 μm cannot exhibit saltation but instead pass into steady suspension [202].
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Figure 7.17: The ﬁnal Phoenix Site PSD, constructed by the various data from diﬀer-
ent missions and assumed to be an average global accordingly to derived
NB parameters.
The probability failure model used to predict the size eﬀect when approaching the
comminution limit is described by,
Pf = po exp
(
− 1
m
rmin
r
)
, (7.1)
where po is the initial fracture probability of the largest scales which are unaﬀected
by the size eﬀect. The material’s comminution limit diameter is rmin with r being the
diameter under observation. The parameter m is a dimensionless shape parameter
describing the ﬂuctuation of strength and the homogeneity of incipient ﬂaws to size
dispersion. The values of rmin = 0.087μm and m = 4.6.
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Figure 7.18: Phoenix PSD with a NB ﬁt without a Boltzmann survival model.
A typical Boltzmann probability survival distribution varying accordingly to the
ﬂaw population and particle strength is depicted below in Figure 7.19.
Figure 7.19: The probability of fragmentation varying with diameter size through a
Boltzmann like distribution following the physical strength increase of
small particles.
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7.4 The Particle Size Distribution of Moon
The lunar size distribution is of particular interest due to its simpler and more pre-
dictable dynamic environment, implying a rather more straightforward application of
the NB approach. Park et al. (2008) [52] in an attempt to characterise the toxico-
logical studies of the lunar dust, analysed returned Apollo 11 (10084) and 17 (70051)
samples with scanning electron microscopy and determined the PSD from 0.1 μm up
to 20 μm. It was suggested that the 10084 sample’s PSD was typical for most mature
lunar soils. Cooper et al. (2010) [203] recently investigated new methods of deducing
the lunar soil PSD up to 1 mm using laser diﬀraction techniques and published data
of Apollo 11 (10084) sample again, with a slight overlap to Park’s work. We have
accumulated the two PSDs and tailored them accordingly populating the lower size
regime of the global Lunar PSD.
In order to accrue further segments, we obtained data from Spudis and Baloga
(2012) [204] which published inferred lunar boulder distributions in the centimeter
range from 10 cm to just over 1m. A further size regime up to 10m was also published
by Baloga et al. (2012) [205]. A ﬁnal representation using our PSD tailoring method
is shown in Figure 7.20.
The parameters used in the Boltzmann like function are for m = 4, where this
lower number than the Martian one could indicate the larger variability of ﬂaws due
to sputtering by spallation and implantation. This process of ion implantation in
particles induces a higher number of point defects [206] which can evolve into clusters
and extended defects [207], reducing the strength and thus the comminution limit
which has been found to be rminMoon = 31nm where rminMars = 87nm. Furthermore,
this lower value may indicate the higher degree of fragility as a result of the extreme
7.4. THE PARTICLE SIZE DISTRIBUTION OF MOON 206
Diameter (μm)
C
u
m
u
la
ti
ve
V
o
lu
m
e
F
ra
ct
io
n
1e− 14
1e− 12
1e− 10
1e− 08
1e− 06
0.0001
0.01
1
0.01 1 100 10000 1000000 100000000
Park et al. 2008
B.L Cooper et al. 2010
Spudis and Baloga 2012
Baloga et al. 2012
NB Fit, t = 3.5, p = 0.81
Figure 7.20: Lunar global PSD with a NB ﬁt constructed by the various data available
and assumed to be an average global.
temperature changes that the lunar surface undergoes, with thermal compaction and
expansion taking place.
Even though the Martian surface is undergoing aeolian processes, the slightly
higher maturation index t = 3.5 of the Moon compared to the Martian value of three
is to expected as the impacts on the Moon are more energetic due to the absence of an
atmosphere and dig the surface at a deeper level [175]. In addition, rmin on the moon is
smaller than the Martian limit due to the highly energetic impacts of micrometeorites
easily fragmenting smaller particles (also weaker due to the presence of agglutinates -
glassy breccias), where as on Mars there is an absence of such energetic events below
50μm which aeolian processes stop being signiﬁcantly inﬂuential due to the smaller
mechanical momentum of the particles [56].
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7.5 The Particle Size Distribution of Itokawa
The Hayabusa mission by the Japan Aerospace Exploration Agency (JAXA) was
completed in 2010 with the re-entry of the unmanned spacecraft back into Earth.
However, its sample return was considered to be a partial success as it was originally
planned to return several hundred milligrams in contrast to the 1500 grains returned.
It eﬀectively established the ﬁrst ever sample return from an asteroid with Science
journal devoting a series of six publications to the research ﬁndings of the dust [208].
Sample returns carry great implications with the provision of an insight into the
solar system’s evolution. Due to this importance of asteroids, JAXA is planning on
a Hayabusa 2 mission with a sample return from asteroid (162173) 1999 JU3 [209].
Itokawa is considered to be an aggregation of impacted parts of a once larger asteroid
which was catastrophically fragmented [210]. The age of the regolith returned is
estimated to be around eight million years and it is speculated that regolith loss is
continuously cast oﬀ accelerating towards a rather relatively short lifetime for Itokawa
[211].
Due to the continuous loss of surface materials and the short residence time,
Itokawa’s relatively very young age ∼ 75 million years and that fact the surface is
mostly accumulatives of an earlier impact, Itokawa’s surface is not expected to have
undergone a high degree of global fragmentation in order to increase it’s maturation
index since the original impact. In addition, the surface loses material of the top
layers and thus exposes lower maturity regolith. As such, we expect a maturation
index of slightly above t ∼ 1. The global tailored PSD in Figure 7.21 reaﬃrms the
above ﬁndings.
With the aid of the sample returns from Itokawa, observed boulder distributions
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and relative estimated age of its surface, we can derive a global PSD. The PSD is
deﬁnitely assumed to be global due to the small dimensions of this asteroid (535 ×
294 × 209 m [212]) and is depicted in Figure 7.21. The low maturity ascertains the
bulky nature of relatively shallow depth of Itokawa’s regolith. This can also be seen
by comparing the mass fraction retained in the larger scales of Itokawa compares to
Mars and Moon global PSDs.
Figure 7.21: The Itokawa regolith described the NB ﬁt at t ≈ 1.2 with the other
parameters set similar to the moon’s.
7.5.1 Synthesis of Martian Regolith Based on Negative Binomial
It is possible to generate random variables of a Negative binomial origin by a dis-
crete event simulation with a maturation index parameter that discretely varies with
regolith depth. This can be achieved by considering that a NB is the sum of t in-
dependent geometric distributions. Thus, since we have already introduced how to
generate a geometrically distributed random variable (formed as a power-law) earlier
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in Chapter 3, a synthesised population can be generated for a NB at discrete t as the
sum of the geometric random variables, with an example shown in 7.22(a).
(a) Maturity Index t = 1 (b) Maturity Index t = 2
Figure 7.22: Digital soil synthesis of a discrete Negative Binomial distribution.
7.6 Conclusion
The NB model was validated in the previous chapter and this chapter further applied
it to planetary surfaces to obtain a global PSD over several decades for Mars, Moon
and Itokawa based on the maturation observed from meteorite impact ﬂuxes and
chronology. Linking this to the formation processes due to meteorite impacts allows an
estimation of the regolith thickness and maturation at various depths on a planetary
surface.
Furthermore, the parameter values of the model describing the ‘size-eﬀect’ are
consistent with general values of brittle materials and the diﬀerent energetic regimes
apparent on the three bodies studied. In addition, an optimised truncation point
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algorithm has been introduced aiding to the above which predicts the resolution
limit caused by the combination of the instrument’s resolution limit and the overlap-
ping/covered fragments, which are inevitably excluded.
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Chapter 8
Application to Drilling
8.1 General
8.1.1 Introduction
Drilling in extreme environments has always been of great interest due to both its
complexity of the engineering required and the unique science it might reveal. Even
with the current technological advances, the task of drilling on other planets is not
simple. It is hoped that through research, the present extremities will be disregarded
and characterised as simple instead in the near future.
Been the closest celestial body to humans, the Moon has also been the ﬁrst to be
extensively studied. Similarly, it was at this unearthly environment where exploration
ﬁrstly commenced and saw the foremost attempt of drilling to its outer surface accom-
plished by Apollo 15’s crew, Dave Scott and Jim Irwin, using rotary drill cores [213].
The Apollo Lunar and Surface Drill (ALSD) operated by the astronauts had two ma-
jor objectives; ﬁrstly the acquirement of continuous regolith cores and secondly, the
deployment of heat ﬂow probes [214]. Subsequent successful drilling attempts were
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made at Apollo 16 and 17 sites with a maximum depth of 2.986 meters [10] where
at these sites, the estimated regolith depth did not exceed a total of 20 meters [215].
Drill core samples have been able to provide enough data to scientists to deduce the
maturation of Lunar regolith and distinguish diﬀerent layers. Additionally, an under-
standing of the geological history of its formation is possible through such samples
[10].
The recently landed rover, Mars Curiosity, comprises of a robotic arm with a
percussion drill and established the ﬁrst ever historic drilling on the surface of Mars
during the preparatory mini-drill in February 2013. However, the instrument can only
bore a hole of a 1.6 cm diameter and up to 5 cm deep [216] and deliver powdered rock
and soil samples to SAM or CheMin on-board laboratories for analyses [217] [218].
In 2016, a new NASA Discovery Program mission is expected to take place with
a lander to monitor geophysical activities at the surface of Mars (see Figure 8.1).
It comes by the name InSight which stands for Interior Exploration using Seismic
Investigations, Geodesy and Heat Transport. The two main instruments will be
HP3 (Heat Flow and Physical Properties Package) and SEIS (Seismic Experiment
for Interior Structure). The HP3 device has an automated hammering “mole” that
percussively self-burrows up to a maximum potential depth of 5m, with a mission
success criterion of 3m. This upcoming mission is thus 100 times more ambitious
than what Curiosity is able to achieve [219].
8.1. GENERAL 213
Figure 8.1: An artist’s impression of the InSight Lander and its Heat Flow Probe
which has self-penetrated the regolith. Image: NASA/JPL
In the upcoming sections we will provide details of the drilling modelling as a
stochastic process thus estimating the probability of success as required by the mission
at various depths. We will also provide comparisons based on diﬀerent scenarios.
8.1.1.1 Brief Synopsis of Past Models
Despite the remarkable visual diﬀerences between the Martian and Lunar regoliths
on the medium- to macro-scale, the mineralogical composition of the two soils is
staggeringly similar [220]. However, it is known that the moon’s regolith has been and
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is currently being extensively comminuted due to the ceaseless surface weathering of
very high velocity impacts from meteorites at all length scales (dominantly by micro-
meteorites) due to the absence of a protective atmosphere [23]. It is therefore expected
to be more mature and ﬁner than the Martian regolith, alongside other diﬀerences
such as higher angularity and denser packing [220]. This has a deﬁnite eﬀect on the
regolith depth and average grain size. When comparing the global average thickness
of the regolith on the Moon and Mars, one might expect to ﬁnd that the Lunar
regolith has a greater depth of ﬁner particles. As such, the moon might appear to
be a lower risk target for a mole approach with the past successful drills conﬁrming
the extremely low probability of failure. Although there are other parameters which
aﬀect the mole’s success such as the variation of density, particle angularity and low
pressure, this chapter purely deals on the dominant eﬀect caused by the variation of
a particle size distribution.
Carrier (2005) [221] has described the current drilling success models used for the
lunar regolith. The models are each derived through the aid of diﬀerent scenarios and
assumptions. We shall brieﬂy introduce these models and then provide our own with
validation via real synthesised data.
Carrier takes as an example the Apollo drill core which had a 20mm diameter.
The rocks that will potentially stop the drilling process are double the drill size, i.e.
40mm in diameter. To estimate the weight percentage of rocks greater than 40mm, he
accumulated all the PSD data from the several missions and diﬀerent sites as shown in
Figure 8.2. Using this average PSD plot, he estimates that the hazardous rocks above
40mm constitute 0.03% of the average total weight of lunar soil. Converting this to
volume, and under the assumption of a constant density of 1.7g/cm, the estimated
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percentage is 0.017%. Therefore, a bucket of 0.2m3 would contain at at most one
hazardous particle. The probability of hitting such a rock in a 1m drilling distance
would then be
Pr(hazardous rock > 40 mm | 1 m depth) = drill area
surface area covering 0.2m3
. (8.1)
Figure 8.2: The PSD plot shows all the data accumulated from the diﬀerent lunar
missions. The middle blue line is the total average and the other are the
± standard deviations. Original ﬁgure [222].
Carrier also investigated other solutions to the problem by considering the suc-
cessful drilling activities of Apollo 15, 16 and 17. The crew additively drilled a total
of 7 m depth without a hazardous encounter. By taking p as the probability of a
catastrophic encounter and the probabilistic nature of half-life r1/2 = 0.5, the total
probability of success is, according to the binomial distribution,
Pr (success) => (1− p)7 = r1/2 => p = 0.09. (8.2)
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Of course, r is quite vague and one may assume diﬀerent probabilistic scenarios of
luckiness.
The third model takes into consideration the manually-driven core tubes which
again did not encounter a hazardous particle. Assuming an equal diameter to the
diﬀerent cores used, the total additive depth of the missions amounts to a sum of
19m. Using Bayes’ theorem, Carrier estimates a probability of success in one metre
depth to be Pr(success) = 0.95.
8.1.2 Mathematical Derivation of Drilling Process
We begin by deﬁning P (t) as the probability that the drilling core will survive without
a collision a distance t in its vertically downward burrowing of the surface. The initial
and ﬁnal conditions of the process are self-explanatory:
• P (0) = 1, since the probability of surviving before drilling any distance is an
absolute success.
• P (∞) = 0, since the probability of surviving at increasing depths exposes the
core to more and more rocks that inevitably crashes onto.
The two conditions above also deﬁne a probability survival function at its most
elementary form. The collisional probability of the drill passing a small distance
[t, t + τ ] can be described as pdt = λdt and deﬁnes the probability of a catastrophic
collision occurring within the inﬁnitesimal small distance dt and λ is simply the rate
of collision within a unit of distance. This assumption of a ﬁxed value for λ implies a
uniformity of the regolith to be discussed shortly and its value is determined by the
concentration of rocks above the critical threshold size.
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If the rate of collisions λ is known, we can estimate the survival function of the
drill which is provided in distance against probability of success. Assuming we grad-
ually progress n inﬁnitesimal distance steps of τ = dt, a Poisson Process arises by
considering that these steps constitute a binomial distribution which converges to the
Poisson distribution as the number of Bernoulli trials i.e. steps n, converge to inﬁnity.
Using basic binomial statistics and the property of independence, the probability of
succeeding a drill of depth t + τ is equal to the probability of boring a distance t
without a fatal crash multiplied by the probability that there will not be a collision
in the upcoming small step t+ τ . We may therefore rewrite and solve the argument
mathematically as a diﬀerential equation,
P (t+ dt) = P (t)(1− pdt), (8.3a)
P (t+ dt) = P (t)(1− λdt), (8.3b)
P (t) +
dP
dt
dt = P (t)− P (t)λdt, (8.3c)
dP
dt
= −Pλ. (8.3d)
(8.3e)
Solving by integration of the two sides of
dP
P
= −λdt, yields
lnP = −λt+ c, (8.4a)
P (t) = c′e−λt (8.4b)
where c′ is the transformed constant of intergration c, ec. Using the initial conditions
of zero distance P (0) = 1, we can readily estimate the constant c′ = 1. Hence, we
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conclude to our ﬁnal representation for the probability of successfully drilling a unit
distance, assuming that a single collision is fatal,
P (t) = e−λt. (8.5)
8.1.3 Drilling as a Poisson Process
We have identiﬁed the drilling procedure as a continuous-time process and more
speciﬁcally to be representable by the Poisson Process. The above solution represents
the Poisson’s process solution for k = 0 collisions as we will be describing further on
this section. If we are to ﬁnd further collisions, we simply use the Poisson process as
shown in Equation (8.8), further below. The distance between two hazardous rocks
at any given point in a uniform regolith thus follows an exponential distribution with
parameter λ and its value varies accordingly to the distribution function describing
the regolith.
8.1.3.1 Characterisation
Formally, there are two conditions that need to be met before the process can be
mathematically recognised as a Poisson Process [82], which in the context of drilling
characterise:
1. Orderliness (stationary increments inNt): The distribution of the number of col-
lisions occurring in any distance interval depend only on the respective length.
2. Memorylessness (independent increments in Nt): The distribution of the num-
ber of collisions occurring in disjoint distance intervals are independent.
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8.1.3.2 Distance - Homogeneous Poisson Process
In the current model, a necessary assumption is made; the rate parameter λ is kept
constant at the relatively early stages of drilling for simplicity. We will later show
how this limitation can be lifted. Therefore, the following assumptions are presumed
when considering the ﬁrst few layers of regolith:
1. The population of rocky particles is assumed to be relatively uniformly dis-
tributed and no process such as sorting is active at the target site.
2. The porosity is taken to be on average approximately the same.
3. The metallic component, especially due to agglutinates - evident on the moon
only as there are no agglutinates on Mars [223] - is considered to be relatively
the same as an average percentage and its eﬀect is minimal on particles below
the critical particle size.
4. There is no ice at the in-situ drilling site beneath the surface. Ice is deﬁnitely
not expected to be present at the Mars InSight Site and on the Moon it is only
assumed to be found on the polar caps.
The above assumptions necessarily establish the Poisson process to be homoge-
neous. It is essentially a stochastic process and represents, perhaps, the most well-
known Le´vy process - the other being the Brownian motion. In addition, it can also
be regarded as a continuous-time Markov chain. This stochastically continuous-time
counting process is symbolised by {Nt}t≥0 with the rate function {λ(t)}t≥0. Since the
case that interests us is homogeneous in time, the rate function is λ(t) = λ, i.e. a
constant rate.
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The stochastic model eﬀectively depicts a sequence of random events and is char-
acterised by the following relation by which, at a given suﬃciently small time interval
(t, t+ τ ], the probability of encountering an event is
P{N(t+ τ)−N(t) = k} (8.6)
where k represents the number of occurrences.
8.1.3.3 Poisson Process Notation
Note that Poisson processes are usually estimated in time. Here, in our model, time
t represents the continuous distance excavated instead. The number of events N(t+
τ)−N(t) in (t, t+τ ] are simply the collisions occurring within any given unit distance
and merely follow a Poisson Distribution with parameter λτ with a probability mass
function (p.m.f) given by,
f(k, λ) = P(X = k) =
λke−λ
k!
. (8.7)
The Poisson process’s relationship of occurrences within an excavated small dis-
tance τ is thus
P{N(t+ τ)−N(t) = k} = (λτ)
ke−λτ
k!
, k = 0, 1, . . . ,∞. (8.8)
Some important properties to be used here include the free data point at time
t = 0 such that N(0) = 0 and P{N(0) = 0} = 1. Exact values of these parameters
are not known. However, we are able to approximate the rate of collisions parameter
via the regolith evolution and cumulative distribution model, which we will discussing
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further below.
8.1.3.4 Average Free Distance
Since the survival function of 8.5 is essentially a cumulative distribution, we can
obtain the probability density function (p.d.f) by,
f(t) =
dP (t)
d(t)
= e−λtλ. (8.9)
We are able to estimate the mean distance that the drill will be able to travel before
colliding using the expectation of a p.d.f,
x¯ =
∫ ∞
0
f(t)tdt, (8.10a)
=
∫ ∞
0
e−λtλtdt. (8.10b)
Substituting for v = λt and applying integration by parts, yields the deﬁnite integral,
x¯ =
∫ ∞
0
evvdv
λ
=
1
λ
, (8.11)
which is also the average waiting distance between collisions in the Poisson Process.
8.1.3.5 Estimating the Rate of Collisions λ
The vertical movement of the drill core, conveniently requires projected areas of the
rock population in order to ﬁnd blank safe spots to bore. Assuming spherical particles,
we need to estimate the total projected area of the rock population above the critical
size APT>rcrit .
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In order to ﬁnd the total projected area of a volumetric rock population, we head
back to fractal theory. The cumulative number of particles, as has been encountered
numerous times in the thesis and used as the basis for the population synthesis, is
given by,
N(r > R) = cr−DF . (8.12)
The number density (p.d.f) is then immediate and readily obtained by the ﬁrst deriva-
tive,
dN(r > R)
dr
= −cDF r−DF−1. (8.13)
The total projected area of particles above the fatal particle size rcrit, is then the
integral from rcrit up to r, which is taken as the maximum particle size observed,
APT>rcrit =
∫ r
rcrit
−cDF r−DF−1r2dr, (8.14a)
=
−πcDF
2−DF
(
r2−DF − r2−DFcrit
)
. (8.14b)
We then need to ﬁnd the total volume occupied by the whole fractal population.
For sake of simplicity, we ignore the minimum particle size induced by the com-
minution limit, since the added volume only adds a minimal error eﬀect. The total
occupied volume by the whole regolith population we are interested in up to size r
(taken as the maximum particle size again), is then the integral,
VT = −4
3
πcDF
∫ r
0
r−DF−1r3dr, (8.15a)
= − 4πcDF
(9− 3DF )r
3−DF . (8.15b)
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Due to the direct vertical movement of the drill core, the rate of collisions can
then be estimated by ﬁnding the fraction of projected area of hazardous particles on
the total volume occupied by all the particles,
λ =
APT>rcrit
VT
. (8.16)
This powerful result allows estimation for the rate of collision against any arbitrary
particle distribution, even complex, non-fractal ones. The area and volume can be
numerically calculated once the p.d.f of the distribution is known. As such, the
Negative Binomial can directly be applied in the context of drilling to allow variation
on the rate of collision and introduce a non-homogeneous Poisson Process (described
later) to estimate the probability of success, or the number of collisions allowed for
survival.
8.1.3.6 Application to InSight Landing Site
To make a successful drilling, the parameter k which represents the number of colli-
sions needs to be zero. The model is thus simpliﬁed to a simple exponential decay,
P{N(τ)−N(0) = 0} = e−λτ . (8.17)
The model also assumes the presence of a porosity φ which aﬀects λ on Equation
8.16 accordingly as a factor that depends on the fraction that φ occupies. Figures
8.3a and 8.3b below depict a 0.1 m diameter ‘tunnel’ and show the eﬀect of porosity
in successfully drilling a speciﬁc distance without encountering lethal particles.
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(a) No porosity (b) Added porosity
Figure 8.3: A schematic of the drilling process on a tunnel of two hazardous particles
and the diﬀerence of added porosity in the expected distance of success.
8.1.3.7 Validation of Drilling Model
The drilling device of HP3 will be capable of penetrating particles of diameter d ≥ 0.1
m. To validate our drilling theory as a Poisson process and under the criterion required
by Insight, we have developed a model that is solely based on the inverse transform
method and digital synthesis of soil, similarly to what we have described earlier in
Chapter 3. The soil will be synthesised by the inverse transform method and will
produce an output of particles that are within 0.1 ≥ d ≤ 1 m. This is a rather non-
complex probabilistic approach, yet powerful as it provides fast and eﬃcient results
by exclusively taking the fractal dimension as the input parameter and the range
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of sizes that are of interest. The use of a fractal dimension and thus of a power-law
instead of a NB random variables is justiﬁed by the narrow range of particles required
to be produced. This critical range is only an order of magnitude and rough estimates
on the Phoenix PSD (Figure 7.17) within that range predict an almost power-law.
In terms of mathematical and algorithmic complexity, the synthesis of a continuously
distributed NB is higher than a power-law due to the non-invertibility of the NB
which necessities the use of alternative methods. However, if soil syntheses of a
discrete maturation index is suﬃcient, the algorithm follows the procedure described
in section 7.5.1.
The drilling algorithm as outlined in section 8.1.3.8 below, cycles through diﬀerent
particle numbers until a match to the correct volumetric fractions is found, subject
to the given constraints of the respective cumulative distribution. The fraction is also
matched to the volume required to synthesise the vertical cross-sectional block of the
desired depth dimensions to be drilled. It then synthesises these particles in a three
dimensional workspace (or image) depicting a ‘bucket’ of volume xm × ym × zm,
where x is width, y is height and z is depth. In every drilling ‘bucket’, all particles
d < 0.1m and a porosity of ϕ = 0.5 (i.e. void ratio e = ϕ
1−ϕ = 1) are not drawn.
Further below, Figure 8.4 shows the results of the synthesis images. The particles
are necessarily overlapping to simulate the top-down perspective of the vertical pen-
etrating movement. As such, the probability of HP3 successfully drilling a regolith at
depth τ is then estimated by looking at the open and total areas by
Prd≤1m(success | depth) = Blank Area
Total Area
. (8.18)
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Figure 8.4: A series of regoliths at diﬀerent depths and fractal dimensions (3 - slope).
Blank areas denote porosity and free movement volumetric spaces (d <
0.1m). Some of the outputs are coloured variably by particle height.
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8.1.3.8 Drilling Synthesis Validation Algorithm
Algorithm 1 below provides the steps for the drilling and regolith synthesis model:
Data: Fractal Dimension D, Size Range (m), Depth (m), Porosity
Result: Digital Soil Synthesised Image, Drilling Probability of Success
initialization;
calculate Bucket Volume;
while Current Total Volume = Bucket Volume ± 5 % do
Current Total Volume = Particles + Porosity;
if Current Total Volume = Bucket Volume then
output Result;
stop;
else
if Current Total Volume < Bucket Volume then
increase number of particles;
loop again;
else
decrease number of particles;
loop again;
end
end
end
Algorithm 1: Synthesis algorithm for validation purposes of the drilling model.
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8.1.3.9 Results
In order to avoid estimation errors, the images for the regoliths were synthesised
multiple times with the resulting probability of success averaged out over the diﬀerent
trials. Alternatively, one could synthesise a very large ﬁeld in terms of width and
length, but same depths as previously, e.g. the 5m× 5m× 5m regolith in Figure 8.5.
Figure 8.5: A larger regolith ﬁeld of dimensions 5m× 5m× 5m.
Figure 8.6 depicts the variation of the probability of success with regolith depth.
The probability of success, as previously mentioned, is simply the ratio of the open
area (safe spots to bore within the top-down cross sectional observed) over the occu-
pied particle areas. All the plots give good ﬁts to an exponential decay, consistent
with our theory of a Poisson Process. The equivalent maturation indices at the spe-
ciﬁc power-law slopes are also given for direct comparisons. The predictions for the
rate parameter in comparison to the synthesised derived rate parameter is shown fur-
ther below in Table 8.1. In order to estimate the parameter values, three synthesised
images with their results averaged, thus minimising the margin of error and increasing
conﬁdence levels.
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(a) Slope = 0.001, t ≈ 7.6 (b) Slope = 0.01, t ≈ 5.5
(c) Slope = 0.04, t ≈ 4 (d) Slope = 0.1, t ≈ 3
Figure 8.6: Poisson Process’ probabilities of success against depth on diﬀerent syn-
thesis power-law slopes. Corresponding maturity indices following the
martian regolith model from the previous chapter are also shown in the
individual captions.
Rate of Collisions λ with porosity φ = 0.5
Slope Predicted ∼ λ Synthesis Fit ∼ λ
0.001 0.007 0.0075
0.01 0.066 0.065
0.04 0.25 0.235
0.1 0.57 0.54
Table 8.1: Best Fit Estimates and Predictions of the rate of collisions λ along the
diﬀerent power slopes in synthesis analysis.
The implications of the above simulation results for InSight’s HP3 mole are simply
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staggering; following a synthesis with the parameter p derived from the average Mar-
tian PSD in the previous chapter and a uniformly distributed regolith with depth, the
probabilities to successfully drill strikingly vary according to the maturation index.
The Martian PSD derived in the previous chapter describes an average global matu-
rity index of the ﬁrst regolith layers at a surface age of 3.5 Gyr with t ∼ 3. Assuming
pure meteoritic impacts and a settled regolith, t > 10 at the surface is expected as
shown by Figure 7.6. Such a scenario allows for very high probabilities of success
indicated by Figure 8.6. If other erosional places are in place disturbing regolith,
deeper layers of lower maturity are revealed. Although the actual surface maturity
index will be reduced if there is any mixing with the underlying layers, the maturity
is not expected to vary at a very large degree and thus suggests a very promising
situation for the HP3 mole with the current estimates above.
8.1.4 Mass Density Varying With Depth
Chapter 7 described the variation of maturation index with regolith depth. A high
maturation index is expected to be found at the top of the surface continually transit-
ing to lower indices with almost step-like variation as the crust approaches. Since we
can now estimate the rate of collision λ mathematically, a NB model with a variation
in its maturity index is readily applicable. The area projected and volume occupied
by the population can be numerically estimated, thus providing a continuous transi-
tion to the collision rate. Such processes with continually varying rates are regarded
as non-homogeneous Poisson processes. Inhomogeneous processes require a continu-
ous transition of probabilities or collision rates λ(t) between 0 to x unit of depth such
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that,
μ0,x =
∫ x
0
λ(t)dt = μ(x)− μ(0), (8.19)
with μ0,x denoting the mean value function and reducing to the regular Poisson process
when λ(t) = λ. The number of collisions k is then found via introducing the Poisson
Distribution once again,
P{N(x)−N(0) = k} = (μ0,x)
ke−μ0,x
k!
, k = 0, 1, . . . ,∞. (8.20)
Thus, the distance x traveled by the penetrator before the ﬁrst collision will depend
accordingly to the variable state of λ(t) as a consequence of the steep transition of
the maturity index t with depth. Once again, the approach can be implemented both
via an exact mathematical formulation or by the Monte Carlo simulations through
the synthesis of a continuously transitioning distribution for a digital soil.
8.2 Conclusion
This chapter introduced a further application of the NB and fractals on drilling as
a stochastic Poisson process. The process can either be homogeneous for a constant
rate of collision of the drill core on a hazardous particle, or an inhomogeneous one
if the collision rate varies accordingly to the maturation of population as predicted
by the NB. Success criteria for drilling were also estimated based on the martian
regolith model developed in the previous chapter both via the purely mathematical
method and through a Monte-Canto approach which agreed with the results of our
mathematical model.
Further work would be to reﬁne success estimates accordingly by ﬁrst obtaining
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local boulder count of selected InSight landing ellipses. We can observe locally dis-
tributed rocks that follow the statistical ﬁt of negative binomial instead of a global
average of the ﬁrst few regolith layers. The NB can then be applied to deﬁne the
optimised truncating points from which we begin to increasingly miss out rocks, and
thus obtain an average t and p of down-selected ellipse sites. Consequently, a re-
engineering of the landing site and the success criteria by either performing the pure
mathematical extrapolation through the NB (or fractal for smaller ranges) and the
corresponding area fraction covered by the boulders or digitally synthesising landing
terrains by NB to guide ﬁnal selection.
The fragmentation model will not only be applied for remote imaging, but also
in landing image to further reﬁne the maturity index estimate for InSight. This can
be used to inform the best choice of simulants to test various operations and aid in
the estimation of soil properties, in particular soil porosity and bulk density (e.g.
variation of void ratio with ﬁnes content [224]) and further help understand data
returned from both SEIS and HP3.
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Chapter 9
9.1 Conclusions
This work has established a solution to continuous particle fragmentation with the
evolution being described by our developed model of the Negative Poisson-Binomial.
We maintain that it should be the model of choice in ﬁtting experimental data of con-
tinuous fragmentation process or discretely sequential fracturing events due to their
elegant physical interpretation through fractal evolutionary geometry. The model
has been extended to incorporate the change in probability across both time and
size and the simpler NB distribution shown to provide an excellent estimator of the
more complex NPB. This generalisation contains within it a number of fragmentation
distributions which have already been identiﬁed from including the widely used and
accepted law of fractal fragmentation, i.e the power law, including the Poisson and
logarithmic with even the negative binomial distribution all being special cases of the
NPB.
By lifting the scale-invariance of the probability of fracture, the model can further
accommodate the comminution limit due to the atomistic bond strength, the source
of the widely observed ‘size-eﬀect’ on the structural strength of materials.
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The model was validated via an extensive range of grinding datasets incorporating
fractal properties and the underlying true stochastic distribution, Negative Poisson-
Binomial, with a solution through the method of moments. The recovered solution
naturally exhibits a linear dependency of maturation and grinding time during the
ﬁrst stages of fragmentation with an initial probability where a logarithmic depen-
dency emerges with a steady probability after reaction kinetics diverge from linearity.
For the ﬁrst time, this establishes major geometrical constraints through fractal the-
ory in the fragility of a population through the incorporation of energetic, fractal,
aggregation and geometric considerations which show that the system tends towards
a steady state, maximising entropy and minimising energy dissipation.
Thereafter, the model was further applied to planetary surfaces to obtain a global
PSD over several decades for Mars, Moon and Itokawa based on the maturation
observed from meteorite impact ﬂuxes and chronology. Linking this to the formation
processes due to meteorite impacts allows an estimation of the regolith thickness and
maturation at various depths on a planetary surface.
Finally, the model has been applied to planetary drilling activities allowing the
probability of success to be assessed across a variety of scenarios and regolith distri-
butions. Both statistical approaches and simulations based on a synthetic regolith
are shown to give consistent results.
9.2 Further Work
It is likely that the Negative Binomial with the Negative Poisson-Binomial as a gen-
eralisation, can be applied to a broad range of split processes induced by diverse un-
derlying mechanisms. By following the parameters of maturation and size and thus
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incorporating temporal and spatial domains, the application of NB and NPBmay shed
light on the underlying mechanisms of diversiﬁed processes such as fragmentation in
sociology, econometrics, population and even market share phenomena such as the
recent Android operating system fragmentation problem (see Figure 9.1(a) below), or
equivalently the usage share of web browsers. Such phenomena fundamentally carry
the same conceptual theory; the market share, or mass, is being redistributed amongst
the other constituent browsers, or classes. Over time, the diverse classes contribute
share percentages to other ones by fragmentation or compensating by aggregation,
drawn by competitors.
The underlying mechanisms will need to nevertheless be translated to have a
physical meaning. For example, Android operating system fragmentation has been
observed to exhibit power-law behaviour. The NB can provide the basis for investi-
gation into the time evolution of app fragmentation through the establishment of a
suitable maturity index. Essentially the problem can be seen with t = 0 being the
idealistic scenario a single operating system across the entire user base. If the current
status reports a power-law, i.e. t = 1, the progress can be examined by looking at
the changes in the maturation index.
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(a) August 2012
(b) August 2013
(c) August 2014
Figure 9.1: Brand fragmentation for android system operated devices. The two vi-
sualisations strongly depict the higher degree of “maturity” over time, in
the sense that the market has become even more fragmented with the
shares being redistributed in smaller classes. (credit: Open Signal)
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Another aspect of this research to be addressed in further work includes the in-
verse exponential relationship adopted to address the ‘size- eﬀect’. The relationship
pertains two parameters; one being the apparent grinding limit of a process which
is experimentally derivable with a number of sources providing its value to speciﬁc
materials. The other parameter has not been very well understood and we believe
through experiments on fragmentation of diﬀerent energy injections and materials
might reveal the purpose and underlying mechanism of its value. However, through
the observed values it is suspected to play a similar role to the Weibull modulus,
describing the variability of ﬂaws with a material.
The digital soil introduced in this thesis allows for numerous probabilities of fur-
ther work. By synthesising our developed model of NB, we can observe the evolution
of distributions. Such a model following an object-oriented approach allows for pa-
rameters to be easily introduced and extended to appropriately for the various multi-
particle interactions and thus observe the slowing down phenomena widely reported
in the literature, but poorly understood. Even though reducing volumetric to surface
processes were proven to be the dominant eﬀect after some grinding time has elapsed
so that the energy state of the system is minimised, other processes are in play that
need to be quantiﬁed comprehensively, such as aggregation. Furthermore, the digital
synthesis soil may allow for a virtual environment like discrete element modeling for
other planetary surface activities. Digital soil can also be synthesised for the regolith
structure of planetary surfaces, to illustrate a continuous transition using the NB
with varying t.
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Appendix A
Morphological operations: Erosion And
Dilation
In order to be able to mathematically deﬁne erosion and dilation, we need to explore
the concept of set translation and reﬂection. Beginning with the assumption of a set
A and a point or vector x, the translation of A by x denoted as Ax is,
Ax = {a+ x : a ∈ A}, ∀x ∈ E (A.1)
where E is the Euclidean space.
The reﬂection of a set A is be deﬁned as,
Aˇx = {−a : a ∈ A} (A.2)
Now let us assume that the set A is a binary image A of zeroes and ones, e.g. after
image thresholding. The erosion of A by a structuring element B of pre-deﬁned shape
such as circle or rectangle, is deﬁned by,
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A B =
⋂
b∈B
A−b = {x : Bx ⊆ A}∀x ∈ E (A.3)
The other fundamental operation is dilation which is described the following def-
inition,
A⊕ B =
⋃
b∈B
Ab = {x : Aˇx ∩ A = 0} (A.4)
Additionally, dilation is commutative such that,
A⊕ B = B ⊕ A =
⋃
a∈A
Ba (A.5)
For further insight into morphological image processing see [225].
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Appendix B
Negative Binomial Continuous Probability
Mass Function
To derive a continuous p.m.f, we must be able to convey the binomial coeﬃcient into
a real valued expression. To do so, let us ﬁrst alternatively reexpress the coeﬃcient
of (4.12) as,
Ck(t) =
(
t+ k − 1
k
)
=
(t+ k − 1)(t+ k − 2) . . . (t)
k!
. (B.1)
Here we introduce an extension to factorials, namely the Gamma Function, which
is also known as the Euler integral of the second kind,
Γ(k) =
∫ ∞
0
tk−1e−tdt, (B.2)
which has a support over positive reals and cannot be deﬁned otherwise. If the
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argument k is an integer, the Gamma function simply reduces to,
Γ(k) = (k − 1)! , k = 1, 2, 3 . . . , k ∈ Z+. (B.3)
Therefore the NB coeﬃcient in Equation (4.12), becomes the continuous representa-
tion
Ck(t) =
(
t+ k − 1
k
)
=
Γ(k + t)
Γ(k + 1)Γ(t)
. (B.4)
The continuous p.m.f may now be expressed as
P(X = k, t | p) = Γ(k + t)
Γ(k + 1)Γ(t)
pk(1− p)t. (B.5)
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Appendix C
Derivation of PNB p.m.f for Distinct pi
C.1 Proof 1: Via the Generating function
A more complicated proof is by ﬁnding a generating function. Let us ﬁrst deﬁne the
formal expression for a generating function which is of the form,
a(z) =
∞∑
i=0
biz
i = b0 + b1z + b2z
2 + · · · (C.1)
The coeﬃcients for the power series of the variable zi simply serve as the con-
stituents of the probability distribution we aim to determine. Thus, to prove our
case, we look at the generating function of the Negative Poisson-Binomial we deter-
mined in Chapter 6 as,
t∏
j=1
GSj(z) =
t∏
j=1
(
1− pj
1− pjz
)
where |z|< 1
p
. (C.2)
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Now, we want to simplify the right part of the following NPB p.m.f alternative rep-
resentation,
P(St = k) =
t∏
i=1
(1− pi)
∑
n1+n2+...+nt=k
t∏
j=1
pj
nj , (C.3)
where k ≥ 0, 0 ≤ nm ≤ k and 1 ≤ m ≤ t.
Comparing the above p.m.f to the generating function of (C.2), one may easily
simplify the generating function by excluding the (1− pj) term. We thus seek to ﬁnd
the coeﬃcient of the dummy variable zn in the expansion of:
t∏
i=1
1
1− piz (C.4)
Since the coeﬃcients cannot easily be recovered from the above, an alternative solu-
tion is to decompose it into partial fractions as follows,
t∑
j=1
aj
1− pjz =
t∏
i=1
1
1− piz , (C.5)
where aj are functions of pi in order to be able to validate the partial fractions.
Let us then take t = 2 where the value of the coeﬃcients are a1 =
p1
p1−p2 and
a2 =
p2
p2−p1 and thus:
1
(1− p1z)(1− p2z) =
p1
p1 − p2
1
1− p1z +
p2
p2 − p1
1
1− p2z . (C.6)
Here we can see that the coeﬃcient of zn is
pn+11 −pn+12
p1−p2 .
Now, by taking into consideration the following alternative expression of ai,
ai =
∏
j =i
pi
pi − tj = p
t−1
i
∏
j =i
1
pi − pj (C.7)
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we are able to conclude to the coeﬃcient of zk as,
t∑
i=1
pk+t−1i∏
j =i(pi − pj)
. (C.8)
To clarify the denominator, an example of the above is given for t = 3,
pk+21
(p1 − p2)(p1 − p3) +
pk+22
(p2 − p1)(p2 − p3) +
pk+23
(p3 − p1)(p3 − p2) (C.9)
C.2 Proof 2: By Induction
An alternative and simpler proof is provided by induction as follows.
Proof: We will prove by induction that, when strictly {pi = pj} ∀ t ∈ Z+, the
mathematical representations for P(St) in (C.10a) & (C.10b), are equivalent:
P(St = k) =
t∏
i=1
(1− pi)
t∑
i=1
pk+t−1i∏t
j=1,j =i(pi − pj)
, (C.10a)
P(St = k) =
t∏
i=1
(1− pi)
∑
n1+n2+...+nt=k
t∏
j=1
pj
nj (C.10b)
where 0 ≤ nm ≤ k and 1 ≤ m ≤ t for all k ∈ Z+0 .
Clearly, the induction process only concerns the rightmost part of the above rela-
tionships.
Base Case: When t = 2 we have,
pk+11
p1 − p2 −
pk+12
p1 − p2 =
k∑
n=0
p1
np2
k−n, (C.11)
which holds true for all k ∈ Z+0 .
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Before proceeding to the induction step, we furthermore provide a critical result
which is to be exploited next and it is observed by allowing a negative k = −1 in the
rightmost part of (C.10a),
t∑
i=1
pt−2i∏t
j=1,j =i(pi − pj)
= 0, (C.12)
which is, however, valid only for all integers of t ≥ 2 and is itself provable upon
induction.
Induction: Let w ∈ Z+ be given and suppose (C.10a) = (C.10b) is true for some
t = w and used as an induction hypothesis. Then extracting only the right part which
interests us from (C.10a),
∑
n1+n2+...+nw+1=k
w+1∏
j=1
pj
nj =
k∑
nw+1=0
pw+1
nw+1
∑
n1+n2+...+nw=k−nw+1
w∏
j=1
pj
nj (C.13)
By using our current hypothesis and from (C.10a),
=
k∑
nw+1=0
pw+1
nw+1
w∑
i=1
p
k−nw+1+w−1
i∏w
j=1,j =i(pi − pj)
(C.14a)
=
w∑
i=1
pw−1i∏w
j=1,j =i(pi − pj)
k∑
nw+1=0
pw+1
nw+1p
k−nw+1
i (C.14b)
Following a substitution on the rightmost sum with the base case relationship in C.11,
yields,
=
w∑
i=1
pw−1i∏w
j=1,j =i(pi − pj)
(
pk+1w+1
pw+1 − pi −
pk+1i
pw+1 − pi
)
(C.14c)
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The negative of the denominator in the right hand parenthesis simply adds one extra
sequential product to the multiplier term and thus,
=
w∑
i=1
pw+ki∏w+1
j=1,j =i(pi − pj)
− pk+1w+1
w∑
i=1
pw−1i∏w+1
j=1,j =i(pi − pj)
(C.14d)
A redundant term to the right summation is then added such that,
=
w∑
i=1
pw+ki∏w+1
j=1,j =i(pi − pj)
− pk+1w+1
(
w+1∑
i=1
pw−1i∏w+1
j=1,j =i(pi − pj)
− p
w−1
w+1∏w+1
j=1,j =i(pw+1 − pj)
)
(C.15)
The summation part in the right parenthesis may simply be substituted with zero
using the relationship provided earlier in (C.12) yielding,
=
w∑
i=1
pw+ki∏w+1
j=1,j =i(pi − pj)
+
pw+kw+1∏w+1
j=1,j =i(pw+1 − pj)
(C.16)
It is then straightforward that our initial term in (C.13) is now equal to,
∑
n1+n2+...+nw+1=k
w+1∏
j=1
pj
nj =
w+1∑
i=1
pw+ki∏w+1
j=1,j =i(pi − pj)
, (C.17)
thus concluding the induction.
Conclusion: By the principle of induction, (C.10a) & (C.10b), are equivalent for
all t ∈ Z+. When t = 1, we obtain the pure geometric series in both cases, whereas
we have proven the t = 2 case individually following with a generalisation for t > 2.
