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Abstract— A noncoherent two-way relaying system is devel-
oped using physical-layer network coding for improved through-
put over conventional relaying in a fading channel. Energy-
efficient noncoherent operation is achieved using multitone fre-
quency shift keying (FSK). A novel soft-output demodulator is
developed for the relay, and corresponding achievable exchange
rates are found for Rayleigh fading and AWGN channels. Bit-
error rate performance approaching the achievable rate is real-
ized using a capacity-approaching channel code and a receiver
architecture that iterates between demodulation and channel
decoding. Iterative decoding is performed feeding information
back from the channel decoder to the demodulator. Additionally,
error-rate performance is made to approach the achievable
rate more closely by optimizing LDPC codes for this system.
The energy efficiency improvement obtained by increasing the
modulation order is more dramatic for the proposed physical-
layer network coding scheme than it is for a conventional point-
to-point system. Using optimized LDPC codes, the bit-error rate
performance is improved by as much as 1.1 dB over a widely
known standardized LDPC code, and comes to within 0.7 dB
of the limit corresponding to the achievable rate. Throughout
this work, performance for physical-layer network coding is
compared to conventional network coding. When noncoherent
FSK is used, physical-layer network coding enables higher
achievable rates, and conventional network coding exhibits better
energy efficiency at low rates.
Index Terms—Noncoherent detection, physical-layer network
coding, frequency-shift keying.
I. INTRODUCTION
SUPPOSE two terminals need to exchange informationwirelessly, but are out of radio range. Suppose further
that an additional terminal is in range of both terminals that
need to exchange information. The additional terminal can be
used as a relay to establish communication, a topology known
as the two-way relay channel. For ease of exposition, suppose
multiple access is implemented by time division. Using con-
ventional techniques, four time slots are required to exchange
information between the terminals: two for transmission to the
relay and two more for the relay to transmit to each terminal.
Network coding [1] reduces the requirement to three or even
two time slots per exchange. The reduction to three time
slots is achieved by the relay combining the signals received
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from the terminals and broadcasting the combination such that
each terminal can detect the other’s information [2]. Reduction
to two time slots is accomplished by allowing the terminals
to transmit to the relay at the same time and in the same
band, deliberately interfering, a technique termed physical-
layer network coding (PNC) [3].
Now suppose that coherent detection is difficult or im-
practical. Fast-frequency hopping systems [4] and high-speed
wireless receivers with significant Doppler such as trains are
examples where coherent reception is challenging. Performing
coherent reception at the relay in the two-way relay channel
is even more challenging than a conventional point-to-point
channel since the network contains three oscillators that must
be synchronized, one at each terminal and one at the relay.
While the relay receiver could lock to the phase of one of the
two terminal signals, the other will always be received with
some (possibly time-varying) phase offset [5]. Relaxing the
need for coherent reception using noncoherent techniques is a
fundamental problem for the PNC two-way relay channel.
It is well-known that frequency shift keying (FSK) is an
energy-efficient modulation that enables noncoherent recep-
tion. When energy-per-bit is held constant, increasing FSK
modulation order improves energy efficiency by increasing
the distance between constellation points as a function of
energy-per-bit. Additionally, FSK exhibits a constant envelope,
allowing the use of inexpensive nonlinear amplifiers, and can
be implemented to have continuous phase (CPFSK) yielding a
more compact spectrum. Prior art has focused on developing
binary FSK [6]–[9] or coherent multitone (i.e., M-ary) FSK
receivers [10] for the PNC two-way relay channel. To our
knowledge, no prior work (other than our related conference
papers [11]–[13], which we discuss below) has considered
noncoherent M-ary FSK, which is the focus of the present
work. An alternative to noncoherent FSK is differential phase-
shift keying (DPSK) [14], [15], however, DPSK is more sen-
sitive to Doppler and frequency instability than noncoherent
FSK [4].
Several fundamental questions remain unanswered about the
performance limits for systems that use noncoherent M-ary
FSK to communicate over the PNC two-way relay channel.
In order to investigate these limits, we develop a soft-output
noncoherent FSK demodulator and determine the achievable
rate when using it for a variety of channel conditions. To
realize a system having performance that closely approaches
the achievable rate, we utilize a capacity-approaching channel
code and develop a receiver that iterates between demodula-
tion and channel decoding. Given this architecture, another
fundamental question is whether performance can be improved
over off-the-shelf, standardized channel codes. To address this
question, we optimize channel codes for this architecture.
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While PNC improves throughput over conventional three-
step network coding, the exact throughput improvement is
not known. To determine the improvement, we compare the
achievable rate and channel-coded performance for both.
In general, there are several approaches to combining chan-
nel coding and PNC [16], based on whether decoding is
performed at the relay, terminals, or both. In this work we
consider the model where channel coding is performed at
both the relay and terminals over network-coded bits using bit-
interleaved coded modulation with iterative decoding (BICM-
ID) [17] [18]. We consider mapping the received symbols
to network-coded bits at the demodulation step, which has
been shown to discard information compared to other mapping
strategies [19], however, applying iterative decoding between
the demodulator and decoder mitigates some performance loss
[20]. Additionally, optimizing channel codes for particular
channel types and modulations yields performance benefits
[21]. Optimizing LDPC degree distributions for the two-way
relay channel using density evolution improves performance
over codes designed for point-to-point channels [22], [23]. In
this work, we optimize the channel coding scheme for the
uplink stage from the terminals to the relay using extrinsic
information transfer (EXIT) charts [24] to determine degree
distributions yielding improved performance.
Our main contribution is developing a noncoherent modu-
lation and channel coding system for the faded two-way relay
channel with PNC for improved throughput, incorporating
unique features that are not present in previous approaches.
The primary distinguishing feature is removing the need
for carrier phase synchronization while achieving capacity
approaching performance using noncoherently-detected M-ary
frequency shift keying (FSK), formulated for iterative soft-
output channel decoding. FSK energy efficiency improves as
modulation order is increased, and satisfyingly, one of our
key results is that the energy efficiency improvement when
using high-order FSK rather than binary FSK is greater in a
PNC system than in a single-terminal point-to-point system.
To determine the suitability of each protocol, we compare
noncoherent PNC and conventional three-step network coding.
Notable conclusions include:
1) Achievable rate results indicate that for PNC, quater-
nary modulation exhibits an energy efficiency gain over
binary modulation of up to 3 dB in AWGN and 4 dB
in Rayleigh fading. These gains are greater than for a
point-to-point system, where 2 dB and 2.5 dB are gained
in AWGN and Rayleigh fading, respectively [25].
2) Optimized LDPC codes exhibit up to 1.1 dB energy
efficiency improvement over standard codes, and ap-
proach the limit predicted by achievable rate analysis
by between 0.3 and 1 dB. Improvement is proportional
to modulation order.
3) For each combination of modulation order and channel,
there exists a rate above which PNC is always more
energy efficient than conventional three-step network
coding, and below which the opposite is true.
The rest of this paper is organized as follows. Section II
develops the system model. Section III formulates the PNC
relay demodulator. Section IV determines the achievable rate
for the two-way relay channel considering both PNC and
three-step network coding. Section V presents simulated bit
error rate performance, the LDPC code degree distribution
optimization technique for PNC and optimization results.
Section VI provides concluding remarks.
II. SYSTEM MODEL
We consider a two-step exchange for the two-way relay
channel (TWRC) where the terminals transmit to the relay
during the multiple-access (MA) stage, and the relay then
broadcasts to the terminals during the broadcast (BC) stage. A
primary distinction between PNC schemes is whether the relay
decodes-and-forwards or amplifies-and-forwards the signal
it receives during the MA stage. We consider decode-and-
forward, and to emphasize the relay decoding operation we re-
fer to our PNC scheme as digital network coding (DNC). Ad-
ditionally, the conventional three-step network coding scheme
where the terminals transmit in separate times and bands is
referred to as link-layer network coding (LNC), as the network
coding operation is performed above the physical layer.
A. Multiple-Access Stage
The system model for the DNC multiple-access stage
is shown in Fig. 1. Two terminals Ni, i ∈ {1, 2}
each generate length-K binary information sequences ui =
[u0,i, ..., uK−1,i]. Each ui is encoded by a binary LDPC code
having rate r, yielding codewords N = K/r. The codeword is
passed through an interleaver, modeled as a permutation matrix
Π having dimensionality N × N , yielding bi = b′iΠ. We
assume a vector channel model where the vector dimensions
correspond to matched filter outputs, each representing a
particular FSK frequency. The number of bits per symbol is
µ = log2M , where M is the modulation order. The codeword
bi at each terminal is divided into L = N/µ sets of bits bk,i,
0 ≤ k ≤ L − 1. Each set of µ codeword bits is mapped to
an M -ary symbol qk,i ∈ D according to a natural mapping,
where k denotes the symbol period, i denotes the terminal, and
D is the set of all symbols 0 ≤ qk,i < M − 1. To ensure that
the FSK tones are orthogonal for noncoherent detection, the
frequency separation between each tone is ∆f = 1/T , where
T is the symbol period [26]. The transmitted channel symbols
are represented by the set of column vectors xk,i. Each xk,i is
length M, contains a 1 at vector position qk,i and 0 elsewhere.
In order to fairly compare the error rate performance for
the DNC and LNC protocols, the number of information bits
K transmitted to the relay by each terminal during the MA
stage is assumed the same for both. Additionally, the duration
in symbol periods allocated to both protocols is identical and
denoted by LM . Considering DNC, the terminals both transmit
during the entire MA stage duration, thus, for the DNC case,
L = LM . Considering LNC, each terminal is allocated half the
MA stage duration, thus L = LM/2 for LNC. The relationship
between the frame lengths for both protocols is shown in Fig.
2.
Define the MA rate as the total number of network-coded
information bits received at the relay during the MA stage
divided by the total number of bit periods rM = K/NM ,
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Fig. 1. System Model - Two-Way Relay Channel Digital Network-Coded
(DNC) Multiple-Access stage
where NM = µLM . Since the terminals in the DNC case
transmit during the entire MA stage, the codeword length and
code rate are N = NM and r = rM respectively. The LNC
terminals equally share the MA stage duration, and thus must
use twice the rate as DNC to transmit the same number of
information bits. Thus, in LNC N = NM/2 and r = 2rM .
Performance is compared for DNC and LNC by assuming
identical MA rates for both.
The modulated codeword transmitted by terminal Ni is
represented by the matrix of symbols Xi = [x0,i, ...,xLM−1,i]
having dimensionality M × LM . In the DNC case, each
terminal transmits during the entire MA stage, thus, all LM
columns of X1 and X2 contain symbols. For LNC, terminal
N1 transmits during the first half of the MA stage and N2
transmits during the second half, thus, X1 contains symbols
in columns 0 ≤ k ≤ LM/2 − 1 and zeros elsewhere, while
X2 contains symbols in columns LM/2 ≤ k ≤ LM − 1 and
zeros elsewhere. The frame structures for DNC and LNC are
shown in Fig. 2.
B. Channel Model
The gain from terminal Ni to the relay during the kth
signaling interval is hk,i = αk,iejθk,i , where αk,i is Rayleigh
distributed for the fading channel and constant for AWGN,
and θk,i is the phase, which is uniformly distributed between
[0, 2pi). In fading, the gains are independent and identically
distributed (i.i.d.) for each symbol period, and their distribu-
tion is specified such that the amplitudes have unit energy
E[α2k,i] = 1. For AWGN, αk,i = 1.
A fundamental assumption for our model is that the am-
plitude corruption and phase shift induced by the channel is
constant for a symbol period. This assumption requires symbol
periods that are less than or equal to the coherence time of
the channel T ≤ Tc, where T and Tc are the symbol period
and coherence time respectively. Equivalently, the symbol
rate must be greater than the inverse of the coherence time
rs > 1/Tc, where rs = 1/T . Coherence time is proportional
to the inverse of the Doppler spread Tc ≈ 1/fm. When the
relative velocity between a terminal and the relay is v, the
Doppler spread is fm = fc(v/c), where c is the speed of light
and fc is the carrier frequency. As an example, consider carrier
frequencies fc = 2.4 GHz, and suppose a terminal travels at 60
km/h with respect to the relay. Then the symbol rate must be
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Fig. 2. Frame structure for digital and link-layer network coding (DNC and
LNC) during the TWRC multiple-access (MA) stage. The transmitted symbols
are denoted by xa,b, where a is the symbol period and b ∈ {1, 2} denotes
the terminal. For DNC, each terminal transmits during the entire MA stage.
For LNC, the first terminal transmits during the first half of the MA stage,
while the second terminal transmits during the second half.
greater than rs = 133 symbols/s. Since both terminals transmit
during the multiple access stage, and we have assumed that
their symbol rates are identical, the symbol period used by
both must be less than the coherence time experienced by the
faster terminal.
Frame synchronization is a critical consideration in systems
employing DNC. One approach to achieving frame synchro-
nization is by setting a timing advance, as done in LTE
[27].When a synchronization technique such as timing advance
is not available, propagation delays can be made insignificant
by limiting the symbol rate. Suppose that terminals 1 and 2
lie d1 = 300 meters and d2 = 600 meters from the relay,
respectively. The propagation delays from each terminal to the
relay are t1 = d1/c and t2 = d2/c respectively, where c is the
speed of light. To make the propagation delay insignificant,
we must ensure that the difference is much less than half a
symbol period, so T >> 2|t1− t2| is required, where T is the
symbol period. Continuing the example, the symbol period
must satisfy 2 µs >> 2|(300 − 600)/c|, limiting the rate
to approximately 250 kilosymbols/s. An alternative approach
is to delay transmission by the terminal closer to the relay,
however, this approach requires accurate distance tracking.
At the relay, the frames transmitted by the terminals in
the DNC case are received perfectly overlapped in time. For
LNC, without loss of generality, it is assumed that the relay
begins receiving the frame transmitted by N2 immediately
after reception of N1’s frame ends. The received signal at
the relay during the MA stage is
Y =
√
E1X1H1 +
√
E2X2H2 + W (1)
where E1 and E2 are the symbol energies transmitted by
terminals N1 and N2 respectively, Hi is an LM × LM
diagonal matrix of channel coefficients having value hk,i at
matrix entry (n, n) and 0 elsewhere and W is a noise matrix
having dimensions M × LM . Each column of Y represents
a channel observation denoted by yk, where k denotes the
symbol period. The kth column of W, denoted as wk, is
composed of zero-mean circularly symmetric complex jointly
Gaussian random variables having covariance matrix N0IM ;
i.e., wk ∼ Nc(0, N0IM ). N0 is the one-sided noise spectral
density, and IM is the M -by-M identity matrix.
In a practical system, the carrier frequencies at the terminals
and relay will not be perfectly synchronized due to oscillator
offset. Synchronization is even more difficult in the DNC
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system than in a conventional point-to-point system since the
network contains three oscillators that must be synchronized,
one at each network node. While compensation techniques for
mismatched carrier frequency offset have been investigated,
such as adjusting the relay oscillator to the average offset for
both terminal oscillators [5], in this work we assume that the
effect of offset is negligible, and establish conditions to satisfy
this assumption.
The conditions we assume for negligible frequency offset
are as follows. The bandpass frequency for the k-th FSK tone
is fk = fc + k∆f , where k is an integer 0 ≤ k ≤ M − 1.
Suppose the carrier frequency at a terminal is fc and at the
relay is f ′c = fc + fo, where fo is the oscillator offset. The
relay correlator for tone ` will have reference frequency f ′` =
f ′c + `∆f . The frequency separation between the k-th tone
transmitted by the terminal and the `-th correlator reference
frequency at the relay is ∆f ′ = fk − f ′` = fo + (k − `)∆f .
The correlation between two FSK tones when no oscillator
offset is present is proportional to sinc(2T (k−`)∆f ]) [26]. In
the oscillator offset scenario described above, the correlation
between tones is proportional to
A = sinc(2[fo/rs + (k − `)]). (2)
When no other compensation is applied, in order to make Eq.
(2) go to zero when k 6= `, the symbol rate rs must be much
greater than the frequency offset (rs  fo).
C. Relay Reception
In the LNC case, the relay demodulates and decodes the
codewords b1 and b2 transmitted by each terminal sepa-
rately using conventional point-to-point techniques, yielding
estimates of u1 and u2 that are then added modulo-2 to form
and estimate uˆ of the network-coded message u. While it is
possible to detect the network-coded bits in LNC using a single
channel decoding by log-likelihood ratio (LLR) arithmetic [7],
the error rate performance observed for separate decoding is
considerably better, thus, we only consider separate decoding
in this work.
For the DNC case, the received signal during each symbol
period is the sum of symbols transmitted by the terminals. The
network-coded combination of codeword bits transmitted by
the terminals is defined as
b = [ b0(xk,1)⊕ b0(xk,2) ... bµ−1(xk,1)⊕ bµ−1(xk,2) ] (3)
where bm(xk,i) denotes the mth bit mapped to the k-th
symbol transmitted by terminal Ni. The DNC relay demod-
ulator computes the likelihoods of each network-coded bit.
Since the LDPC code is a linear code, the modulo-2 sum of
transmitted bits forms a codeword from the codebooks used
by the terminals, thus, the channel decoding operation yields
a decision on the network-coded message bits u.
The DNC relay demodulator takes as input the matrix
of received symbols and a priori probability (APP) LLRs
of the network-coded bits and computes a posteriori LLRs
that are passed to the channel decoder. The probabilities of
receiving the symbols comprising the frame Y are computed.
Exact details of the probability calculation are given in Sec-
tion III. The symbol probabilities and a priori LLRs of the
network-coded bits va are passed to the DNC SOMAP, which
computes the a posteriori LLRs z for each network-coded
bit in the frame. The a posteriori LLR is deinterleaved to
produce z′ = zΠ−1 and passed to the decoder. The decoder
refines the estimate of z′, producing a posteriori LLRs v′o.
The decoder input is subtracted from the decoder output to
produce extrinsic LLR v′e = v
′
o − z′ which is interleaved
to produce ve = v′eΠ and returned to the DNC SOMAP.
The decoder output becomes the demodulator a priori input
ve = va. After the specified number of decoding iterations has
completed, the relay computes an estimate uˆ of the network-
coded information bits u.
The average symbol signal-to-noise ratio Ei/N0 transmitted
by each terminal is assumed to be known at the demodulator.
The demodulator may operate under several cases of channel
state information (CSI): the coherent case in which the gains
are completely known (full CSI), the case in which only the
fading amplitudes αk,i are known (partial CSI), and the case
in which no information about the gains is known other than
the average SNR (no CSI).
D. Broadcast Stage
During the BC stage, he relay encodes and modulates the
estimated network-coded message bits uˆ and broadcasts to
the terminals. The signal traverses two independent channels,
and the terminals receive independently corrupted versions of
the network-coded bits. The terminals demodulate and decode
the signal received from the relay to form estimates of uˆ, u¯
at N1 and u˜ at N2. Each terminal estimates the information
bits transmitted by the other terminal by subtracting its own
information sequence from the sequence detected from the
symbol transmitted by the relay: uˆ2 = u¯ ⊕ u1 at N1
and uˆ1 = u˜ ⊕ u2 at N2. Since the links from the relay
to the terminals are conventional point-to-point links with
no interfering transmissions, specific details for the terminal
receivers are omitted.
III. DIGITAL NETWORK-CODED RELAY DEMODULATOR
The goal of the DNC relay demodulator is to map the
received signal containing the sum of symbols transmitted
by the terminals to LLRs associated with the network coded
bits. The demodulator operates iteratively, using information
fed back from the channel decoder to refine LLRs during
each decoding iteration. After a specified number of iterations
has been reached, the decoder makes a hard decision on the
network-coded bits.
The demodulator processes a frame of received signals Y
one observation at a time. Since the operation performed on
each observation is the same, we may drop the dependence
on a particular signaling interval in the frame to simplify
the notation. Denote a single received channel observation
as y. During the first demodulation and decoding iteration,
the demodulator computes the probability of receiving each
possible combination of symbols transmitted by the terminals:
p(y|g), where g is defined as the tuple
g = (q1, q2) q1, q2 ∈ D g ∈ G (4)
where q1 and q2 denote the indices of the symbols from
terminal N1 and N2, respectively, and G = D×D. We refer to
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g as a super-symbol and the mapping from terminal symbols
to super symbol as the super-symbol probability mapping
stage. Since the cardinality of G is M2, the relay receiver
computes M2. probabilities, versus a conventional point-to-
point reception from a single terminal which only requires M
probabilities.
During each decoding iteration, the symbol probabilities
and a priori LLRs v are transformed to the set of µ LLRs
z associated with the network-coded bits mapped to super-
symbols. We refer to this operation as digital network-coded
soft mapping (DNC SOMAP) and the input-output relationship
is illustrated in Fig. 1. A general description of soft mapping
for the point-to-point channel is given by [28]. The kth a priori
input LLR to the demodulator representing the kth bit mapped
to the super-symbol is referred to as the a priori demodulator
information and is related to the input distribution by
vk = log
PI(bk = 1)
PI(bk = 0)
, 0 ≤ k ≤ µ− 1 (5)
where bk is the kth network coded bit mapped to the super-
symbol. Considering BICM-ID, prior to the first decoding
iteration, the bit probabilities are assumed to be equally
likely, so the a priori LLRs are set to zero. The output LLR
representing the kth bit mapped to the super-symbol is the a
posteriori demodulator information and is related to the output
distribution by
zk = log
PO(bk = 1)
PO(bk = 0)
, 0 ≤ k ≤ µ− 1. (6)
The DNC SOMAP output distribution is related to the input
distributions by
PO(bk = `) =
∑
g:bk(g)=`
p(y|g)
µ−1∏
j=0
j 6=k
PI(bj(g)) (7)
where the function bk(g) selects the kth network-coded bit
associated with the super-symbol g: bk(g) = bk(q1)⊕ bk(q2).
Substituting the specific values of the distribution Eq. (5) into
the expression for output Eq. (7),
PO(bk = `) =
∑
g:bk(g)=`
p(y|g)
µ−1∏
j=0
j 6=k
ebj(g)vj
1 + evj
. (8)
The output LLR of the DNC-SOMAP may be found by
combining Eq. (8) and Eq. (6):
zk =
1∑
b=0
(−1)1−b log
 ∑
q:bk(g)=b
p(y|g)
µ−1∏
j=0
j 6=k
ebj(g)vj
 (9)
where the term (1 + evj ) cancels in the ratio.
For numeric implementation, it is useful to simplify Eq. (9)
using the max-star operator
max∗
i
{xi} = log
{∑
i
exi
}
(10)
where the binary max-star operator is max ∗(x, y) =
max(x, y) + log(1 + e−|x−y|) and multiple arguments im-
ply a recursive relationship; for example: max ∗(x, y, z) =
max ∗(x,max ∗(y, z)). Applying the max-star operator to Eq.
(9)
zk =
1∑
b=0
(−1)1−b max∗
g:bk(g)=b
log p(y|g) + µ−1∑
j=0
j 6=k
bj(g)vj
 .
(11)
The values taken by the pdf p(y|g) are dependent on the
available channel state information. Description of these pdfs
is given in the following subsection.
A. Super-Symbol Probability Distributions
1) Full CSI: When conditioned on the fading coefficients
and transmitted signals, the output of the matched-filters is the
sum of two M -dimensional complex Gaussian vectors, which
is itself Gaussian. Note that this receiver formulation is fully
coherent. Let m denote the mean of the received Gaussian
vector when the symbols q1 and q2 are transmitted by the
terminals. There are M2 such vectors, each having the form
m =
√
E1h1x1 +
√
E2h2x2. (12)
The super-symbol probability mapper computes p(y|g,h) for
all values of g, where h = [h1 h2]. Applying the definition
of the pdf of an M-dimensional complex-Gaussian vector, it
is found that
p(y|g,h) =
(
1
piN0
)M
exp
{
− 1
N0
‖y −m‖2
}
. (13)
2) Partial CSI: When the amplitudes of the fading coeffi-
cients are available at the receiver but the phases are not, the
conditional pdf is found by marginalizing over the unknown
phases of the received tones. When the terminals transmit
different symbols (q1 6= q2), there will be two tones received,
and therefore two phases to marginalize
p(y|g,α) =
∫ 2pi
0
∫ 2pi
0
p(θ1)p(θ2)p(y|g,h)dθ1dθ2 (14)
where α = [α1 α2] is a vector whose elements are the mag-
nitudes of the corresponding elements of h and it is assumed
that the two received phases are independent. Substituting (13)
into (14), the conditional pdf becomes
p(y|g,α) = β
4pi2
2∏
i=1
∫ 2pi
0
exp
{
−|yqi −
√Eiαiejθi |2
N0
}
dθi
= β
2∏
i=1
exp
{
−Eiα
2
i
N0
}
I0
(
2|yqi |
√Eiαi
N0
)
(15)
where the phases are assumed to be uniformly distributed, and
the factor
β =
(
1
piN0
)M M∏
k=1
k 6={q1,q2}
exp
{
−|yk|
2
N0
}
(16)
is common to all possible pairs of symbols and cancels in the
LLR.
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When the terminals transmit the same symbols (q1 = q2),
the effects of channel fading may be modeled by a single term
comprised of the sum of fading coefficients h =
√E1h1 +√E2h2 = αejφ with phase φ = ∠(
√E1α1ejθ1 +
√E2α2ejθ2)
and amplitude
α = |
√
E1α1 exp(jθ1) +
√
E2α2 exp(jθ2)|. (17)
The conditional pdf is found by marginalizing over φ,
p(y|g, α) =
∫ 2pi
0
p(φ)p(y|g, h)dφ. (18)
Noting that φ is uniformly distributed, the conditional pdf
becomes
p(y|g, α) = β
2pi
∫ 2pi
0
exp
{
−|y` − αe
jφ|2
N0
}
dφ
= β exp
{
− α
2
N0
}
I0
(
2|y`|α
N0
)
(19)
where β is given by (16) and ` = q1 = q2. The value of the
amplitude α depends on the values of α1 and α2 as well as
the phases φ1 and φ2. Since the values of the phases are not
known, the receiver may approximate the unknown amplitude
as α =
√
E1α21 + E2α22 [29].
3) No CSI: When the relay only has knowledge of the aver-
age received energy, the conditional pdf of the received signal
is marginalized over the fading amplitudes. When the terminals
transmit different symbols, there are two fading amplitudes to
marginalize over, and the conditional pdf becomes
p(y|g) =
∫ 2pi
0
∫ 2pi
0
p(α1)p(α2)p(y|g,α)dα1dα2 (20)
where it is assumed that in the Rayleigh fading case the αi
are independent, each with pdf
p(αi) = 2αi exp(−α2i ). (21)
Substituting (15) and (21) into (20) yields
p(y|g) = β
2∏
i=1
1
Ei
(
1
Ei +
1
N0
)−1
exp
{ |yqi |2Ei
N0(N0 + Ei)
}
. (22)
When the same tone is transmitted by both terminals, the
marginalization is over the composite fading amplitude α
p(y|g) =
∫ 2pi
0
p(α)p(y|g, α)dα. (23)
Recall that the tone is received over a fading channel with an
equivalent complex-fading coefficient h =
√E1h1 +
√E2h2 =
αejφ. The amplitude α is Rayleigh with pdf
p(α) = 2α exp(−α2). (24)
Substituting (19) and (24) into (23) and evaluating yields
p(y|g) = β
(
1
E1 + E2
)(
1
E1 + E2 +
1
N0
)−1
× ...
exp
{ |y`|2(E1 + E2)
N20 +N0(E1 + E2)
}
. (25)
where ` = q1 = q2.
IV. Achievable Rate
In this section, the achievable rate for the DNC and LNC
protocols is analyzed and computed via simulation. Specifi-
cally, expressions for achievable rate suitable for Monte Carlo
simulation are derived and used to generate rate curves. For
the achievable rate analysis in this section, we are concerned
with a single symbol period, so dependence on symbol period
k is dropped to simplify the notation.
A. Achievable Exchange Rate Analysis
All communication is assumed to be half-duplex, thus, the
MA stage and BC stage occur in separate time sequences.
In the MA stage, the terminals transmit information to the
relay, and the relay detects the network-coded combination
of information bits from the terminals. In the BC stage, the
relay broadcasts the network-coded bits to the terminals. Each
terminal detects the bits transmitted by the opposite terminal
by performing channel decoding on the network-coded bits
and subtracting its own bits.
During the MA stage, the goal of the relay is to estimate
the likelihood of the network-coded symbol mapped to the pair
of symbols transmitted by the terminals. The network-coded
symbol is defined in terms of the bits mapped to the symbols
transmitted by the terminals as
q = d(b1 ⊕ b2) (26)
where d(·) is a function that maps a bit sequence to its decimal
representation, i.e. d(10) = 2, and b1 and b2 are the bits
mapped to symbols q1 and q2 respectively as described in
Section II. That is, all pairs of symbols transmitted by the
terminals having the same modulo-2 sum of bits map to one
network-coded symbol. The network-coded symbol q takes
values 0 ≤ q < M − 1. Note that the transformation given
by Eq. (26) is isomorphic to addition over the Galois field
GF(M). The MA stage may then be modeled as a virtual
single-input single-output channel having input q and channel
output yr, and thus, the transition distribution is p(yr|q) [30].
Assuming uniformly distributed binary information sequences
at the terminals, the achievable rate during the MA stage is
given by the conditional average mutual information (AMI)
I(q; yr) [17].
During the BC stage, the relay broadcasts a network-coded
symbol to the terminals, where the network-coded symbol
is mapped to a bit sequence and channel symbol in the
same manner as the terminal symbols as described in Section
II. Assuming that the statistics of the channels between the
relay and each terminal are identical, the broadcast stage may
be modeled as a conventional point-to-point channel having
transition probability p(ye|q) and achievable rate I(q; ye),
where ye is the received signal at the terminals. Since the
capacity of FSK in the point-to-point channel is well known,
we omit the corresponding derivation in this work. A thorough
treatment may be found in [25].
The achievable exchange rate is a function of the MA and
BC achievable rates and the fraction of time allocated to each
stage. Exchange may be modeled as a cascade of point-to-
point links, thus, from the max-flow min-cut theorem [31], the
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Fig. 3. Achievable rate for DNC and LNC multiple-access stages in AWGN
with random phase noise. LNC takes rate values between 0 and 0.5, as each
terminal requires separate time slots for transmission to the relay. Solid and
dashed lines denote DNC and LNC respectively. Modulation orders M =
{2, 4, 8} are shown.
achievable exchange rate is found to be
RE = max
tm
min { tmI(q; yr), (1− tm)I(q; ye) } (27)
where tm is the fraction of time assigned to the MA stage and
1 − tm is the fraction of time assigned to the BC stage. The
achievable exchange rate is maximized by allocating transmis-
sion time to each stage such that time-scaled achievable rates
are equated
tmI(q; yr) = (1− tm)I(q; ye)
tm =
I(q; ye)
I(q; yr) + I(q; ye)
. (28)
Substituting (28) into (27) yields
RE =
I(q; yr)I(q; ye)
I(q; yr) + I(q; ye)
. (29)
B. Achievable Rate for the Multiple-Access Stage
Considering DNC, the terminals transmit simultaneously to
the relay during the MA stage, yielding the following received
signal at the relay for a single symbol period
yr =
√
E1h1x1 +
√
E2h2x2 + w (30)
where h1 and h2 are complex channel gains and w is additive
white Gaussian noise. The transition distribution for this
channel is p(y|g) as described in Section III. The achievable
rate of the MA stage in DNC is given as
RD,M = I(q; yr) = 1− 1
µ
Eq,yr
log2
∑
(q1,q2)∈g
p(yr|g)∑
(q1,q2)∈g|q
p(yr|g)

(31)
where (q1, q2) ∈ g|q denotes all combinations of symbols q1
and q2 such that d(b1 ⊕ b2) = q, and in this paper rates are
normalized by bits-per-symbol yielding units of information
bit per code bit.
TABLE I
MOST ENERGY-EFFICIENT achievable rates for the MA stage and
corresponding SNR for DNC and LNC during the MA stage for AWGN and
Rayleigh fading. Each table entry takes form (A : B), where A is the
achievable rate and B is the corresponding SNR (Eb/N0 in dB).
Channel Protocol M = 2 M = 4 M = 8
AWGN DNC 0.51 : 9.5 0.6 : 6.2 0.65 : 4.8
LNC 0.24 : 9.9 0.25 : 7 0.25 : 5.9
Rayleigh, DNC 0.2 : 13 0.25 : 9.7 0.28 : 7.9
Partial CSI LNC 0.11 : 10.2 0.11 : 7.9 0.12 : 7.1
Rayleigh, DNC 0.19 : 13.2 0.22 : 10 0.27 : 8.1
No CSI LNC 0.14 : 11 0.14 : 8.3 0.14 : 7.5
In the LNC MA stage, the terminals transmit in separate
time slots to the relay, yielding the pair of received symbols
y1 =
√
E1h1x1 + w1 y2 =
√
E2h2x2 + w2 (32)
where y1 and y2 are the received signals from terminals N1
and N2 respectively. The received signals in Eq. (32) may be
modeled as two separate point-to-point channels during each
time slot having transition distribution p(yk|qk), k ∈ {1, 2}.
We assume that each terminal is assigned one-half of the MA
stage transmission time: tm/2. Thus, the MA achievable rate
for LNC may be modeled as a time-division multiple-access
(TDMA) system where achievable rate is one-half that of a
conventional point-to-point system [32]. The achievable rate
for the LNC multiple-access phase is
RL,M =
1
2
I(qk; yk) =
1
2
− 1
2µ
Eqk,yk
log2
∑
q′k∈D
p(yk|q′k)
p(yk|qk)

(33)
where I(qk; yk) is the AMI for the point-to-point channel
between terminal Nk and the relay, and the factor 12 accounts
for the TDMA characteristic of LNC.
C. Achievable Rate Results
The achievable rate for the MA stage is computed by
simulation as follows. A range of SNR values is specified,
expressed as the ratio of symbol energy to noise power Es/N0,
and Es = E1 = E2. SNR is expressed in terms of energy per
bit as Eb/N0 = Es/N0C log2M , where R denotes the achievable
rate. Each terminal generates a binary information sequence
and maps it to M -ary FSK symbols as described in Section
II. The channel effects on the symbols transmitted from the
terminals to the relay are simulated according to Eq. (1). The
transmitted symbol energies are E1 = E2 = 1.
The achievable rate is computed using the received symbol
frame and network-coded bit values. For DNC, the achievable
rate is computed by substituting Eq. (10) into Eq. (31) resulting
in
RD,M = 1− γEq,y
[
max∗
(q1,q2)∈g
log p(y|g)− max∗
(q1,q2)∈g|q
log p(y|g)
]
(34)
where γ = log2(e)/µ. For LNC, the achievable rate is
computed by substituting Eq. (10) in Eq. (33) resulting in
RL,M =
1
2
− γ
2
Eqk,yk
[
max∗
q′k∈D
log p(yk|q′k)− log p(yk|qk)
]
.
(35)
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Fig. 4. Achievable rate for the digital network-coded (DNC) and link-layer
network-coded (LNC) MA stage in Rayleigh fading. Modulation orders M =
{2, 4, 8} are considered. For DNC and LNC at every modulation order, within
each pair of curves, the upper and lower curves depict rate for partial and no
CSI at the relay, respectively.
The expectations may be evaluated using Monte Carlo simu-
lation and several hundred thousand trials.
The achievable rate in AWGN is shown in Fig. 3. A
summary of the achievable rates for the MA stage which
minimize the required SNR for AWGN are shown in Table
I. The achievable rate of DNC takes values between 0 and
1 while the achievable rate of LNC takes values between 0
and 0.5, demonstrating that DNC enables higher rates than
possible for LNC. At rates less than 0.5, distinct regions
exist where either DNC or LNC is more energy efficient. At
modulation orders two, four and eight, LNC is more energy
efficient at rates less than approximately 0.3, 0.27 and 0.25
respectively, while DNC is more efficient at rates higher than
these values. In general, the range of rates where DNC energy
efficiency outperforms LNC increases with modulation order.
The performance gain between M = 2 and M = 4 is greater
than between M = 4 and M = 8. Generally, diminishing
gains are observed as modulation order increases.
Achievable rate in Rayleigh fading with and without CSI
at the relay is shown in Fig. 4. The maximum performance
improvement of CSI over no CSI is approximately 1 and
0.5 dB for LNC and DNC respectively, indicating that CSI
is more beneficial for LNC. Consider performance at rates
less than 0.5. LNC exhibits better energy efficiency than
DNC at approximate rates 0.35, 0.3, and 0.26 when the relay
has no CSI and rates 0.36, 0.3 and 0.27 when the relay
has partial CSI, at modulation orders two, four and eight,
respectively. LNC outperforms DNC over a wider range of
rates in fading than in AWGN, demonstrating that fading
degrades the achievable rate of DNC more severely than LNC.
The MA rates which minimize the required SNR for Rayleigh
fading are shown in Table I.
Achievable exchange rate is shown in Fig. 5. The rate
is shown assuming partial and no CSI at the relay and for
modulation order M = 4. The maximum rates for DNC and
LNC are 1/2 and 1/3 respectively, which is consistent with
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Fig. 5. Achievable exchange rate in AWGN and Rayleigh fading with no CSI
and partial CSI for digital and link-layer network coding (DNC and LNC).
Results are shown for modulation order M = 4.
DNC requiring two time slots to exchange information and
LNC requiring three. In AWGN, the energy efficiency of DNC
outperforms LNC at rates greater than approximately 0.17.
In fading, DNC outperforms LNC at rates greater than 0.18
and 0.2. The maximum energy efficiency difference between
partial and no CSI is about 0.5 dB for LNC and about 0.25
dB for DNC.
V. LDPC CODED PERFORMANCE AND OPTIMIZATION
This section presents LDPC-coded error rate performance
and optimization for the TWRC multiple-access stage when
combined with the DNC relay demodulator described in Sec-
tion III. Error rates are computed via Monte Carlo simulation.
Performance is investigated using the LDPC code defined by
the DVB-S2 standard, and the results are used as a baseline for
optimization. The optimization technique is based on matching
the extrinsic information transfer (EXIT) characteristics of the
demodulator and LDPC decoder. Performance of the LNC
protocol is simulated and compared to DNC.
A. Bit Error Rate Simulation Procedure
Throughout this section, the following procedure is applied
to simulate LDPC-coded bit-error rate (BER) performance
during the MA stage. A range of SNR values is specified,
expressed as the ratio of bit energy to noise power Eb/N0. Each
terminal generates a binary information sequence, performs
LDPC encoding using the appropriate parity check matrix to
produce a codeword, and maps the codeword to M -ary FSK
symbols as described in Section II. The channel effects on
the symbols transmitted from the terminals to the relay are
simulated according to Eq. (1). The energy transmitted by each
terminal is E1 = E2 = 1.
BER performance for standard codes is computed using
parity check matrices defined by the DVB-S2 standard [33].
In order to fairly compare performance between DNC and
LNC during the MA stage, the number of information bits
sent to the relay by each terminal and the total number of
symbol periods is assumed the same for both protocols. The
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Fig. 6. LDPC-coded BER performance at the relay for digital network
coding (DNC) in AWGN and Rayleigh fading channels using a DVB-S2
LDPC code. The code length and rate are N = 16200 bits and r = 3/5
respectively. Results are shown for modulation orders M = {2, 4, 8}. In
fading, performance with partial and no channel state information at the relay
is shown.
MA rates considered are rM = {1/3, 2/5, 3/5}, thus,
r = {1/3, 2/5, 3/5} in the DNC case and r = {2/3, 4/5}
in LNC. The channel code lengths for DNC and LNC are
N = 16200 and N = 8100 respectively. The DVB-S2 standard
does not specify codes having the length N = 8100 as consid-
ered for LNC, thus, parity check matrices are generated having
degree distributions identical to DVB-S2 codes with length
and rates 16200, 2/3, and 4/5 respectively. The procedure for
generating random parity check matrices is in subsection V-C.
Considering DNC the relay demodulates the received sym-
bols using Eq. (11) with p(y|q) corresponding to the desired
relay CSI as given in subsection III-A. BICM-ID decoding is
performed as described in subsection II-C. The number of de-
coding iterations is 100 for all simulations, as further iterations
do not significantly improve decoding performance. Consid-
ering LNC, demodulation for each subframe is performed by
conventional point-to-point techniques as described in [25].
Several hundred thousand simulation trials are performed, and
the number of network-coded bits in error is counted and used
to compute the BER.
B. Channel-Coded Performance using Standard Codes
The error rate is simulated as described in subsection V-A.
The channel code is defined by the DVB-S2 standard [33]. In
fading, decoding is performed with and and without channel
state information at the relay, as described in the demodulator
formulations given in subsections III-A2 and III-A3. LNC is
simulated for comparison.
Error-rate performance for DNC at the relay using the DVB-
S2 LDPC code having rate r = 3/5 is shown in Fig. 6.
This figure illustrates performance considering all channels
and CSI cases and three modulation orders. At modulation
order M = 2, the performance in fading is nearly identical
regardless of the CSI available at the relay. The difference in
performance between partial and no CSI is about 0.1 and 0.2
dB at M = 4 and M = 8, respectively. In fading, increasing
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Fig. 7. LDPC-coded BER performance at the relay for digital and link-layer
network coding (DNC and LNC) in Rayleigh fading at channel code rates
rM = {2/5, 1/3}. The relay possesses partial CSI as fading amplitudes. The
DNC and LNC frame lengths and rates are N = 16200 and N = 8100 bits,
respectively. Results for modulation orders orders M = {2, 4} are shown.
modulation order from 2 to 4 and 4 to 8 improves energy
efficiency by approximately 4 and 2 dB, respectively. Similar
behavior is observed in AWGN but with smaller performance
differences between modulation orders. A 3 dB improvement
when increasing modulation order from 2 to 4 and about 1 dB
of improvement when increasing from modulation order 4 to
8. At an error rate of 10−4, in AWGN, the difference between
BER performance and achievable rate is about 0.5, 0.6 and
0.7 dB for modulation orders M = {2, 4, 8} respectively. In
fading, the difference between BER performance is about 1.5,
2 and 2 dB respectively.
The bit-error rate performance of DNC and LNC at two
different code rates is shown in Fig. 7. All simulations consider
Rayleigh fading with partial CSI at the relay demodulator.
At modulation order M = 2 and MA rate rM = 2/5,
DNC outperforms LNC by approximately 1.5 dB, however
at rM = 1/3 LNC outperforms DNC by about 0.5 dB.
Considering modulation order M = 4, DNC outperforms LNC
by approximately 4 dB at rM = 2/5 and by roughly 0.5 dB at
rM = 1/3. Generally, increasing modulation order increases
the performance difference between DNC and LNC favorably
for DNC. At rate rM = 2/5, the difference between BER
performance at 10−4 and achievable rate is about 1.1 dB for
DNC and 1.5 dB for LNC, on average. At rate rM = 1/3,
the difference is about 1 dB and 0.7 dB for DNC and LNC
respectively.
C. LDPC Code Optimization
An LDPC code may be fully described by a sparse binary
parity check matrix H. The dimensionality of H is N − K
rows by N columns. Consider the Tanner graph representation
where the graph nodes are partitioned into two sets: variable
nodes and check nodes. The graph contains N variable nodes
and N −K check nodes, one for each column and row of H
respectively. An edge connecting the n-th variable node to the
k-th check node corresponds to a 1 in the parity check matrix
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located at row and column (k, n). The degree of a variable or
check node is the number of 1’s in column n of H, and the
degree of check node k is the number of 1’s in row k of H.
LDPC variable and check nodes may be modeled as a pos-
teriori probability decoders which convert a priori input LLRs
to extrinsic output LLRs [24]. The transfer characteristics of
the variable and check node decoders may be characterized
by measuring the mutual information between the a priori and
extrinsic LLRs. Specifically, plotting the mutual information
of the a priori LLRs against the extrinsic yields an EXIT
curve. It has been shown that matching the variable and check
node EXIT curves as closely as possible through selection of
variable node degree yields good LDPC decoding performance
[34].
The optimization developed in this section follows the
framework for LDPC code optimization given described in
[24]. A soft-output demodulator which produces LLRs for
received bits may be modeled jointly with the LDPC variable
nodes to produce an EXIT curve characterizing the demodu-
lator and the variable node decoders. LDPC decoding perfor-
mance may be optimized by matching the EXIT characteristic
of the combined demodulator and variable node decoder with
the check node decoder. In this section we develop optimized
LDPC codes having EXIT characteristics matched to the DNC
relay demodulator developed in Section III. The analytical
details of optimization are the same as [24], whereas the
novelty is in incorporating the relay demodulator to optimize
performance for the system developed in this work. The
performance of the optimized codes is compared to standard
codes and the achievable rates calculated in Section IV.
The variable node degrees for a code are denoted by the
set {dv,1, ..., dv,D}, where dv,i is the i-th degree and D is the
number of distinct degrees. The degree distribution is defined
as the set of variable node degrees and the number of nodes
taking a particular degree V = {dv,1 : o1, ..., dv,D : od, dc}
where oi is the number of variable nodes of degree dv,i.
A valid degree distribution satisfies the constraints imposed
by the LDPC code parameters. The total number of edges
incident on the variable and check nodes must be the same.
The number of edges incident on variable nodes having degree
dv,i is ev,i = oidv,i, thus, the total number of edges incident
on all variable nodes is
ev =
D∑
i=1
oidv,i. (36)
We consider LDPC codes having a single check node degree,
described as check regular codes. The total number of edges
incident on the check nodes is then ec = dc(N−K). Equating
ev and ec and rearranging,
D∑
i=1
oidv,i
dc(N −K) = 1. (37)
The degree distribution of any given parity check matrix must
have values of N , K and V that satisfy (37). The design
challenge is to select degree distributions that optimize error
rate performance for particular channels and relay receiver
configurations.
Code optimization is performed as follows. A range of
variable node degree distributions is considered which satisfy
the edge constraint given by Eq. (37). The EXIT curves for the
combined demodulator and variable node decoder and check
node decoder are generated via the Monte Carlo method for
all degree distributions. The check node decoder EXIT curve
is completely specified by the check node degree. Simulation
is performed for a range of Eb/N0 values, noting the value
at which the demodulator and variable node and check node
decoder curves intersect. The highest Eb/N0 for which the
curves intersect is defined as the EXIT threshold. The degree
distributions are sorted from lowest EXIT threshold to highest.
LDPC parity check matrices are realized and simulated starting
with the lowest degree distribution and ending when a code is
found that performs better than the standard code. Note that
a more aggressive search may be performed by simulating
additional degree distributions.
D. Optimization Results
This subsection presents the results of EXIT-based LDPC
code optimization. The performance of the optimized codes
is compared against standard codes. Optimized variable node
degree distributions are used to realize parity check matrices.
Error rate performance for the optimized codes is computed
via Monte Carlo simulation.
Optimization is performed for several cases of receiver
configuration, channel state information, and code rate. Specif-
ically, modulation orders M = {2, 4, 8}, Rayleigh fading with
and without CSI, AWGN, and code rates r = {3/5, 2/5}
are considered. The code length and check node degrees are
chosen the same as DVB-S2 to facilitate comparison. The code
length is N = 16200. All codes are check-regular. At code rate
3/5, the check node degree is dc = 11, and at rate 2/5 dc = 6.
All codes satisfy the extended irregular repeat-accumulate
(eIRA) constraint, simplifying encoding and decoding com-
plexity [35]. The eIRA constraint is implemented by partition-
ing the parity check matrix as H = [H1|H2], where H2 has
dual-diagonal eIRA structure with (N−K) rows and (N−K)
columns. To preserve the complexity benefits of eIRA, we
retain H2 in the optimized codes and consider optimizing
the variable node degrees corresponding to H1. Retaining H2
places constraints on V such that optimized codes based on
the DVB-S2 have dv,1 = 2. All other degrees may be chosen
freely.
A range of degree distributions is considered for each code
and receiver configuration, and the best performing degree
distribution under each configuration is realized and simulated.
The number of distinct variable node degrees is D = 3, and the
degrees considered are all unique combinations of dv,1 = 2,
dv,2 ∈ {2, 4, ..., 99}, and dv,3 ∈ {dv,2 + 1, dv,2 + 2, ..., dv,2 +
98} which satisfy the constraints for realizable codes described
in subsection V-C. The EXIT threshold is determined for each
degree distribution, and the degree distributions are sorted
by EXIT threshold from lowest to highest threshold value.
Starting with the lowest threshold value, degree distributions
are realized as parity check matrices and simulated until a
code is discovered which performs better than the standard.
The resulting degree distributions are shown in Table II.
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TABLE II
LDPC VARIABLE NODE DEGREE OPTIMIZATION RESULTS. THE SNRS REQUIRED TO REACH A BER OF 10−4 FOR OPTIMIZED AND STANDARD CODE
SIMULATION ARE GIVEN IN COLUMNS OPT Opt. AND Std. RESPECTIVELY. DEGREE DISTRIBUTION IS DEFINED AS
V = {dv,1 : o1, dv,2 : o2, dv,3 : o3, dc}, WHERE dv,i DENOTES THE i-TH DEGREE, oi IS THE NUMBER OF NODES TAKING THAT DEGREE, AND dc IS THE
CHECK NODE DEGREE. ACHIEVABLE RATES ARE LISTED IN THE COLUMNS TITLED “ACH. RATE”.
Code Rate (r)
3/5 2/5
Simulated (dB) Ach. Rate Simulated (dB) Ach. Rate
Channel M V Opt. Std. (dB) V Opt. Std. (dB)
AWGN 2 2:6480, 3:7290, 15:2430, 11 9.78 9.89 9.41 2:9720, 3:4050, 11:2430, 6 9.93 9.98 9.52
4 2:6480, 3:8640, 30:1080, 11 6.65 6.99 6.29 2:9720, 4:5760, 22:720, 6 7.09 7.17 6.57
8 2:6480, 3:8991, 43:729, 11 5.15 5.53 4.66 2:9720, 3:5670, 27:810, 6 5.54 5.86 5.07
Rayleigh, 2 2:6480, 4:8640, 22:1080, 11 17.4 17.8 16.2 2:9720, 3:4860, 15:1620, 6 14.8 15.0 13.9
Partial CSI 4 2:6480, 3:8262, 23:1458, 11 13.0 13.8 11.7 2:9720, 4:5760, 22:720, 6 11.0 11.3 9.94
8 2:6480, 3:8640, 30:1080, 11 10.5 11.6 9.40 2:9720, 3:4860, 15:1620, 6 9.18 9.44 8.02
Rayleigh, 2 2:6480, 3:7290, 15:2430, 11 17.4 17.9 16.4 2:9720, 3:4536, 13:1944, 6 15.1 15.3 14.3
No CSI 4 2:6480, 3:8262, 23:1458, 11 13.1 13.9 12.1 2:9720, 4:5832, 24:648, 6 11.4 11.6 10.4
8 2:6480, 3:8640, 30:1080, 11 10.9 11.8 9.83 2:9720, 4:5832, 24:648, 6 9.55 9.85 8.46
For each degree distribution an LDPC parity check matrix
H is generated by the following heuristic∗. The submatrix
H1 having N − K rows and K columns is initialized to
contain all zeros. For a particular degree distribution V , H1
will contain o2 columns having dv,2 1’s, and o3 columns
containing dv,3 1’s. The total number of 1’s in H1 is then
T = dv,2o2 + dv,3o3. The pool of T 1’s are assigned to
rows as evenly as possible, with remainders assigned to rows
uniformly at random. In the case that the column weights
cannot be satisfied by the available pool of T ones, 1’s are
assigned at random to satisfy the column weights. Additional
1’s are added to eliminate rows which have weight zero or
one. The position for additional ones are selected uniformly
at random from within the positions containing zeros. The
resulting matrix H1 is concatenated with the eIRA matrix H2
to form the parity check matrix.
The optimization results are shown in Table II. At an
operating BER of 10−4, the optimized codes outperform the
standard DVB-S2 codes for all receiver configurations and
channels. At rate r = 3/5, the optimal variable node degrees
increase with modulation order, while at rate r = 2/5 the
degrees are more evenly distributed. The improvement of the
optimized codes over standard is greater at rate 3/5 than 2/5.
In all cases, the improvement over standard increases with
modulation order. The performance gap of the optimized codes
to the achievable rate varies between approximately 0.5 − 1
dB.
Simulated bit error rate performance for the optimized
codes at rate r = 3/5 is shown in Fig. 8. The BER was
simulated in AWGN and Rayleigh fading with no CSI at
modulation orders M = {2, 4, 8}. One hundred decoding
iterations were performed, as a higher number of iterations
conferred no additional benefit. The performance improvement
of the optimized codes over the standard codes is nearly
constant in the waterfall region.
VI. CONCLUSION
Digital network coding (DNC) is a variant of physical-
layer network coding where the relay computes the exclusive-
or (XOR) of the bits transmitted by the terminals. In this
paper we developed a noncoherent modulation and coding
∗Software for generating parity check matrices is at http://www.cs.utoronto.
ca/∼radford/ftp/LDPC-2012-02-11/index.html
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Fig. 8. LDPC-coded BER performance at the relay using optimized channel
codes for digital network coding. The channel code rate is r = rM = 3/5.
Performance is simulated in AWGN and Rayleigh fading with no CSI at the
relay. The frame length is N = 16200 bits. Modulation orders M = {2, 4, 8}
are considered.
system for DNC using multitone FSK. A novel soft-output
demodulator was developed for the relay, and the achievable
exchange rate was quantified. The relay receive architecture
iterates between the demodulator and LDPC channel decoder
to achieve bit-error rate performance that approaches the
achievable rate. DNC was compared against link-layer network
coding (LNC), a protocol where the terminals transmit to the
relay using separate channel resources with no interference.
The achievable rate analysis revealed that there is a threshold
rate above which DNC exhibits better energy efficiency than
LNC, and below which LNC efficiency is best. For DNC,
increasing the modulation order from M = 2 to M = 4 yields
as much as 3 dB energy efficiency gain, demonstrating the
utility of M -ary FSK. Additionally, higher-order FSK exhibits
greater energy efficiency gain over binary FSK for noncoherent
DNC than for the single-source, single destination point-to-
point channel. A simulation campaign investigated the error
rate performance at the relay for DNC and LNC. In particular,
several modulation orders were simulated with and without
fading amplitude knowledge and using LDPC channel coding.
Optimized LDPC codes for DNC were generated by an EXIT
curve-fitting process. Variable node degree distributions were
12 FERRETT et al.: NONCOHERENT LDPC-CODED PHYSICAL-LAYER NETWORK CODING
discovered which closely match the EXIT characteristics of
the variable nodes to the check nodes. The optimized codes
outperform well-known standard codes by up to 1.1 dB, and
perform within 0.7 dB of achievable rate.
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