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Quillen homology for operads via Gro¨bner bases
Vladimir Dotsenko and Anton Khoroshkin1
Abstract. The main goal of this paper is to present a way to com-
pute Quillen homology of operads. The key idea is to use the notion
of a shuffle operad we introduced earlier; this allows to compute,
for a symmetric operad, the homology classes and the shape of the
differential in its minimal model, although does not give an insight
on the symmetric groups action on the homology. Our approach
goes in several steps. First, we regard our symmetric operad as a
shuffle operad, which allows to compute its Gro¨bner basis. Next, we
define a combinatorial resolution for the “monomial replacement” of
each shuffle operad (provided by the Gro¨bner bases theory). Finally,
we explain how to “deform” the differential to handle every operad
with a Gro¨bner basis, and find explicit representatives of Quillen ho-
mology classes for a large class of operads. We also present various
applications, including a new proof of Hoffbeck’s PBW criterion, a
proof of Koszulness for a class of operads coming from commutative
algebras, and a homology computation for the operads of Batalin–
Vilkovisky algebras and of Rota–Baxter algebras.
MSC2010: 18G10 (Primary); 13P10, 16E05, 18D50, 18G55 (Secondary)
Introduction
Context and the main goal of the paper
Quillen’s philosophy of homotopical algebra [53, 54] suggests to study invari-
ants of associative algebras (and their variants in variousmonoidal categories)
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within the homotopical category obtained from the usual category of (differ-
ential graded) algebras via the localisation inverting all quasi-isomorphisms.
One of the key invariants of that sort is what is now called Quillen homology,
the left derived functor of the functor of indecomposables A 7→ Aab := A/A2
(this functor is also somewhat informally called “abelianisation”). Since we
work in the homotopical category, studying an algebra is the same as studying
its cofibrant replacement, which in many known model categories (associa-
tive algebras, operads etc.) is given by a (quasi-)free resolution. One such
resolution, given by the cobar-bar construction, is readily available, however,
sometimes it is preferable (and possible) to have a smaller resolution. The
so called minimal resolution (if exists) has Quillen homology of the algebra
as its space of generators. In general, given an algebra A and a free resolu-
tion (F•, d) of A, Quillen homology HQ(A) is isomorphic to the homology of
the differential induced on the space of indecomposable elements of F•, i.e.,
on the space of generators of our resolution. As a vector space, it can also
be identified with the homology of the differential induced on the space of
generators of a resolution of the trivialA-module by free rightA-modules, that
is the appropriate Tor groups, also called syzygies of the given algebra. One
general way of computing the space of syzygies is a step-by-step procedure
which is usually referred to as the Koszul–Tate method [36, 60]. However, in
some cases it is possible to visualise the whole space of syzygies “in one go”,
like the Koszul duality theory [27, 51] suggests. A question raised by Jean-
Louis Loday in [42, Question 7] is to compare the computations via the Koszul
duality theory (when available) with those by the Koszul–Tate approach. In
this paper, we give a method that brings those two approaches together, ap-
plying the machinery of Gro¨bner bases and thus understanding the intrinsic
structure of relations between relations in the spirit of Koszul duality.
One of most important practical results provided (in many different frame-
works) by Gro¨bner bases is that when dealing with various linear algebra
information (bases, dimensions etc.) one can replace an algebra with com-
plicated relations by an algebra with monomial relations without losing any
information of that sort. When it comes to questions of homological algebra,
things become more subtle, since homology may “jump up” for a monomial
replacement of an algebra. However, the idea of applying Gro¨bner bases to
problems of homological algebra is far from hopeless. It turns out that for
monoids with monomial relations it is often possible to construct very neat
resolutions that can be used for various computations; furthermore, the data
computed by these resolutions can be used to obtain results in the general
(not necessarily monomial) case. The main goal of this paper is to explain this
approach in detail for computations of Quillen homology for operads.
Proposed methods
Operads that usually arise naturally in various topics are symmetric operads;
they encode intrinsic properties of operations with several arguments acting
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on certain algebraic or geometric objects, and as such are equipped with the
action of symmetric groups. The presence of such an action instantly implies
that there is no meaningful notion of a monomial operad: any notion of that
sort is not rich enough for every operad to have a monomial replacement. A
way to deal with this problem proposed in [13] is to include symmetric oper-
ads in a larger universe of shuffle operads, where every object has a monomial
replacement. On shuffle operads, no symmetries are allowed to act directly:
the only way symmetries enter the game is through the formulae for com-
positions of operations. In that category, it is possible to make the Gro¨bner
bases machinery work, and hence there is hope that it can be applied to ques-
tions of homological algebra. It is indeed possible, along the following lines.
We begin with a resolution which generally not minimal even in the mono-
mial case, but has the advantage of being purely combinatorial and not using
much information about the underlying monoidal category. It is based on
the inclusion–exclusion principle, and is in a sense a version of the cluster
method of enumerative combinatorics due to Goulden and Jackson [26]. The
resolution obtained is not always minimal, and we also discuss how to use
it to compute the Quillen homology as a vector space, using algebraic Morse
theory. This is followed, by an explanation of how to “deform” the differential
of our resolution to incorporate lower terms of relations and handle arbitrary
algebraswith knownGro¨bner bases. Note that theQuillen homology of a sym-
metric operad is, as a homotopy shuffle co-operad, isomorphic to the Quillen
homology of that operad considered in the shuffle category. Since our results
allow to compute the homotopy co-operad structure on the Quillen homology
via the homotopy transfer theorem for homotopy co-operads [17], in principle
we recover most of the information on Quillen homology in the symmetric
category (and of course the shape the differential in the minimal model). The
reader will see that in some of the examples we discuss.
As we mentioned earlier, our approach generalises the Koszul duality theory
for defining relations of arbitrary degrees. In the case of a Koszul operad, one
is able to write down a formula for its minimal resolution right away: such
a resolution has the Koszul dual co-operad as its space of generators. Most
known examples of Koszul algebras and operads actually satisfy the PBW
condition [31, 51], or equivalently have a quadratic Gro¨bner basis [13, 50].
In that case, the minimal resolution provided by the Koszul duality theory
coincides with that obtained by our methods. Generally, Gro¨bner bases allow
to choose a “good” system of relations that captures the structure of relations
between relations (higher syzygies).
Related results
In the case of usual associative algebras and right modules, the approach we
discuss has been known since the celebrated paper of Anick [1] where for a
monomial algebra a minimal right module resolution of the trivial module
was computed, and an explicit way to deform the differential was presented to
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handle the general case. Later,Anick’s resolutionwas generalised to the case of
categories byMalbos [44]who also askedwhether thiswork could be extended
to the case of operads. Results of this paper give such an extension, and suggest
a way to handle associative algebras presented via generators and relations in
many different monoidal categories (e.g. commutative associative algebras,
associative dialgebras, (shuffle) coloured operads, dioperads, 12PROPs) in a
uniform way. If, in addition, we assume that our algebras are linear spans of
algebras enriched in sets, our constructions are closely related to those of free
polygraphic resolutions for (∞, 1)-categories obtained bymethods of rewriting
theory [49]; this relationship is currently investigated by the first author in a
joint work with Yves Guiraud and Philippe Malbos, and will be discussed
elsewhere.
Overview of applications
There are various applications of our approach; some of them are presented
in this paper. Two interesting theoretical applications are a new short proof
of Hoffbeck’s PBW criterion for operads [31], and an upper bound on the
homology for operads obtained from commutative algebras; in particular,
we prove that an operad obtained from a Koszul commutative algebra is
Koszul. Some interesting concrete exampleswhere all steps of our construction
can be completed are the case of the operad RB of Rota–Baxter algebras, its
noncommutative analogue ncRB, and, the last but not the least, the operad BV
of Batalin–Vilkovisky algebras. Using our methods, we were able to compute
Quillen homology of the operad BV and relate it to the gravity operad of
Getzler [25]. After completing the first version of this paper in 2009 [12], we
learned that these (and other) results concerning the operad BV were also
obtained independently by Drummond-Cole and Vallette [17]. Our methods
appear to be completely different; we also believe that our approach to the
operad BV is of independent interest as an illustration of a rather general
method to compute Quillen homology. It also shows how to use information
coming “from the symmetric world” to partly understand the shape of trees
that appear in the formula for the differential of the minimal model. This idea
(tomove to the universe of shuffle operads, compute the vector space structure
there, and then to use known information on our operad to obtain results about
the symmetries of homology) also belongs to the core of the shuffle operad
approach.
Plan of the paper
This paper is organised as follows.
In Section 1, we recall necessary background information on shuffle operads,
and provide references for definitions and results that are relevant for the
paper but are not discussed in detail.
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In Section 2, we present an “inclusion–exclusion” resolution for an arbitrary
shuffle operad with monomial relations, which we then use in the subsequent
sections.
In Section 3, we use algebraic Morse theory to construct representatives for
Quillen homology classes under a minor assumption on the combinatorics of
defining relations. This section includes brief recollections of algebraic Morse
theory, as well as full proofs of existence of Morse matchings; whereas results
of that section are important for some of our examples, a reader primarily
interested in applications may skip the proofs without any disadvantages for
understanding the rest of the paper.
In Section 4,weuse a versionof homological perturbation toobtain a resolution
for a general shuffle operad with a Gro¨bner basis.
In Section 5, we exhibit applications of our results outlined above. Those are
a new proof of the PBW criterion, homology estimates for operads coming
from commutative algebras, and a computation of Quillen homology for the
operads RB, ncRB, and BV.
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1 Recollections
All vector spaces and (co)chain complexes throughout this work are defined
over an arbitrary field k. To handle suspensions, we introduce a formal sym-
bol s of degree 1, and define, for a graded vector space V, its suspension sV
as ks ⊗ V. All algebras and operads are assumed non-unital; to adapt our
results for unital algebras, one has to restrict the setup to augmented algebras,
and consider the abelianisationAab = A+/(A+)2, whereA+ is the augmentation
ideal.
Themain thing about shuffle operads that is crucial for our constructions is the
relevant combinatorics of trees. Hence, in this sectionwe paymost attention in
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explaining that combinatorics indetail. We alsodiscuss theprecise relationship
between homological/homotopical results obtained in the symmetric and in
the shuffle category, since most of the applications we have in mind concern
symmetric operads. For information on operads in general, we refer the
reader to the book [40], for information on shuffle operads and Gro¨bner bases
for operads in not necessarily quadratic case — to our paper [13]. Throughout
this paper by an operad, unless otherwise specified, wemean a shuffle operad:
there is no machinery of Gro¨bner bases available in the symmetric case, so we
have to sacrifice the symmetric groups action. Of course, in some caseswe deal
with non-symmetric operads, and in that case there is nothing to sacrifice, and
in fact the story is somewhat richer since one can include constants (operations
of arity 0) in the picture and avail of Gro¨bner bases at no additional cost. For
details on that, see [16]. For the sake of brevity, in this paper we shall discuss
shuffle operads in detail, while non-symmetric operads will only appear in
some examples.
1.1 Shuffle operads, bar construction and homology
Let us denote by Ord the category whose objects are non-empty finite ordered
sets (with order-preserving bijections as morphisms). Also, we denote by Vect
the category of vector spaces (with linear operators asmorphisms). It is usually
enough to assume vector spaces to be finite-dimensional, though sometimes
more generality is needed, and one assumes, for instance, that they are graded
with finite-dimensional homogeneous components.
Definition 1.1. A (non-symmetric) collection is a contravariant functor from
the categoryOrd to the categoryVect. Because of functoriality, a nonsymmetric
collectionP is completely determined by its componentsP(n) := P({1, . . . , n}),
n ≥ 1.
For two nonsymmetric collections P and Q, the shuffle composition product of
P and Q is the non-symmetric collection P ◦sh Q defined by the formula
(P ◦sh Q)(I) :=
⊕
k≥1
P(k) ⊗

⊕
φ : I։{1,...,k}
Q(φ−1(1)) ⊗ · · · ⊗Q(φ−1(k))
 ,
where the sum is taken over all shuffling surjections f , that is surjections for
which minφ−1(i) < minφ−1( j) whenever i < j.
Proposition 1.2 ([13]). The shuffle composition product equips the category of
non-symmetric collections with a structure of a monoidal category.
Definition 1.3. A shuffle operad is a monoid in the category of non-symmetric
collections equipped with the shuffle composition product.
For the monoidal category of shuffle operads, it is possible to define the bar
complex of an operad O . The bar complex B•(O) is a dg co-operad freely
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generated by the suspension sO ; the differential comes from operadic com-
positions in O . Similarly, for a co-operad Q, it is possible to define the cobar
complexΩ•(Q), which is a dg operad freely generated by s−1Q, with the appro-
priate differential. The bar-cobar constructionΩ•(B•(O)) gives a free resolution
of O . This can be proved in a rather standard way, similarly to known proofs
in the case of operads, properads etc. [21, 27, 62]. The general homotopical
algebra philosophy mentioned in the introduction is applicable in the case of
operads as well; various checks and justifications needed to ensure that are
quite standard and similar to the ones available in the literature; we refer the
reader to [6, 22, 30, 47, 55, 59] where symmetric operads are handled. Thus, the
Quillen homology of an operad can be computed as homology of its bar com-
plex (since the abelianisation of the bar-cobar construction is the bar complex),
though sometimes this complex is too big to handle, so it is important to seek
more economic free resolutions. Our approach allows to build free resolutions
for shuffle operads with known Gro¨bner bases, thus giving an alternative way
to compute Quillen homology.
1.2 Symmetric vs shuffle
Let us explain precisely what information on Quillen homology for symmet-
ric operads “survives” in the shuffle world, and what is lost. Of course, the
information on the symmetric group actions does get lost. However, we ar-
gue that all other relevant structures on the homology do survive. Recall
that the forgetful functor f : P → P f from the category of symmetric collec-
tions to the category of nonsymmetric collections (with the shuffle product) is
monoidal [13, Prop. 3]. This easily implies the following
Proposition 1.4. For a symmetric operad P , we have
B
•(P) f ≃ B•(P f ),
that is the (symmetric) bar complex of P is isomorphic, as a shuffle dg co-operad, to
the (shuffle) bar complex of P f .
Appropriate homotopy transfer for homotopy co-operads [17] (together with
the observation that homotopy co-operad maps on the Quillen homology are
up to suspension equal to components of the differential in theminimalmodel)
implies
Corollary 1.5. For a symmetric operad P , we have
HQ(P) f ≃ HQ(P f ),
that is the (symmetric) Quillen homology P is isomorphic, as a shuffle homotopy
co-operad, to the (shuffle) Quillen homology of P f . Also, if RO denotes the minimal
model of an operad O in the appropriate category (symmetric or shuffle),, we have
(RP)
f ≃ RP f
as shuffle dg operads.
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In particular, this means that on the minimal model in the shuffle category
it is in principle possible to introduce a symmetric groups action compatible
with the differential so that it becomes precisely the minimal model in the
symmetric category.
1.3 Tree monomials
Let us recall tree combinatorics used to describemonomials in shuffle operads.
See [13] for more details.
Basis elements of the free operad are represented by (decorated) trees. A
(rooted) tree is a non-empty connected directed graph T of genus 0 for which
each vertex has at least one incoming edge and exactly one outgoing edge.
Some edges of a tree might be bounded by a vertex at one end only. Such
edges are called external. Each tree should have exactly one outgoing external
edge, its output. The endpoint of this edgewhich is a vertex of our tree is called
the root of the tree. The endpoints of incoming external edges which are not
vertices of our tree are called leaves.
Each tree with n leaves should be (bijectively) labelled by the standard n-
element set [n] = {1, 2, . . . , n}. For each vertex v of a tree, the edges going in
and out of vwill be referred to as inputs and outputs at v. A tree with a single
vertex is called a corolla. There is also a tree with a single input and no vertices
called the degenerate tree. Trees are originally considered as abstract graphs
but to work with them we would need some particular representatives. For a
tree with labelled leaves, its canonical planar representative is defined as follows.
In general, an embedding of a (rooted) tree in the plane is determined by an
ordering of inputs for each vertex. To compare two inputs of a vertex v, we
find the minimal leaves that one can reach from v via the corresponding input.
The input for which the minimal leaf is smaller is considered to be less than
the other one.
Let us introduce an explicit realisation of the free operad generated by a col-
lection M . The basis of this operad will be indexed by canonical planar rep-
resentatives of trees with decorations of all vertices. First of all, the simplest
possible tree is the degenerate tree; it corresponds to the unit of our operad.
The second simplest type of trees is given by corollas. We shall fix a basis
of M and decorate the vertex of each corolla with a basis element; for a corolla
with n inputs, the corresponding element should belong to the basis of V (n).
The basis for whole free operad consists of all canonical planar representatives
of trees built from these corollas (explicitly, one starts with this collection of
corollas, defines compositions of trees in terms of grafting, and then considers
all trees obtained from corollas by iterated shuffle compositions). We shall
refer to elements of this basis as tree monomials. Vice versa, if we forget the
labels of vertices and leaves of a tree monomial α ∈ FM , we obtain a planar
tree. We shall refer to this planar tree as the underlying tree of α.
For example, if O = FM is the free operad for which the component M (n) is
only non-zero for n = 2, and M (2) = k{◦}, the basis of FM (3) is given by the
Quillen homology for operads via Gro¨bner bases 9
tree monomials
◦
◦
3
1 2
,
◦
◦
2
1 3
, and
3
◦
2
◦
1
.
There are two standard ways to think of elements of an operad defined by
generators and relations: using either tree monomials or operations. For
example, the above tree monomials correspond to operations
(a1 ◦ a2) ◦ a3, (a1 ◦ a3) ◦ a2, and a1 ◦ (a2 ◦ a3) .
Our approach is somewhere in the middle between the two viewpoints: we
strongly encourage the reader to think of tree monomials, but to write down
the formulas required for definitions and proofs we prefer the language of
operations since it makes things more compact.
Example 1.6. The following is a treemonomial in the freeoperadFM generated
by some collection M with ◦, • ∈ M (2):
◦
• ◦
◦ • ◦
1 3 2 7 4 6
5
.
In the language of operations, it corresponds to the operation
((a1 ◦ a3) • a5) ◦ ((a2 • a7) ◦ (a4 ◦ a6)) .
Divisors of a treemonomial α in the free operad correspond to a special kind of
subgraphs of its underlying tree. Allowed subgraphs contain, together with
each vertex, all its incoming and outgoing edges (but not necessarily other
endpoints of these edges). Throughout this paper we consider only this kind
of subgraphs, and we refer to them as subtrees hoping that it does not lead
to any confusion. Clearly, a subtree T′ of every tree T is a tree itself. Let us
define the tree monomial α′ corresponding to T′. To label vertices of T′, we
recall the labels of its vertices in α. We immediately observe that these labels
match the restriction labels of a tree monomial should have: each vertex has
the same number of inputs as it had in the original tree, so for a vertex with
n inputs its label does belong to the basis of M (n). To label leaves of T′, note
that each such leaf is either a leaf of T, or is an output of some vertex of T. This
allows us to assign to each leaf l′ of T′ a leaf l of T, which we call the smallest
descendant of l′: if l′ is a leaf of T, put l = l′, otherwise let l be the smallest leaf
of T that can be reached through l′. We then number the leaves according to
their smallest descendants: the leaf with the smallest possible descendant gets
the label 1, the second smallest — the label 2 etc.
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Example 1.7. Let us consider the following two choices of subtrees of the tree
from Example 1.6:
◦
• ◦
◦ • ◦
1 3 2 7 4 6
5
and ◦
• ◦
◦ • ◦
1 3 2 7 4 6
5
.
In the first case, the subtree marked by bold lines yields the tree monomial
◦
• ◦
1 5 2 4
, and the ”standardisation” re-labelling, as above, gives the tree mono-
mial
◦
• ◦
1 4 2 3
. In the second case, the subtree marked by bold lines yields the
tree monomial
◦
• ◦
2 7 4 6
, and the ”standardisation” re-labelling gives the same
tree monomial
◦
• ◦
1 4 2 3
. In the language of operations,
(a1 • a5) ◦ (a2 ◦ a4) ≃ (a2 • a7) ◦ (a4 ◦ a6) ≃ (a1 • a4) ◦ (a2 ◦ a3).
Thus,
◦
• ◦
1 4 2 3
occurs as a divisor of the original treemonomial at two different
places.
For two treemonomialsα, β in the free operadFM , we say thatα is divisible by β,
if there exists a subtree of the underlying tree of α for which the corresponding
tree monomial α′ is equal to β.
There exist severalways to introduce a total ordering of treemonomials in such
a way that the operadic compositions are compatible with that total ordering.
A Gro¨bner basis of an ideal I of the free operad is a system S of generators
of I for which the leading monomial of every element of the ideal is divisible
by one of the leading terms of elements of S. Such a system of generators
allows to perform “long division” modulo I, computing for every element
its canonical representative. There exists an algorithmic way to compute a
Gro¨bner basis starting from any given system of generators (“Buchberger’s
algorithm for shuffle operads”). For our purposes, it is important to note
that if the tree monomials of our operad have additional internal grading,
and the relations are homogeneous with respect to that grading, then the
Quillen homology for operads via Gro¨bner bases 11
corresponding reduced Gro¨bner basis is also homogeneous, as well as all our
homological constructions.
1.4 Operads in the differential graded setting
The above description of the free shuffle operad works almost literally when
we work with operads whose components are chain complexes (as opposed
to vector spaces), and the symmetric monoidal structure on the corresponding
category involves signs. The only difference is that every tree monomial
should carry an ordering of its internal vertices, so that two different orderings
contribute appropriate signs. In this section, we give an example of a shuffle
dg operad that should help a reader to understand the graded case better; this
operad was introduced and explored in [48].
Definition 1.8. The odd (2k + 1)-associative operad is a non-symmetric operad
with one generator µ of arity 2k+ 1 and odd homological degree, and relations
µ ◦p µ = µ ◦2k+1 µ for all p ≤ 2k.
Let us show that the Buchberger algorithm for operads from [13] discovers a
cubic relation in the Gro¨bner basis for this operad, thus showing that this op-
erad fails to be PBW in the sense of Hoffbeck [31] (for this particular ordering).
We use the path-lexicographic ordering of monomials.
From the common multiple (µ ◦1 µ) ◦1 µ of the leading term µ ◦1 µ with itself,
we compute the S-polynomial
(µ ◦2k+1 µ) ◦1 µ − µ ◦1 (µ ◦2k+1 µ).
We can perform the following chain of reductions (with leading monomials
underlined):
(µ ◦2k+1 µ) ◦1 µ − µ ◦1 (µ ◦2k+1 µ) = (µ ◦2k+1 µ) ◦1 µ − (µ ◦1 µ) ◦2k+1 µ 7→
7→ (µ ◦2k+1 µ) ◦1 µ− (µ ◦2k+1 µ) ◦2k+1 µ = −(µ ◦1 µ) ◦4k+1 µ− (µ ◦2k+1 µ) ◦2k+1 µ 7→
7→ −(µ◦2k+1µ)◦4k+1µ−(µ ◦2k+1 µ) ◦2k+1 µ = −(µ◦2k+1µ)◦4k+1µ−µ ◦2k+1 (µ ◦1 µ) 7→
7→ −(µ ◦2k+1 µ) ◦4k+1 µ − µ ◦2k+1 (µ ◦2k+1 µ) = −2(µ ◦2k+1 µ) ◦4k+1 µ.
Note that we used the formula (µ ◦2k+1 µ) ◦1 µ = −(µ ◦1 µ) ◦4k+1 µwhich reflects
the fact that the operation µ is of odd homological degree.
The monomial (µ ◦2k+1 µ) ◦4k+1 µ cannot be reduced further, and we recover
the relation (µ ◦2k+1 µ) ◦4k+1 µ = 0 discovered in [48]. Furthermore, we arrive
at the following proposition (note the similarity with the computation of the
Gro¨bner basis for the operad AntiCom in [13]).
Proposition 1.9. Elementsµ◦pµ−µ◦2k+1µwith 1 ≤ p ≤ 2k and (µ◦2k+1µ)◦4k+1µ
form a Gro¨bner basis for the operad of odd (2k + 1)-associative algebras.
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2 Resolution for monomial relations
Assume that the operadO = FM /(G ) is generated by a collection of finite sets
M = {M (n)}, and that G consists of treemonomials, so we are dealing with an
operad that only has monomial relations. We shall explain how to construct a
free resolution of O .
Our first step is to construct a free shuffle dg operadA which does not take the
account relations ofO ; it is a somewhat universal object for operads generated
byM , various suboperads ofA will be used as resolutions for various choices
of G .
2.1 The inclusion–exclusion operad
Let T be a tree monomial, and let the symbols S1, . . . , Sq be in one-to-one
correspondence with all the divisors of T. We denote byA (T) the vector space
kT ⊗ Λ(S1, . . . , Sq). We shall say that underlying tree monomial for elements of
this vector space is T. The degree −1 derivations ∂i on the exterior algebra
defined by the rule ∂i(S j) = δi j anticommute, and the differential d =
∑q
i=1
∂i
makesA (T) into a chain complex isomorphic to the augmented chain complex
of a (q − 1)-dimensional simplex ∆q−1.
By definition, the chain complex A (n) is the direct sum of complexes A (T)
over all treemonomials Twith n leaves. There is a natural operad structure on
the collection A = {A (n)}; the operadic composition composes the trees, and
computes the wedge product of symbols labelling their divisors. Overall, we
defined a shuffle dg operad, which we shall call the inclusion–exclusion operad.
Let us emphasize that the symbols Sir correspond to divisors, i.e. mark occur-
rences of tree monomials in T rather than monomials themselves, so in particular
the Koszul sign rule does not imply that a composition of an element of our
operad with itself is equal to zero. Basically, when computing products, the
S-symbols “remember” which divisors of factors they come from. Graphi-
cally, it is convenient to think of basis elements of our chain complex as tree
monomials with some of the occurrences of relations additionally marked, as
in Example 1.7.
The following example should make our construction more clear.
Example 2.1. Assume that the operad O has two binary generators ◦ and •.
Then the corresponding operad A contains, among others, two elements
◦
◦
◦ ◦
1
2 5 3 4
and
◦
◦
2
1 3
.
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An appropriate shuffle composition of these two produces the element
◦
◦ ◦
◦ ◦ ◦
1 5 2 7 4 6
3
,
where two different divisors are marked. Incidentally, the underlying tree
monomial for each of them is
◦
◦
2
1 3
. Let us call the first tree T, the second tree
T′, the first divisor S, and the second divisor S′. On the level of formulas, we
have
(T ⊗ S) ◦φ (T
′ ⊗ S′) = (T ◦φ T
′) ⊗ S1 ∧ S2,
where φ : {1, 2, 3, 4, 5, 6, 7} ։ {1, 2, 3, 4, 5} is the shuffle surjection with φ(1) =
φ(3) = φ(5) = 1, φ(2) = 2, φ(4) = 3, φ(6) = 4, φ(7) = 5, and S1 and S2 indicate
the two different divisors of T ◦φ T
′ equal to
◦
◦
2
1 3
. Note that even though the
underlying tree monomials of the two divisors coincide, the wedge product
is not equal to zero, since the letters S correspond to distinct divisors, that is
occurrences of tree monomials, not tree monomials themselves.
In fact, the underlying operad of the dg operad A is free. Indeed, let us call a
“monomial” T ⊗ Si1 ∧ · · · ∧ Siq , q ≥ 0, indecomposable, if it is not a composition
in the operad AG of two monomials of the same type. (This means that each
edge between the two internal vertices of T is an edge between two internal
vertices of at least one of the divisors Si1 , . . . , Siq ; note that some of the internal
vertices of T are leaves of its divisors, and hence are not considered internal
vertices of the respective divisors.) It is easy to see that A is freely generated
by indecomposable elements; those are elements m ⊗ 1 with m ∈ M being
a generator of O , and indecomposable monomials T ⊗ Si1 ∧ · · · ∧ Sq, q ≥ 1.
For each monomial T ⊗ Si1 ∧ · · · ∧ Siq different from the generators described
above, and each internal edge of T that is not an internal edge of either of Si1 ,
ldots, Siq , the endpoint of that edge which is further from the root of T is a
“grafting point”: the subtree growing from this vertex (and its divisors among
Si j ) factors out in our operad. This factorisation procedure gives a unique way
to factorise elements as compositions of generators.
So far we did not use the relations of our operad. Let us incorporate relations
in the picture.
2.2 Suboperads of the inclusion–exclusion operad
Let G be the set of relations of our operad O . The dg operad (AG , d) is
defined similarly to A , but with the additional restriction that every symbol
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Sk corresponds to a divisor of T for which the underlying tree monomial is a
relation. The differential d is the restriction of the differential defined above.
Informally, an element of the operad AG is a tree with some distinguished
divisors that are relations from the given set.
Theorem 2.2. The dg operad (AG , d) is a free resolution (as a shuffle operad) of the
corresponding operad with monomial relations O = FM /(G ).
Proof. Similarly to the case of the operadA , the operadAG is freely generated
by its elementsm⊗ 1 with m ∈ M and all indecomposable monomials T⊗S1 ∧
· · · ∧ Sq, q ≥ 1, where each of the divisors Si is a relation of O .
Let us prove that AG provides a resolution for O . Since the differential d only
omits wedge factors but does not change the treemonomial, the chain complex
AG is isomorphic to the direct sum of chain complexes A
T
G
spanned by the
elements for which the first tensor factor is the given tree monomial T. If T is
not divisible by any relation, the complex A T
G
is concentrated in degree 0 and
is spanned by T ⊗ 1. Thus, to prove the theorem, we should show that A T
G
is
acyclic whenever T is divisible by some relation gi.
Assume that there are exactly k divisors of T which are relations of O . We
immediately see that the complex A T
G
is isomorphic to the chain complex of a
simplex ∆k−1 which is acyclic whenever k > 0. 
Remark 2.3. Using the machinery of twisting cochains [7], one can obtain from
the free dg operad resolution a resolution of the trivial module by free right
modules whose spaces of generators of various homological degrees are the
same as the spaces of generators of the original operad resolution. More
precisely, the differential of every generator in our free operad resolution is a
sum of compositions of generators; this provides the space of generators with
a structure of a homotopy co-operad, and the twisting cochainmethod applies.
See [39, 52] for details in the (simpler) case of associative algebras, and [17] for
details in the operad case.
3 Homology classes for monomial operads
In general, the fact that “trees grow in several different directions”, means that
it is more difficult to describe representatives of homology classes combinato-
rially in the same way as it can be done for the case of associative algebras [1].
However, in some cases it is possible to come upwith a reasonable description.
In this section, we shall describe homology classes under a minor restriction
on the combinatorics of defining relations.
3.1 Algebraic Morse theory: recollections
To obtain our description, we use the algebraic Morse theory developed inde-
pendently in [32, 37, 58]. We refer the reader to those references for details;
for our purposes, the algebraic Morse theory is a way to describe a smaller
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subcomplex of a chain complex having the same homology. It is done as fol-
lows. Suppose that our chain complex (C•, d) has a basis X = ⊔i≥1Xi, where Xi
is the basis of the space Ci of our complex; this basis should be finite or satisfy
some local finiteness condition (i.e., internal grading). We consider a directed
graph Γ whose vertex set V coincides with X, and the edge set E reflects the
combinatorics of the differential: there is an edge from x ∈ Xi to y ∈ Xi−1 if y
appears in d(x) with a non-zero coefficient. A set of edges M ⊂ E is called a
Morse matching if two conditions are satisfied:
1. every vertex of Γ belongs to at most one edge fromM;
2. the graph Γ′ on the vertex setVwhose edge set is the union of E\Mwith
the set of all edges ofM reversed has no directed cycles.
The vertices that do not belong to any edge ofM are called critical. The subset
of critical vertices of Xi is denoted by X
M
i
. The key result of algebraic discrete
Morse theory states that there is a way to define a new differential dM on
the linear span CM• of critical vertices so that the chain complex (C
M
• , d
M) is
quasi-isomorphic to (C•, d). The only property of this differential that we shall
really need is that its “structure constants”, that is the coefficients [v : v′] in the
formula
dM(v) =
∑
v′
[v : v′]v′
are defined as sums over paths from v to v′ in the graph Γ′.
3.2 Homology classes via algebraic Morse theory
Let O = FM /(G ) be an operad generated by the collection M with monomial
relations. Quillen homology HQ(O) is isomorphic to the homology of the
differential induced on the space of indecomposable elements (AG )
ab of the
operad AG . That space of generators, as a chain complex, can be decomposed
into a direct sum of chain complexes (AG )
ab
T
spanned by the elements for which
the underlying tree monomial is the given tree monomial T, and therefore the
Quillen homology acquires a direct sum decomposition
HQ(O) =
⊕
T a tree monomial
HQ
T
(O).
We shall define Morse matchings of chain complexes (AG )
ab
T under some tech-
nical conditions which we believe to be not very restrictive; at least in all
naturally arising examples that we discuss throughout the paper these condi-
tions are fulfilled.
Definition 3.1. For a tree monomial T, we call a numbering of the set of all
divisors of T that are relations of O an Anick numbering if whenever i < j < k
and Si ∩ S j , ∅ we have Si ∩ Sk ⊂ S j ∩ Sk. (Here and below by intersection we
mean the most naı¨ve combinatorial intersection of divisors inside T.)
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Let us give two examples of Anick numberings. The first one, which we shall
use as a toymodel in this section, explains the termwe chose: we shall see that
in the case of associative algebras it corresponds to the numbering of divisors
used by Anick [1].
Example 3.2. Suppose that our operadO with monomial relations is generated
by unary operations. In this case, it is nothing but an associative algebra
with monomial relations. If we number subwords of the given word which
are relations according to the position of the first letter, the corresponding
ordering is manifestly an Anick ordering.
The second example is new, and has a genuine operadic meaning to it; we
shall discuss an application of this result in Section 5.2.
We assume that our operad is generated by elements of arity 2. Let us use the
usual terms “left combs” and “right combs” for treemonomials corresponding
to the operations of the form
α1(α2(. . . (αk(1, i2), i3), . . . , ik), ik+1) and α1(1, α2(2, . . . αk(k, k + 1) . . .))
respectively: left combs are obtained from the generators by iterated compo-
sitions in the first slot, and right combs are obtained from the generators by
iterated compositions in the last slot.
Proposition 3.3. Suppose that O = FM /(G ) is an operad with binary generators
and monomial relations, G = Gl ∪ Gr where Gl consists of left combs and Gr consists
right combs, and at least one of the sets Gl, Gr is contained in FM (3). Then for
each tree monomial T, the set of all divisors of T that are relations admits an Anick
numbering.
Proof. Without loss of generality, Gl ⊂ FM (3). Let us define a partial ordering
of the set of all divisors of T that are relations of O as follows: S ≺ S′ if the
root of S′ is on the path from the root of T to the root of S, or if S and S′ share
the same root, S is a left comb and S′ is a right comb. Let us prove that if we
extend this partial ordering to a total ordering in any way, and consider the
numbering of the divisors according to that total ordering in the increasing
order, the numbering thus obtained is an Anick numbering. Indeed, suppose
that i < j < k and Si ∩ S j , ∅. There are three different situations when this
can happen:
- Si and S j are left combs, and the root of S j is on the path from the root of
T to the root of Si,
- Si and S j are right combs, and the root of S j is on the path from the root
of T to the root of Si,
- Si is a left comb, S j is a right comb, and they share a vertex which is a
root vertex of Si.
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The only situation when the Anick numbering condition Si ∩ Sk ⊂ S j ∩ Sk may
fail is when Si ∩ Sk , ∅.
In the first case, if Sk is a left comb as well, the condition is manifestly fulfilled.
Otherwise, if Sk is a right comb, its intersection with Si consists of exactly one
vertex. If that vertex is the root of Si, then it is contained in S j, and the condition
is fulfilled. If it is not the root of Si, it has to be the root of Sk, so the root of
S j is manifestly on the path from the root of T to the root of Sk, so Sk ≺ S j, a
contradiction.
In the second case, if Sk is a right comb as well, the condition is manifestly
fulfilled. Otherwise, if Sk is a left comb, its intersection with Si consists of
exactly one vertex. If that vertex is the root of Si, then it is contained in S j, and
the condition is fulfilled. If it is not the root of Si, it has to be the root of Sk, so
the root of S j is manifestly on the path from the root of T to the root of Sk, so
Sk ≺ S j, a contradiction.
In the third case, if Sk is a right comb, then since Si ∩ Sk , ∅, we instantly
conclude that Sk ≺ Si, a contradiction. If Sk is a left comb, then its intersection
with Si may only consist of one vertex, which is precisely the root vertex of Si,
that is the intersection of Si and S j. 
Throughout this section, we always assume thatwe are dealingwithmonomial
relations for which for each T the set of its divisors that are relations admits
an Anick numbering. Under this assumption, we shall prove the following
result.
Theorem 3.4. A basis of HQ
T
(O) is in one-to-one correspondence with basis elements
v ∈ (AG )
ab
T for which the following two properties hold:
(I) for each S j present in v, we have ∂ j(v) = 0 in (AG )ab; in other words, after
removing S j, v becomes decomposable,
(II) for each S j not present in v, there exists i < j for which ∂i(v∧S j) , 0 in (AG )ab;
in other words, after marking S j in v it is possible to remove the mark from the
divisor Si for some i < j so that the result is indecomposable.
Proof. Let us denote by X the natural basis of the chain complex (AG )
ab
T
. It
gives rise to a graph Γ reflecting the combinatorics of the differential. We shall
now describe inductively amatching of the vertices of Γ, and demonstrate that
under our assumptions it is a Morse matching. Let us put M1 to be the set of
edges v→ w, where v,w ∈ X, w = ±∂1(v). For k > 1 we denote by X(k−1) the set
of critical vertices with respect to the matchingM1 ∪ . . . ∪Mk−1, and let
Mk = {v→ w : v,w ∈ X
(k−1),w = ±∂k(v)}.
The following proposition is a “bounded version” of Theorem 3.4.
Proposition 3.5. The set X(k) consists of the basis elements v ∈ (AG )
ab
T for which
the following two properties hold:
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(Ik) for each j ≤ k such that S j is present in v, the monomial ∂ j(v) is decomposable,
(IIk) for each j ≤ k such that S j is not present in v, there exists i < j for which
∂i(v ∧ S j) , 0 in (AG )ab.
Proof. We prove this statement by induction on k. For k = 1, it is obvious. Let
us explain the step of induction. Let v ∈ X(k). By induction, Conditions (Ik−1)
and (IIk−1) hold for v.
Let us examine Condition (Ik) for a basis element v, and for j = k. Assume
that it does not hold, so that ∂k(v) , 0 in (AG )ab. We shall now prove that in
this case the elements v and ±∂kv will have been matched when forming the
matching Mk. Basically, it follows from
Lemma 3.6. Suppose that v ∈ X(k−1), and that ∂k(v) is indecomposable. Then ±∂kv
belongs to the set of critical vertices X(k−1) as well.
Proof. First, Condition (Ik−1) for v implies the same condition for ∂k(v), since re-
moving a factor Sk does not ruin decomposability. Let us prove that Condition
(IIk−1) holds for ∂k(v). We should check that for each j < k such that S j is not
present in ∂k(v), there exists i < j for which ∂i(∂k(v) ∧ S j) is indecomposable.
Since Condition (IIk−1) holds for v, for each j < k not present in v we can find
i < j such that ∂i(v ∧ S j) is indecomposable. By (Ik−1), ∂i(v) is decomposable.
Therefore, Si ∩ S j , ∅, and since we work with an Anick numbering we have
Si ∩ Sk ⊂ S j ∩ Sk ⊂ S j. This means that ∂i(∂k(v) ∧ S j) is indecomposable (the
only reason for ∂i(v ∧ S j) to become decomposable after removing Sk would
be that something covered by both Si and Sk wasn’t covered anymore, but the
intersection of these divisors is covered by S j) . 
Let us examine Condition (IIk) for a basis element v, and for j = k. Assume
that it does not hold, so that Sk does not occur in v, and for all i < k such that
Si present in v∧ Sk the element ∂i(v∧ Sk) is decomposable. We shall now show
that ±v ∧ Sk and v will have been matched when forming the matching Mk.
Indeed, by our assumption Condition (Ik−1) holds for the monomial ±v ∧ Sk.
Condition (IIk−1) holds for this monomial trivially, since it holds for v, and
indecomposability is preserved by the operators of wedge multiplication by
Sp. Thus, the monomial ±v ∧ Sk belongs to X
(k−1) by induction, and we found
an edge of the matchingMk.
Vice versa, let us assume that Conditions (Ik) and (IIk) hold. Then Conditions
(Ik−1) and (IIk−1) also hold, and so v ∈ X
(k−1) by induction. If v < X(k), v is used
in one of the edges of the matchingMk. Condition (Ik) guarantees that no edge
v → w can appear on that step, so the only option is an edge ±v ∧ Sk → v.
But by condition (IIk), there exists i < k for which ∂i(v∧ Sk) is indecomposable,
which shows that v ∧ Sk would have been used at an earlier stage. 
Proposition 3.7. The matching M =
⋃
iMi is a Morse matching.
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Proof. The only condition we need to check is acyclicity, since every vertex
is involved in at most one edge by the construction. Suppose that there is a
directed cycle in the graph Γ′. Because it is a cycle, it has the same number
of “increasing edges”, that is reversedM-edges, and decreasing edges, that is
edges from E\M. For the rest of the proof, we choose an edge e = (v→ ±v∧Sk)
of our cycle with the largest possible k.
Suppose that the edge following e is a decreasing one, that is we have a
fragment v→ ±v∧Sk → ±∂l(v∧Sk) in our cycle. Clearly, l , k, since otherwise
we would have the same edge belonging both to M and the reversion of M,
a contradiction. Also, it cannot be l > k, since otherwise we would have
found an edge u → ±u ∧ Sl elsewhere in the cycle, which would contradict
the definition of k. Therefore, l < k. But in this case, applying Condition (Ik−1)
with j = l to the monomial v∧ Sk we obtain a decomposable element, which is
a contradiction.
Now suppose that the edge following e is an increasing one, that is we have
a fragment v → ±v ∧ Sk → ±v ∧ Sk ∧ Sl in our cycle. Clearly, l , k, since
otherwise we have v ∧ Sk ∧ Sl = 0. Then, according to the definition of k, we
have l < k. Let us look at the element v ∧ Sk. Since Sl is not present in it, we
apply Condition (IIk−1) with j = l to this element, concluding that for some
r < l the monomial ∂r(v∧ Sk ∧ Sl) is indecomposable. If we choose the smallest
r for which ∂r(v ∧ Sk ∧ Sl) is indecomposable, we observe that the monomials
v∧ Sk ∧ Sl and ±∂r(v∧ Sk ∧ Sl) were matched on the step r. This contradicts the
fact that v ∧ Sk ∧ Sl is matched with v ∧ Sk. 
To complete the proof of Theorem 3.4, it is enough to show that the Morse dif-
ferential dM on the critical vertices is identically zero. Thiswouldmean that the
critical vertices are precisely the homology classes of the chain complex (AG )
ab
T
.
The former statement can be proved as follows. Every path between two ver-
tices in the graph Γ′ starts either with an edge from E \M or with a reversed
edge from M. No edge from E, in particular an edge from E \ M can start
with a critical vertex v, since Conditions (Ik) altogether mean that for every
k the monomial ∂kv is decomposable, and consequently d(v) = 0 in (AG )ab.
No reversed edge from M can contain a critical vertex either, for tautological
reasons. 
We proceed with our examples of Anick numberings. In the case discussed
in Example 3.2, we shall, as we already mentioned, obtain Anick chains for
monomial algebras [1, 61]. Let us recall their definition. Every chain is a
monomial of the free algebra k〈x1, . . . , xn〉. For q ≥ 0, q-chains and their tails
are defined inductively as follows:
- each generator xi is a 0-chain; it coincides with its tail;
- each q-chain is a monomial m equal to a product nstwhere t is the tail of
m, and ns is a (q − 1)-chain whose tail is s;
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- in the above decomposition, the product st has exactly one divisor which
is a relation of R; this divisor is a right divisor of st.
In other words, a q-chain is a monomial formed by linking one after another q
relations so that only neighbouring relations are linked, the first (q−1) of them
form a (q − 1)-chain, and no proper left divisor is a q-chain. In our notation
above, such a monomialm corresponds to the generatorm⊗S1∧· · ·∧Sq where
S1, . . . , Sq are the relations we linked.
Proposition 3.8. For the Anick numbering of divisors from Example 3.2, the
representatives for homology classes suggested by Theorem 3.4 are precisely Anick
chains.
Proof. Indeed, condition (I) means that only neighbours are linked, and con-
dition (II) means that no proper beginning of a q-chain forms a q-chain. 
Remark 3.9. If we consider the numbering of subwords according to the po-
sition of their last letters, we obtain another Anick numbering. The fact that
both of the numberings are Anick numberings can be used to obtain a concep-
tual proof of a result of Bardzell [2, 3] who obzerved that “Anick left chains”
and “Anick right chains” have the same set of underlying monomials, and
used it to obtain a resolution of A as an A −A-bimodule for an algebra Awith
monomial relations.
In the setup of our second example, we shall in fact obtain a combinatorial
picture modelled on Anick chains as well. Recall that we are dealing with
an operad O = FM /(G ) is an operad with binary generators and monomial
relations all of which are left and right combs, and assume that we fix an Anick
numbering of the kind described in Proposition 3.3.
Definition 3.10. To a tree monomial T made up of generators of O , we
associate a set of maximal combs. A maximal left comb of T is a sequence of
internal vertices a1, . . . , aq of T for which the left child of aq is a leaf, the left
child of al is al+1 for 1 ≤ l ≤ q− 1, and the parent of a1 (if any) has a1 as its right
vertex. Maximal right combs are defined similarly.
Clearly, for every indecomposable monomial of the operad AG each maximal
left comb of the underlying tree monomial must be covered by left combs
from G , and each maximal right comb of the underlying tree monomial must
be covered by right combs from G .
Definition 3.11. A monomial in AG is said to be an Anick chain for O if for
each of its maximal combs its covering by combs from G obeys the pattern
governing Anick chains for associative algebras.
The definitions are given in such a way that following result is proved com-
pletely analogously to Proposition 3.8.
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Proposition 3.12. Suppose thatO = FM /(G ) is an operadwith binary generators
and monomial relations, G = Gl ∪ Gr where Gl consists of left combs and Gr consists
right combs, and at least one of the sets Gl, Gr is contained in FM (3). The repre-
sentatives for homology classes of O suggested by Theorem 3.4 are precisely Anick
chains.
4 Resolution for general relations
Let O˜ = FM /(G˜ ) be an operad, and let O = FM /(G ) be its monomial replace-
ment, that is, G˜ is a Gro¨bner basis of relations, and G consists of all leading
monomials of G˜ . In Section 2, we defined a free resolution (AG , d) for O , so
that H(AG , d) ≃ O .
Let φ be the canonical homomorphism from AG to its homology O (it kills all
generators of positive homological degree, and on elements of homological
degree 0 is the canonical projection from FM to its quotient). Tree monomials
that are not divisible by any of themonomial relations G form a basis ofO , and
we define a map π as the composition of φ with the corresponding section;
it sends elements of homological degree zero to their residues modulo G ,
represented as linear combinations of tree monomials not divisible by G in
our resolution. Since (AG , d) is a resolution of O , there exists a contracting
homotopy h for this resolution, so that (dh)|ker d = id−π (in fact, below we
shall specify a particular choice for such homotopy). Our goal is to “deform”
this statement in the following sense. Let φ˜ be the homomorphism from AG
to O˜ that kills all generators of positive homological degree, and on elements
of homological degree 0 is the canonical projection from FM to its quotient
O˜ = FM /(G˜ ). By general results on Gro¨bner bases, tree monomials that are
not divisible by any of the leading terms G of relations G˜ form a basis of O
(each element f of the free operad FM is represented as its residue f modulo
the Gro¨bner basis G˜), and we define a map π˜ as the composition of φ˜with the
corresponding section; it sends elements of homological degree zero to their
residues modulo G˜ , represented as linear combinations of tree monomials not
divisible by G in our resolution.
We shall prove the following result, which is essentially nothing but homolog-
ical perturbation in the same way as it is used in the case of free resolutions of
trivial modules over augmented associative algebras in [1, 35, 38].
Theorem 4.1. There exists a “deformed” differential D on AG and a homotopy
H : kerD → AG
such that
H(AG ,D) ≃ O˜ and (DH)|kerD = id−π˜.
Proof. We shall construct D and H simultaneously by induction. Let us in-
troduce a partial ordering of basis elements in AG which just compares the
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underlying tree monomials. This partial ordering suggests the following def-
inition: for an element u ∈ AG , its leading term uˆ is the part of the expansion
of u as a combination of basis elements where we keep only basis elements
T ⊗ S1 ∧ · · · ∧ Sq with maximal possible T.
If L is a homogeneous linear operator on AG of some fixed (homological)
degree of homogeneity (like D, H, d, h), we denote by Lk the operator L acting
on elements of homological degree k. We shall define the operators D and H
by induction: we define the pair (Dk+1,Hk) assuming that all previous pairs
are defined. At each step, we shall also be proving that
D(x) = d(xˆ) + lower terms, H(x) = h(xˆ) + lower terms,
where the words “lower terms” refers to the partial order we defined above,
meaning a linear combination of basis elements whose underlying tree mono-
mial is smaller than the underlying tree monomial of xˆ.
Basis of induction: k = 0, so we have to define D1 and H0 (note that D0 = 0
because there are no elements of negative homological degrees). In general, to
define Dl, we should only consider the case when our element is a generator
of AG , since in a dg operad the differential is defined by images of generators.
For l = 1, this means that we should consider the case where our generator
corresponds to a leading monomial T = lt(g) of some relation g, and is of the
form T ⊗ S where S corresponds to the only divisor of T which is a leading
term, that is T itself. LettingD1(T⊗S) =
1
cg
g, where cg is the leading coefficient
of g, we see that D1(T ⊗ S) = T + lower terms, as required. To define H0, we
use a yet another inductive argument, decreasing the monomials on which we
want to define H0. First of all, if a tree monomial T is not divisible by any of
the leading terms of relations, we putH0(T) = 0. Assume that T is divisible by
some leading terms of relations, and S1, . . . , Sp are the corresponding divisors.
Then on A T
G
we can use S1 ∧ · as a homotopy, so h0(T) = T ⊗ S1. We put
H0(T) = h0(T) +H0(T −D1h0(T)).
Here the leading term of T−D1h0(T) is smaller than T (since we already know
that the leading term of D1h0(T) is d1h0(T) = T), so induction on the leading
term applies. Note that by induction the leading term of H0(T) is h0(T).
Suppose that k > 0, that we know the pairs (Dl+1,Hl) for all l < k, and that in
these degrees
D(x) = d(xˆ) + lower terms, H(x) = h(xˆ) + lower terms.
To define Dk+1, we should, as above, only consider the case of generators. In
this case, we put
Dk+1(x) = dk+1(x) −Hk−1Dkdk+1(x).
The propertyDk+1(x) = dk+1(xˆ)+ lower terms now easily follows by induction.
To defineHk, we proceed in awayvery similar towhatwe did for the induction
basis. Assume that u ∈ kerDk, and that we know Hk on all elements of kerDk
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whose leading term is less than uˆ. Since Dk(u) = dk(uˆ) + lower terms, we see
that u ∈ kerDk implies uˆ ∈ ker dk. Then hk(uˆ) is defined, and we put
Hk(u) = hk(uˆ) +Hk(u −Dk+1hk(uˆ)).
Here u−Dk+1hk(uˆ) ∈ kerDk and its leading term is smaller than uˆ, so induction
on the leading term applies (and it is easy to check that by induction Hk+1(x) =
hk+1(xˆ) + lower terms).
Let us check that the mappings D and H defined by these formulas satisfy, for
each k > 0, DkDk+1 = 0 and (Dk+1Hk)|kerDk = id−π˜. A computation checking
that is somewhat similar to the way D and H were constructed. Let us prove
both statements simultaneously by induction. If k = 0, the first statement is
obvious. Let us prove the second one and establish that D1H0(T) = (id−π˜)(T)
for each tree monomial T. Slightly rephrasing that, we shall prove that for
each tree monomial T we have D1H0(T) = T − T where T is the residue of T
modulo G [13]. We shall prove this statement by induction on T. If T is not
divisible by any leading terms of relations, we have H0(T) = 0 = T − T. Let T
have divisors S1, . . . , Sp. We have H0(T) = h0(T) +H0(T −D1h0(T)), so
D1H0(T) = D1h0(T) +D1H0(T −D1h0(T)).
By induction, we may assume that
D1H0(T −D1h0(T)) = T −D1h0(T) − (T −D1h0(T)).
Also,
D1h0(T) = D1(T ⊗ S1) =
1
cg
mT,S1(g) = T − rg(T).
Here we use the usual notation for Gro¨bner bases computations [13]: rg(T)
is the result of reduction of T modulo g, and mT,S1(g) denotes the result of
the substitution of g into T at that place (we have D1(T ⊗ S1) =
1
cg
mT,S1(g)
since it is true when T is a relation, and the differential agrees with operadic
compositions).
Combining the three previous equations, we obtain,
D1H0(T) = T − rg(T) +
(
(T −D1h0(T)) − (T −D1h0(T))
)
=
= T − rg(T) + (rg(T) − rg(T)) = T − rg(T) = T − T,
since for aGro¨bner basis the residue does not depend on a choice of reductions.
Assume that k > 0, and that our statement is true for all l < k. We have
DkDk+1(x) = 0
since
DkDk+1(x) = Dk(dk+1(x) −Hk−1Dkdk+1(x)) =
= Dkdk+1(x) −DkHk−1Dkdk+1(x) = Dkdk+1(x) −Dkdk+1(x) = 0,
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because Dkdk+1k ∈ kerDk−1, and so DkHk−1(Dk(y)) = Dk(y) by induction. Also,
for u ∈ kerDk we have
Dk+1Hk(u) = Dk+1hk(uˆ) +Dk+1Hk(u −Dk+1hk(uˆ)),
and by the induction on uˆ we may assume that
Dk+1Hk(u −Dk+1hk(uˆ)) = u −Dk+1hk(uˆ)
(on elements of positive homological degree, π˜ = 0), so
Dk+1Hk(u) = Dk+1hk(uˆ) + u −Dk+1hk(uˆ) = u,
which is exactly what we need. 
5 Applications
5.1 Another proof of the PBW criterion for Koszulness
The goal of this section is to give a new proof of the Gro¨bner bases formula-
tion [13] version of the PBW criterion of Hoffbeck [31] (generalising the PBW
criterion of Priddy [51] for associative algebras).
Theorem 5.1. An operad with a quadratic Gro¨bner basis is Koszul.
Proof. First of all, it is enough to prove it in the monomial case, since it gives an
upper bound on the homology: for the deformed differential, the cohomology
may only decrease. In the monomial quadratic case, every divisor of a tree
monomial covers one internal edge, and every internal edge is covered by
precisely one divisor, so all the generators of our free resolution are of homo-
logical degree one less than the number of corollas used in them, hence the
homology of the bar complex is concentrated on the diagonal, and our operad
is Koszul. 
5.2 Operads and commutative algebras
Recall a construction of an operad from a graded commutative algebra de-
scribed in [33].
Let A be a connected graded associative commutative algebra. Define an
operad OA as follows. We put
OA(I) := A|I|−1,
and define, for each shuffle surjection φ : I։ {1, . . . , k}, the composition map
◦φ : P(k) ⊗P(φ
−1(1)) ⊗ · · · ⊗P(φ−1(k))→ P(I)
to be the product in A:
a ◦φ (b1, . . . , bk) = ab1 · · · bk.
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The arities of the elements match: since I = ⊔k
i=1
φ−1(i), we have |I| − 1 =
k − 1 + (|φ−1(1)| − 1) + · · · + (|φ−1(k)| − 1). (In the symmetric case, we have also
to define the actions of symmetric groups; by definition, all the components of
OA are trivial representations of the respective symmetric groups.)
Aswe remarked in [13], a basis of the algebraA leads to a basis of the operadOA:
product of generators of the polynomial algebra is replaced by the iterated
composition of the corresponding generators of the free operad where each
composition is substitution into the last slot of an operation. Assume that
we know a Gro¨bner basis for the algebra A (as an associative algebra). It
leads to a Gro¨bner basis for the operad OA as follows: we first impose the
quadratic relations defining the operad Ok[x1,...,xn] coming from the polynomial
algebra (stating that the result of a composition dependsonly on the operations
composed, not on the order in which we compose operations), and then use
the identification of relations in the polynomial algebra with elements of the
corresponding operad, as above. Our next goal is to explain how to use the
Anick resolution of the trivial module for A to construct a small resolution of
the trivial module for OA.
Let us define a collection R which will then use to construct a resolution. We
take the free operad generated by the collection H with s−1H (k) ≃ HQ
k−2
(A).
We take R to be the quotient of that operad by the relations c1 ◦k c2 = 0, where
c1 ∈ H (k). In other words, in R all compositions are allowed except for those
using the last slot of an operation. We shall show thatR gives an upper bound
on the Quillen homology of OA by proving the following theorem.
Theorem 5.2. There exists a free resolution (FR, d)→ OA.
Proof. This statement is almost immediate from our previous results. Indeed,
we know how to obtain a Gro¨bner basis for OA from a Gro¨bner basis of A. The
leading terms of that Gro¨bner basis are all left combs
α(β(1, 2), 3) and α(β(1, 3), 2)
with three leaves and some right combs
α1(1, α2(2, . . . αk(k, k + 1) . . .)).
By Proposition 3.12, the corresponding homology classes of the associated
monomial operad can be described by elements of the same shape as defined
above, but we should start with the operad generated by Anick chains [1],
not by the homology. To understand what happens in the transition from the
monomial replacement to OA, let us look carefully into the general reconstruc-
tion scheme from the previous section. It recovers lower terms of differentials
and homotopies by recalling lower terms of elements of the Gro¨bner basis. Let
us do the reconstruction in two steps. At first, we shall recall all lower terms of
relations except for those starting with α(β(-, -), -); the latter are still assumed
to vanish. On the next step we shall recall all lower terms of those quadratic
relations. Note that after the first stepwemodel many copies of the associative
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algebra resolution and the differential there; so we can compute the homology
explicitly. At the next step, a differential will be induced on this homology we
computed, and we end up with a resolution of the required type. 
In some cases the existence of such a resolution is enough to compute Quillen
homology of OA; for example, it is so when the algebra A is Koszul, as we
shall see now. In general, the differential of this resolution incorporates lots
of information, including the higher operations (Massey (co)products) on the
homology of A.
Recall that if the algebraA is quadratic, then the operadOA is quadratic aswell.
In [13], we proved that if the algebra A is PBW, then the operad OA is PBW
as well, and hence is Koszul. Now we shall prove the following substantial
generalisation of this statement (substantially simplifying the proof of this
statement given in [33]).
Theorem 5.3. If the algebra A is Koszul, then the operad OA is Koszul as well.
Proof. Koszulness of our algebra implies that the homology of the bar resolu-
tion is concentrated on the diagonal. Consequently, the operad R constructed
above is automatically concentrated on the diagonal, and so is its homology,
which completes the proof. 
5.3 The operads of Rota–Baxter algebras
The main goal of this section is to compute Quillen homology for the operad
of Rota–Baxter algebras, and the operad of noncommutative Rota–Baxter al-
gebras. Those are among the simplest examples of operads which are not
covered by the Koszul duality theory, being operads with nonhomogeneous
relations. Note that it is even not clear that these operads have minimal mod-
els: being operads with nontrivial unary operations, they are not covered by
results of [47], and indeed some operads with nontrivial unary operations do
not admit minimal models.
5.3.1 The operads RBnd ncRB and their Gro¨bner bases
Definition 5.4. A commutative Rota–Baxter algebra of weight λ is a vector space
with an associative commutative product a, b 7→ a · b and a unary operator P
which satisfy the following identity:
P(a) · P(b) = P(P(a) · b + a · P(b) + λa · b).
We denote by RB the operad of Rota–Baxter algebras. We view it as a shuffle
operad with one binary and one unary generator.
Commutative Rota–Baxter algebras were defined in [57] with a motivation
coming from probability theory [4]. Various constructions of free commuta-
tive Rota–Baxter algebras appear in [57, 9, 28]. The latter paper also contains
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extensive bibliography and information on various applications of those alge-
bras.
Definition 5.5. A noncommutative Rota–Baxter algebra of weight λ is a vector
space with an associative product a, b 7→ a · b and a unary operator P which
satisfy the same identity as above:
P(a) · P(b) = P(P(a) · b + a · P(b) + λa · b).
We denote by ncRB the operad of noncommutative Rota–Baxter algebras.
Somehow, it is a bit simpler than the operad in the commutative case, be-
cause it can be viewed as a non-symmetric operad with one binary and one
unary generator.
Noncommutative Rota–Baxter algebras has been extensively studied in the
past years. We refer the reader to the paper of Ebrahimi–Fard and Guo [18]
for an extensive discussion of applications and occurrences of those algebras
in various areas of mathematics, and a combinatorial construction of the cor-
responding free algebras.
Let us consider the path-lexicographic ordering of the free operad; we assume
that P > ·.
Proposition 5.6. The defining relations for operads RB and ncRB form a Gro¨bner
basis.
Proof. Here we present a proof for the case of ncRB, the proof for RB is essen-
tially the same, with the only exception that there are two S-polynomials to
be reduced, as opposed to one S-polynomial in the case of ncRB (which, as we
pointed above, is easier becausewe are dealingwith a non-symmetric operad).
For the associative suboperad of ncRB, the defining relations form a Gro¨bner
basis, so the S-polynomials coming from the small common multiples the
leading term of the associativity relation has with itself clearly can be reduced
to zero. The leading term of the Rota–Baxter relation is P(P(a1)a2). This term
only has a nontrivial overlap with itself, not with the leading term of the
associativity relation, and that overlap is P(P(P(a1) · a2) · a3). From this overlap,
we compute the S-polynomial
− P(P(a1 · P(a2)) · a3) − λP(P(a1 · a2) · a3) + P((P(a1) · P(a2)) · a3)+
+ P((P(a1) · a2) · P(a3)) + λP((P(a1) · a2) · a3) − P(P(a1) · a2) · P(a3),
and it can be reduced to zero by a lengthy sequence of reductions which we
omit here (but which in fact can be read from the formula for dν3 in Propo-
sition 5.11 below). By Diamond Lemma [13], our relations form a Gro¨bner
basis. 
Remark 5.7. In the case of the operad ncRB, our computation immediately
provides bases for free noncommutative Rota–Baxter algebras. Indeed, since
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our operad is non-symmetric, the degree n part of the free noncommutative
Rota–Baxter algebra generated by the set B is nothing but ncRB(n)⊗V⊗n, where
V = span(B), sowe can use the aboveGro¨bner basis to describe that part. More
precisely, we first define the set of admissible expressions on a set B recursively
as follows:
• elements of B are admissible expressions;
• if b is an admissible expression, then P(b) is an admissible expression;
• if b1, . . . , bk are admissible expressions, and for each i either bi is an
element of B or bi = P(b
′
i
) with b′
i
an admissible expression, then their
associative product b1 · b2 · · · bk is an admissible expression.
Based on this definition, we shall call some of admissible expressions the Rota–
Baxter monomials, tracing the construction of an admissible expression and
putting some restrictions. Namely,
• elements of B are Rota–Baxter monomials;
• if b is a Rota–Baxter monomial, which, as an admissible expression, is
either b = P(b′) or b = b1 · b2 · · · bk with b1 ∈ B, then P(b) is a Rota–Baxter
monomial;
• if b1, . . . , bk are Rota–Baxter monomials, and for each i either bi ∈ B or
bi = P(b
′
i
) for some b′
i
, then their associative product b1 · b2 · · · bk is a
Rota–Baxter monomial.
Ourpreviousdiscussionmeans that the set of all Rota–Baxtermonomials forms
a basis in the free noncommutative Rota–Baxter algebra generated by the set B.
It would be interesting to compare this basis with the basis from [19].
5.3.2 Quillen homology of the operads RB and ncRB
Proposition 5.8. For each of the operads RB and ncRB, the resolution for its
monomial version from Section 2 is minimal, that is the differential induced on the
space of generators is zero.
Proof. In the case of the operad RB, the overlaps obtained from the leading
monomials (a1 · a2) · a3, (a1 · a3) · a2, and P(P(a1) · a2) are, in arity n,
((. . . ((a1 · ai2) · ai3) · · · ) · ain
and
P(P(P(. . .P(P(P(a1) · ai2) · ai3) · · · ) · ain−1) · ain),
for all permutations i2, i3 . . . , in of integers 2, 3, . . . , n. It is easy to see that for
each of them there exists only one indecomposable covering by relations, so
the differential maps such a generator to the space of decomposable elements,
and the statement follows.
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Similarly, in the case of the operad ncRB, the only overlaps obtained from the
leading monomials (a1 · a2) · a3 and P(P(a1) · a2) are, in arity n,
((. . . ((a1 · a2) · a3) · · · ) · an−1) · an
and
P(P(P(. . .P(P(P(a1) · a2) · a3) · · · ) · an−1) · an).
It is easy to see that for each of them there exists only one indecomposable
covering by relations, so the differential maps such a generator to the space of
decomposable elements, and the statement follows. 
Theorem 5.9. We have
dimHQ
l
(RB)(k) =
(k − 1)!, l = k ≥ 1,(k − 1)!, l = k + 1 ≥ 2.
dimHQ
l
(ncRB)(k) =
1, l = k ≥ 1,1, l = k + 1 ≥ 2.
Proof. In both cases, the subspace of generators of the free resolution splits into
twoparts: the part obtained as overlaps of the leading terms of the associativity
relations, and the part obtained as overlaps of the leading term of the Rota–
Baxter relation with itself. In arity k, the former are all of homological degree
k − 1, while the latter — of homological degree k. This means that when we
compute the homology of the differential of our resolution restricted to the
space of generators, the only cancellations can happen if some of the elements
resolving the associativity relation appear as differentials of some elements
resolving the Rota–Baxter relation. However, since all monomials in the Rota–
Baxter relation are of degree at least 1 in P, the way the deformed differential
is constructed in the proof of Theorem 4.1 shows that all the terms appearing
in the formulas for the respective differentials are also of degree at least 1 in P,
so no cancellations are possible. 
In addition toQuillenhomology computation, one canask for explicit formulas
for differentials in the free resolutions. It is not difficult towrite down formulas
for small arities (see the example below), but in general compact formulas
are yet to be found. We expect that they incorporate the Spitzer’s identity
and its noncommutative analogue [20]. However, the following statement is
immediate.
Corollary 5.10. • The minimal model RB∞ for the operad RB is a quasi-free
operad whose space of generators has a (k − 1)!-dimensional space of generators
of homological degree (k − 2) in each arity k ≥ 2, and a (k − 1)!-dimensional
space of generators of homological degree k − 1 in each arity k ≥ 1.
• The minimal model ncRB∞ for the operad ncRB is a quasi-free operad generated
by operations µk, k ≥ 2 of arity k and homological degree k − 2, and νl, l ≥ 1 of
arity l and homological degree l − 1.
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Let us conclude this sectionwith formulas for low arities differentials in ncRB∞,
to give the reader a flavour of what sort of formulas to expect.
Example 5.11. We have dν1 = dµ2 = 0, and
dν2 = P(µ2(P(-), -)) + P(µ2(-,P(-))) − µ2(P(-),P(-)) + λP(µ2(-, -)),
dµ3 = µ2(µ2(-, -), -) − µ2(-, µ2(-, -)),
dν3 = µ3(P(-),P(-),P(-)) − P(µ2(ν2(-, -), -) − µ2(-, ν2(-, -)))−
− P(µ3(P(-),P(-), -) + µ3(P(-), -,P(-)) + µ3(-,P(-),P(-)))+
+ ν2(µ2(P(-), -), -) − ν2(-, µ2(P(-), -)) + ν2(µ2(-,P(-)), -) − ν2(-, µ2(-,P(-)))+
+ µ2(ν2(-, -),P(-)) − µ2(P(-), ν2(-, -)) + λ
[
ν2(µ2(-, -), -) − ν2(-, µ2(-, -))−
−P(µ3(P(-), -, -) + µ3(-,P(-), -) + µ3(-, -,P(-)))
]
− λ2P(µ3(-, -, -)).
5.4 The operad BV and hypercommutative algebras
The main goal of this section is to explain how our results can be used to
study the operad BV of Batalin–Vilkovisky algebras. The key result below
(Theorem 5.18) is also proved in [17]; our proofs are based on entirely different
methods.
5.4.1 The operad BV and its Gro¨bner basis.
Batalin–Vilkovisky algebras show up in various questions of mathematical
physics. In [23], a cofibrant resolution for the corresponding operad was
presented. However, that resolution is a little bit more that minimal. In this
section, we present aminimal resolution for this operad in the shuffle category.
The operad BV, as defined in most sources, is an operad with quadratic–linear
relations: the odd Lie bracket can be expressed in terms of the product and
the unary operator. However, alternatively one can say that a BV-algebra is a
dg commutative algebra with a unary degree 1 operator ∆ with ∆2 = 0 which
is a differential operator of order at most 2. This definition of a BV-algebra is
certainly not new, see, e. g., [24]. With this presentation, the corresponding
operad becomes an operad with homogeneous relations (of degrees 2 and 3).
Our choice of degrees and signs is taken from [23] where it is explained how
to translate between this convention and other popular definitions of BV-
algebras.
Wewrite identities for operations evaluated on elements of degree 0, assuming
the usual Koszul sign rule for evaluating operations on elements of arbitrary
degrees. We want to emphasize that when computing Gro¨bner bases, we are
dealing with operations only, and all signs arise from evaluating operations on
elements. The representatives of the identities are chosen in such a way that
they can be viewed as elements of the free shuffle operad; we use the language
of operations, as opposed the language of tree monomials: for each i, the
argument ai of an operation corresponds to the leaf i of the corresponding tree
monomial.
Quillen homology for operads via Gro¨bner bases 31
Definition 5.12 (BV-algebras with homogeneous relations). A Batalin-
Vilkovisky algebra, or BV-algebra for short, is a differential graded vector space
(A, dA) endowed with
- a symmetric binary product • of degree 0,
- a unary operator ∆ of degree +1,
such that (A, dA,∆) is a mixed complex, dA is a derivation with respect to the
product, and such that
- the product • is associative, (a1 • a2) • a3 = a1 • (a2 • a3) and (a1 • a3) • a2 =
a1 • (a2 • a3)
- the operator ∆ satisfies ∆2(a1) = 0,
- the operations satisfy the cubic identity
∆((a1 • a2) • a3) = ∆(a1 • a2) • a3 + ∆(a1 • a3) • a2 + a1 • ∆(a2 • a3)−
− (∆(a1) • a2) • a3 − (a1 • ∆(a2)) • a3 − (a1 • ∆(a3)) • a2,
Let us consider the ordering of the free operad where we first compare lexico-
graphically the operations on the paths from the root to leaves, and then the
planar permutations of leaves; we assume that ∆ > •.
Proposition 5.13. The above relations together with the degree 4 relation
∆(a1 • ∆(a2 • a3)) + ∆(∆(a1 • a2) • a3) + ∆(∆(a1 • a3) • a2)−
− ∆((∆(a1) • a2) • a3) − ∆((a1 • ∆(a2)) • a3) − ∆((a1 • ∆(a3)) • a2) = 0 (1)
form a Gro¨bner basis of relations for the operad of BV-algebras.
Proof. With respect to our ordering, the leading monomials of our original
relations are (a1 • a2) • a3, (a1 • a3) • a2, ∆
2(a1), and ∆(a1 • (a2 • a3)). The only
small common multiple of ∆2(a1) and ∆(a1 • (a2 • a3)) gives a nontrivial S-
polynomialwhich, is precisely the relation (1). The leading termof that relation
is ∆(∆(a1 • a2) • a3).
It is well known that dimBV(n) = 2nn! [24], so to verify that our relations
form a Gro¨bner basis, it is sufficient to show that the restrictions imposed by
these leading monomials are enough. In other words, we may check that the
number of arity n treemonomials that are not divisible by any of these is equal
to 2nn!. Moreover it is sufficient to check that for n ≤ 4, since all S-polynomials
of our relations will be elements of arity at most 4. This can be easily checked
by hand, or by a computer program [15]. 
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5.4.2 Quillen homology of the operad BV
Let us denote by G the Gro¨bner basis from the previous section.
Proposition 5.14. For the monomial replacement of BV, the resolution AG from
Section 2 is minimal, that is the differential induced on the space of generators is zero.
Proof. Let us describe explicitly the space of generators, that is possible inde-
composable coverings of monomials by leading terms of relations (all mono-
mials below are chosen from the basis of the free shuffle operad, so the correct
ordering of subtrees is assumed). These are
- all monomials ∆k(a1), k ≥ 2 (covered by several copies of ∆
2(a1)),
- all “left combs”
λ = (. . . ((a1 • ak2) • ak3) • · · · ) • akn (2)
where (k2, . . . , kn) is a permutation of numbers 2, . . . , n, n ≥ 3 (only the
leading terms (a1 • a2) • a3 and (a1 • a3) • a2 are used in the covering),
- all the monomials
∆k(∆(λ1 • (λ2 • a j)))
where k ≥ 1, each λi is a left comb as described above (so that several
copies of ∆2, the leading term of degree 3, and several leading terms of
the associativity relations are used in the covering),
- all monomials
∆k(∆(. . .∆(∆(λ1 • λ2) • λ3) • · · · ) • λn) (3)
where k ≥ 0, n ≥ 3, and λi are left combs (several copies of all leading
terms are used, including at least one copy of the degree 4 leading term).
This is a complete list of tree monomials T for which (AG )
ab
T
is nonzero in
positive homological degrees. It is easy to see that for each of them there exists
only one indecomposable covering by relations, that is only one generator of
AG of shape T. Consequently, the differential maps such a generator to a com-
bination of decomposable elements, so the differential induced on generators
is identically zero. 
The resolution of the operad BV which one can derive by our methods from
this one is quite small (in particular, smaller than the one of [23]) but still not
minimal. However, we now have enough information to compute Quillen
homology of the operad BV.
Theorem 5.15. The basis of HQ(BV) is formed by monomials
∆k(a1), k ≥ 1,
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and all monomials of the form
∆(. . .∆(∆(︸      ︷︷      ︸
n−1 times
λ1 • λ2) • · · · ) • (λn • a j)), n ≥ 1
from the resolution of the monomial replacement of BV discussed above. Here all λi
are left combs.
Proof. First of all, let us notice that sinceΩ(B(BV)), a free operad generated by
B(BV)[−1], provides a resolution for BV, the space HQ(BV)[−1] is the space of
generators of the minimal free resolution, and we shall study the resolution
provided by our methods.
It is easy to check that the element ∆(∆(a1 • a2) • a3) that corresponds to the
leading term of the only contributing S-polynomial will be killed by the differ-
ential of the element ∆2(a1 • (a2 • a3)) (covered by corresponging overlapping
leading terms ∆2(a1) and ∆(a1 • (a2 • a3))) in the deformed resolution. This
observation goes much further, namely we have for k ≥ 1
D(∆k(∆(. . .∆(∆(λ1 • λ2) • λ3) • · · · ) • (λn • a j)) =
= ∆k−1((∆(. . .∆(∆(λ1 • λ2) • λ3) • · · · ) • λn) • a j) + lower terms
in the sense of the partial ordering we discussed earlier). So, if we retain only
leading termsof thedifferential, the resultinghomology classes are represented
by all the monomials of arity m
∆(. . .∆(∆(λ1 • λ2) • · · · ) • λn)
with λn having at least two leaves. They all have the same homological
degree m − 2 in the resolution (that is, formed by overlapping m − 2 leading
terms), and so there are no further cancellations. 
So far we have not been able to describe a minimal resolution of the operad BV
by relatively compact closed formulas, even though in principle our proof,
once processed by a version of Brown’s machinery [8, 10], would clearly yield
such a resolution (in the shuffle category).
5.4.3 The gravity operad and the Quillen homology of BV
The gravity operad Grav and its Koszul dual Hycom were originally defined
in terms of moduli spaces of curves of genus 0 with marked points M0,n+1
[25, 27]. However, we are interested in the algebraic aspects of the story, and
weuse the following descriptions of the gravity operad as a quadratic algebraic
operad [25].
Analgebra over the operadGravis a chain complexwithgraded antisymmetric
products
[x1, . . . , xn] : A
⊗n → A
34 Vladimir Dotsenko and Anton Khoroshkin
of degree 2 − n, which satisfy the relations:∑
1≤i< j≤k
±[[ai, a j], a1, . . . , âi, . . . , â j, . . . , ak, b1, . . . , bℓ] =
=
[[a1, . . . , ak], b1, . . . , bl], l > 0,0, l = 0, (4)
for all k > 2, l ≥ 0, and a1, . . . , ak, b1, . . . , bl ∈ A. For example, setting k = 3 and
l = 0, we obtain the Jacobi relation for [a, b].
Let us define an admissible ordering of the free operadwhose quotient is Grav
as follows. We introduce an additional weight grading, putting the weight of
the corolla corresponding to the binary bracket equal to 0, all other weights of
corollas equal to 1, and extending it to compositions by additivity ofweight. To
compare twomonomials, we first compare theirweights, then the root corollas,
and thenpath sequences [13] according to the reverse path-lexicographic order.
For both of the latter steps, we need an ordering of corollas; we assume that
corollas of larger arity are smaller. Then for the relation (k, l) in (4) (written in
the shuffle notation with variables in the proper order), its leading monomial
is equal to the monomial in the right hand side for l > 0, and to the monomial
[a1, . . . , an−2, [an−1, an]] for l = 0.
The following theorem, together with the PBW criterion, implies that the
operads Grav and Hycom are Koszul, the fact first proved by Getzler [24].
Theorem 5.16. For our ordering, the relations of Grav form a Gro¨bner basis of
relations.
Proof. The tree monomials that are not divisible by leading terms of relations
are precisely
[λ1, λ2, . . . , λn−1, a j],
where all λi, 1 ≤ i ≤ (n − 1) are left combs as in (2) (but made from brackets,
not products).
Lemma 5.17. The graded character of the space of such elements of arity n is
(2 + t−1)(3 + t−1) · · · (n − 1 + t−1).
Proof. To compute the number of basis elements where the top degree corolla
is of arity k + 1 (or, equivalently, degree 1 − k), k ≥ 1, let us notice that this
number is equal to the number of basis elements
[λ1, λ2, . . . , λk]
where the arity of λk is at least 2 (a simple bijection: join λn−1 and a j into
[λn−1, a j]). The latter number is equal to∑
m1+···+mk=n,
mi≥1,mk≥2
(m1 − 1)!(m2 − 1)! · · · (mk − 1)!m1m2 · · ·mk
(m1 +m2 + · · · +mk)(m2 + . . . +mk) · · ·mk
(
m1 + · · · +mk
m1,m2, . . . ,mk
)
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where each factor (mi − 1)! counts the number of left combs of aritymi, and the
remaining factor is known [15] to be equal to the number of shuffle permuta-
tions of the type (m1, . . . ,mk). This can be rewritten in the form
∑
m1+···+mk=n,mi≥1,mk≥2
(m1 + · · · +mk − 1)!
(m2 + · · · +mk)(m3 + · · · +mk) · · ·mk
and if we introduce new variables pi = mi + · · · +mk, it takes the form∑
2≤pk−1<···<p1≤n−1
(n − 1)!
p2 · · · pk
,
which clearly is the coefficient of t1−k in the product
(n − 1)!
(
1 +
1
2t
) (
1 +
1
3t
)
· · ·
(
1 +
1
(n − 1)t
)
=
=
(
2 + t−1
) (
3 + t−1
)
· · ·
(
n − 1 + t−1
)
.

Since the graded character of Grav is given by the same formula [25], we
indeed see that the leading terms of defining relations give an upper bound
on dimensions of homogeneous components of Grav that coincides with the
actual dimensions, so there is no room for further Gro¨bner basis elements. 
Using the basis of Grav we just constructed, we are able to prove the following
result (which gets a conceptual explanation in the next section):
Theorem 5.18. On the level of collections of graded vector spaces, we have
sHQ(BV) ≃ Grav∗ ⊗Endks−1 ⊕δk[δ], (5)
where Grav∗ is the co-operad dual to Grav, Endks−1 is the endomorphism operad of
the graded vector space ks−1, and δk[δ] is a cofree coalgebra generated by an element
δ of degree 2.
Proof. As above, instead of looking at the bar complex, we shall study the basis
of the space of generators of the minimal resolution obtained in Theorem 5.15.
In arity 1, the element δk (of degree 2k) corresponds to s∆k(a1) (of degree
k+ (k−1)+1 = 2k, the first summand coming from the fact that∆ is of degree 1,
the second from the fact that ∆k is an overlap of k− 1 relations, and the last one
is the degree shift given by s). The case of elements of internal degree 0 (which
in both cases are left combs) is also obvious; a left comb of arity n in the space
of generators of the free resolution is of homological degree n−2+1 = n−1, the
second summand coming from the degree shift given by s, and this matches
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the degree shift given by Endks−1(n). For elements of internal degree k − 1, let
us extract from a typical monomial
T = ∆(. . .∆(∆(︸      ︷︷      ︸
k−1 times
λ1 • λ2) • · · · ) • (λk • a j)),
of this degree and of arity n the left combs λ1, λ2, . . . , λk−1, λk, a j, and assign
to T the element of Grav∗ ⊗Endks−1 corresponding, via the degree shift, to the
element dual to the monomial [λ1, λ2, . . . , λk−1, λk, a j] ∈ Grav. This establishes
a degree-preserving bijection, because if arities of λ1, . . . , λk are n1, . . . , nk, the
total (internal plus homological) degree of the former element is
(k − 1) + (k − 2 + 1 + (n1 − 1) + · · · + (nk − 1)) + 1 = n + k − 2
(where we add up the ∆ degree, the overlap degree, and the degree shift), and
the total degree of the latter one is (k − 1) + (n − 1) = n + k − 2. 
5.4.4 Relationsip to Frobenius manifold construction of Baran-
nikov and Kontsevich
We conclude with a brief discussion on how our results match those of Baran-
nikov and Kontsevich ([5], see also [43, 45]) who proved in a rather indirect
way that for a dg BV-algebra that satisfies the “∂ − ∂-lemma”, there exists a
Hycom-algebra structure on its cohomology. Their result hints that our iso-
morphism (5) exists not just on the level of graded vector spaces, but rather has
some deep operadic structure behind it. For precise statements and more de-
tails we refer the reader to [17, 34]; the point we are trying to make here is that
some known results from the symmetric category can in fact simplify some
computations in the shuffle world too, predicting the shape of tree monomials
in the differential of the minimal model.
FromTheorem 5.16, it follows that the operadsGrav andHycom areKoszul, so
the cobar construction Ω(Grav∗ ⊗Endk[1]) is a minimal model for Hycom. We
shall now show that the differential of BV∞ on generators coming from Grav
∗
deforms the differential of Hycom
∞
in a certain sense. Let D and d denote the
differentials of BV∞ and Hycom∞ respectively. We can decompose D = D2 +
D3+· · · according to the homotopy co-operad structure it provides on the space
of generators (note that d = d2 since the operad Hycom is Koszul). Also, letm
∗
denote the obvious coalgebra structure on δk[δ]. We shall call a treemonomial
in BV∞ mixed, if it contains both corollas fromGrav
∗ ⊗Endk[1] and from (δk[δ]).
ThenD2 = d2+m
∗, while for k ≥ 3 the co-operationDk is zero on the generators
δk[δ], and maps generators from Grav∗ into linear combinations of mixed tree
monomials. Indeed, Hycom-algebras are closely related to formal Frobenius
manifolds, and the result of Barannikov and Kontsevich [5] essentially implies
that there exists a mapping from Hycom to the homotopy quotient BV/∆. In
fact, it is an isomorphism, which can be proved in several different ways, both
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usingGro¨bner bases andgeometrically; see [46] for a short geometric argument
proving that. This means that the following maps exist (the vertical arrows
are quasiisomorphisms between the operads and their minimal models):
BV∞
π
Hycom∞
BV BV/∆ Hycom
˜
Lifting π : BV∞ → BV/∆ ≃ Hycom to the minimal model Hycom∞ of Hycom,
we obtain the commutative diagram
BV∞
ψ
π
Hycom
∞
BV BV/∆ Hycom
˜
so there exists a map of dg operads (and not just graded vector spaces, as it
follows from our previous computations) between BV∞ and Hycom∞. Com-
mutativity of our diagram together with simple degree considerations yields
what we need.
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