We consider hermitian dissipative mappings δ which are densely defined in unital C * -algebras A. The identity element in A is also in the domain of δ. Completely dissipative maps δ are defined by the requirement that the induced maps, (a ij ) → (δ(a ij )), are dissipative on the n by n complex matrices over A for all n. We establish the existence of different types of maximal extensions of completely dissipative maps. If the enveloping von Neumann algebra of A is injective, we show the existence of an extension of δ which is the infinitesimal generator of a quantum dynamical semigroup of completely positive maps in the von Neumann algebra. If δ is a given well-behaved * -derivation, then we show that each of the maps ±δ is completely dissipative.
Introduction
Recent applications of the operator-theoretic approach to dissipative quantum systems include [21] and [36] . For a more systematic approach, see [35] . Suppose we are given a one-parameter group of automorphisms α t : a → e itH ae −itH which acts on some set of observables a, specified as a dense "local" subalgebra of a completed C * -algebra. If we then differentiate at t = 0, we get the derivation δ : a → i [H, a] = i (Ha − aH) which takes the form of a formal commutator. The issue is complicated by the fact that the Hamiltonian H is typically an unbounded operator in statistical models, say infinite lattice spin systems. In applications, it is H that is given, and the process must be run in reverse. By analogy to boundary value problems from partial differential equations, we then expect to encounter an existence problem for reconstructing the dynamics of the system from knowing only a formula for H.
We adopt the C * -W * -formalism for the dynamics of infinite quantum systems [9, 13, 17, 19, 20, 23, 30, 32] . For the special case of quantum spin systems it is believed that the dynamics in the time reversible case is given by an unbounded derivation of a suitable algebra A of observables [30] .
Depending on the range of the interaction, and the number of dimensions of the spin lattice, it is possible to exponentiate the infinitesimal derivation to a one-parameter group of automorphisms α t (−∞ < t < ∞) of A, or of the enveloping W * -algebra A ′′ (see [34] ), or the W * -algebra generated by a given invariant state [9, 16, 25, 28, 31, 32] .
It is known that (open) irreversible systems may be obtained as restrictions of time-reversible systems, and it follows [19] that the dynamics of the open system is given mathematically by a semigroup τ t (0 ≤ t < ∞) of completely positive mappings of the C * -algebra A, or W * -algebra A ′′ . The corresponding infinitesimal generator is completely dissipative. Completely positive semigroups also play a role in quantum computing algorithms [26] . The philosophy is that noise in the quantum processes dictates the dissipative systems, as opposed to the conservative ones (which are governed by one-parameter groups of automorphisms).
But in high lattice-dimensions, or for long-range interaction, there are difficulties in exponentiating the infinitesimal generators. The determination of the time-evolutions α t (resp., τ t ) seems to require "extra boundary conditions" [6, 9, 25, 31, 32] . It is therefore a meaningful foundational question, for a given completely dissipative infinitesimal transformation δ in a C * -algebra A, to ask if it is always possible to extend δ to a transformationδ which is the infinitesimal generator for a quantum dynamical semigroup. Under the assumption that δ is hermitian, and that the W * -algebra A ′′ is injective, we establish the existence of a generator extensioñ δ. Our extension is thus an algebraic parallel to Friederichs's extension for semibounded operators in Hilbert space, or an analogue of Phillips's [29] maximal dissipative extension of the general dissipative operator in Hilbert space.
In earlier articles [6, 9, 27, 30 ] the uniqueness problem was considered for the generator extension, δ ⊂δ. But, just as is the case for operators in Hilbert space (Friedrichs, Phillips), the extension is generally not unique, reflecting the possibility of different "boundary conditions" at infinity.
We refer the reader to the books [13] , [17] and [32] for details on the mathematical foundations of algebraic quantum theory.
The issues centering around the existence problem for the dynamical oneparameter groups, or semigroups, of quantum statistical mechanics are perhaps best known in the setup of quantum spin systems, as they are treated in [8] , [24] and [33] . Example 1.1. The mathematical framework is rather general such as to allow a wide variety of applications, including recent ones to nonequilibrium statistical mechanics [33] . A countably infinite set L (say a lattice; it may be Z ν where ν is the lattice rank, or dimension) is specified at the outset. Points s ∈ L are sites at which quantum spins are located. For each s ∈ L, let H s be a finite-dimensional complex Hilbert space, i.e., the spin vectors at site s; and for a finite subset Λ ⊂ L, set
Then let A Λ be the * -algebra of all (bounded) operators on H Λ . With the natural embedding
given by
we get the usual inductive limit C * -algebra lim Λ A Λ =: A. A function Λ → Φ (Λ) = Φ (Λ) * ∈ A Λ defined on the finite subsets Λ of L is called an interaction, and
is the associated local Hamiltonian, where in (1.1), the summation is over all finite subsets X of Λ. Since A Λ 1 and A Λ 2 commute when Λ 1 ∩ Λ 2 = ∅, it follows that
is well defined for all local observables a in the dense * -subalgebra 
then the * -derivation δ defined in (1.2) is the infinitesimal generator of a one-parameter subgroup of * -automorphisms {α t } t∈R ⊂ Aut (A), which then satisfies
for all a ∈ A and t ∈ R, i.e., it is approximately inner. This means that, if a ∈ A 0 , then
Moreover, δ is, when extended from A 0 , a closed * -derivation, in the sense that the graph of δ is closed in A×A. But if Φ is not translationally invariant, or if (1.3) is not known to hold, then no such conclusion is within reach, and the issue of extensions of δ arises. We then ask if some extensionδ of δ to a generator of a one-parameter group of automorphisms, or a semigroup of dissipations (see details below), exists.
Definitions and terminology
Let X and Y be Banach spaces. Then the space of bounded linear operators from X to Y is denoted L(X, Y ). The conjugate (i.e., dual) Banach space to X is L(X, C), and is denoted X ′ . If H is a Hilbert space, the C * -algebra of all bounded operators on H is denoted B(H). Let L be a linear subspace of B(H) which is self-adjoint and contains the identity operator I. With the order inherited from B(H), the subspace L gets the structure of an operator system, in the terminology of Effros [10] . The full matrix algebra M n of all complex n-by-n matrices is also an operator system, and so is
The elements in L n may be realized as n-by-n matrices with entries from L,
If L and R are operator systems and ϕ : L → R is a linear mapping, then the induced map (a ij ) → (ϕ(a ij )) of L n into R n is denoted ϕ n . It is, in fact, ϕ ⊗ id n . We say [2] that ϕ is completely positive (resp., completely contractive) if ϕ n is positive (resp., contractive) for all n. We say that R is injective if for every pair of operator systems, L ⊂ L 1 , and every completely positive map ϕ : L → R, there is a completely positive extension ψ : L 1 → R. That is, ψ(x) = ϕ(x) for all x ∈ L. If R is a von Neumann algebra in a Hilbert space H, it is known [37, 12] that R is injective iff there is a norm-one projection of B(H) onto R.
If A is a C * -algebra, it is known [11] that A is nuclear iff the double conjugate (dual) A ′′ is injective as a W * -algebra. Connes showed [12] that a factor R on a separable Hilbert space is injective iff it is matricial.
Dissipative transformations
An operator δ in a Banach space X is said to be dissipative [28] if one of the following three equivalent conditions is satisfied:
, and all f ∈ X ′ satisfying f = 1, and f (x) = x , the inequality Re f (δ(x)) ≤ 0 is valid. (iii) For all x in D(δ), and all α ∈ R + , the inequality x − αδ(x) ≥ x holds.
The proof of the equivalence can be found, for example, in [6] , but the equivalence can also be shown to be a consequence of the approximation idea in Section 9 and Proposition 10.2 in the present paper.
If X is an operator system, we say that δ is completely dissipative if the induced mapping δ n in X n is dissipative for all n = 1, 2, . . . . Recall that X n = X ⊗ M n , and δ n : (
Finally we say that the transformation δ is hermitian if the domain D(δ), in the operator system X, is invariant under the * -involution of X, and if δ(x * ) = δ(x) * for all x ∈ D(δ).
If δ : X → Y is merely a linear transformation between Banach spaces X and Y , with domain D(δ) dense in X, then the transposed (or conjugate) transformation δ ′ is well defined as a linear transformation δ ′ :
It is known [28] that dissipative operators are closable.
Completely positive semigroups (Quantum dynamical semigroups)
Let M be a W * -algebra with predual M * . Let τ t be a family of completely positive mappings of M into itself, indexed by the time parameter t ∈ [0, ∞).
Assume that τ 0 is the identity transformation in M , and that τ t (11) = 1 1 for all t ∈ [0, ∞), where 1 1 denotes the unit element of the W * -algebra M in question. We assume further that the semigroup law holds, τ t 1 +t 2 = τ t 1 • τ t 2 for t 1 , t 2 ∈ [0, ∞), and finally that each τ t is a normal mapping in M . Recall that normality is equivalent to the requirement that the conjugate semigroup τ ′ t [15] of M ′ leaves invariant the subspace M * . Finally we require continuity of each scalar function, t → ϕ(τ t (a)), for all ϕ ∈ M * and a ∈ M . A semigroup which satisfies all the requirements above is called a completely positive semigroup. Because of the relevance to quantum dynamics, we shall also call it a quantum dynamical semigroup [20] .
The infinitesimal generator of a given completely positive semigroup (τ t , M ) is a, generally unbounded, transformation, denoted by ζ, in M . The domain of the generator ζ is given by
It is easy to see [15] 
where the derivative is taken in the σ(M, M * )-topology. Finally note that infinitesimal generators are completely dissipative.
Example 4.1. It is known that the generator δ of a completely positive semigroup {τ t } t∈R + on a C * -algebra A is completely dissipative on a dense subspace D in A; see [4] . The following is a "canonical" example of this: it is built on the C * -algebra over the canonical commutation relations (CCR); see [7] . Specifically, let H be a complex Hilbert space. Then there is a C * -algebra A = A (H) which is generated by the identity element 1 1 and a family of unitary elements {u ξ | ξ ∈ H \ {0}} such that
Im ξ η u ξ+η for all ξ, η ∈ H, with the understanding that u 0 = 1 1. Then it follows that there is a unique, completely positive semigroup {τ t } t∈R + in A, such that
Hence the subalgebra D ⊂ A spanned by the elements {u ξ | ξ ∈ H} is contained in the domain of the generator δ, and
It follows from the observation in [3] and [5] that this δ is completely dissipative with dense domain D in the C * -algebra A. That is, δ defined by
is well defined for a = u ξ ∈ D, and (4.1) holds.
We now turn to the general existence problem. We have divided the proof of Theorem 4.2 into two main sections: one is concerned with the analysis of the family of extensions of the partial resolvent operator (I − δ) −1 . This analysis leads to a distinguished set of contractive, and maximal, extensions which is associated with a set of extensionsδ of δ. Butδ turns out to be an operator in the enveloping W * -algebra of A. The generation properties ofδ are analyzed in the second section.
Extensions of (I
We may assume that δ is in fact a closed operator in A. (If not, it would be possible to replace δ by the closureδ, andδ will have the properties which were listed for δ.)
This means that the linear space S = Ran(I − δ) = {x − δ(x) : x ∈ D(δ)} is closed in A. In view of the (hermitian) assumption on δ we note that S is also selfadjoint, and that 1 1 ∈ S. The operator R : S → A defined by x−δ(x) → x, and denoted by (I−δ) −1 , is completely positive [2, Prop. 1.2.8]. Clearly R(11) = 1 1.
We now consider the double dual to A, denoted by A ′′ , as a W * -algebra M , and make the appropriate identification (via the universal * -representation for A) such that A is regarded as a C * -subalgebra of A ′′ , and the pre-dual of A ′′ is identified with the dual A ′ of A. (The reader is referred to [34, §1.17, p. 42] for details.) Since M = A ′′ (with the Arens multiplication) is injective as a W * -algebra, by the assumption, it follows that a completely positive extension mapping E : M → M exists. If we regard A as a subalgebra of M (as we shall), then the extension property is given by the identity
Note that S ⊂ A, so that S becomes a subspace of M with the above mentioned identification.
The completely positive transformations of M into itself will be denoted by CP (M ), and the space L(M ) of completely bounded linear transformations in M gets an ordering arising from the cone CP (M ). Indeed, for This extension F 0 , described above, has the special property of being 1-1. We first consider the restriction of F 0 to the positive elements in M , M + , that is. More precisely, we have the implication:
Let η : M → M/S be the canonical linear quotient mapping, and consider the cone C in the normed quotient space E = M/S given by C = η(M + ).
If the element x in (5.2) belongs to S, then the conditions R(x) = F 0 (x) = 0 imply x = 0, since R = (I − δ) −1 . Hence, we shall assume that x is not in S. This means that η(x) ∈ C defines a one-dimensional subspace {kη(x) : k ∈ C} in E, and the functional f : kη(x) → k is nonzero and positive. By Krein's theorem [1, Thm. 1, Ch. 3, p. 157] f extends to a positive functionalf on E, and we may define
We claim that F 1 is one of the extensions considered in the Zorn-process which was described above. But F 0 ≤ F 1 , and F 0 = F 1 , contradicting the maximality of F 0 -and so, we must have x = 0, concluding the proof of (5.2). (Note that in (5.3), instead of the identity element 1 1 on the righthand side of the equation, we could have used any nonzero element in M + . The corresponding F 1 -transformation would properly majorize F 0 , and have its range contained in M , since the range of F 0 falls in M .)
Since F 0 is completely positive, we have, in particular, F 0 (x * ) = F 0 (x) * . So, to establish the identity N (F 0 ) = {x ∈ M : F 0 (x) = 0} = 0, it is enough to show that the hermitian part of N (F 0 ) is zero. Since we have already considered positive elements, it only remains to consider x = x * ∈ N (F 0 ) satisfying x / ∈ S. Choose a positive real number k such that x k = x + k11 ∈ M + . We then have F 0 (x k ) = k and x k / ∈ S. It is possible, therefore, by Krein's theorem, to choose a positive functionalf on E = M/S satisfying f (η(x k )) = l > 0. Then define F 2 (y) = F 0 (y) +f (η(y))11 for y ∈ M . It is a simple matter to check that F 2 is one of the Zorn-extensions. Indeed,
. This contradiction to the maximality of F 0 concludes the proof. Since N (F 0 ) = 0, the inverse F
We proceed to show that F 0 (M ) is in fact dense in the σ(M, A ′ )-topology of M : First note that the extension property (5.1) for F 0 translates into:
and the corresponding transposed mappings in A ′ therefore satisfy:
Hence F ′ 0 is 1-1, and the desired density of F 0 (M ) follows from the bi-polar theorem applied to the A ′ -M duality. Note that in fact every extension of R has dense range, because condition (5.5) is satisfied for the most general such extension.
Since F 0 is an extension of (I −δ) −1 it is clear thatδ = I −F −1 0 is therefore an extension of δ.
Generation properties ofδ
The operatorδ is closed and densely defined in the σ-topology of M . But (I −δ) −1 = F 0 , so we also have x −δ(x) ≥ x for all x ∈ D(δ). We proceed to show that in fact
for all k > 0 and x ∈ D(δ). Indeed, let Λ denote the set of k > 0 such that the inequality (6.1) is satisfied for all x ∈ D(δ). Then we have seen that k = 1 belongs to Λ. It turns out that Λ is both open and closed as a subset of R + , and our result follows by connectedness.
To show openness, suppose first that k 0 ∈ Λ, and that k ∈ R + satisfies |k − k 0 | < k 0 . We than use (6.1), for k 0 , in estimating the terms in the Neumann expansion for (kI −δ) −1 , taken around the point k 0 . Due to the assumption |k − k 0 | < k 0 , the Neumann series is convergent, and does indeed define a bounded inverse R(k,δ) to kI −δ. Termwise estimation gives R(k,δ) ≤ k −1 , and it follows that (6.1) is satisfied in a neighborhood of k 0 .
Consider next a convergent sequence of points k n → k 0 with k n ∈ Λ and k 0 ∈ R + . By assumption the resolvent operators R(k n ,δ) = (k n I −δ) −1 exist, and they therefore satisfy the resolvent identity:
as well as the estimate R(k n ,δ) ≤ k −1 n . It follows that the norm-limit R = lim n R(k n ,δ) ∈ L(M ) exists, and it is trivial to check thatR defines a bounded inverse to k 0 I −δ. The estimate (6.1) for k 0 is now implied in the limit by R ≤ k −1 0 . Hence Λ is closed, and the argument is completed. We have shown that the operatorδ in M is dissipative and closed in the σ(M, A ′ )-topology. It is, of course, also closed in the norm-topology, and it can be showr that D(δ) is norm-dense. It follows by semigroup theory [22, 28] thatδ is the infinitesimal generator of a strongly continuous semigroup τ t (0 ≤ t < ∞) of contraction operators in the Banach space M .
To show that each τ t is a normal transformation we consider the adjoint semigroup τ ′ t (cf. [15] ) in the norm-dual M ′ and show that τ ′ t leaves A ′ invariant. Note that A ′ is being identified with the predual of the W * -algebra M , so that we may regard it as a subspace of M ′ .
Letδ ′ (resp., F ′ 0 ) denote the transposed operators toδ (resp., F 0 ) with respect to the M -M ′ duality. It follows by operator theory thatδ ′ is the generator of τ ′ t , and that (I −δ ′ ) −1 = F ′ 0 . From the construction of F 0 we now deduce that A ′ is invariant under F ′ 0 . Indeed, recall that δ ′ denotes the transposed transformation to δ with respect to the A-
). An application of the Neumann expansion to (I − t nδ ′ ) −1 shows that A ′ is also invariant under this operator for all t ≥ 0, n ∈ Z + . But τ ′ t is obtained as a weak*-limit of these operators (n → ∞), and the desired invariance
A final application of the Neumann series, now to the operators (I− t nδ ) −1 , shows that τ t is completely positive in M for all t ≥ 0. Indeed (I − t nδ ) −1 may be expanded in a norm-convergent power series in the completely positive operator F 0 = (I −δ) −1 , and τ t = lim n→∞ (I − t nδ ) −1 .
The inequality δ(x
It was shown in [18] that if δ is a bounded hermitian linear map in a C * -algebra A, then the following two conditions are equivalent:
For unbounded A the situation is not as well understood. It is therefore of interest to study the connection between the property (7.2) for δ, and the other conditions which are customarily used in the applications of unbounded dissipative mappings in operator algebras to quantum dynamics. Theorem 7.1. Let A be a C * -algebra with unit 1 1, and let δ be a completely dissipative transformation in A with dense domain D(δ) . Assume 1 1 ∈ D(δ), and δ(11) = 0.
(a) Let x ∈ D(δ) and assume that x * x ∈ D(δ). Then 
for all x ∈ D(δ), and it is then possible, for each n, to choose E n to be 1-1 with dense range. (c) Let δ and A be as in (a), and let π : A → B(K) be a representation of A in a Hilbert space K. Then there exists a sequence E n ∈ CP (A, B(K)) such that the following norm convergence holds:
Proofs. We consider again the range subspace S = Ran(I − δ) = {x − δ(x) : x ∈ D(δ)}. As in the proof of Theorem 4.2 note that R = (1 − δ) −1 : S → A is completely contractive, and R(11) = 1 1. If A is considered as a subalgebra of B(H), where H is the Hilbert space of the universal representation, then there is, by Arveson's extension theorem [2, Theorem 1.2.9] a completely positive mapping E : A → B(H) such that
for all s ∈ S.
If for each n = 1, 2, . . . the operator δ is replaced by n −1 δ, then the above argument yields a completely positive map E n : A → B(H) such that E n is an extension of the partially defined operator (I − n −1 δ) −1 .
We claim that the sequence (E n ) satisfies conditions (i) and (ii) which are listed in Corollary 7.2(a). Indeed, for x in dense D(δ) we have E n (x − n −1 δ(x)) = x, and therefore
Passing to the limit in (7.5), we get (i) for the special case x ∈ D(δ), but then also for all x in A by a 3-ε argument since each E n is contractive. The result (ii) of Corollary 7.2(a) is now an immediate consequence of (7.6).
Returning to the proof of Theorem 7.1, we note that (b) is trivial from (ii). Indeed, for x and x * in D(δ) we have
The proof of Theorem 7.1(a) is based on both (i) and (ii), together with the Kadison-Schwarz inequality for E n : Suppose x ∈ D(δ) and x * x ∈ D(δ).
For each term on the right-hand side we have:
where the last convergence −→ is based on (i) and (ii) from Corollary 7.2(a). Since δ(x * x) is obtained in the limit on the left, the desired inequality (7.3) in (a) of Theorem 7.1 follows.
Only part (b) of the corollary remains. The technique from the proof of Theorem 4.2 is applied here. We go back to the extension E from (7.4) in the beginning of the present proof. Consider the ordering on all the extensions F of R, F ∈ L(A, B(H)), which is induced by the cone CP (A, B(H)), and choose by Zorn a particular extension F , E ≤ F , which is maximal. The argument from the proof of Theorem 4.2 then shows that F is 1-1, and the range Ran(F ) is dense. It follows that the operatorδ = I −F −1 : Ran(F ) → A exists and satisfiesδ(x) = δ(x) for all x ∈ D(δ).
If α is a positive real number, then the same construction may be carried out for the transformation αδ, instead of δ. Hence we get completely positive unital maps F α such that the inverse F −1 α exists for each α, and the domain of
To get a sequence of mappings satisfying the conditions in Corollary 7.2(b), we need only take E n = F n −1 in the special case α = n −1 . The proof of part (c) in the corollary is parallel to (a) with the following modification: Arveson's extension theorem is now applied to the mapping π • (I − δ) −1 : S → B(K).
The implementation problem
The conclusion (ii ′ ) in Corollary 7.2(c) is of interest when one wants to implement the transformation δ by a dissipative operator in Hilbert space. In particular, one is interested in implementing a completely dissipative δ-operator by a dissipative Hilbert-space operator. We shall establish a clear two-way connection between the dissipative notion for δ, and for the implementing Hilbert-space operator. 
Proof. Let π = π ω , K = K ω , and let (E n ) ⊂ CP (A, B(K)) be a sequence which, along with the conditions listed in Corollary 7.2(c), also fulfills the invariance restriction (8.1) of the present theorem. For each n define an operator C n in K as follows:
where the norm is that of K, and where the Schwarz inequality is applied to E n . It follows that C n is well defined, and that it extends by limits (in K) to a contraction operator, C n ∈ B(K), C n ≤ 1. By Corollary 7.2(c)(ii ′ ), we then have
As a consequence, the following quadratic form on K:
is well defined. Using the contractive property of C n , it is easy to show that this quadratic form is given by a dissipative operator L; that is to say
Since the limit on the left is also equal to the inner product
the identity (8.2) of the theorem follows.
A condition for complete dissipativeness
In applications [17, 23, 32] it is often possible to determine the derivation δ in a particular representation. If moreover the derivation is known to be implemented by a dissipative operator in the corresponding Hilbert space, then it follows in special cases that δ itself is completely dissipative. Proof. Let H = H ω be the Hilbert space of the faithful representation π ω and let L be the operator in H which is assumed to exist, satisfying conditions (i) and (ii) below:
)Ω, and L is a dissipative operator in the Hilbert space H; (ii) L implements δ in the representation π ω , which is equivalent to the requirement that L * is defined on π ω (D(δ) )Ω, and that on this domain the following operator identity is valid:
We show first that δ must necessarily be a dissipative operator. Indeed, by Phillips's theorem [29, Thm. 1.1.3] an extensionL of L exists which is the infinitesimal generator of a strongly continuous semigroup S(t) of contraction operators in the Hilbert space H. We note that S(t) implements a semigroup σ(t) of positive mappings in B(H), given by σ(t)(A) = S(t)AS(t) * (9.2) for all t ∈ [0, ∞) and A ∈ B(H). By semigroup theory we note that the generator (ζ say) of σ(t) is dissipative, so the following estimate holds:
for all α ∈ [0, ∞) and A ∈ D(ζ) . If δ ω denotes the operator π ω (a) → π ω (δ(a)) with domain π ω (D(δ)), then we claim (easy proof) that
for all A ∈ D(δ ω ), (9.4) and the known estimate (9.3) above then implies
for a ∈ D(δ) and α ∈ [0, ∞). But π ω is faithful (and hence isometric), so (9.5) is in fact equivalent to the dissipation estimate a − αδ(a) ≥ a for the operator δ itself.
For each n = 1, 2, . . . , we now consider the tensor-product construction of the C * -algebra A with the n-by-n complex matrices M n ; and we define A n = A ⊗ M n , δ n = δ ⊗ id n , the operator obtained by application of δ to each entry a ij in the matrix representation of elements in A n , ω n = ω ⊗ tr n where tr n denotes the normalized trace on M n , π ωn : the GNS representation of A n associated to ω n .
The problem is to show that each of the operators δ n is dissipative. We show that in fact δ n is implemented by a dissipative Hilbert-space operator in the representation π ωn . Hence, the first part of the proof applies and yields the conclusion of the claim since each representation π ωn is faithful, being the tensor product of faithful representations.
Let H n denote the representation Hilbert space of π ωn . We proceed to find a dissipative operator L n in H n such that δ n is implemented by L n . In view of (9.1) this means that
Here Ω n denotes the cyclic vector for the representation π ωn , i.e., ω n (a) = π ωn (a)Ω n | Ω n for all a ∈ A n . (9.6) Our next step is the verification of the following:
It will follow from (9.7) and (9.9) that an implementing operator L n satisfying (9.8) must necessarily be dissipative.
Note that (9.8) is verified for n = 1 by assumption. Hence ω(a * δ(a)) = π(δ(a))Ω | π(a)Ω = Lπ(a)Ω + π(a)L * Ω | π(a)Ω . Substitution of L * Ω = −LΩ = 0 into this identity yields identity (9.9) for the case n = 1. Let T n denote the trace-vector for the trace representative τ n of M n . Then π ωn = π ⊗ τ n , and therefore
for all a ∈ A and b ∈ M n . Hence Ω n = Ω ⊗ T n . If we can show that a simple tensor operator L n implements δ n in π ωn , then identity (9.9), for arbitrary n, follows from the case n = 1 which was established above.
However, it is easy to see that the operator L n = L ⊗ I n satisfies the requirements which were listed above. Indeed
for all a ∈ A and b ∈ M n . It follows that L n implements δ n in π ωn . Only the verification of (9.7) for n > 1 then remains. Let a ij ∈ A be the matrix entries in some a ∈ A n = A ⊗ M n . Then the (i, j)'th entry c ij in
Since Re ω(a * ki δ(a ki )) ≤ 0, (9.7) follows. Remark 9.2. In the foundations of irreversible statistical thermodynamics [13, 19, 20, 23, 27] , the most conclusive results have been obtained for dynamical semigroups which are described mathematically as strongly continuous, completely positive, contraction semigroups T t on the Banach space T (H) of all trace-class operators on a given separable ∞-dimensional Hilbert space H. Lindblad [27] found a formula for the infinitesimal generator
in the case of norm-continuous semigroups, and Davies [14] extended the results to strongly continuous T t (i.e., unbounded generator W ), satisfying certain side conditions. The condition of relevance to our paper is the invariance assumption of [14] that
, where C(H) denotes the compact operators, and T ′ t the conjugate semigroup on B(H). Our Theorem 4.2 does not apply to the algebra A = B(H) since B(H) ′′ is known not to be injective [10] . (Of course, B(H) is injective by Arveson's theorem.)
However, Theorem 4.2 combined with the above results suggests that a W * -algebra, properly smaller than B(H), is suitable for quantum dynamics. On the one hand, B(H) (or T (H) in the conjugate (dual) formulation) is too big to accomodate the extensions; and, on the other hand, the requirement that C(H) contain the domain of the generator also appears to be too restrictive.
Unbounded *-derivations
Let A be a unital C * -algebra, and let D(δ) be a dense * -subalgebra containing the identity 1 
Since, for * -derivations, one is primarily interested in extensions which are also * -derivations, it is natural to work with a two-sided condition in place of the dissipative notions which were studied in the previous sections for more general operators. The following such two-sided condition was suggested by Sakai [35] , and adopted by several authors in subsequent research on unbounded * -derivations. (iv) a + αδ(a) ≥ a for all α ∈ R and all a ∈ D(δ). Definition 10.3. A * -derivation δ : D(δ) → A is said to be well behaved in the matricial sense if, for each n = 1, 2, . . . , the * -derivation δ n = δ ⊗ id n : D(δ) ⊗ M n → A ⊗ M n is well behaved. Recall that δ n may be regarded as a transformation on n-by-n matrices with entries in A. For such a matrix a = (a ij ), i, j = 1, . . . , n, we have δ n (a) = (δ(a ij )). Proofs. The implication (i) ⇒ (ii) in Proposition 10.2 is the key to the proof of Lemma 10.5. Since functional calculus is also applied, we shall assume in fact that δ is closed. By a result of Kishimoto-Sakai [35] this is no loss of generality. Let a be a positive element in D(δ). Note that the Gelfand-transform sets up an isomorphism between the C * -algebras C * (a) and C(sp(a)), continuous functions on the spectrum of a. Let λ 0 = l.u.b. sp(a). Then the state c → c(λ 0 ) on C(sp(a)) corresponds to a state on C * (a) via the Gelfandtransform. The latter state is then extended to A by Krein's theorem, and the extended state is denoted by φ. It has the multiplicative property:
Now let g be a non-decreasing (monotone) continuous real function defined on sp(a). Then the Gelfand-transform of g(a) achieves its maximum at the point λ 0 since the transform of a does. But it is known that if g is also of class C 2 (two continuous derivatives) then g(a) ∈ D(δ) ∩ C * (a). Hence φ(g(a)) = g(a) . An application of Proposition 10.2, (i) ⇒ (ii), then yields the conclusion φ(δ(g(a))) = 0.
The restriction of an arbitrary monomial λ n to sp(a) satisfies the conditions listed for g. Hence, by Stone-Weierstrass there is a dense set of elements b ∈ C * (a) ∩ D(δ) satisfying the conclusion of the lemma. (Alternatively, every positive function f in C 4 may be written in the form f = g 1 − g 2 , with g 1 and g 2 both having the properties listed above for g, we conclude that φ(δ(f (a))) = φ(δ(g 1 (a))) − φ(δ(g 2 (a))) = 0.) Now, for each fixed element a ∈ D(δ) + we choose a state φ = φ a and a dense * -subalgebra B = B a of C * (a) according to Lemma 10.5; i.e., we require that φ a (δ(b)) = 0 for b ∈ B a , as well as φ a (a) = a . Consider the GNS representation of the algebra B, resp. A, with representation space H φ , resp. K φ , and define:
Then H is a closed subspace of the Hilbert space K, and we can then define an operator S with dense domain from H to K as follows: 
