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Abstract
Context: Clinical rhythm analysis on advanced signal processing methods is very important in me-
dical areas such as brain disorder diagnostic, epilepsy, sleep analysis, anesthesia analysis, and more
recently in brain-computer interfaces (BCI).
Method: Wavelet transform package is used on this work to extract brain rhythms of electroencep-
halographic signals (EEG) related to motor imagination tasks. We used the Competition BCI 2008
database for this characterization. Using statistical functions we obtained features that characterizes
brain rhythms, which are discriminated using different classifiers; they were evaluated using a 10-fold
cross validation criteria.
Results: The classification accuracy achieved 81.11 % on average, with a degree of agreement of
61 %, indicating a ”suitablec¸oncordance, as it has been reported in the literature. An analysis of re-
levance showed the concentration of characteristics provided in the nodes as a result of Wavelet de-
composition, as well as the characteristics that more information content contribute to improve the
separability decision region for the classification task.
Conclusions: The proposed method can be used as a reference to support future studies focusing on
characterizing EEG signals oriented to the imagination of left and right hand movement, considering
that our results proved to compared favourably to those reported in the literature
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Resumen
Contexto: El ana´lisis de ritmos clı´nicos en los me´todos de procesamiento de sen˜ales avanzadas es de
mucho intere´s en a´reas me´dicas, tales como el diagno´stico de los trastornos cerebrales, la epilepsia, el
ana´lisis del suen˜o o la anestesia y, ma´s recientemente, en las interfaces cerebro computador (BCI).
Me´todo: En este trabajo se aplica la Transformada Wavelet Packet a fin de extraer los ritmos cerebra-
les de sen˜ales electroencefalogra´ficas (EEG) relacionadas a tareas de imaginacio´n motora, contenidas
en la base de datos de la competencia BCI 2008. Usando funciones estadı´sticas ampliamente aplicadas
en la literatura, se obtiene la matriz de datos que caracteriza los ritmos cerebrales, que son discrimi-
nadas mediante diferentes clasificadores y evaluados usando criterio de validacio´n cruzada de diez
pliegues.
Resultados: La exactitud de clasificacio´n se acerca al 81.11 % en promedio, con un grado de acuerdo
de 61 %, lo que indica una concordancia adecuada, como ha sido previamente reportada en la lite-
ratura. Un ana´lisis de relevancia mostro´ la concentracio´n de caracterı´sticas aportadas en los nodos
producto de la descomposicio´n Wavelet, ası´ como las caracterı´sticas que mayor contenido de infor-
macio´n contribuyen a mejorar la regio´n de decisio´n de separabilidad para la tarea de clasificacio´n.
Conclusiones: El me´todo propuesto puede ser utilizado como referencia para apoyar futuros estu-
dios en la tarea de caracterizacio´n de sen˜ales EEG orientadas a la imaginacio´n de movimiento de la
mano derecha e izquierda, teniendo en cuenta que nuestros resultados demostraron ser favorables en
comparacio´n con los propuestos en la literatura.
Palabras clave: BCI, EEG, Wavelet Packet.
Idioma: Espan˜ol
1. Introduccio´n
La imaginacio´n de movimiento de la mano izquierda y derecha puede modificar la actividad ce-
rebral en las principales a´reas sensoriomotoras, usando, por ejemplo, un estı´mulo externo a trave´s
de visualizacio´n de ima´genes en una pantalla, que permitan imaginar una accio´n voluntaria relacio-
nada, capturadas mediante registros electroencefalogra´ficos (EEG), dando lugar a cambios en los
ritmos clı´nicos mu (µ) y beta (β) definidos en el rango espectral de este tipo de sen˜ales.
Los sistemas basados en interfaz cerebro-computador (BCI) requieren un me´todo eficaz de proce-
samiento en lı´nea para clasificar las sen˜ales de EEG, con el fin de construir un sistema que permita
la comunicacio´n con su entorno a los pacientes con discapacidad fı´sica [1].
Se han empleado diversas te´cnicas de extraccio´n de caracterı´sticas para tal fin, principalmente, los
modelos autorregresivos [2] y [3], patrones espaciales comunes [4], y la Transformada Wavelet [5]
y [6]. En este trabajo se presenta un me´todo efectivo para la caracterizacio´n de las sen˜ales de
electroencefalografı´a en tareas de imaginacio´n motora, usando la Transformada Wavelet Packets,
que ha demostrado ser promisorio en el tratamiento de sen˜ales EEG [7]. Dicho me´todo se emplea
para descomponer la sen˜al EEG en subbandas frecuenciales y de acuerdo a la informacio´n espectral
de intere´s con base en los ritmos clı´nicos detectados en las EEG, se extraen las caracterı´sticas
que posteriormente sera´n usadas como patrones en los clasificadores k-vecinos cercanos (KNN),
ma´quinas de vectores de soporte (SVM) y ana´lisis discriminante lineal (LDA). Hemos usado el
criterio de la entropı´a difusa como me´todo para la discriminacio´n de caracterı´sticas de intere´s; con
ello se logra reducir el espacio de dimensionalidad del conjunto de datos y extraer las caracterı´sticas
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de mayor relevancia; una reduccio´n de la dimensionalidad supone un mejoramiento en la precisio´n
y una reduccio´n del costo computacional. La aplicacio´n de este me´todo se utilizo´ para analizar el
conjunto de datos aportados por Competition Graz BCI 2008, dataset 2b [8].
2. Me´todos
2.1. Descomposicio´n Wavelet Packets (WP)
La Transformada Wavelet ha mostrado resultados prometedores en el tratamiento de sen˜ales EEG,
debido a las caracterı´sticas no estacionarias de la sen˜al, adema´s de reflejar sus coeficientes en el
dominio del tiempo-frecuencia y su capacidad de descomposicio´n multiresolucio´n.
La Transformada Wavelet Packet (WP), introducida por Coifman et al [9] es una generalizacio´n
de la descomposicio´n Wavelet y ofrece una gama ma´s detallada de posibilidades para el ana´lisis de
la sen˜al [10] y [11]. WP proporciona una transformacio´n nivel por nivel de la sen˜al desde el domi-
nio del tiempo al dominio de frecuencia. Se calcula utilizando un conjunto de filtros que conducen
a la disminucio´n de la resolucio´n de tiempo y aumento de la resolucio´n de frecuencia. Los com-
ponentes de frecuencia, a diferencia de la Transformada Wavelet, son de igual taman˜o, ya que WP
divide no solo la sub-banda de baja frecuencia, sino tambie´n la sub-banda de alta frecuencia [12].
En el ana´lisis Wavelet, una sen˜al se divide en coeficientes de aproximacio´n y coeficientes de deta-
lle. Los coeficientes de aproximacio´n se subdividen entonces en un segundo nivel que contiene, a
su vez, coeficientes de aproximacio´n y coeficientes de detalle y ası´ sucesivamente.
En el ana´lisis WP, los coeficientes de detalle, ası´ como los de aproximacio´n se pueden dividir.
Esto produce ma´s 22n−1 caminos diferentes para codificar la sen˜al. WP puede iterar no solo la
salida del filtro de paso bajo a trave´s de un filtrado adicional, sino tambie´n el filtro de paso alto.
Esta capacidad de iterar las salidas a trave´s de filtros de paso alto significa que el WP permite ma´s
funciones de descomposicio´n (paquetes) a una escala dada. El nivel superior del a´rbol WP es la
representacio´n temporal de la sen˜al. Cada subnivel de descomposicio´n produce un aumento en la
compensacio´n en la resolucio´n tiempo frecuencia; ası´, el nivel inferior en la descomposicio´n WP
es la representacio´n en frecuencia de la sen˜al. El ana´lisis WP puede proporcionar una resolucio´n
de frecuencia ma´s precisa que el ana´lisis Wavelet. La Figura 1 muestra una descomposicio´n WP
en tres niveles de la sen˜al, cada sub-nivel lo conforman nodos que contienen los coeficientes de
la descomposicio´n, ası´, el nodo (3, 0) representa el primer nodo de la descomposicio´n en el tercer
subnivel.
Figura 1. Descomposicio´n WP de tres niveles, representados en nodos.
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Una WP es obtenida mediante (1) y (2) dados en [9], donde Ψ es denominada Wavelet madre, i
es el para´metro de modulacio´n, j es el para´metro de dilacio´n, k es el para´metro de traslacio´n, y los
filtros discretos h(k) y g(k) tambie´n llamados filtros ortogonales conjugados, esta´n asociados con
la funcio´n de escala y Wavelet madre.
Ψ2i(t) =
1√
2
∞∑
k=−∞
h(k)Ψi
(
t
2
− k
)
(1)
Ψ2i+1(t) =
1√
2
∞∑
k=−∞
g(k)Ψi
(
t
2
− k
)
(2)
Los coeficientes Wavelet correspondiente a la sen˜al x(t) pueden ser obtenido mediante (3) y los
componentes WP a un nodo particular puede ser obtenido mediante (4).
Cij,k =
∫ ∞
−∞
x(t)Ψij,k(t)dt (3)
xij(t) =
∞∑
k=−∞
Cij,kΨ
i
j,k(t)dt (4)
Los coeficientes derivados de la descomposicio´n Wavelet son demasiado largos para ser usados
como caracterı´sticas para su clasificacio´n; en el presente trabajo se emplearon funciones estadı´sticas
para caracterizar los coeficientes Wavelet en cada uno de los subniveles de descomposicio´n de
nuestro intere´s.
2.2. Extraccio´n de caracterı´sticas
Un conjunto de funciones estadı´sticas que se han empleado en la literatura para el ana´lisis de
sen˜ales EEG en sistemas BCI, han sido seleccionadas para extraer la matriz caracterı´stica X[n]
sobre la cual se entrenara´ el clasificador. Estas medidas estadı´sticas se consideran para extraer la
matriz de espacio de caracterı´sticas X[n] que servira´ de entrada a los algoritmos de clasificacio´n
SVM, KNN y LDA.
2.2.1. Coeficiente de variacio´n
La media (µ), la desviacio´n esta´ndar (σ) y el coeficiente de variacio´n (CV) son frecuentemente
usadas como caracterı´sticas cuando la amplitud de una sen˜al EEG es empleada en su ana´lisis [13]
y [14]. El coeficiente de variacio´n para una sen˜al esta´ definido como en (5):
CV =
σ2
µ2
(5)
donde,
µ =
1
n
n∑
j=1
|Cij,k| y σ =
√√√√(( 1
n
) n∑
j=1
Cij,k − µ
)2
(6)
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CV permite comparar el nivel de dispersio´n de la variacio´n de la amplitud de la sen˜al [13]. En
nuestro estudio se calculara´n valores de CV de los nodos (5, 2), (5, 3) y (5, 4) al quinto nivel de
descomposicio´n Wavelet.
2.2.2. Energı´a relativa
Con el algoritmo de descomposicio´n WT se obtiene un conjunto de coeficientes para cada nodo,
dentro del n-e´simo nivel de descomposicio´n. A partir de estos coeficientes es posible calcular la
energı´a relativa para cada nivel (1, . . . , n). La energı´a relativa para j-e´simo nivel de descomposicio´n
se define como (7), y es utilizado para extraer informacio´n u´til de la sen˜al sobre el proceso en
estudio [15] y [16].
ER =
Ej
Etotal
, j = 1 hasta n (7)
Ej esta´ dada como en (8).
Ej =
∑
k
|Cij,k|2 (8)
2.2.3. Varianza
La varianza (V AR) de los coeficientes WP es calculada como el promedio del cuadrado de la
desviacio´n esta´ndar de la sen˜al y esta´ definida como en (9).
V AR =
1
n− 1
∑
(xi − µ)2 (9)
2.2.4. Potencia espectral (PSD)
La potencia espectral ha sido ampliamente usada para el ana´lisis de sen˜ales EEG, como en [17]
y representa la potencia de una sen˜al distribuida en frecuencia, y se obtiene como la Transformada
de Fourier de la funcio´n de autorrelacio´n de la sen˜al x(t), dada mediante (10), donde fs es la
frecuencia de muestreo de la sen˜al, n el nu´mero de muestras y DFFT es la Transformada discreta
de Fourier de la sen˜al.
PSD =
1
fs ∗ n |DFFT |
2 (10)
Una vez calculada la PSD, se determina su varianza y valor ma´ximo espectral que sera´n tenidos
en cuenta en nuestro vector de caracterı´sticas.
2.3. Reduccio´n de caracterı´sticas mediante entropı´a difusa
En el enfoque probabilı´stico, la entropı´a de Shannon es una medida bien conocida de la incerti-
dumbre y se cubre ampliamente en la literatura [19]. Una extensio´n de la entropı´a de Shannon es
el concepto de entropı´a difusa, en la que los conjuntos difusos se utilizan para ayudar a la estima-
cio´n de la entropı´a. La entropı´a difusa se diferencia de la entropı´a de Shannon cla´sica en cuanto la
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entropı´a difusa contiene incertidumbres difusas (posibilista), mientras que la entropı´a de Shannon
contiene incertidumbres con aleatoriedad (probabilı´stica).
La entropı´a difusa, al igual que la entropı´a de Shannon satisface los cuatro axiomas de De Luca-
Termini [18]. La entropı´a de Shannon se define a partir de una variable aleatoria discreta (x) con
funcio´n de probabilidad p(xi), dada por (11).
H(X) = −
∑
i
p(xi)log2p(xi) (11)
A partir de la entropı´a de Shannon, Khushaba, et al. [19] define la entropı´a difusa conjunta de los
elementos de la clase i, denotada como H(f, ci), dada por (12), donde P (f, ci) puede ser interpre-
tada como el grado en que la muestra predefinida para pertenecer a la clase i, realmente contribuye
a esa clase especı´fica.
H(f, ci) = −P (f, ci)logP (f, ci) (12)
La entropı´a difusa completa a lo largo de las c-clases esta´ dada por (13):
H(f, C) =
c∑
i
H(f, c1) (13)
El equivalente difuso para la probabilidad conjunta de los patrones de entrenamiento que perte-
necen a la clase i, esta´ dado por (14).
P (f, c1) =
∑
k∈Ai µik
NP
(14)
donde Ai es el conjunto de ı´ndices de los patrones de entrenamiento que pertenecen a la clase i,
NP es el nu´mero total de patrones, y µik es el k-e´simo valor de membresı´a difusa perteneciente a
la clase i.
3. Marco experimental
En este trabajo hemos utilizado los datos recogidos durante experimentos de BCI en lı´nea, y se
han analizados como se describe en esta seccio´n.
3.1. Base de datos
El conjunto de datos que se utilizo´ para la caracterizacio´n de patrones usando el me´todo propuesto
fue BCI Competition 2008 – Graz dataset 2b, proporcionado por el Departamento de Informa´tica
Me´dica, Instituto de Ingenierı´a Biome´dica de la Universidad de Tecnologı´a de Graz [8].
Esta base de datos consiste de informacio´n EEG de nueve sujetos estudiados en [20]. Los pacien-
tes son diestros, poseen visio´n normal y se les pago´ por participar en el experimento. Todos los
voluntarios se sentaron en una silla mirando una pantalla ubicada aproximadamente a un metro de
distancia al nivel de los ojos. Se proporcionaron cinco sesiones a cada paciente, las dos primeras
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contienen informacio´n de entrenamiento sin realimentacio´n y las u´ltimas tres sesiones fueron re-
gistradas con retroalimentacio´n.
Se registro´ la informacio´n proveniente de tres canales (C3, Cz, and C4) con una frecuencia de
muestreo de 250 Hz. Las grabaciones tuvieron un rango dina´mico de ±100 µV para la proyeccio´n,
y ±50 µV para la retroalimentacio´n. Los registros fueron transportados por un filtro pasabanda
entre 0.5 Hz y 100 Hz, con filtro de corte en 50Hz. La colocacio´n de los electrodos bipolares (dis-
tancia larga o corta, mayor o menor posicio´n anterior y posterior) fue ligeramente diferente para
cada voluntario.
El experimento, representado mediante la Figura 2 consiste en dos clases denominadas imagina-
cio´n motora (MI) de la mano izquierda (clase 1) y mano derecha (clase 2). Cada sujeto participo´ en
dos sesiones de grabacio´n sin realimentacio´n registrada en dos dı´as diferentes dentro de dos sema-
nas. Cada sesio´n consistio´ en seis ejecuciones con diez ensayos cada uno y dos clases de ima´genes.
En total se hicieron 20 ensayos por ejecucio´n y 120 ensayos por sesio´n. Los datos de 120 repeticio-
nes de cada clase MI estaban disponibles para cada persona en total. Antes del entrenamiento de
la primera imaginacio´n de movimiento, el sujeto imagino´ y ejecuto´ movimientos para cada parte
del cuerpo y selecciono´ la que podı´a imaginar mejor (por ejemplo, apretar una pelota o tirar de un
freno).
Cada ensayo se inicio´ con una sen˜al fijada en pantalla en forma de cruz y un tono corto de adver-
tencia acu´stica (1 kHz, 70 ms). Luego, una sen˜al visual (una flecha que apunta hacia la izquierda
o hacia la derecha, segu´n la clase solicitada) se presento´ durante 1,25 segundos. Despue´s, a los
pacientes les correspondı´a imaginar el movimiento de la mano correspondiente durante un periodo
de cuatro segundos. Cada ensayo fue seguido de un breve descanso de al menos 1,5 segundos. Se
an˜adio´ un tiempo aleatorio de hasta un segundo para evitar la ruptura de la adaptacio´n.
Para las tres sesiones siguientes con retroalimentacio´n se registraron cuatro ejecuciones, en las
que cada serie constaba de veinte ensayos para cada tipo de imaginacio´n de movimiento. Al co-
mienzo de cada prueba (segundo 0) la retroalimentacio´n en pantalla de un “smiley” gris (represen-
tacio´n de una cara sonriente) se centro´ en la pantalla. En el segundo 2, se emitio´ un pitido corto de
Figura 2. Esquema de tiempo en el experimento proporcionado por [8].
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advertencia (1 kHz, 70 ms). La sen˜al se presento´ desde el segundo 3 al 7,5. Dependiendo de la sen˜al,
los sujetos estaban obligados a mover el “smiley” hacia el lado izquierdo o derecho imaginando mo-
vimientos de mano izquierda o derecha, respectivamente. Durante el periodo de retroalimentacio´n
el “smiley” cambio´ a verde cuando se movio´ en la direccio´n correcta, de lo contrario se convirtio´ en
rojo.
3.2. Experimentos
Como primera instancia, seleccionamos los registros de las sesiones de entrenamiento aportados
en [8]; Seleccionamos los datos registrados durante el periodo de imaginacio´n motora, compren-
dido entre los tiempos de 4 a 7 segundos. Con base en ellos, aplicamos la Transformada Wavelet
Packet (WP) para cada canal (C3, Cz y C4) en cada una de sesiones de ejecucio´n para cada sujeto,
usando cinco niveles de descomposicio´n y Daubechies-44 como Wavelet madre, que ha demostrado
ser eficaz para muchos me´todos de procesamiento de biosen˜ales basado en su semejanza [21].
Una descomposicio´n WP a cinco niveles per-
mite obtener en ese nivel 32 nodos que co-
rresponden a rangos de frecuencia compren-
didos entre [0-7.8125], [7.8125-15.6250], ... ,
[242.1875-250]. En nuestro estudio, selecciona-
mos los nodos WP mostradas en la Tabla I, te-
niendo en cuenta que las tareas de imaginacio´n
motora esta´n asociadas con los ritmos de impor-
tancia clı´nica µ (8- 13 Hz) y β (13-30 Hz) medi-
dos sobre la corteza sensoriomotora [22]–[24].
Tabla I. Rango de frecuencias de los nodos WP seleccio-
nados
Nodos WP Rango de Frecuencia (Hz)
[5,2] 7.8125 – 15.6250
[5,3] 15.6250 – 23.4375
[5,4] 23.4375 - 31.2500
A fin de caracterizar los ritmos cerebrales y representar la distribucio´n de la frecuencia y la can-
tidad de cambios en ella, se calcularon funciones estadı´sticas ampliamente utilizadas en tareas de
imaginacio´n motora, sobre los coeficientes arrojados por la descomposicio´n WP para cada nodo;
estas son: Energı´a Relativa Wavelet (EneR), Varianza (Var), Desviacio´n esta´ndar (Std), Valor medio
(Med), Coeficiente de variacio´n (CV), Ma´ximo pico PSD (MaxPSD) y Varianza de PSD (VarPSD).
En total se obtuvo un nu´mero de 63 caracterı´sticas correspondientes a siete funciones evaluadas
en los coeficientes WP asociados a los tres nodos de intere´s y tres canales C3, Cz y C4; Este con-
junto de datos conforma el vector de caracterı´sticas extraı´das en cada ejecucio´n X[n].
Usando la funcio´n fuzzy c-means propuesta en [25], construimos los valores de membresı´a difu-
sos µik para cada una de las caracterı´sticas obtenidas en el conjunto de datos; cada una de estas
refleja el grado de pertenencia de la muestra para cada una de las dos clases.
Combinando los valores de membresı´a µik obtenidos y las ecuaciones (4), (5) y (6), se calculo´ la
entropı´a difusa sobre el espacio de caracterı´sticas especı´ficas. Un valor alto de entropı´a contribuye
poco a la desviacio´n entre las clases y los valores de entropı´a bajos presentan caracterı´sticas ma´s
informativas. Ası´ se lograra´ incrementar el resultado de precisio´n en la clasificacio´n de los patrones
de pensamiento injeridos en el presente trabajo.
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El vector resultante de veintiu´n caracterı´sticas fue entrenado y clasificado usando clasificadores
K-NN para cinco vecinos, ma´quinas de vector de soporte (SVM) con kernel lineal y Ana´lisis discri-
minante lineal (LDA); asimismo, se evaluo´ el resultado mediante el criterio validacio´n cruzada de
diez pliegues (10-cross validation), dividiendo aleatoriamente en diez las muestras, de tal manera
que un subconjunto es usado como datos de prueba y los nueve subconjuntos restantes son usados
como datos de entrenamiento, proceso que se realiza mediante diez iteraciones; finalmente se cal-
cula el promedio de los resultados en cada iteracio´n. La ejecucio´n de los algoritmos se realizo´ sobre
un PC de 64 bits con procesador Intel i5 de 2.8 GHz y 6 GB de RAM.
3.3. Resultados y discusiones
La Tabla II muestra los resultados de la mejor clasificacio´n obtenida por sujeto, usando clasifica-
dores LDA, KNN − 5, y SVM . Estos resultados fueron evaluados sobre todas las 63 caracterı´sti-
cas del vector X[n], producto de la descomposicio´n Wavelet Packet (WP), y sobre las veintiuna
caracterı´sticas ma´s relevantes de acuerdo al algoritmo de entropı´a difusa ejecutado sobre el vector
X[n] para reducir la dimensionalidad (WP-FE). Se puede observar que la reduccio´n de la dimen-
sionalidad del vector caracterı´stico produce un notorio incremento en la precisio´n de clasificacio´n.
El algoritmo de entropı´a difusa discrimina y selecciona las caracterı´sticas con mayor contenido de
informacio´n, logrando un conjunto de caracterı´sticas relevantes que mejora la regio´n de decisio´n
de separabilidad para la tarea de clasificacio´n. Asimismo, se observa que los clasificadores lineales
SVM y LDA presentan mejores resultados de precisio´n respecto a KNN ; se podrı´a pensar que la
frontera de decisio´n o´ptima es aproximadamente lineal.
Tabla II. Precisio´n de clasificacio´n, caracterı´sticas WP y WP-FE usando clasificadores LDA, K-NN y SVM.
Dataset LDA SVM KNNWP WP-FE WP WP-FE WP WP-FE
S1 77.5 81.7 79.2 84.2 70.8 80.8
S2 52.5 63.3 53.3 70.8 49.2 63.3
S3 36.7 68.3 42.5 69.0 48.3 68.3
S4 93.8 95.6 97.5 96.3 94.4 95.0
S5 79.4 80.6 81.3 81.3 75.6 73.1
S6 70.0 72.5 73.3 73.3 73.3 73.3
S7 85.6 87.5 87.5 86.3 82.5 86.3
S8 82.5 85.0 85.8 86.9 81.7 85.6
S9 78.1 77.5 78.8 81.9 72.5 69.4
Promedio 72.90 79.11 75.47 81.11 70.26 77.23
La Figura 3 muestra la precisio´n de clasificacio´n del algoritmo WP-FE en funcio´n del nu´mero
de caracterı´sticas elegidas en cada ejecucio´n. Como se observa, la mejor precisio´n siempre fue
observada en el sujeto 4, y haciendo un ana´lisis cuantitativo de los promedios en cada ejecucio´n,
se encontro´ que el menor nu´mero de caracterı´sticas que mejor entrega resultados de precisio´n es
21. Este valor fue el nu´mero de caracterı´sticas ma´s relevantes en nuestro algoritmo y nos permite
reducir a la tercera parte el vector de caracterı´sticas inicial, lo que puede traducirse en menor costo
computacional durante la clasificacio´n del conjunto de datos, pues al ejecutar los dos algoritmos
encontramos que el tiempo de ejecucio´n se reduce en un 14 %.
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Figura 3. Curva de precisio´n del me´todo propuesto para una seleccio´n de n-caracterı´sticas.
Un ana´lisis de las caracterı´sticas ma´s relevan-
tes seleccionadas a partir del algoritmo WP-FE,
detalla que los coeficientes Wavelet extraı´dos
del nodo [5,3] presentan la mayor concentracio´n
de caracterı´sticas, asociadas a los ritmos beta
(β), como lo muestra la Tabla III. Es de verse
tambie´n que las funciones aportadas por la po-
tencia espectral y la varianza de los coeficientes
entregan el mayor contenido de informacio´n en
el vector caracterı´stico final. Puede observarse
en la figura 4 que esta discriminacio´n de carac-
terı´sticas proviene principalmente de los canales
C3 y C4; el canal Cz aporta un mı´nimo conteni-
do de informacio´n.
Figura 4. Porcentaje de caracterı´sticas resultantes del al-
goritmo WP-FE asociadas a los canales C3, Cz y C4.
Tabla III. Porcentaje de aporte de las caracterı´sticas de intere´s en los nodos Wavelet
Nodo WP Numero decaracterı´sticas
Grado de
aporte Funciones estadı´sticas/canal
[5,2] 6 28.6 % Var C4, Std C4, CV C4, MaxPSD C4, VarPSD C4
[5,3] 10 47.6 %
Var C3, Var C4, Std C3, Std C4, CV C4, MaxPSD C3,
MaxPSD C4, VarPSD C3, VarPSD Cz, VarPSD C4
[5,4] 5 23.8 % EneR C3, EneR C4, Var C3, VarPSD C3,VarPSD C4
En este estudio, usamos el criterio kappa como medida para determinar el grado de concordancia
de las observaciones y se compararon con resultados obtenidos por otros autores. Dichos resultados
son mostrados en la Tabla IV.
Se puede observar que el valor medio del ı´ndice obtenido entre los sujetos en nuestro me´todo
se encuentra por encima de 0.6, valoracio´n considerada de buena concordancia de acuerdo a [31]
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y [32], y aun ası´, presentan menor dispersio´n que los resultados obtenidos por los dema´s autores.
Tabla IV. Cuadro comparativo de los resultados de precisio´n obtenidos, usando el ı´ndice kappa
Sujeto Delgado [21] Ang [22] Bentlemsan [18] Propuesto
S1 0.60 0.40 0.46 0.68
S2 0.32 0.21 0.33 0.42
S3 0.06 0.22 0.30 0.32
S4 0.97 0.95 0.94 0.92
S5 0.87 0.86 0.76 0.62
S6 0.78 0.61 0.58 0.46
S7 0.63 0.56 0.51 0.72
S8 0.88 0.85 0.81 0.74
S9 0.81 0.74 0.69 0.64
Promedio
± Desviacio´n 0.66 ± 0.30 0.60 ± 0.27 0.59 ± 0.22 0.61 ± 0.18
4. Conclusiones
En este trabajo se propuso un enfoque de caracterizacio´n de sen˜ales EEG para la imaginacio´n
de movimiento de la mano derecha e izquierda, basados en Wavelet Packet y entropı´a difusa. Esta
te´cnica beneficia la extraccio´n de informacio´n alrededor de los ritmos de importancia clı´nica µ y β
debido a su capacidad multiresolucio´n y resolucio´n espectral precisa.
El uso de funciones estadı´sticas especı´ficas evaluadas en los coeficientes de cada nodo WP selec-
cionado permitio´ la extraccio´n de caracterı´sticas de intere´s asociadas a componentes en amplitud
y frecuencia de los mismos. El algoritmo de entropı´a difusa ayudo´ a seleccionar caracterı´sticas de
relevancia y reducir el espacio de dimensionalidad, con lo que se pudo incrementar la precisio´n de
clasificacio´n respecto al nu´mero inicial de caracterı´sticas y lograr una reduccio´n del costo compu-
tacional.
Los resultados obtenidos muestran que las caracterı´sticas basadas en PSD y varianza pueden pro-
porcionar un valor de relevancia mayor que las otras caracterı´sticas analizadas. Adema´s, nuestro
enfoque muestra que los canales C3 y C4 producen mayor actividad de imaginacio´n de movimiento
de la mano derecha e izquierda que el canal Cz.
Del trabajo realizado podemos inferir que la discriminacio´n mediante clasificador SVM ha tenido
estadı´sticamente resultados sustanciales para tenerlos en cuenta en futuros trabajos de caracteriza-
cio´n de sen˜ales EEG en imaginacio´n de movimiento de las manos derecha e izquierda, orientados
al desarrollo de sistemas automatizados BCI. Como trabajo futuro se pretenden analizar otras me-
todologı´as de caracterizacio´n de patrones basado en combinaciones Wavelet y descomposicio´n
empı´rica, ası´ como explorar otras funciones estadı´sticas que se identifiquen con las caracterı´sticas
no estacionarias de este tipo de sen˜ales, buscando mejorar los resultados obtenidos y puedan ser
aplicados en sistemas BCI orientados a personas con discapacidad motriz.
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