Abstract-The power consumption in Information and Communication Technologies networks is growing year by year; this growth presents challenges from technical, economic, and environmental points of view. This has lead to a great number of research publications on "green" telecommunication networks. In response, a number of survey works have appeared as well. However, with respect to backbone networks, most survey works: 1) do not allow for an easy cross validation of the savings reported in the various works and 2) nor do they provide a clear overview of the individual and combined power saving potentials. Therefore, in this paper, we survey the reported saving potential in IP-over-WDM backbone telecommunication networks across the existing body of research in that area. We do this by mapping more than ten different approaches to a concise analytical model, which allows us to estimate the combined power reduction potential. Our estimates indicate that the power reduction potential of the once-only approaches is 2.3× in a Moderate Effort scenario and 31× in a Best Effort scenario. Factoring in the historic and projected yearly efficiency improvements ("Moore's law") roughly doubles both values on a ten-year horizon. The large difference between the outcome of Moderate Effort and Best Effort scenarios is explained by the disparity and lack of clarity of the reported saving results and by our (partly) subjective assessment of the feasibility of the proposed approaches. The Moderate Effort scenario will not be sufficient to counter the projected traffic growth, although the Best Effort scenario indicates that sufficient potential is likely available. The largest isolated power reduction potential is available in improving the power associated with cooling and power provisioning and applying sleep modes to overdimensioned equipment.
I. INTRODUCTION
Power consumption in backbone telecommunication networks is still growing-The global amount of Internet Protocol (IP) traffic is growing every year. While this growth is gradually slowing down from an earlier Compound Annual Growth Rate (CAGR) of 100% (about 10 years ago) to an estimated CAGR of around 20-30% currently, this reduced growth still outperforms the annual 13% efficiency increase of new telecommunication equipment in the backbone network [1] . As can be seen in Fig. 1 this creates a so-called "energy gap," and as such, the power consumed by telecom backbone network devices continues to increase year by year. This presents issues both from an economic (reducing the energy cost), technical (reducing the associated heat dissipation) and environmental (reducing the carbon footprint) point of view. And while today the power consumption in backbone networks makes up only about 8% of the total operator network power consumption (which includes the wired access, mobile access and backbone network) [2] , with the expected increase of traffic volume, high growth rates in the backbone's energy consumption are expected, potentially even overtaking the access network's consumption 1 [3] . The three issues mentioned above-economic, technical and environmental-are reflected in the increasing number of publications and research on this "green" networking topic by academia, industry and governmental bodies alike [4] .
Most "classical" surveys of power saving approaches do not list and quantify the power saving potential-The research on "green" Information and Communication Technologies (ICT) networks can be categorized in two broad categories: (a) estimating (current and future) network power consumption on the one hand; and (b) proposing and evaluating novel techniques to 1 The reason is that the power consumption in wired access networks is proportional to the number of connected subscribers, while the consumption in the backbone network is proportional to the traffic volume [2] .
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. reduce the power consumption on the other hand. Especially for the latter, there are a number of surveys available that list and categorize power saving approaches. Notable ones focusing (partly) on optical backbone networks include those from Zhang et al. [5] , Bolla et al. [6] , and Bianzino et al. [7] , as listed in Table I . We discuss these works in slightly more detail in Section II. Categorization of the power saving approaches in the different survey works is done using a variety of different criteria, such as the area of application (e.g., circuit-level versus network-level) or the considered time scale (e.g., sleep mode during operation versus energy-efficient network design in the planning phase). While these surveys certainly are worthwhile to make sense of the growing body of publications on this topic, it is a striking observation that none of the above three works list the power saving potential reported by (most of) the works they survey in a way that allows an easy cross-comparison. This is curious, as it would seem that the estimated (order of) energy saving potential is one of the main relevant outcomes in most of the surveyed works. Furthermore, such an inventory would give an idea of the relative power saving potential of the different approaches, and the consensus across the research community. This would allow-at least as a first step-to assess which techniques are most promising and should be prioritized from an energy saving point of view; a complete assessment would require consideration of other aspects such as implementation cost and associated operational issues.
Existing works that do survey the (combined) power saving potential have some shortcomings-To be fair, a number of works exist that do map the power saving potential of different power saving techniques, and/or their combined power saving potential. We have listed them in Table I . However, we think each of these works suffers from a number of different shortcomings. Specifically, we found that some studies either (a) lack sufficient references or traceability of the quoted savings [8] , [2] , (b) provide an assessment that is too rough [9] , or (c) do not provide a combined saving potential [11] , [12] . Finally, while GreenTouch's Green Meter [10] does address the above issues, the limited number of referred works does not help the reader to get an idea on the agreement of the given power savings across the research community outside of GreenTouch. We discuss the above cited works in more detail in Section II.
We address the above shortcomings based on an analytical model to survey and quantify the power saving potential in backbone networks-Our earlier work [13] was a first response to the various issues identified above; we complete that initial-but incomplete, as it did not contain a consistent and methodological survey, and no saving potential was calculated-proposal in this study. Our methodology is based on a concise analytical model to estimate the power consumption of a backbone network. 2 A comparable model was first used by Baliga et al. [3] and later formalized by Kilper et al. [1] . In [16] , we have used a similar analytical formulation in our study on representative power consumption values for backbone equipment. It was not used to survey the power saving potential however. In essence, the total network power consumption is estimated by multiplying the power rating (W/Gbps) of all relevant backbone network equipment with the estimated total amount of traffic in the network. A number of correction factors are introduced in the above multiplication to account for the impact of traffic protection, overprovisioning, cooling power consumption, etc. In this study, we survey and map different energy saving approaches to each of the factors in the analytical model. This has the advantage that the interdependence of the various power saving approaches can be reduced or assessed more easily. Also, the model allows us to apply the impact of specific power saving approaches to specific equipment (such as only to IP routers, and not to transponders). Finally, as the model is based on a set of simple multiplications, we can rather easily calculate the combined impact of all power saving approaches.
Key contributions of this paper-Based on our model described above, we evaluate the power reduction potential for over 10 different approaches applied to an IP-over-WDM backbone network. The baseline of the equipment power efficiency is set at the year 2010. The key novelties of our work with respect to earlier publications are the following.
• First, we provide a formalized methodology to assess the combined power saving potential of various approaches. This assures a large amount of transparency to the power reduction calculations.
• Second, we categorize the power saving approaches by the multiplication factors in our model, and provide a tabulated survey of the most relevant publications for each approach, including the reported power saving potential. This provides the reader with an insight on the consensus of the values reported by different researchers.
• Third, for each approach, we infer a power reduction factor both for a Moderate Effort scenario and a Best Effort scenario. This provides the reader with a plausible range of the saving potential.
Limitations of this paper-We should not be mislead by the analytical nature of our methodology to overestimate the accuracy of the final results. As with all models, it has only limited capability in capturing and representing the actual situation it models. Therefore, it makes sense to specifically point out the scope and limitations of this work and approach. First, we focus on the electricity consumption of backbone networks only. We do not consider the embodied energy; the embodied energy is the sum of all energy required to produce equipment. Nor do we consider the opportunities (and issues) associated with using renewable energy sources to power network nodes. The wired and mobile access network are out of scope, as including these would make for an unreasonably large survey; in addition they would require separate models. Data centers are also considered out of scope, although we do briefly touch upon them when discussing caching (Section IV-C).
Second, our baseline is an IP-over-WDM network in the year 2010 (with a projection to the year 2020). As such, we do not take into account legacy network equipment and intermediate transport technologies (such as SONET/SDH, or OTN). This is an important limitation; we provide some discussion on the applicability of our findings and potential impact of legacy network equipment in Section V-E.
Third, our breakdown of network power consumption in a number of factors restricts the scope of the power savings approaches we can reasonably capture. For example, we do not specifically identify approaches such as "multi line rate" versus "single line rate" transmission, or Elastic Optical Networks (EONs). However, we do think that we capture the majority of approaches reported in the literature.
Fourth, this work remains a survey, and is not an evaluation over a standardized benchmark or baseline. The material we survey is from publications with a wide range of quality control; nonetheless we have tried to use journal papers instead of conference papers when available, and tried to give more weight to results from publications that appeared to be more thorough. We perform a best-effort estimation of the saving potential of various approaches. Evaluating most of the presented techniques on a consistent baseline scenario (topology, traffic matrix, equipment power consumption values) would be the next logic step to do, but is out of scope of this paper.
Organization of this paper-For the remainder of this paper, we first describe the earlier mentioned related work in more detail in Section II. We outline our methodology and the associated analytical power model in Section III, before using this model in Section IV to survey a number of power reduction approaches across our baseline. Finally, in Section V we present the combined power saving potential, discuss its sensitivity to a number of model parameters such as the network hop count, and compare them to the Green Meter results [10] . In Section VI we summarize our findings and complement it with a number of recommendations for the research community, network operators, vendors and policy makers.
II. RELATED WORK
This section discusses the main works that have been cited in the preceding section. The first paragraph covers general survey papers. The second paragraph covers works that do quantify the isolated and combined power saving potential in backbone networks, and highlights some of their shortcomings. The main works are listed in Table I .
In the work by Restrepo et al. [17] , power reduction approaches are broken down into three levels depending on the area of application: i) on circuit level (such as the use of dynamic voltage or frequency scaling techniques), ii) on equipment level (e.g., replacing components by their counterpart in the optical domain) and iii) on network level (network planning for efficiency, e.g., by using optical bypass). In [5] , Zhang et al. consider the following techniques to improve the energy efficiency in the backbone network: i) selectively turning off network elements, ii) energy-efficient network design, iii) energy-efficient IP packet forwarding, and iv) green routing. The power savings for the surveyed works are listed as either "low," "medium" or "high." In [18] , and the earlier survey paper [6] , Bolla et al. classify the approaches as either: i) re-engineering (more energy-efficient network elements, e.g., replacing electronics by optics where possible), ii) dynamic adaptations (scale power consumption with actual load, e.g., dynamic voltage or frequency scaling), and iii) sleeping/ standby (drive unused network devices to low standby modes). The power savings for the surveyed works are listed throughout the text, but not cross-compared. Bianzino et al. identified in [7] four branches of green networking research, being i) adaptive link rate (including sleep mode and rate switching), ii) interface proxying, iii), energy-aware infrastructure, and iv) energy-aware applications. The power savings for the surveyed works are not listed. As is clear from this brief survey, many different approaches have been used to categorize power saving approaches. All these categorizations come with their own merits and drawbacks. We feel that categorizing the different approaches according to the factors in a concise analytical model allows for a more insightful estimation to quantitatively assess the potential power savings.
The first work, to our knowledge, that does provide a quantified breakdown of various approaches to reduce the power in telecommunication networks is by Roy [8] ; however, the work is rather economical on references. The study by Lange et al. [2] is very holistic and complete in that it does a thorough assessments of the power consumption across the various network segments, expected trends, and opportunities to increase the energy efficiency. However, the quantified saving potential in the backbone is only split up in two high level approaches (technology progress/energy aware systems, and load adaptive network operations), and the associated savings (55% and 20%, respectively) are hard to verify or trace back. The two papers by Kilper [1] , [4] span a similar range of holistic topics as the work by Lange, however the saving potential of various approaches is not explicitly quantified. The work by Parker and Walker [9] was the initial inspiration for our study. Next to proposing an absolute energy efficiency metric (dBε) for any ICT system, it presents a notable first effort to provide a synoptic analysis of the performance of 10 different techniques to achieve a 1000-fold reduction in the power consumption of future photonic networks; however, their estimates might be rather optimistic. The Green Meter [10] by the GreenTouch consortium is probably closest in spirit to our work. For backbone networks it identifies and quantifies the power reduction potential of seven approaches, and the combined overall reduction factor. While the fact that some of the approaches are evaluated on a common benchmark presents a rare (but deeply needed) advantage over the other works, this is also stems from the fact that most of the cited works refer to only a few partners in the GreenTouch consortium; as such, the consensus over its findings across the research community outside of GreenTouch cannot be assessed by the reader. The two works by Le Rouzic et al. [11] , [12] present an interesting overview of the different backbone saving potentials as identified in the European TREND network of excellence. However, the quoted savings are mainly isolated values; their interplay and the combined saving potential is not given.
Finally, it is worth mentioning the work by Masanet et al. [19] . They estimate the energy use and efficiency potential of U.S. data centers using a methodology very similar to our study. They use a bottom up analytical modeling approach to capture and categorize the total data center electricity demand, and discuss and evaluate a number of efficiency measures. These measures are then presented as reduction factors which can be multiplied to compute the combined electricity saving potential.
III. METHODOLOGY
Our methodology to assess the impact of efficiency improvements in backbone networks is based on a concise analytical model, which is described by the general form in (1) . It expresses the network-wide power consumption associated with an equipment type (such as an IP router) based on a number of factors. Basically, the power rating of the considered equipment (W/Gbps) is multiplied with the amount of traffic in the network (Gbps) and the number of network hops. Three correction factors account for the power consumption associated with general overhead, traffic protection, and overprovisioning. A hop count correction factor is relevant to correctly account for the hops in either the IP layer or the Wavelength Division Multiplexing (WDM) layer. By considering reduction factors for each of the parameters in (1), we can derive the total reduction potential across an energy-optimized network.
where P X total network power consumption for equipment type x (W); η eo external overhead factor, e.g., cooling; η pr protection factor; η op overprovisioning factor; T total traffic in the network (Gbps); H average hop count in the respective network layer; c x hop count correction factor (0 or 1) W x weighting factor of equipment x, based on its power rating
(W/Gbps) multiplied with an equipment dependent correction factor. This short overview of our methodology provides us with the required background to outline the (more detailed) remainder of this section.
We first define our baseline, i.e., the reference network scenario over which we will evaluate the different power saving approaches; the equipment power rating values will serve as baseline power weighting factors for the different equipment types (Section III-A). We then discuss the analytical model in more detail and expand on the general form given above (Section III-B). With this established, we detail how this model is used to calculate the impact of efficiency improvements from different contributors on the complete backbone power consumption (Section III-C). Following a short discussion on different ways to express power savings (Section III-D), we introduce two savings scenarios which will provide a lower bound and upper bound for the likely saving potential in backbone networks (Section III-E).
A. Baseline Scenario and Reference Power Rating Values
Our baseline architecture is an IP-over-WDM network. As shown in Fig. 2 , we consider IP routers (which include line cards), long-haul transponders (labeled TXP), Optical CrossConnects (OXCs), and Optical Line Amplifiers (OLAs). The IP routers switch the IP traffic in the IP layer. The longhaul transponders transmit and receive the optical signal over dedicated wavelengths in fibers. The transponder capacity is 10 G, and the fiber multiplexes 40 wavelengths. OXCs provide optical switching capabilities in the WDM layer, by adding and dropping the wavelengths in the different network nodes as required. OLAs are required typically every 80 km and amplify all wavelengths in a fiber. As there is a move from multiple stacked technologies to IP-over-WDM, we leave out other potential intermediate switching technologies, such [16] , [20]) as (SONET)/Synchronous Digital Hierarchy (SDH), Optical Transport Networking (OTN) and Ethernet. Furthermore, we do not include the power consumption of 3R regenerators (required for optical channels spanning large distances, a typical value is over 1500 km), as their contribution to the total power consumption is marginal [16] .
The power rating values we will consider for the four types of equipment are given in Table II . The power rating expresses the power per capacity, in W/Gbps, and is as such an (inverse) measure for the power efficiency of the considered equipment. We will use them as a basis for the weighting factors (also listed in Table II ) in the analytical model, as we will explain in the next subsection. The power ratings are distilled from [16] and [20] , and are homogenized across three properties. First, they are derived from typical power consumption values (as opposed to vendor rated power, which is typically higher and used for provisioning the power distribution infrastructure). Second, the power rating includes the power associated with the chassis and control overhead (as opposed to only the power for the functional component, which might lead to very low values, e.g., OLAs). Third, the power rating value is that for realistic filling levels of shelves and racks (as opposed to optimal power rating values when assuming maximally filled shelves/ racks) [20] .
Finally, these values are relevant for the year 2010, which is the reference year in our baseline scenario. The reason we choose the year 2010, is because that is the most recent year for which we have reliable power consumption values available for all backbone equipment considered, as provided by our earlier publication [16] which was dedicated to this.
B. Analytical Power Mode
The analytical power model that we will use is inspired both by the work from Baliga et al. [3] , Kilper et al. [1] and the findings from our earlier work [16] .
The total power P BACKBON E in an IP-over-WDM network can be given as the sum of the power consumption in the constituting layers:
with P OXC , P T XP , and P OLA respectively being the total network power consumption of the OXCs, the WDM transponders, and the OLAs.
The power consumption of each equipment type is further given as:
Note that we use upper case subscripts for the total network power consumption (e.g., P IP ), and lower case subscripts to denote a single equipment power consumption value (e.g., P ip ). The external overhead factor η eo accounts for the power consumption due to external cooling and facility overheads in telecom centers, with typically η eo ≈ 2. This value is not applicable to OLAs as they are typically deployed in dedicated outside cabinets without active cooling, so we apply a correction factor 1 2 to η eo in (7) . The protection factor η pr accounts for traffic protection, with η pr ≈ 2 for backbone networks using a 1+1 protection scheme (i.e., all traffic is routed twice on linkdisjoint paths). As this is typically done in the WDM layer but not the IP layer (see further), again we apply a correction factor 1 2 to η pr in (4). The overprovisioning factor η op accounts for the overprovisioning of the network capacity to deal with unexpected traffic spikes and future traffic growth. The traffic factor T gives the total amount of traffic in the network (in Gbps). The hop count H is the average number of hops between processing elements in the respective layer. The reason we have (H + 1) for the IP layer is because we also need to account for the client side capacity of the IP router, i.e., towards the access network 3 ; for more details see [16] . The power rating factor
expresses the average power per capacity (in W/Gbps) for a given equipment x, as listed in Table II . The factor 2 at the end of the equation accounts for the fact that for each hop the relevant node capacity is required at both the sending and receiving side. 4 The OLA power consumption is a function of the average link length, as an OLA is required every 80 km.
To further generalize on the four equations above, we will combine the factors between brackets and the two 1 2 correction factors for IP routers and OLAs into a weighting factor W x , resulting in the following general equation:
with c x = 1 for the IP layer, and c x = 0 for the equipment in the WDM layer. Note that is exactly the general form of our analytical model as in (1) . The weighting factors W x are listed in Table II . For the OXCs, and transponders the weighting factor is simply twice the power rating value
. For the IP routers the weighting factor is equal to the power rating value.
For the OLA contribution in (7), we calculated the weighting factor assuming an average link length of 800 km, which is a reasonable value for backbone networks. In Section V-B we will look at the impact of the link length on our efficiency improvement estimates, and show that it is almost negligible.
C. Calculating Power Savings

1) Savings for One Equipment Type:
To estimate the savings for an equipment type x in a backbone network, we can model an improvement in each of the factors in (8) by inserting beta reduction factors (with β ≥ 1).
Each improvement factor β can be seen as an approach that acts independently to reduce the power consumption. The goal of the upcoming Section IV will be to determine feasible β values for a wide number of approaches. Thus, the total power reduction β x,tot for the equipment type x of an improved network consuming P X,impr power compared to the referenced network consuming P X,ref is given by:
Note that we can cancel out the factors η eo , η pr , η op , and T .
2) Savings Across Multiple Equipment Types:
The total power consumption in an IP-over-WDM network is the sum of the power in the IP layer, the OXCs, the transponders and the OLAs. To calculate the total power reduction β total across the complete network, we now have:
Note that the β factors can be different for each equipment type, e.g., β pr can be different for the IP routers and the transponders; therefore we have added an x index to each β factor. The occurrence of the c x term is unfortunate, as it makes the result dependent on the hop count H (i.e., we cannot factor out all β factors). While for a given topology the hop count will depend on several aspects, such as the routing algorithm and link weights, a good ballpark number of H in a backbone network is 3-4 hops [1] , [16] , [21] . Therefore we will assume H = 3 when calculating the saving potential in the next section. In Section V-C we will look at the impact of changing the hop count H on our power improvement estimates, and show that it is rather limited.
D. Expressing Power Savings
In the above sections, we have modeled power improvements using a reduction factor β ≥ 1. In contrast, by far the most common approach used in publications on energy efficiency in networks is to state the savings percentage γ (with γ = 1 − 1 β ). For example, a power reduction with a factor β = 4 corresponds to a savings percentage γ = 75%. It might be interesting to note that another variation is to express the reduction factor in decibel 5 (dB), i.e., on a logarithmic scale as 10 log 10 β. While both the reduction factor β and the savings percentage γ are mathematically interchangeable, the power reductions intuitively communicated by them is different. For example, when comparing the power savings γ 1 = 80% and γ 2 = 90%, the latter appears to be only a slight improvement over the first one. While this is indeed true compared to the baseline (i.e., the original power consumption), it does somewhat conceal the fact that the 90% savings scenario consumes only half of the power of the 80% savings scenario. Given the historic and projected exponential growth of traffic in the backbone network (see Fig. 1 ), it is important to realize we need and are interested in significant power reductions. A power saving approach (or more likely, any combination of approaches) that can provide 90% savings instead of 80% savings allows for an extra doubling of the traffic while still consuming the same amount of power. In contrast, if we would have identified the power savings using a reduction factor β 1 = 5× and β 2 = 10× respectively, the factor 2 in difference would have been instantly clear.
Therefore, in the upcoming Section IV we will express our estimates of the power reduction potential of the various approaches using β reduction factors (≥ 1). However, when we quote and list existing works (such as in Table VI) we will cite the savings as a percentage γ so that the values given can easily be verified in the referenced works. For the reader's convenience, we have listed a set of savings percentages and the corresponding reduction factors in Table III ; if required, this can be consulted when going through the subsequent sections.
E. The Moderate Effort and Best Effort Scenario
In our analysis in the upcoming Section IV, we will distinguish between two scenarios to model the power savings that are possible in backbone networks.
• In the Moderate Effort scenario we use small power reduction estimates, corresponding to solutions that are relatively feasible from either a technical or operational point of view. Where the power reduction associated with an approach is unsure, we will consider a likely lower bound that we will model in this scenario. • In the Best Effort scenario we use larger, more aggressive power reduction estimates, corresponding to solutions that would be more challenging to implement from a technical, operational or cost perspective. Where the power reduction associated with an approach is unsure, we will consider a likely upper bound that we will model in this scenario. Combined, both scenarios provide a range for the achievable power savings potential in backbone networks.
IV. APPROACHES TO SAVE POWER
In this section, we discuss several approaches to reduce the power consumption in backbone networks. We do so using the parameters in (1). Fig. 3 gives an overview of the different power saving approaches that we will discuss, and how they map to the various factors.
A. External Overhead Factor η eo
The external overhead factor η eo accounts for power consumption associated with external cooling and facility overheads in telecom centers. This overhead is commonly characterized by, and also commonly known as, the Power Usage Effectiveness (PUE). The PUE is the ratio of the total amount of power consumed to the useful power consumed, 6 and typically has a value of about 2 [24] . In this specific case, this means that for each Watt consumed by useful equipment, such as servers and switches, an additional Watt is consumed through external overhead. In highly optimized and efficiently cooled data centers (much) lower PUE values are possible, 7 but this is not 6 While the PUE concept is elegant and simple, in practice there are many intricacies that make it easy to result in different values. To illustrate, while the 2008 white paper that documents the PUE methodology contained only 9 pages [22] , the version from 2012 consists of 83 pages [23] . 7 For example, Google states to have reached an annualized average PUE across all their tracked data centers of 1.14 by the end of 2011 (with a minimum value of 1.11 and a maximum value of 1.21) [25] . This value is even more impressive, as they claim that their PUE calculation is more comprehensive than what is done by other players, by accounting also for overhead sources that are typically omitted, such as data center offices and site substation losses. According to the 2012 Data Center Survey by the Uptime Institute [26] , the PUE reported by its participants averages between 1.8 and 1.89. Fig. 4 . Rough distribution of the external overhead power among its main contributors (source: [8] , [27] , [28] ). yet commonplace. On average, this overhead is made up of two main contributing components [27] , [28] : cooling and air conditioning, and efficiency losses in power provisioning (see Fig. 4 ); the contribution of switchgear and lighting is only minor.
We discuss three approaches to reduce the external overhead factor η eo : more efficient cooling systems, high-temperature chips, and more efficient power provisioning.
More efficient cooling-A first approach is to increase the efficiency of the premises cooling, i.e., to provide the same degree of premises cooling effect while using less electrical energy. This is a particularly hot topic in data center research, and a wealth of publications on this topic is available. Good overviews are available in [29] - [31] . Examples of such approaches include hot aisle/cold aisle (to avoid mixing both cold and hot air), free cooling (using cold outside air, if ambient temperature and humidity permit), and rack liquid cooling (to improve heat transfer).
High-temperature chips-A straightforward alternative to reduce cooling power is to cool less [30] . For example, it has been observed by a notable study from Google [32] that contrary to popular belief, hard disks do not become less reliable when running at higher temperatures. However, this is only possible up to a certain limit. An approach taking the concept beyond this limit is that of research into the high-temperature operation of integrated circuits [9] . Such an approach further reduces the need for cooling, and as such brings down the external overhead factor η eo .
More efficient power provisioning-Power provisioning accounts for roughly 20% to 30% of the external overhead power [8] , [28] , mainly through inefficiencies in Uninterruptible Power Supply (UPS) units and Power Distribution Units (PDUs) [27] . While the efficiency of a UPS unit can be around 90% at maximum load, its efficiency drops off steeply when lightly loaded-which is very often the case [33] . One reason for lightly loaded provisioning equipment is that such equipment is deployed based on nameplate power ratings (i.e., vendor indication of the maximum power drawn, which is used for dimensioning the power supply systems) of the ICT equipment, which can be substantially higher than the actual peak power [34] . Right-sized provisioning of equipment to the actual peak power of the ICT equipment would reduce the overhead power consumption.
To assess the total overhead power saving potential, we could try to assess the individual potential of each of the above three methods. With cooling comprising typically more than 60% of this overhead [8] , [28] , the biggest gains can probably be achieved there. The study by Roy [8] gives an indication. 8 It estimates that implementing cooling best practices and supplemental high density cooling can save 44% on the required cooling power. Optimizing the power provisioning by replacing legacy rectifiers with new generation rectifiers (to increase the peak efficiency), using DC-powered IT equipment, and employing DC ECO mode (to improve rectifier efficiency at lower loads) can save 71% on the power provisioning losses. Combined, this reduces Roy's central office PUE value from 2.14 to 1.63, which is a reduction of about 1.3× (or 23% savings). However, this value depends on the original PUE value. Therefore, we will go for a more pragmatic approach and lump all approaches together in the PUE factor, and explore how this factor can be improved. To do so, we require (a) a good estimate on the baseline PUE value for telecom network infrastructure in 2010, and (b) a realistic estimate on the improved PUE achievable at these premises.
While there have been a number of studies on the PUE values of data centers (such as [24] , [26] ), little information is available on a baseline PUE for telecom network infrastructure. A first approach would be to just use the average data center PUE value. However, we see a few reasons why the average PUE for data centers might not be representative for those of telecom network infrastructure. First, the PUE of telecom network infrastructure might be worse than those for data centers as network equipment typically has a longer operating lifetime and requires high uptimes, so an overhaul of supporting networking infrastructure to improve the cooling overhead is less easy to occur. On the other hand, the PUE of telecom network infrastructure might be better because it does not suffer from the effect of "in-house" data centers. In-house data centers are facilities owned and operated by companies whose primary business is not computing, and as such efficient cooling is not much of a concern, resulting in relatively bad PUEs. These in-house data centers dominate the data centers in total electricity use and this worsens the average PUE of data centers [35] . In Table IV we list some indicative, public values to determine a reasonable value for telecom network infrastructure PUE in 2010. We have also included some data center values from telecom operators; these 8 See [8, Table 6 ]. values are typically used by operators to highlight their energysavings efforts, and it seems reasonable to use them as a lower bound for their network infrastructure PUEs. In addition to the limited set of public values in the table, we should note that in private communication with operators, one operator reported an average around 1.5-1.6, while according to another operator values up to 2.0 are not an unreasonable average. Taking all of the above into account, an average baseline PUE value of 1.7 for telecom network infrastructure in 2010 seems a reasonable assumption. 9 Note that this is not too different from an average data center PUE value of 1.88 for the year 2010 [36] .
For determining a feasible improved PUE value, even less public data is available. The work by Le Masson [41] applies partly to telecom equipment, and describes an experimental setup of a wall structure to improve the free cooling efficiency. The work reports a 6-month average PUE value of 1.28; however, the overhead power does not include any power provisioning, so the value is rather optimistic. The theoretical lower bound of a PUE is 1.0, and highly optimized data centers do reach values as good as 1.12 in 2012 [25] . However, data centers can be built at locations suitable for very efficient cooling (such as close to a river, or at cold geographical locations), whereas telecom central offices are more constrained by the network topology and have been historically put, e.g., in the middle of a city. In addition, the issue of legacy network equipment and the required high levels of availability, as mentioned above, makes upgrades to the supporting network infrastructure more complicated than is the case for data centers. So, it seems unlikely that in the medium term the PUE value of telecom network infrastructure can be better (i.e., lower) than 1.2. Using both the above derived baseline PUE of 1.7 and the improved PUE of 1.2, we get an improvement factor of 1.4×. We assume a slightly lower Moderate Effort reduction factor of 1.3× (or 23% savings); note that this is in line with the estimation from Roy [8] discussed higher up. For the Best Effort reduction factor we assume 2× (or 50% savings), as the baseline PUE might be higher and/or the improved PUE might be lower than what we derived (with the former situation seeming more likely). Since the PUE is not applicable for OLAs (they are deployed in dedicated outside cabinets without active cooling), the final Moderate Effort reduction factor becomes 1.27× (or 21% savings) and the Best Effort reduction factor becomes 1.85× (or 46% savings), as shown in Table V .
B. Protection Factor η pr
The protection factor η pr accounts for the additional power consumption due to traffic protection. Traffic protection is typically employed in backbone networks to achieve high reliability to meet costly Service Level Agreements (SLAs). A typical approach in backbone networks is to provide Shared Path Protection (SPP) protection for the IP layer, and to employ a 1 + 1 protection scheme for lower layers [also referred to as Dedicated Path Protection (DPP)] [48] , whereby for each demand between a source and destination node two linkdisjoint WDM connections are set up. Some operators adopt an alternative strategy where, in essence, they deploy the backbone network twice with a certain equipment mix using systems from different vendors, with the goal of having diversification over different vendors. Each of the two networks is dimensioned for full capacity, but consequently running at 50% utilization, in order to be able to overtake the whole traffic volume. Both of the above approaches result in a baseline protection factor of roughly η pr = 2, meaning that due to protection the power consumption is doubled compared to a non-protected network.
We consider the following approaches to bring down the protection factor: avoiding dualling, sleep modes, and differentiated QoP. An overview of the main works cited in the subsequent paragraphs is given in Table VI .
Avoiding dualling-Parker et al. argue in [9] that energy savings of up to 50% of the total network power consumption could be achieved by avoiding the above described network dualling. This would be made possible through increased reliability of network devices, systems and subsytems, and increased software-defined operation of many significant network functionalities. However, this might be an overly optimistic estimation: it is, for example, unclear how more reliable equipment would address the issue of cable cuts. A more viable approach could consist of using more passive forms of protection (passive in the sense of not consuming power). While this would be hard for electrically switched networks (i.e., IP, SDH/SONET and OTN), this is feasible in the optical layer through employing 1 × 2 passive couplers that duplicate the lightpath from a single transponder (although in that case the service is not protected against transponder failures). [42] , (b) Jirattigalachote [43] , and (c) Bao [45] . The algorithms have been tagged as either sleep (where port-based equipment is put to sleep), Power Aware Routing (PAR) (where OLAs are put to sleep), or both. The legend shows the algorithm names as they appear in the respective works.
Sleep modes and PAR-An alternative approach to reduce the protection factor η pr is to put protection equipment that is serving backup links into a low-power sleep mode. For realistic application, this would require fast sleep and wakeup times. Putting protection equipment to sleep is relatively straightforward for port-based equipment (such as transponders). By using Power Aware Routing (PAR) instead of Shortest Path (SP) routing, additional savings can be achieved by concentrating backup paths and working paths on separate links, in order to be able to put the corresponding OLAs to sleep without being constrained by the presence of working paths. In Fig. 5 we show the power saving potential from applying both simple sleep approaches and PAR algorithms as reported by three works that allow to differentiate between these two approaches [42] , [43] , [45] . Both Cavdar [42] and Jirattigalachote [43] estimate the combined power saving potential at around 30-40%. The work by Bao [45] reports savings which are more than 20 percentage points higher; however, this work also puts idle working path equipment to sleep 10 (which is not to be captured by our protection factor η pr ). While the work by Jirattigalachote [43] provides a detailed breakdown across the savings achieved by sleeping only (about 25% reduction, irrespective of the load 11 ), and PAR only (about 20% reduction at low load only), these results are not entirely consistent with the work by Cavdar [42] where the savings through sleeping are highly sensitive to the load, see Fig. 5 .
In contrast to the previous three works that evaluated the power consumption at different loads, Coiro [44] considers a case study where the daily load varies according to a sinusoidal function. He uses only a PAR approach to power off the OLAs, and reports savings of 35%. While the above works 10 Bao [45] is (probably) able to do this because in their baseline scenario the network is not power-optimized at low loads (i.e., the power consumption of the baseline is identical for low and high load), whereas in [42] , [43] the baseline power consumption at low load is lower than the baseline power consumption at high load. 11 The savings are not closer to 50% (as one might expect when considering that in a DPP scheme there is a backup path for each working path), because part of the OXC power consumption is considered static and thus not affected by the sleep mode.
only considered the WDM layer, the only work we found that considers both IP and WDM layer is by Musumeci et al. [46] . For the case of DPP, the work reports a 36-45% reduction in energy consumption; there is no breakdown over the impact of sleep mode and PAR. Inconsistent with the previous works, higher savings apply to higher traffic loads.
Summarized, the achievable savings through using sleep mode and PAR for protection equipment are roughly consistent around 30-40%, both for DPP and SPP; however, the savings profile is not always consistent among the various works.
Differentiated QoP-Ultimately, the customer-demanded level of reliability is a matter of cost. A reduction in protection power consumption could result from having cheaper SLAs that offer (slightly) less reliability with less-demanding customer requirements. This concept has also been branded as differentiated QoP. In [47] Lopez et al. calculate that by using differentiated QoP in a WDM transport network, on average savings of around 10% are possible with respect to DPP, regardless of whether it is a current fix-grid or an envisioned elastic (or flexible grid) network. The savings depend on the traffic load (higher traffic load leads to more savings), and the QoP levels required by the clients.
To assess the total protection factor power saving potential, we again consider a Moderate Effort reduction factor and a Best Effort reduction factor. Even in a conservative estimation, employing sleep mode for protection devices seems to be the most promising solution, as it requires no additional management complexity for the operators. The above reported sleep mode savings of 25% correspond to a reduction factor of 1.33× (applicable to the WDM layer only). Thus, for our Moderate Effort reduction factor we assume that we have a reduction factor of 1.33× for the OXCs, transponders and OLAs. Taking the weight of the OXCs and transponders into account, this results in a Moderate Effort reduction factor of 1.14× (or 12% savings), see Table VII. For our Best Effort scenario we assume that (a) that sleep modes and PAR exploit their full potential and can save 40% in the WDM layer (a reduction factor of 1.66), and (b) that differentiated QoP indeed leads to a 10% reduction (a reduction factor of 1.11) at the WDM layer. Note that the combined reduction potential in the WDM layer is 1.84×, which approaches the savings that could be achieved if we could do away with dualling in the WDM layer (or move to). As can be seen in Table VII this puts the Best Effort reduction factor for protection at 1.29× (or 23% savings).
C. Amount of Traffic T
The yearly growth in backbone traffic T is the major driver behind the continuous increase in power consumption in the backbone network. While the IP traffic growth in the backbone is not as high as it used to be-in the year 2000 traffic was growing at around 125% per year, but has slowed down to around 35% per year in 2010 [59] -it is still projected to grow at a rate that outpaces the improvements in energy efficiency of backbone telecom equipment, as shown in Fig. 1 .
The traffic estimations in Fig. 1 are based on Cisco's twoyearly forecasts [59] - [62] . The values for the year 2010 and 2011 are taken from [59] , while the most recent publication ( [62] , May 2013) provides a forecast for 2012 to 2017, and estimates the CAGR for the same period at 23%. We have extended this growth rate to the year 2020 (dotted line). As the annual projected growth rate is slowing down (at a rate of about 4 percentage points each year, based on [59] - [62] ), we have also plotted such a more likely, lower growth at 16% per year, from 2014 to 2020 (dotted line, labeled "adjusted").
As can be seen in Fig. 1 , even for the low traffic projection the backbone traffic increases 8-fold for the period 2010 to 2020. What are potential approaches to bring down the amount of traffic in the backbone network? The straightforward approach would be to set (reduced) quotas on the amount of traffic granted to each customer. However, this seems very unlikely from an economic perspective. Approaching the issue from a technical perspective, we will look at data compression and caching. An overview of the main works cited in the subsequent paragraphs is given in Table VIII .
Data compression-Data compression, or source coding, 12 encodes information in such a way that it requires fewer bits than in the original representation. Parker et al. [9] estimate its potential for power reduction in photonic networking to be up to 50%. However, there are three pitfalls to be aware of. First, it seems unlikely that multimedia content (the bulk of global IP traffic [1] ) can be further compressed, in or at the edge of the network. Multimedia content is already heavily compressed, for example audio mp3 compression, and video H.264 compression (used by default by, among others, YouTube and High-definition Television (HDTV) broadcasts). In [49] , Dong et al. estimate the power saving potential through content compression at about 50%, however, they assume that video and images can be compressed 20 and 10 times respectively, which seems unlikely given that both media formats already widely employ compression at the application side. Second, compression and decompression at transmit and receiving side comes at a processing, and thus energy, cost. Kilper even states in [4] that uncompressed data transmission through the core is an order of magnitude more efficient than compressed data transmission. That said, the influence of the compression energy could drop with continuously more efficient Digital Signal Processing (DSP) units [9] , [66] , and become negligible for content that is accessed by many users over a period of time. Third, any advances in compression techniques will probably be cancelled out by encoding more information and new modalities (such as stereoscopic view, or a higher dynamic range for audio or video) into bit streams (i.e., Jevons paradox). To illustrate this, the historical evolution of video compression factors shows that for the latest main video compression standards, roughly each of them compressed twice as much [67] ; the newest upcoming standard (HEVC), is again expected to continue this trend. However, despite this, the average bitrate per video stream has not consistently decreased, with a move from Standarddefinition Television (SDTV) to HDTV (720 pixels), and then to HDTV (1080 pixels) [68] . 13 Caching-Another technique to decrease the amount of traffic in backbone networks is the use of caching. The increase of media-rich Internet content has lead to high bandwidth requirements for content served to multiple destinations. While the technique of caching is already well established-both at the client side, as well as between client and servers through intermediate proxy servers-Content Distribution Networks (CDNs) are the next logical step. A CDN is a large distributed set of servers deployed throughout the network, with content 12 Source coding should not be confused with channel coding and network coding. Channel coding in effect adds redundancy (instead of removing redundancy, as source coding does), to reduce the bit error rate in noisy communication channels. Network coding is a technique to attain the maximum possible information flow by algorithmically combining packets for transmission. There are studies available that look into network coding to improve the energy efficiency in wireless (ad-hoc) networks [63] and wired PONs [64] , but almost none for backbone or transport networks. A single non-peer reviewed study [65] indicates energy savings in the order of 20% for two backbone networks, but states 0% savings for full mesh topologies. Given the limited amount of information available, we do not consider network coding at this point. 13 Ultra high definition resolutions beyond HDTV are emerging, notably 4K UHD (3840 × 2160 pixels) and 8K UHD (7680 × 4320 pixels), but we did not find consistent and comparable data on the evolution of the average bitstream per video stream.
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from the place of origin replicated to the other servers [69] . The main goal of CDNs is to increase availability and performance by serving requests from a server closer to where the request originates, but telecommunication service providers also deploy them to reduce the demand on their backbone. While caching content obviously consumes extra power, for the case study in [54] it is estimated that with optimal cache sizes a reduction of above 30% of the total power consumption (IP-over-WDM network and caching) can be achieved. The important issue to note here is that these savings are expressed taking into account both the reduced energy consumption in the network and the increased energy consumption in the caches. For the sake of argument we attribute all the savings to the network. Modrzejewski performs a similar study in [57] . For two realistic networks of national (ISPs) their algorithm to optimally decide where to cache content inside the ISP network predicts about 10% energy savings across the complete network, i.e., from access to core. The work by Lee et al. [52] , that has coined the term "content centric networking," considers network nodes that act as content caches themselves. They calculate potential savings over a network stretching from the customer side to a Tier 1 ISP core network. Evaluating for the top 20 content providers, they find that 10% to 60% can be saved over the complete network. However, as the large variation is very sensitive to the access network technology (DSL/GPON), this hints that the energy savings in the core will probably be rather limited. A very high saving potential is reported by Chiaraviglio et al. [56] (see Table VIII ), but the evaluation captures savings effects from non-caching approaches as well, so these results are hard to interpret with respect to pure caching. Finally, the use of peer-to-peer caching could potentially reduce the caching power consumption overhead (and thus increase the overall savings), as such a scenario would exploit caching in enduser devices that are already on anyway, instead of integrating entirely new caches into the system as above. An important issue in such a pure peer-to-peer caching scenario is that the energy consumption should not be migrated solely to the endusers, which would be very attractive for network operators but not necessarily reduce the overall (system-wide) energy consumption, as pointed out by Feldmann et al. [70] . A recent work exploring a hybrid solution, where a common CDN is combined with a peer-to-peer caching solution to obtain a more optimal overall system, is by Mandal et al. [58] . The system-wide energy savings (network + caches) are reported as 10-20% in some cases; however other cases are reported as requiring an equal amount or even more energy. Furthermore, a breakdown of the power consumption savings and increase over the different network sections is not given.
Following the above findings, practical approaches to reduce the amount of traffic in the core network seem to be limited. Therefore, for the Moderate Effort reduction factor we assume no savings, i.e., a reduction factor of 1.0×. For our Best Effort scenario, we assume that indeed a reduction of about 10% of energy consumption can be achieved both through compression and energy-optimal content caching. This means that we have a Best Effort reduction factor of 1.23× (or 19% savings). Both values are summarized in Table IX .
D. Power Rating P/C (Part I)
The power rating factor P/C expresses equipment power consumption as the power per unit capacity, e.g., 5 W/Gbps. While we defined the denominator as the equipment capacity, we will relax this constraint and also include in this section any approaches that improve the power consumption under varying load. The baseline values that we assumed for the various components are listed in Table II . Fig. 6(a) shows how the power consumption of network equipment typically scales with varying load. Note that the maximum load is equal to the capacity of the equipment. Several works have identified that for network switching equipment the power consumption when idle is around 90% of that at maximum load. Chabarek et al. [74] measured the power consumption of two Cisco routers in different configurations and under various loads. They observed that while the configuration (chassis and line cards used) significantly influences the power consumption of the router, the load has limited impact. These observations are confirmed by Mahadevan et al. [75] , and in our earlier work [20] . In addition, in [20] we showed that this is also the case for OLAs. While to our knowledge there is no public data available for other optical equipment, such as WDM terminals, transponders, or OXCs, it seems to be accepted as a fact that this trend holds there as well.
There are two general categories of approaches to reduce the power consumption shown in Fig. 6(a) , and thus the power rating factor.
• The first category, shown in Fig. 6(b) , focuses on reducing the power associated with the maximum load, i.e., the device's capacity. In this category, we will consider the inherent component energy efficiency improvements that are observed for communication equipment year after year, and improved chassis utilization through better chassis and shelf filling. • The second category, shown in Fig. 6(c) , focuses on making the equipment more power proportional, i.e., the power scales better with the actual load. The typical techniques to do so involve putting (sub)components or systems to sleep. This can be applied on short time scales (in the order of packet-level transmission) and on long time scales (in the order of hours and days). For ease of reading, we will discuss the first category (more efficient components, and improved chassis utilization) in this section. The second category (sleep mode approaches) will be moved to, and discussed in, the subsequent section (Section IV-E). An overview of the main works cited in this section is given in Table X .
More efficient components-Telecommunication equipment becomes more power efficient each year, largely driven by more energy-efficient CMOS technology. However, as already observed by Kilper [1] and Tucker [76] the rate of improvement has been slowing down. While up to 2006 the energy-perbit reduction (i.e., J/bit or W/Gbps) in routers was around [71] , and Han [72] . Exponential trend lines have been added. Note that some data points are actual values, while others are projections; the publication year might give an indication. 20% per year [71] , it has slowed down to around 13% per year more recently [48] , see also Fig. 7 . In [1] , it has been argued that this efficiency improvement might further slow down as a result of practical limitations inherent to CMOS transistor design. Koomey et al. [66] , on the other hand, argue that the efficiency improvement trend for electronic processing equipment will continue through clean slate design, similar to what was observed a few decades ago with the transition from vacuum tubes to discrete transistors and subsequently to microprocessors. Note that the reported efficiency trends in Table X and Fig. 7 apply mainly to (opto)electronic equipment. Components that are dominantly optical (such as OXCs and OLAs), improve at a much slower rate [1] , although we did not find credible values for these two components. Given the above observations, a 13% per year reduction in energy-perbit for electronic and optoelectronic backbone equipment (IP routers and transponders) in the time frame 2010 to 2020 seems reasonable. For dominantly optical components (OXCs and OLAs) we assume no yearly improvements. Note that a 13% per year reduction in energy-per bit (i.e., J/bit or W/Gbps) corresponds to a 15% improvement in energy efficiency (i.e., bit/J or Gbps/W), since 1/(1 − 0.13) = 1.15. These are the values reported in Table XII. For our complete backbone communication stack, the resulting yearly reduction in energy-per-bit (W/Gbps) then becomes 11%, or a corresponding 13% efficiency improvement (Gbps/W) which is the improvement rate plotted in Fig. 1 . It is important to point out that this is an idealized improvement rate, and would only be achieved in practice if all equipment in the network is continuously replaced by the latest (i.e., most efficient) generations, which is obviously unrealistic. 14 At this point, it should be noted that the yearly energy efficiency improvement of network equipment is the only power saving approach in this study that is time-dependent. All other approaches, both those already discussed and those yet to be discussed, are static (once-only) approaches; their full energy reduction potential can only be applied once, and not reused. Because of the time-dependency of more efficient components, we will treat the impact of an 11% p.a. reduction in energy-per-bit (= 13% efficiency improvement) separately in Section V-A2.
Improved chassis utilization-While Chabarek et al. already reported in [74] that "from a power-aware perspective, it is best to [. . .] maximize the number of line cards per chassis.", to our knowledge the work by Ceuppens [73] is one of the first public works that considers the impact of slot filling levels on the power rating value of an IP router. Based on measurements on an MX960 Juniper router, he finds that "chassis utilization below 30% significantly affects [the power rating]," i.e., the chassis with only one line card is power rated at a value twice as high as the one filled with all line cards. In [20] , we have considered this issue more in detail, and looked into the impact of equipment filling levels on the power rating value of both IP equipment and WDM equipment. Equipment deployed in the field is not always optimally filled; but instead often starts off with an almost empty chassis which, over time, is filled with more and more line and control cards. As a result, power rating values will only approach their optimal (lowest) value towards the end of the equipment's life, when the chassis overhead is shared by the maximum number of functional components. The results in [20] indicate that the optimal power rating-achieved when the rack is at maximum capacity, i.e., the power rating value typically assumed in power models-in some cases needs to be corrected by close to a factor 2 (i.e., twice as worse). Particularly, the study found that IP routers over their lifetime are a factor of 1.85 more inefficient than at optimal (i.e., fully filled) capacity. Otherwise said, if the power rating of IP routers would scale better with the filling level, they would be 1.85 times more efficient (or save 46%) than is currently the case. As this value is sensitive to the lifetime assumptions, we assume a slightly lower Best Effort reduction factor at the IP layer of 1.5× (or 33% savings). Based on the same work [20] , we assume for OLA equipment a reduction factor of 1.5× (or 33% savings), and a reduction factor of 1.1× (or 10% savings) for WDM terminals. 15 Note that the WDM terminals in [20] include the transponder power consumption, so we apply the Fig. 8 . Theoretical achievable sleep mode savings S for a sinusoidal traffic variation over the day. The current off-peak traffic is estimated by [78] at α = 0.25, which corresponds to maximum theoretical savings of 38%. The sine curve has been phase shifted to approximate the traffic curve from [81] with a minimum around 5am.
same factor there. For the Moderate Effort reduction factors for the above three layers, we assume no savings, i.e., a reduction factor of 1.0×. For a summary, see Table XII in the next section.
E. Power Rating P/C (Part II)
This section discusses the sleep mode approaches (on a daily time scale, and on short time scale) to improve the power rating factor P/C. It is a continuation of the previous section, but has split up for ease of reading. An overview of the main works cited in this section is given in Table XI .
Sleep modes on a daily time scale-A popular research topic to improve energy efficiency is the usage of sleep modes, and examples of such works are ample (see the surveys [6] , [7] ). We already discussed it in the context of protection as well (Section IV-B). The general idea is based on the fact that even in core networks communication equipment is not always working at maximum load. However, power consumption of communication equipment remains almost independent of the actual load [20] , [74] , [75] , as illustrated in Fig. 6(a) . As such, making the equipment or system more power proportional by shutting down (sub)components when it is not in use could lead to substantial overall savings. Before expanding on the two different sleep mode approaches to improve power proportionality, it is instructive to look at the daily traffic variation. As shown by Lange et al. in [78] , the traffic volume in communication networks varies considerably over time. For aggregated traffic (as opposed to service-specific traffic), the variations range from peak values typically in the evening, to off-peak values as low as 25% in the morning (see the inset in Fig. 8 ). Other actual traffic matrices showing this daily variation can be found in [81] (France Telecom network), [93] (anonymized), and [94] (showing the interesting fact that European network traffic reaches lower off-peak values compared to U.S. traffic). The aggregated traffic in the core can be approximated by a sinusoidal curve, and for current networks the minimum traffic value is in the range of 25% of the peak traffic volume [78] . Note that from a theoretical perspective, if the load exhibits a perfectly sinusoidal variation over the day, with its minimum being zero during off-peak times, the savings will be upper bounded to 50%. More generally, if the off-peak load is α instead of zero, then the theoretical savings are S(α) = 0.5 × (1 − α), see Fig. 8 . With the off-peak load being estimated in current core networks at α = 25%, the theoretical upper bound to the savings are thus 38%. For more realistic stepwise adaptivity to the load, the savings are up to 19% [78] . Similar to what we saw for exploiting sleep modes for protection equipment (Section IV-B), we consider a relatively straightforward simple turn off strategy, and a more elaborate PAR strategy to maximize the equipment that can be put to sleep; both discussed next.
The most simple approach to exploit this theoretical potential is to simple turn off equipment when it is idle. Visualized on Fig. 6(a) this would mean that the power of the relevant equipment at idle drops from P min to P 0 . If this can be done stepwise for a number of subcomponents (such as the line cards in an IP router), then we can gradually approach the power proportionality shown in Fig. 6(c) . The premise for being able to simply turn off links, is that one logical (IP) link is actually a "bundled link" 16 that consists of multiple aggregated sublinks. For example, a 40 Gbps bundled link may be realized through four 10 Gbps interfaces or sublinks. The study by Fisher et al. [83] claims that "in today"s backbone networks, a vast majority of links would be bundled, with bundles consisting of two to approximately twenty cables [i.e., sublinks], a majority between the two extremes'. It is argued in the same work that the drivers behind link bundles are both (a) capacity requirements exceeding the fastest available link technology, and (b) the fact that capacity upgrades are often realized by adding new links alongside existing ones (rather than replacing the existing equipment with a higher-capacity link). Doverspike et al. [95] mention a third driver for link bundling, which is resilience and consequently network stability; if one of the component links fails the bundled link remains up and a failure-driven topology update is not required. Unfortunately, Fisher et al. [83] do not provide actual data (such as link bundle counts for real operators) to ground their-otherwise plausible-claims. Two works that consider a simple turn off strategy of sublinks (without changing the logical topology) are by Liu and Ramamurthy [79] and Idzikowski et al. [80] . Liu and Ramamurthy [79] report 86% IP port savings by putting sublinks to sleep following daily traffic variations. As line cards represent about 75% of the IP router power consumption [92] , this would mean that in the IP layer savings around 65% are possible. The reason for this very high savings percentage (much higher than our indicative, theoretical upper value of 38%, as derived earlier) is that they exploit overprovisioning in the network; they report for a specific link that the "utilization is commonly less than 1%." We should be careful not to assign the potential saving effects of exploiting overprovisioning, as this is often installed with good reason (see further). The study by Idzikowski et al. [80] uses a similar technique in its "FUFL" algorithm to turn off sublinks (referred to as "parallel line cards") at low utilizations, resulting in savings ranging from 2% to 26% (IP layer savings) depending on the demand size and gravity of the demand model. This study does consider keeping the overprovisioning factor (captured by the Maximum Utilization of Each Logical Link (MUELL) parameter) identical in both the baseline scenario as well as the sleep scenario. So these estimations are more useful for our purpose. The practical advantage of the simple turn off strategy lays in the fact that all decisions can be taken locally and require no logical topology changes, which is especially attractive for network operators where network stability is critical. A significant drawback includes the fact that the actual saving potential relies heavily on the amount of bundled links being prevalent in current and future core networks. 17 A more elaborate approach, which we will refer to as Power Aware Routing (PAR), 18 is to not wait until a line card is completely idle, but instead pro-actively reroute traffic so that traffic of lightly loaded links is moved to links with spare capacity. In practice this means that traffic is groomed. This can be done periodically (e.g., multiple times per day, or even per hour) in response to the demands changing throughout the day, resulting in a reconfiguration of the logical topology. The obvious gain of the extra effort involved in PAR is to increase the amount of energy savings that are possible in response to these traffic variations. An important aspect here is the link overprovisioning, also called the maximum link load. Network operators overprovision the capacity of backbone links by a factor of 2 or even more [1] , [97] to account for peak-to mean traffic variations, unexpected traffic spikes (e.g., in response to a major news event), and future traffic growth (see Section IV-G). Any study evaluating the energy saving potential of PAR-like approaches should make sure that the overprovisioning factor is kept identical in both the baseline scenario and the power optimized PAR scenario to allow for a fair comparison. As was shown in [85, Figure 17 ] and in [81, Table 4 ] (with the overprovisioning factor labeled MUELL), increasing the overprovisioning factor only in the optimized scenario results in significantly higher energy savings (more than 20 percentage points), with the hidden cost being a reduction in Quality of Service (QoS). The issue in some studies is that this influence is not always properly accounted for or clearly indicated 19 which might lead a reader to interpret results overly optimistic. In the context of sleep mode approaches to save energy (both simple turn off, and PAR), the work by Idzikowski et al. [80] is specifically interesting as it both (a) has a good survey on earlier related work highlighting some important open issues in these works, and (b) investigates in a consistent manner the sleep mode saving potential taking into account consistent overprovisioning. Furthermore, some of the algorithms proposed in [80] are evaluated on a testbed by Tego et al. [98] , which so far has only rarely been done for research in this area. For the saving 17 It is interesting to point out that we identified the same high sensitivity to the ratio of the required link capacity over the available interface capacity in [96] (referred to as demand/linerate ratio) in the context of optical bypass. 18 Note that similar approaches have been referred to in other works as Energy Aware Routing (EAR), Energy Aware Adaptive Routing (EAAR) or Green Routing. 19 For example, in [86] it might not be instantly clear that the cost savings (which can act as a proxy for energy savings) listed in Table VII are for different overprovisioning values (maximum lightpath utilization δ = 1.0 for LFA and GA, and maximum utilization of last lightpath on a logical link ψ = 0.9 for EWA) than the reference scenario (overprovisioning factor γ = 0.5). potential of PAR approaches we will however refer to the more recent work by the same author [81] , as it evaluates different PAR algorithms (notably from [84] - [88] ) across a consistent scenario (topology and traffic matrix). The reported savings for the different algorithms are in a very narrow range (29% to 34%, IP layer savings, see Table XI ). The other PAR-related works we have listed in Table XI [17] , [74] , [82] report savings consistent with that finding. A notable exception is Fisher et al. [83] who report much higher savings (40% to 80%, probably applicable to IP router line cards, which would correspond to IP layer savings around 30% to 60%). This is most likely because the work also exploits overprovisioning. Summing up, the savings attributable to sleep modes that exploit daily traffic variations, the "simple turn off" strategy seems attractive both from the real savings it can offer and the limited added technical and operational complexity required. Thus, for our Moderate Effort reduction factor at the IP layer we assume 1.15× (or 13% savings), as an average of the IP layer savings estimated by [80] . With the more operationally challenging PAR we assume for the Best Effort reduction factor the upper bound from [81] , i.e., 1.5× (or 34% savings) not only at the IP layer but also at the other layers. For a summary, see Table XII .
Sleep modes on a short time scale-While the approaches discussed in the previous section exploit traffic variations on a daily time scale, there is additional energy saving potential on a packet-level time scale which can be partially independent from the previous approach. In packet switched networks, packet arrival rates can be highly non-uniform. In between packet arrivals, it is possible to off turn (sub)components. However, as the transition from operating to sleep state consumes both energy and time (which might result in an increase in delay), there is a trade-off to the extent where this is possible. While there are several works on applying this approach in Ethernet LAN switches (e.g., Gupta [99] , quoting savings in the range of 30% to 80%), we are aware of only the work by Nedevschi et al. [89] that considers it in the context of core networks, as shown in Table XI . They base their evaluations on packet-level simulations with real-world network topologies and traffic workloads. Their findings for the baseline of equipment where idle-mode power is almost comparable to active-mode power (as is the case for current telecom equipment) are savings in the range of 30% to 45% (IP layer savings, see Table XI ). The above described approach is very similar to Energy-Efficient Ethernet (EEE), standardized as IEEE 802.3az, but which targets 100 Mbps to 10 Gbps Ethernet copper-based physical layer devices. However, Reviriego et al. [100] found that already for link speeds of 1 Gbps and higher the proposed transition times (i.e., sleep and wakeup times, both in the order of microseconds 20 ) are too high to achieve reasonable power proportionality. In addition, traffic patterns play a key role in the achievable savings. For optical transceivers, the transition times are even much larger (in the order of 1-2 milliseconds) than for copper-based devices due to a more complex circuitry to stabilize the channel, although recent work suggests that they can be dramatically reduced [90] . For high speeds optical links (40 Gbps and above), a promising alternative approach to circumvent the above issues with the wake/sleep transitions might be the use of a multilane architecture. That is, realizing parallel lower-rate lanes instead of one single high-rate lane; e.g., 4 × 10 Gbps to realize a single 40 Gbps link, not unlike the "link bundling" concept discussed before. Depending on the traffic load, a number of lanes can be powered down and thus save energy. This has been studied in the context of energy efficiency by Revigiero et al. [91] ; their results show indeed an improved power-load profile. So, while there are certainly some issues to resolve with respect to sleep modes at a packet-time scale, there do seem to be feasible solutions on the mid-term to realize important savings here. As the interdependency with sleep mode at daily time scale is not completely clear-cut, we assume for the Moderate Effort reduction factor 1.25× (or 20% savings) at the IP layer only, being a slightly lower value than the lower bound reported by Nedevschi et al. [89] . Similarly, for the Best Effort reduction factor we assume 1.4× (or 30% savings) for the IP layer and transponders (it seems unlikely that OXCs and OLAs can also benefit from this in the mid-term).
Applying the proper weights to the values in Table XII , the overall result for the power rating P/C factor is a Moderate Effort reduction factor of 1.18× (or 15% savings), and a Best Effort reduction factor of 2.62× (or 62% savings), as shown in the same table.
F. Hop Count H
The layer hop count H represents the average number of hops between processing elements in the respective layer, for example IP nodes in the IP layer. For a given network topology the hop count will depend on several aspects, such as the routing algorithm and link weights. However, a good ballpark number for H in a backbone network is 3-4 hops [1] , [16] , [21] .
We consider the technique of optical bypass to reduce the hop count. An overview of the main works cited in the subsequent paragraph is given in Table XIII .
Optical bypass-A well-known technique to reduce the hop count H in the IP layer is to optically bypass IP routers, also known as IP offloading. The idea is that traffic not intended for the IP node remains in the optical layer and thus bypasses the IP router. The lightpath is switched, using OXCs, from an incoming fiber link directly on the appropriate outgoing fiber link. This allows us to reduce the capacity of the router and the associated power consumption. Optical bypass is possible at single-wavelength granularity, or on waveband granularity (requiring fewer ports in the OXC since multiple wavelengths are switched at the same time). The first thorough study to investigate optical bypass in the context of energy efficiency was by Shen et al. [101] . Next to an optimal upper bound on the savings, they evaluated two heuristics. While their "direct bypass" strategy achieves savings around 5-45% (low-high demand), the "multi-hop bypass" strategy (an intermediate, hybrid solution) was able to increase these savings with around 10 percentage points at lower demands.
From an energy (and also cost) perspective, optical bypass requires adequately filled optical channels, an issue not tackled in [101] . We have shown in [96] that if the lightpath filling ratio As for small, full mesh core networks that serve traffic through high capacity interfaces (i.e., with demands relatively being small) the savings potential from employing optical bypass is limited (or even negative), we assume for the Moderate Effort reduction factor no savings, i.e., a reduction factor of 1.0×. On the other hand, if the average hop count in core networks is indeed around 3-4 hops, then there is considerable saving potential at the IP layer and transponders. Therefore, for the Best Effort scenario we have applied a factor 3 to the IP layer and transponders, as shown in Table XIV . This results in a Best Effort reduction factor of 2.03× (or 51% savings), which is consistent with the results found in the above cited work. We should note that some PAR approaches from Section IV-E might actually increase the hop count slightly, and therefore reduce the combined saving potential, which is one reason why we used the lower bound of hop count reductions at 3 instead of 4. Both reduction factors are summarized in Table XIV .
G. Overprovisioning Factor η op
We have already mentioned the practice of overprovisioning before. Network operators typically overprovision the capacity of their backbone to account for peak-to-mean traffic variations, unexpected traffic spikes (e.g., in response to a major news event), failures and future traffic growth. We have separated the overprovisioning related to failures (i.e., protection) in the protection factor η pr , and dealt with it in Section IV-B. The reason we did so, is because there are numerous works that investigate specifically the energy saving potential of overprovisioning for protection, allowing a more accurate assessment of the power reduction potential.
In Table XV we list the backbone overprovisioning factors as reported by a number of sources. From the values given, it is clear that there is a rather wide range of estimates on the actual overprovisioning factor. However, it is safe to assume that most of these factors should be halved, as they include the overprovisioning for protection; the work by Kilper et al. [1] is a notable exception. After doing this, the lower range of overprovisioning is a factor of 2.
The power consumption associated with this overprovisioned capacity can be reduced with the sleep mode techniques we discussed earlier in Section IV-E. For the Moderate Effort scenario we assume that at least a factor 2 can be saved at the IP layer, which results in a Moderate Effort reduction factor 
V. TOTAL POWER SAVING POTENTIAL AND DISCUSSION
In this section we combine the power saving potential of the different approaches into a single number for the Moderate Effort and Best Effort scenario. We perform a sensitivity analysis on the two parameters in our model from Section III that could not be abstracted away, i.e., the average hop count H and the average link length. We compare our findings with the savings potential estimated by GreenTouch's Green Meter [10] . Finally, we briefly assess how legacy networks (in contrast to our IP-over-WDM network) would impact our findings.
A. Total Power Saving Potential
For discussing the impact of the reduction factors, we will distinguish between the static (once-only) approaches, and the time-dependent yearly efficiency improvements. Fig. 9(a) we show the reduction factors for each of the static approaches, both in the Moderate Effort scenario (transparent bars) and the Best Effort scenario (filled bars). 22 The time-dependent annual efficiency improvements are not included, but will be accounted for in the next section. The approaches with a high potential stand out clearly, i.e., reducing the overhead factor, the employment of optical bypass, and sleep modes for the overprovisioned capacity. However, to assess the realistic impact of each of the approaches, it makes sense to look at those that perform relatively well in both the Moderate Effort and the Best Effort scenario. In this light, a reduction of power associated with the overhead factor and the overprovisioning, again, seems a promising and realistic direction. Another approach that performs well in both scenarios are sleep modes in general.
1) Static Approaches Only: In
If we combine all of the static approaches depicted in Fig. 9(a) , not yet including the time-dependent annual efficiency improvement, the total reduction potential in the Moderate Effort scenario is 2.3× (or 57% savings), and in the Best Effort scenario 31× (or 97% savings). Note that multiplying each of the reduction factors from Fig. 9(a) is a good approximation to get the combined reduction potential. 23 2) Static and Time-Dependent Approaches: However, we have not yet accounted for the 11% yearly reductions in energyper-bit (or 13% improvements in energy efficiency, which makes for a yearly reduction factor of 1.13), see Section IV-D. In Fig. 9(b) we plot for the time frame 2010 to 2020 the combined potential of both the static reduction factors (discussed above) and the impact of the expected yearly efficiency improvements. In both scenarios, the annual efficiency improvement is able to increase the static reduction potential with a little more 24 than a factor 2, resulting in a Moderate Effort reduction factor of 6.0× (or 83% savings) and a Best Effort reduction factor of 64× (or 98% savings).
For both calculations, the range between the Moderate Effort and Best Effort reduction factor is striking; they are more than an order of magnitude apart. The reason is twofold. First, the reported power saving potential for a similar approach can differ substantially between different works. Consider for example some of the values in Table VIII or in Table XI . This stems from differences in the assumed baseline (topologies, architectures, traffic matrices, power models), and the way in which power savings are evaluated and reported. Often maximum saving values are reported, at other times average savings, and sometimes it is plain unclear what the baseline is for the savings. This makes both the results potentially diverse, and very hard for the reader (and the authors of the current study) to compare energy saving results across different publications. As already noted by Bianzino et al. [103] , [104] , there is a clear need for a consistent methodology and benchmark to evaluate different power saving techniques. As of yet, this has not yet been sufficiently addressed. However, we do think that our survey at least partly addresses his suggestion for "the creation [. . .] of a green repository of energy-related figures [. . .] to foster future research." This survey should make it much more easier for authors to cross-check their results with community-wide results. The second reason for the wide range in both reduction factors is that part of our assessment is unavoidably subjective. 24 Again, we cannot simply multiply the static saving potential with (1/87) 10 years = 4.03×, for the same reason as noted higher in the text. Fig. 10 . Sensitivity of the combined reduction factor to the average link length (with reference network hop count H = 3). Higher average link lengths slightly decrease the power reduction potential. However, the sensitivity is relatively low.
We have tried to substantiate and justify why we chose the final reduction factors for each category as we did, and we did so to the best of our knowledge and the information we were able to find. Still, this is no "hard science," and different authors would probably have made slightly different choices. However, we have made as much information available as we could, which should allow any reader to make his own assessment and estimation of the combined reduction factors.
B. Sensitivity to the Average Link Length
As described in Section III-B, for our estimations we assumed that backbone networks have an average link length of 800 km. This corresponds to each link having 10 OLAs. The end result is that OLAs contribute 9% to the total power consumption in the reference backbone network (see Table II ).
In Fig. 10 we show how the total static reduction factor is influenced by changing the link length to 300 km and 1300 km. As can be seen, higher average link lengths slightly decrease the power reduction factor. This is mainly driven by the contribution from applying optical bypass. When the link lengths increase, the relative weight of the OLAs to the total power consumption increases as well. As the OLAs do not contribute when applying optical bypass, the reductions of applying optical bypass are relatively decreased. For shorter link lengths, the inverse reasoning applies.
Overall, the influence of the average link length is relatively small, especially considering the level of accuracy associated with our reduction factors.
C. Sensitivity to the Hop Count H
The occurrence of the (H + c x ) term in our model made our reduction factor calculation dependent on the average hop count H, see Section III-C. In Fig. 11 we show the influence of changing the hop count H = 3 to either 2 or 5. It is important to note that we have changed the reduction potential of optical bypass to 2 and 5 respectively (i.e., its full potential), where it was 3 initially (see Table XIV ). As expected, an increase in the hop count increases the total reduction factor, and vice Fig. 11 . Sensitivity of the combined reduction factor to the average hop count H (with reference network link length 800 km, over the range H = 2 → 5. In practice, a higher hop count increases the reduction potential; this increase can be almost completely attributed to the fact that we also increased/decreased the power saving potential of employing optical bypass accordingly.
versa. This can almost completely be attributed to the effect of employing optical bypass; for H = 2 the reduction potential of optical bypass drops to 1.56×, and for H = 5 goes up to 2.78×, compared to 2.03× for H = 3.
If the reduction potential for optical bypass is not increased accordingly, e.g., as is the case for the Moderate Effort scenario (see Table XIV ), the effect of the hop count on the end result is negligible, as can be seen in Fig. 11 .
D. Comparison With Green Meter
To our knowledge, the "Green Meter v1.0" 25 white paper [10] published in July 2013 by the GreenTouch consortium is the only public report that adopts a similar methodology as we do in our study. Therefore it is especially relevant to compare our findings with the Green Meter findings.
There are several important things that the report brings to the table. First, the report does not exclusively focus on the core (backbone) network, but also includes the wireline access and mobile access network. In that sense it is a more holistic and complete approach (see Table I for an overview of the reported power reduction factors). Second, most of the different power reduction approaches are evaluated on a consistent benchmark framework, whereas most of the papers in our survey use different power values, reference networks and optimization parameters (the work by Idzikowski et al. [81] is a notable exception). On the other hand, our focus on the backbone network extends to research outside of GreenTouch. This provides the reader with an insight in the consensus and uncertainty among the wider research community. Our report also provides both a Moderate Effort and a Best Effort scenario, which again contributes to an understanding of the range of achievable power savings. Finally, an independent approach allows to compare both works and perform a (limited) cross-validation, as we do here. [10] The reduction factors reported in the Green Meter study are listed in Table XVII . The different approaches cannot exactly be mapped to our categorization, but nonetheless we can compare several approaches. The PUE improvement factor is listed as 1.3×. This is nearly identical to what we assume for the Moderate Effort scenario, whereas our Best Effort scenario goes as high as 1.85×. Our motivation for the latter is mainly grounded in the fact that the baseline PUE can be worse than 2.0. The 3.6× reduction factor resulting from the 13% of yearly efficiency improvement of IP routers and transponders is similar to our assumption of 15% efficiency improvement per year for the same equipment. 26 We do not specifically account for the improved optical interconnects and the improved system design and integration; if we would, they would fit under the power rating factor P C (most likely improved chassis utilization and sleep modes on a short time scale) and perhaps (partly) under the overprovisioning factor. Unfortunately, the Green Meter report does not provide details or references that underpin the very large reduction potential of improved system design and integration (5.0×), which makes it hard to properly assess its potential; part of this information is likely based on proprietary vendor research and not yet public. Likely it is an estimate of what clean-slate hardware design could bring to the table, where our focus is perhaps less aggressive and more about incremental improvements to hardware. The mixed line rate approach selects the power optimal combination of 40 G, 100 G and 400 G interfaces for the given traffic distribution. We have not explicitly identified this as an approach, but we can consider it as similar to what we described as PAR (as PAR grooms traffic demands to more suitable-sized interfaces). However, we considered PAR in the context of exploiting daily traffic variations, which is similar to the Green Meter's physical topology optimization to diurnal cycles. Combining the savings of both approaches (1.2× and 1.1×) this gives a 1.3× reduction, which is not too far off of the 1.5× reduction we estimated for sleep modes that exploit daily traffic variations. Finally, Green Meter's optical bypass approach seems to include other techniques such as sleep modes and low-power states as well. 26 Do not confuse this with our overall backbone efficiency improvement of 13% per year, see Table XII. Nonetheless, this maps rather well to our estimation of 2.03× for employing optical bypass.
Approaches that are not (yet) taken into account in the Green Meter, but that we do take into account are (a) protection related measures, (b) compression, and (c) caching.
Coincidentally, the Green Meter estimate of the combined potential (64×) is identical to our Best Effort reduction factor (64×). This is even more surprising, as we consider some approaches that Green Meter does not, and vice versa. The approach of the Green Meter seems to be more focused on aggressive hardware optimization and clean-slate design, whereas our focus is slightly more towards the application layers (cf. caching). On the other hand, our Moderate Effort reduction factor (4.9×) is well below the above figure.
E. The Role of Legacy Networks
The baseline in our estimations is an IP-over-WDM network. This means we do not take into account the legacy network equipment and intermediate transport technologies such as Asynchronous Transfer Mode (ATM) and SDH that are probably 27 still widely present in current-day networks. As we already pointed out in Section I, this is an important limitation and point to be aware of. It implies that our power reduction estimations cannot be interpreted as applicable to current-day networks. Rather, they should be seen as an estimation for the potential to improve current state-of-the art equipment.
Nonetheless, we can try to briefly assess how our estimations can be applied to legacy equipment and networks. From the approaches we identified in Fig. 9(a) , only few of them seem to be applicable to legacy equipment. Reducing the overhead power is certainly one of them, and fortunately provides good reduction potential (1.85×). Compression and caching probably can be applied to legacy networks as well, but the reduction potential (1.23×) is feeble and unsure. The other approaches would very likely require hardware upgrades to support features such as sleep modes, which is unrealistic for legacy equipment. And while putting equipment to sleep on a daily time scale might in theory be feasible, it is very unlikely that operators would resort to such measures with equipment that was not designed for it.
From our very brief assessment, it appears that if the power consumption of legacy network equipment is to be reduced drastically, the best option might be to replace it altogether with new, more energy-efficient equipment.
VI. CONCLUSION AND RECOMMENDATIONS
A novel methodology to categorize and survey power saving approaches-In this paper we have surveyed a number of approaches to reduce the energy consumption of backbone IP-over-WDM telecommunication networks. The idea for this study was conceived when we noticed that in the available surveys the power saving potential (i.e., the reported saving percentages) of the works they survey was typically not discussed. This is striking, as estimating the energy saving potential of different techniques can be considered as one of the core drivers behind research in "green networks." The general approach in most existing surveys is a categorization of the various efficiency measures based on for example scale (e.g., optimizing at circuit-level vs. network level) or time (e.g., online sleep mode decisions vs. a preplanned energy-efficient network design). In contrast, our survey approach has been based on mapping the techniques onto a concise analytical power consumption model. This has the advantage that the power reduction potential associated with each of the different techniques can be rather easily multiplied in order to be combined to a total reduction factor. Specifically, our power saving approaches have been disaggregated in those that reduce the power rating of equipment (a measure for their efficiency), the traffic in the network (i.e., the amount of transported bits), the number of network hops, the power associated with equipment installed for traffic protection purposes, equipment installed for dealing with unexpected traffic and future traffic growth (i.e., overprovisioning), and the power associated with external overhead such as cooling and power provisioning losses.
Power reduction potential in the backbone-We assessed the power reduction potential for a Moderate Effort scenario and a Best Effort scenario, based on the uncertainty in the reported saving potential and (to a minor extent) operational and technical issues. We estimate the combined Moderate Effort reduction potential of once-only approaches at 2.3×, and their Best Effort reduction potential at 31×. If we factor in the projected yearly efficiency improvements driven by Moore's law (i.e., CMOS efficiency improvements), the 10-year reduction potential of both values are roughly (a little bit more than) doubled to 6.0× and 64× respectively. The large difference between the Moderate Effort and Best Effort estimate is caused mainly by the disparity and the lack of clarity of the reported savings, and our (to an extent unavoidable, subjective) assessment of the feasibility of implementation. The large difference also reflects the uncertainty we encountered when evaluating many of the surveyed works, and confirms earlier conclusions by Bianzino et al. that a standardized methodology and benchmark is deeply needed. Nonetheless we think that the general trends and findings are sound. We do provide ample information in our survey for the reader to make his own assessment.
On an individual level, a number of approaches stand out with their reduction potential. We found that the approaches that focus on bypassing power-hungry IP hops, reducing the power associated with the external overhead (i.e., improving the PUE), and putting overcapacity to sleep can reduce the power consumption most; each with roughly a factor 2 in the Best Effort scenario. Especially the latter two techniques also provide a relatively high Moderate Effort reduction potential, which is an indication for our confidence in their potential. More general, the technique of applying sleep modes shows good potential across a variety of applications.
Outrunning the traffic growth?-Considering that the traffic is projected to increase close to 10-fold in the next 10 years, the power reduction potential of our Moderate Effort scenario (6.0×) will not be sufficient to halt the power consumption increase in backbone telecommunication networks. However, the estimated 31-64× reduction for our Best Effort scenario shows that enough potential is likely available to halt, and even reduce, the absolute power consumption. This will no doubt require significant efforts from an economic, technical and operational point of view. These issues have not been considered in our survey, and require extensive investigations on their own.
Recommendations for future research-From what we learned while doing this survey, we would like to make the following recommendations to our readers. For the research community: (a) Any paper on energy-efficient network techniques should clearly distinguish the various effects that result in a power consumption reduction; e.g., side effects such as an increase in the link load should be clearly identified. (b) The baseline scenario should be clearly identified; often we found that it was ambiguous whether the baseline was, e.g., a common shortest-path, minimized delay scenario, or another energyoptimized scenario. (c) It should be clearly stated whether the reported saving potential applies to average or maximum savings, and to which equipment it applies (e.g., only line cards, IP equipment, or the complete network). Finally, we hope that this survey is useful for researchers in the short-term to mid-term to check and validate their own (intermediate) power saving results across a wide set of existing works, and thereby perform a first validation of their findings.
