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Selective Confidence Intervals for Martingale
Regression Model
Ka Wai Tsang and Wei Dai
The Chinese University of Hong Kong, Shenzhen
Abstract: In this paper we consider the problem of constructing confidence in-
tervals for coefficients of martingale regression models (in particular, time series
models) after variable selection. Although constructing confidence intervals are
common practice in statistical analysis, it is challenging in our framework due
to the data-dependence of the selected model and the correlation among the
variables being selected and not selected. We first introduce estimators for the
selected coefficients and show that it is consistent under martingale regression
model, in which the observations can be dependent and the errors can be het-
eroskedastic. Then we use the estimators together with a resampling approach
to construct confidence intervals. Our simulation results show that our approach
outperforms other existing approaches in various data structures.
Key words and phrases: martingale regression model, selective confidence inter-
val, variable selection
1. Introduction
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Consider the linear regression model
yt =
p∑
j=1
βjxtj + εt, t = 1, . . . , n, (1.1)
with p predictor variables xt = (xt1, . . . , xtp)
T and n samples that can be
correlated. The error terms εt are usually assumed to be independent of xt
for many applications. However, it is too strong for the regression models in
financial time series. Instead, this paper considers the martingale regression
which has the form (1.1) with {εt} being a local martingale sequence and
the components of xt containing lagged variables yt−1, yt−2, . . . and other
factor variables. The well-known AR(p)-GARCH(h,k) model is a special
case with xt = (yt−1, . . . , yt−p)T and
εt = σtξt, σ
2
t = ω +
h∑
i=1
biσ
2
t−i +
k∑
j=1
ajε
2
t−j, (1.2)
in which ξt are i.i.d. with mean 0 and variance 1; see Section 2.6.3 of Guo
et al. (2017). We are interested in estimating confidence intervals for some
selected unknown coefficients βj in (1.1) when p > n. Zhang and Zhang
(2014) consider a similar problem for deterministicX and εt are independent
for coefficients selected by scaled lasso. Belloni et al. (2015) develop uni-
formly valid confidence regions for coefficients selected by some lasso-type
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methods under the assumptions that (xt, εt) are i.i.d. and εt is independent
of xt. Lee and Wu (2018) propose a bootstrap method to estimate the
distributions of the least squares estimators after some data-driven model
selection procedure. They consider independent xt and εt and assume that
p is constant. However, the problem of confidence intervals estimation af-
ter model selection for the martingale regression model (1.1) is still largely
untouched. Let X = (x1, . . . ,xn)
T , Y = (y1, . . . , yn)
T , ε = (ε1, . . . , εn)
T ,
and β = (β1, . . . , βp)
T , then model (1.1) can be written as
Y = Xβ + ε. (1.3)
WhenX is a nonrandom full rank matrix with n > p, and εt are independent
N (0, σ2), it is well-known that
βˆolsj − βj
s
√
cjj
∼ tn−p, j = 1, . . . , p, (1.4)
where cjj is the jth diagonal element of (X
TX)−1, βˆ
ols
= (βˆols1 , . . . , βˆ
ols
p ) =
(XTX)−1XTY is the ordinary least squares (OLS) estimate, and s2 =
∑n
t=1(yt − xTt βˆ
ols
)2/(n − p) is the sample variance of εt. If we assume
that XTX/cn converges in probability to a nonrandom matrix with posi-
tive eigenvalues for some nonrandom constants cn such that limn→∞ cn =∞,
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then the results in (1.4) still holds asymptotically under some additional
regularity conditions, see Section 1.5.3 of Lai and Xing (2008). However,
when p > n, the convergence of XTX/cn mentioned above becomes infeasi-
ble and estimating confidence intervals for βj becomes challenging. Actually
as the OLS estimator cannot be applied due to the singularity of XTX, co-
efficients estimation for high-dimensional (p > n) regression model has been
a long standing problem in statistics.
With the assumption that β satisfies certain sparsity conditions, the
issues due to high dimension can be partly solved by selecting a subset
J ⊂ {1, . . . , p} of size m ≪ n and assuming βj = 0 for j /∈ J to reduce
the dimension. The traditional idea of best subset selection methods are
first introduced by Efroymson (1960), and lead to two popular criteria for
model selection, Akaike’s AIC and Schwarz’s BIC. AIC in Akaike (1973,
1974) chooses a model that minimizes the Kullback-Lerbler (KL) diver-
gence of the fitted model from the true model, while BIC in Schwarz (1978)
chooses a model that minimizes a criterion that is formed by a Bayesian
approach. Other criteria with further development have been proposed by
Hannan and Quinn (1979), Rao and Wu (1989), Wei (1992), Hurvich and
Tsai (1991) and Shao (1997). Since it is infeasible to try all possible mod-
els to find the the one with minimum criterion’s value in high-dimensional
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regression, they are usually carried out in forward stepwise manner. Ing
and Lai (2011) proposes a high-dimensional information criterion (HDIC)
to choose the best model along a path of models that are selected by a for-
ward stepwise method called orthogonal greedy algorithm (OGA). HDIC is
similar to AIC and BIC with the penalty term in AIC or BIC multiplied by
log p (namely HDAIC and HDBIC correspondingly in Ing and Lai (2011))
for the case p≫ n. Other forward stepwise algorithms for high-dimensional
regression can be found in Bu¨hlmann (2006), Chen and Chen (2008), Wang
(2009) and Fan and Lv (2008). Another popular approach for variable selec-
tion is by penalized least squares estimators. Tibshirani (1996) proposes an
estimator that minimize an objective function consisting of the least squares
errors and a L1 penalty term ‖β‖1 =
∑p
i=1 |βj |. Subsequent modifications
and refinements of penalized least squares methods are developed by Zou
and Hastie (2005), Zou (2006), Yuan and Lin (2006), Bickel et al. (2009),
and Zhang (2010). Although many variable selection methods have been
proposed, as Ing (2019) points out that “the vast majority of studies on
model (1.1), however, have focused on situations where xt are nonrandom
and εt are independently and identically distributed (i.i.d.) or (xt, εt) are
i.i.d., which regrettably preclude most serially correlated data.” Ing (2019)
gives analysis of OGA for high-dimensional regression models with depen-
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dent observations (xt, yt) and shows the convergence of the prediction error
of OGA. Therefore, we also choose OGA, which is presented in Section 3.1,
to do variable selection on model (1.1). However, note that our theoretical
results in this paper do not require any properties of OGA, and thus also
hold for other selection methods for martingale regression model (1.1). Let
Jˆ of size m be the selected set after m OGA iterations, then model (1.1)
can be written as
yt =
∑
j∈Jˆ
βjxtj +
∑
j∈Jˆc
βjxtj + εt, t = 1, . . . , n, (1.5)
and we are interested in the confidence intervals of βj , j ∈ Jˆ . Denote MJ
as the sub-matrix of M = (M1, . . . ,Mp) such that MJ = (Mj)j∈J and
vJ = (vj)j∈J as the sub-vector of v = (v1, . . . , vp)T . The matrix-vector
form of model (1.5) is
Y = XJˆβJˆ +w, (1.6)
where w = XJˆcβJˆc + ε. If we replace xtj and yt in (1.5) by xtj − µx,j
and yt − µy, where µx,j and µy are the unconditional expectations of the
weakly stationary time series xtj and yt, then the equality in (1.5) still holds.
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Hence, without loss of generality we assume Ext = 0 and thus Ew = 0,
which makes w look like an error term. It is a common practice that the
confidence intervals for βJˆ in (1.6) are constructed by assuming (1.4) hold
withX being replaced byXJˆ . However, such confidence intervals are invalid
based on two major effects: selection effect and spill-over effect.
Selection effect: Usually people focus on the coefficients in the selected
set after model selection. However, as noted by Soric´ (1989) that “in a large
number of 95% confidence intervals, 95% of them contain the population
parameter (e.g., difference between population means); but it would be
wrong to imagine that the same rule also applies to a large number of 95%
NZ (not containing zero) confidence intervals.” To illustrate this statement,
suppose there are Xi ∼ N(µi, 1) for i = 1, . . . , 5. The confidence interval for
each µi can be constructed by the normal distribution, e.g. Xi ± z1−α/2 for
a 100(1− α)% confidence interval, where z1−α/2 is the (1− α/2)th quantile
of N(0, 1). However, if we are interested in the confidence interval of XImax ,
where Imax = argmaxiXi, then XImax is no longer N(µImax , 1) distributed.
In particular, we can see that if Xi are i.i.d. N(0, 1), EXImax > µImax =
0. Therefore , XImax ± z1−α/2 is not a valid confidence interval for µImax .
Similarly, many model selection methods select the bestm out of p variables
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based on different selection criteria, and hence the distribution of βˆolsj , j ∈ Jˆ ,
may not approximately follow the distribution in (1.4). We call this effect,
which causes Eβˆolsj 6= βj due to model selection, as selection effect.
Spill-over effect: With the assumption that xtj are nonrandom and εt
are normal distributed in model (1.1), Taylor et al. (2014) have developed
conditional distributions for entries in Eβˆ
ols
Jˆ given that Jˆ is selected by
certain types of methods, including OGA; see Lee and Taylor (2014, Section
8.2). The conditional distributions can then be used to construct valid
confidence intervals for the entries of Eβˆ
ols
Jˆ . However, since
Eβˆ
ols
Jˆ = βJˆ +
∑
j∈Jˆc
βj(X
T
Jˆ
XJˆ)
−1XT
Jˆ
Xj, (1.7)
when X is nonrandom. Therefore, unless βj = 0 (all relevant variables are
selected) or ‖XT
Jˆ
Xj‖ = 0 (orthogonal) for j /∈ Jˆ , otherwise EβˆolsJˆ 6= βJˆ .
Ing et al. (2017) have noticed this problem and called it spill-over effect.
One way to avoid spill-over effect is assuming all relevant predictors (βj 6=
0) are selected asymptotically. Based on this assumption, Belloni et al.
(2014) and Voorman et al. (2014) constructed an asymptotically normal
estimator for coefficient βj and thus can construct asymptotically valid p-
values. Lockhart et al. (2014) propose a test statistic for each newly selected
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variable. The distribution of the statistic is asymptotically Exp(1) under
the null hypothesis that all relevant predictors have been selected before
the newly entered variable.
In this paper, we handle selection effect and spill-over effect by a con-
sistent estimator of βJˆ and a resampling approach. Suppose we know the
true βJˆ and the distribution w in (1.6) such that we can generate w
(b) and
Y(b) = XJˆβJˆ + w
(b) with the same distribution as w and Y. Then, to
determine if θ belongs to a confidence interval for βj , j ∈ Jˆ , we can con-
struct a test statistic Tj = Tj(X,Y, θ), e.g. the test statistic in (1.4) with X
being replaced by XJˆ , and compare it with simulated T
(b)
j = Tj(X,Y
(b)
j , θ),
b = 1, . . . , B, where Y
(b)
j =
∑
i∈Jˆ\{j} βiXi + θXj +w
(b). We exclude θ in a
confidence interval for βj if Tj is an extreme value to the empirical distri-
bution formed by T
(b)
j . If βj = θ, then T
(b)
j has the same distribution as Tj
and hence their difference should not be significant, and βj should not be
excluded in the confidence interval. This is the idea of exact method intro-
duced in Chuang and Lai (2000). As the model parameters are unknown in
practice, Chuang and Lai (2000) “hybridize” the exact method and boot-
strap resampling to develop a resampling method called hybrid resampling
for constructing confidence intervals. We follow their approach to estimate
valid confidence for βj . We first present our estimators for selected coef-
10
ficients and generating mechanism of w(b) in Section 2. Assumptions and
theorems for the consistency of our estimators are presented there. Section
3.1 gives an introduction of OGA, which is used for variable selection for
the entire paper. Our test statistic functions Tj(X,Y, θ) for j ∈ Jˆ are de-
scribed in Section 3.2. Collecting the results in Section 2 and 3, Section 3.3
presents a hybrid resampling approach to construct confidence intervals for
βj, j ∈ Jˆ . Simulation studies to illustrate our theoretical results and the
performance of our algorithms are presented in Section 4. Section 5 gives
further discussion and some concluding remarks.
2. βJˆ estimation and w
(b) generation
We first consider a subset J of size m that is not selected based on observed
X and Y. In such case, there is no selection effect but may still have spill-
over effect if the columns of X are correlated and |βj| > 0 for some j /∈ J .
The model we consider in Section 2.1 is
Y = XJβJ +wJ , (2.8)
where wJ = (wJ1, . . . , wJn)
T = XJcβJc + ε.
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2.1 Consistent βJ estimation
From (1.7), we see that the OLS estimator βˆ
ols
J = (X
T
JXJ)
−1XTJY is not
a consistent estimator for βJ in general. However, if there exists Z =
(Z1, . . . ,Zn)
T such that (i) Zt is uncorrelated with wJt and (ii)
1
n
ZTXJ
converges in probability to a nonsingular matrix, then the method of in-
strumental variables described in Section 9.7.1 of Lai and Xing (2008) can
be applied to give a consistent estimator βˆ
IV
J = (Xˆ
T
J XˆJ)
−1XˆTJY, where
XˆJ = Z(Z
TZ)−1ZTXJ . To apply a similar idea of instrumental variables,
we made the following assumptions on model (1.1).
Assumption A (Model Design)
A1. xtj = λ
T
j ft + etj , where ft ∈ Rr is a vector of common factors, λj is a
vector of factor loadings associated with ft, and etj is the idiosyncratic
component of xtj .
A2. p ≥ Op(n), limn→∞ m2n = 0
A3.
∑p
j=1 |βj| ≤M for some constant M .
The factor model for xtj in Assumption A1 is considered by Bai and
Ng (2002). They suggest using factor model for analyzing financial data
and point out that “the idea that variations in a large number of eco-
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nomic variables can be modeled by a small number of reference variables
is appealing and is used in many economic analyses. For example, asset
returns are often modeled as a function of a small number of factors. . .
Stock and Watson (1989) showed that the forecast error of a large number
of macroeconomic variables can be reduced by including diffusion indexes,
or factors, in structural as well as nonstructural forecasting models. In
demand analysis, Engel curves can be expressed in terms of a finite num-
ber of factors. Factor analysis also provides a convenient way to study the
aggregate implications of microeconomic behavior, as shown in Forni and
Lippi (1997).” Assumption A2 allows p≫ n, but the number m of selected
variables cannot increase too fast as n → ∞. Ing and Lai (2011) suggest
m = O(
√
n/ log p), which satisfies Assumption A2, to be the number of
selection for OGA. Assumption A3 allows the number of relevant variables
(|βj| > 0) greater than m and the sum of the absolute values of βj outside
the selection set, i.e.
∑
j∈Jc |βj |, does not converge to 0 as n→∞.
Let F = (f1, . . . , fn)
T ∈ Rn×r, Λ = (λ1, . . . , λp)T ∈ Rp×r, Ej =
(e1j , . . . , enj)
T , and E = (E1, . . . ,Ep). Then we have
Xj = Fλj + Ej , X = FΛ
T + E (2.9)
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and the model (2.8) can be written as
Y = (I−PF )XJβJ +PFXJβJ +wJ = X˜JβJ + w˜J , (2.10)
where PF = F(F
TF)−1F, X˜J = (I − PF )XJ , w˜J = PFXJβJ + wJ . If
we set Z = X˜J , then we can check that E(Z
T w˜J) = 0 if ft, etj and εt
are all independent and E(etj) = 0. If we further have
1
n
ZT X˜J =
1
n
X˜TJ X˜J
converges to a nonsingular matrix in probability, which is stated in Theorem
3, then we can estimate βJ consistently by the method of instrumental
variables. However, the factor matrix F and its rank r = rank(F) are
unknown in practice. Bai and Ng (2002) propose the following procedure
to estimate r and F .
Bai and Ng (2002) show the convergence of the estimated rank and
factor matrix under the following assumptions.
Assumption B (Factors)
B1. E ‖ft‖4 < ∞ and 1nFTF → ΣF as n → ∞ for some positive definite
matrix ΣF ∈ Rr×r.
B2. ‖λi‖ ≤ λ¯ < ∞ and
∥∥∥ 1pΛTΛ−ΣΛ∥∥∥ → 0 as p → ∞ for some positive
definite matrix ΣΛ ∈ Rr×r.
2.1 Consistent βJ estimation14
Algorithm 1 Factors and rank estimation
INPUT: X ∈ Rn×p,Y ∈ Rn
Step 1: For k = 1 to kmax
1.1 Calculate factor loadings Λ¯k, which is constructed as
√
p times the
eigenvectors corresponding to the k largest eigenvalues of the p×p
matrix XXT .
1.2 Calculate F¯k = XΛ¯k/p and rescaled factors Fˆk =
F¯k((F¯k)T F¯k/n)1/2.
1.3 Compute V (k) = minΛk
∥∥∥X− Fˆk(Λk)T∥∥∥2, where ‖·‖ is the Frobe-
nius norm (‖A‖2 =∑i∑j A2ij).
Step 2: Choose kˆ that minimize
IC(k) = log(V (k)) + k
(n+ p
np
)
log
( np
n + p
)
OUTPUT: kˆ and Fˆkˆ
B3. For the same constant M in Assumption A3, assume
1. E(eti) = 0, E|eti|8 ≤M ;
2. E(eTs et/p) = E(p
−1∑p
i=1 esieti) = γp(s, t), |γp(s, s)| ≤ M for all
s, and n−1
∑n
s=1
∑n
t=1 |γp(s, t)| ≤M .
3. E(etietj) = τij,t with |τij,t| ≤ |τij | for some τij and for all t; in
addition, N−1
∑p
i=1
∑p
j=1 |τij | ≤M
4. E(etiesj) = τij,ts and (np)
−1∑p
i=1
∑p
j=1
∑n
t=1
∑n
s=1 |τij,ts| ≤M
5. for every (t, s), E|p−1/2∑pi=1[esieti −E(esieti)]|4 ≤M
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B4. Weak dependence between F and E
E

1
p
p∑
i=1
∥∥∥∥∥ 1√n
n∑
t=1
fteti
∥∥∥∥∥
2

 ≤ M
We present the following 2 theorems from Bai and Ng (2002) as our Theo-
rems 1 and 2.
Theorem 1. Under Assumptions B1 to B4, for any fixed k ≥ 1, there
exists a (r × k) matrix Hk with rank(Hk) = min(k, r), such that
( 1
n
n∑
t=1
∥∥∥fˆkt − (Hk)Tft∥∥∥2 ) = Op( 1n) (2.11)
where fˆkt are the rows of Fˆ
k in Algorithm 1
Theorem 2. Under the Assumptions B1 to B4, limn→∞P(kˆ = r) = 1.
Algorithm 2 βJ estimation
INPUT: X ∈ Rn×p, Y ∈ Rn, J ⊂ {1, . . . , p}
Step 1: Compute Fˆ = Fˆkˆ by Algorithm 1 based on X,Y.
Step 2: Compute X˜J = (I− Fˆ(FˆT Fˆ)−1FˆT )XJ
Step 3: β˜
0
J = (X˜
T
J X˜J)
−1X˜TJY
OUTPUT: β˜
0
J .
We present our algorithm to estimate βJ in (2.8) in Algorithm 2. To
show the consistency of β˜
0
J , we also make the following assumptions on the
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selection set J .
Assumption C (Selection set)
C1. 1
n
ETJEJ → GJ as n→∞ for some positive definite matrix GJ .
C2. E( 1
m
∑
j∈J
∥∥∥ 1√n∑nt=1 ftetj
∥∥∥2) ≤M
C3. E( 1
m
∑
j∈J
1√
n
∑n
t=1 εte
2
tj) ≤ M
C4. For i /∈ J , E( 1
m
∑
j∈J(
1√
n
∑n
t=1 etietj)
2) ≤M
Assumption C1 is required for the inverse (X˜TJ X˜J)
−1 in Algorithm 2 to be
reasonable. Assumption C2 to C4 are similar to B4 for the weak dependence
between ft, εt, eti with etj for i /∈ J and j ∈ J . Examples 1 and 2 justify
our assumptions for martingale regression model (1.1).
Example 1: If E(etietj) = Gij and etietj are independent, then by central
limit theorem, 1
n
∑n
t=1 etietj − Gij = Op( 1√n) if Var(etietj) ≤ M, ∀i, j ∈
J . In such case,
∥∥ 1
n
ETJEJ −GJ
∥∥2 ≤ Op(m2n ) converges to 0 in probability
be Assumption A2. If {etietj − Gij} is a martingale sequence instead of
independent, the argument still holds with martingale central limit theorem
and uniformly bounded conditional variance; See Appendix A in Lai and
Xing (2008).
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Example 2: If εt follow GARCH(1,1) model in (1.2) with Eσ
4
t ≤ M , then
E( 1√
n
∑n
t=1 εtetj)
2 = 1
n
E(
∑n
t=1 e
2
tjσ
2
t ξ
2
t+
∑
s 6=t etjσtesjσsξtξs) ≤ 12n
∑n
t=1(Ee
4
tj+
Eσ4t ) ≤M by Assumption B3.1. This implies Assumption C3 holds for het-
eroskedastic εt. Similarly, Assumption C2 and C4 hold for heteroskedastic
etj .
Under Assumptions A1-A3, B1-B4 and C1-C4, we have the following
theorems.
Theorem 3. 1
n
X˜TJ X˜J → GJ in probability as n→∞
Theorem 4. Given kˆ = r,
∥∥∥β˜0J − βJ∥∥∥ ≤ Op(√mn )
Lemma 1. Under the assumptions for Theorems 2 and 4, w˜J = Y−XJ β˜0J
converges to wJ = Y −XJβJ in distribution.
2.2 w(b) generation
The results in Section 2.1 hold under the assumption that J is independent
of X and Y. In order to handle the situation that Jˆ is selected by applying
OGA on X and Y, we divide the observations {xt, yt}, t = 1, . . . , n into a
training set Strain = {(xt, yt) : t = 1, . . . , [n2 ]} and a test set Stest = {(xt, yt) :
t = [n
2
] + 1, . . . , n}, where [x] denotes the integer part of x. We apply OGA
on Strain to select Jˆ train, and then apply Algorithm 2 on Stest and Jˆ train to
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get β˜
test
Jˆ . If S
train and Stest are independent, β˜
test
Jˆ is a consistent estimator
of βj , j ∈ Jˆ train by the results in Section 2.1. Similarly, by exchanging the
role of Strain and Stest, we can get a consistent estimate β˜
train
Jˆ for βj, j ∈
Jˆ test, which is selected by applying OGA on Stest. Theorem 3 in Ing and
Lai (2011) shows that, if all relevant variables satisfy β2jVar(xtj) ≫ n−γ
with 0 ≪ γ < 1 such that n2γ−1 log p → 0, then Jˆ contains all relevant
variables with probability approaching 1 as n → ∞. This suggests that
Jˆ train, Jˆ test and Jˆ select the same set of strong signals with high probability
as n → ∞. Hence we define an estimate β˜Jˆ for βJˆ as follows: For j ∈ Jˆ ,
if j ∈ Jˆ train ∪ Jˆ test, let β˜Jˆ ,j be the corresponding estimate in Jˆ train ∪ Jˆ test,
i.e β˜
train
Jˆ ,j or β˜
test
Jˆ ,j or (β˜
train
Jˆ ,j + β˜
test
Jˆ ,j )/2; if j /∈ Jˆ train ∪ Jˆ test, set β˜Jˆ ,j = 0. Let
Jˆ+ = {j ∈ Jˆ : |β˜Jˆ,j | > 0} and consider the residuals w˜Jˆ = Y − XJˆ β˜Jˆ .
The standard bootstrapping residuals approach (see Section 1.6.2 of Lai
and Xing (2008)), which resamples on w˜Jˆ to generate w˜
(b)
Jˆ
, b = 1, . . . , B,
may not be appropriate to be applied to generate Y(b) = XJˆ β˜Jˆ + w˜
(b)
Jˆ
for
two major issues. First, it ignores the potential correlation between XJˆ
and the residual wJˆ = Y − XJˆβJˆ . Such correlation may not be weak if
Xj are correlated and there are some j /∈ Jˆ with |βj| > 0 . Second, Y(b)
is independent of Xj for j /∈ Jˆ but Y can have significant correlation with
Xj if |βj| > 0. Note that w˜Jˆ is approximately equal to Y − XJˆ+βJˆ+ =
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∑
j /∈Jˆ+ βjXj + ε as β˜Jˆ+ converges to βJˆ+ asymptotically by Theorem 4,
and both issues come from the case that there are significantly non-zero βj
for j /∈ J+. To alleviate both issues, we want to get a good estimate for
XJˆc+
βJˆc+
=
∑
j /∈Jˆ+ βjXj. However, since those variables are not selected at
the first place by OGA, applying OGA on w˜Jˆ and XJˆc+ directly is usually
inefficient. By the assumptions that XJˆc+
= FΛJˆc+
+ EJˆc+
and the factor
matrix F is weakly dependent with EJˆc+ and ε, we decompose XJˆc+βJˆc+
into FΛJˆc+
βJˆc+
+ EJˆc+
βJˆc+
and the part EJˆc+
βJˆc+
can be approximated by a
linear combination of the columns of (I−PFˆ )XJˆc+, where Fˆ is an estimate
of F computed in Algorithm 1, due to the weak dependence assumption
between F and E. We then apply OGA on w˜Jˆ and [Fˆ, (I−PFˆ )XJˆc+] to get
an estimate εˆ of ε, and resample on εˆ to generate w(b) = w˜Jˆ − εˆ+ εˆ(b), b =
1, . . .B. Since εt in the martingale regression model (1.1) can be dependent,
we apply the double block bootstrap method in Lee and Lai (2009) to
handle the dependent data. We present the double block bootstrap method
in Algorithm 3 and the summary of our procedure for w(b) generation in
Algorithm 4.
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Algorithm 3 ε(b) generation
INPUT: ε = (ε1, . . . , εn) ∈ Rn
Step 1: Resampling the first-level block bootstrap series X ∗ =
(ε∗1, . . . , ε
∗
n)
1.1 Let blocks Bj,l = (εj, εj+1, . . . , εj+l−1), j = 1, . . . , n′ be the over-
lapping blocks where l = [n1/3], n′ = n+ l − 1.
1.2 Sampling a = [n/l] blocks randomly with replacement from
{Bj,l, j = 1, . . . , n′} and pasting them end to end to get X ∗.
Step 2: Resampling the second-level block bootstrap series X ∗∗.
2.1 Let blocks B∗i,j,k = (ε
∗
(i−1)l+j , ε
∗
(i−1)l+j+1, . . . , ε
∗
(i−1)l+j+k−1) be the
overlapping blocks within the block (ε(i−1)l+1, . . . , εil), where k =
[l/2], i = 1, . . . , a, j = 1, . . . , l′, l′ = l − k + 1.
2.2 Sampling c = [n/k] blocks with replacement from {B∗i,j,k, i =
1, . . . , a, j = 1, . . . , l′} and pasting them end to end to get X ∗∗.
OUTPUT: ε(b) = X ∗∗.
3. Hybrid Resampling for confidence intervals
By using the duality between hypothesis tests and confidence regions, we
present our algorithm for constructing confidence intervals through a se-
quence of hypothesis tests. We first introduce the OGA that have been
considered for variable selection in this paper, then we define hypotheses
and the corresponding test statistics that involve OGA in Section 3.2. Those
test statistics will then be used to construct confidence intervals in Section
3.3.
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Algorithm 4 w(b) generation
INPUT: X ∈ Rn×p, Y ∈ Rn
Step 1: Apply OGA and Algorithm 1 on (X,Y) = {(xt, yt), t = 1, . . .}
to select Jˆ and compute Fˆ.
Step 2: Compute β˜Jˆ
2.1 Divide (X,Y) into (Xtrain,Ytrain) = {(xt, yt) : t = 1, . . . , [n2 ]} and
(Xtest,Ytest) = {(xt, yt) : t = [n2 ] + 1, . . . , n}. Apply OGA on
(Xtrain,Ytrain) and (Xtest,Ytest) to select Jˆ train and Jˆ test.
2.2 Apply Algorithm 2 on (Xtrain,Ytrain, Jˆ train) and (Xtest,Ytest, Jˆ test)
to compute β˜
train
Jˆ and β˜
test
Jˆ for each j ∈ Jˆ , and set
β˜Jˆ ,j =


0, if j /∈ Jˆ train ∪ Jˆ test
(β˜
train
Jˆ ,j + β˜
test
Jˆ ,j )/2, if j ∈ Jˆ train ∩ Jˆ test
β˜
test
Jˆ,j , if j ∈ Jˆ train \ Jˆ test
β˜
train
Jˆ,j , if j ∈ Jˆ test \ Jˆ train
(2.12)
Step 3: Estimate ε.
3.1 Compute w˜Jˆ = Y − XJˆβ˜Jˆ , and X˜F = [Fˆ, (I − PFˆ )XJˆc+], where
Jˆ+ = {j ∈ Jˆ : |β˜Jˆ,j | > 0}. Divide (X˜F , w˜Jˆ) into (X˜F,train, w˜trainJˆ )
and (X˜F,test, w˜test
Jˆ
) as in Step 2.1. Apply OGA on (X˜F,train, w˜train
Jˆ
)
and (X˜F,test, w˜test
Jˆ
) to select Jˆ trainw and Jˆ
test
w .
3.2 Let Jˆw = Jˆ
train
w ∩ Jˆ testw . Compute εˆtrain = w˜trainJˆ − X˜
F,train
Jˆw
βˆ
train
Jˆw ,
where βˆ
train
Jˆw is the sub-vector of βˆ
train
Jˆtest , which is the OLS estimate
from the regression of w˜train on X˜F,train
Jˆtestw
. Similarly, compute εˆtest =
w˜test
Jˆ
− X˜F,test
Jˆw
βˆ
test
Jˆw .
Step 4: Resample εˆ(b) by Algorithm 3 from εˆ = εˆtrain ∪ εˆtest, for
b = 1, . . . , B.
OUTPUT: w(b) = w˜Jˆ − εˆ+ εˆ(b), b = 1, . . .B and β˜Jˆ
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3.1 Orthogonal greedy algorithm
Orthogonal greedy algorithm (OGA) is a method that based on the frame-
work of L2-boosting procedure introduced by Bu¨hlmann and Yu (2003) to
select the input variables in linear regression in the case p≫ n. The OGA
that present in this section is a modification of the one introduced by Ing
and Lai (2011). This modification applies QR decomposition to improve
efficiency, but the results are equivalent to those from original OGA in Ing
and Lai (2011).
Algorithm 5 Orthogonal Greedy Algorithm(OGA)
INPUT: X ∈ Rn×p, Y ∈ Rn.
Step 1: Initialize U(0) = Y, Jˆ0 = ∅, empty matrix Q0 and R0.
Step 2 For k = 1 to m
2.1 Choose jˆk /∈ Jˆk−1 such that Xjˆk is most correlated to U(k−1), i.e.
jˆk = arg max
j /∈Jˆk−1
‖XTj U(k−1)‖/‖Xj‖.
2.2 Update Jˆk = Jˆk−1 ∪ {jˆk} and compute the QR decomposition
XJˆk =
[
XJˆk−1 Xjˆk
]
=
[
Qk−1 qk
] [Rk−1 rk,1
0T rk,2
]
= QkRk
2.3 Update U(k) = U(k−1) − qkβqk, where βqk = qTkU(k−1).
Step 3: Compute βˆ
OGA
with its jˆkth entry equals to the kth entry of
R−1m (β
q
1 , . . . , β
q
m)
T and other entries equal to 0.
OUTPUT: Jˆ = Jˆm, βˆ
OGA ∈ Rp.
HereR−1m (β
q
1 , . . . , β
q
m)
T can be computed by backward substitution with-
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out calculating the inverse of the upper triangular matrix Rm, and the QR
decomposition is used to implement forward stepwise regression, instead of
sequentially orthogonalizing the input variables as in Section 2.2 of Ing and
Lai (2011).
3.2 Test statistic computation
Suppose we want to test H0 : βj = θ for a particular j ∈ {1, . . . , p} given
observed samples (X,Y). Note that we don’t restrict j ∈ Jˆ as Jˆ is a
random variable. Instead, we consider OGA selection as a part of the test
statistic computation. Given (X,Y), we first conduct OGA to select Jˆ .
If j /∈ Jˆ , we simply set the test statistic Tj(X,Y, θ) = 0. For j ∈ Jˆ ,
we compute β˜
0
Jˆ by Algorithm 2 with (X,Y) and Jˆ , and we consider the
asymptotic distribution of
√
n(β˜
0
Jˆ − βJˆ) under the assumptions that Jˆ is
fixed and E((yt −
∑
j∈Jˆ xtjβj)x˜
T
Jˆ,t
) = 0, where x˜T
Jˆ,t
is the tth row of X˜Jˆ
in model (2.10) with J = Jˆ . Although the distribution does not hold
due to the violation of the assumptions, our resampling approach does not
require the knowledge of the true distribution of the test statistics. With
the assumption Jˆ is fixed and other assumptions stated in Section 9.7 of
Lai and Xing (2008),
√
n(β˜
0
Jˆ − βJˆ) has a limiting N(0,V), where
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V = n(X˜T
Jˆ
X˜Jˆ)
−1S(X˜T
Jˆ
X˜Jˆ)
−1, (3.13)
and S is suggested in Lai and Xing (2008) to be
S = X˜T
Jˆ


wˆ1 . . . 0
. . .
0 . . . wˆn

 X˜Jˆ = X˜
T
Jˆ
diag(Y −XJˆ β˜
0
Jˆ)X˜Jˆ (3.14)
if (xt, εt) in model (1.1) are uncorrelated. For correlated (xt, εt), let Γˆ0
denote the right-hand side of (3.14) and define for ν ≥ 1.
Γˆν =
n∑
t=ν+1
(gtg
T
t−ν + gt−νg
T
t ), where gt = (yt −XTtJˆ β˜
0
Jˆ)x˜Jˆ,t
then S is suggested to be
S = Γˆ0 +
q∑
ν=1
(
1− ν
q + 1
)
Γˆν (3.15)
in which q → ∞ but q/n1/4 → 0 as n → ∞. Algorithm 6 summarizes our
procedure for computing test statistic Tj(X,Y, θ) for testing H0 : βj = θ.
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Algorithm 6 Test statistic for testing H0 : βj = θ
INPUT: X ∈ Rn×p, Y ∈ Rn, θ.
Step 1: Apply OGA on (X,Y) to select Jˆ .
Step 2: If j /∈ Jˆ , STOP and OUTPUT Tj(X,Y, θ) = 0.
Step 3: Compute β˜Jˆ and XJˆ by Algorithm 2 given (X,Y) and Jˆ .
Step 4: Compute V = n(X˜T
Jˆ
X˜Jˆ)
−1S(X˜T
Jˆ
X˜Jˆ)
−1, and
Tj =
β˜Jˆ ,j − θ√
1
n
Vjj
where Vjj is the jth diagonal entry of V and S is computed by (3.14)
or (3.15).
OUTPUT: Tj(X,Y, θ) = |Tj |
3.3 Confidence intervals by hybrid resampling
For a particular j ∈ Jˆ , suppose we know everything about model (1.1)
except βj. Let
yt(j, θ) =
∑
i 6=j
xtiβi + xtjθ + εt, t = 1, . . . , n (3.16)
and Y(j, θ) = (y1(j, θ), . . . , yn(j, θ))
T . Then Y(j, βj) has the same dis-
tribution as the observed Y, and hence Tj(X,Y(j, βj), βj) conditioned on
Tj(X,Y(j, βj), βj) > 0 also has the same distribution as Tj(X,Y, βj) con-
ditioned on T (X,Y, βj) > 0. Let uα(θ) be the α-quantile of the distribu-
tion of Tj(X,Y(j, θ), θ) given that Tj(X,Y(j, θ), θ) > 0. It can be com-
puted by simulating Y(b)(j, θ), and the corresponding Tj(X,Y
(b)(j, θ), θ),
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for b = 1, . . . , B from (3.16). Then, for j ∈ Jˆ , we have
P(uα(θ) < Tj(X,Y, θ) < u1−α(θ)|θ = βj) = 1− 2α. (3.17)
From (3.17), we have P(βj ∈ C iα(X,Y)) = 1− 2α for j ∈ Jˆ , where
Cjα(X,Y) = {θ : uα(θ) < Tj(X,Y, θ) < u1−α(θ)} (3.18)
Therefore, Cjα(X,Y) is a 100(1− 2α)% confidence region for βj for j ∈ Jˆ .
In practice, we cannot simulate Y(b)(j, θ) from (3.16). Instead, we consider
model (1.6) with βJˆ and w replaced by β˜Jˆ and w
(b) that are generated by
Algorithm 4 as an approximated model for Y. That is , we assume
Yˆ(b)(j, β˜Jˆ ,j) = XJˆβ˜Jˆ +w
(b), b = 1, . . . , B (3.19)
have a similar distribution with Y(j, β˜Jˆ ,j). For general θ, we replace the
coefficient of Xj in (3.19) by θ and get
Yˆ(b)(j, θ) = Yˆ(b)(j, β˜Jˆ ,j) + (θ − β˜Jˆ ,j)Xj (3.20)
3.3 Confidence intervals by hybrid resampling27
Replacing Y(b)(j, θ) by Yˆ(b)(j, θ) in (3.18), with uˆα(θ) being the α-quantile
of Tj(X, Yˆ
(b)(j, θ), θ) given that Tj(X, Yˆ
(b)(j, θ), θ) > 0, then an approxi-
mated 100(1− 2α)% confidence region for βj for j ∈ Jˆ is given by
Cˆjα(X,Y) = {θ : uˆα(θ) < Tj(X,Y, θ) < uˆ1−α(θ)}. (3.21)
Although Cˆjα(X,Y) may not be an interval, it is often suffices to give only
the upper and lower limits of Cˆjα(X,Y) to construct a confidence interval.
Our resampling approach for constructing confidence intervals is essentially
the same as the hybrid resampling approach introduced by Chuang and Lai
(2000). While they consider unconditional confidence intervals, we consider
confidence intervals given that j ∈ Jˆ , or equivalently Tj(X,Y, βj) > 0.
We present our main algorithm for constructing confidence intervals for
βj : j ∈ Jˆ in Algorithm 7.
While Algorithm 7 estimates 100(1− 2α)% two-sided confidence inter-
vals for βj, it is strict forward to modify it for one-sided intervals. Suppose
we want to find a confidence interval of βj of the form (θ
j
l ,∞). We can
modify Algorithm 6 to set Tj(X,Y, θ) = −∞ if i /∈ Jˆ and Ti(X,Y, θ) = Ti
in Step 4 of Algorithm 6 if i ∈ Jˆ . Then uˆ1−α(θ) in Step 3.1 of Algo-
rithm 7 is the (1−α)-quantile of {Tj(X,Y(b)(j, θ), θ) | Tj(X,Y(b)(j, θ), θ) >
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Algorithm 7 Hybrid resampling confidence intervals for selected coeffi-
cients
INPUT: X ∈ Rn×p, Y ∈ Rn,
Step 1: Apply OGA on (X,Y) to select Jˆ .
Step 2: Apply Algorithm 4 on (X,Y) to generate β˜Jˆ and w
(b), b =
1, . . . , B.
Step 3:For each j ∈ Jˆ ,
3.1 For a grid of θ, compute Tj((X,Y), θ) by Algorithm 6, uˆα(θ) and
uˆ1−α(θ) in (3.21).
3.2 Find θju = minθ |uˆα(θ)− Tj((X,Y), θ)|.
3.3 Find θjl = minθ |uˆ1−α(θ)− Tj((X,Y), θ)|.
OUTPUT: (θjl , θ
j
u) as the estimated confidence interval for βj, j ∈ Jˆ
−∞}, and we can simply set θju = ∞. For θjl in Step 3.3 of Algorithm
7, we can compute it by bisection method. First, we find a1 such that
uˆ1−α(a1) > Tj(X,Y, a1). Usually, we can choose a1 = β˜Jˆ,j . Then, we
find r1 such that uˆ1−α(r1) < Tj(X,Y, r1). To find r1, one can start with
r′1 = a1− 2σˆj , where σˆj =
√
Vjj/n that is computed in Step 4 of Algorithm
6. If uˆ1−α(r′1) < Tj(X,Y, r
′
1), set r1 = r
′
1; otherwise let r
′
2 = r
′
1 − σˆj/2
and check if uˆ1−α(r′2) < Tj(X,Y, r
′
2). This procedure is repeated until one
arrives at uˆ1−α(r′h) < Tj(X,Y, r
′
h) and sets r1 = r
′
h. Let m1 = (a1 + r1)/2,
if uˆ1−α(m1) > Tj(X,Y, m1), set a2 = m1 and r2 = r1; otherwise set a2 = a1
and r2 = m1. This procedure is repeated until ak − rk is smaller than
some threshold δ or if k reaches some upper bound, and θjl is chosen to be
mk = (ak + rk)/2.
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4. Simulation Studies
In this section, we illustrate the convergence rate of our βJˆ estimator as
stated in Theorem 4 and compare the performance of our approach with
other existing methods through simulations under various settings. For all
the simulations, we choose the maximum number kmax of factors in Algo-
rithm 1 to be 5 and the number of resampling B = 50 in Algorithm 4. For
the number m of OGA iterations, Ing and Lai (2011) show that the conver-
gence of OGA estimator when m = O(
√
n/ log p). However, for finite n, the
performance of OGA can be very different for different choices of m. As Ing
(2019) point out that “the approximation error decreases as the number m
of iterations increases and the sampling variability increases with m”, and
an optimal m to balance such two terms is hard to determine “because not
only does the solution (optimal m) involve unknown parameters. . . but it
is unknown which kind of sparsity holds.” To overcome this difficulty, Ing
(2019) propose a data-driven method to determine m. We follow the idea
and use HDBIC in Ing and Lai (2011) to choose m. Using the notation in
OGA presented in Algorithm 5, we define
HDBIC(k) = n log ‖U(k)‖2 + k logn log p,
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and take m = argmin1≤k≤Kn HDBIC(k), where Kn = 2[
√
n/ log p]. Note
that we first do Kn OGA iterations in Algorithm 5, and then determine m
by HDBIC. With the further selection by HDBIC, the choice of Kn is not
sensitive to the final m.
We consider the martingale regression models (1.1) with 4 different
choices of xtj and εt.
1. LAI. It is the same as that in the example 1 of Ing and Lai(2011),
where xtj = ft + etj with ft and etj are i.i.d. standard normal. The
errors εt are also i.i.d. standard normal.
2. GARCH. The errors follow GARCH(1,1) with εt = σtξt, σ
2
t = 0.1 +
0.3σ2t−1 + 0.3ε
2
t−1 and ξt are i.i.d. N(0, 1). For the components of xt,
xtj = ft(1 + |aj |) + etj with ft = 0.9ft−1 + bt, where aj, etj and bt are
i.i.d. standard normal.
3. AR. The response yt is related to yt−1 by replacing xt1 in GARCH
setting by yt−1. That is,
yt = β1yt−1 +
p∑
j=2
βjxtj + εt.
The predictors xtj are the same as in GARCH setting, and εt are i.i.d.
standard normal.
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4. IID. The predictors xtj ∼ N(0, 2) i.i.d. and the errors εt ∼ N(0, 1)
i.i.d.
5. MVN. The rows of X follow i.i.d. multivariate normal distribution
N(0,Σ), where Σjk = 0.2 if j 6= k otherwise Σjk = 1. The errors εt
are i.i.d. standard normal.
For all settings, we consider the same β = (β1, . . . , βp), which has the first
10 entries nonzero. We set β1 = β2 = 0.6, β3 = 0.4, β5 = β6 = β7 = 0.2, β7
to β10 equal to 0.1 and the remaining βj are zeros.
4.1 Convergence rate of β˜Jˆ
We conduct 2000 simulations to verify the convergence rate of our estimator.
In the lth simulation, let β˜
(l)
Jˆ be our estimate in Algorithm 4 with Jˆ
(l) of
size m(l) selected and βJˆ(l) be the corresponding true values. Define the
square-root of the mean squared error for the lth simulation to be
√
MSE
(l)
=
√
1
m(l)
∥∥∥β˜(l)Jˆ − βJˆ(l)∥∥∥
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and we measure the performance of our estimates by average mean squared
error
AMSE =
1
L
L∑
l=1
√
MSE
(l)
.
From Theorem 4, the convergence rate of AMSE should be of order 1/
√
n,
which means AMSE is expected to be reduced by half when we increase n
to 4n. The results in Table 1 support Theorem 4.
Table 1: Average mean squared errors of the βJˆ estimator in Algorithm 4
(n, p) LAI GARCH AR IID MVN
(200, 250) 0.1240 0.0931 0.1092 0.0583 0.1180
(400, 500) 0.0693 0.0557 0.0706 0.0393 0.0680
(800, 1000) 0.0462 0.0289 0.0434 0.0263 0.0459
4.2 Comparison with existing methods
In this subsection, we compare our hybrid resampling (HR) approach for
computing one-sided 80% confidence intervals for selected βj of the form
(θjl ,∞) with other existing methods. We use equation (3.15) with q = 1 for
computing test statistics. The modification of Algorithm 7 for computing
one-sided confidence intervals is described in the last paragraph of Section
3.3. Let θ > 0 be a non-zero value of βj so that θ ∈ {0.1, 0.2, 0.4, 0.6},
and p(θ) be the number of βj equals to θ. Therefore, we have p(0.1) = 4,
4.2 Comparison with existing methods33
p(0.2) = 3, p(0.6) = 2 and p(0.4) = 1. We define NS(θ) = 1
p(θ)
∑
βj=θ
∑N
l=1 I{j∈Jˆl}
N
be the average number of selection for the set {j : βj = θ} in N = 2000
simulation. The performance for each method is measured by the coverage
rate CR(θ) = 1
NNS(θ)p(θ)
∑
{(j,l):βj=θ,j∈Jˆ l} I{βj≥LB}, i.e. the ratio that the true
parameter θ is covered by the estimated confidence intervals with the lower
bound LB. The mean mLB and the standard deviation sLB of LB are also
reported. The results of comparison are presented in Tables 2 to 6.
Classical t-distribution (t) This approach ignores the facts that the
set Jˆ is selected and the coefficients of predictors not being selected can
affect the estimates of βj for j ∈ Jˆ . It uses the t-distribution in (1.4)
with X replaced by XJˆ to get the confidence interval. This approach only
works well for the strong signals (with nearly 100% selection rate, and
thus negligible selection effect) in IID setting (no spill-over effect for strong
signals). In such cases, our HR approach also works well. While the t-
distribution approach shows significantly reduced coverage for other βj ,
HR has much better performance.
Instrumental variable (IV) This approach ignores the fact that the set
Jˆ is selected. It uses Algorithm 2 to compute β˜
0
Jˆ , which has an approximate
N(βJˆ ,V/n) distribution when Jˆ is fixed (i.e., no selection effect). Here V
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is defined in (3.13) with S chosen to be the one in (3.15) with q = 1.
Actually, considering the time series structures of xtj and εt in GARCH
and AR settings, we should choose a larger q. Here we mimic the case
that q is not well chosen. For fair comparison, HR also uses q = 1 for
constructing confidence intervals.
This approach and HR perform well for strong signals in LAI, IID and
MVN settings. It is not surprising for LAI and IID settings, as LAI setting
satisfies factor-model assumption A1, and IID setting has no spill-over effect
for strong signals. The good performance for strong signals in MVN setting
shows that our estimator in Algorithm 2 can handle spill-over effect even
if xtj do not follow factor model. Note that the poor performance in MVN
setting for post-selection inference (PS) approach, which is described later
in this section, indicates that there is strong spill-over effect.
However, for strong signals in GARCH setting, the coverage rates for IV
approach are not close to nominal 0.8. It is because the variance estimates
for βJˆ are not good, and hence the distribution of the test statistics is no
longer close to standard normal. Although a pivotal distribution of the test
statistics is also important for our HR approach, HR approach can still work
well if the underlying unknown distribution can be well approximated by
the empirical distribution of the resampled test statistics. The performance
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of IV approach for strong signals improves in AR setting, in which the errors
are i.i.d. instead of GARCH(1,1) in GARCH setting. However, the coverage
rate of the coefficient for yt−1 in AR setting is still significantly away from
0.8. It may be because yt−1 does not follow the factor model and hence the
distribution of the test statistic is not close to standard normal. Again, HR
approach can still get a coverage rate close to 0.8 for the coefficient of yt−1
in AR setting. For weak signals (0.1 and 0.2) that are not often selected by
OGA, IV approach in general shows significantly reduced coverage due to
the selection effect. HR has much better performance in all settings.
Post selection inference (PS) Taylor et al. (2014) derive an exact null
distribution for their proposed test statistics after forward stepwise model
selection in finite samples. They call such conditional inference as post-
selection inference, which can be used to produce confidence intervals for
appropriate underlying regression parameters. Using the notations in (1.7),
PS approach constructs confidence intervals for the entries of Eβˆ
ols
Jˆ . There-
fore, applying such confidence intervals for βj, j ∈ Jˆ , ignores the fact that
Eβˆ
ols
Jˆ 6= βJˆ (spill-over effect).
Let vj be the jth column of XJˆ(X
T
Jˆ
XJˆ)
−1 and F [a,b]µ,σ2 denote the dis-
tribution function of a N(µ, σ2) random variable truncated to lie in [a, b],
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i.e.,
F
[a,b]
µ,σ2(x) =
Φ((x− µ)/σ)− Φ((a− µ)/σ)
Φ((b− µ)/σ)− Φ((a− µ)/σ) ,
where Φ is the distribution function of standard normal. IfY ∼ N(Xβ, σ2I)
with known σ, then Lemmas 1 and 2 of Taylor et al.(2014) show that there
exist V loj and Vupj such that the solution δα of the equation
1− F [V
lo
j ,Vupj ]
δα,σ2‖vj‖2(βˆ
ols
Jˆ ,j) = α
is the lower bound of the 100(1 − α)% one-sided confidence interval for
Eβˆ
ols
Jˆ ,j.
The results show that PS approach does not work in our settings due
to the spill-over effect. It only works for strong signals in IID setting. Since
XJˆ and Xj are independent for j /∈ Jˆ , the expected amount spilled-over
on strong signals is expected to be 0 by (1.7) with X assumed to be ran-
dom. However, it is not true for weak signals. If the amount spilled-over on
a particular weak signal makes the signal even weaker, the corresponding
predictor is unlikely to be selected. Therefore, given that j ∈ Jˆ and βj ≈ 0,
the amount spilled-over on βj is likely to be of same sign of βj, i.e., the
expected amount of spill-over is not 0. It is the reason why PS approach
37
does not work for weak signals in IID setting. Since xtj in IID setting do
not satisfy Assumptions A1 and B1, HR approach does not help much in
this case. However, HR performs much better than PS in all settings.
To conclude, t-distribution performs worst among all the approaches,
PS approach is not appropriate to construct confidence intervals for βj for
j ∈ Jˆ , IV approach does not work when βj ≈ 0, and HR approach performs
the best in all the settings. Note that if βj are fixed, it will be selected
by OGA with high probability (i.e., what we mean strong signal in this
Section) as n→∞.
5. Concluding Remarks
The problem of constructing confidence intervals after selection is discussed
in Benjamini and Yekutieli (2005). They notice that ”it is common prac-
tice to ignore the issue of selection and multiplicity when it comes to mul-
tiple confidence intervals, reporting a selected subset of intervals at their
marginal (nominal, unadjusted) level. Confidence intervals are not cor-
rected for multiplicity even when the only reported intervals are those for
the statistically significant parameters” and point out that “the selection
of the parameters for which confidence interval estimates are constructed
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Table 2: Coverage rate and estimated mean lower bound and its standard
deviation based on 4 different methods under the setting of LAI.
βj 0.6 0.4 0.2 0.1 Overall
NS(n = 200) 2000 1869 382 37.25
CR t 0.1033 0.0787 0.0787 0 0.1356
IV 0.8250 0.8384 0.4110 0.0403 0.8182
PS 0.2195 0.2980 0.3272 0.3020 0.2559
HR 0.8117 0.8411 0.8316 0.8926 0.8248
mLB t 0.7138 0.5141 0.5141 0.3581
IV 0.5248 0.3283 0.2145 0.1800
PS 0.5261 0.3102 -0.0800 -0.2382
HR 0.4994 0.1141 -0.1680 -0.2578
sLB t 0.0925 0.0826 0.0525 0.0454
IV 0.0798 0.0718 0.0517 0.0492
PS 2.3219 3.1147 2.3654 1.7164
HR 0.1601 0.3372 0.2632 0.2038
NS(n = 400) 2000 1999 861.33 40.25
CR t 0.0838 0.0830 0.0004 0 0.0681
IV 0.8310 0.8309 0.6146 0.0637 0.7948
PS 0.1973 0.1666 0.3383 0.4013 0.2112
HR 0.8103 0.8084 0.8053 0.8280 0.8087
mLB t 0.6846 0.4859 0.3148 0.2948
IV 0.5495 0.3509 0.1903 0.1551
PS 0.5498 0.4305 -0.1472 -0.6878
HR 0.5517 0.3400 -0.0390 -0.1568
sLB t 0.0608 0.0602 0.0428 0.0323
IV 0.0528 0.0528 0.0392 0.0327
PS 2.7299 1.5039 5.5870 3.8454
HR 0.0553 0.0959 0.2240 0.1886
or highlighted tends to cause reduced average coverage, unless their level
is adjusted.” They present a procedure to adjust confidence intervals so
that “the expected proportion of parameters not covered by their confi-
dence intervals among the selected parameters, where the proportion is 0 if
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Table 3: Coverage rate and estimated mean lower bound and its standard
deviation based on 4 different methods under the setting of GARCH.
βj 0.6 0.4 0.2 0.1 Overall
NS(n = 200) 2000 2000 1705 195
CR t 0.2180 0.2355 0.1734 0 0.2038
IV 0.9150 0.9195 0.9069 0.5282 0.9014
PS 0.3057 0.3230 0.4528 0.4090 0.3574
HR 0.7782 0.7945 0.8184 0.8141 0.7966
mLB t 0.6351 0.4330 0.2374 0.1821
IV 0.5387 0.3376 0.1473 0.0978
PS 0.5692 0.3910 0.0417 -0.3196
HR 0.5636 0.3542 0.0211 -0.0723
sLB t 0.0456 0.0453 0.0397 0.0326
IV 0.0454 0.0459 0.0400 0.0326
PS 0.7576 0.4756 2.3355 3.4137
HR 0.0489 0.0801 0.1772 0.1247
NS(n = 400) 2000 2000 1994 398.5
CR t 0.2303 0.2255 0.2265 0.0006 0.2132
IV 0.8962 0.9030 0.8965 0.5169 0.8747
PS 0.2955 0.2760 0.4505 0.3808 0.3430
HR 0.7710 0.7775 0.7793 0.7246 0.7727
mLB t 0.6219 0.4220 0.2225 0.1471
IV 0.5632 0.3633 0.1639 0.0989
PS 0.5963 0.4090 0.1208 -0.0140
HR 0.5783 0.3783 0.1579 -0.0023
sLB t 0.0293 0.0291 0.0294 0.0166
IV 0.0292 0.0289 0.0287 0.0197
PS 0.2786 0.2240 1.0688 0.8820
HR 0.0291 0.0288 0.0812 0.1054
no parameter is selected”, which they called false coverage rate (FCR), is
controlled at a predetermined level α. This idea is similar to that of con-
trolling false discovery rate (FDR) in multiple hypothesis testing problem.
Suppose there are p null hypotheses H1, . . . , Hp with the corresponding p-
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Table 4: Coverage rate and estimated mean lower bound and its standard
deviation based on 4 different methods under the setting of AR.
βj 0.6 0.4 0.2 0.1 Overall
NS(n = 200) 2000 1881 476.33 51.75
CR t 0.2495 0.0712 0 0 0.1435
IV 0.8822 0.8453 0.5430 0.1594 0.8213
PS 0.2550 0.2605 0.3555 0.3430 0.2692
HR 0.8333 0.8522 0.8824 0.9275 0.8477
mLB t 0.6699 0.5312 0.3875 0.3590
IV 0.5189 0.3230 0.1965 0.1503
PS 0.6598 0.2845 -0.1354 -0.5437
HR 0.5195 0.1129 -0.2232 -0.2850
sLB t 0.0562 0.0850 0.0593 0.0542
IV 0.1513 0.0773 0.0598 0.0587
PS 0.3930 3.8635 3.0106 2.5480
HR 0.1443 0.3332 0.2461 0.1773
NS(n = 400) 2000 2000 1015.66 74.75
CR t 0.2392 0.0620 0.0003 0 0.1184
IV 0.8520 0.8375 0.6935 0.0836 0.8033
PS 0.2513 0.1700 0.3656 0.3946 0.2442
HR 0.7928 0.8245 0.8336 0.8595 0.8143
mLB t 0.6473 0.4904 0.3150 0.2895
IV 0.5670 0.3479 0.1822 0.1457
PS 0.6449 0.4459 -0.1665 -0.4293
HR 0.5696 0.3345 -0.0647 -0.1900
sLB t 0.0389 0.0633 0.0446 0.0353
IV 0.0346 0.0538 0.0397 0.0344
PS 0.1670 0.6245 5.0879 2.6451
HR 0.0393 0.0988 0.2242 0.1656
values q1, . . . , qp such that if we reject Hi when qi < α, then the probability
of false rejection, P(qi < α | Hi), is less than or equal to α. Without ad-
justing p-values, the expected proportion of false rejection can be greater
than α. A popular procedure to control FDR is Benjamini-Bochberg (BH)
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Table 5: Coverage rate and estimated mean lower bound and its standard
deviation based on 4 different methods under the setting of IID.
βj 0.6 0.4 0.2 0.1 Overall
NS(n = 200) 1999.5 1791 57.33 0.75
CR t 0.7954 0.7884 0 0 0.7802
IV 0.7904 0.7923 0 0 0.7795
PS 0.7709 0.7962 0.1570 0 0.7734
HR 0.7849 0.7839 0.2558 0 0.7764
mLB t 0.5522 0.3600 0.2717 0.2626
IV 0.5524 0.3601 0.2729 0.2643
PS 0.2916 0.3587 -0.1950 0.2327
HR 0.5507 0.3352 0.2104 0.2297
sLB t 0.0581 0.0488 0.0232 0.0239
IV 0.0586 0.0493 0.0244 0.0257
PS 9.4395 0.2178 2.8080 0.0324
HR 0.0647 0.1045 0.1230 0.1281
NS(n = 400) 2000 2000 303.33 0.25
CR t 0.7953 0.8015 0.0626 0 0.7471
IV 0.7950 0.7995 0.0813 0 0.7467
PS 0.7895 0.8015 0.4220 0 0.7691
HR 0.7708 0.7945 0.4868 0 0.7618
mLB t 0.5664 0.3663 0.2264 0.2330
IV 0.5665 0.3665 0.2261 0.2300
PS 0.5060 0.3681 0.1787 0.1221
HR 0.5680 0.3649 0.1625 0.2100
sLB t 0.0404 0.0392 0.0196 0
IV 0.0404 0.0393 0.0203 0
PS 0.6527 0.0486 0.1853 0
HR 0.0423 0.0456 0.1195 0
procedure; see Benjiamini and Hochberg (1995). In BH procedure, after
sorting the p-values q1 ≤ . . . ≤ qp, hypothesis Hi is rejected if pi ≤ mαp ,
where m is the number of rejection. Note that it would be very hard for
a hypothesis to be rejected if m ≪ p. Similarly, Benjamini and Yekutiel’s
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Table 6: Coverage rate and estimated mean lower bound and its standard
deviation based on 4 different methods under the setting of MVN.
βj 0.6 0.4 0.2 0.1 Overall
NS(n = 200) 1994.5 1555 97.3 6.5
CR t 0.1943 0.0695 0 0 0.1356
IV 0.8042 0.7646 0.0274 0 0.7652
PS 0.3256 0.3164 0.2774 0.3462 0.3204
HR 0.7927 0.8064 0.7021 0.6538 0.7958
mLB t 0.6798 0.4946 0.4130 0.4136
IV 0.5244 0.3497 0.2795 0.2540
PS 0.4785 0.2704 -0.1790 -0.0480
HR 0.4908 0.1377 -0.0552 -0.1234
sLB t 0.0911 0.0692 0.0482 0.0428
IV 0.0872 0.0705 0.0484 0.0417
PS 2.0655 2.0499 3.0333 0.5671
HR 0.1802 0.3162 0.2839 0.3053
NS(n = 400) 2000 1980 312.66 5.5
CR t 0.1430 0.1217 0 0 0.1226
IV 0.8122 0.8061 0.2228 0 0.7654
PS 0.2690 0.2152 0.2409 0 0.2418
HR 0.7993 0.8056 0.6866 0.4545 0.7929
mLB t 0.6697 0.4712 0.3298 0.3251
IV 0.5475 0.3492 0.2273 0.2171
PS 0.5054 0.3951 0.1222 0.2969
HR 0.5491 0.3119 0.0251 0.0178
sLB t 0.0634 0.0304 0.0619 0.0281
IV 0.0594 0.0577 0.0357 0.0316
PS 2.7383 1.2978 1.2390 0.2187
HR 0.0629 0.1526 0.2215 0.1798
method of adjusting in our problem is to construct a marginal confidence
interval with confidence level 1 − m
p
α for controlling FCR at α level. It
is usually too wide when m ≪ p. Although their procedure can handle
selection effect, our simulations show that there is little selection effect for
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strong signals, and hence their method is not appropriate for our problem.
Besides, similar to the method proposed by Taylor et al. (2014), Ben-
jiamini and Yekutieli’s method cannot handle spill-over effect. Ing et al.
(2017) notice such effect after OGA selection for finite n. They define the
null hypotheses in terms of the semi-population version of OGA, and use
the properties of OGA and closed testing principle to develop a procedure
for controlling family-wise error rate, the probability of existing false re-
jection, for testing if βj = 0 for j ∈ Jˆ . However, it is unclear how their
approach can be extended for constructing confidence intervals for the se-
lected coefficients in martingale regression model. Moreover, our approach
does not require Jˆ to be selected by OGA. As long as a select method
can consistently select coefficients that are significantly greater than 0 as
n → ∞, then the algorithms presented in Section 2 still work with OGA
replaced by that select method as the theorems in Section 2 do not depend
on any select methods.
The performance of our approach depends on the appropriateness of
using factor models for X and ε in model (1.1). Our procedure can mod-
ified accordingly if we have some prior knowledge of X and ε to improve
performance. For instance, if we know that ε follow GARCH(1,1) model
as in Example 2, instead of resampling on εˆ in Step 4 of Algorithm 4, we
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can first fit a GARCH(1,1) model on εˆ to get the estimates of the parame-
ters and ξt, t = 1, . . . , n, and then do resampling on estimated ξˆt. However,
even with wrong modeling, our approach can still achieve improvement over
other methods that do not handle both selection effect and spill-over effect
in our simulations.
6. Appendix
To prove the main results we need the following results. From Section
APPENDIX of Bai and Ng(2002), we have
‖H‖ = Op(1),
∥∥∥Dˆ−1∥∥∥ = Op(1), ∥∥∥Dˆ−D∥∥∥ = Op(n−1/2),∥∥∥Dˆ−1 −D−1∥∥∥ = Op(n−1/2)
Where Dˆ = 1
n
FˆT Fˆ and D = 1
n
HTFTFH. Note that here we assume Fˆkˆ =
Fˆr = Fˆ by Theorem 2.
Lemma 2. Let PFˆ =
1
n
FˆDˆ−1FˆT and PFH = 1nFHD
−1HTFT = F(FTF)−1FT .
We have
‖PFˆ −PFH‖ =
∥∥P⊥
Fˆ
−P⊥FH
∥∥ = Op( 1√
n
)
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Proof of Lemma 2.
‖PFˆ −PFH‖ =
1
n
‖ FˆDˆ−1FˆT − FHDˆ−1FˆT + FHDˆ−1FˆT − FHDˆ−1HTFT
+ FHDˆ−1HTFT − FHD−1HTFT ‖
≤ 1
n
∥∥∥Fˆ− FH∥∥∥ ∥∥∥Dˆ−1∥∥∥ ∥∥∥Fˆ∥∥∥+ 1
n
‖FH‖
∥∥∥Dˆ−1∥∥∥∥∥∥Fˆ− FH∥∥∥
+
1
n
‖FH‖2
∥∥∥Dˆ−1 −D−1∥∥∥ ≤ Op( 1√
n
)
Note that
√
1
n
∥∥∥Fˆ− FH∥∥∥ =
√√√√ 1
n
n∑
t=1
∥∥∥fˆt −HTft∥∥∥2 = Op( 1√
n
)
√
1
n
∥∥∥Fˆ∥∥∥ ≤
√
1
n
∥∥∥Fˆ− FH∥∥∥+
√
1
n
‖F‖
∥∥∥Hˆ∥∥∥ = Op(1)
Lemma 3.
E(
1√
n
∑
j∈Jc
|βj | ‖ej‖) ≤M1+ 18
E(
1√
n
∑
j∈Jc
|βj |
∥∥ETJ ej∥∥) ≤ √mM1+ 12
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Proof of Lemma 3.
E(
1√
n
∑
j∈Jc
|βj | ‖ej‖) = 1√
n
∑
j∈Jc
|βj|E


√√√√ n∑
t=1
e2tj


≤ 1√
n
∑
j∈Jc
|βj |
√√√√ n∑
t=1
Ee2tj
≤
∑
j∈Jc
|βj|
√√√√ 1
n
n∑
t=1
M
1
4
≤M1+ 18
E(
1√
n
∑
j∈Jc
|βj|
∥∥ETJ ej∥∥) = E( 1√n
∑
i∈Jc
|βi|
√√√√∑
j∈J
(
n∑
t=1
etietj)2
≤
∑
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|βi|
√
mE(
1
m
∑
j∈J
(
1
n
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Proof of Theorem 3. Consider
X˜TJ X˜J
n
=
1
n
(P⊥
Fˆ
XJ)
T (P⊥
Fˆ
XJ)
=
1
n
(P⊥
Fˆ
FλJ +P
⊥
Fˆ
EJ)
T (P⊥
Fˆ
FλJ +P
⊥
Fˆ
EJ)
=
1
n
(P⊥
Fˆ
FλJ)
T (P⊥
Fˆ
FλJ) +
2
n
(P⊥
Fˆ
EJ)
T (P⊥
Fˆ
FλJ ) +
1
n
(P⊥
Fˆ
EJ)
T (P⊥
Fˆ
EJ)
Therefore
∥∥∥∥∥X˜
T
J X˜J
n
− E
T
JEJ
n
∥∥∥∥∥ ≤ 1n
∥∥P⊥
Fˆ
FλJ
∥∥2 + 2
n
∥∥P⊥
Fˆ
EJ
∥∥ ∥∥P⊥
Fˆ
FλJ
∥∥+ 1
n
‖PFˆEJ‖2
Note that
1√
n
∥∥P⊥
Fˆ
FλJ
∥∥ ≤ 1√
n
∥∥(P⊥
Fˆ
−P⊥FH)FλJ
∥∥+ 1√
n
∥∥P⊥FHFλJ∥∥
≤ 1√
n
∥∥P⊥
Fˆ
−P⊥FH
∥∥ ‖F‖√∑
j∈J
‖λj‖2
≤ Op( 1√
n
)
√
mλ¯ = Op(
√
m/n)
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1√
n
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‖PFHEJ‖
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n
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Therefore
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∥∥∥∥∥ = Op(
√
m/n)→ 0 as n→∞
⇒
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T
J X˜J
n
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J X˜J
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Since GJ ≻ 0, therefore
(
X˜T
J
X˜J
n
)−1
= Op(1)
Proof.
β˜J − βJ = (X˜TJ X˜J)−1X˜TJY − βJ
= (X˜TJ X˜J)
−1X˜TJ (XJβJ +XJcβJc + ε)− βJ
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