This paper presents an effective and efficient approach for translating fuzzy classification rules that use approximative sets to rules that use descriptive sets and linguistic hedges of predefined meaning. It works by first generating rules that use approximative sets from training data and then translating the resulting approximative rules into descriptive ones. Hedges that are useful for supporting such translations are provided. The translated rules are functionally equivalent to the original approximative ones, or a close equivalent given search time restrictions, while reflecting their underlying preconceived meaning. Thus, fuzzy descriptive classifiers can be obtained by taking advantage of any existing approach to approximative modeling which is generally efficient and accurate, whilst employing rules that are comprehensible to human users. Experimental results are provided and comparisons to alternative approaches given. The authors and the University of Edinburgh retain the right to reproduce and publish this paper for non-commercial purposes.
I. Introduction
In applications such as systems monitoring and medical diagnosis, domain attributes often emerge from an elusive vagueness, a readjustment to context or an effect of human imprecision. The use of the soft boundaries of fuzzy sets, namely the graded memberships, allows subjective knowledge to be incorporated in describing these attributes and their relationships. Fuzzy techniques have proven to be very successful for creating, for example, robust controllers and user-friendly classifiers [1] , [2] , [3] to address such problems. Even when precise knowledge is available, fuzziness may be a concomitant of complexity involved in the reasoning process. Among the interesting features of fuzzy approaches is the potential of fuzzy production rules in attaching meaningful labels to the fuzzy sets [4] , thereby allowing a human comprehensible representation of the system under consideration.
Fuzzy rule bases are typically assumed to be given by domain experts. However, the acquisition of knowledge on rule structures often forms the bottleneck to advance the success of fuzzy systems in practice [5] , though the linguistic labels or fuzzy sets that are used within the rules may be subjectively defined. For many applications, there exists a considerable volume of historical data obtained by observing the behavior of the system concerned. It is therefore desirable to be able to automatically generate rules from given data. Many techniques exist for this, most of which follow the so-called approximative approach 1 , which works by creating and tuning the fuzzy rule bases to best fit the data. The rules generated are not encoded to keep the meaning of the linguistic labels of the fuzzy sets used. Such an approach is, under minor restrictions, functionally equivalent to neural networks [6] and the resulting systems offer little explanatory power over their inferences.
Opposing approximative modeling stands the descriptive approach, in which model transparency is as important as accuracy. Prescribed fuzzy sets are either not allowed to be modified or, at most, are permitted to have very slight modifications. The descriptive sets used, i.e. the fuzzy sets defined by humans with a preconceived linguistic label attached, induce a fuzzy grid in the product space of the domain variables. As little modification is permitted, the grid and the hyperboxes delimited by these sets are almost fixed. Often these hyperboxes may contain examples of different output states and, as they are fixed, there is no way to separate these outputs directly.
It is possible to implicitly modify fuzzy rule bases without disrupting the definition of the underlying fuzzy sets, by the use of linguistic hedges [4] which allow more freedom in manipulating the
II. Background and Justifications
The task of descriptive modelling is to find a finite set of descriptive rules capable of reproducing the input-output behavior of the system being considered. For classification problems, without losing generality, the system to be modeled is assumed to be a MISO (Multi-Input Single-Output) one. That is, a system of M inputs and one output that can be described by a set of K rules such as: 
where R i is the ith rule (1 ≤ i ≤ K), x j is the jth input variable (1 ≤ j ≤ M ), y is the output variable to be assigned to one of the possible output classes, and D j i are descriptive fuzzy sets for these variables. D j i can be either a single descriptive fuzzy set or a combination of one or two hedges and a descriptive fuzzy set. Note that more than two hedges per variable are allowed in theory. However, a joint use of more than two hedges often destroys the readability of the resulting descriptive rules and hence is not desirable to be employed in practice. Descriptive fuzzy sets are human defined and fixed throughout both the modeling and the inference processes.
This follows the general principle of supervised learning [16] . The only information about the behavior of the system under consideration is assumed to be a (usually large) set of input-output example pairs, where for each instantiation of the input variables an associated class is indicated: Ω = {(x t1 , x t2 , . . . , x tM , y t )} = {(x M t , y t ), t = 1, . . . , N}
The ruleset to be induced is required to approximate the function ϕ : X M → Class Y (that theoretically underlies the system behavior) in the most consistently possible way with the given examples of input-output pairs. It is assumed that the collection of the data examples represents the system behavior in the product space X M × Y , where X p = (X 1 × X 2 × . . . × X M ), X 1 , X 2 , . . . , X p are the domains of discourse of the inputs and Y is the domain of the output classes.
It is, in general, computationally prohibitive to perform exhaustive search in the space of all possible combinations of descriptive sets (with or without the use of linguistic hedges), in order to obtain descriptive rules. This is due to "curse of dimensionality" [17] , [18] . The higher the number of variables available, and/or the higher the cardinality of the fuzzy partition for each variable, the higher (exponentially) the number of possible rules. This is generally true for approximative models as well. In fact, the size of all possible rules associated to the general product ruleset R Set of a given system, allowing up to two hedges per fuzzy set for example, may be represented by:
where L i is the fixed set of labels for the ith variable in the input space, of a cardinality
, with H being the set of applicable hedges of a cardinality |H| = h; and S is the fixed set of class labels of the output space, of a cardinality |S| = s. The modeling task is to select the smallest possible subset of R Set that characterizes it to a degree as high as possible. This value increases dramatically as input dimensionality increases. This makes it impossible to perform exhaustive search for any moderately sized problem. Even robust but non-exhaustive search techniques such as GAs, may not perform well when |R| is large [19] . This is mainly because many of the rules generated may not cover any data. The subset of interesting rules that at least cover some data may indeed be very small compared with the total; much effort of the search is often wasted in order to find that small subset. However, the search of interesting rules can be considerably reduced if it starts with a rough solution and then a GA is used to optimize this solution.
The question becomes how to find a rough solution efficiently. Fortunately, there already exist approximative rule generation techniques that are, focusing on given data, able to find very accurate rules, without using pure and brute force search. Being data-driven [16] , these techniques avoid the empty parts of the input space. There are no restrictions over the fuzzy sets they use, that is, these sets do not have to satisfy any prescribed linguistic interpretation. The resultant approximative rules "point" to places in the search space where desirable descriptive rules potentially exist. These approximative rules can then be transformed into descriptive ones with a heuristic method, which is used as the generator of the first population for a GA that will optimize the translation. Figure 1 shows the basic ideas of the present work. Instead of using a direct descriptive rule induction technique, which is generally rather slow and inaccurate, it is proposed to use a fast and accurate approximative rule induction algorithm first. (The approximative fuzzy model induced can be tuned to improve its modeling accuracy.) The approximative model is then converted into a fuzzy linguistic model that utilizes predefined descriptive sets. It is this conversion process that forms the major work reported herein. Through the use of approximative rules, a vast volume of the search is already done. The GA's effort is directed to perform fine adjustments. The emerging solution, i.e. a descriptive ruleset, can be improved due to the neighbourhood search operators included in the GA or inserted between GA generations. In general, the better the initial translation the less effort the GA will have to apply, as the initial solution is already close to the final ruleset, usually far closer than a random one.
III. Hedges
The application of a linguistic hedge modifies the shape of the membership function of a fuzzy set [20] , transforming one fuzzy set into another. The meaning of the transformed set can easily be interpreted from the meaning of the original set and that embedded in the hedge applied.
The definition of hedges has more to do with common sense knowledge in a domain than with mathematical theory. Although a simple linguistic hedge may be used to express different modifications in different applications the general type of the underlying operation remains the same, varying only in terms of detailed parameter settings. For example, concentration/dilation hedges are often implemented by applying a power function to the original set membership values [20] , [21] . That is, given the original membership function µ S (x) of a fuzzy set S and hedge H, the membership function of H · S is µ H·S (x) = µ e S (x), where the exponent e is greater than 1 for concentration and less than 1 for dilation. Different values can be assigned to the exponent e; for hedge EXTREMELY for instance, e = 2 is used in [20] , while e = 8 is employed in [21] .
Conventional definitions of hedges do not result in significant changes on trapezoid fuzzy sets, which are most commonly used for computational simplicity purposes. In particular, the full membership part of a trapezoid membership function does not get changed at all. In this work a different implementation of the hedges is considered, which may be applied to concentrate or dilute an original fuzzy set by shrinking or expanding any parts of the trapezoid. In addition, three new hedges named UPPER, LOWER and MID that do not appear in the literature are also proposed.
A trapezoidal membership function, characterized by 4 parameters (a, b, c, d), consists of three consecutive segments as illustrated in figure 2 . The application of concentration/dilation hedges should decrease/increase the size of these segments and, therefore, be implemented with the modification being in proportion to the center of the full membership segment (m). The following formalizes these ideas and defines the hedges used in this work.
A. Concentration
Concentration hedges reduce the size of segments or each part of the membership values of an original set. For a given trapezoidal fuzzy set S with a membership function µ S (x), the set modified by a concentration hedge CON should comply with ∀x ∈ X, µ CON·S (x) ≤ µ(x). The parameters of the modified set are therefore defined by
where β controls the degree of shrinking. In order to reduce the set effectively β must satisfy 0 < β < 1. In particular, the commonly used hedge terms MORE, V ERY (see figure 2) and EXT REM ELY can be defined as follows:
• MORE reduces the segments to • EXT REM ELY reduces the segments to 
B. Dilation
Dilation hedges increase the size of segments or each part of the membership values of a fuzzy set. As opposite to a concentration hedge, a dilation hedge DIL should comply with the following intuition: ∀x ∈ X, µ DIL·S (x) ≥ µ S (x). The parameters of the modified set are calculated as concentration hedges, but this time the factors will be greater than one:
• GREAT LY increases the segments by 2 times the original size (β = 2).
• LESS increases the segments by Note that the pair MORE and LESS, and the pair V ERY and GREAT LY are complementary; they cancel each others effect as they express exactly opposite concentration-dilation concepts. No hedge was found in the literature that matches the opposite of EXT REM ELY (perhaps REM OT ELY could be a candidate for this), but including such a dilation hedge is as simple as setting β = 8.
C. Restriction
Restriction hedges [20] , ABOV E and BELOW , are applicable to variables where fuzzy values are ordered. The set modified by applying the ABOV E hedge denotes the set which is "greater than" the original set and that by the BELOW hedge represents the set which is "less than" the original. The resulting sets are therefore shouldered ones, the left shouldered for BELOW and the right shouldered for ABOV E. Their membership functions are defined as follows:
Note that the application of restriction hedges to some fuzzy sets may make no sense. This includes cases where the hedge ABOV E is to be applied to a right shouldered set (or any set whose µ(x) = 1 when x → ∞) and similar ones where BELOW is used to modify a left shouldered set. Such non-sense hedge-set combinations are disallowed, as they always return 0 memberships and hence cause the rules which would otherwise involve them not to fire anyway.
D. Detailisation
This proposed new type of hedge splits the original set into three, but keeps the order of these split sets the same as the order of the elements belonging to the full membership segment of the original. These hedges will, therefore, only make sense on variables whose values are ordered, as with the restriction hedges. The resulting three sets LOW ER · S, MID · S and UP P ER · S, arranged in an increasing order, are defined by:
As an example, if the original fuzzy set S is (0, 3, 12, 14) then LOW ER · S is (0, 3, 6, 9), MID · S is (3, 6, 9, 12) and UP P ER · S is (6, 9, 12, 14) .
E. The NOT operator
Although NOT is not a hedge but a logical operator, in terms of its application effects it may be viewed as a hedge for presentational convenience. This is because the application of this operator to a fuzzy set also changes the shape of the membership function of that set (as µ NOT ·S = 1 − µ S ). For this reason, it will be treated similarly as any other hedge hereafter.
Finally, to have an overview of the new hedges introduced above, figure 3 shows the results of applying them to a given irregular trapezoidal fuzzy set. 
IV. Mapping Approximative onto Descriptive Rules
The main aim of this work is to find an efficient and effective way to translate rules that use approximative sets into rules that use descriptive sets and hedges. The translated rules will be equivalent to the original, or a close equivalent within the limitations of the GA search, with the advantage of having or regaining human-comprehensible interpretation. This it does not matter as to which technique is used to generate the original approximative rules. What is required is a set of approximative rules and the definition of the descriptive fuzzy sets and linguistic hedges. In the experimental studies to be presented later, a hybrid method is used to produce the initial approximative rules. For the use of the proposed heuristic method (for generating the initial descriptive rules) there must also exist a similarity measure between the fuzzy sets used in the approximative rules, which can be of any type, and the descriptive trapezoidal fuzzy sets. Trapezoids are adopted as final descriptive sets for computational efficiency purposes.
To perform the mapping a concatenation of two methods is proposed here. One is based on a heuristic search (As the space of potential descriptive rules can be very large, techniques of branch and bound are applied and so the power of this heuristic method may be rather restrictive.). The other uses a GA to work on the full search space. As evolutionary search usually works better when a good start point has been identified [22] , the first method will be employed as the generator of the initial population for the GA, which will then make a finer-grain search. The heuristic translation may not yield spectacular results but it is far better than a random start as will be shown later.
A. Heuristic Approach
This approach is based on hyperbox intersection with given approximative rules. Descriptive rules, i.e. hyperboxes defined on descriptive sets, are created if they intersect with an approximative rule (or the hyperbox defined by the antecedent approximative sets). This produces a preliminary translation, which is the one often used for explanation purposes in the existing literature [12] . The basic component of this proposed method uses no hedges and serves to introduce the underlying ideas of the heuristic translation. This has been extended to include the use of hedges, but only the basics are explained here with the extensions outlined for presentational simplicity.
This heuristic method works by building a layered graph to represent degrees of intersection between approximative and descriptive sets, using an intersection-based similarity measure. Each layer of the graph consists of a certain number of nodes; each of which represents the amount of intersection between one of the approximative sets of an antecedent variable and one of the descriptive sets of the same variable. Thus, each path of the resulting graph may be interpreted as a possible descriptive rule which coarsely approximates a given approximative one. The amount of similarity between two sets S 1 and S 2 is hereafter called the Similarity Value (I) of the two. In this work the similarity used is defined by:
with A(Set) denoting the area of the set Set. The similarity this value may vary from zero for no intersection to one for equality. When intersection is null the corresponding node is removed from the graph. Incidentally, although the above particular definition is utilized in this work, empirical results have shown that other similarity metrics proposed in the literature [23] , [24] , [25] may be adopted to take its place without major disruption in the mapping results. However, this definition has proven to be computationally simple and performance-wise robust.
Supported by such a similarity metric, given an approximative rule Q: figure 4 .
add(generate_rule(get_next_path(graph,1,p),rulebase)) endwhile To illustrate this basic approach consider the following example. Assume that the input space is two-dimensional. For each of the two input variables, x 1 and x 2 , three descriptive fuzzy sets are defined such that x 1 may take a value on either L 11 =Low, L 12 =Medium or L 13 =High, and x 2 on either L 21 =Small, L 22 =Medium or L 23 =Large. Suppose that the approximative rule to be translated is:
where S 1 and S 2 are two approximative fuzzy sets defined on the domains of x 1 and x 2 respectively and A is a possible class value. The descriptive sets, the grid generated by these sets and the hyperbox covered by the approximate rule are given in figure 5. The first layer of nodes is created by taking on the approximative set of the first antecedent of the original rule, in this case S 1 , and then constructing a node for each descriptive set L 1i , i = 1, 2, 3 (that is, Low, Medium and High) of x 1 if the similarity measure between L 1i and S 1 is larger than I-threshold (zero by default). Suppose that the measure between S 1 and L 12 and that between S 1 and L 13 are I S 1 L 12 = 0.62 and I S 1 L 13 = 0.43, respectively. Also, suppose that S 1 does not intersect L 11 . Thus, two nodes are created, as illustrated under S 1 in figure 6. This process is repeated for each variable that appears in the antecedent of the original approximative rule, resulting in different layers of nodes with each layer corresponding to one variable. Then, all the nodes in one layer are connected to the nodes in the next with the arrow of each link pointing from a previous node to a newly created one, as also shown in figure 6 .
Once the graph is generated paths from any node in the first layer to a node in the last are constructed. Each path becomes an emerging rule, with the antecedent variables taking the labels of the nodes of that path. Thus, the resultant set of descriptive rules which collectively form a preliminary translation of the given approximative rule are:
This heuristic method does not ensure a good coverage of an approximative rule unless the threshold used is very low. However, a low threshold potentially implies many nodes and hence many descriptive rules. This implies that the method can be quite sensitive to such parameters settings. Nevertheless, this method is proposed to act as the starting point for the evolutionary search and its accuracy is not of utmost importance. Also, it can be itself improved.
An obvious improvement is to include hedges. In so doing, the number of nodes will, however, increase drastically. This is because the label of a node may now be any combination of a descriptive set and a number of hedges used to modify the set. Even if nodes with a similarity value below the threshold are eliminated, and if the up-ceiling of the number of hedges applicable to a set is limited to two, this may still result in a significant increase of the number of nodes in the graph.
To perform an extra reduction of the graph and hence the number of emerging descriptive rules, various heuristics may be applied to eliminate unwanted nodes. In particular, if some nodes within a layer are similar to each other only one of them would then be needed. Also, external control of the desirable distinctions amongst possible values per input variable, that is the number of nodes permitted per layer, can be used to select those which are most dissimilar between one another. Both methods are implemented in this work; they ensure that the nodes left are different among themselves. Of course, these methods are assisted with the requirement that whatever nodes to be chosen they must attain a high similarity value.
B. GA-based Approach
While the heuristic approach relies on the use of similarity, the evolutionary computation-based approach proposed here depends on the concept of functional equivalence. It works by searching for a set of descriptive rules that collectively behave like the original approximative rule from which they are translated. That is, for data that is covered by an approximative rule, the found descriptive rules will fire with at least the same firing strength as the original. Furthermore, for data that would not cause the original approximative rule to fire, the resultant descriptive rules will either not fire or fire if their consequents comply with the desired output. As indicated before, the search mechanism is herein implemented by a GA.
B.1 Training sets and objective functions
Each approximative rule may be translated independently. Multiple descriptive rules are considered per approximative rule as, in general, an approximative rule R may not be covered by just one resulting descriptive rule. To implement the translation in this manner, a training subset for each approximative rule R needs to be generated from the original training set (from which the approximative rules were obtained). Such rule training sub-sets are derived via a data selection and enrichment process as introduced below.
Suppose that there are K R emerging descriptive rules that, collectively, form the functional equivalent to a given approximative rule R. Given a set X of the original training examples, for each x i ∈ X the firing strength AF S R (x i ) of the approximative rule under translation is calculated. If AF S R (x i ) > 0 it would be desirable that, if the consequent of this rule is the same as the desired consequent, any of the resulting translated descriptive rules R j , j = 1, .., K R will fire for such an example with a strength DF S R j (x i ) equal to or greater than AF S R (x i ). This kind of example will be hereafter referred to as an example of type one. If, however, AF S R (x i ) > 0 and the consequent does not match the desired, then the firing strength of each resulting descriptive rule DF S R j (x i ) should be less than, or at worst equal to, AF S R (x i ). This kind of example will be referred to as type two. Furthermore, if AF S R (x i ) = 0 then, if the example x i is of the same desired consequent as that of the original rule, it is not selected to form the training sub-set (as this example provides no influence in executing this learned rule and is expected to be covered by other approximative rules). If, however, the consequent is different, the firing strength of the resulting descriptive rules should be zero. This last kind of example will be referred to as type three.
Clearly, for any x i ∈ X and a given original approximative rule R, x i is selected to form the training subset for translating R if and only if it is an example of either of the three types. Each data point is enriched by the inclusion of its type and its AF S R (x i ). This data selection process allows the GA to enforce the following objectives in performing search for suitable descriptive rules, where T t , t ∈ 1, 2, 3, denotes the subset of training data of type t:
As the classification inference is performed by choosing the output value of the rule that has the highest firing strength, enforcing the above conditions yields a descriptive model that is at least as accurate as the original approximative model. This is because the inequality restrictions allow an increase in the firing strength of the descriptive rules to be learned over correct training data (type one) and a reduction in the firing strength over incorrect training examples (type two). However, in general, not all training examples will satisfy these restrictions and it is the job for the GA to reduce the discrepancies between the descriptive and approximative firing strengths as much as possible.
For efficiency, the GA should be guided to search for a set of emerging descriptive rules of a minimum cardinality. This means that an objective is needed to minimize the number of descriptive rules used to act as the given approximative rule. Also, any difference between the DFS of an emerging rule (within the resulting descriptive rule set) and the AFS of the original approximative rule for each data type should be restricted to be minimum. Hence, another objective is introduced to minimize the variance of individual rule error. This way, the error that may be produced by the translated rules will be as much evenly distributed among all rules as possible, thereby avoiding individual rules with a particularly high error.
In summary, in searching for a set of descriptive rules that would jointly function as a given original approximative rule R, the GA search will be guided by objectives as listed in table I, where K R is the current number of emerging descriptive rules. Expression Description
Error of type 1 training data
Error of type 2 training data
Error of type 3 training data
Overall error variance
Additional Classification Objectives Maximize Number of Correctly Classified Minimize Number of Incorrectly Classified
Minimize Number of Not Covered
In this table E R j denotes the individual error of a descriptive rule, and δ R represents the mean of the individual errors of all the emerging descriptive rules with regard to the original approximative rule R. They are defined as follows:
There exist in the GA literature several approaches to deal with such problems that have multiple objectives, including the aggregation approach [26] , Non-Pareto approach [27] and Pareto-Based approach [26] . The present work adopts the first of these, as it offers a conceptually simpler method by converting multiple objectives into a compounded single objective. In particular the aggregation function used is the Sum of Weighted Global Ratios (SWGR) [28] . The aggregation method first independently normalizes each objective with respect to the best and worst value ever found for it and, then, weights and adds together each objective to form the single overall fitness value. The individual translation strategy described above has the drawback that, when the individual translations are put together to form the final translated descriptive rule set, the independently translated rules may interfere with each other. Although a close fit of the descriptive rules to the approximative ones may help resolve this problem, this cannot be guaranteed. It is therefore interesting to consider possible alternative translation strategies.
Instead of translating individual approximative rules one by one, the first possible alternative approach, valid for problems with a limited range of output values (such as classification problems as mainly concerned herein), is to translate one group of all the approximative rules regarding a single output value at a time. In this so-called group approach an AFS value is calculated as the firing strength of the entire subset of rules concerning the same output value, which is defined by the strongest firing strength of all the original approximative rules that characterize the same class. Thus the translation can be done class by class, instead of rule by rule.
For completeness, another version of the GA search strategy is also included here, and termed the global strategy, where all rules for all classes are represented together in each chromosome. That is, a chromosome is itself a whole translation of the given approximative model 3 .
Pure functional equivalence guidance (i.e., the exclusive use of only the objectives of table I) may miss some otherwise possible improvements of the overall performance of the learned ruleset, because of its trying to fit the approximative model rather than to fit the training data. Empirically, for classification problems, it is generally better to use the influence of functional equivalence objectives along with the above classification objectives and to decrease functional equivalence influence as the GA goes on. That is, the search will initially have a strong focus on the improvement of the heuristic translation to get close to the approximative model and later it will concentrate on the satisfaction of the classification-specific objectives. The reason that search is not guided by the classification objectives alone right from the start is to speed up the finding of optimal descriptive ruleset, by first approximating the emerging descriptive rules to a potentially good accuracy level (offered by the good approximative model) and then optimizing them locally.
Finally, it is worth noting that no guarantees may be given to obtain the closest equivalent translation when a GA run terminates. In general, such a guarantee cannot be obtained without performing exhaustive search. However, given limited computational resources, the translations are empirically very close to the original approximative model in function (as shown later).
B.2 Genetic representation and genetic engine
In this research, the genetic chromosome representation is based on the work as reported in [30] . Basic ideas of this representation and its associated inference mechanism are outlined below; the detailed codification is beyond the scope of this paper and can be found in [31] .
The GA adopted here is a steady-state one. The selection of the two parents is done for one by linear ranking and for the other by random choice. Each child replaces a random member of the worst half of the population. The search stops when the best half of the population does not improve for a prescribed number of generations. Diversity is maintained thanks to the random replacement within the worst half of the population.
After a translation process terminates, those possible descriptive rules that did not fire with the training data available are eliminated. Note that there may exist cases where the eliminated rules cover certain training data, but such data is already covered by other rules with higher firing strength, so they did not ever fire. In experimental studies, to be reported next, not all available data is used for training in order to exploit part of the data to check for possible overfitting.
Three different mutation and four different crossover operators have been implemented in order to investigate what combinations may lead to a good translation 4 . The mutation rate and the rate at which a different crossover is used are both allowed to change dynamically. Empirically, the inclusion of this dynamic schema helps improve significantly the performance of the GA employed.
V. Experimental Results
This section presents computer simulation results of applying the proposed descriptive techniques to a number of benchmark problems. The experimental background is first described. A simple example in terms of resultant descriptive rules is given next, in comparison to the original approximative rules. Comprehensive results are then reported and analyzed, supported by comparisons with related work.
A. Experimental Background
To demonstrate the proposed approach at work, benchmark classification problems are used here [32] , including the Breast Cancer, Diabetes, New Thyroid, Wine, and Iris datasets. Table II summarizes the set-ups of these datasets. A neuro-fuzzy approximative rule induction algorithm ANFIS 5 [21] , which uses bell-shaped approximative sets, and which has been optimized, was trained for these problems. The resulting approximative ruleset is employed as the original set of rules for translation.
As indicated before, the output of the heuristic method is used to act as the generator of the initial population for the GA that performs finer search for the final descriptive rules. To ensure the readability and understandability of the resulting descriptive ruleset, the maximum number of hedges (including the NOT operator) allowed to be applied to a given set is limited to 2.
For comparison, the pure descriptive induction algorithm as given in [33] , which is a form of exhaustive search with different parameter settings is also tested. In particular, this algorithm (referred to as Lozowski's algorithm hereafter) has a parameter that trades off between the model accuracy and the size of learned ruleset. It determines the minimum difference between the firing strengths of any given rules that have the same antecedent but different class values. In the present investigation, this parameter is set up with reference to the number of rules that the heuristic method has generated to ease comparison. Also, for comparison purposes, results obtained by running the standard C4.5 algorithm [34] are included.
To be simple and fair for comparison, for each problem considered the fuzzification was carried out proportionally with respect to the size of the universe of discourse of the individual variables. That is, for each variable, the distance between its maximum and minimum value within the data set is divided such that all of them approximately cover an equal range of the underlying real values, with soft boundaries of course. The fuzzy sets resulting from such a partition are regarded as the given descriptive sets. This is implemented for illustrative purposes and is not necessary in practical applications of the present work. In fact, the whole idea is that the fuzzy partitioning and labelling will be done by user/experts. To demonstrate the effectiveness of this approach the fuzzification scheme used has only 3 labels per variable.
The GA uses a population of 30 rulesets and run for 10000 evaluations (not generations). Note that, to allow comparison, for a given execution the evaluations are divided among the different subproblems or sub-GAs, if applicable. These sub-GAs are GAs running on parts of the translation. For example, for the individual translation strategy a sub-GA is a GA used to translate a particular rule. In group strategy it is a GA running a particular class. The term sub-GA does not apply to the global translation strategy as there is only one problem, i.e. the translation of the whole approximative ruleset. Thus an execution of the global strategy will have 10000 evaluations, while a group execution for 3 classes will have 3333 evaluations per class translation and an execution of the individual translation strategy for 10 rules will have 1000 evaluations for each rule translation.
As GA execution is computationally affordable, it is worthy to execute the genetic search for as many times as possible. This is in order to obtain the best among as large number of different translations as possible to act as the final translation. The figures to be presented below will show the mean error of translated rulesets depending on the number of runs allowed for the GA. Such error measures are obtained using a bootstrapping of 1000 samples over 100 real runs. Experimental results are given for the GA guided by functional equivalence and also for the GA guided by classification (error) rate alone. To avoid possible overfitting each dataset has been separated into a training set containing 75% of all the given data and a test set comprising the remaining 25%.
B. Example of Transparency Gained by Translation
To reflect the fundamental differences between approximative and descriptive modeling, an example ANFIS ruleset for the Iris problem [35] Obviously, these rules are not readable, though they may be generated very rapidly and they may well generalize the given training data.
Suppose that the labels attached to a variable's three possible descriptive sets are named long, medium and short or thin, medium and wide, depending on whether the variable refers to length or width respectively. Each descriptive set may be modified by zero up to two hedges (as defined in section III). Given the approximative rules, the following translated rules may be generated: To examine the translation results, figure 7 shows the descriptive partition used in this example. Figures 8 and 9 plot the membership functions involved in the antecedent of the approximative rule A1 and its translation D1 (only the Peal Width has a value, Upper Thin). Also figures 10 and 11 plot rule A2 and its translation D2.
These descriptive rules may appear rather different from the original approximative ones, yet they behave the same functionality. The translated rules are represented in linguistic words with predefined meanings. In using such a rule base, both the interpretation of the inferences performed and the explanation of the fuzzy system itself becomes straightforward. Very interestingly, for this example, the number of resultant descriptive rules is actually less than that of their original, whilst these two rulesets entail the same classification accuracy. Also, two out of the three descriptive rules are more concisely represented than any of the four original rules.
In general, it is very difficult to expect a double translation (which starts from a descriptive model, produces a dataset from this model, generates an approximative model of that dataset and then translates it back to a descriptive model) to reproduce the same original descriptive ruleset or even to resemble the original closely. This is more obvious in modeling complex systems where many possible combinations of rules can yield similar rule-firing results. No principled way exists to guarantee that a data driven rule induction mechanism would reproduce exactly the same rules that were first used to create the data. What can be expected most is to be able to generate a set of rules that match the data as closely as possible, hoping that such a set of rules do not differ too much from the underlying one. Although multiple descriptive rulesets may be obtained from one given approximative model, only one optimised is eventually chosen to act as the translation. Thus explanation will be unique for a problem at hand once the translation process is completed. 
C. Results on Model Accuracy
First of all, it is interesting to investigate the effects of using different translation strategies. Figure 12 collects the results of such experiments on the Diabetes problem, as an example, whilst results on other problems are very similar. It can be seen that the group strategy gave better results than the global and individual ones during the training phase. In testing, all the three strategies performed very similarly overall. However, difference exists in terms of the number of rules needed to achieve the similar test results. Individual translation gave more, sometimes many more, rules as the GA tried to produce good translations locally. The pressure on the search exerted by the number of rules objective on individual strategy was not so high as the pressure by the same objective in carrying out group or global translations, where more data points were involved. When using group or global strategies it may happen that several approximative rules can be covered by just one descriptive rule, with potential savings in the number of rules generated.
As group and global strategies allow for more data to be covered, there is more pressure to reduce the number of rules using either of these strategies than the individual strategy. However, this difference in pressure can be compensated to a certain extent as more general strategies have more evaluations to run. The strong point of the individual strategy rests in the fact that it leads to very short and compact rules as can be seen in figure 13. The pressure on the number of rules objective can be used to reduce the size of the resultant ruleset. This will make it easier to understand the general behavior of the system under consideration. Nevertheless, in general, a reduced number of rules is likely to result in a reduced classification rate (see figures 13 and 14 or 12 and 15).
As different translation strategies lead to very similar testing performances of the resulting descriptive rulesets, only those results obtained by the use of group strategy are hereafter presented. Tables III and IV give the results of runs with respect to the following (where Trn, Tst, and Rul respectively stand for the classification error percentage over training data, that over testing data, and the number of rules generated): a) Starting from a heuristic translation and guiding the GA by classification objectives only. b) Starting from a heuristic translation and guiding the GA by functional equivalence and classification objectives. c) Starting from randomly generated rules and guiding the GA by classification objectives only. d) Starting from randomly generated rules and guiding the GA by functional equivalence and classification objectives.
Within these tables, the most interesting points to compare are those given in the columns concerning items b) and c) above. The former shows the result of what is suggested in this work, and the later shows that of pure data-driven search (no heuristic translation nor approximative model provided). Note that results on the Diabetes problem were collected with two different weights set for the number of rules objective, in order to illustrate the impact of this objective upon the translation.
To support the comparison, results of applying a descriptive ruleset which is obtained by the initial heuristic translation alone, and those of using C4.5, ANFIS and Lozowski's algorithm are also provided as given in table V. The work presented in this paper performs well and does so consistently in testing. The accuracy of translated descriptive models is close to that achievable by the optimized ANFIS (comparing table IV and the middle column of table V), and generally  outperforms the other descriptive modelling techniques tested (comparing table IV and columns 3  and 4 of table V) . Figure 14 shows a graphical comparison, for the Diabetes problem, of the translation results with respect to the number of GA runs. It reveals the difference between different ways of guiding the GA, either starting from a set of descriptive rules obtained by the heuristic translation of the approximative rules or from a set of randomly generated descriptive rules. Graphs plotting the classification errors for the different classification problems appear to be almost the same in their general tendency. They only differ in the actual values of the classification error and in how many GA runs are needed to reach a state where running more GAs will not improve the result. These graphs are therefore omitted here. This general trend shows that a GA-based translation starting from random rules produces systematically worse results than that starting from the heuristic translation. In addition, the results achievable with a heuristic translation start are far more stable than those obtained with a random start. This supports the need for generating such first crude translation. For simpler problems (e.g., Breast Cancer) both starting points may eventually lead to similar classification accuracy, yet several runs are needed to ensure this similarity. Nevertheless, as shown in table III, if only a single run is executed (say, due to computational resource limit) the results obtained using a randomly generated initial population would be much worse than those obtained using the initial population produced by the heuristic method. It clearly pays off to generate the heuristic translation first and to use such a descriptive rule set to act as the generator for the initial population of the GA. Guidance for the GA by classification error only is also, in general, rather unstable, when compared with the use of functional equivalence guidance. This comparison is shown in figure 16 , where results of 100 runs on classifying the Thyroid problem, with a heuristic start and using the group strategy, are depicted. Following the guidance by classification error alone produces rather poor runs with high error peaks, which actually happens in all tested problems. This unstability of the results can be partially overcome with a higher number of GA runs, though those extra runs are not always affordable computationally. Even if extra GA runs were affordable it would still be better to use the criterion of functional equivalence over all the runs. The above results of a) starting from a heuristic translation and b) making use of functional equivalence reveal an important point. That is, generating an approximative model first (to get required functional equivalence objectives) and then implementing a heuristic translation (to act as the initial population generator for the GA) improves significantly the final descriptive ruleset.
A positive side effect of the way that the rules are codified in the GA is that the size of the antecedent, i.e. the number of conditions in the antecedent, is variable. This implies that there is an implicit attribute reduction going along with the GA-based optimization as shown in figures 13 and 17. This reduction is more evident in high dimensional problems. If desired, the reduction of antecedent conditions may even be explicitly introduced as another optimization objective.
Finally, it is worth noting that, the performance of Lozowski's algorithm, which is an exhaustive search based method, never gets close to that of ANFIS or C4. 5 . In all the problems tested this algorithm gives poorer results than the approximative modeling methods used and yet requires more rules even for reaching such less desirable results. Compared just to the heuristic translation Lozowski's algorithm only defeats it for the Breast Cancer and Iris problems, but its corresponding translated models contain a considerably higher number of rules. However, to be fair with this comparison it must be remembered that Lozowski's algorithm makes use of no hedges.
VI. Conclusions
A major disadvantage of several existing methods for building descriptive fuzzy systems is that the generation of fuzzy rules is usually made via an exhaustive search throughout the input product space. In addition, the rules produced by pure descriptive methods usually have a low accuracy. However, approximative rule generation methods can be very fast and accurate, through they tend to having difficulties in interpreting the underlying meaning of the data being modeled and in facilitating understanding of the inferences drawn from the resultant models.
In order to generate accurate rules that possess the desirable property of being readily comprehensible to human users and to create such rules in an efficient way, a translation technique from approximative to descriptive rules has been proposed here. The translation is enabled by the use of linguistic hedges to change implicitly the prescribed, meaningful descriptive fuzzy sets, such that the modified will closely resemble the original approximative ones in function. The approximative rules may be themselves created by any standard approximative modeling technique. The modification process is indeed implemented via a functional equivalence guided search. Novel hedges that are useful for supporting such translations are defined in this work. A heuristic algorithm has been presented, which implements a preliminary translation that is employed to act as the generator for the initial population used by a GA to perform the fine grain modifications.
The results obtained so far have demonstrated that the proposed approach does not decrease significantly the accuracy attainable by the original approximative models, and that the descriptive rules obtained are interpretable by humans. It outperforms exhaustive search methods for descriptive rule generation in terms of search efficiency, as searches for descriptive rulesets are herein heuristically guided. In terms of classification accuracy, it also outperforms pure descriptive methods which do not use hedges, whilst it is impractical to run exhaustive search with hedges, as that would complicate even more the usually already huge search space. These results were achieved without important attempts to optimize the GA employed.
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