[April even, these arcs comprise of 2q circles. If arg A is not a rational multiple of 2r, the { Zn} lie on a spiral through z1 and the fixed points.
(c) If A -1 is a root of unity, {Zn} is a finite set on the generalized circle through zi orthogonal to the pencil of circles through the fixed points.
(d) In the remaining case, if A # 1, { zn } is a set densely covering the circle mentioned in (c).
By the remarks preceding Theorem 2 and 3 we have:
THEOREM 5. The { Zn } with even affix lie on one circle and the others on the second.
(c) If (2) is noninvolutory and has no fixed points the {Zn} lie in general on two generalized circles orthogonal to the pencil of circles through the semi-fixed points. For odd n the circle passes through z1 and for even through Z2. The density of the { Zn} on the circles depends in an obvious manner on h/l.
Let D be a finite dimensional division algebra over the field R of real numbers. One way of stating the fundamental theorem of algebra is to say that if D is commutative (i.e. a field) then D is isomorphic over R to either R or the field C of complex numbers. A famous theorem of Frobenius asserts that if we allow D to be noncommutative then there is only one new possibility: D can be isomorphic over R to the quaternion algebra of Hamilton. This is an algebra H of dimension four generated as a vector space by basis elements 1, i, j, k which satisfy the multiplication table i2=j2 =k2
The proofs of Frobenius' theorem in the literature seem to be of two types.
Either they are elementary, but rather computational, e.g. [2] , or else they deduce the theorem from sophisticated general results about division algebras, e.g. [1] . We wish to give here a short, self-contained proof which seems both elementary and conceptual. Besides the inevitable use of the fundamental theorem of algebra we use only the simplest facts about the eigenvalues of linear transformations.
Before starting the proof we note that the two-dimensional subspace of H generated by 1 and i is isomorphic to the complex numbers. If we denote it by C then H becomes a vector space over C (using left multiplication for the scalar operations). Moreover C is clearly {xEDfix=xi}, while the complementary two-dimensional space spanned by j and k is just {xCD Iix= -xi}. It is this observation which motivates the proof. 
Proof. Choose a subspace F of D of maximal dimension which includes R(d) and is commutative. If xED commutes with everything in F then
F+Rx is commutative and so must equal F, so xCF proving that F is a maximal commutative subset of D. In particular, if x0O is in F then x-1 commutes with everything in F (because xy=yxnyx-1=x-'y) so x-1'EF and F is a field. By the fundamental theorem of algebra F is isomorphic over R to C. In particular, F has dimension two so that F=R(d). Finally, if xeD commutes with d it commutes with everything in R(d) F, hence belongs to F.
According to (1) we can select an element iED such that i2-1 and we may identify R(i) with C. We can now view D not merely as a vector space over R, but also as a vector space (of half the dimension) over C as well, the scalar operations of C on D being given by multiplication on the left. On the other hand multiplication on the right by i can then be interpreted as a (complex) linear transformation T on the (complex) vector space D; i.e., we define (2) Tx-xi. Since T2= = (identity), the only possible eigenvalues of T are +i and -i; denote by D+ and D-the corresponding eigenspaces: (3) D+= {xEED xi=ix}, D-= -xEDl xi=-ix}. Of course D+CD--{ 0 1. We claim moreover (4) D=D+ ED-. This follows immediately from the decomposition x-=(x-ixi)+?
(x+ixi) for all xCD, the two summands being respectively in D+ and D-as one checks by (3) . We next note that (5) D+=C and x, yED-=zxyED+. The first statement is immediate from (1), the second from (3).
[April If D-=0 then by (4) and (5) we have D=C, so let us assume D-HO and show that D must be isomorphic to H. First of all the real dimension of D must be four, i.e., its complex dimension must be two. This follows from (4), (5) and (6) dimCD-=1. Proof. Select any nonzero aED-. Then right multiplication by a gives a complex linear transformation on D which is nonsingular (its inverse is right multiplication by a-1), and it interchanges D+ and D-by (5) so dimcD-= dimcD+ = 1. Moreover (7) a2EER and a2<O. Proof. Since by (1) R(a) is a field it contains a2. But also a2EC by (5) and therefore a2 ECGCR(a) =R. If a2>0 it would have two square roots in R hence three square roots in the field R(a) which is impossible by field theory (or more concretely here, because R(a)ztC).
By (7) a suitable positive multiple of a is an element j of D-satisfying j2= -1. Define k=ij, so that by (6), j and k form a basis for D over R, and hence by (4) the elements 1, i, j, k form a basis for D over R. Since j, k ED-, they anticommute with i. This together with j2 J2= -1 and k = ij show that 1, i, j, k satisfy the multiplication table given above for the quaternions.
