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It is a rather unusual approach to tackle the problem 
of nonlinear least squares parameter estimation by 
differential geometry, although abasic method like 
steepest descent has geometry in its name. All known 
methods for solving the problem are iterative and 
most of them determine in every iteration a direction 
of search and along this direction a steplength to ap- 
proximate the minimum of the sum of squares. Both 
initial direction of search and initial steplength are 
based on local properties of the fitting surface. There- 
fore use can be made of first and second derivatives 
at the fitting function. All this remains true in this 
volume, only these properties are given a geometrical 
interpretation and thus giving birth to new methods. 
Some introductory sections are given to define the 
necessary geometrical knowledge. All this results in 
two main policies of accelerating convergence. The 
first is one of scaling the search direction. This is re- 
lated to the classical method of scaling by square 
roots of the diagonal elements of the Gauss-Newton 
matrix, but in general the weighting factors can be 
variable and then the direction of search changes in 
some space curve which is biased towards the min- 
imum. The second policy is called back projection. 
Here the one-dimensional search path is projected on 
the tangent plane and corrections are made accord- 
ing to the curvature properties of this projection. A
two-dimensional search for a subminimum is then 
done in the tangent plane by introducing a parameter 
to change the direction of search and another to deter- 
mine the steplength. Two variations of the latter con- 
cept are investigated. A rather detailed escription of 
a fortran computer-program is given (a listing is added 
in appendix). Three sections are still worth mention- 
ing : Some rather complicated extensions of a general 
formulation of the condition function, a (geometrical. 
ly argumented) one-dimensional search method and 
an extrapolation over several iterations based on 
hyperbolic, exponential or fourth degree polynomial 
approximations. Some drawbacks are : the heuristic 
base of all the argumentation, the lack of convergence 
proofs and that nowhere alink or a comparison is
made with existing methods neither theoretically nor 
numerically (only a survey of methods is given separ- 
ately). The hugeness and generality of the program 
may also be of practical importance because the use 
of all its possibilities i rather complicated and may 
discourage the potential user. 
As a conclusion one can say that the approach given 
can open some new perspectives but that it needs 
some further investigation atthis time. 
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