linear combination of basis functions, which includes varWe propose finite-length multi-input multi-output adaptive equalization methods for "smart" antenna arrays using the statistical theory of canonical correlations. We show that the proposed methods are related to maximum likelihood reduced-rank channel and noise estimation algorithms in unknown spatially correlated noise, and to several recently proposed adaptive equalization schemes.
INTRODUCTION
Multi-input multi-output (MIMO) channel equalization has recently attracted much attention due to recent popularity of antenna ar'rays applied at the receiver [ 13 and transmitter [2] . Adaptive and non-adaptive decision-feedback (DFE) MIMO equalizers have been recently proposed in [3] and [4] , respectively (see also references therein). In this paper, we present methods for finite-length MIMO adaptive spatial and temporal equalization based on canonical correlation analysis [5] , [6] . These methods are multivariate extensions of the adaptive equalization algorithms in [7] , [SI, [9] , classical finite-length adaptive equalization in [IO] , and blind adaptive beamforming methods which use finite alphabet [ 1 lland constant modulus [ 121 properties of the received signal. We show a relationship between the proposed methods and reduced-rank multivariate linear regression problem solved in [ 131.
First, in Section 2, we briefly review the maximum likelihood (ML) channel and noise estimation in [13] . Then, we describe the proposed adaptive equalization algorithm in Section 3, and discuss its application when training data is available (see Section 4) or not available (i.e. blind scenario, see Section 5).
REDUCED-RANK ML ESTIMATION
We review the ML estimation in [ 131 for a reduced-rank channel. We now present the ML estimate of the reduced-rank c_hannel m2trix H . First, we adopt the following notation: U ( r ) and V ( T ) are the matrices containing the first r columns of 6 and 9, respectively. For the model in (2.1) with known q, the ML estimates of H and C are
see [13] , [14] . If r) is unknown, its ML estimate tained by maximizing the concentrated likelihood In the following, we propose an alternative criterion, which is maximized for the same estimate of r ) as the concentrated likelihood function (2.5). This criterion is motivated by the MlMO equalization scheme in Figure 1 .
MIMO ADAPTIVE EQUALIZATION
We analyze the adaptive MIMO equalization scheme depicted in 
5). Note that g(r)) . g(r)) = @(r)),
where G(r)) is the ML estimate of the channel in (2.4a).
Also, GC(t, 77) , . @,(t) = [sK(t), s K ( t -l ) , . . . , sK(t -d + 1)IT and similarly for 4(t7 q)), the above equalization and detection algorithms become very similar those in [7] , [SI, [9] (where the differences arise because the normalizing constraints in [7] , [SI, [9] differ from (3.2)).
BLIND MIMO EQUALIZATION
Two iterative procedures for blind MIMO equalization and symbol detection followfrom the results of Sections2 and3.
The first iteration is based o t t h e ML resultkin Section 2: first fix q and compute H = H ( q ) and C = C ( q ) using (2.4), then fix H and C and minimize the interference rejection combining cost function CtXl[y(t) -H+(t, q)]* .
C-' . [y(t) -H 4 ( t , q)]
with respect to q. Iterate between the above two steps as long as there is a significant increase in (2.5).
An alternative iteratiye method is baEd on (3.1): first fix q and compute B = B(q) and W = W ( q ) using (3.3), then fix B and W and maximize (3.1) with respect to q ; iterate as long as there is a significant increase in (3.1). In the following section, we consider the full-rank channel with T = d co-channel signals, which allows for further simplifications of this iteration. The second iterative procedure described in the previous yction simplifies as follows: first fix 7 and compute R = R(q) using (5.1). Then, fix R and find that maximizes 12(~)1-~, where
Iterate as long as there is a significant increase in (3.1) between consecutive steps.
A sub-optimal second step may be to simply project R onto finite alphabet to demodulate the unknown symbols v;
this would effectively minimize the diagonal entries of 5(q) and therefore its trace, but not necessarily the determinant (for T = d = 1 this is optimal, see the following section).
I . I . Single Source
In 
