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Abstract
Knowledge graphs (KGs) contains an instance-
level entity graph and an ontology-level con-
cept graph. Recent studies reveal that jointly
modeling of these two graphs could improve
the understanding of each one. The com-
pletion processes on the concept graph and
the entity graph can be further regarded as
processes of knowledge abstraction and con-
cretization. However, concept graphs in
existing datasets are usually small and the
links between concepts and entities are usu-
ally sparse, which cannot provide sufficient
information for knowledge transfer between
the two graphs. In this paper, we propose
large-scale datasets extracted from Wikidata,
which provide more size-balanced concept
graphs and abundant cross-view links. Based
on the datasets, we further propose a bench-
mark to test the ability of existing models
on knowledge abstraction, concretization and
completion (KACC). Our dataset is available
at https://github.com/thunlp/kacc.
1 Introduction
Large-scale knowledge graphs like Wiki-
data (Vrandecˇic´ and Kro¨tzsch, 2014), DBPe-
dia (Lehmann et al., 2015) and YAGO (Mahdis-
oltani et al., 2013) usually contains two sub-
graphs: an instance-level entity graph and an
ontology-level concept graph. The entity graph
(entity-view) is composed of entities and relations.
It describes factual knowledge such as (Da Vinci,
paint, Mona Lisa). The concept graph (concept-
view) contains concepts and meta-relations. It
provides abstract and commonsense knowledge
like (Painter, create, Painting). An example of the
two-view KG is shown in Figure 1.
Recently, there are massive works focusing on
learning representations for knowledge graphs such
as TransE (Bordes et al., 2013), DistMult (Yang
et al., 2015), RotatE (Sun et al., 2019), etc. Though
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Figure 1: An example of the two-view KG.
they have achieved promising results on knowledge
graph completion, they merely focus on a single
subgraph. Beyond modeling the single subgraph of
KGs, recent studies demonstrate that jointly model-
ing of these two subgraphs can improve the under-
standing of each one (Xie et al., 2016; Moon et al.,
2017; Lv et al., 2018; Hao et al., 2019). Consider-
ing corresponding entities and their relations, the
concept graph completion task can be regarded as
the process of knowledge abstraction, for example,
one may find out all fact triples about painters and
paintings to infer the triple (Painter, create, Paint-
ing). Likely, the entity graph completion task can
be viewed as the process of knowledge concretiza-
tion. For example, a specific painter in the entity
graph is more likely to “paint” something rather
than to “write” something.
Several datasets are constructed in Hao et al.
(2019) to support joint modeling of these two sub-
graphs. However, due to the data distribution, their
concept graphs are relatively small compared to
their entity graphs and the cross-links between the
two subgraphs are also sparse. These may limit the
knowledge transfer between the two subgraphs and
cannot provide sufficient information for knowl-
edge abstraction and concretization. To solve these
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problems, we propose several new datasets for
knowledge abstraction, concretization and comple-
tion (KACC). To build each dataset, we first extract
a subgraph of interest from Wikidata and then aug-
ment the cross-view links (namely, “instance of ”
triples) by human-annotated relations.
Based on the datasets, we further propose a
benchmark to test the abilities of existing models.
The KACC benchmark consists of three subtasks:
knowledge abstraction, knowledge concretization
and knowledge completion. The knowledge ab-
straction subtask contains tasks of concept infer-
ence, schema prediction and concept graph com-
pletion on the two-view KG. The knowledge con-
cretization subtask requires models to do entity
graph completion based on the two subgraphs. The
concretization ability can be further examined by
the results of long-tail entity link prediction. Fi-
nally, the knowledge completion subtask consists
of typical single-view knowledge graph completion
tasks for each subgraph.
In summary, our contributions are as follows:
• We construct several new datasets with more
size-balanced concept graphs and abundant
cross-view links, which could provide more
contextualized information for representation
learning of the two-view KG.
• We propose a unified benchmark and several
newly proposed tasks based on new datasets
to test existing models’ abilities on knowl-
edge abstraction, concretization and comple-
tion. Experimental results of existing base-
lines will be published soon.
2 Related Work
In this section we introduce relevant datasets and
knowledge embedding methods on the two-view
knowledge graph.
2.1 Datasets
Traditional datasets for knowledge graph com-
pletion are usually subgraphs of large-scale
KGs, such as FB15K (Bordes et al., 2013) and
FB15K237 (Toutanova et al., 2015), WN18 (Bor-
des et al., 2013) and WN18RR (Dettmers et al.,
2018). All these datasets are single-view KGs.
Some datasets like FB15K+ (Xie et al., 2016),
FB15K-ET and YAGO43K-ET (Moon et al., 2017)
incorporate type information of entities into single-
view knowledge graphs. However, they only pro-
vide entity-concept projections and lack of relations
between concepts. Other datasets like Probase (Wu
et al., 2012), YAGO39K and M-YAGO39K (Lv
et al., 2018) provide the concept hierarchy which
forms a tree structure. However, these datasets
do not provide a graph structure of concepts be-
cause of the lack of meta-relations. Hao et al.
(2019) propose two datasets YAGO26K-906 and
DB111K-174 which provide concept graphs with
meta-relations. As we mentioned before, the con-
cept graphs in these two datasets are relatively
small and we need larger datasets to encourage
the knowledge transfer between the two subgraphs.
Besides these knowledge graphs for factual
knowledge, several multi-view KGs for domain
knowledge are also proposed. Recent published
AliCoCo (Luo et al., 2020) and the Attention On-
tology proposed by Liu et al. (2020) are knowledge
graphs constructed for e-commerce recommenda-
tion. In this paper, we mainly focus on factual KGs
and we remain the study on domain knowledge for
further work.
2.2 Knowledge Embedding Methods
Existing knowledge embedding (KE) methods can
be categorized as translation models (Bordes et al.,
2013; Wang et al., 2014; Lin et al., 2015; Ji et al.,
2015; Sun et al., 2019), semantic matching mod-
els (Yang et al., 2015; Nickel et al., 2016; Trouillon
et al., 2016) and neural models (Socher et al., 2013;
Dettmers et al., 2018; Nguyen et al., 2018). These
methods are designed for learning knowledge em-
beddings on a single subgraph. As two-view KGs
can be viewed as large one-view KGs, these meth-
ods can also be applied to our proposed benchmark.
Several works are proposed to incorporate the
type information into KE methods. Methods pro-
posed by Krompaß et al. (2015), Xie et al. (2016)
and Ma et al. (2017) use the type information to
help the completion of the entity graph. Beyond
the task of entity graph completion, ETE (Moon
et al., 2017) tries to predict concepts for entities
and TransC (Lv et al., 2018) further predicts for
“subclass of ” relations. JOIE (Hao et al., 2019) is
the first work that attempts to embed the two-view
KG. It adopts cross-view and intra-view models to
learn different facets of KG and achieves promis-
ing results. There are also several interesting tasks
proposed by Hao et al. (2019). In this paper, we
categorize these tasks and propose a unified bench-
mark.
3 Data Construction
In this section, we first provide the details of our
data augmentation method and the data construc-
tion process. Then we give a detailed analysis on
the statistical characteristics of the datasets.
3.1 Data Augmentation
Before we go into the construction steps, we first
introduce our definition of the “is a” relation in
Wikidata, which forms the concept hierarchy. Then
we introduce our data augmentation method for
“instance of ” triples.
In typical knowledge graphs, “is a” relation usu-
ally has two forms: (1) the “instance of ” relation
between entities and concepts; (2) the “subclass of ”
relation between finer concepts and coarser con-
cepts. However, “is a” triples are more complex in
Wikidata. For example, the “instance of ” relation
may hold between concepts so that a concept may
simultaneously have “instance of ” and “subclass
of ” relations. By observation, we find that these
two relations have similar semantics in the concept
graph. To follow the traditional setting of two-view
KGs, we regard “instance of ” and “subclass of ” in
the concept graph as the same relation.
In our observation, some attributes of entities
in Wikidata also have certain properties similar to
concepts and can be used as new concepts to enrich
the concept graph. For example, the tail entities of
the “sex or gender” relation are “Male”, “Female”,
etc. These entities can also be regarded as concepts.
In this sense, the relation “sex or gender” can be
viewed as another kind of “instance of ” relation.
Similar to Lin et al. (2016), we manually check the
semantic meanings of all relations and select three
special relations (“sex or gender”, “occupation”,
“legal form”) as new “instance of ” relations. We
call these as augmented “instance of ” relations and
use them to enrich the concept graph.
3.2 Dataset Construction
Our dataset construction follows three steps: entity
filtering, concept finding and triple extracting. The
details are described in the following subsections.
Entity Filtering
We select entities in FB15K-237 (Toutanova et al.,
2015) as our seed entities. We first find out corre-
sponding seed entities in the Wikidata dump via
the “Freebase ID” property of each item. Note
some entities in Freebase may be labeled as con-
cepts in Wikidata, so we have to filter out these
concepts in our seed entity set. Then we extract
one-hop neighbors of the seed entities to form the
entity pool. With the entity pool, we can sample
an arbitrary size of one-hop neighbors to form the
entity graph of our dataset. The sampling strategy
here is to select entities with highest degrees and
the final entity set in our dataset consists of all seed
entities and the sampled one-hop neighbors. To
meet the requirements for different scales, we pro-
pose three sizes of datasets: (1) KACC-Base, the
dataset only contains the seed entities; (2) KACC,
the expected total entity number is set to 100K; (3)
KACC-Large, the entity number is set to 1M.
Concept Finding
With selected entities, the next step is to extract cor-
responding concepts. Here we use a breadth-first
search algorithm to find the concepts. The algo-
rithm starts from entities and search for concepts
via augmented “instance of ” triples and “subclass
of ” triples. Since the concept hierarchy follows the
structure of a directed acyclic graph, our algorithm
ends when all potential concepts are found.
Triple Extracting
With the selected entity set and concept set, the final
step is to extract corresponding cross-view links
and all triples in the entity graph and the concept
graph. After all triples are extracted, we manually
change the relations of all our augmented “instance
of ” triples to “instance of (P31)” and those in the
concept graph to “subclass of (P279)”.
3.3 Dataset Analysis
In this subsection, we compare our datasets with
existing datasets YAGO26K-906 and DB111K-174
proposed by Hao et al. (2019). The statistics of
these datasets are shown in Table 1.
From Table 1, we can see that concept graphs
in our three datasets have a more balanced size
compared to entity graphs. From the comparison
between DB111K-174 and KACC, we can see that
entity graphs of these two datasets have similar
sizes, but KACC has more concepts, meta-relations
and triples.
Our datasets also have rich cross-view links ow-
ing to our data augmentation method. In Table 1,
the average numbers of cross-links for each en-
tity are less than 1.0 in YAGO26K-906 (0.38) and
DB111K-174 (0.89), which means lots of entities
in these datasets are not connected to concepts.
In our datasets, the ratios are all larger than 2.30,
Dataset Entity Graph Concept Graph # Cross-links# Entities # Relations # Triples # Concepts # Meta-rels # Triples
YAGO26K-906 26,078 34 390,738 906 30 8,962 9,962
DB111K-174 111,762 305 863,643 174 20 763 99,748
KACC-Base 11,511 194 81,042 3,700 81 9,617 44,474
KACC 99,739 463 850,491 8,955 118 22,755 230,013
KACC-Large 999,902 691 7,830,150 21,293 198 52,650 2,367,971
Table 1: Statistics of different datasets.
which indicates that one entity in our dataset may
belong to multiple concepts.
Besides these two characteristics, our datasets
also have some new properties. In DB111K-174
and YAGO26K-906, relations in entity graphs and
meta-relations in concept graphs are disjoint. How-
ever in our datasets, we find that some relations
appear in both the entity graph and the concept
graph. For example, the “part of (P361)” relation
appears in the triple (Chile, part of, South America)
in the entity graph and (hospital, part of, health
system) in the concept graph. We think this reflects
the true data distribution in real KGs and keep these
triples in our datasets. Models can be designed to
treat this kind of relations as the same relation or
different relations, depending on different hypothe-
ses of the designers.
4 Benchmark
In this section, we propose the KACC benchmark
with three subtasks: knowledge abstraction, knowl-
edge concretization and knowledge completion.
4.1 Knowledge Abstraction
The knowledge abstraction subtask contains tasks
for concept graph completion (CGC-Joint), concept
inference (CI) and schema prediction (SP).
The concept graph completion task requires the
model to do link prediction with the information
from both the concept graph and the entity graph.
The model needs to abstract commonsense knowl-
edge from the entity graph to make the prediction.
The concept inference task requires to predict
concepts for entities and coarser concepts for finer
concepts, which can be regarded as the tail pre-
diction task for “instance of ” and “subclass of ”
relations respectively. Because “subclass of ” is a
special relation in the concept graph, we only test
“subclass of ” triples in this task and exclude these
triples from the test set of the CGC-Joint task.
The schema prediction task also tests the abstrac-
tion ability of relevant models. Wikidata has the
type constrain and value type constrain information
for relations, which limits the range of entities that
may appear in the head or tail of a relation. In
other words, these entities must belong to certain
concepts. The task requires the model to predict
the head concept constrain and tail concept con-
strain for a specific relation, which may encourage
models to focus on the abstract schema knowledge.
4.2 Knowledge Concretization
The knowledge concretization subtask is actually
the entity graph completion task (EGC-Joint). Mod-
els are required to use the guidance from the con-
cept graph to do link prediction for entities. For
example, a person in the entity graph is more likely
to lead some organizations if he is a politician. In-
tuitively, the information from the concept graph
can further help long-tail entities as models cannot
handle them well because of the lack of their entity
graph triples. The link prediction results on these
long-tail entities can be further used to examine the
concretization ability of existing models.
4.3 Knowledge Completion
The knowledge completion subtask contains the
typical knowledge graph completion tasks for the
entity graph (EGC-Single) and the concept graph
(CGC-Single). The completion is conducted on
each single subgraph and the results can be com-
pared with results from EGC-Joint and CGC-Joint
to verify the effectiveness of jointly modeling of
the two subgraphs.
5 Conclusion
In this paper, we focus on the problems of knowl-
edge abstraction, concretization and completion
(KACC). We build large-scale datasets with desired
properties and propose a benchmark to promote the
research in this field. For future work, we plan to
test existing KE methods on the benchmark and
use other methods such as graph neural networks
to solve these problems.
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