Early-onset drinking during childhood or preadolescence is a serious social problem. Yet, most of the basic neurobiological research on the acute effects of ethanol has been carried out on adult or early postnatal animals. We studied the effect of alcohol exposure on the basic electrophysiological properties and cell viability of layer 5 pyramidal neurons from the somatosensory cortex of juvenile (P21-P23) C57BL/6N mice. After bath application of 50 mM ethanol to acute slices of the somatosensory cortex, no adverse effects were detected on cells survival, whereas the input resistance and firing rate of layer 5 neurons were significantly reduced. While the effect on the input resistance was reversible, the depressing effect on cell firing remained stable after 6 min of alcohol exposure. Ethanol application did not result in any significant change of mIPSC frequency, amplitude, and rise time. A slight increase of mIPSC decay time was observed after 6 min of ethanol exposure. The molecular mechanisms leading to these alterations and their significance for the physiology of the cerebral cortex are briefly discussed.
Introduction
Alcohol abuse is one of the most serious problems faced by our society, with a tremendous impact on public health and economy (Rehm et al. 2009 ). The issues raised by childhood-and preadolescence-onset drinking (Donovan 2013) are even more worrisome, since early-onset drinking is positively associated with the development of alcohol dependence later in life (Hingson et al. 2006) . In particular, alcohol consumption during adolescence has been associated with disruptions of many normal developmental processes, potentially disturbing the maturation of higher-order executive functions (McMurray et al. 2016 ). Indeed, ethanol affects different cortical regions and induces important ontogenetic alterations during adolescence, which critically influence subsequent drug self-administration in adulthood (Spear 2016) . Surprisingly, despite the huge amount of work devoted to experimental research on alcohol dependence, little is known about the neurobiology of alcohol effects in juvenile lab animals.
Pyramidal neurons of layer 5 (L5), the most complex cells among those providing the output from the cerebral cortex (Ramaswamy and Markram 2015) , are highly sensitive to the long-term deleterious effects of ethanol. Early exposure to alcohol during the first stages of development can permanently modify the electrophysiological properties of these neurons (Granato et al. 2012 ). As to the acute effects of ethanol, there are reports describing the alterations of the electrophysiological parameters of L5 neurons after alcohol application on acute slices from adult rodents (Proctor et al. 1992; Sessler et al. 1998 ). Other studies, instead, focused on effects of ethanol in cortical slices from postnatal rodents showing not only effects on neuronal activity, as in the adult, but also on cell survival (Sanderson et al. 2009 ). Conversely, little is known about the effects of ethanol on layer 5 neurons of juvenile rodents (P21-P23), a developmental stage considered to correspond to "early adolescence" in humans.
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To address this issue and fill the gap of knowledge at such a critical age, we designed in vitro electrophysiological experiments and cell viability tests on P21-P23 C57BL/6 mice, the strain most commonly adopted in alcohol research as genetic background for the generation of transgenic mice (Heit et al. 2015) .
Materials and Methods

Animals
Juvenile male (P21-P23) C57BL/6N mice were used in the present study. The breeding colony was purchased from Charles River Laboratories (Italy). All animals used were bred in-house for four generations. Experiments were conducted on mice obtained from different litters. To avoid exposing mice to unwanted stressful events prior to the experimental procedures, adolescent mice were not weaned until sacrifice.
All the experiments were conducted in accordance with the Society for Neuroscience Policies on the Use of Animals and Humans in Neuroscience Research, as well as current Italian and EU regulation on animal experimentation and welfare.
Electrophysiology
Mice were anesthetized (Pentothal 50 mg/Kg i.p.) and, after decapitation, the brain was quickly removed. Coronal slices (300 µm) of the primary somatosensory cortex were cut on a vibratome in ice-cold, oxygenated solution containing (in mM): 250 sucrose, 25 NaHCO 3 , 2.5 KCl, 1.25 NaH 2 PO 4 , 1 MgCl 2 , 25 glucose, and 2 CaCl 2 . The composition of the ACSF used for all the subsequent procedures was the same as the cutting solution, with the exception that the sucrose was replaced by NaCl 125 mM. Slices were kept at 34 °C in oxygenated ACSF for 1 h and then at room temperature until use. Recording pipettes (4-8 MΩ) were made from borosilicate glass capillaries. Whole-cell current clamp recordings were obtained from the soma of visually identified pyramidal neurons of layer 5 using IR-DIC optics. Recordings were carried out using a MultiClamp 700B amplifier (Molecular Devices, Sunnyvale, CA) and acquired with a Digidata digitizer (Molecular Devices). Series resistance (R s ) was monitored throughout the recordings and compensated using the bridge balance circuit of the amplifier. Recordings were discarded if R s changed by more than 20% during the experimental procedure.
Current clamp recordings were obtained with an internal solution containing (in mM): 135 K gluconate, 5 KCl, 10 HEPES, 2 MgCl 2 , 4 Na 2 ATP, 0.4 NaGTP, pH 7.2. For some recordings, the intracellular solution contained 0.1% Lucifer Yellow. Several steps of hyperpolarizing and depolarizing current were injected into the soma (increments of 50 pA; duration: 800 ms). Once stable recordings were obtained in normal ACSF (preEt), the slice was perfused with ACSF + 50 mM ethanol and additional recordings were obtained from the same cell 3 and 6 min after the beginning of ethanol application (3mEt and 6mEt, respectively). Recordings were also performed 5 and 10 min after the beginning of alcohol washout; cells were discarded if the number of spikes did not return to at least 40% of baseline during washout.
Active and passive membrane properties were analyzed using Igor Pro (WaveMetrics, Lake Oswego, OR). The following subthreshold parameters were measured: resting membrane potential, input resistance, membrane time constant, depolarizing voltage sag (calculated as (V max − V ss )/V max , where V max is the transient voltage peak reached soon after a hyperpolarizing current step and V ss is the steady state voltage). Measured suprathreshold parameters were spike threshold, spike amplitude, spike half-width (i.e., the spike width at half amplitude), afterhyperpolarization, interspike interval (ISI), and ratio between the last and 1st ISI of a spike train.
For voltage clamp recordings, K gluconate and KCl in the intracellular solution were substituted with CsCl (140 mM). Miniature inhibitory postsynaptic currents (mIPSCs) were isolated in the presence of TTX (1 µM; Tocris Cookson, Bristol, UK), APV (40 µM; Sigma, St. Louis, MO, USA), and NBQX (10 µM; Sigma) at a holding potential of − 60 mV. Under these experimental conditions E Cl is near 0 mV, thus IPSCs are inwardly directed. mIPSCs were analyzed by Mini Analysis software (Synaptosoft Inc., Decatur, GA). mIPSC frequency and amplitude were sampled for periods of 100 s. Rise time and decay time kinetics were analyzed by averaging over 100 synaptic events/cell per each experimental condition. Rise time was defined as the duration of the rise from 10 to 90% of the peak. Decay time was calculated by fitting the 10-90% decay phase with a monoexponential function and expressed as time constant τ.
Cell Viability Assay
After recovery in ACSF, three slices for each experimental condition (control, 3mEt, and 6mEt) were transferred into ACSF containing 1.5 mM propidium iodide (PI) and incubated for 10 min at room temperature. They were then washed three times in plain ACSF, followed by 30 min fixation in 4% paraformaldehyde in 0.1 M phosphate-buffered saline (PBS) (pH 7.4-7.6). Slices were then washed in PBS (2 × 10 min) and double-distilled water (2 × 5 min) and mounted in fluorescent-free medium (Vectashield ® Antifade Mounting Medium, Vector Laboratories, Burlingame, CA).
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They were then photographed using a Leica DM6000 widefield fluorescence microscope (Leica Microsystems, Wetzlar, Germany) with a 20 × lens. For each slice, ten randomly selected microscope fields were photographed at a resolution of 1392 × 1040 pixels (0.3084 mm 2 ) and PI-stained nuclei were counted with the "Count Particles" function of the ImageJ software (NIH, Bethesda, MD, USA) in an interval of area size between 12.56 and 78.50 µm 2 (diameter 4-10 µm). Values were expressed as number of PI-stained nuclei/mm 2 .
Statistical Analysis
Statistical differences of all grouped electrophysiological data, but ISI, were evaluated using the ANOVA for repeated measures test followed by Bonferroni post hoc. As ISI data distribution is not normal, differences were analyzed through the non-parametric Wilcoxon signed-rank test. Differences in the number of dead cells in the cell viability assay were tested by a one-way ANOVA. All values are expressed as mean ± standard error of the mean (s.e.m.). Differences were considered to be significant at P < 0.05.
Results
Acute effects of ethanol on neuronal activity in L5 pyramidal neurons were assessed after 3 min (3mEt) and 6 min (6mEt) of slice exposure to 50 mM ethanol, a concentration previously adopted in several functional studies in vitro and in vivo (e.g., Criswell et al. 2008; Ehrlich et al. 2012; Huang et al. 2012 ) and known to mimic ethanol levels in the blood of heavy drinkers (Han et al. 1998; Ehrlich et al. 2012 ). This brain concentration of ethanol causes cognitive dysfunction in humans and animal models, as well as altered synaptic function (reviewed in Tipps et al. 2014; White 2003; Zorumski et al. 2014) . Moreover, levels of ethanol in the central nervous system have been shown to match with blood levels in animal models (Gilpin et al. 2009; Smolen and Smolen 1989) . To exclude the possibility that the effects of ethanol on neuronal activity could be linked to its pro-apoptotic effects (Olney 2014), we have evaluated the incidence of cell death with PI in any of the three experimental conditions of the present study (Fig. 1) . Dead cells are easily spotted as their nuclei are intensely fluorescent following PI uptake. PIstained nuclei are scattered throughout the slice and there are no obvious differences in the number of positive nuclei between the three experimental conditions (Fig. 1a-c) . Figure 1d shows the results of statistical analysis in graph form. After one-way ANOVA, there are no statistically significant differences among the three experimental groups (F 2,30 = 0.467; P = 0.63).
All the cells recorded in current clamp and used for the quantitative evaluation (n = 8) were regular spiking L5 pyramidal neurons with a moderate spike frequency adaptation and input resistance ranging from 92 to 262 MΩ (mean ± s.e.m. = 161.53 ± 20.75 MΩ). The morphological control performed on neurons filled with Lucifer yellow confirmed the presence of basal dendrites and of an apical dendrite reaching the most superficial layers of the cortex. Figure 2 summarizes the main subthreshold parameters before ethanol exposure and 3-6 min after the beginning of ethanol bath application. The mean resting membrane potential was hyperpolarized by about 5 mV after ethanol application, with a statistically significant difference between preEt and 3mEt, and between preEt and 6mEt (Fig. 2a) . The input resistance and the membrane time constant showed a similar trend (Fig. 2b, c ): they were significantly lower than preEt at 3mEt, while they returned to baseline levels at 6mEt. No changes were observed in depolarizing voltage sag (Fig. 2d) . Suprathreshold parameters obtained upon somatic injections of depolarizing current are shown in Fig. 3 . As demonstrated by the ISI, the firing frequency was significantly reduced at both 3mEt and 6mEt, as compared to preEt (Fig. 3a) . This behavior was substantially maintained for all the levels of injected current (rheobase, 50 and 100 pA above rheobase; Fig. 3b-d) . For current injections 50 pA above rheobase, there was a significantly higher frequency adaptation at 6mEt, as compared to preEt (Fig. 3c-inset) . Other action potential parameters (threshold, amplitude, half-width, and afterhyperpolarization; Fig. 3e-h) were not significantly different before and after ethanol exposure, except threshold values that were significantly higher at 6mEt than at 3mEt.
As ethanol is known to enhance GABAergic inhibition (Lobo and Harris 2008; Förstera et al. 2016) , we tested whether alterations in active and passive membrane properties were also paralleled by increased miniature inhibitory postsynaptic transmission (mIPSCs; Fig. 4 ). Ethanol application did not significantly alter mIPSC frequency, suggesting a lack of presynaptic effects (Fig. 4b) . Also, no differences were observed in mIPSC amplitude and rise time (Fig. 4c-e) . However a slight but significant increase in decay time was observed at 6mEt as compared to preEt level (Fig. 4f ). 
Discussion
The present study provides a comprehensive description of the effects of alcohol exposure on the electrophysiological properties of neocortical pyramidal neurons in juvenile rodents. The deleterious actions of ethanol in the immature brain mainly involve a direct depression of neuronal activity (Lotfullina and Khazipov 2017) . The inhibitory effects of ethanol decrease with age and, in adult animals, ethanol only mildly depresses neuronal firing. In newborn P3-P9 rats, Fig. 3 The main firing properties measured before ethanol exposure (preEt), 3 and 6 min after the beginning of alcohol superfusion (3mEt, 6mEt). a representative recordings from the same L5 pyramidal neuron. For all the recordings, both the hyperpolarizing and the depolarizing currents were 100 pA. b-d mean interspike interval (ISI) at rheobase, 50 and 100 pA above rheobase (where rheobase is that found for each neuron before ethanol application). The symbols (x) indicate the number of neurons with less than two spikes/train. In these cases, the ISI was approximated to 801 ms (0 spike/train) or to the longest interval between the single spike and the extreme points of the depolarization envelope. The broken lines beside b show the ISI recorded from single neurons at rheobase, for each experimental condition. The symbols (#) indicate recordings with 0 spike/train in two neurons. Inset of c ratio between the last and the first ISI of the spike train 50 pA above rheobase. e-h the main parameters regarding the action potentials. AHP: afterhyperpolarization; n = 8 cells. *P < 0.05. **P < 0.01 1 3
the overall suppression of neuronal activity is mediated by both the depressions of NMDA receptors and the potentiation of GABAergic activity (Galindo et al. 2005; Sanderson et al. 2009 ). This combined effect has been associated with ethanol-induced apoptosis in the developing brain (Lotfullina and Khazipov 2017) . Although the suppressive effects of ethanol on cortical activity and the consequent apoptosis decrease with age, yet in adult cortical neurons ethanol still decreases NMDA currents, spike firing, and input resistance with no effects on GABAergic transmission (Badanich et al. 2013; Sessler et al. 1998) . Our data confirm that ethanol has suppressive effects on firing activity of pyramidal neurons from juvenile adolescent mice, without causing detectable cell death. Unlike adult neurons, however, it also causes a mild postsynaptic enhancement of GABAergic transmission, which may further amplify the suppressive effect on firing activity. In particular, we have shown a significant reduction of the input resistance and membrane time constant after 3 min of 50 mM ethanol bath application, accompanied by a hyperpolarization of resting membrane potential. Consistently, firing rate was also significantly reduced after both 3 and 6 min of alcohol exposure. Our data are in line with previous observations made on acute slices of adult rodents, although some discrepancies among different works can be found. Sessler et al. (1998) reported a decreased firing rate of L5 neurons of young (125-200 gr) rats after bath application of ethanol. A reduction in input resistance was also observed, while the authors did not find consistent changes of membrane potential (Sessler et al. 1998) . Conversely, the hyperpolarization, in presence of a small, non-significant reduction of input resistance, was observed in rats by Proctor et al. (1992) . In large regular spiking neurons of the 7-week-old mouse orbitofrontal cortex, the application of ethanol led to a reduction of spike firing and input resistance, accompanied by hyperpolarization (Badanich et al. 2013) . These effects seem to be region-specific, since in hippocampal slices the acute exposure to alcohol was more frequently accompanied by depolarization rather than hyperpolarization (Siggins et al. 1987) . As a more general remark on experimental alcohol studies, it should be taken into account that different effects of ethanol can be observed not only in different brain regions, but also as a function of age and rodent strains (Brodie and Appel 2000; Ikonomidou et al. 2000; Dou et al. 2013) .
There are several possible explanations for the decrease in intrinsic excitability and input resistance observed in the present study. The potentiation of GABAergic transmission by ethanol has been repeatedly observed in brain slices (reviewed in Weiner and Valenzuela 2006) . Our data on mIPSCs, however, show no significant difference of amplitude and frequency after exposure to ethanol. These findings are in agreement with those obtained by Fleming et al. (2009) on cultured cortical neurons. In other studies, a change of miniature or spontaneous IPSCs has been observed after exposure of dissociated cortical neurons to 100 mM ethanol (Marszalec et al. 1998; Moriguchi et al. 2007) , and increased presynaptic release of GABA has been reported in different immature rodent models (Galindo et al. 2005; Sanderson et al. 2009 ). Even in the absence of frequency/amplitude modifications, the slightly longer duration of mIPSCs observed in our study after 6 min of ethanol application, and therefore the increased GABA-mediated Cl − charge transfer, may partly explain the decreased excitability of pyramidal neurons. However, as no effects on decay time were detected after 3 min, the increased inhibitory synaptic transmission is unlikely to underlie early ethanol-induced changes in cell activity. On the other hand, we cannot exclude that ethanol may also potentiate extrasynaptic GABA A receptors, thus challenging tonic GABAergic inhibition. Indeed, ethanol-mediated effects on tonic inhibition have been previously reported in hippocampal neurons (Wei et al. 2004) . Further investigations are thus required to specifically address this point in cortical neurons.
Another effect potentially accounting for a reduction of input resistance is the potentiation of hyperpolarizationactivated currents (I h ). It is known that ethanol augments I h in neuronal and non-neuronal cell types (e.g., Okamoto et al. 2006; Chen et al. 2012) . The alcohol-mediated potentiation of I h on hippocampal interneurons is more effective in adolescent than in adult rats (Yan et al. 2009 ). However, the expression of HCN channels mediating I h at somatic locations of L5 pyramidal neurons is constantly low during development (Atkinson and Williams 2009) . Furthermore, in the present study we did not observe a significant change of the depolarizing sag after injection of hyperpolarizing current. Therefore, the effect of ethanol on I h , if any, is unlikely to be the main factor responsible for the decrease of input resistance. We cannot rule out that ethanol can affect other ion channels, as the electrophysiological properties of neurons are the result of a combined effect of several conductances (e.g., Day et al. 2005) .
Interestingly, we have also found that some of the ethanol-related changes are time-dependent. In fact, while the decreased spike firing is maintained throughout the alcohol superfusion, the input resistance and membrane time constant display a more complex time course, showing a significant decrease after 3 min of alcohol application, followed by a return to control values after 6 min. This biphasic action of ethanol might involve slow-onset processes such as ion channel phosphorylation (reviewed in Trudell et al. 2014 ).
Whatever the mechanism accounting for the alterations observed in the present study, they can impair the function of juvenile neurons acutely exposed to alcohol. The changes of membrane time constant, besides affecting synaptic integration, can also modify the induction of spiketiming dependent plasticity (Fuenzalida et al. 2007 ). The reduced intrinsic excitability of pyramidal neurons can have deep consequences on network activity and on plastic adjustments required for learning and memory processes (see Cohen et al. 2017 , for a discussion on the interplay among neuron excitability, plasticity, and network remodeling). These alterations are expected to have a dramatic effect on cortical activity of young drinkers, since the blood ethanol concentrations in adolescents rise more rapidly as compared to adults. According to the National Institute on Alcohol Abuse and Alcoholism (NIAAA), binge drinking in adults corresponds to five drinks within a 2-h period, which lead to a blood concentration above 80 mg/dl. In the adolescent population, three drinks only are sufficient to pass the threshold (Donovan 2009 ), thus increasing the likelihood that a concentration close to that used in our experiments is reached. Therefore, our data contribute to clarify that even single, acute exposures to alcohol can have dramatic and potential long-term consequences on brain electrical activity and behavior.
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