Nonlinear dendritic processing appears to be a feature of biological neurons and would also be of use in many applications of artificial neural networks. This paper presents a model of an initially standard linear node which uses unsupervised learning to find clusters of inputs within which inactivity at one synapse can occlude the activity at the other synapses.
Introduction
Certain applications of artificial neural networks require more powerful computational mechanisms than the standard linear threshold unit. In addition, the response properties of biological neurons display nonlinearities, hence, higher-order units are also required to model such cells. For example:
• To form a topological map of egocentric space (to guide reaching movements) for a robot with movable "eyes" and "neck" a node within the map would need to respond, exclusively, to all combinations of gaze direction and neck rotation which bring fixation to the same point in space. Cells in the parietal area of the neocortex respond to a preferred retinal location but are modulated, multiplicatively, by eye and head position [1] .
• To form an invariant representation (e.g., of an object under visual transformations) requires that sets of input patterns be associated together while being distinguished from other, possibly over-lapping, paterns. Cells in the inferotemporal area of the neocortex are selective to the form of visual stimulus but insensitive to location and scale of the image [2] .
There is evidence to suggest that information processing takes place in the dendritic trees of biological neurons (see [3] for a review). Local thresholding of the summed input from clusters of excitatory synapses within the dendritic tree could account for the multiplicative responses of cells [4, 5] . A single such unit is thus as powerful as a multilayer network of linear threshold units, and the outputs of many nonlinear units can be combined together to act as a larger, "virtual", nonlinear unit [5] . 
SIGMA-PI UNITS
The principal model of a nonlinear neuron is the sigma-pi unit (Figure 1(a) ), in which the output activation (y) is calculated as the weighted sum of the products of independent sets, or clusters, of input values (x k ) [6, 5] :
Hebbian learning, between the cluster's product and the unit's (required) output, can be used to find appropriate values for the synaptic weights (q) [5, 7] . The inputs which form a cluster need to be predefined: either all clusters are defined to be the same size, in which case all combinations of m inputs are used (this is unsatisfactory as the appropriate cluster size may not be known before-hand, nor may all the required clusters be of the same size); alternatively all combinations of ≤ m inputs are used (which is computationally inhibitive, due to the number of clusters required, if the number of inputs or the maximum cluster size is large). Even using the more tractable first approach the number of parameters required can easily be unreasonably large (e.g., for a node to represent all clusters of size 5 from a total of 50 inputs would require over 2.1 × 10 6 synapses). Noise is also a problem due to the input values being multiplied together, so that noise in a single input value will affect the activation of the entire cluster.
To overecome these problems individual clusters can be represented as "product units" which can learn arbitary polynomial functions via gradient descent [8] . Each product unit, thus, learns which inputs are relevant to the cluster it represents. However, it is then necessary to use a multilayer network of both summing and product units as well as using supervised learning, and noise remains a problem.
CLUSTERON UNITS
The clusteron (Figure 1(b) ) is a more biologically inspired attempt to model dendritic cluster sensitivity [9, 3] . The output of a unit is calculated as:
The contribution of a synapse j is thus affected by the activity of neighbouring synapses (within radius m of j ) on the one-dimensional dendrite. A "cluster" is thus defined differently in this case. In contrast to sigma-pi units, where each set of inputs have a synaptic weight, in the clusteron each input has a synaptic weight and the term "cluster" is used to refer to those inputs which can affect the activation received by a particular synapse. All clusters are of a constant, predefined, size and hence suffer from the same problems as a sigma-pi unit with the same restriction (see above), with the additional problem that false clusters are formed (e.g., in Figure 1(b) , having clustered synapses 1 and 6 and synapses 6 and 2, synapses 1 and 2 will also be in a cluster, whether or not this is justified by the input data). Noise in one input will affect the contributions of all the other synapses in the cluster so that the effect of noise is almost as strong as in a sigma-pi unit. Moreover, because there is no way of isolating a cluster from the activations of other synapses in the neighbourhood there is crosstalk and the clusteron is inherently much more noisy. The effect of neighbouring synapses is not conjunctive, and restricting the dendrite to one-dimension limits the number of clusters any one synapse can participate in.
Clustering is determined by the ordering of the synapses along the dendrite, and is formed by randomly swapping the positions of those synapses that have been least involved in firing the unit; this is little better than random search. The apparent huge reduction in the number of parameters in comparison to a sigma-pi unit (e.g., a node with 50 inputs requires just 50 synapses) is due to the clustering of the inputs not being explicitly represented and is paid for in the search time required before clusters are formed. The probability of finding the correct clusters becomes small very rapidly with problem size (e.g., the probability that within any random ordering of 50 synapses a specific cluster of 5 inputs is present is less than 2.2 × 10 −5 ).
Implementation
The drawbacks of the sigma-pi unit, discussed above, are all practical issues. It is too computationally expensive to implement a unit with all possible clusters, while using a more tractable subset of clusters requires a priori knowledge and presumes clusters will be of the same size. (Since the clusteron was designed to explore the effects of cluster sensitivity in models of the dendritic trees of biological neurons it does not consider these practical issues, and suffers from similar limitations.)
A solution would be to learn the clustering, assuming that the learning procedure itself was tractable. A minimum set of clusters could then be found and the size of each cluster could be independent. We introduce a model of dendritic computation which learns clustering (Figure 1(c) ). In this model any synapse (k) may form, part of, a cluster with any other synapse (j ). The degree to which both are in the same cluster is designated by c jk (the "cluster weight"). The definition of "cluster" used here is similar to that used in the clusteron; each input has an individual synaptic weight and other inputs in the cluster can affect the activation received by that synapse. The definition differs in that the set of inputs which form a cluster is determined by the strength of the cluster weights rather than by neighbourhood. For an individual synapse, j , all other inputs, k, which can affect the activation at synapse j are its cluster, these will be inputs for which the cluster weight c jk > κ (see below, where κ is a constant threshold). The cluster weights define global pairwise interactions between synapses, however the input at synapse j can be affected by all other inputs for which c jk > κ so that the cluster can be any size.
No a priori assumptions are made about the required clustering and so all cluster weights are initially zero (c jk = 0 ∀j, k). In this condition it is necessary that the node act as a standard linear neuron. As clusters are learnt there should be a transition to nonlinear behaviour with the degree of nonlinearity increasing in proportion to the cluster weight (i.e., as c jk increases the confidence that synapse k is part of a cluster with synapse j increases and the value of x k should have increasing effect on the input at synapse j ). An activation function which satisfies these requirements is:
Such a node will act as a linear unit until c jk > κ for some connection. Once this condition has been reached the input to synapse j can be reduced by low activity in x k or "turned off" if input x k is inactive. In all other situations the activation of the node is simply the weighted sum of the input values. In the worse case (when c jk = 1 ∀k ∈ cluster j ) the effect of noise is as bad as for a sigma-pi unit. However, the cluster weights are generally small, so that only much reduced values of x k will affect the activation of synapse j . Thus input noise on any one source will only affect the activation at that synapse and not the activation received by other synapses in the cluster resulting in much smaller effect on the output activation.
While it would appear that there are a large number of cluster weights to be learnt the number of parameters required is much less than for a sigma-pi unit (e.g., with 50 inputs a node requires 50 synapses plus 2450 cluster weights) with the added benefit that there are no restrictions on cluster size. However, because each synapse has only one cluster weight vector, it can only participate in a single cluster. To represent patterns that require an input to participate in multiple clusters, a "virtual" unit consisting of multiple, competing, nodes can be used. The individual nodes within a virtual unit use unsupervised competitive learning to divide the problem between them.
The explicit representation of clusters allows them to be formed without search. Since inputs likely to be part of the same cluster will be frequently coactive the clustering weights (c) and the synaptic weights (q) are learnt simultaneously (both sets of weights have zero strength initially):
Synaptic weight change is a function of the pre-and post-synaptic activity at that synapse. Cluster weight change is a function of the post-synaptic activity and the pre-synaptic activity at both synapses connected by that cluster weight.
v is the average of the past activity of v. Hence, this learning rule is a variant of the covariance rule but constrained not to allow positive weight increases when both pre-and post-synaptic activities are below threshold (⊗ is multiplication when either or both terms are positive and gives zero otherwise). For synaptic weight changes the value of ṽ v − 1 is constrained to be positive, while for cluster weight learning it can be either positive or negative. Hence, cluster weights can decrease as well as increase resulting in the formation of cluster weights being more conservative than the formation of synaptic weights. In addition, c for any synapse which has zero synaptic weight (i.e., q j = 0) is reset so that c jk = 0 ∀k. Thus, cluster weights are smaller than synaptic weights and only inputs which form strong synaptic weights can form clusters with other inputs. This prevents false clusters being found and allows the node to realign its receptive field if the input distribution changes.
Results
As a simple example (applied to a continuous, real valued, input distribution) consider the problem of learning to represent (using one node) points along the leading diagonal of the unit square of the 2-dimensional plane. Each of the two coordinates of the input space were represented by a population coded array providing inputs to the node (Figure 2(a) ). Within each of these arrays the coordinate of a data point was represented by a Guassian activity distribution centred on the coordinate value. Training data consisted of uniformly distributed randomly selected points along the diagonal. Since this training data spans the entire range of each coordinate all synaptic weights become equally strong, and hence, without using any dendritic interaction (by keeping c jk = 0 ∀j, k) the node responds, after training, equally to any point within the unit square (Figure 2(b) ). However, when the learning of cluster weights is allowed they are formed between synapses representing corresponding coordinate values (Figure 2(d) ). Hence, a node using dendritic interaction responds to test data along the leading diagonal only (Figure 2(c) ). Similar results can be generated for learning to represent arbitrary curves. Figure 3(a) shows the response of a node trained to represent the circumference of a quadrant of a circle. To represent the entire circumference of a circle would require a synapse representing a particular x-coordinte (or y-coordinate) to form clusters with inputs representing two distinct y-coordinate (x-coordinate) values. As mentioned above, since each synapse has only a single cluster weight vector it can only take part in a single cluster, but the output of multiple, competing, nodes can act as a larger virtual unit. Figures 3(b) and 3(c) show the response of two nodes which compete to represent the circumference of a circle. It can be seen that each node has come to represent diagonally opposite quadrants of a circle, where each synapse need only take part in a single cluster. The sum of these two responses represents the response of a virtual unit composed of these two nodes and is shown in Figure 3(d) .
As a second example (applied to a discontinuous, binary valued, input space) consider the problem of trying to distinguish (using a single layer of two nodes) horizontal and vertical lines on an 8 by 8 grid. Learning is unsupervised with the two nodes competing to represent inputs. Since there is no overlap between lines of the same orientation an extra constraint is required to cause them to be classified together. One such constraint is to increase the probability that contiguous inputs are of the same orientation (Figure 4(a) ), and to use a learning rule that biases ("sensitises") the previously active node to remain active. Although a similar method has previously been proposed as a mechanism for learning invariance to input translations [10] it was used with (two layers of) linear units in which case it is only possible to learn invariances if there is little overlap between patterns [11] and the node will incorrectly respond if the input consists of partial patterns from different translational positions. Using (a single layer) of two linear units, could not solve the horizontal/vertical lines problem. Instead, the competition between the nodes causes them to divide the weight array arbitrarily so that each represents some horizontal and some vertical lines (Figure 4(b) ). A similarly arbitary division of the input space also occurs when dendritic interaction is used but without sensitisation of the competition (Figure 4(c) ). Since both sets of lines activate all points in the grid a node representing horizontal lines would have equal weights to all inputs, and a node representing vertical lines would have a similar weight array. Thus, the weight space alone can not be used to distinguish the line's orientation. However, using dendritic interaction together with sensitisation nodes can learn to exclusively represent either vertical or horizontal lines (Figure 4(d) ), both nodes learn similar weight arrays, but the cluster weights distinguish between line orientations.
Using supervised learning (as opposed to unsupervised learning, as used above) neurons which learn synaptic clusters can be applied to learning any nonlinear function that other nonlinear nodes or multilayer networks of linear threshold units can be applied to. In cases where multiple units act as a virtual unit, supervision specifies the required output of the virtual unit, rather than the outputs of individual nodes, and the nodes within the virtual unit compete (as in unsupervised learning) to divide the problem between them. A standard problem is to detect the parity of a binary input vector. Since the synaptic weights in this model are constrained not to be negative, it is necessary to use an encoding of the input vector containing each bit and its complement (such an encoding would be required to solve this problem by any other neural network with the same restriction on synaptic weights). The two bit parity problem (or XOR problem) can be solved using a single nonlinear node. A linear unit, trained in the same way, is unable to fully solve this problem. The mean response, after training, for nodes trained on this problem is shown in Table I . Two linear units are still unable to solve the XOR problems, while two nonlinear units (activing as a virtual unit) produce a good solution (Table II) . For parity problems involving more bits each input needs to form a part of more than one cluster, so that solutions can only be found using multiple nodes acting as a larger virtual unit. Hence, using one unit, either linear or nonlinear, fails to solve the 3 bit parity problem (Table III, the result for linear and nonlinear nodes are identical as the conflicting requirements for the cluster weights in the nonlinear case cause all cluster weights to remain below κ). The response of two competing nodes to patterns of three bits are shown in Table IV , together with the summed response representing the activation of the virtual node formed by these two nodes. It can be seen that a virtual unit of two nonlinear nodes has begun to solve the problem, while a virtual unit of linear units fails.
Conclusions
This paper suggests that learning clusters of inputs, for nonlinear dendritic processing, provides a solution to some of the practical limitations of other models. The resulting neurons are no more powerful than other models with nonlinear input functions (nor more powerful than a multilayer network of linear threshold units). However, this method does have the advantage of being more tractable than other implementations of nonlinear neurons. It provides unsupervised, and efficient, learning of dendritic clusters, without the prespecification of cluster size; allowing clusters to be of independent and arbitrary size. False clusters are not formed. Inactive synapses can block the activity of all other synapses in the cluster, but otherwise clustering has no effect on the activity. This allows the method to work with population coded inputs, and makes it relatively insensitive to noise in the input values. While the spatial ordering of the synapses within the dendritic tree may be critical for a biological neuron, it does not mean that an artificial neuron must also use the ordering of the synapses to represent clustering. Instead, we have used "weights" to represent the degree of clustering between synapses. All sense of locality is thus lost, and this model does not attempt to represent local interactions within a fixed dendritic tree. In this sense it is not a biologically plausible model of nonlinear dendritic processing. However, for the static ordering of the synapses on a dendritic tree to be formed it must be learnt. The clustering weights of this model might therefore be interpreted as representing the mutual attraction of axons innervating a 3-dimensional dendritic tree.
