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Abstract
In this paper, we present new interval oscillation criteria related to integral averaging technique for second order partial differential
equations with delays that are different from most known ones in the sense that they are based on the information only on a sequence
of subintervals of [t0,∞), rather than on whole half-line. Our results are sharper than some previous results and handles the cases
which are not covered by known criteria.
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1. Introduction
Consider the second order delay partial differential equation

t
(
p(t)

t
u(x, t)
)
= a(t)u(x, t) +
s∑
k=1
ak(t)u(x, t − k(t))
− q(t)u(x, t) −
m∑
j=1
qj (t)u(x, t − j ), (x, t) ∈ × R+ ≡ G, (1.1)
where  is a bounded domain in RN with a piecewise smooth boundary , R+ = [0,∞) and
u(x, t) =∑Ni=1 (2u(x, t)/x2i ).
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Throughout this paper, we assume that
(H1) p ∈ C1(R+; (0,∞)),
∫∞ ds/p(s) = ∞;
(H2) q, qj ∈ C(R+;R+); j ∈ Im = [1, 2, · · · ,m];
(H3) a, ak ∈ C(R+;R+), k ∈ C(R+;R+), limt→∞(t − k(t)) = ∞, j are nonnegative constants, j ∈ Im, k ∈ Is .
Consider the following boundary condition:
u(x, t)

+ g(x, t)u(x, t) = 0, (x, t) ∈ × R+, (1.2)
where  is the unit exterior normal vector to  and g(x, t) is a nonnegative continuous function on × R+.
Deﬁnition 1.1. The solution u(x, t) of the problem (1.1), (1.2) is said to be oscillatory in the domain G if for any
positive number  there exists a point (x0, t0) ∈ × [,∞) such that u(x0, t0) = 0 holds.
Deﬁnition 1.2. Wesay that a functionH=H(t, s) belongs to a function class, denoted byH ∈ . IfH ∈ C(D;R+),
where D = {(t, s),−∞< t, s <∞} which satisﬁes
H(t, t) = 0, H(t, s)> 0 for t > s, (1.3)
and has partial derivatives H/t and H/s on D such that
H
t
= h1(t, s)
√
H(t, s),
H
s
= −h2(t, s)
√
H(t, s), (1.4)
where h1, h2 ∈ Lloc(D;R).
Recently, there has been an increase in studying the oscillation for the second order delay partial differential equations.
For example, see [1–13]. However, all above mentioned oscillation results involve the integral of p, q and hence require
the information of p, q on the entire half-line [t0,∞).
In this paper, by using Riccati technique we obtain several new interval criteria for oscillation, that is criteria by the
behavior ofp, q only on a sequence of subintervals of [t0,∞). Our results improve and extend the results of [3–5,8–10].
2. Main results
The following lemmas will be useful in the proof of our main results.
Lemma 2.1 (Li[10]). Suppose that the differential inequality
(p(t)v′(t))′ + q(t)v(t) +
m∑
j=1
qj (t)v(t − j )0 (2.1)
has no eventually positive solutions, where
v(t) =
∫

u(x, t) dx, t t0. (2.2)
Then every solution u(x, t) of the problem (1.1), (1.2) is oscillatory on G.
Lemma 2.2. If v(t) is a solution of (2.1) such that v(t)> 0, tT0 − , for some T0 t0, where  = max1 jmj ,
then
(p(t)v′(t))′0, v′(t)0, tT0. (2.3)
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Proof. It follows from (H2) and (2.1) we have
(p(t)v′(t))′0, tT0. (2.4)
Herep(t)v′(t) is a decreasing function.We claim that v′(t)0 for tT0. In fact, if there is a t1 >T0 such that v′(t1)< 0.
It follows from (2.4)
v(t)v(t1) + p(t1)v′(t1)
∫ t
t1
ds
p(s)
, t t1.
Therefore, by (H1), we have limt→∞v(t)=−∞, which contradicts the fact that v(t)> 0 for tT0. This completes the
proof. 
Lemma 2.3. If v(t) is a solution of (2.1) such that v(t)> 0 on [c, b) where (c >T0 − ), for any j0 ∈ Im, let
u(t) = p(t)v
′(t)
v(t − j0)
, t ∈ [c, b), (2.5)
then for any H ∈ ,∫ b
c
{H(b, s)qj0(s) −
1
4
p(s − j0)h22(b, s)} dsH(b, c)u(c). (2.6)
Proof. From (2.1) and (H2), we obtain
(p(t)v′(t))′ + qj0(t)v(t − j0)0, t ∈ [c, b). (2.7)
From (2.5) and (2.7), we get
u′(t) − qj0(t) −
p(t)v′(t)v′(t − j0)
v2(t − j0)
, t ∈ [c, b).
Using the fact that p(t)v′(t) is decreasing, we have
p(t)v′(t)p(t − j0)v′(t − j0), t ∈ [c, b).
Thus,
u′(t) − qj0(t) −
1
p(t − j0)
(
p(t)v′(t)
v(t − j0)
)2
= − qj0(t) −
1
p(t − j0)
u2(t). (2.8)
Multiplying (2.8), with t replaced by s, by H(t, s) and integrating from c to t for t ∈ [c, b) and using (1.3) and (1.4),
we get∫ t
c
H(t, s)qj0(s) ds −
∫ t
c
H(t, s)u′(s) ds −
∫ t
c
H(t, s)
u2(s)
p(s − j0)
ds
= H(t, c)u(c) −
∫ t
c
h2(t, s)
√
H(t, s)u(s) ds −
∫ t
c
H(t, s)
u2(s)
p(s − j0)
ds
= H(t, c)u(c) + 1
4
∫ t
c
p(s − j0)h22(t, s) ds
−
∫ t
c
{√
H(t, s)
p(s − j0)
u(s) + 1
2
h2(t, s)
√
p(s − j0)
}2
ds.
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Hence, we have∫ t
c
H(t, s)qj0(s) ds −
1
4
∫ t
c
p(s − j0)h22(t, s) dsH(t, c)u(c).
Letting t → b−0 in the above, we obtain (2.6). The proof is completed. 
Lemma 2.4. If v(t) is a solution of (2.1) such that v(t)> 0 on (a, c], where a >T0 − , for any j0 ∈ Im, let u(t)
deﬁned by (2.5) on (a, c], then for any H ∈ ,∫ c
a
{H(s, a)qj0(s) −
1
4
p(s − j0)h21(s, a)} ds − H(c, a)u(c). (2.9)
Proof. Similar to the proof of Lemma 2.3, (2.8) holds. We multiply (2.8) by H(s, t), integrate it with respect to s from
t to c for t ∈ (a, c], and use (1.3) and (1.4), we get∫ c
t
H(s, t)qj0(s) ds −
∫ c
t
H(s, t)u′(s) ds −
∫ c
t
H(s, t)
p(s − j0)
u2(s) ds
= − H(c.t)u(c) +
∫ c
t
h1(s, t)
√
H(s, t)u(s) ds −
∫ c
t
H(s, t)
p(s − j0)
u2(s) ds
= − H(c, t)u(c) + 1
4
∫ c
t
p(s − j0)h21(s, t) ds
−
∫ c
t
{√
H(s, t)
p(s − j0)
u(s) − 1
2
√
p(s − j0)h1(s, t)
}2
ds.
Hence, we have∫ c
t
{H(s, t)qj0(s) −
1
4
p(s − j0)h21(s, t)} ds − H(c, t)u(c).
Letting t → a+ in the above, we obtain (2.9). The proof is complete. 
Lemma 2.5. If v(t) is a solution of (2.1) such that v(t)> 0 on [c, b), for any j0 ∈ Im, let
u¯(t) = F(t)
{
p(t)v′(t)
v(t − j0)
+ p(t − j0)f (t)
}
, t ∈ [c, b), (2.10)
where f ∈ C1[t0,∞) and F(t) = exp(−2
∫ t
t0
f (s) ds). Then for any H ∈ ,
∫ b
c
{H(b, s)(s) − 1
4
F(s)p(s − j0)h22(b, s)} dsH(b, c)u¯(c), (2.11)
where
(s) = F(s){qj0(s) + p(s − j0)f 2(s) − [p(s − j0)f (s)]′}. (2.12)
Proof. From (2.7) and (2.10), we obtain
u¯′(t) − 2f (t)u¯(t)
+ F(t)
{
−qj0(t) −
p(t)v′(t)v′(t − j0)
v2(t − j0)
+ (p(t − j0)f (t))′
}
.
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Using the fact that p(t)v′(t)p(t − j0)v′(t − j0), we get
u¯′(t) − 2f (t)u¯(t) + F(t)
{
−qj0(t) −
1
p(t − j0)
(
p(t)v′(t)
v(t − j0)
)2
+ (p(t − j0)f (t))′
}
= −2f (t)u¯(t) + F(t)
{
−qj0(t) −
1
p(t − j0)
(
u¯(t)
F (t)
− p(t − j0)f (t)
)2
+ [p(t − j0)f (t)]′
}
= −(t) − u¯
2(t)
p(t − j0)F (t)
.
The rest of the proof is similar to that of Lemma 2.3 and hence is omitted here. 
Lemma 2.6. If v(t) is a solution of (2.1) such that v(t)> 0 on (a, c], for any j0 ∈ Im, let u¯(t) be deﬁned by (2.10),
them for any H ∈ ,∫ c
a
{H(s, a)(s) − 1
4
p(s − j0)F (s)h21(s, a)} ds − H(c, a)u¯(c), (2.13)
where F(s), (s) are deﬁned as in Lemma 2.5.
The proof is similar to the proof of Lemma 2.5, hence we omit the details.
The following theorem is an immediate result from Lemmas 2.1 to 2.4.
Theorem 2.1. Suppose that for any T  t0, there exist H ∈ , j0 ∈ Im, and a, b, c ∈ R such that T a < c<b and,
1
H(c, a)
∫ c
a
{H(s, a)qj0(s) −
1
4
p(s − j0)h21(s, a)} ds
+ 1
H(b, c)
∫ b
c
{H(b, s)qj0(s) −
1
4
p(s − j0)h22(b, s)} ds > 0. (2.14)
Then every solution u(x, t) of the problem (1.1), (1.2) is oscillatory in G.
proof. By Lemma 2.1 we only will prove that the inequality (2.1) has no eventually positive solutions. Suppose that
v(t) is an eventually positive solution of (2.1), without loss of generality, we may assume that v(t)> 0, t t1. By
assumption, we can choose a, b, c ∈ R such that t1a < c<b, and (2.14) holds. From Lemmas 2.3 and 2.4, we see
that both (2.6) and (2.9) hold. By dividing (2.6) and (2.9) by H(b, c) and H(c, a), respectively, and then adding them,
we have
1
H(c, a)
∫ c
a
{H(s, a)qj0(s) −
1
4
p(s − j0)h21(s, a)} ds
+ 1
H(b, c)
∫ b
c
{H(b, s)qj0(s) −
1
4
p(s − j0)h22(b, s)} ds0
which contradicts the assumption (2.14) and the proof is complete. 
Theorem 2.2. If for some H ∈ , j0 ∈ Im, and for each r t0,
lim sup
t→∞
∫ t
r
{H(s, r)qj0(s) −
1
4
p(s − j0)h21(s, r)} ds > 0, (2.15)
and
lim sup
t→∞
∫ t
r
{H(t, s)qj0(s) −
1
4
p(s − j0)h22(t, s)} ds > 0. (2.16)
Then every solution u(x, t) of the problem (1.1), (1.2) is oscillatory in G.
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Proof. For any T  t0, let a = T . In (2.15) we choose r = a. Then there exists c >a such that∫ c
a
{H(s, a)qj0(s) −
1
4
p(s − j0)h21(s, a)} ds > 0. (2.17)
In (2.16) we choose r = c, then there exists b> c such that∫ b
c
{H(b, s)qj0(s) −
1
4
p(s − j0)h22(b, s)} ds > 0. (2.18)
Combining (2.17) and (2.18) we obtain (2.14). The conclusion thus comes from Theorem 2.1. The proof is
complete. 
For this case where H := H(t − s) ∈ , we have that h1(t − s) = h2(t − s). The subclass of  containing such
H(t − s) is denoted by 0. Applying Theorem 2.1 to 0, we easily obtain the following result.
Theorem 2.3. If for any T  t0, there exist H ∈ 0, j0 ∈ Im, and a, c ∈ R such that T a < c and∫ c
a
{H(s − a)(qj0(s) + qj0(2c − s)) −
1
4
h2(s − a)[p(s − j0) + p(2c − s − j0)]} ds > 0, (2.19)
then every solution u(x, t) of the problem (1.1), (1.2) is oscillatory in G.
Proof. Let b = 2c − a, then H(b − c) = H(c − a) = H(b − a)/2, and for any w ∈ L[a, b], we have ∫ b
c
w(s) ds =∫ c
a
w(2c − s) ds. Hence
∫ b
c
H(b − s)qj0(s) =
∫ b
c
H(s − a)qj0(2c − s) ds,
∫ b
c
p(s − j0)h2(b − s) ds =
∫ c
a
p(2c − s − j0)h2(s − a) ds.
Thus that (2.19) holds implies that (2.14) holds for H ∈ 0, and therefore every solution of the problem (1.1), (1.2) is
oscillatory in G by Theorem 2.1. The proof is complete. 
Let H(t, s) = (t − s)	, ts t0, where 	> 1 is a constant. We obtain the following corollary.
Corollary 2.1. If for each r t0 and for some 	> 1, and j0 ∈ Im,
lim sup
t→∞
1
t	−1
∫ t
r
[(s − r)	qj0(s) −
	2
4
(s − r)	−2p(s − j0)] ds > 0, (2.20)
and
lim sup
t→∞
1
t	−1
∫ t
r
[(t − s)	qj0(s) −
	2
4
(t − s)	−2p(s − j0)] ds > 0, (2.21)
then every solution u(x, t) of the problem (1.1), (1.2) is oscillatory in G.
Let R(t) = ∫ t
t0
ds/p(s − j0), H(t, s) = [R(t) − R(s)]	, t t0, where 	> 1 is a constant. Using Theorem 2.2, we
easily obtain the following theorem.
Theorem 2.4. If for each r t0 and for some 	> 1, j0 ∈ Im,
lim sup
t→∞
1
R	−1(t)
∫ t
r
(R(s) − R(t))	qj0(s) ds >
	2
4(	− 1) , (2.22)
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and
lim sup
t→∞
1
R	−1(t)
∫ t
r
(R(t) − R(s))	qj0(s) ds >
	2
4(	− 1) , (2.23)
then every solution u(x, t) of (1.1), (1.2) is oscillatory in G.
Proof. Since H(t, s) = (R(t) − R(s))	, then
h1(t, s) = 	(R(t) − R(s))(	−2)/2 1
p(t − j0)
,
h2(t, s) = 	(R(t) − R(s))(	−2)/2 1
p(s − j0)
.
Nothing that∫ t
r
p(s − j0)h21(s, r) ds =
∫ t
r
	2(R(s) − R(r))	−2 ds
p(s − j0)
= 	
2
	− 1 (R(t) − R(r))
	−1
,
and ∫ t
r
p(s − j0)h22(s, r) ds =
∫ t
r
	2(R(t) − R(r))	−2 ds
p(s − j0)
= 	
2
	− 1 (R(t) − R(r))
	−1
,
lim
t→∞
1
4R	−1(t)
∫ t
r
p(s − j0)h21(s, r) ds =
	2
4(	− 1) , (2.24)
lim
t→∞
1
4R	−1(t)
∫ t
r
p(s − j0)h22(t, s) ds =
	2
4(	− 1) . (2.25)
From (2.22) and (2.24), we have
lim sup
t→∞
1
R	−1(t)
∫ t
r
{(R(s) − R(r))	qj0(s) −
1
4
p(s − j0)h21(s, r)} ds
= lim sup
t→∞
1
R	−1(t)
∫ t
r
(R(s) − R(r))	qj0(s) ds −
	2
4(	− 1) > 0,
i.e., (2.15) holds. Similarly, (2.23) implies that (2.16) holds. By Theorem 2.2 , every solution u(x, t) of the problem
(1.1), (1.2) is oscillatory in G. 
The following Theorems are immediate results from Lemmas 2.5 and 2.6.
Theorem 2.5. Assume that for any T  t0, there exist H ∈ , F ∈ C1([t0,∞);R), j0 ∈ Im, and a, b, c ∈ R such that
T a < c<b,
1
H(c, a)
∫ c
a
{H(s, a)(s) − 1
4
p(s − j0)F (s)h21(s, a)} ds
+ 1
H(b, c)
∫ b
c
{H(b, s)(s) − 1
4
p(s − j0)h22(b, s)} ds > 0. (2.26)
Then every solution u(x, t) of the problem (1.1), (1.2) is oscillatory in G.
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Theorem 2.6. If for some H ∈ , F ∈ C1([t0,∞);R), j0 ∈ Im, and for each r t0,
lim sup
t→∞
∫ t
r
{H(s, r)(s) − 1
4
p(s − j0)F (s)h21(s, r)} ds > 0,
and
lim sup
t→∞
∫ t
r
{H(t, s)(s) − 1
4
p(s − j0)F (s)h22(t, s)} ds > 0,
then every solution u(x, t) of the problem (1.1), (1.2) is oscillatory in G.
Theorem 2.7. If for each T  t0, there exist H ∈ 0, F ∈ C1([t0,∞);R), j0 ∈ Im, and a, c ∈ R such that T a < c
and ∫ c
a
{H(s − a)[(s) + (2c − s)] − 1
4
h2(s − a)[p(s − j0)F (s) + p(2c − s − j0)F (2c − s)]} ds > 0.
Then every solution u(x, t) of the problem (1.1), (1.2) is oscillatory in G.
Corollary 2.2. If for each r t0 and for some 	> 1, j0 ∈ Im,
lim sup
t→∞
1
t	−1
∫ t
r
{(s − r)	(s) ds − 	
2
4
(s − r)	−2p(s − j0)F (s)} ds > 0
and
lim sup
t→∞
1
t	−1
∫ t
r
(t − s)	(s) ds − 	
2
4
(t − s)	−2p(s − j0)F (s)} ds > 0,
then every solution u(x, t) of (1.1), (1.2) is oscillatory in G.
Remark 2.1. Our results above are sharper than the previous results.
Example 2.1. Consider the partial differential equation
2u(x, t)
t2
=
(
1
t + 
 +
1
(t + 
)2
)
u(x, t) + 1
t + 
u(x, t −
3
2

)
− 1
(t + 1)2 u(x, t) −

t2
u(x, t − 3
), (x, t) ∈ (0, 
) × [1,∞), (2.27)
with the boundary condition
ux(0, t) = ux(
, t) = 0, t1. (2.28)
Here p(t) = 1, N = 1, s = 1,m = 1, 1(t) = 32
, 1 = 3
, > 0 is a constant,
a(t) = 1
t + 
 +
1
(t + 
)2 , a1(t) =
1
t + 
 , q(t) =
1
(t + 1)2 , q1(t) =

t2
.
Let R(t) = ∫ t1 1 ds = t − 1, for 	> 1, r1,
lim
t→∞
1
R	−1(t)
∫ t
r
(R(s) − R(r))	q1(s) ds = lim
t→∞
(t − r)	
(	− 1)(t − 1)	 =

	− 1 . (2.29)
Next, we will prove that∫ t
r
(R(t) − R(s))	q1(s) ds
∫ t
r
(R(s) − R(r))	q1(s) ds. (2.30)
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Setting
G(t) =
∫ t
r
{(R(t) − R(s))	 − (R(s) − R(r))	}q1(s) ds.
Then G(r) = 0, and for tr , we have
G′(t) =
∫ t
r
	(R(t) − R(s))	−1 
s2
ds − (R(t) − R(r))	 
t2
 
t2
∫ t
r
	(R(t) − R(s))	−1 ds − (R(t) − R(r))
	
t2
= 
t2
(R(t) − R(r))	 − (R(t) − R(r))
	
t2
= 0.
Hence G(t)G(r) = 0, for tr , i.e., (2.30) holds. By (2.29) and (2.30) for any > 14 , there exists 	0 > 1 such that
/(	0 − 1)> 	20/(4(	0 − 1)). This means that (2.22) and (2.23) holds for the some 	0 > 1. Applying Theorem 2.4, we
have that every solution u(x, t) of (2.27), (2.28) is oscillatory in (0, 
) × [1,∞) for > 14 . Because of the property∫∞
1 q1(t) dt =
∫∞
1 (/t
2) dt <∞, the results of [3–5,9,10] can not be applied.
Acknowledgements
The authors thank the referees for their help to improve this paper.
References
[1] D. Bainov, E. Minchev, Forced oscillations of solutions of hyperbolic equations of neutral type with maxima, Appl. Anal. 70 (3,4) (1999)
259–267.
[2] D. Bainov, B.T. Cui, E. Minchev, Forced oscillation solutions of certain hyperbolic of neutral type, J. Comput. Appl. Math. 72 (1996) 309–318.
[3] B.T. Cui, Oscillation properties of the solutions of hyperbolic equations with deviating arguments, Demonstratio Math. 29 (1996) 61–68.
[4] B.T. Cui, W.N. Li, A necessary and sufﬁcient condition for oscillation of parabolic equtions with several delays, J. Comput. Appl. Math. 95
(1998) 153–156.
[5] B.T. Cui, Y.H. Yu, S.Z. Lin, Oscillation of solutions of delay hyperbolic differential equations, Acta Math. Appl. Sin. 19 (1996) 80–88 (in
Chinese).
[6] X.L. Fu, W. Zhuang, Oscillation of neutral delay parabolic equations, J. Math. Anal. Appl. 191 (1995) 473–489.
[7] B.S. Lalli, Y.H.Yu, B.T. Cui, Oscillation of hyperbolic equtions with functional arguments, Appl. Math. Comput. 53 (1993) 97–110.
[8] W.N. Li, Oscillation for solutions of partial differential equations with delays, Demonstration Math. 33 (2000) 319–332.
[9] W.N. Li, B.T. Cui, Oscillation of solutions of partial differential equations with functional arguments, Nihonkai Math. J. 9 (1998) 205–212.
[10] W.N. Li, B.T. Cui, A necessary and sufﬁcient condition for oscillation of parabolic equations of neutral type, Math. Appl. 12 (1) (1999) 50–53.
[11] E. Minchev, Forced oscillations of solutions of systems of hyperbolic equations of neutral type, Appl. Math. Comput. 155 (2) (2004) 427–438.
[12] E. Minchev, N.Yoshida, Oscillations of vector differential equations of hyperbolic type with functional arguments, Math. J. Toyama University
26 (2003) 75–84.
[13] J. Wu, Theory and Applications of Partial Functional Differential Equations, Springer, NewYork, 1996.
