Abstract. We prove that a bounded domain Ω in R n with smooth boundary has a periodic billiard trajectory with at most n + 1 bounce times and of length less than C n r(Ω), where C n is a positive constant which depends only on n, and r(Ω) is the supremum of radius of balls in Ω. This result improves the result by C.Viterbo, which asserts that Ω has a periodic billiard trajectory of length less than C ′ n vol(Ω) 1/n . To prove this result, we study symplectic capacity of Liouville domains, which is defined via symplectic homology.
Introduction
Let Ω be a bounded domain in R n with smooth boundary. A periodic billiard trajectory on Ω is a continuous map γ : R/τ Z →Ω such that there exists a finite set B ⊂ R/τ Z and satisfies the following conditions:
• γ is smooth on (R/τ Z) \ B and satisfiesγ = 0.
• For each t 0 ∈ B, γ(t 0 ) ∈ ∂Ω, the left and right derivativesγ(t Elements of B are called bounce times.
Before stating the main theorem, we introduce some notations. For x ∈ R n and r ≥ 0, B(x, r) := y ∈ R n |x − y| ≤ r . For Ω ⊂ R n , r(Ω) := sup r ≥ 0 there exists x ∈ R n such that B(x, r) ⊂ Ω .
The main theorem of this paper is the following:
Let Ω be a bounded domain in R n with smooth boundary. Then, there exists a periodic billiard trajectory γ on Ω with at most n + 1 bounce times and which satisfies the following length estimate:
where C n is a positive constant which depends only on n.
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In [8] , it is proved (theorem 4.1) that there exists a periodic billiard trajectory γ on Ω (with the flat metric) which satisfies a length estimate |γ| ≤ C ′ n vol(Ω) 1/n , where C ′ n is a positive constant which depends only on n. Notice that this result follows from theorem 1.1 and an obvious inequality r(Ω) ≤ ω −1/n n vol(Ω) 1/n , where ω n denotes the volume of the n -dimensional unit ball.
In [1] , it is proved (theorem 1.2, the case of a constant potential) that there exists a periodic billiard trajectory γ on Ω (with the flat metric) with at most n + 1 bounce times and which satisfies a length estimate |γ| ≤ C ′′ diamΩ, where C ′′ is a constant which does not depend on n, and diamΩ := inf |v| (v + Ω) ∩ Ω = ∅ .
Notice that our main theorem also implies this result for each fixed n, though we can not prove the independence of C ′′ on n by this argument.
Finally we remark that one can easily construct (Ω k ) k , a sequence of bounded domains in R n , such that lim k→∞ vol(Ω k ) = lim k→∞ diam(Ω k ) = ∞ and r(Ω k ) ≤ 1 for any k.
To prove theorem 1.1, we use symplectic capacity defined via symplectic homology, which was introduced in [7] . In the present paper, symplectic capacity is defined for Liouville domains (compact exact symplectic manifolds with convex boundaries), and it is denoted by cap S . The definition is given at the beginning of section 3.
Using symplectic capacity cap S , we introduce the notion of capacity for Riemannian manifolds (without boundaries), which is denoted by cap R . Roughly speaking, it is defined by cap R (N) := cap S (DT * N), where DT * N := (q, p) ∈ T * N |p| ≤ 1 . But when N is non-compact, the right hand side does not make sence since DT * N is not a Liouville domain (since it is not compact). Hence we have to approximate DT * N by compact domains. See definition 4.3 for the precise definition.
We prove that cap R satisfies following properties:
(A) Let Ω be a non-empty open set in R n . Then, cap R (Ω) ≤ C n r(Ω), where Ω is equipped with the flat Riemannian metric on R n . (B) If Ω is a bounded domain in R n with smooth boundary, there exists a periodic billiard trajectory on Ω with at most n + 1 bounce times and of length equals to cap R (Ω).
Our main theorem 1.1 follows at once from (A) and (B).
We explain the structure of this paper. In section 2, we recall the notion of symplectic homology. We use the version introduced in [7] .
In section 3, we define cap S , and prove its properties. The most important result in this section is theorem 3.6, which asserts that when π : Y → X is a covering map between Liouville domains, then cap S (Y ) ≤ cap S (X). Though its proof is not very difficult, it seems to the author that this result contains a novel idea.
In section 4, we define cap R , and prove its properties. The main result in this section is theorem 4.13, which includes the property (A). Theorem 3.6 is used to prove that R n \ Z n with the flat metric has a finite capacity (theorem 4.12). Theorem 4.13 is proved by theorem 4.12 and elementary geometric arguments.
In section 5, we prove the property (B) (theorem 5.1). The arguments in this section heavily rely on the techniques developed in the recent paper [1] .
In the appendix, we prove theorem 2.12, which asserts that truncated symplectic homology of a Liouville domain (X, λ) depends only on dλ. It seems to the author that theorem 2.12 is well-known to experts. But we give a proof of the result since the author is unable to find its proof in the literature.
Symplectic homology
2.1. Liouville domains. First, we recall the notion of Liouville domains. A Liouville domain is a pair (X, λ) where X is a compact manifold with boundary and λ is a 1-form on X, with the following conditions:
(1) (X, dλ) is a symplectic manifold. (2) Z ∈ X (X) defined by i Z dλ = λ points strictly outwards on ∂X.
(2) implies that (∂X, λ) is a contact manifold. Let R be the Reeb vector field on (∂X, λ) (recall that R is characterized by i R dλ = 0, λ(R) = 1).
In the rest of this paper, (X, λ) stands for a Liouville domain, and n stands for dim X/2, unless otherwise stated. P(∂X, λ) denotes the set of periodic Reeb orbits on (∂X, λ), and P 0 (∂X, λ) denotes the set of elements of P(∂X, λ) which is contractible in X. For each x ∈ P(∂X, λ), its period is denoted by τ (x), and
It is well-known that τ (∂X, λ) is a closed null set in [0, ∞). Define δ(∂X, λ) := min τ (∂X, λ). It is clear that δ(∂X, λ) > 0.
There exists an unique (up to homotopy) almost complex structure on T X, which is compatible with dλ. In the rest of this paper, we only treat the case c 1 (T X) = 0.
Let (X, λ) be a Liouville domain. We define Φ :
It is easy to check that Φ * λ = rπ * λ, where π :
By definition, there exists a natural embedding I : ∂X ×(0, ∞) →X. We often identify ∂X × (0, ∞) with its image via I. For r ∈ (0, ∞), X(r) denotes the bounded domain in X with boundary ∂X × {r}, i.e.
Definition 2.1. Two Liouville domains (X, λ), (X ′ , λ ′ ) are called equivalent if and only if there exists a diffeomorphism ϕ :
are called isotopic if there exists a smooth family of Liouville domains (X, λ t ) 0≤t≤1 , such that λ 0 = λ and (X, λ 1 ) is equivalent to (X ′ , λ ′ ).
Periodic orbits of Hamiltonian flows.
For H ∈ C ∞ (X), we define its Hamiltonian vector field X H by i X H dλ = −dH. For H = (H t ) t∈R/τ Z , a family of Hamiltonians onX parametrized by R/τ Z, let us denote by P τ (H) the set of x : R/τ Z →X which is contractible and satisfies ∂ t x = X Ht (x). P 1 (H) is often abbreviated by P(H).
For x ∈ P τ (H), we define its Conley-Zehnder index. For later purposes, it is necessary to define the Conley-Zenhder index for degenerate periodic orbits. Hence we have to define the index for degenerate symplectic paths. We use the definiton given in [5] .
First we introduce some notations. Take a coordinate (q 1 , p 1 , . . . , q n , p n ) on R 2n , and define
In the present paper, GL(2n, R) acts on R 2n from right, i.e. we denote the action of GL(2n, R) on R 2n by
For τ > 0, let us denote
We define the index i : P τ (2n) → Z by several axioms. To spell out the axioms, we introduce more notations.
• For γ 0 , γ 1 ∈ P τ (2n), γ 0 ∼ γ 1 if and only if there exists δ :
.
• For τ > 0 and θ ∈ R, define ϕ τ,θ ∈ P τ (2) by ϕ τ,θ (t) := cos(tθ/τ ) − sin(tθ/τ ) sin(tθ/τ ) cos(tθ/τ ) .
The index i : P τ (2n) → Z is defined by the following axioms:
. For τ > 0, there exists an unique map i :
Z which satisfies the following five axioms:
In [5] , several equivalent definitions are given (definition 5.4.2, definition 6.1.10). In particular, definition 6.1.10 in [5] implies the following useful lemma: Lemma 2.3. Let us define the set of non-degenerate symplectic paths by
, where N(γ) denotes the set of all open neighborhoods of γ in P τ (2n).
The following lemma follows at once from the above lemma.
Next we define the Conley-Zehnder index µ CZ (x) for x ∈ P τ (H). Let D 2 := z ∈ C | |z| ≤ 1 , and take arbitraryx : D 2 →X such thatx(e 2πiθ ) = x(τ θ) (suchx exists since
x is contractible). Since D 2 is contractible,x * TX is a trivial symplectic vector bundle. Take the following trivialization of symplectic vector bundle:
Define γ : R/τ Z → Sp(2n) by
where (Φ t ) t is the Poincaré map generetaed by (X Ht ) t . Finally, we define µ CZ (x) by
Since c 1 (T X) = 0, the above definition is independent of choices ofx. An element x ∈ P τ (H) is called non-degenerate if and only if γ ∈ P * τ (2n).
2.3.
Floer homology on Liouville domains. For r 0 ≥ 1, let H (X, λ : r 0 ) be the set of H = (H t ) t∈R/Z , a family of Hamiltonians onX parametrized by R/Z, with the following property:
H (X, λ : r 0 ).
H ∈ H (X, λ) is called admissible if all elements of P(H) are non-degenerate, and a H / ∈ τ (∂X, λ). H ad (X, λ) denotes the set of all admissible H ∈ H (X, λ). Note that when H is admissible, then ♯P(H) < ∞.
For H ∈ H ad (X, λ), we define its Floer homology HF * (H). For each k ∈ Z, let P k (H) denote the set of x ∈ P(H) with µ CZ (x) = k, and let C k (H) denote the free Z 2 -module over P k (H).
To define the Floer homology, we need to equipX with almost complex structures. For r 0 ≥ 1, let J (X, λ : r 0 ) be the set of J = (J t ) t∈R/Z , a family of almost complex structures onX parametrized by R/Z, such that following properties hold for any t ∈ R/Z (R and ξ denote the Reeb vector field and the contact distribution on (∂X, λ)):
• J t is compatible with dλ.
• There exists j t , an almost complex structure on ξ such that J t | ξ(z,r) = j t for (z, r) ∈ ∂X × [r 0 , ∞).
In the second formula, u(s) denotes the map R/Z →X; t → u(s, t). Let us denote the moduli space of solutions of the above Floer equations byM x − , x + : H, J .M x − , x + : H, J admits a natural R action:
M x − , x + : H, J denotes the quotient ofM x − , x + : H, J by the above R action.
For generic J, M x − , x + : H, J is a smooth manifold with dimension µ CZ (
Then, C * (H), ∂ H,J ) becomes a chain complex. It follows from the following C 0 bound for Floer trajectories (this is a special case of lemma 2.7, which is stated later): Lemma 2.6. There exists a compact set B ⊂X such that for any x − , x + ∈ P(H) and
It can be shown that the homology group of the complex C * (H), ∂ H,J is independent of choices of J, and we denote it by HF * (H), or HF * H : (X, λ) , when we need to specify the Liouville domain.
Let H − , H + ∈ H ad (X, λ) and assume that a H − ≤ a H + . Then, there exists a canonical morphism HF * (H − ) → HF * (H + ). This is constructed as follows: take r 0 ≥ 1 and (H s ) s∈R , a family of elements in H (X, λ : r 0 ) and (J s ) s∈R , a family of elements in J (X, λ : r 0 ) which satisfy the following conditions:
• ∂ s a Hs ≥ 0.
For x − ∈ P(H − ) and x + ∈ P(H + ), consider the Floer equation for u : R × R/Z →X:
where
We denote the moduli space of solutions of the above Floer equation byM
It follows from the following C 0 bound for Floer trajectories (it follows from lemma 1.5 in [6] ):
Lemma 2.7. There exists a compact set B ⊂X such that for any
Therefore, ϕ defines a morphism ϕ * : HF * (H − ) → HF * (H + ). This morphism does not depend on choice of (H s , J s ) s .
To sum up, we have constructed the canonical morphism HF
This morphism is called monotone morphism.
We also study truncated version of the Floer homology. For any x : R/Z →X, let
For x − , x + ∈ P(H) and u ∈M (x − , x + : H, J), by straightforward calculations we get
Hence we get a long exact sequence
2.4. Symplectic homology. Let (X, λ) be a Liouville domain. In this subsection, we define symplectic homology SH
we can construct a morphism HF I * (H − ) → HF I * (H + ) for any interval I ⊂ R. This is constructed as follows. First, take (H s ) s∈R , a family of elements of H rest (X, λ) and (J s ) s∈R , a family of elements of J (X, λ : 1) which satisfy the following properties:
• ∂ s H s,t (x) ≥ 0 for any (s, t) ∈ R × R/Z and x ∈X.
Therefore the morphism ϕ :
is a chain map. Hence we get a morphism HF
. This morphism does not depend on choices of (H s , J s ) s . Then, we define SH
For −∞ ≤ a < b < c ≤ ∞, by taking limit of (1), we get a long exact sequence
The following lemma will be useful in later:
Proof. It is not hard to check that the following natural morphisms are all isomorphic:
By composing the above isomorphisms and their inverses, we get an isomorphism SH <a H * (X, λ) → HF * (H). This proves the first assertion. The second assertion follows from the above construction.
We recall three well-known results on symplectic homology. All these results were established in [7] . The first result is the following:
The second result is the following:
As a corollary of the above theorem, we can conclude that SH * (X, λ) depends only on dλ. Assume that (X, λ), (X, λ ′ ) are Liouville domains, and dλ = dλ ′ . Then, X, tλ
is a family of Liouville domains, and theorem 2.10 implies that SH * (X, λ) ∼ = SH * (X, λ ′ ). Hence we often denote SH * (X, λ) by SH * (X, dλ).
The third result is the following:
Theorem 2.11. For positive integer n and r > 0, let
Then, B 2n (r), λ n is a Liouville domain, and SH * B 2n (r), λ n = 0.
For proofs, see proposition 1.4 in [7] for theorem 2.9, theorem 1.7 in [7] for theorem 2.10, and section 4, example 1 in [7] for theorem 2.11.
Note that theorem 2.10 does not hold for truncated symplectic homology. However, the following result holds: Theorem 2.12. Let (X, λ), (X, λ ′ ) be Liouville domains, and assume that dλ = dλ ′ . Then, for any a ∈ (0, ∞], there exists a canonical isomorphism ψ <a : SH
Theorem 2.12 is proved in the appendix.
3. Symplectic capacity via symplectic homology
The above capacity is introduced by C.Viterbo in [7] , section 5.3.
Proof. (1) and (2) are immediate from the definition. (3) follows from theorem 2.12.
The goal of this section is to prove the following three properties of cap S . Theorem 3.4. Let (X, λ) be a Liouville domain, and X in be a submanifold of X of codimension 0.
Remark 3.7. Conley-Zehnder index for elements in P 0 (∂X, λ), which appears on the statement of theorem 3.5 have not been defined. It is defined at the beginning of section 3.3.
It seems to the author that various variants of results semilar to theorems 3.4, 3.5 are known or expected to hold by experts. We give its proof below for the sake of completeness since the author is unable to find their proofs in the literature. On the other hand, theorem 3.6 is new, though its proof is not very difficult. Theorem 3.6 plays a crucial role in the proof of theorem 4.13, which is the main result in section 4.
3.1. Proof of theorem 3.4. First we prove the following lemma.
Lemma 3.8. Let (X, λ) and X in be as in theorem 3.4, and ε ∈ (0, 1). Let H − , H + ∈ H ad (X, λ), (H s ) s∈R be a family of elements of H (X, λ), (J s ) s∈R be a family of elements of J (X, λ). Assume that they satisfy the following conditions:
] and a(±s 0 ) / ∈ τ (∂X in , λ) (this follows from (i), (iii) and H ± ∈ H ad (X, λ)). We will prove that for any Since u satisfies the Floer equation
Since u(∂D r 0 ) ⊂ ∂X in × {r 0 }, we get by (iii) (s, t) ∈ ∂D r 0 =⇒ H s,t u(s, t) = a(s)(r 0 − ε), λ X Hs,t (u(s, t)) = a(s)r 0 .
On the other hand, the Floer equation is equivalent to
where j is the complex structure on R × R/Z, defined by j(∂ s ) = ∂ t . Therefore by (iv), dr(X Hs,t ) = 0 on ∂X in × {r 0 }. Moreover, if V is a vector tangent to ∂D r 0 , and positive with respect to the boundary orientation, then jV points inwards, hence dr du(jV ) ≥ 0. Therefore,
Finally,
Since ∂ s H s,t ≥ 0 and ∂ s a ≥ 0 by (ii), this implies
This is a contradiction.
We prove theorem 3.4.
Proof. We prove that, if a satisfies a > cap S (X, λ) and a / ∈ τ (∂X, λ) ∪ τ (∂X in , λ), then a > cap S (X in , λ). This implies cap S (X, λ) ≥ cap S (X in , λ), since τ (∂X, λ) and τ (∂X in , λ) are null sets. In the rest of this proof, we assume that X and X in are connected. General case follows at once from this particular case.
Take ε > 0 so that a(1 − ε), a is disjoint from τ (∂X, λ) and τ (∂X in , λ). For any c > 0, define H c :X in → R and K c :X → R as follows:
Take δ > 0 so small that δ < min δ(∂X, λ), δ(∂X in , λ) . Then, perturbing K a , K δ and H a , H δ respectively, we can take λ) which satisfy the following properties:
(i) For c ∈ {δ, a}, the following holds:
Let c ∈ {δ, a}. Then, by (i)-(c) and
'if' part of (i)-(d) implies that ψ c is an epimorphism.
Let J = (J t ) t∈R/Z be a family of almost complex structures on X in , such that each J t is compatible with dλ and satisfies dr
. Therefore, by lemma 3.8, if we extend J to J X ∈ J (X, λ) and
We will denote this morphism also by ψ c .
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It follows from lemma 3.8 and (ii) that
commutes, where vertical morphisms are monotone morphisms.
We complete the proof. We have to show that if SH
= c for c ∈ {δ, a}. Hence by lemma 2.8, it is enough to prove that if HF n (K
is injective, therefore isomorphic (recall that we have assumed X and X in to be connected). Then, (3) implies that if
3.2. Proof of theorem 3.5. First we define the Conley-Zehnder index for elements of P 0 (∂X, λ). We assume that n ≥ 2. Let x ∈ P 0 (∂X, λ). Then, there existsx :
Take a trivialization ofx * T X as symplectic vector bundle,
such that for any θ ∈ R/Z, the following holds:
Note that such trivialization exists only if n ≥ 2.
Define a symplectic path γ ∈ P τ (2n − 2) by
where (Φ t ) t is the Poincaré map of the flow generated by R on ∂X. Then, define
x is called nondegenerate if and only if γ ∈ P * τ (2n − 2). The following lemma will be useful in later (note that it also implies that the above definition is consistent, i.e. it does not depend on choices ofx).
Lemma 3.9. Let H ∈ C ∞ (X) such that ∂X = H −1 (0) and ∂ r H > 0 on ∂X. Then, there exists 1 : 1 correspondence between elements of P 0 (∂X, λ) and periodic orbits of X H on ∂X, which are contractible in X. For x ∈ P 0 (∂X, λ), denote the corresponding periodic orbit of X H by x H . When n ≥ 2,
where H runs over all Hamiltonians satisfying the conditions as above.
14 Proof. The first assertion is obvious. We prove the second assertion. Let x ∈ P 0 (∂X, λ), and x H be the corresponding periodic orbit of X H with period τ . Takex : D 2 → X such thatx(e 2πiθ ) = x H (τ θ), and take a trivialization ofx * T X as symplectic vector bundle F : D 2 × (R 2n , ω n ) →x * T X, which satisfies (4).
where (Φ t ) t is the Poincaré map of the flow generated by X H . Then, Γ(t) can be written in the form
Denote the symplectic path t → 1 0
On the other hand, it is easy to verify that
This proves the second assertion.
By lemma 3.9, it is possible to define the Conley-Zehnder index for x ∈ P 0 (∂X, λ) in another way, i.e. µ CZ (x) := sup
where H runs over all elements in C ∞ (X) such that ∂X = H −1 (0) and ∂ r H > 0 on ∂X. Note that this definition makes sense even when n = 1. Corollary 3.10. Let H ∈ C ∞ (X) such that ∂X = H −1 (0) and ∂ r H > 0 on ∂X. Assume that there exist 0 < r 0 < 1 and h : [r 0 , ∞) → R such that H(z, r) = h(r) and ∂ 2 r h(1) > 0. Then, for any x ∈ P 0 (∂X, λ), µ CZ (x H ) = µ CZ (x).
Proof. First consider the case n ≥ 2. We use notations in the proof of lemma 3.9. Then, if H satisfies the condition as the above statement, a(1) > 0. Hence µ CZ (x H ) = µ CZ (x). The case n = 1 is proved by similar arguments.
In the rest of this subsection, we prove theorem 3.5. First we consider cases in which all elements of P 0 (∂X, λ) are non-degenerate. Lemma 3.11. Let (X, λ) be as in theorem 3.5. Assume that all elements in P 0 (∂X, λ) are non-degenerate. Then, there exists x ∈ P 0 (∂X, λ) such that τ (x) = cap S (X, λ) and µ CZ (x) ∈ {n, n + 1}.
Proof. We claim that for any ε > 0, there exists x ε ∈ P 0 (∂X, λ) such that cap S (X, λ) − τ (x ε ) < ε and µ CZ (x ε ) ∈ {n, n + 1}. Since all elements in P 0 (∂X, λ) are non-degenerate, τ (∂X, λ) ∩ (0, T ) is a finite set for any T > 0. Therefore, for sufficiently small ε > 0, τ (x ε ) = cap S (X, λ).
We prove the above claim. It is enough to show the claim for sufficiently small ε > 0. In particular, we may assume that ε/2 < cap S (X, λ). The proof consists of 3 steps.
Step 1. First, take (G i ) i , a sequence of time-independent Hamiltonians onX which satisfies the following properties:
for any t ∈ R/Z when i is sufficiently large.
Then, P(G i ) consists of constant maps to Crit(G i ) and S 1 -family of degenerate periodic orbits. There exists a 1:1 correspondence between S 1 -family of periodic orbits and elements of P 0 (∂X, λ) with periods less than a G i . Let x ∈ P 0 (∂X, λ) such that τ (x) < a G i , and let γ x be an element of a S 1 -family of periodic orbits which corresponds to x. Then, it follows from corollary 3.10 and ∂ 2 r g i > 0 on (1/2, 1) that µ CZ (γ x ) = µ CZ (x). Moreover, by replacing G i if necessary, we may assume that
Step 2. Perturbing each (G i ) i , we can construct (H i ) i , a sequence in H rest ad (X, λ) with the following properties:
for any t ∈ R/Z for sufficiently large i.
Precise arguments on perturbations are carried out as in [4] , proposition 2.2.
Step 3. Abbreviate cap S (X, λ) by c. By definition of cap S , SH
(X, λ) = 0, for the long exact sequence
Therofore, by (i), HF
[c−ε/2,c+ε/2) n+1 (H i ) = 0 for sufficiently large i. This implies that there exists
, we may assume that inf h i > ε/2 − c. Hence x i is not a constant map to Crit(h i ), and by (iv), there exists x ∈ P 0 (∂X, λ) such that
∈ [c − ε, c + ε) and µ CZ (x) ∈ {n, n + 1}. Hence we have proved the claim.
We prove theorem 3.5.
Proof. Let (X,λ) be the completion of (X, λ). For any positive smooth function f on ∂X, let Σ f be the hypersurface inX defined by (z, f (z)) z ∈ ∂X , and D f be the bounded domain inX with boundary Σ f . Then (D f ,λ) is a Liouville domain.
Hence by theorem 3.4,
In particular, if | log f | C 0 (∂X) is sufficiently small, then cap S (D f ,λ) is sufficiently close to cap S (X, λ).
Let (f m ) m be a sequence of C ∞ (∂X), such that all periodic Reeb orbits on (Σ fm ,λ) are non-degenerate, and | log f m | C 2 (∂X) → 0 as m → ∞. By lemma 3.11, for each integer m there exists x m ∈ P 0 (Σ fm ,λ) such that τ (x m ) = cap S (D fm ,λ) and µ CZ (x m ) ∈ {n, n + 1}.
Hence, setting R m to be the Reeb vector field on (∂X, f m λ), R m converges to R in C 1 . On the other hand, τ (x m ) converges to cap S (X, λ) > 0. Hence, up to a subsequence, (x m ) m converges to x ∞ ∈ P 0 (∂X, λ) such that τ (x ∞ ) = cap S (X, λ). Moreover,
where the first inequality follows from lemma 2.4. Theorem 3.5, together with lemma 3.9 implies the following corollary:
Corollary 3.12. Let (X, λ) be a Liouville domain, and cap S (X, λ) < ∞. Then, for any H ∈ C ∞ (X) such that ∂X = H −1 (0) and ∂ r H > 0 on ∂X, there exists x : R/τ Z → ∂X such that ∂ t x = X H (x), R/τ Z x * λ = cap S (X, λ) and µ CZ (x) ≤ n + 1.
3.3. Proof of theorem 3.6. We prove the first assertion. Since deg π < ∞, Y is compact. Define Z ∈ X (X) by i Z dλ = λ. Then, i π * Z dπ * λ = π * λ, and π * Z points outwards on ∂Y . Hence (Y, π * λ) is a Liouville domain. Now we prove the second assertion:
Then,π :Ŷ →X is a covering map and degπ = deg π.
For H ∈ H (X, λ), denote H •π byH. Since P(H) and P(H) consist of contractible solutions, P(H) → P(H) : y →π • y is deg(π) : 1. We denote this map also byπ.
Denote the Poincaré map generated by X H (resp. XH) by Φ H t t (resp. ΦH t t ). Clearly,
Let H ∈ H ad (X, λ) and J = (J t ) t∈R/Z ∈ J (X, λ). Recall that J is said to satisfy the transversality condition with respect to H if and only if for any x, x ′ ∈ P(H) and
is onto (p is an arbitrary real number satisfying p > 2). Let J H (X, λ) be the set of elements of J (X, λ) which satisfy the transversality condition with respect to H.
DefineJ ∈ J (Y, π * λ) byJ t :=π * J t . Then, for any x ∈ P(H) and y ∈ P(H), the following map is bijective:
Let H ∈ H ad (X, λ) and J ∈ J H (X, λ). Then, we claim that
is a chain map. Let k be an integer and x ∈ P k (H). Then, by definition
Hence it is enough to prove that
is a bijection. Therefore we have proved that ψ H is a chain map. Hence we can define a morphism HF * (H : X, λ) → HF * (H : Y, π * λ).
We denote this morphism also by 
In the rest of this proof, we assume that X and Y are connected (general case follows at once from this case). Take H − so that it satisfies following conditions:
• H − is time independent.
• H − (z, r) = δr + const for (z, r) ∈ ∂X × [1, ∞).
• H − | X is sufficiently small in C 2 .
Then, P(H − ) and P(H − ) consist only of constant maps to Crit(H − ), Crit(H − ). In particular,
injective, therefore isomorphism (since X and Y are connected).
Hence, the commutative diagram (5) implies that HF n (H − ) → HF n (H + ) vanishes. Again by lemma 2.8, SH
. This completes the proof of theorem 3.6.
Capacity of Riemannian manifolds
In this section, we introduce the notion of capacity for Riemannian manifolds without boundaries, which is denoted by cap R . The main result in this section is theorem 4.13, which includes property (A) which we have stated in the introduction. In 4.1, we give the definition of cap R , and prove its basic properties. In particular, proposition 4.6, which is an easy consequence of theorem 3.6, is important. In 4.2, we prove that when N is a compact connected Riemannian manifold with non-empty boundary, then cap R (intN) < ∞ (theorem 4.7). In 4.3, first we prove that R n \ Z n with the flat metric has a finite capacity (theorem 4.12). This is proved by combining proposition 4.6 and theorem 4.7. Theorem 4.13 is obtained by theorem 4.12 and elementary geometric arguments.
4.1. The definition and basic properties. First we introduce some notations. Let N be a n-dimensional Riemannian manifold. Let us denote the natural projection
V (N) denotes the set of V ∈ C ∞ (N) such that 0 is a regular value of V , and {V ≤ 0} ⊂ N is compact. Proof. We prove the first assertion. Take ξ ∈ X (N) such that dV (ξ) > 0 on {V = 0}. 
We define the notion of capacity for Riemannian manifolds without boundary. In the following, we sometimes denote N by (N, g), where g is the Riemannian metric on N. We also sometimes denote H V and D V by H V,g , D V,g . Lemma 4.5. Let (N, g) be a Riemannian manifold without boundary.
′ be a Riemannian metric on N, and assume that g ≤ g ′ (which means that
Proof. (1) and (2) are clear from the definition. (3) follows from
Proposition 4.6. Let (N, g) be a Riemannian manifold without boundary, and π : M → N be a covering map such that deg π < ∞. Then, cap R (M, π * g) ≤ cap R (N, g).
).
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The first inequality follows from lemma 4.1, the second inequality follows from theorem 3.6, and the last inequality is clear from the definition of cap R . Therefore cap R (M, π * g) ≤ cap R (N, g).
Capacity of interiors of compact Riemannian manifolds with boundaries.
The goal of this subsection is to prove the following theorem: Theorem 4.7. Let N be a compact connected Riemannian manifold with non-empty boundary. Then, cap R (intN) < ∞.
At first, notice the following consequence of theorem 2.10: Lemma 4.8. Let N be a Riemannian manifold without boundary, and V ∈ V (N). Then, SH * (D V , ω N ) depends only on diffeomorphism type of {V ≤ 0}.
We prove the following lemma:
Lemma 4.9. Let N be a Riemannian manifold without boundary, and V ∈ V (N). Assume that {V ≤ 0} is connected and
Proof. First note that the second assertion follows from the first assertion by lemma 3.3-(2). We prove the first assertion. By lemma 4.8, for any W ∈ V (N) such that
Since {V ≤ 0} is a compact connected manifold with non-empty boundary, we can take W so that it is a Morse function and {P 1 , . . . , P m } := Crit(W ) ∩ {W ≤ 0} satisfies the following:
• indP j ≤ n − 1 for all 1 ≤ j ≤ m.
• indP j = 0 if and only if j = 1.
To complete the proof, we extend the definition of symplectic homology. Let (X, λ) be a Liouville domain and H be a Hamiltonian on its completion. Then, let HF all * (H) be the homology of C all * (H), ∂ , where C all * (H) is a Z 2 -graded free Z 2 module generated by all (not only contractible) periodic orbits of X H . We define SH
Obviously, SH all * (X, λ) = 0 =⇒ SH * (X, λ) = 0. In the following, we prove that SH
The first isomorphism follows from lemma 4.8, and the second equality follows from theorem 2.11. Since D ≤a is simply connected, SH all * (D ≤a , ω N ) = 0. Hence it is enough to show that for any j ∈ {2, . . . , m}, a ∈ W (P j−1 ), W (P j ) and b ∈ W (P j ), W (P j+1 ) , the isomorphism SH all * (D ≤a , ω N ) ∼ = SH all * (D ≤b , ω N ) holds. By lemma 4.8, it is enough to show that there exists ε > 0 such that SH
Let j ∈ {2, . . . , m} and set k := indP j . Take a local coordinate (q 1 , . . . , q n ) around P j such that P j corresponds to (0, . . . , 0) and
Take ε > 0 sufficiently small, and let
For δ > 0, let Z δ := ν N + δ ∇W , and λ δ := i Z δ ω N . Then, (D ≤W (P j )±ε , λ δ ) are Liouville domains for sufficiently small δ > 0, and Σ ε is an isotropic submanifold of (∂D ≤W (P j )−ε , λ δ ). Moreover, (D ≤W (P j )+ε , λ δ ) is isotopic as Liouville domain (see definition 2.1) to the Liouville domain obtained by attaching k-handle to (D ≤W (P j )−ε , λ δ ) along Σ ε in the sense of [9] . Hence by theorem 1.11 (1) in [3] ,
This completes the proof. Proof. For any Riemannian metrics g and g ′ on N, there exists a > 0 such that g ≤ ag
Therefore it is enough to show that there exists a Riemannian metric g on N such that cap R (intN, g) < ∞.
Take a Riemannian manifold (N ′ , g ′ ) without boundary, and an embedding i :
Since N is a compact connected manifold with non-empty boundary, there exists
On the other hand, cap S (D V , ω N ′ ) < ∞ by lemma 4.9. This completes the proof.
The following corollary of theorem 4.7 plays an important role in the next subsection.
Corollary 4.11. Let N be a compact connected Riemannian manifold (possibly with boundary), and x ∈ intN. Then, cap R intN \ {x} < ∞.
Proof. Let n := dim N. When n = 1, the assertion is easily confirmed. Hence in the following, we consider the case n ≥ 2. It is enough to show that there exists a Riemannian metric g on N such that cap R intN \ {x}, g < ∞.
Let U be a coordinate neighborhood containing x, and (q 1 , . . . , q n ) be a local coodinate on U, such that x corresponds to (0, . . . , 0). We may assume that B(x, 1) ⊂ U and dg = (v ∈ T S, a ∈ R).
Let (Ñ,g) be a Riemannian manifold which is obtained by pasting N \ B(x, 2/3), g with (C, h) via I. Then,Ñ is a compact manifold with non-empty boundary (since S × {0} ⊂ ∂Ñ ), and connected (since N is connected and n ≥ 2). Hence theorem 4.7 implies that cap R (intÑ,g) < ∞.
Then, since µ(r) ≥ r, J * g ≤g. Hence
4.3. Capacity of domains in R n .
Theorem 4.12. Let g n denote the flat metric on R n . Then, cap R R n \ Z n , g n ) < ∞.
Proof. When n = 1, cap R (R \ Z, g 1 ) = cap R (0, 1), g 1 < ∞. In the following, we assume that n ≥ 2.
By lemma 4.5-(2), it is enough to show that, for any bounded open set Ω in R n \ Z n , cap R (Ω) is bounded from above by some constant which depends only on n.
Let Ω be a bounded open set in R n \ Z n . Then, for sufficiently large integer l, Ω ⊂ (−l, l) n . Hence Ω can be considered as an open set in (R n \ Z n )/2lZ n .
Consider the natural covering map of degree (2l)
The first inequality follows from lemma 4.5-(1), and the second inequality follows from proposition 4.6. On the other hand, (R n \ Z n )/Z n is R n /Z n minus a point. Hence, by corollary 4.11, cap R (R n \ Z n )/Z n < ∞. This completes the proof.
Theorem 4.13. For each integer n, there exists c 0 (n), c 1 (n) > 0 such that for any nonempty open set Ω in R n , c 0 (n) ≤ cap R (Ω, g n ) r(Ω) ≤ c 1 (n).
Proof. If r < r(Ω), then there exists x ∈ R n such that B(x, r) ⊂ Ω. Hence, by lemma 4.5-(1) and (3), cap R (Ω) ≥ cap R B(x, r) = r · cap R B(x, 1) .
Hence cap R B n (1) ≤ cap R (Ω) r(Ω) for any Ω = ∅.
Next we bound cap R (Ω) r(Ω) from above. Take an arbitrary positive number r so that r > r(Ω). Then, for any x ∈ R n , B(x, r) \ Ω = ∅. For any j = (j 1 , . . . , j n ) ∈ Z n , take an arbitrary point p j on B 4rj, r \ Ω, where 4rj = (4rj 1 , . . . , 4rj n ). Then, cap R (Ω) ≤ cap R R n \ {p j } j∈Z n .
Take sufficiently large α n > 0 so that for any x ∈ B n (1), there exists a diffeomorphism ϕ on B n (2) with compact support such that ϕ(x) = (0, . . . , 0), and g n ≤ α n · ϕ * g n . Then, since B(4ri, 2r) ∩ B(4rj, 2r) = ∅ when i = j, there exists a diffeomorphism ψ : R n \ {p j } j∈Z n → R n \ 4rZ n such that g n ≤ α n · ψ * g n . Then, cap R R n \ {p j } j∈Z n , g n ≤ α n · cap R R n \ {p j } j∈Z n , ψ * g n = α n · cap R (R n \ 4rZ n , g n ) = 4α n r · cap R (R n \ Z n , g n ).
To sum up, r > r(Ω) =⇒ cap R (Ω) ≤ 4α n r · cap R (R n \ Z n ).
Hence cap R (Ω) r(Ω) ≤ 4α n · cap R (R n \ Z n ) < ∞.
Short periodic billiard trajectory
The goal of this section is to prove the following theorem.
Theorem 5.1. Let Ω be a bounded domain in R n with smooth boundary. Then, there exists a periodic billiard trajectory on Ω with at most n + 1 bounce times and length equal to cap R (Ω).
Theorem 5.1 is exactly the same as property (B) of cap R which we have introduced in the introduction. Hence, as we have explained in the introduction, it completes the proof of our main theorem 1.1.
We start to prove theorem 5.1. The proof heavily relies on the arguments in [1] . First we recall the settings in [1] . Fix d 0 ∈ (0, 1/2) so small that dist ∂Ω : q → min |q−q ′ | q ′ ∈ ∂Ω is smooth on {dist ∂Ω ≤ 2d 0 }. Let k : [0, ∞) → [0, 2d 0 ] be a smooth function such that 0 ≤ k ′ ≤ 1, k(x) = x if x ≤ d 0 and k is constant on [2d 0 , ∞). Then, we define a function h ∈ C ∞ (Ω) by h(q) := k dist ∂Ω (q) , and define U ∈ C ∞ (Ω) by U(q) := h −2 (q). Then, U is a positive function on Ω which grows like (dist ∂Ω ) −2 near ∂Ω and is constant on the region dist ∂Ω ≥ 2d 0 .
For each ε > 0, consider the modified Lagrangian L ε : T Ω → R; (q, v) → |v| 2 /2 − εU(q). It is easy to check that ψ <a does not depend on choices of ρ and (J s ) s , ψ <a : SH <a (X, λ) → SH <a (X, λ) is the identity, and the following diagram commutes: SH <a * (X, λ)
ψ <a ' ' P P P P P P P P P P P P Then, it follows that ψ <a is isomorphic. Hence this completes the proof of theorem 2.12.
