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Re´sume´
Du fait de la miniaturisation grandissante des circuits e´lectroniques, la conception de syste`me sur puce
actuelle, se heurte au proble`me des latences sur les fils d’interconnexions traversant tout le circuit. Un
syste`me sur puce est un ensemble de blocs de calculs (les composants IP) qui s’e´changent des donne´es.
Alors que la communication a` l’inte´rieur de ces blocs de calculs peut toujours se faire de manie`re synchrone,
c’est a` dire s’abstraire comme une action instantane´e, la communication d’un bloc de calculs a` un autre
prend un temps qui n’est pas ne´gligeable. Il s’e´coule plusieurs cycles d’horloge entre l’e´mission d’une
donne´e sur un fil d’interconnexion et sa re´ception.
La the´orie du Latency Insensitive Design cre´e´e par Luca Carloni et Alberto Sangiovanni-Vincentelli
permet entre autre de re´soudre ce proble`me en implantant un protocole de communication base´ sur la
segmentation des fils d’interconnexions et sur le principe de re´troaction en cas d’embouteillage.
Dans un premier temps, nous avons donne´ un fondement the´orique a` cette the´orie en la rapprochant
formellement d’une mode´lisation par Marked/Event graph (Sous ensemble sans conflit des Re´seaux de
Pe´tri) et avec des places de capacite´ 2 ; ce qui ge´ne`re naturellement le protocole de controˆle de flux.
Cette mode´lisation nous ame`ne a` la proble´matique principale de cet ouvrage : comment, et sous quelles
conditions, peut on minimiser la taille des ressources de me´morisation utilise´es comme tampons interme´diaires
au long de ces fils d’interconnexions? Car leur nombre et leur position peuvent se re´ve´ler critique a` l’im-
plantation mate´rielle.
Nous allons ensuite e´tudier cette question sous une hypothe`se naturelle de de´terminisme, ce qui permet
d’obtenir des re´gimes de fonctionnement pe´riodiques et re´guliers.
Le but de cette the`se est de modifier le protocole mis en place dans la the´orie du Latency Insensitive
Design en prenant en compte cette hypothe`se. L’e´tude des syste`mes de´terministes et des re´sultats existant
nous a permis une premie`re phase de modification appele´e : e´galisation.
L’e´tape suivante consiste a` ordonnancer statiquement ces syste`mes. Pour cela, nous avons choisi de
repre´senter explicitement l’ordonnancement de chacun des e´le´ments du syste`me comme un mot binaire
pe´riodique ou` les ”1” repre´sentent les instants d’activite´s et les ”0” d’inactivite´s tel que M. Pouzet et al.
l’ont introduit dans le ”N-synchronous Kahn network”.
Une e´tude approfondie des diffe´rentes classes de mots binaires existants (mot de Sturm, de Christoffel,
de Lyndon ou encore me´caniques) a pre´ce´de´ leur association a` la the´orie du Latency Insensitive Design et
au processus d’e´galisation pour obtenir des syste`mes de´terministes ordonnance´s statiquement.
Abstract
Due to the increasing scaling of digital system, System-on-Chip (SoC) design deals with latencies problem
on long wire interconnection through the whole chip. A SoC is a set of IP components communicating
together. While the communication inside the IP component can still be considered synchronous (abstracted
as instantaneous action), the communication between IP components should not. Many clock cycles occur
between sending and reception of a data on an interconnexion wire.
The theory of Latency Insensitive Design (LID) created by L. Carloni and A. Sangiovanni-Vincentelli
solves this problem by implementing a communication protocol based on segmentation of interconnection
wire and back pressure in case of local traffic jam.
In the first time, we’ll give theoretical basis of LID theory by formally linking it to the deterministic
model of Marked/Event graph (conflict free subset of Petri net), and limiting the capacity of places by 2;
which naturally implement the back pressure protocol.
This model drive us to the main problem of this work: How to minimize the size of memory resources
used as buffer through the interconnection wires? Because their quantity and location should become critical
at implementation.
Then we’ll study this problem with the natural hypothesis of determinism. This allow the system to
have regular and periodic behaviour.
The goal of this work is to modify the LID theory by taking care of this hypothesis. the study of
deterministic systems and previous results lead us to a first modification step called: Equalization.
Next step consist in statically schedule these system. We chose to explicitly represent schedule of each
element of the system using periodic binary word (1 for activity, 0 for stalling) such M. Pouzet and al.
introduce it in ”N-synchronous Kahn network”.
A study of different classes of binary word (Sturm, Christoffel, Lyndon, Mechanical words) was prior to
their association to LID theory and Equalization process. We obtained statically scheduled systems which
answered to the main problem of this work.
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Chapitre 1
Introduction
Ce travail de the`se a e´te´ conduit (et finance´) dans le cadre du projet Sys2RTL du Centre Inte´gre´
en Microe´lectronique re´gional PACA (CIM PACA). Le point de de´part e´tait d’e´tudier la conception de
syste`mes-sur-puce (SoC, pour ”Systems-on-Chip”) a` partir de composants pre´existants (dits blocs IP), et ce
en conside´rant que les latences de communications entre ces composants ne pouvaient plus eˆtre conside´re´es
comme unitaires sur une horloge unique (communications synchrones). Les ide´es-cle´s e´voque´es pour moti-
ver l’approche e´taient ”latency-insensitive design” (LID) et ”timing closure”, dont le sens technique pre´cis
restait a` de´terminer dans notre contexte.
Nos travaux se situent dans le cadre particulier ou` les latences des nœuds de calculs (les composants
IP), ainsi que celles des canaux de communication (les ”long global wires”), ont chacune une valeur fixe,
connue et donne´e en nombre entier de cycles sur une horloge virtuelle commune (le pas d’exe´cution). Ce
mode`le e´tend le mode`le synchrone (ou` les latences sont unitaires sur une horloge globale de re´action),
mais restreint le cas ge´ne´ral (ou` les latences peuvent eˆtre variables dans le temps en fonction des donne´es,
des branchements, etc). Le mode`le s’applique bien en particulier a` certaines architectures mate´rielles em-
barque´es pour le traitement de signal multimedia, ou` les calculs sont re´guliers et re´pe´titifs. La latence de
chaque nœud de calculs composant est suppose´e obtenue par sa synthe`se, inde´pendamment du syste`me
hoˆte : l’objectif est ici bien de pouvoir re´utiliser des composants pre´existants sans les modifier, et la seule
hypothe`se faite sera que l’horloge d’exe´cution de chaque composant peut eˆtre commande´e par le syste`me.
La latence de chaque canal de communication entre composants correspondra en ge´ne´ral a` sa longueur ;
elle pourra avoir e´te´ de´termine´e a` partir de proce´dures de placement/routage. Dans tous les cas on fera
l’hypothe`se que ces latences de calculs et de communication sont des donne´es du proble`me. L’objectif de
l’approche sera d’exhiber des ordonnancements et de calculer des tailles de ressources (de buffe´risassions
essentiellement) pour optimiser le de´bit du fonctionnement du syste`me et des composants, en respectant les
contraintes temporelles et en minimisant l’empreinte physique de la me´moire.
La premie`re partie du travail a e´te´ de proposer un mode`le formel pour notre classe de SoCs. Il s’agit en
particulier de mode´liser finement les canaux de communication introduits pour assurer la conception insen-
sible aux latences, c’est a` dire une conception ou` on puisse construire ce syste`me comme son mode`le pour
quelle que valeur de latence que ce soit, arbitraire mais donne´e. A cette fin la the´orie LID introduit deux
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types de composants : d’une part des Shell Wrappers, encapsulant les composants de calculs de l’exte´rieur,
et de´clenchant leur exe´cution exactement quand les acheminements de donne´es sur les canaux l’autorisent ;
d’autre part les Relay-Stations, qui sont les e´le´ments permettant de construire des tronc¸ons de canaux de
latence unitaire. De cette manie`re, un canal de latence n est mode´lise´ par une chaıˆne de n Relay-Stations.
Notre mode`le se re´ve`le e´tonnamment simple et direct : le syste`me devient un Graphe d’Eve´nement (Mar-
ked/Event Graph) apre`s expansion des latences, les nœuds de calculs en sont les transitions, et chaque
Relay-Station est au de´part une place borne´e de capacite´ 2. A nouveau l’expansion de ces places procure
exactement l’algorithme de controˆle de flux permettant d’e´viter les congestions et de maintenir un certain
flux d’exe´cutions locales et globales, tout en garantissant que l’implantation physique pourra en eˆtre faite.
Des travaux ante´rieurs [15] et paralle`les a` nos recherches [21] et [28] ont e´galement e´te´ mene´s condui-
sant a` des implantations mate´rielles efficaces (dites ”e´lastiques” dans l’approche Cortadella/Kishinevsky).
Ne´anmoins nos travaux sont les premiers qui ont relie´ aussi clairement la the´orie LID a` la mode´lisation par
Marked/Event Graphs (MEGs) et autres Process Networks (PNs) de´finis en The´orie du Paralle´lisme, et aux
proprie´te´s mathe´matiques importantes existantes dans ces mode`les formels. On peut montrer en particulier
que dans certains cas le controˆle de congestion peut mener effectivement a` des pertes de performance dues
a` des propagations amont. On peut caracte´riser exactement les conditions nume´riques de ce comportement
a` partir des valeurs des latences et le nombre de donne´es.
Dans le cas le plus inte´ressant, quand les syste`mes sont topologiquement fortement connexes et clos
(ou quand on peut supposer que les donne´es en entre´e surviennent exactement au rythme attendu), les
de´veloppements un peu plus anciens conduits sur l’ordonnancement statique de tels syste`mes MEG par
Carlier-Chre´tienne [14] puis Cohen-Quadrat-Baccelli [8] en particulier permettent d’obtenir des re´sultats
puissants sur leur ordonnancement dit k-pe´riodique en phase stationnaire (apre`s une pe´riode de stabilisa-
tion initiale). Ces ordonnancements peuvent eˆtre repre´sente´s comme des entite´s explicites au moyen de
mots binaires infinis ultimement pe´riodiques, qui seront manipule´s dans le processus de synthe`se et d’op-
timisation. L’objectif des optimisations sera principalement de re´duire encore les besoins en ressources de
buffe´risassions, en e´tudiant les places exactes ou` le recours a` un second registre s’ave`re ne´cessaire, et celles
ou` une capacite´ 1 suffit. On cherche e´galement a` se dispenser de la logique combinatoire induite dans l’im-
plantation mate´rielle pour y encoder le controˆle de flux et de congestion car cette logique ainsi que les
registres sont ajoute´s apre`s que des informations de placement-routage aient donne´ les latences des canaux
de communication. Cette exploitation des re´sultats d’ordonnancement statique applique´s et adapte´s a` notre
contexte forme une seconde partie du document. Elle reprend e´galement des principes de mode´lisation
pour les langages dits N-synchrones (e´tendant les langages synchrones par des horloges multiples mais k-
pe´riodiques) de Pagetti-Pouzet-Cohen et al [25], ou` de tels mots binaires infinis sont utilise´s pour le typage
des sous-programmes concurrents.
Il apparaıˆt alors que, meˆme si les ordonnancements produits dans cette phase conduisent a` une dis-
tribution relativement e´tale´e des donne´es, il existe des cas simples ou` une meilleure re´partition pourrait
encore optimiser la forme des ordonnancements et le gain des ressources, mais que ces solutions ne sont
pas celles obligatoirement obtenues par une simulation simple et de´terministe par exe´cution ASAP (chaque
nœud s’exe´cute de`s que possible, plusieurs possiblement simultane´ment). La troisie`me partie du document
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se concentre sur l’e´tude de l’usage des mots infinis binaires balance´s, c’est-a`-dire dont les occurrences
respectives entre les lettres 1 et 0 sont le mieux distribue´ possible. Ils seront utilise´s pour construire des or-
donnancements stationnaires le mieux re´parti possible. Ces ordonnancements peuvent alors eˆtre construits
de manie`re analytique, sans recours a` une simulation e´ventuellement couˆteuse. De plus ils permettent la
meilleure optimisation possible des ressources de buffe´risassions, et dispensent totalement de controˆle de
flux dynamique. La repre´sentation des instants d’activation de chaque nœud de calculs du syste`me se fait
par un simple offset initial sur le mot commun d’ordonnancement. Cette e´tude de l’utilisation des mots
balance´s pour des ordonnancements optimaux forme la troisie`me et dernie`re partie de ce me´moire. La
faiblesse actuelle de cette approche est que, pour des raisons de temps, nous n’avons pas pu conduire
entie`rement l’e´tude de la phase d’initialisation menant d’un marquage arbitraire des positions de donne´es
dans le syste`me a` un marquage du re´gime stationnaire balance´. Nous savons que des initialisations optimales
asynchrones existent mais les obtenir algorithmiquement reste un proble`me ouvert.
Par le passe´, plusieurs personnes ont chercher a` optimiser certains aspect d’un graphe ou` de son exe´cution.
Nous pouvons citer Laurent Hardouin dont les re´sultats sont regroupe´s dans [36] et plus re´cement Olivier
Marchetti qui dans sa the`se [42] cherche lui aussi a` minimiser les ressources de stockage ne´cessaire a`
l’exe´cution de graphes d’e´ve´nement.
Les mots binaires infinis balance´s sont apparus dans les travaux mathe´matiques de E. B. Christoffel
[24] et J. Bernouilli [10] , au XVIIIeme et XIXeme sie`cles. Des travaux de E. Altman, B. Gaujal [5] les
ont de´ja` applique´s a` des questions de routage de paquet dans des re´seaux. Dans nos travaux nous e´tudions
spe´cifiquement leurs proprie´te´s comportementales face a` des ope´rations de rotation (qui correspondent a`
des de´calages temporels dans la suite des instants d’exe´cution) ainsi qu’a` des ope´rations de transposition
e´le´mentaire de type ...10... → ...01..., qui correspondent au retard e´le´mentaire (”stall”) d’une donne´e pour
un instant, par controˆle de flux. Les relations entre ces ope´rations sont syste´matiquement explore´es, et un
certain nombre de the´ore`mes de structure sont e´tablis lors d’une partie initiale du pre´sent document. Cette
partie pre´ce`de les chapitres sur la mode´lisation, l’ordonnancement et l’optimisation des Process Networks
dans un contexte de conception LID de SoCs proprement dite.
1.1 Notre approche par l’exemple
Nous allons, dans cette section, utiliser l’exemple de la figure 1.1 pour introduire les principales e´tapes
de notre approche. La figure 1.1 pre´sente le bloc diagramme fonctionnel abstrait d’un syste`me-sur-puce que
l’on souhaite concevoir.
Les blocs ”pre´-traitement”, ”traitement” et post-traitement” sont des composants IPs que l’on s’est par
exemple procure´ chez diffe´rents revendeurs, et dont on ne dispose que comme boite noire. En fait, on
suppose qu’on peut les exe´cuter a` la demande en leur envoyant un signal d’activation (leur horloge), et que
leur fonctionnement consomme une valeur sur chaque entre´e au de´but de l’instant et produit une valeur
sur chaque sortie a` la fin de l’instant. Les e´le´ments de me´morisation inte´ressants se trouvent donc sur les
canaux.
De plus, on suppose que la liaison point a` point de retour joignant les blocs de ”post-traitement” et de
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”pre´-traitement” souffre d’un proble`me de latence (a` droite sur la figure). Quand une donne´e est e´mise sur
ce canal par le bloc de ”post-traitement”, elle est rec¸ue par le bloc de ”pre´-traitement” seulement trois cycles
d’horloge plus tard du fait de la longueur de la connexion.
La resynchronisation du syste`me ne´cessite l’ajout de ressource (de stockage, d’ordonnancement) sur les
canaux et autour des composants. Notre approche consiste a` trouver un ordonnancement qui minimise la
quantite´ de ressource de stockage ne´cessaire.
P r é -
t r a i t e m e n t
P o s t -
t r a i t e m e n t
T r a i t e m e n t
P i p e l i n e  à  
3  é t a g e s
L a t e n c e  d e
c o m m u n i c a t i o n
=  3
e n t r é e
so r t i e
FIG. 1.1 – Syste`me sur puce ayant des proble`mes de de´lais de communication.
Quand ils sont actifs, les blocs de calculs consomment un jeton sur toutes leurs entre´es et produisent
un jeton sur chacune de leurs sorties. Le bloc median ”traitement” a une structure pipeline´e a` trois e´tages
et donc une latence de calcul. On suppose qu’initialement, il existe exactement une donne´e a` la sortie
(ou` a` l’entre´e) de chaque bloc de calculs. Que les e´tages interme´diaires du pipeline du bloc ”Traitement”
sont aussi pleins. On conside`rera e´galement que les donne´es en entre´e globale du syste`me sont disponibles
exactement quand ”Pre´-traitement” s’exe´cute.
1.1.1 Abstraction
Dans notre approche, la fonction exacte calcule´e par les blocs de calculs ne nous importe pas, pas plus
que la valeur d’une donne´e : seulement sa pre´sence ou son absence compte ainsi que le trafic qu’elle ge´ne`re.
Le syste`me de la figure 1.1 est abstrait dans le graphe de la figure 1.2. Les blocs de calculs deviennent des
nœuds de calculs. Les donne´es deviennent des jetons. La nature des liaisons peut varier.
Les informations sur la structure pipeline´e du bloc de ”traitement” ainsi que sur le de´lai de communica-
tion sont conserve´es. Elles deviennent une latence de calcul associe´e au nœud ”Traitement” et une latence
de communication associe´e au canal de droite.
1.1.2 Expansion de latences
Pour de nombreuses raisons, il nous sera ne´cessaire d’expanser les latences (de calculs comme de com-
munication) pour en exhiber explicitement les diffe´rentes e´tapes, et les positions progressives des jetons lors
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L a t e n c e  d e
c o m m u n i c a t i o n
=  3
L a t e n c e  
d e  c a l c u l
=  3
e n t r é e
so r t i e
P r é -
T r a i t e m e n t
P o s t -
T r a i t e m e n t
T r a i t e m e n t
FIG. 1.2 – Transformation du syste`me de la figure 1.1 en graphe.
des e´volutions. Cette expansion se de´finit simplement (nos latences sont entie`res), et me`nent au syste`me de
la figure 1.3
entrée
sortie
Latence de
communication
Début
Traitement
Fin
Traitement
Etage
intermédiaire
FIG. 1.3 – De´coupage du pipeline du bloc de traitement en plusieurs blocs et repre´sentation explicite du
de´lai de communication.
1.1.3 Marked Graph
Si l’on conside`re maintenant que les canaux entre les transitions de calculs peuvent contenir des places
de stockage non borne´es pour les jetons, le lecteur aura reconnu un mode`le dit Marked graph souvent
pre´sente´ comme un sous-ensemble particulier de Re´seau de Petri ou` chaque place comporte exactement
une transition entrante et une transition sortante. Ce mode`le est connu pour son absence de conflit et son
de´terminisme (si un nœud est exe´cutable, il le reste jusqu‘a` ce qu’il soit exe´cute´). On notera par ailleurs,
que dans ce mode`le le nombre de jetons pour tout cycle du graphe est constant au cours de l’exe´cution.
Sous notre hypothe`se (les entre´es globales surviennent a` la demande ⇔ le syste`me est conside´re´ clos),
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on peut montrer que l’exe´cution ”au plus toˆt” des blocs de calculs c’est a` dire de`s que les jetons sont
disponibles en entre´e me`ne a` un re´gime de fonctionnement dit ”ultimement pe´riodique”. En d’autres termes,
apre`s une phase initiale d’ajustement, chaque bloc s’exe´cute suivant un sche´ma re´gulier et re´pe´titif. Ces
re´sultats sont dus a` Carlier, Chretienne dans [14], puis raffine´s pour le calcul des longueurs de pe´riode par
Cohen, Quadrat, Baccelli et al. dans [8]. On peut alors repre´senter les sche´mas d’activations re´sultant d’un
ordonnancement ”au plus toˆt” des Marked graphs par des mots binaires infinis k-pe´riodiques (ou` 1 en ieme
position repre´sente l’activite´ a` l’instant i et 0 l’inactivite´).
On a repre´sente´ l’ordonnancement des blocs dans la figure 1.4 (dans notre cas, la partie initiale est vide).
On peut remarquer les phe´nome`nes suivants ge´ne´raux : les pe´riodes de tous les blocs sont e´gales, et les mots
contiennent tous le meˆme nombre de 1 (de´nomme´ pe´riodicite´). Ces nombres sont ceux de la latence et du
nombre de jetons pre´sents dans le cycle du graphe le plus lent. On note que sur notre exemple, il apparait des
accumulations de jetons sur le canal de gauche. Il faut alors a` priori pre´voir une capacite´ de buffe´risassions
e´gale a` la somme des jetons du cycle pour chacune de ces places.
11111000
01111100
00111110
00011111
10001111
11000111
11100011
11110001
FIG. 1.4 – Repre´sentation du syste`me comme un Marked Graph. Les mots binaires inscrits dans les nœuds
du graphe repre´sentent leur ordonnancement. (Cette manie`re de repre´senter les ordonnancements ne fait pas
partie des Marked graph, elle a e´te´ introduite dans [25]).
Nous allons maintenant chercher a` raffiner ce mode`le afin de borner la capacite´ de chaque place en
dessous de cette borne haute pour obtenir une solution implantable sous forme de circuit.
1.1.4 Syste`mes insensibles aux latences
La the´orie du Latency-Insensitive Design(LID) vise a` proposer une mode´lisation au niveau physique
des canaux et de la logique de´terminant les instants d’exe´cution des blocs de calculs IP. Chaque section de
latence e´le´mentaire est ”implante´e” par une Relay-Station, qui au niveau abstrait correspond a` une place de
capacite´ 2. La politique d’exe´cution devient : un bloc peut-eˆtre exe´cute´ quand ses donne´es sont disponibles
en entre´e mais aussi quand ses canaux de sortie l’autorisent (s’il ne sont pas pleins). Le Shell-Wrapper
mode´lise cette politique (Dans la terminologie LID, les composants sont de´nomme´s ”Perles” et donc en-
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capsule´es dans une ”coquille”).
Cette restriction de capacite´ imple´mente de fait un protocole de controˆle de flux e´vitant les congestions :
une place avertie d’un ”embouteillage” a` sa sortie ne peut avertir son pre´de´cesseur qu’a` l’instant suivant.
D’ou` la ne´cessite´ d’une seconde cellule de me´moire (i.e. registre). A l’instant suivant, elle peut bloquer le
trafic en amont donc une troisie`me cellule est inutile. Nous avons trouve´ des exemples ou` par propagation
arrie`re du signal de blocage, des phe´nome`nes pathologiques apparaissent, contredisant certaines conclu-
sions du LID. Sur l’exemple 1.5, le de´bit du graphe est de 4/7 alors qu’il e´tait de 5/8 dans le Marked graph
de la figure 1.4. Dans cet exemple, limiter les capacite´s des places a` 2 re´duit le de´bit du graphe.
0111100
0011110
0001111
0001111
0111100
1100011
1110001
1111000
FIG. 1.5 – Simulation du fonctionnement du syste`me insensible aux latences.
1.1.5 Pre´-e´galisation et e´galisation de latences
Quand la diffe´rence de de´bit entre les cycles du graphe fait que, pour un cycle de fort de´bit, la seconde
cellule de la station de relais est utilise´e par toutes les donne´es en transit, alors le syste`me admettrait une
latence supple´mentaire a` cet endroit. Cette latence ”virtuelle” pourrait ensuite eˆtre utilise´e par le designer,
par exemple pour relaxer des conditions sur les composants eux-meˆmes, mais ceci sort du cadre de cette
the`se. La transformation de pre´-e´galisation consiste a` ajouter autant de latence que possible sans pe´naliser
le de´bit global. Les cycles ont alors des de´bits tre´s proches et il ne reste plus que des e´carts que nous nom-
merons fractionnaires ou rationnels entre ces de´bits. L’e´tude suivante, de pleine e´galisation (fractionnaire),
consistera justement a` de´finir un registre partiellement transparent qui parfois retarde certaines valeurs d’un
instant, et parfois les laisse progresser imme´diatement.
A nouveau, par calcul d’un ordonnancement statique ”au plus toˆt”, on peut de´terminer les sche´mas tem-
porels (des mots binaires infinis ultimement pe´riodiques) selon lesquels les donne´es doivent eˆtre retenues
ou libe´re´es.
Le graphe de notre exemple dans la figure 1.4 est compose´ de deux cycles. Le cycle de gauche forme´ par
le triple nœud de “traitement” et le cycle de droite forme´ par les cinq nœuds de calculs et les trois nœuds de
transport. Le cycle de gauche a un de´bit de 3/3 (3 jetons pour 3 places). Et le cycle de droite a un de´bit de
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5/8 (5 jetons pour 8 places). On peut rajouter une place (et un nœud de transport) dans le cycle de gauche
afin de re´duire son de´bit a` 3/4. Ce dernier est toujours supe´rieur au de´bit du cycle de droite. La figure 1.6
illustre cette modification.
La conse´quence imme´diate de cette modification est le retour a` un de´bit de graphe de 5/8 comme on
peut le voir a` la longueur et au nombre de 1 des ordonnancements inscrits dans les nœuds du graphe de la
figure 1.6. De plus, l’ancienne place de gauche est moins souvent sature´e.
L’ajout de latence augmente le couˆt d’implantation, ce qui est contraire a` notre but. Par contre, celle-
ci permet quasiment a` elle seule de resynchroniser le de´bit des deux cycles du graphe. Ce changement
“semble” ame´liorer le fonctionnement du syste`me. Le chapitre 5 pre´sente le processus d’e´galisation qui
formalise l’ajout de latence virtuelle comme outils de resynchronisation de graphe.
10111001
11011100
01101110
00110111
10011011
11001101
11100110
01110011
01011011
FIG. 1.6 – Simulation du fonctionnement du syste`me pre´-e´galise´
1.1.6 Ordonnancement k-pe´riodique balance´
On a vu que l’effet des limitations locales en capacite´ de buffe´risassions e´tait de mieux re´partir les oc-
currences respectives de 0 et de 1 dans les mots binaires d’ordonnancement. On a ne´anmoins aussi vu que de
telles contraintes seules, avec application d’une strate´gie d’exe´cution ”au plus toˆt” des blocs de calculs, ne
menaient malgre´ tout pas force´ment a` une solution optimale en allocation de ressources de buffe´risassions.
Nous allons donc maintenant prendre l’approche inverse, et de´finir des types d’ordonnancement par mots
re´guliers dit ”balance´s” (dus a` Bernouilli pe`re [10] puis Christoffel [24], et e´tudie´s dans le cadre de l’or-
donnancement/ Routage par Altman-Gaujal et al. [5]). Nous allons montrer maintenant comment (sur notre
exemple) les ordonnancements balance´s peuvent eˆtre propage´s et pre´serve´s pour de´crire un fonctionnement
stationnaire admissible et efficace (i.e. respectant le de´bit du syste`me).
Tout d’abord, on peut supprimer les registres de capacite´ 2 du cycle de droite car ils ne sont jamais
utilise´s (figure 1.7).
Si on regarde l’ordonnancement des nœuds du graphe sur les figures 1.4 et 1.6, on a, pour le nœud
le plus en haut, respectivement 11111000 et 10111001. Ces deux d’ordonnancement alternent des phases
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de travail intensif (3 a` 5 instants d’activite´s conse´cutifs) et des phases de relaˆche totale (2 a` 3 instants
d’inactivite´s conse´cutifs). Dans la figure 1.7, on a cherche´ a` re´partir le plus possible les instants d’activite´s
et d’inactivite´s. On a “balance´” l’ordonnancement.
Re´sultat : le nœud de gauche ne se retrouve jamais bloque´ alors que ses entre´es sont valides parce que
sa place en sortie est pleine. Les ordonnancements balance´s et les mots balance´s sont pre´sente´s dans le
chapitre 2. En plus de re´duire la quantite´ de places de capacite´ 2 ne´cessaires dans un graphe quand ses
nœuds sont ordonnance´s en utilisant des mots balance´s, ils permettent aussi de construire un ordonnance-
ment atteignable et optimal quand a` la quantite´ de places de capacite´ 2 ne´cessaires. La construction d’un
ordonnancement dit balance´ est le sujet du chapitre 6.
10110101
11011010
01101101
10110110
01011011
10101101
11010110
01101011
01011011
FIG. 1.7 – Simulation du fonctionnement du syste`me pre´-e´galise´ avec un ordonnancement balance´.
1.1.7 Implantation de l’emplacement secondaire de la place de gauche.
L’ajout de la latence sur le canal de gauche n’a pas suffi a` resynchroniser totalement les deux branches du
syste`me. Il arrive que certains jetons du canal de gauche se pre´sentent en entre´e du nœud ”de´but traitement”
avec un instant d’avance. Dans la figure 1.8, durant une pe´riode, quatre jetons arrivent en avance au nœud
”de´but traitement”. La simulation nous a permis de savoir a` quel instant ces jetons arrivent. On a donc
rajoute´ un e´le´ment capable de capturer ces jetons et uniquement eux et de les relacher quand il le faut : le
Registre-Fractionnaire. La section 5.2 pre´sente le registre fractionnaire comme un automate a` e´tat fini et
comme un circuit.
1.1.8 Re´sultat
A partir du graphe de la figure 1.8, on peut revenir a` notre syste`me initial en ayant re´solu le proble`me de
latence. On a rajoute´ trois registres sur le canal de droite afin de de´couper le fil d’interconnexion en section
synchrone. On a ajoute´ un registre virtuel sur le canal de gauche pour freiner le de´bit du cycle. Le registre
fractionnaire permet de ge´rer les dernie`res asynchronies entres les deux branches du syste`me.
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1 0 1 1 0 1 0 1
1 1 0 1 1 0 1 0
0 1 1 0 1 1 0 1
1 0 1 1 0 1 1 0
1 0 1 0 1 1 0 1
1 1 0 1 0 1 1 0
0 1 1 0 1 0 1 1
0 1 0 1 1 0 1 1
0 1 0 1 1 0 1 1
n b  j e t o n s
1 1 0 1 0 0 1 0
R e g i s t r e  
F r a c t i o n a i r e
FIG. 1.8 – Une analyse statique du syste`me nous permet de ge´rer localement la resynchronisation de la
branche de droite avec celle de gauche graˆce a` notre registre fractionnaire.
P r é - t r a i t e m e n t
P o s t - t r a i t e m e n t
T r a i t e m e n t
e n t r é e
so r t i e
1 1 0 1 0 0 1 0
R e g i s t r e  
F r a c t i o n a i r e
1 0
FIG. 1.9 – Le syste`me e´galise´ et re´ordonnance´ est muni d’un registre fractionnaire afin d’eˆtre implante´. Il
n’a plus de proble`me de latence.
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L’e´tude topologique du syste`me nous a permis d’obtenir une solution e´quivalente a` la solution historique
(Latency Insensitive Design) mais avec beaucoup moins de ressources.
1.2 Plan
Tous nos re´sultats d’ordonnancement statique reposent sur une repre´sentation explicite des instants
d’activite´ au moyen de mots infinis binaires (1 = Actif ; 0 = Inactif). En conse´quence, le chapitre 2 contient
essentiellement des rappels et de´finitions sur ces mots, mais aussi des the´ore`mes de structures sur les mots
binaires balance´s et leurs re´actions a` des ope´rations relie´es ensuite a` des se´mantiques d’exe´cution aux
chapitres suivants (principalement au chapitre 6).
Le chapitre 3 donne un cadre ge´ne´ral a` la the´orie des Re´seaux de Processus (Process Networks) sans
conflits (ou` chaque place/canal posse`de exactement un bloc de calculs en entre´e et en sortie). Les diffe´rentes
variations possibles sur la nature des canaux, la prise en compte de latences et les proprie´te´s de safety/livennes
y sont conside´re´es.
Le chapitre 4 de´finit la the´orie de la conception insensible aux latences (Latency Insensitive Design/LID)
due a` L. Carloni et al [15]. Elle l’aborde d’un point de vue abstrait, en mode´lisant ses Relay-Stations comme
place de capacite´ 2 par exemple.
Les pre´mices de la the´orie du LID, et sa mode´lisation au moyen de composants hardware spe´cifiques
synchrones ou asynchrones, ont e´galement e´te´ conside´re´s par Cortadella, Kishinersky et al [37] comme
mode`les ”‘synchrones e´lastiques”’.
Le chapitre 5 traite des questions d’e´galisation, lie´es a` l’optimisation de l’allocation des registres (entiers
et fractionnaires) de´die´s a` la buffe´risassions dans les canaux dans le cadre d’un ordonnancement statique
k-pe´riodique. Ces de´veloppements sont principalement la base algorithmique d’un logiciel K-Passa, de´crit
plus tard au chapitre 7. Le chapitre 6 aborde la question des ordonnancements statiques balance´s, et de la
pre´sentation d’un meˆme patron d’activite´ pour repre´senter l’activite´ de tous les blocs de calculs du syste`me.
Il utilise abondamment des re´sultats the´oriques du chapitre 2.
Enfin, le chapitre 7 traite du logiciel K-Passa et de l’implantation des techniques des chapitres 4 et 5
dans un outil effectif. Les techniques du chapitre 6 ne sont pas encore soumises a` implantation.
Le chapitre 8 conclut le document en mentionnant certaines pistes pour l’extension de ces travaux, dont
certaines sont de´ja` amorce´es (l’extension a` des mode`les avec choix internes sur les trafics de donne´es).
Millo Jean-Vivien Ordonnancements Pe´riodiques dans les Re´seaux de Processus
Chapitre 2
Mots binaires infinis pe´riodiques
2.1 Introduction
Nous allons parler de mots binaires infinis pe´riodiques pour lesquels les occurences de 0 et de 1 sont les
plus espace´es possible.(pour un ratio de chaque lettre donne´). Ces mots seront appele´s balance´s. Dans la
litte´rature, les mots de Sturm[38, 3] sont un exemple de mots balance´s infinis et ape´riodiques. Les mots de
Christoffel [24, 39], eux le sont dans le cas pe´riodique fini ou infini. Les mots de Christoffel sont maintenant
attribue´s a` Jean Bernouilli [10].
Nous allons de´finir formellement les mots balance´s puis e´tablir plusieurs re´sultats simples mais utiles les
concernant Par exemple, pour un ratio donne´ k et n, l’ensemble des mots balance´s est l’orbite (l’ensemble
des rotations) du mot de Christoffel de´fini pour le meˆme ratio. Ce dernier est le plus petit mot balance´ au
sens de l’ordre lexicographique.
Ensuite, nous allons nous inte´resser a` l’ope´ration de transposition e´le´mentaire qui consiste a` substituer
le motif 10 par le motif 01 a` une position particulie`re du mot. Nous allons e´tablir que concernant les
mots balance´s, pour un certain ratio k et n, il existe pour chaque mot un autre mot balance´ obtenu par
transposition e´le´mentaire a` partir du pre´ce´dent.
Ce re´sultat est essentiel pour construire analytiquement le re´gime permanent d’un re´seau de proces-
sus (graphe d’e´ve´nement/Event Graph) dans la the´orie de l’ordonnancement k-pe´riodique, comme c’est le
cas dans le domaine du software pipelinning et du Jobshop scheduling. La construction effective de cet
ordonnancement est le the`me du chapitre 6 de ce me´moire.
Le but de ce chapitre est de pre´senter des re´sultats pre´liminaires sur les mots balance´s. Le premier
the´ore`me (the´ore`me1) donne la taille et la composition de l’ensemble des mots balance´s pour une longueur
et un ratio donne´. Le second the´ore`me (the´ore`me 2), concerne deux ope´rations de´finies dans la section
2.4 : La rotation et la transposition. Ces deux the´ore`mes ne´cessitent beaucoup de re´sultats interme´diaires,
lemmes et autres proprie´te´s pre´sente´s dans ce chapitre.
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2.2 Motivation
Ce travail est motive´ par des proble´matiques en the´orie de l’ordonnancementk-pe´riodique. On conside`re
un re´seau de processus ou` les nœuds de calculs sont interconnecte´s par des canaux de communications
qui transportent des donne´es (abstraits comme des jetons) de la sortie vers l’entre´e d’un autre nœud de
calculs ; de plus, l’exe´cution simultane´e de plusieurs nœuds de calculs est permise. On peut repre´senter
l’e´tat d’activite´ d’un nœud de calculs instant apre`s instant en utilisant 1 pour l’activite´ et 0 pour l’inactivite´.
Cette notation a` e´te´ de´finie dans [25]. La se´quence d’activite´ d’un nœud peut donc eˆtre repre´sente´e comme
un mot binaire infini et la collection de ces mots pour tous les nœuds nous fournit l’ordonnancement du
syste`me.
Bien suˆr l’ordonnancement, et a` fortiori le mot binaire qui commande l’activation doit se conformer
aux exigences strictes du jeu et de la disponibilite´ des jetons. Dans plusieurs cas spe´cifiques, comme les
Marked graph fortement connexes, les techniques d’ordonnancement donnent un mot binaire ultimement
pe´riodique comme ordonnancement. Mais certains travaux concernant l’optimisation de ressource, princi-
palement concernant la taille des canaux de communication, demandent en plus a` ce que la re´partition des
jetons dans le flot soit la plus re´gulie`re possible. Ceci nous me`ne a` l’utilisation de mot balance´ comme
classe de mot d’ordonnancement.
Un gros avantage a` utiliser les mots balance´s dans ce contexte vient du fait que contrairement au cas
ou` les mots d’ordonnancement sont obtenus par simulation (construction de l’espace d’e´tat atteignable),
i ci, l’ordonnancement de chaque nœud de calculs est obtenu de manie`re analytique a` partir d’un seul. Ceci
ne´cessite d’utiliser des ope´rations particulie`res sur les mots infinis pe´riodiques comme la rotation (retarder
tout le monde d’un instant) ou la transposition e´le´mentaire (retarder un jeton un instant) et leur interaction
alge´brique.
2.3 Re´fe´rences bibliographiques
La plupart des re´sultats pre´sente´s dans ce chapitre ont de´ja` e´te´ publie´ dans [40]. Gwe´nae¨l Richomme a
aussi apporte´ sa contribution a` l’e´tude des mots balance´s dans [50]. La nouveaute´ de ce chapitre concerne
la relation de transposition pre´sente´ a` la section 2.4. Nous allons traiter de l’influence de cette relation sur
les mots balance´s a` la section 2.6.5.
2.4 De´finitions pre´liminaires
2.4.1 Mots binaires finis et infinis
Notation 1 (Mot binaire). Un mot binaire est une se´quence finie ou infinie de valeurs binaires (ou bits).
On note B = {0,1}, pour boole´en, B∗ le monoı¨d libre de mot binaire fini, B+ l’ensemble de mot
binaire fini non vide, Bω l’ensemble des mots binaires infinis, et ε est le mot vide.
On note B∞ = B∗ ∪Bω. l’ensemble des mots bianires finis et infinis
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Pour u ∈ B∞ on note |u| la longueur de u (avec |u| =∞ quand u ∈ Bω).
De meˆme, on note |u|1 et |u|0 le nombre d’occurrences de la lettre 1 et 0 dans u respectivement.
De plus, pour u ∈ B+ on note rate(u) le rapport |u|1/|u|. On note Bkp le sous ensemble de B∗ forme´ des
mots u avec |u| = p et |u|1 = k.
Pour u ∈ B∞ on de´finit son conjugue´ u ∈ B∞ comme le mot pour lequel les lettres 0 et 1 sont
interchange´es. Formellement : ǫ = ǫ, 0.u = 1.u et 1.u = 0.u.
Pour i ≤ |u| on note u(i) ls ith lettre de u.
On utilise l’ordre lexicographique sur les mots : Pour u, v ∈ B∞, u < v ssi ∃i ∈ N, ∀j < i, u(j) = v(j)
soit u(i) = 0 et v(i) = 1 soit |u| = i et |v| > i. Cet ordre est total. Pour tout sous-ensemble V de B∞, on
note inf(V ) et sup(V ) respectivement son plus petit et son plus grand e´le´ment pour cet ordre.
On utilise aussi l’ordre de pre´ce´dence sur les mots : Pour u, v ∈ Bkp , u ≺ v ssi ∀i ∈ [1, k], u ↑ i ≥ v ↑ i
(ou` u ↑ i donne l’index du ith 1 dans u). Bien suˆr, (u ≺ v) ⇒ (u < v), mais l’inverse n’est pas vrai :
0110 < 1001 mais 0110 et 1001 ne peuvent eˆtre compare´s par l’ordre de pre´ce´dence ; la relation de
pre´ce´dence est un ordre partiel.
De´finition 1 (Mot binaire pe´riodique infini). Un mot binaire infini t est dit ultimement pe´riodique s’il est
de la forme u.vω, avec u ∈ B∗ et v ∈ B+.
Il est appele´ simplement pe´riodique si en plus, u = ǫ
Pour t = u.vω un mot ultimement pe´riodique, on appelle u sa partie initiale, v sa partie periodique, |v|1 sa
pe´riodicite´, et |v| sa pe´riode. On e´tend aussi la de´finition du rate par rate(t) = rate(v), C’est le rapport
de sa pe´riodicite´ sur sa pe´riode. On appelle P, ( respectivement Pkp) l’ensemble des mots binaires infinis
ultimement pe´riodiques. (Respectivement de pe´riodicite´ k et de pe´riode p).
Contre avis excepte´ et suivant la tradition de la the´orie du modulo scheduling, on va usuellement appeler
k et p respectivement la pe´riodicite´ et la pe´riode d’un mot binaire infini (ultimement pe´riodique) donne´.
Exemple 1. 11.(01101)ω est 3-pe´riodique avec une pe´riode 5, il appartient a` P35.
Notation 2. Pour u ∈ B∗ et v ∈ B∞, u est un sous mot de v (note´ v ⊂ u) si ∃u1 ∈ B∗, u2 ∈ B∞ telque
v = u1.u.u2.
2.4.2 Operations : rotation et transposition
De´finition 2 (Rotation unitaire avant). On de´finit la rotation unitaire avant ρ : B∗ → B∗, comme ρ(ǫ) = ǫ,
et ∀u ∈ B+, ∀a ∈ B, ρ(u.a) = a.u.
Remarque 1. La de´finition est faite de telle manie`re que, si u repre´sente l’ordonnancement d’un nœud de
calculs, ρ(u) est l’ordonnancement du nœud place´ juste en dessous dans le graphe.
De´finition 3 (Rotation). Soit u ∈ Bkp . On peut ge´ne´rer le groupe cyclique forme´ de toutes les rotations de
u a` partir de rotation unitaire. Ce groupe s’appelle l’orbite de u, et est note´ O(u).
ρn(u) = ρ ◦ ρn−1(u).
ρ−n(u) = ρp−n(u).
ρn(w) peut eˆtre note´ w  n, or w 	 −n.
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Exemple 2.
ρ3(11010) = 11010  3 = 01011.
ρ−3(11010) = 11010 	 3 = 10110.
ρp(t) = ρ0(t) = t
De´finition 4 (Transposition). Soit u, v ∈ B∗. On appelle v le transpose unitaire de u (ou simplement le
transpose pour faire court dans la suite), note´ v = τ(u), ssi ∃u1, u2 ∈ B∗, u = u1.1.0.u2 et v = u1.0.1.u2.
(ou u = 0.u1.1 et v = 1.u1.0) On peut raffiner la de´finition en une fonction de u vers v en posant que v est
le transpose de u selon la position i note´ v = τ(u, i), ou` i = |u1| (ou i = |u1|+ 1).
Remarque 2. La transposition e´le´mentaire est faite pour repre´senter les effets d’un retard unitaire d’un
seul jeton a` un point donne´ dans le sche´ma d’ordonnancement (ou` 1 repre´sente l’activite´ et 0 l’inactivite´).
Exemple 3.
τ(10101, 3) = 10011.
τ(11010, 3) n’est pas de´fini.
τ(011, 3) = 110.
τ((10101)ω, 3) = 10011.(10101)ω.
(τ(10101, 3))ω = (10011)ω
2.5 Mots binaires balance´s
2.5.1 De´finitions et proprie´te´s de base
Nous allons appeler un mot balance´ (dans la de´finition 5) quand ses occurences de 0 et de 1 sont
les plus e´tale´es possible. Cela signifie que deux de ses sous-mots de meˆme longueur ont une diffe´rence
minimum dans le de´compte de chacune de ses lettres. En fait, on va chercher a` caracte´riser cette proprie´te´
sur l’expansion finie du ge´ne´rateur d’un mot pe´riodique infini. (voir lemme 1).
De´finition 5 (Mot binaire balance´). Un mot binaire fini u ∈ B+ est appele´ balance´ si ∀v, t, deux sous-mots
de uω telque |v| = |t| on a
||v|1 − |t|1| ≤ 1.
Exemple 4. Alors que 1010010100 est balance´, 1010100100 ne l’est pas (parce que n’importe quel sous-
mot de longueur 5 doit contenir exactement 2 occurrences de la lettre 1 . La premie`re moitie´ 10101 en
contient 3 et la second 00100 seulement 1).
on note Skp l’ensemble des mots finis balance´s de longueur p et contenant k occurrences de 1 .
De plus, on dit que u ∈ Skp est simple quand k et p sont relativement premier. Par extension, un mot
ultimement pe´riodique est dit balance´ si sa partie pe´riodique l’est. (On a choisie la lettre S pour Smooth qui
signifie ”lisse” ou ”re´gulier”).
Remarque 3. Si u ∈ Skp , u ∈ Sp−kp
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On note ici que la de´finition 5 serait diffe´rente si “sous-mots de uω” avait e´te´ remplace´ par “sous-mots
de u”. Voici un contre-exemple, u = 10101001 n’est pas balance´ alors que ∀v, t, deux sous-mots de u (et
non pas uω) avec |v| = |t| on a ||v|1 − |t|1| ≤ 1.
Cependant, le lemme 1 nous montre que l’on obtient une de´finition e´quivalente si “uω” est remplace´ par
“u2” ou ∀i ∈ N, ρi(u) dans la de´finition des mots binaires balance´s (def 5).
Lemme 1. (1), (2), et (3) sont e´quivalents :
Soit u ∈ B∗.
(1) u est balance´.
(2) ∀v, t, deux sous-mots de u2 tel que |v| = |t| on a ||v|1 − |t|1| ≤ 1.
(3) ∀v, t, deux sous-mots de ρi(u), ∀i ∈ N tel que |v| = |t| on a ||v|1 − |t|1| ≤ 1.
De´monstration. (1) ⇒ (2) et (1) ⇒ (3) se ve´rifient trivialement : si ||v|1 − |t|1| ≤ 1 se ve´rifie pour
n’importe quel couple de sous-mots de uω avec la meˆme longueur (voir de´f 5), c’est aussi vrai pour u2 ou
ρi(u).
(2) implique (1) : Pour u ∈ B+, tous les diffe´rents sous-mots de uω avec une longueur |v| ≤ |u| sont
pre´sents dans u2. ∀v sous-mot de uω avec une longueur |v| > |u|, on a v = v1.un.v2 avec v1.v2 sous-mots
de u2. De plus, |v|1 = |v1.v2|1 + n ∗ |u|1. (n ∈ N).
(3) implique (2) : ∀i ∈ N, si u est un sous-mot de ρi(u), il peut eˆtre re´e´crit comme v = v1.un.v2 avec
v1.v2 sous-mot de u2.
Nos re´sultats principaux du chapitre sont les deux the´ore`mes suivants :
The´ore´me 1. ∀k, p, l’ensemble Skp est une seule orbite. ∀u, v ∈ Skp , Skp = O(u) = O(v).
De´monstration. Le fait que, l’orbite comple`te de u ∈ Skp est incluse dans Skp , est e´vident depuis le lemme
1. L’inclusion inverse ne´cessite des corollaires et des lemmes techniques sur la structure profonde des mots
binaires balance´s de´finis dans la suite du chapitre. La preuve est donc reporte´e dans la section 2.6.2.
Le the´ore`me suivant explique que pour n’importe quel mot balance´, il n’existe qu’une seule position
telle que la transposition e´le´mentaire applique´e a` cet endroit retourne un mot balance´. De plus, le rank de la
rotation e´quivalente a` cette ope´ration est calculable..
The´ore´me 2. Soit k et p ∈ N mutuellement premier. Il existe α ∈ N,qui peut eˆtre calcule´ a` partir de k et
p tel que : ∀u ∈ Skp , il existe ∆ ∈ [1, p] tel que, τ(u,∆) ∈ Skp et τ(u,∆) = ρ−α(u).
De´monstration. La section 2.7.1 est de´die´e au coefficient α. Le fait que τ(u,∆) ∈ Skp sera de´montre´ a` part
dans la section 2.6.5. La deuxie`me partie du the´ore`me : τ(u,∆) = ρα(u) ne´cessite le lemme pre´sente´ dans
la section 2.7.2. En conse´quence, la preuve du t´heore`me est reporte´e a` la section 2.7.2.
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2.6 Proprie´te´s structurelles
2.6.1 Construction de mots balance´s
Le lemme suivant rend plus explicite le lien entre de´bit et nombre de 1 dans les sous-mots d’un mot
balance´.
Lemme 2. (1) est e´quivalent a` (2).
(1) u ∈ B+ est balance´
(2) Le nombre de 1 dans tout sous-mot de uω de longueur l est soit ⌊l ∗ |u|1/|u|⌋ soit ⌈l ∗ |u|1/|u|⌉.
De´monstration. (2)⇒ (1) : Pour u ∈ B∗ si le nombre d’occurrence de la lettre 1 dans tout sous-mot de uω
de longueur l est soit ⌊l ∗ |u|1/|u|⌋ soit ⌈l ∗ |u|1/|u|⌉, on a ⌈l ∗ |u|1/|u|⌉ − ⌊l ∗ |u|1/|u|⌋ ≤ 1. Donc u est
balance´.
(1)⇒ (2) : Pour u mot binaire balance´ (conforme´ment a` la de´finition 5),
Pour l ∈ N, on conside`re les mots : ul, (ρ(u))l, (ρ2(u))l,...,(ρ|u|−1(u))l. Tous ces mots ont une longueur
|u| ∗ l et contiennent |u|1 ∗ l occurrences de la lettre 1 .
Pour i ∈ [0, p[, nous supposons qu’il existe un sous-mot de (ρi(u))l avec une longueur l contenant
seulement ⌊l ∗ |u|1/|u|⌋ − 1 occurrences de la lettre 1 . Comme u est balance´, les autres sous-mots de
longueur l contiennent au moins ⌊l ∗ |u|1/|u|⌋ occurrences de la lettre 1 . Dans ce cas, le nombre maximum
d’occurrences de la lettre 1 dans (ρi(u))l est |u| ∗ ⌊l ∗ |u|1/|u|⌋−1 < l ∗ |u|1. Pour conclure, tout sous-mot
de (ρi(u))l contient au moins ⌊l ∗ |u|1/|u|⌋ occurrences de la lettre 1 .
Pour i ∈ [0, p[, nous supposons qu’il existe un sous-mot de (ρi(u))l avec une longueur l contenant
⌈l ∗ |u|1/|u|⌉ + 1 occurrences de la lettre 1 . Comme u est balance´, les autres sous-mots de longueur l
contiennent au moins ⌈l ∗ |u|1/|u|⌉ occurrences de la lettre 1 . Dans ce cas, le nombre minimum d’occur-
rences de la lettre 1 dans t est |u| ∗ ⌈l ∗ |u|1/|u|⌉+ 1 > l ∗ |u|1. Pour conclure, tout sous-mot de (ρi(u))l
contient au plus ⌈l ∗ |u|1/|u|⌉ occurrences de la lettre 1 .
On peut maintenant fournir un algorithme ite´ratif simple de construction de mot balance´. Les lemmes
2et 3 sont dus a` E. Altman, B. Gaujal and A. Hordijk [5].
Lemme 3 (Construction de mot balance´). Soit k, p ∈ N Avec 0 < k ≤ p. Soit u ∈ Bω, Tel que ∀i ∈ N
u(i) = ⌊i ∗ k/p⌋ − ⌊(i− 1) ∗ k/p⌋
Alors u est un mot balance´. (Tous les autres mots balance´s peuvent eˆtre obtenus par rotation).
De´monstration. Soit u ∈ Bω un mot binaire ge´ne´re´ par l’algorithme du lemme 3.
Soit v un sous-mot de u commenc¸ant a` l’indice x avec une longueur l. Le nombre d’occurences de la
lettre 1 dans v, note´ |v|1 est
|v|1 =
∑x+l−1
x ⌊i ∗ k/p⌋ − ⌊(i− 1) ∗ k/p⌋. On peut simplifier l’expression en :
|v|1 = ⌊(l + x− 1) ∗ k/p⌋ − ⌊(x− 1) ∗ k/p⌋.
Maintenant on regroupe les deux parties entie`res en :
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⌊l ∗ k/p⌋ ≤ |v|1 ≤ ⌊l ∗ k/rp⌋+ 1⇔
⌊l ∗ k/p⌋ ≤ |v|1 ≤ ⌈l ∗ k/p⌉ Si p ne divise pas l ∗ k.
Si p divise l ∗ k, |v|1 = l ∗ k/p = ⌊l ∗ k/p⌋ = ⌈l ∗ k/p⌉
Pour un nombre rationnel positif q = k/p < 1, L’algorithme suit la de´finition arithme´tique classique
des mots de Christoffel [24, 39]. (Originellement duˆ a` Jean Bernoulli, “le pe`re”, qui de´finit pour la premie`re
fois cette classe de mot en 1771 [10]). La de´finition est aussi celle du mot me´canique infe´rieur qui, associe´
avec le mot me´canique supe´rieur (w(i) = ⌈i ∗ k/p⌉ − ⌈(i− 1) ∗ k/p⌉), forment les bases de la the´orie des
mots me´caniques(mechanical word theory) [13]. Si q est irrationnel, w devient un mot ape´riodique connu
comme un mot de Sturm [38, 3].
Corollaire 1. Soit u ∈ Skp un mot binaire ge´ne´re´ par l’algorithme du lemme 3. u = inf(Skp)
De´monstration. Soit v un prefixe de u de longueur l.
|v|1 = Σli=1⌊i ∗ k/p⌋ − ⌊(i− 1) ∗ k/p⌋. Apre`s de´veloppement et simplification, |v|1 = l ∗ k/p⌋. Le
nombre de 1 dans v est toujours minimal conforme´ment au lemme 2. Il n’existe pas de mot balance´ plus
petit, w est le plus petit.
Mot balance´ non simple Quand k et p ne sont pas relativement premier, tout mot balance´ non simple
peut eˆtre de´compose´ comme une re´pe´tition de mot balance´ simple plus petit. (Leur longueur est relative au
pgcd(k, p)). Le lemme 4 formalise ce re´sultat.
Lemme 4. Soit k, p ∈ N, 0 < k ≤ p et pgcd(k, p) = x.
∀u ∈ Skp . Il existe v ∈ Sk/xp/x tel que u = vx
De´monstration. Soit t un sous-mot de u qvec une longueur p/x. Le nombre de 1 dans t est :
⌊(p ∗ k)/(x ∗ p)⌋ ≤ |t|1 ≤ ⌈(p ∗ k)/(x ∗ p)⌉
k/x ≤ |t|1 ≤ k/x avec k/x ∈ N.
|t|1 = k/x. u est k/x pe´riodique de pe´riode p/x. ∀i ∈ N u(i+ p/x) = u(i).
2.6.2 Pre´servation de mots balance´s
Si on applique certaines ope´rations a` des mots balance´s, l’ope´ration nous retourne un mot de longueur
ou de rate diffe´rent mais toujours balance´. Nous allons ici e´tudier le cas de l’ope´ration de re´duction.
Motifs re´guliers dans les mots balance´s Un mot balance´ simple est construit a` partir de deux motifs
diffe´rents en longueur d’exactement 1. On va appeler ces deux motifs πl(u) et πh(u) respectivement (l
pour low(le plus petit) et h pour high(le plus grand)).
Lemme 5. Si rate(u) < 1/2, u = u1.....uk avec ∀i, ui ∈ {πl(u), πh(u)} Alors |πl(u)| = ⌊p/k⌋ et
|πh(u)| = ⌈p/k⌉ et les deux motifs sont dans 0∗.1.0∗.
Si rate(u) > 1/2, u = u1.....up−k avec ∀i, ui ∈ {πl(u), πh(u)} alors |πl(u)| = ⌊p/(p − k)⌋ et
|πh(u)| = ⌈p/(p− k)⌉ et les deux motifs sont dans 1∗.0.1∗.
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Remarque : si rate(u) = 1/2, u n’est pas simple. De plus, si u = sup(Skp) (resp. u = inf(Skp)),alors
les deux motifs πl(u) et πh(u) sont dans 1 ∗ .0∗ (resp. 0 ∗ .1∗).
Si on conside`re les motifs comme des symboles de base du mot (ex. 1.0n et 1.0n+1 au lieu de 0 et 1), le
mot balance´ est toujours forme´ de deux motifs, et ce re´cursivement
Exemple 5.
u = 10010101001010010101001010010est compose´ deX = 100 et de Y = 10, u = XY YXYXY Y XYXY .
Maintenant, si on note a = XY Y et b = XY , u = ababb. Et encore, si on note m = ab et n = abb,
u = mn.
Dans notre exemple, dans les couples (X ,Y ), (a,b) et (m,n), la diffe´rence de taille entre les deux
e´le´ments est de 1, de plus le plus grand des deux peut eˆtre obtenu a` partir du plus petit en re´pe´tant son
dernier symbole une fois.
Re´duction de mots balance´s
On de´finit une ope´ration qui, a` partir d’un mot balance´, retourne un autre mot balance´ plus court.
De´finition 6. R : Pkp → Pkp′ , p > p′, est une ope´ration qui pour un mot binaire u ∈ Pkp , supprime r bits
successifs ayant une valeur 0 devant chaque bit ayant la valeur 1 . r est le nombre minimal de 0 devant
chaque 1 dans tout u.
Lemme 6. La fonction de re´duction R est une surjection.
De´monstration. Pour un r donne´, tout e´le´ment de l’ensemble des images Pkp′ a au moins un ante´ce´dent
dans Pkp .
Lemme 7. Soit u ∈ Skp . Si u est balance´, la re´duction de u est aussi balance´e.
De´monstration. Cette proprie´te´ a` ve´rifier est e´quivalente a` : Si la re´duction de u n’est pas balance´e, u n’est
pas balance´. On suppose que la re´duction de u n’est pas balance´e. Il existe deux sous-mots v et v′ de la
re´duction de u avec une taille l tel que |v|1 = |v′|1 + 2, v(1) = 1, v(l) = 1, v′(1) = 0, et v′(l) = 0. (Cette
pre´vision peut eˆtre ve´rifie´e en e´nume´rant tous les cas).
Maintenant, si on identifie par w et w′, les deux sous-mots de u qui deviendront resp. v et v′ apre`s
reduction de u. |w|1 = |v|1 = |w′|1 + 2 = |v′|1 + 2 mais la taille de w et w′ est, resp., l + r ∗ |v|1 et
l+ r ∗ (|v|1 − 2). w peut eˆtre re´e´crit comme w = x.0r comme |x| = l+ r ∗ (|v|1− 1). et w′ peut aussi eˆtre
re´e´crit comme 0r.w′ = x′ avec |x′| = l + r ∗ (|v|1 − 1). Donc dans u, on a deux sous mots x et x′ tel que
|x| = |x′| et |x|1 = |x′|1 + 2, u n’est pas balance´.
Lemme 8. Soit u ∈ Skp , si |u|0 > |u|1, apre`s re´duction, |u|0 < |u|1 :
De´monstration. Tant que u est balance´, u a devant chaque 1 au moins ⌊p/k⌋ − 1 bit avec la valeur 0
car p = ⌊p/k⌋ ∗ k + reste. reste est le reste de la division euclidienne de p par k. Si on supprime
⌊p/k⌋ − 1 bits avec la valeur 0 devant chaque 1 , le mot re´sultant u′ ∈ Skk+remainder . On conclut par
|u|0 = reste < |u|1 = k.
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Cette dernie`re preuve e´claire un point important, si on applique l’ope´ration de re´duction a` un mot
de l’ensemble Skp , Le mot re´sultant appartient a` Skk+(p mod k). Ce re´sultat sera important dans la section
suivante (2.6.3) pour prouver le the´ore`me 1
2.6.3 Primalite´ des orbites
Nous avons maintenant tous les outils ne´cessaires a` la preuve du the´ore`me 1
The´ore`me 1. Soit u ∈ Skp un mot balance´ simple. L’ensemble Skp est le groupe cyclique ge´ne´re´ par les
rotations de u.
De´monstration. On limite notre e´tude au cas k < p/2, Sinon, l’unicite´ de´pend directement de l’unicite´ de
w.
Soit u, v deux mots balance´s ∈ Skp . Si on applique en paralle`le l’ope´ration de re´duction (De´f 6) a` u et v,
on obtient deux mots de Skk+(p mod k) (lemme 7). si on prend le conjugue´ de ces mots, on obtient des mots
de Sp mod kk+(p mod k) (lemme 8).
On note que le reste de la division euclidienne de k + (p mod k) par (p mod k) est le meˆme que le
reste de la division euclidienne de k par (p mod k).
Si on se re´fe`re a` l’algorithme usuel pour calculer le pgcd de deux nombres et le fait que pgcd(k, p) = 1,
si on applique l’ope´ration de re´duction, suivie de l’ope´ration du conjuge´, un certain nombre de fois, on va
finalement obtenir pour u et pour v un mot de S1remainder (remainder ∈ N). Il existe seulement un mot et
ses rotations contenant un seul 1 avec une taille remainder. Donc, u et v sont e´quivalents par rotation.
La figure 2.1 donne l’ensemble (a) S37 et (b) S26.
0010101
1001010
0100101
10100100101001
1010100
0101010
(a) (b)
100100
010010001001
2/63/7
FIG. 2.1 – L’orbite d’un mot balance´ u pour (a) u ∈ S37 and (b) u ∈ S26
Corollaire 2. Si pgcd(k, p) = 1, |Skp| = p.
De´monstration. Soit u ∈ Skp . On suppose qu’il existe i ∈ [1, p], tel que u = ρi(u). Dans ce cas, u =
ρ2∗i(u) = ... = ρn∗i(u). Si pgcd(p, i) = 1, u = 1p or u = 0p. Donc pgcd(k, p) = k = p # ou k = 0 (la
fonction pgcd n’est pas de´finie en 0) #. Autrement pgcd(k, i) = n donc u = vn et |v|1 = k/n. Comme
pgcd(k, p) = 1, k/n ce n’est pas un nombre entier. #.
Corollaire 3. Si pgcd(k, p) = x, |Skp| = p/x.
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De´monstration. Suivant le lemme 4, ∀u ∈ Skp , ∃v ∈ Sk/xp/x , tel que u = vx. Comme |S
k/x
p/x| = p/x (the´ore`me
1), |Skp| = p/x.
2.6.4 Ordre dans l’ensemble Skp
Le lemme 9 montre comment inf(Skp) et sup(Skp) sont proches. Plus pre´cisement, sup(Skp) = τ(inf(Skp), p)
Lemme 9. Soit u ∈ Bp−2. Soit v = inf(Skp) Soit w = sup(Skp). si v = 0.u.1 alors w = 1.u.0.
De´monstration. Soit v′ un pre´fixe de v = inf(Skp) de longueur l. |v′|1 = ⌊l ∗ k/p⌋. Soit w un pre´fixe de
1.u.0 de longueur l. |w|1 = |v′|1 + 1. (excepte´ pour l = p ou` |w|1 = |v′|1). Donc |w|1 = ⌈l ∗ k/p⌉. Le
nombre de 1 dansw est toujours maximum tel qu’on le voit dans le lemme 2. Donc 1.u.0 est le sup(Skp).
Lemme 10 (symetrie centrale entre sup et inf de Skp).
sup(Skp)(i) = inf(S
k
p)(p+ 1− i).
De´monstration. inf(Skp)(p+ 1− i) = ⌊(p+ 1− i)k/p⌋ − ⌊(p− i)k/p⌋
= ⌊(1− i)k/p⌋ − ⌊(−i)k/p⌋
= −⌈(i− 1)k/p⌉+ ⌈i ∗ k/p⌉
= ⌈i ∗ k/p⌉ − ⌈(i− 1)k/p⌉
= sup(Skp)(i).(lemme 9)
On peut aussi e´tablir que l’ordre de pre´ce´dence est complet sur Skp .
Lemme 11 (Ordre de pre´ce´dence sur Skp). Soit u, v ∈ Skp , u ≺ v ou v ≺ v ou u = v. L’ordre de pre´ce´dence
est total sur l’ensemble Skp .
De´monstration. Supposons qu’existe u, v ∈ Skp qui ne peuvent pas eˆtre compare´s par la relation de
pre´ce´dence. Il existe i, j ∈ [1, p], tel que u ↑ i < v ↑ i et u ↑ j > v ↑ j. Soit w un sous-mot de u a`
l’indice suivant u ↑ i a` l’indice juste avant u ↑ j. Soit w′ un sous-mot de v commenc¸ant et finissant au
meˆme indice que w dans v. On a |w|1 = |w′|1 − 2. Mais u et v sont e´quivalents par rotation (the´ore`me 1)
donc w et w′ sont tous les deux des sous-mots de u et de v. Pour conclure, u et v ne sont pas balance´s.
2.6.5 Transposition
Lemme 12 (Transposition dans Skp). ∀u ∈ Skp , ∃!i tel que τ(u, i) ∈ Skp
De´monstration. Soit v ∈ Skp , on s’inte´resse a` la rotation de v qui est w = inf(Skp). si on applique
l’ope´ration de transposition a` n’importe quel 1 de w, on obtient un mot plus petit (ordre lexicographique)
qui n’est donc pas balance´. a` l’exception du dernier bit de w. si on se re´fe`re au lemme 9, on obtient le plus
grand e´le´ment de Skp
De´finition 7 (Le bit ∆). Il y a seulement un bit dans u ∈ Skp ou` l’ope´ration de transposition peut eˆtre
applique´ et retourne un mot balance´. Ce bit s’appel ∆ ou ∆(u).
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Comme on peut le voir dans le lemme 12, le bit ∆ d’un mot balance´ est le dernier bit de inf(Skp). A
partir de cette information,on peut retrouver le bit ∆ dans n’importe quel e´le´ment de Skp .
Corollaire 4. ∆(inf(Skp)  i) = i.
De´monstration. ∆(inf(Skp)) = 0. ∆(inf(Skp)  i) = i.
Le lemme suivant indique que le bit ∆ n’est jamais au meˆme indice dans deux rotations diffe´rentes du
meˆme mot.
Corollaire 5. ∀i, j ∈ [1, p], i 6= j, soit u ∈ Skp, ∆(ρi(u)) 6= ∆(ρj(u))
De´monstration. ∆(ρi(u)) = ∆(u) + i et ∆(ρj(u)) = ∆(u) + j
Jusqu’a` maintenant, la transposition e´tait une relation car un mot binaire a plusieurs transpose´s. Main-
tenant, on peut de´finir une fonction de transposition qui est toujours applique´e au bit ∆ d’un mot balance´ et
retourne un et un seul mot balance´.
De´finition 8 (τx). On de´finit l’ope´ration τx : Skp → Skp . On associe a` un mot balance´ u ∈ Skp → τx(u). On
applique x transpositions successives aux bits ∆. Dans sa notation comple`te, (voir de´f 4 pour des de´tails),
le second argument de la fonction τ est l’index du 1 transpose´. Ici, ce parame`tre est toujours l’index du bit
∆. On ne le fait plus apparaitre.
Exemple 6.
τ1(11010) = 10110
τ2(10101) = τ1(01101) = 01011
τp(w) = w
La fonction de tranposition est de´finie sur les mots balance´s seulement pour le bit ∆. Mais la relation de
transposition est aussi de´finie pour les autres bits. En revanche, si la relation de transposition est applique´e
a` n’importe quel autre bit valide que le bit ∆, elle ne retourne jamais de mot balance´.
Proprie´te´ 1 (OrdonnerSkp en utilisant τ ). Pour u = sup(Skp), l’ordre global lexicographique et de pre´ce´dence
Skp est :
τp−1(u) < τp−2(u) < τp−3(u) < ... < τ1(u) < u
De´monstration. Soit w ∈ Skp , τ1(w) < w (si w n’est pas le plus petit e´le´ment). Suivant le lemme 11,
comme la diffe´rence entre w et τ1(w) apparaıˆt dans seulement 2 bits (une transposition), les deux mots se
suivent dans l”ordre lexicographique.
2.7 Relation entre transposition et rotation
Nous allons maintenant faire la preuve du the´ore`me 2. Elle ne´cessite la de´finition du coefficient α tel
qu’une rotation de rang−α d’un mot balance´ retourne le meˆme mot balance´ que la fonction de transposition
unitaire.
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2.7.1 Le coefficient α
La de´finition formelle de α peut sembler contre-intuitive, elle sera justifie´e plus tard.
De´finition 9 (p−1, k−1, α). Soit k, p deux nombres entiers relativement premier, 0 < k < p. On note p−1
(resp. k−1) l’unique entier tel que 0 < p−1 < k et p−1 ∗ p ≡ 1 mod k (resp. 0 < k−1 < p et k−1 ∗ k ≡ 1
mod p).
On note α l’unique solution de (α = p−1 ∗ p − 1)/k, 0 < α < p. (α est un entier car p−1 ∗ p − 1 ≡ 0
mod k).
Remarque 4. Par conse´quence, et suivant le the´ore`me de Euler-Fermat, une des solutions de l’e´quation
p ∗ x− k ∗ y = 1 est (x,y)=(p−1,α). (Ou` k et p sont les meˆmes que dans la definition 9)
Lemme 13. α ∗ (p− k) ≡ 1 mod p. En d’autres mots, p− k est l’inverse de α mod p.
2.7.2 Relation entre transposition and rotation
Le lemme 14 compare un mot balance´ u et sa rotation de rang α. Ces deux mots sont les meˆmes a`
l’exception de deux bits conse´cutifs ou` la se´quence 01 dans u devient 10 dans la rotation de u de rang α.
Lemme 14 (u  α)).
Soit u ∈ Skp . ∃i ∈ [1, p] tel que ∀j ∈ [1, p]/{i, i+ 1 mod p},
u(j) = u  α(j),
u(i) = 0, u(i+ 1 mod p) = 1
et u  α(i) = 1, u  α(i+ 1 mod p) = 0
De´monstration. Soit u ∈ Skp .
On va comparer u(i) et u(i− α) pour i ∈ [[1, p]].
u(i− α) = ⌊(i− α) ∗ k/p⌋ − ⌊(i− 1− α) ∗ k/p⌋.
u(i) = ⌊(i) ∗ k/p⌋ − ⌊(i− 1) ∗ k/p⌋.
on remplace α dans u(i− α) par sa valeur et on simplifie :
u(i− α) = ⌊ i∗k+1p ⌋ − ⌊ (i−1)∗k+1p ⌋.
Pour i ∗ k ∈ [[p− 1, k − 1[[ mod p ; u(i− α) = 1.
Pour i ∗ k ∈]]p− 1, k − 1]] mod p ; u(i) = 1.
Pour i ∗ k ∈ [[k − 1, p− 1[[ mod p ; u(i− α) = 0.
Pour i ∗ k ∈]]k − 1, p− 1]] mod p ; u(i) = 0.
Pour i ∗ k <> p− 1 et i ∗ k <> k− 1, u(i) = u(i−α). Pour i ∗ k = p− 1, u(i−α) = 1, u(i) = 0 et
pour i ∗ k = k − 1, u(i− α) = 0, u(i) = 1. De plus, si i ∗ k = p− 1, donc (i+ 1) ∗ k = k − 1, les deux
seuls bits ayant une diffe´rence sont successifs : ρ(u, α) > u.
Voici le second re´sultat majeur du chapitre. Dans l’ensemble des mots balance´s, l’ope´ration de transpo-
sition est e´quivalente a` l’ope´ration de rotation de rang −α.
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The´ore`me 2.
Soit u ∈ Skp , on a τ1(u) = ρ(u,−α)
De´monstration. Suivant le lemme 14, la diffe´rence entre u ∈ Skp et ρ(u,−α) intervient dans seulement
deux bits successifs tels que u = u1.10.u2 devient ρ(u,−α) = u1.01.u2. (ou` u = 0.u2.u1.1 devient
ρ(u,−α) = 1.u2.u1.0) Suivant le lemme 12, cette ope´ration est e´quivalente a` la fonction τ1(u).
2.8 Cre´ation de mots balance´s utilisant le coefficient α
Cette section pre´sente un algorithme qui ge´ne`re un mot balance´ en re´partissant les lettres 1 tous les α
bits modulo p dans le mot. La figure 2.2 l’illustre pour (k, p) = (3, 5)⇒ α = 3.
11010
+ 3
+ 3
......
0*3 mod 5
1*3 mod 5
2*3 mod 5
FIG. 2.2 – Algorithme de cre´ation de mot balance´ utilisant α pour (k, p) = (3, 5)⇒ α = 3.
Lemme 15 (Algorithme de cre´ation de mot balance´ utilisant α). Soit m ∈ B∗, |m| = p et |m|1 = k.
∀i ∈ [[0, k − 1]]), m(i ∗ α mod p) = 1 et 0 pour i ∈ [[k, p[[
Donc m est balance´.
De´monstration. Soit k, p ∈ N, 0 < k ≤ p et pgcd(k, p) = 1. on a le pgcd(p, α) = 1 car α a une inverse
modulo p.
la fonction qui associe (i ∗ α) mod p a` i est une bijection de l’ensemble [[0, p− 1]] vers [[0, p− 1]].
NB : −k est l’inverse de α mod p, donc−k ∗ α = 1 mod p
Soit w ∈ B∗ un mot construit suivant l’algorithme 15. Soit s un sous-mot de w commenc¸ant a` l’indice
n+ 1 (n ∈ N) de longueur l. On veut calculer le nombre de 1 dans s.
On associe au ith bit dew, n ∈ N tel que n∗α = i. n est appele´ de rang dew(i). Si le rang n ∈ [0, k−1],
w(i) = 1, et 0 sinon.
Le rang du i− 1th bit est n′ tel que n′ ∗ α = i− 1⇔ n′ ∗ α = n ∗ α+ k ∗ α⇔ n′ = n+ k.
n+ x ∗ k est le rang du i− xth bit de w
n+x∗k
p − ⌊n+x∗kp ⌋ est le rang du i− xth bit de w raporte´ entre [[0, 1]]
Millo Jean-Vivien Ordonnancements Pe´riodiques dans les Re´seaux de Processus
2.9. CONCLUSION 31
k − p(n+x∗kp − ⌊n+x∗kp ⌋) est positif si (n+ x ∗ k) mod p < k et ne´gatif si (n+ x ∗ k) mod p ≥ k
⌈k−p(
n+x∗k
p
−⌊n+x∗k
p
⌋)
p ⌉ est e´gale a` w(i− x).
On peut calculer le nombre de 1 dans s.
|s|1 = Σ1x=l⌈
k−p( n+x∗k
p
−⌊n+x∗k
p
⌋)
p ⌉
Ceci peut eˆtre re´e´crit en :
|s|1 = Σ1x=l⌈−(n+k∗(x−1))p ⌉+ ⌊n+x∗kp ⌋
La fin de la preuve est coupe´e en deux, chaque partie donne une borne a` |s|1.
Borne infe´rieure |s|1 = Σ1x=l⌊n+x∗kp ⌋ − ⌊n+k(x−1)p ⌋
Apre`s de´veloppement et simplification, on obtient :
|s|1 = ⌊n+l∗kp ⌋ − ⌊np ⌋
so ⌊ l∗kp ⌋ ≤ |s|1 ≤ ⌊ l∗kp ⌋+ 1
borne supe´rieure |s|1 = Σ1x=l⌈−(n+k∗(x−1))p ⌉ − ⌈−(n+x∗k)p ⌉
Apre`s de´veloppement et simplification, on obtient :
|s|1 = ⌈−np ⌉ − ⌈−(n+l∗k)p ⌉
so ⌈ l∗k)p ⌉ − 1 ≤ |s|1 ≤ ⌈ (l∗k)p ⌉
conclusion ⌊ l∗kp ⌋ ≤ |s|1 ≤ ⌈ (l∗k)p ⌉ L’algorithme est correct.
Corollaire 6. Soit u ∈ Bkp , ∃!i tel que τ(ραu, i) = u. alors u ∈ Skp .
De´monstration. ∃!i tel que ∀j /∈ {i, i + 1}, u(j) = ραu(j) et u(i) = 0, u(i + 1) = 1, ραu(i) = 1,
ραu(i+ 1) = 0.
Comme u(j) = ραu(j), u(j) = u(j−α). On a donc les k 1 de u qui sont re´partis tout les α bits modulo
p. Conforme´ment au lemme 15, u est balance´.
Si u est balance´, i = ∆(ραu) et τ(ραu) = ρα−αu = ρ0u = u (the´ore`me 2).
Cet algorithme ge´ne´re un mot balance´ pour une complexite´ line´aire en fonction de la taille du mot.
2.9 Conclusion
Dans ce chapitre, on de´finit formellement la notion de mot balance´ (originellement appele´ smooth) dans
nos publications [46, 45]). Puis nous donnons la taille de l’ensemble contenant les mots balance´s et nous
de´finissons deux ope´rations e´quivalentes : la rotation et la transposition.
A partir de ces re´sultats, on va pouvoir regarder leur application dans le domaine de l’ordonnancement
statique. Le chapitre 6 explique comment construire un re´gime permanent dont l’ordonnancement de tous
les nœuds du graphe est un mot balance´.
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De plus, on va pouvoir prouver que la quantite´ d’e´le´ments de stockage ne´cessaire a` l’ordonnancement
balance´ d’un graphe est minimal compare´ au meˆme graphe mais dont les nœuds de calculs ne sont pas
ordonnance´s par des mots balance´s.
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Chapitre 3
Re´seaux de processus concurrents
Dans tout notre travail, nous conside´rons des variations autour d’un mode`le ge´ne´rique de Re´seaux de
Processus (Process Network ou PN dans la suite). Dans ce mode`le les blocs de calculs (nœuds de calculs)
sont relie´s par des canaux directionnels point-a`-point. Un calcul s’effectue en consommant une donne´e sur
chaque canal d’entre´e, pour en produire une sur chaque canaux de sortie. Le mode`le de base sera donc
assimile´ a` des Marked Graph, bien connu dans la litte´rature [26]. Les diffe´rentes variations proviennent
d’hypothe`ses faites sur la capacite´ de stockage (”buffe´risassions”) et la nature des canaux, ainsi que sur les
se´mantiques d’exe´cutions (Synchrone, au plus toˆt, asynchrone). De fait, notre travail consiste principale-
ment a` e´tudier comment le passage des mode`les asynchrones a` des mode`les plus synchrones peut se faire
harmonieusement en optimisant les ressources des connexions.
Il s’agit donc d’ordonnancement sous contraintes. Il existe des re´sultats classiques d’ordonnancement
dans ce domaine pour les cas de syste`me clos et connexes, qui admettent des solutions statiques re´gulie`res.
Ne´anmoins ceci laisse encore une grande marge de manœuvre dans l’ensemble des solutions, dans les-
quelles nous aurons a` construire nos optimisations (ces travaux ante´rieurs font a` priori l’hypothe`se de capa-
cite´ infinie de stockage des canaux).
Nous introduisons notre mode`le et ses variations dans ce chapitre, ainsi que les rappels sur l’ordonnan-
cement statique et ses re´sultats connus, et enfin des de´finitions (sur les cycles et leur de´bit potentiel, etc) qui
nous seront utiles dans les chapitres ulte´rieurs.
3.1 Marked Event Graphs
Cette section pre´sente notre mode`le de base. A la source de notre mode`le se trouvent les re´seaux de
Petri qui ont e´te´ invente´s par Carl Adam Petri en 1962 dans [48].
De´finition 10 (re´seau de processus). Un re´seau de processus est un grapheG compose´ de nœuds de calculs
relie´s entre eux par des canaux point a` point (les arcs). Formellement, un re´seau de processus est une
structure G =< N,C,M > ou`
– N est l’ensemble des nœuds du syste`me.
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– Chan ⊂ {N ∗N} est l’ensemble des canaux du syste`me.
– M le marquage de G est une fonction de Chan → N qui a` chaque canal lui associe le nombre de
jetons qu’il contient.
En l’absence d’ambiguı¨te´, le re´seau de processus est appele´ re´seau, graphe ou syste`me. L’e´tat d’un
graphe est e´gal a` son marquage. Dans la suite du chapitre, nous parlerons se´mantique dynamique du
graphe. Cette se´mantique dynamique consiste a` faire e´voluer uniquement le marquage du graphe. L’e´volution
dynamique du graphe se fait au travers de l’exe´cution de ses nœuds. Plusieurs mode`les (ou politiques)
d’exe´cution existent (nous en reparlerons dans la suite) mais une re`gle reste toujours vrai : Pour s’exe´cuter,
un nœud consomme un jeton sur chacune de ses entre´es et produit un jeton sur chacune de ses sorties.
La figure 3.1 repre´sente un re´seau de processus.
FIG. 3.1 – Exemple d’un re´seau de processus.
Notation 3. Soit G un graphe. n un nœud du graphe et c un canal du graphe.
– •n est l’ensemble des arcs entrants dans le nœud n.
– n• est l’ensemble des arcs sortants du nœud n.
– •c est le nœud a` la base de c.
– c• est le nœud a` la teˆte de c.
M(c) donne le marquage du canal c (le nombre de jeton sur c).
Remarque 5. Le mode`le pre´sente´ dans la de´finition 10 est e´quivalent au Marked Graph/Event Graph
pre´sente´ par Even, Pnueli et al. dans [26]. Dans les Marked graphs, l’emplacement de stockage du canal
est explicitement repre´sente´ comme une place. Les jetons sont dedans. La figure 3.2 repre´sente un Marked
graph pour un marquage quelconque.
FIG. 3.2 – Exemple d’un Marked Graph.
De´finition 11 (cycle critique et de´bit). Soit G un graphe, un cycle e´le´mentaire dans G est un chemin d’un
nœud vers lui meˆme qui ne repasse pas deux fois par le meˆme nœud.
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Au travers de toute exe´cution du graphe (c’est a` dire l’exe´cution de ses nœuds de calculs), les marquages
successifs pre´servent le nombre de jetons dans chaque cycle du graphe, qui est donc un invariant du syste`me.
On peut donc de´finir analytiquement le de´bit d’un cycle comme le ratio entre le nombre de jetons contenus
dans le cycle et sa longueur. La longueur d’un cycle est de´finie par son nombre de nœuds ou de canaux.
Le de´bit du graphe G est de´fini comme e´gal au de´bit du cycle le plus lent, tous les cycles ayant ce de´bit
sont appele´s critiques.
On dit d’un nœud ou d’un canal qu’il est critique si un cycle critique passe par lui.
De´finition 12 (Partie fortement connexe). Une partie fortement connexe d’un graphe est un sous ensemble
d’un graphe tel qu’il existe un chemin de n’importe quel point vers n’importe quel autre point. Un graphe
peut contenir plusieurs parties fortement connexes disjointes.
Une partie fortement connexe critique est une partie fortement connexe telle que tous ses nœuds sont
critiques.
La figure 3.3 pre´sente un graphe contenant deux parties fortement connexes et une critique.
FIG. 3.3 – Les sous-graphes entoure´s de pointille´s sont des parties fortement connexes. Le sous-graphe
entoure´ d’une ligne pleine est une partie fortement connexe critique.
La dynamique des Marked Graph admet ge´ne´ralement des syste`mes ouverts mode´lise´s par des nœuds
de calculs sans canaux entrant ou sortant. Nous nous restreindrons a` des syste`mes clos mais dans lesquels
certains nœuds seront distingue´s comme nœuds de sortie ou d’entre´e. L’hypothe`se faite i ci sera que les
entre´es sont exactement disponibles aux instants ne´cessaires a` l’exe´cution. Ces instants sont de´finis par
l’ordonnancement du syste`me qui explicite donc les pre´ conditions sur les entre´es et des post-conditions sur
les sorties.
Hypothe`se 1 (Graphe clos). On va supposer dans la suite du manuscrit que le graphe est conside´re´ comme
clos.
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Nos jetons abstraient des donne´es. On conside`rera qu’a` l’initialisation une seule donne´e au plus est
pre´sente dans chaque canal.
Hypothe`se 2 (Marquage initial). Le marquage initial d’un graphe est tel que chaque canal contient soit 0
soit 1 jeton.
Les de´finitions suivantes pre´sentent les notions de graphe pre´-e´galise´ et e´galise´ ou encore respective-
ment N-e´galise´ et Q-e´galise´. Le lien avec les ensembles N et Q peut paraıˆtre flou pour le moment. Il
apparaıˆtra plus clairement aux chapitres 5 puis 6 : on va d’abord ajouter des latences entie`res a` un graphe
jusqu‘a` obtenir de lui qu’il devienneN-e´galise´. Puis, on va lui rajouter des latences rationnelles (permet-
tant de ne pas retarder tous les jetons mais seulement ceux qui en ont besoin) jusqu’a` obtenir un graphe
Q-e´galise´.
De´finition 13 (Graphe N-e´galise´ ou pre´-e´galise´). Soit G un graphe de de´bit k/p. On dit que G est N-
e´galise´ si pour tout canal appartenant a` la partie fortement connexe de G, il existe au moins un cycle de
de´bit j/l tel que j/l ≥ k/p > j/(l+ 1).
De´finition 14 (Graphe Q-e´galise´ ou e´galise´). Soit G un Graphe de de´bit k/p. On dit que G est Q-e´galise´
si tous les cycles de G ont ce de´bit k/p.
Dans le chapitre 6, nous allons construire le marquage d’un graphe afin que sa dynamique corresponde
a` des crite`res d’optimisation que nous expliciterons plus tard. Ensuite nous allons devoir comparer ce mar-
quage construit analytiquement avec le marquage initial du graphe. Le but est de montrer que le marquage
construit est accessible a` partir du marquage initial. Pour cela nous devons de´finir la notion de marquages
e´quipollents qui est une condition ne´cessaire a` l’e´tablisement de ce re´sultat.
De´finition 15 (Marquages e´quipollents). Soit G un graphe. Soit M et M ′ deux marquages de G. Les
marquages M et M ′ sont dit e´quipollents si quelque soit le cycle C conside´re´, la somme des jetons sur C
est la meˆme suivant M et M ′.
3.2 Se´mantique dynamique
3.2.1 Re`gle d’exe´cution des nœuds de calculs
Nous pre´sentons ici les variations possibles autour des diffe´rentes politiques d’exe´cutions qui peuvent
eˆtre associe´es a` notre mode`le de graphe. On de´finit d’abord la notion d’exe´cution simultane´e de plusieurs
nœuds de calculs au cours d’un meˆme pas global d’exe´cution (qui correspond a` un instant global).
De´finition 16 (Nœud exe´cutable). Un nœud n est dit exe´cutable si tous les canaux de •n contiennent au
moins un jeton.
Soit G un graphe et M son marquage. L’ensemble des nœuds exe´cutables du graphe G au marquage
M est note´ FM (F pour firable node).
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De´finition 17 (Mode`le d’exe´cution de graphe). Soit G un graphe et M son marquage initial. On de´finit un
pas d’exe´cution ou instant d’exe´cution comme le passage du marquageM au marquageMi note´M
Ni−→Mi
tel queNi ⊆ FM . Pour chaque nœud deNi, on enle`ve un jeton dans chacun de ses arcs entrants et on ajoute
un jeton dans chacun de ses arcs sortants. ∀c un canal de G, Mi(c) = M(c) + δ(•c) − δ(c•). (δ(n) = 1
ssi n ∈ Ni, et 0 sinon).
L’exe´cution d’un graphe note´ Exec est la succession finie ou infinie des pas/instants d’exe´cutions :
Exec = M
N1−→M1 N2−→M2 N3−→ ... Ni−→Mi Ni+1−→ ... ou` Ni ⊆ FMi−1 .
La de´finition du mode`le d’exe´cution est telle que meˆme si un nœud a plusieurs jetons dans chacun de
ses canaux d’entre´es, il ne peut s’exe´cuter qu’une seule fois dans un pas d’exe´cution.
Remarque 6. Soit n un nœud exe´cutable. Tant que n n’est pas exe´cute´, ∀c ∈ •n, M(c) > 0. Un nœud
exe´cutable le reste au moins jusqu’a` ce qu’il soit exe´cute´.
Les diffe´rentes possibilite´s d’exe´cutions e´quitables consistent donc juste en des ordonnancements diffe´rents
des meˆmes calculs. Exemple : si les nœuds n1 et n2 sont exe´cutables, on a trois exe´cutions possibles
e´quivalentes :
– M
n1−→M1 n2−→Mfinal
– M
n2−→M2 n1−→Mfinal
– M
{n1,n2}−→ Mfinal
Remarque 7. Soit G un graphe et M son marquage. A partir de ce mode`le d’exe´cution, on peut retrouver
diffe´rentes politiques d’exe´cutions existantes :
– Si pour chaque pas d’exe´cution, |N | = 1 (on exe´cute un seul nœud a` la fois) on retrouve le mode`le
d’exe´cution asynchrone historique des re´seaux de Petri.
– Si pour tout canal c, M(c) = 1. On a FM = T (tous les nœuds sont exe´cutables a` chaque instant).
De plus, si pour chaque pas d’exe´cution, N = FM = T , le marquage M ′ re´sultant est e´gal a` M . On
retrouve ici le mode`le d’exe´cution des circuits synchrones dans lequel tous les registres sont toujours
pleins et tous les nœuds s’exe´cutent a` tous les instants.
– Si pour chaque pas d’exe´cution, N = Fm (tous les nœuds exe´cutables sont exe´cute´s), on retrouve le
mode`le d’exe´cution dit ”au plus toˆt” (ASAP pour ”As Soon As Possible”).
Hypothe`se 3. Sauf pre´cision explicite dans la suite du manuscrit, la politique d’exe´cution sera le mode`le
”au plus toˆt”.
Dans [25], les auteurs proposent de repre´senter l’ordonnancement des nœuds du graphe comme des
mots binaires ou` 1 repre´sente l’activite´ et 0 l’inactivite´.
De´finition 18 (Ordonnancement). Soit G un graphe de marquage M0 suivant une exe´cution Exec =
M0
N1−→ M1 N2−→ M2 N3−→ ... Ni−→ Mi.... L’ordonnancement d’un nœud n note´ On est un mot binaire tel
que On(i) = 1 si n ∈ Ni et 0 sinon.
L’ordonnancement d’un graphe est un ensemble de taille |N | de mots binaires tel que chacun d’eux est
l’ordonnancement d’un nœud du graphe.
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De´finition 19 (Ordonnancement balance´). Soit O l’ordonnancement d’un graphe. O est appele´ ordonnan-
cement balance´ s’il existe un mot binaire pe´riodique balance´ tel que tous les ordonnancement des nœuds
du graphe sont dans son orbite.
De´finition 20 (Marquage balance´). Soit G un graphe, O son ordonnancement, et M son marquage. Si O
est un ordonnancement balance´, alors M est appele´ marquage balance´.
De´finition 21 (Pe´riodicite´, k-pe´riodicite´). L’ordonnancement d’un nœud est dit k-pe´riodique s’il existe un
sche´ma d’exe´cution fini le de´crivant. (01101)ω est un ordonnancement valide pour un nœud 3-pe´riodique
de pe´riode 5.
Le k qui est le nombre d’instants d’activation par pe´riode est appele´ pe´riodicite´. Il est e´quivalent a` la
”cyclicite´” d’une matrice dans l’alge`bre (max, plus). Le p est la pe´riode : le nombre d’instants globales
d’exe´cution entre deux e´tats identiques.
Le comportement d’un graphe est dit pe´riodique (k-pe´riodique) si le comportement de chacun de ces
nœuds l’est.
Formellement, SoitExec l’exe´cution d’un graphe. Le comportement d’un graphe est dit k-pe´riodique de
pe´riode p si l’exe´cution du graphe est de la forme : Exec = M N1−→ ...Mi Ni+1−→ Mi+1.... Ni+p−→ Mi+p =Mi
Apre`s une phase d’initialisation, de l’e´tat M a` l’e´tat Mi−1, le graphe entre en re´gime permanent. Il va
parcourir inde´finiment les e´tats Mi a` Mi+p−1. Parmi l’ensemble des nœuds exe´cute´ pendant une pe´riode
de longeur p du re´gime permanent (∪i+p−1j=i Nj) chacun des nœuds du graphe apparait k fois.
Il existe des travaux sur l’ordonnancement pe´riodique de re´seau de processus [47] qui permettent de
calculer le temps moyen entre deux exe´cutions d’un processus. Malheureusement, ce temps est souvent un
nombre rationnel qui a un inte´reˆt certain dans l’ordonnancement temps re´el de processus sur des unite´s
de calculs car la base de temps est un multiple de la seconde divisible par nature. Concernant notre do-
maine d’application : l’ordonnancement de syste`me sur puce, la base de temps est le cycle d’horloge et est
indivisible par de´finition. La solution d’ordonnancement pe´riodique ne peut donc pas eˆtre retenue.
En revanche, les travaux sur l’ordonnancement k-pe´riodique [14, 8] correspondent parfaitement a` notre
domaine d’application car ils prennent l’hypothe`se que la base de temps est indivisible. Ainsi la pe´riode
d’exe´cution ne contient plus un seul instant d’activite´ suivi d’une dure´e d’inactivite´ mais est compose´e d’une
succession irre´gulie`re d’instants d’activite´s et d’inactivite´s formant un motif qui, lui, se re´pe`te re´gulie`rement
et inde´finiment.
Proprie´te´ 2 (pe´riodicite´ d’un graphe). La pe´riode p de fonctionnement d’un graphe et donc de tous ses
nœuds est e´gale au ppcm (plus petit commun multiple) des pe´riodes de chaque partie fortement connexe
critique du graphe. La pe´riode de fonctionnement d’une partie fortement connexe critique est e´gale au pgcd
(plus grand commun diviseur) des longueurs de chaque cycle (critique). La pe´riodicite´ k de fonctionnement
d’un graphe peut eˆtre calcule´e en appliquant la meˆme formule sur les nombres de jetons de chaque cycle
critique au lieu des longueurs. Elle peut aussi eˆtre obtenue en multipliant p par le de´bit du graphe. (k =
p ∗ debit graphe)
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Dans [32] et dans [7], Les auteurs donnent une borne maximum a` la longueur du re´gime transitoire de
l’exe´cution ”au plus toˆt” d’un Marked Graph.
Remarque 8. Nous avons pris l’hypothe`se plus haut que pour tout canal c d’un graphe, M(c) ≤ 1.
L’implication de cette hypothe`se est que le de´bit de n’importe quel cycle est infe´rieur a` 1. On peut atteindre
un rythme d’exe´cution e´gal au de´bit du graphe k/p. Si le de´bit du graphe e´tait un nombre supe´rieur a` 1 (le
cycle le plus lent contient plus de jetons que de canaux), ce de´bit ne serait pas atteignable dynamiquement
car un nœud ne peut s’exe´cuter qu’une seule fois dans un pas d’exe´cution. Le rythme d’exe´cution du graphe
serait borne´ par 1.
The´ore´me 3. Soit G un graphe, soit M et M ′ deux marquages e´quipollents (def. 15). M et M ′ sont
mutuellement accessibles par exe´cution asynchrone.
De´monstration. Ce re´sultat est du a` J. Desel et J. Esparza dans [31]
3.2.2 Proprie´te´s
De´finition 22 (Liveness). Un graphe est dit vivant si n’importe quel nœud peut eˆtre exe´cute´ une infinite´ de
fois.
De´finition 23 (Safety). Un graphe est dit suˆr si chacune de ses canaux contient au maximum un nombre fini
de jetons. Un canal est dit k-suˆr si k est une borne supe´rieure au nombre de jetons maximum qui transite
simultane´ment dans le canal. Un graphe est dit k-suˆr si tous ses canaux le sont.
Proprie´te´ 3 (Liveness). Pour qu’un graphe soit vivant, il faut que tous ses cycles contiennent au moins un
jeton.
Proprie´te´ 4 (Safety). Dans un graphe, le nombre maximum de jetons dans un canal est borne´ par le nombre
de jetons dans le cycle passant par ce canal. Si plusieurs cycles passent par ce canal, il est borne´ par le
minimum. (Le nombre de jetons par cycles est invariant.)
3.2.3 Retard
Au cours de l’exe´cution ”au plus toˆt” d’un graphe, il peut arriver qu’un nœud ne soit pas exe´cutable
parce que seulement une partie de ses canaux d’entre´es contient un jeton. Lors de ce pas d’exe´cution, ses
jetons vont rester la` ou` ils sont. On dit que ces jetons ont e´te´ retarde´s. Une vision plus globale du syste`me
permet de voir ces retards comme le moyen pour le graphe de resynchroniser ses cycles. Un cycle non
critique aura tendance a` prendre de l’avance par rapport aux cycles critiques (il est plus rapide) mais au
final, le de´bit du graphe reste limite´ par celui de ses cycles critiques ; il faut donc freiner les cycles non
critiques. Le retard est le moyen naturel pour un cycle de se ralentir.
De´finition 24 (Retarder). Soit G un graphe, M son marquage et c un canal de G. Dans l’e´tat M , c est
retarde´ ssi M(c) > 0 et c• /∈ FM (c contient un jeton mais le nœud en sortie de c n’est pas exe´cutable) ou
que M(c) > 1 (Au mieux, un seul jeton franchira c•, les autres seront retarde´s).
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De´finition 25. Soit G un graphe de marquage M . Soit c un canal de G On de´finit la fonction Retard de
Chan ∗M → N avec Retard(c,M) = M(c) si c• /∈ FM et Retard(c,M) = M(c)− 1 si c• ∈ FM . (Si
c• ∈ FM , on a M(c) ≥ 1↔M(c)− 1 ≥ 0).
SoitC un cycle, la somme des retards subis par les l canaux deC dans l’e´tatM est note´Retard(C,M) =
Σli=1Retard(ci,M) et est appele´ ”retards du cycle” C (ci est un canal de C).
Proprie´te´ 5 (Somme des retards sur un cycle durant une pe´riode). Soit G un graphe k-pe´riodique de
pe´riode p. Soit C un cycle appartenant a` G de de´bit j/l > k/p. Soit Exec l’exe´cution ”au plus toˆt” de G.
Exec est donc une exe´cution k-pe´riodique de pe´riode p car G l’est.
La somme des retards subie par les canaux appartenant au cycle C durant une pe´riode (p) d’exe´cution
du re´gime permanent de l’exe´cution de G est note´ r et est e´gale a` r = j ∗ p− l ∗ k.
De´monstration. Si les nœuds du cycle C s’exe´cutent inde´pendamment du reste du graphe, a` chaque instant
j nœuds sont exe´cutables. Sur p instant, on a p ∗ j nœuds qui se sont exe´cute´s.
En re´gime permanent, durant une pe´riode, chaque nœud de G s’exe´cute k fois. On a l ∗ k nœuds de C
qui se sont exe´cute´s.
La diffe´rence j ∗ p − l ∗ k entre le nombre maximum d’exe´cution dans le cycle C (p ∗ j) et le nombre
d’exe´cution re´elle (l ∗ k) dans ce meˆme cycle est le nombre de retard r subi par les canaux de C durant une
pe´riode.
3.3 Mode`le avec latence
Dans le mode`le de base, les jetons sont consomme´s au de´but de l’instant et produit a` la fin du meˆme
instant. Ils sont disponibles pour de nouveaux calculs au prochain instant global. Le mode`le se comporte
donc comme si les calculs e´taient instantane´s et les transports dans les canaux avaient une dure´e unitaire.
On introduit maintenant un mode`le ou` les nœuds de calculs comme les canaux de communication peuvent
avoir des latences entie`res distinctes.
De´finition 26 (graphe ponde´re´). C’est un graphe dans lequel on associe aux nœuds et aux canaux une
latence. Celle-ci repre´sentant le temps que met un jeton a` parcourir l’e´le´ment. Elle s’exprime en nombre
d’instant d’exe´cution. Formellement, un graphe ponde´re´ est une structure < G,Lc, Lt > ou`
– G est un re´seau de processus
– Lc est un vecteur qui associe a` chaque nœud sa latence de calcul.
– Lt est un vecteur qui associe a` chaque canal sa latence de transport.
Dans un soucis de lisibilite´, seulement les latences de communication diffe´rentes de 1 et les latences de
calcul diffe´rentes de 0 apparaissent sur le graphe. 1 et 0 sont les valeurs par de´faut resp. des latences de
communication et de calculs.
La figure 3.4 repre´sente un graphe ponde´re´.
Dans un premier temps, nous allons traiter le cas ou` les latences de canaux sont au moins de 1.
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Lt=3
Lc=2
Lt=2
FIG. 3.4 – Exemple d’un graphe ponde´re´.
De´finition 27 (Expansion d’un graphe ponde´re´ en un non ponde´re´). Soit G un graphe ponde´re´. Pour tout
canal ayant une latence de transport de n, on la remplace par une succession de n canaux ”classiques”
(ayant une latence 1) intercale´s de n−1 nœuds instantane´s (ayant une latence 0). pour tout nœud ayant une
latence de calcul de m, on la remplace par m+1 nœuds instantane´s intercale´s de m canaux classiques. La
latence de calcul se transforme, en un sens, en une latence de transport dans l’unite´ de calculs elle-meˆme.
Le graphe re´sultant est un graphe non ponde´re´ ayant le meˆme comportement temporel que le pre´ce´dent.
La figure 3.5 illustre les transformations permettant de passer d’un graphe avec latence a` un graphe sans
latence.
L a t e n c e  
d e  c a l c u l
=  2
( a
L a t e n c e  d e
c o m m u n i c a t i o n
=  3
( b
FIG. 3.5 – (a) Transformation d’un nœud avec une latence de calcul de 2 en une succession de nœuds
instantane´s. (b) Transformation d’un canal avec une latence de communication de 3 en une succession de
canaux ”classiques”.
Remarque 9. Le mode`le d’exe´cution d’un graphe avec latence est difficilement repre´sentable a` cause
justement des latences : quand un jeton arrive dans un canal ou est consomme´ par un nœud, il n’est pas
utilisable ou disponible a` l’instant suivant. De plus, la notion de latence ne prend du sens que pour une
politique d’exe´cution ”au plus toˆt”.
L’expansion de la de´finition 27 permet de repre´senter une latence comme le franchissement d’un nœud
explicite (appele´ nœud de transport en opposition aux nœuds de calculs) et permet de visualiser la progres-
sion d’un jeton a` l’inte´rieur d’un nœud ou d’un arc avec latence. Le mode`le d’exe´cution d’un graphe avec
latence est le mode`le d’exe´cution de la de´finition 17 applique´ a` l’expansion du graphe.
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Conside´rons maintenant le cas plus complexe ou` on autorise des latences nulles pour les canaux. Nous
conside´rons dans notre e´tude que tous les nœuds et canaux a` latence respectivement supe´rieurs a` 0 et 1 ont
subi l’expansion de la def. 27. Si une donne´e arrive sur un canal a` latence nulle, elle peut potentiellement
eˆtre utilise´e par le nœud en sortie du canal dans le meˆme instant. La politique d’exe´cution de´finie dans la
def. 17 ne nous permet pas de prendre en compte cette possiblilite´, car le nœud en sortie du canal a` latence
nulle ne sera exe´cute´, suivant cette politique, qu’a` l’instant suivant.
Nous devons raffiner cette se´mantique pour autoriser l’exe´cution en cascade de nœuds de´pendants de
canaux a` latence instantane´e avant ou apre`s l’exe´cution d’autres nœuds de´pendants de canaux a` latence 1.
De´finition 28 (Mode`le d’exe´cution dans un graphe a` canal a` latence nulle). Soit G un graphe contenant
des canaux a` latence nulle et M0 son marquage. FM est l’ensemble des nœuds exe´cutables au marquage
M . F 0M est l’ensemble des nœuds qui ne´cessite un jeton uniquement sur les canaux d’entre´e a` latence nulle
pour devenir exe´cutable pour le marquage M . On de´finit le pas d’exe´cution dans un graphe contenant des
canaux a` latence nulle, du marquage M0 au marquage Mn, comme une succession de pas d’exe´cution
classique M0
N1−→M1... Ni−→Mi... Nn−→Mn.
Avec Ni ⊆ FM0 ∪ (F oM0 ∩ FMi).
FM0 est l’ensemble des nœuds exe´cutables au marquage M0. (FMi ∩ F oM0) repre´sente l’ensemble des
nœuds qui de´pendent d’un canal a` latence nulle pour devenir exe´cutable et qui le sont dans l’e´tat Mi.
De l’e´tat M0 ł’e´tat Mn, chaque nœud ne peut s’exe´cuter au maximum qu’une fois.
A partir du moment ou` le graphe autorise des canaux a` latence nulle, il se pose le proble`me des cycles a`
latence nulle (forme´ uniquement d’arc et de nœud a` latence nulle). Un pas d’exe´cution tel que de´finit dans
la def 28 est susceptible d’exe´cuter une infinite´ de fois les nœuds de ce cycle. On peut faire le paralle`le entre
ce proble`me et le proble`me des cycles combinatoires dans les circuits e´lectroniques. On va supposer que
les circuits que l’on abstrait en Marked graph n’ont pas de cycle combinatoire. On peut donc limiter notre
e´tude au graphe n’ayant pas de cycle a` latence nulle.
3.4 Mode`le avec capacite´ de stockage borne´
Dans le mode`le de base, les canaux contiennent une place a` capacite´ illimite´e pour le stockage des
jetons. Nous allons maintenant vouloir limiter la capacite´ de ces canaux. Cela est diffe´rent de la notion de
k-suˆrete´. Ici, la capacite´ modifie le comportement du syste`me afin de se faire respecter.
De´finition 29 (graphe a` capacite´). C’est un graphe sans latence dans lequel on associe a` chaque canal
le nombre maximum de jetons qu’elle peut contenir. Formellement, un graphe a` capacite´ est une structure
< G,C > ou`
– G est un re´seau de processus.
– Capa est un vecteur qui associe a` chaque canal sa capacite´ : le nombre maximum de jetons qu’il
peut contenir.
Usuellement, seules les capacite´s finies apparaissent sur le graphe. Par de´faut, une capacite´ est infinie.
La figure 3.6 repre´sente un graphe a` capacite´.
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c = 1
c = 2
FIG. 3.6 – Exemple d’un graphe a` capacite´.
De´finition 30 (Nœud exe´cutable dans un graphe avec capacite´). Un nœud n est dit exe´cutable si tous les
canaux de •n contiennent au moins un jeton et que pour tous les canaux c ∈ n• : M(c) < Capa(c).
Soit G un graphe a` capacite´ et M son marquage. L’ensemble des nœuds exe´cutables du graphe G selon
le marquage M est note´ F capaM .
Remarque 10. Le mode`le d’exe´cution d’un graphe a` capacite´ est le meˆme que dans la de´finition 17 a`
condition de substituer FM par F capaM comme de´fini dans la de´finition 30.
De´finition 31 (Expansion d’un graphe avec capacite´ en un sans capacite´). Soit G un graphe a` capacite´. Soit
c ∈ L un canal a` capacite´ k contenant initialement n jetons. On ajoute au syste`me un canal c′ contenant
k − n jetons tel que •c′ = c• et c′• = •c. On cre´e un cycle forme´ par c → c• → c′ → c′• dans lequel le
nombre de jetons est de n + n − k = k. Le nombre de jetons par cycle e´tant invariant [26], le canal c ne
contiendra jamais plus de k jetons.
capacité
= 3
FIG. 3.7 – Transformation d’un canal de capacite´ k = 3 contenant n = 1 jeton initial en deux canaux sans
capacite´ contenant n = 1 jeton et k − n = 2 jetons formant un cycle.
Remarque 11. L’ensemble FM des nœuds exe´cutables au marquage M dans l’expansion d’un graphe a`
capacite´ G est e´gal a` l’ensemble F capaM de G. Donc le mode`le d’exe´cution de l’expansion d’un graphe a`
capacite´ est celui de´fini dans la de´f. 17
3.4.1 De´bit de graphe avec capacite´
On peut montrer que quand tous les canaux ont une capacite´ au moins de 2, il est toujours possible
d’alimenter les calculs vers l’aval avec des jetons au meˆme rythme que sans capacite´s (les embouteillages ne
causent pas de retard en aval). Dans les travaux sur le Latency Insensitive Design, et aussi dans nos travaux
ante´rieurs, nous avons fait l’hypothe`se implicite que les re´seaux pouvaient ope´rer au de´bit du syste`me
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sans capacite´. Cela se re´ve`le faux comme le de´montrent les trois exemples de cette section pour lesquels
l’introduction de capacite´ cre´e des nouveaux cycles plus lents que le cyle critique du graphe sans capacite´.
Dans la figure 3.8, le graphe dessine´ en ligne pleine est compose´ de deux cycles : celui de gauche de
de´bit 8/9 et celui de droite de de´bit 7/9. En absence de capacite´ sur les canaux, le de´bit du graphe est de7/9.
Si on limite les capacite´s des canaux a` 2, le de´bit du graphe tombe a` 3/4. Les arcs en pointille´ repre´sentent
la transformation des canaux a` capacite´ de gauche en canaux a` capacite´ non borne´ comme de´fini dans la
proprie´te´ 31. on voit apparaitre un cycle de de´bit 3/4 qui passe par les canaux en pointille´ puis par les
canaux de droite. Ce cycle limite le de´bit.
6 jetons
7 latences
FIG. 3.8 – Le graphe a` un de´bit infe´rieur a` son de´bit maximum a` cause des capacite´s.
Dans la figure 3.9, le meˆme cas de figure se repre´sente, a` la diffe´rence que les canaux de gauche ne
sont pas tous pleins. Cela montre que ce comportement ne concerne pas seulement les graphes dont le
de´bit s’approche de 1. Les conditions sur le graphe qui me`ne a` ce type de comportement sont ailleurs.
Malheureusement, nous avons de´couvert ce proble`me trop tard pour que sa re´solution apparaisse dans ce
manuscrit. En revanche, les chapitres suivants seront consacre´s a` l’e´tude d’un proble`me proche de celui-la`.
Nous allons chercher a` limiter au maximum la capacite´ des places sans que cela n’affecte le de´bit du graphe.
2 3  j e t o n s
2 5  l a t e n c e s
FIG. 3.9 – Le graphe a un de´bit infe´rieur a` son de´bit maximum a` cause des capacite´s.
Dans [18], les auteurs de la the´orie du LID pre´tendent que le de´bit d’un syste`me LID est e´gal au de´bit de
son cycle le plus lent. Ce n’est pas toujours le cas. La limitation des capacite´s a` deux peut cre´er des cycles
plus lents que le critique qui re´duisent encore le de´bit du graphe. De meˆme, eux comme nous pre´tendions
que le de´bit d’un DAG (graphe acyclique) est toujours de 1. La aussi, la limitation des capacite´s des places
a` deux peut cre´er des cycles non pleins comme c’est le cas dans la figure 3.10, il apparait un cycle de de´bit
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3/4 re´duisant le de´bit.
FIG. 3.10 – Limiter la capacite´ des places d’un DAG fait apparaitre un cycle de de´bit 3/4. Ce cycle re´duit
le de´bit du DAG.
3.4.2 Capacite´ instantane´e
Dans un canal a` capacite´, quand le nombre de jetons dans le canal atteint la capacite´, on ne peut pas
exe´cuter le nœud entrant. On doit d’abord exe´cuter le nœud sortant pour pouvoir, a` l’instant suivant, le faire.
Nous allons de´finir ici un nouveau type de capacite´ dit ”instantane´” qui se comporte comme une place a`
capacite´ classique tant que sa capacite´ n’est pas atteinte mais qui autorise, quand sa capacite´ est atteinte,
a` exe´cuter •c a` condition d’exe´cuter aussi c•. (Ce type de canal permet a` •c de re´agir instantane´ment a`
l’exe´cution de c•, d’ou` le terme ”instantane´”). Ce type de comportement correspond exactement au com-
portement de l’imple´mentation d’un canal tel que nous allons le faire dans les chapitres 5 et 6.
Pour obtenir ce comportement, un canal a` capacite´ instantane´e est expandu de la meˆme manie`re qu’un
canal a` capacite´ classique (def. 31) excepte´ que le canal de retour ajoute´ a` une latence 0. La figure 3.11
montre un exemple de ce type de canal.
De´finition 32 (Expansion d’un graphe a` capacite´s instantane´es). Soit G un graphe contenant des canaux
ayant une capacite´ instantane´e. Chacun des canaux c ayant une capacite´ instantane´e capa et contenant i
jetons peut eˆtre remplace´ par un canal sans capacite´ contenant i jetons auquel on ajoute un autre canal de
c• vers •c de latence nulle et contenant capa− i jetons.
Remarque 12. Un graphe a` capacite´ instantane´e peut donc eˆtre expandu en un graphe sans capacite´
contenant des canaux a` latence instantane´e. Il peut eˆtre ordonnance´ en utilisant le mode`le d’exe´cution ”au
plus toˆt” de la de´finition 28.
Remarque 13. Quand on expand un canal c a` capacite´ instantane´e, on cre´e un cycle forme´ de c et du
canal ajoute´. Le de´bit de ce cycle est e´gal a` la capacite´ de c divise´e par la latence du cycle : 1. Comme la
capacite´ de c est d’au moins 1, le cycle, qui a donc un de´bit≥ 1 ne peut jamais ralentir le syste`me.
Remarque 14. Si tous les canaux d’un cycle ont une capacite´ instantane´e, leur expansion cre´e un cycle
de latence nulle. Ce nouveau cycle ne posera pas de proble`me d’exe´cution infinie car il est limite´ par les
autres cycles du graphe.
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C = 1
a ) b ) c )
1 2
3
3
2
4
FIG. 3.11 – a) Un canal a` capacite´ instantane´e b) son e´quivalent par l’expansion de la def. 32, c) un pas
d’exe´cution repre´sente´ par les fle`ches grises et de´compose´ en 4 e´tapes.
Remarque 15. Le fait de fixer une capacite´ instantane´e capa sur un canal c risque de limiter le de´bit du
graphe seulement si l’exe´cution ”au plus toˆt” du meˆme graphe sans capacite´ sur c ne´cessite de stocker
dans c un nombre de jetons j tel que j > capa.
Si la capacite´ d’un canal est suffisante :capa ≥ j, l’exe´cution de •c ne de´pendra jamais de l’e´tat de c
mais seulement de la pre´sence de jeton dans les canaux d’entre´es de •c (dans le cas ou` M(c) = capa, soit
•c n’est pas exe´cutable soit •c et c• sont exe´cutables).
3.5 Conclusion
Maintenant que les mode`les et les notions de base autour des re´seaux de processus sont pre´sente´s,
nous allons pouvoir de´velopper les the´ories de ce manuscrit. Le chapitre 5 sur l’e´galisation repose exclu-
sivement sur les de´finitions de cette section. Le chapitre 6 ne´cessite autant les re´sultats du chapitre 2 que
ceux de ce chapitre. L’e´tude du Latency-Insensitive Design dans le chapitre 4 ne ne´cessite aucune des no-
tions pre´sente´es dans ce chapitre car l’approche du sujet se fait par la description des e´le´ments de micro
e´lectronique ne´cessaires a` la the´orie. Le fait qu’un syste`me LID ne soit rien de plus qu’un graphe ou` tous
les canaux ont une capacite´ de 2 et pour lequel la politique d’exe´cution est ”au plus toˆt” doit se lire entre
les lignes de la description pratique de la the´orie.
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Chapitre 4
Conception insensible aux latences
(LID)
Cette section contient une e´tude comple`te de la the´orie de la conception insensible aux latences (LID :
Latency Insensitive Design). Nous allons d’abord pre´senter la the´orie originelle dans la section 4.1 puis
nous nous inte´resserons a` notre contribution propre dans la section 4.2. Ensuite,nous passerons en revue les
travaux de la communaute´ inspire´s par cette the´orie dans la section 4.3.
La the´orie du LID re´pond aux proble`mes des latences sur les fils d’interconnections et de la re´utilisation
des IPs (Intellectual Property : Bloc fonctionnel de micro-e´lectronique proprie´taire). Nous allons nous y
inte´resser comme le point de base de notre approche. A l’origine, il y avait les proble`mes d’interconnection
et de re´utilisation. Puis il y a eu le LID et ensuite, nous avons cherche´ a` ame´liorer le LID. Notre solution
finale (chapitre 6) s’en e´loigne sensiblement, mais le LID reste le point de base de notre re´flexion.
4.1 La the´orie du ”Latency Insensitive Design” (LID)
Cette section pre´sente la the´orie de la conception insensible aux latences (Latency Insensitive de-
sign) telle qu’elle a e´te´ imagine´e par ses auteurs : Luca P. Carloni, Kenneth L. McMillan, and Alberto
L. Sangiovanni-Vincentelli. Cette the´orie a e´te´ publie´e pour la premie`re fois en 1999 dans [17], elle a en-
suite e´te´ e´taye´e et comple´te´e par ses auteurs graˆce a` plusieurs publications [15, 16, 18, 19]. Il est a` noter que
la premie`re publication s’e´vertue a` prouver l’e´quivalence fonctionnelle entre un circuit ide´al synchrone et
un circuit insensible aux latences. Par fonctionnelle on entend que pour les meˆmes valeurs en entre´e, on ob-
tient bien les meˆmes valeurs en sortie, dans le meˆme ordre, seul le timing change. Alors que le circuit ide´al
synchrone consomme un jeu d’entre´e et produit un jeu de sortie a` tous les instants, dans le circuit insensible
aux latences, il arrive que certains instants ne soient pas sanctionne´s par une consommation d’entre´e ou une
production de sortie. Le circuit insensible aux latences est donc plus lent que son ide´al synchrone qui lui
peut eˆtre irre´alisable physiquement, duˆ justement aux proble`mes de latences.
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4.1.1 Les proble`mes de conception
La the´orie de LID permet de re´soudre deux proble`mes de conception. Le premier est apparu avec
les avance´es technologiques en matie`re de miniaturisation de circuit inte´gre´ et de l’augmentation de la
fre´quence des horloges qui se´quencent ces circuits. C’est le proble`me des latences sur les fils d’intercon-
nexions de´ja` pre´sente´ pre´ce´demment. Un syste`me sur puce est un ensemble de blocs fonctionnels qui com-
muniquent entre eux. Un signal qui est e´mis par un bloc n’a pas le temps de se propager jusqu’au bloc
destination avant que le coup d’horloge suivant n’arrive. La valeur qui est re´cupe´re´e en entre´e du bloc de
re´ception n’est donc pas la bonne.
Le second proble`me est lui aussi apparu avec les avance´es technologiques en matie`re de miniaturisation
de circuit inte´gre´ mais ce n’en est pas la cause. Avec le progre`s, on peut mettre de plus en plus de choses
sur une puce, alors qu’il y a 20 ans le bloc de base e´tait le transistor, il est devenu la porte logique, puis
le registre. Aujourd’hui, on aimerait passer a` l’e´tape suivante qui consisterait a` conside´rer comme bloc de
base des unite´s fonctionnelles forme´es d’un ensemble de registres et de logiques combinatoires et donc
de pouvoir re´utiliser ces unite´s fonctionnelles d’une conception de puce a` une autre. Malheureusement, a`
chaque conception de puce, il faut ve´rifier que le pire de´lai de propagation entre deux registres d’un meˆme
bloc ne soit pas plus grand que la pe´riode de l’horloge. Il faut regarder a` l’inte´rieur des unite´s fonctionnelles
et donc casser leur atomicite´.
4.1.2 Pre´sentation ge´ne´rale
La the´orie du LID consiste a` envelopper chacun des blocs de base de notre syste`me sur puce par une
interface : le Shell-Wrapper capable de ge´rer ses entre´es/sorties et son fonctionnement. Le bloc de base
devient donc un ensemble de registre et de logique combinatoire tel que le temps de propagation d’un
signal sur son chemin le plus long ne de´passe pas la pe´riode de l’horloge. Il est a` noter que les structures
pipeline´es sont conside´re´es comme bloc de base.
Etant donne´ que le bloc de base est entie`rement controˆle´ par son interface, le Shell-Wrapper, il est
possible que celle-ci ne lui transmette pas le signal d’horloge. Dans ce cas, l’e´tat interne du bloc de base
doit rester le meˆme. Si l’absence du signal d’horloge modifie l’e´tat interne d’un bloc, il n’est pas compatible
avec la the´orie du LID. S’il respecte cette contrainte, on dit d’un bloc de base qu’il est patient (patient
process).
Un bloc de base est tel qu’a` chaque fois qu’il rec¸oit un coup d’horloge, il consomme une donne´e sur
chacune de ses entre´es et produit une donne´e sur chacune de ses sorties. Un fil d’interconnexion est une
liaison point a` point, il a une et une seule source et une seule destination.
La figure 4.1 nous montre les transformations qui sont apporte´es a` (a) un syste`me synchrone avec un
proble`me de de´lai d’interconnexion afin de devenir (b) un syste`me insensible aux latences.
4.1.3 Shell-Wrapper
Le Shell-Wrapper est une interface entre un bloc fonctionnel (bloc de base) et ses signaux d’entre´e/sortie
(y compris l’horloge du syste`me). Il a pour mission de stocker les valeurs qui arrivent sur les entre´es, puis,
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FIG. 4.1 – Transformation (a) d’un syste`me synchrone avec des proble`mes de de´lai d’interconnexion en (b)
un syste`me insensible aux latences.
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une fois que chaque entre´e a sa valeur, de les propager au bloc avec le signal d’horloge afin de le faire
travailler. En l’absence d’entre´e valide, le signal d’horloge n’est pas propage´. Le Shell-Wrapper doit ensuite
stocker les valeurs produites sur les sorties puis les propager en aval. Le bloc fonctionnel est appele´ perle
(Pearl) car il est entoure´ d’une coquille, d’un coquillage. (le Shell).
Le Shell-Wrapper doit s’assurer qu’aucune valeur n’est perdue en entre´e comme en sortie. Pour cela,
une fois qu’il a rec¸u une valeur sur une de ses entre´es, il envoit un signal a` l’e´le´ment (Shell-Wrapper ou
Relay-Station) qui lui a transmis la donne´e pour bloquer sa production de donne´e jusqu’a` ce que toutes les
autres entre´es du Shell-Wrapper contiennent une donne´e et qu’elles soient transmises a` la perle. Une fois
les buffers d’entre´es du Shell-Wrapper vide´s, il le`ve les signaux de blocage et recommence a` collecter des
donne´es. Concernant ses sorties, une fois qu’elles ont e´te´ produites par la perle, il ne peut les transmettre
que si le destinataire est preˆt a` les recevoir. Si le destinataire lui envoie un signal de blocage, il ne peut
rien transmettre et comme ses buffer de sortie sont pleins, il est oblige´ d’empeˆcher sa perle de travailler
sinon les donne´es produites par sa perle seraient perdues ou viendraient e´craser les donne´es actuellement
pre´sentes dans le buffer de sortie. Par contre, si le destinataire ne lui envoie pas de signal de blocage, il peut
transmettre ses donne´es et attendre que la perle en produise des nouvelles.
4.1.4 Relay-Station
La Relay-Station permet de de´couper un fil d’interconnexion sur lequel le temps de propagation est
supe´rieur a` la pe´riode de l’horloge en un ensemble de sections successives sur lesquelles la propagation est
correcte : Le temps de propagation d’un bout a` l’autre de la section est infe´rieur ou e´gal a` la pe´riode de
l’horloge. Graˆce a` cela, l’hypothe`se synchrone est conserve´e. Une donne´e qui transite sur le fil d’intercon-
nexion est donc transmise de Relay-Station en Relay-Station. Le roˆle principal de la Relay-Station est donc
de recevoir, stocker puis re´e´mettre une donne´e. De plus elle sert de borne a` la propagation des signaux sur
un instant, c’est a` dire qu’un signal e´mis en amont de la Relay-Station ne peut pas eˆtre transmis en aval dans
le meˆme instant.
De meˆme que le Shell-Wrapper, la Relay-Station doit s’assurer qu’aucune valeur n’est perdue. Elle e´met
un signal seulement si le destinataire ne lui transmet pas de signal de blocage. Dans le cas ou` effectivement,
le destinataire envoie un signal de blocage, la Relay-Station doit eˆtre preˆte a` accueillir une deuxie`me donne´e
qui lui aurait e´te´ transmise par son pre´de´cesseur. Par contre, a` partir de l’instant suivant, elle transmettra a`
son tour le signal de blocage a` son pre´de´cesseur et ce jusqu’a` ce que la plus vieille des deux donne´es qu’elle
contient soit transmise.
4.1.5 Channel
En lisant la description du Shell-Wrapper et de la Relay-Station, il apparait que le trafic entre deux
e´le´ments du syste`me est compose´ des signaux suivants :
– Les donne´es vont de l’e´metteur au re´cepteur.
– Un signal paralle`le aux donne´es indiquant au re´cepteur la pre´sence de ces donne´es. (la validite´ du
signal rec¸u sur le fil de donne´e)
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– Le signal de blocage allant du re´cepteur vers l’e´metteur pour lui signifier l’incapacite´ de recevoir une
donne´e.
Ce qui e´tait un simple fil d’interconnexion dans le circuit ide´al synchrone est maintenant un canal de
communication bilate´rale (deux fils dans le sens e´metteur-re´cepteur, un dans l’autre) appele´ : channel.
4.1.6 Protocole de re´troaction (Back-Pressure Protocol)
Le Shell-Wrapper et la Relay-Station assurent qu’aucune donne´e n’est perdue. Pour cela, ils utilisent le
signal de blocage. Chacun des e´le´ments du syste`me est soit une Relay-Station soit une perle entoure´e de
son Shell-Wrapper, le tout relie´ par un channel. On a donc un protocole de communication re´partie, ge´re´
par ces trois e´le´ments, qui est re´gi par les deux re`gles suivantes :
– Un e´le´ment n’e´met pas de donne´e s’il rec¸oit un signal de blocage.
– Un e´le´ment plein e´met un signal de blocage.
Ce protocole base´ sur l’envoi d’un signal de re´troaction est appele´ :back-pressure Protocol.
4.1.7 Proprie´te´s de correction
Quand on analyse le fonctionnement d’un circuit insensible aux latences, on se rend compte que deux
proprie´te´s doivent eˆtre respecte´es pour garantir le bon fonctionnement du syste`me.
Si le circuit contient des cycles, il faut qu’a` l’initialisation du circuit au moins une donne´e valide soit
charge´e dans un e´le´ment de chaque cycle. Si un cycle est vide, aucun des Shell-Wrappers qu’il contient ne
pourra faire marcher sa perle car il manquera toujours une entre´e. Cette proprie´te´ est a` mettre en paralle`le
avec la proprie´te´ de vivacite´ (liveness) de´finie exactement de la meˆme manie`re dans les Marked Event
Graph.
Le protocole de re´troaction est implante´ dans tout le circuit graˆce a` la pre´sence de Shell-Wrapper et de
Relay-Station. Mais qu’en est-il des extre´mite´s du circuit ? ses entre´es/sorties ? Si un circuit insensible aux
latences est interconnecte´ a` un autre type de circuit, il faut que le bloc en aval soit capable de de´tecter les
instants ou` notre circuit produit un jeu de donne´es valides. Plus important, pour notre syste`me, s’il y a un
ralentissement dans notre circuit et que le signal de blocage remonte jusqu’a` l’entre´e globale du syste`me,
il ne faut surtout pas que le circuit en amont envoie une donne´e. Il doit comprendre la situation et re´agir
correctement. Il serait inte´ressant d’e´tudier quels me´canismes il faut mettre en place pour assurer le bon
fonctionnement d’un circuit insensible aux latences dans un syste`me plus grand. Une piste possible serait
de placer un buffer d’interconnexion servant d’interface entre le circuit lid et son entourage. Puis de ve´rifier
certaines conditions sur les de´bits de production et de consommation de donne´es afin de s’assurer que le
buffer d’entre´e n’est jamais plein et que le buffer de sortie n’est jamais vide. Nous avons brie`vement e´tudie´
ce proble`me dans [43]
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4.2 Formal Latency Insensitive Design
Cette section pre´sente le travail que nous avons re´alise´ sur la mode´lisation formelle des e´le´ments de la
the´orie des syste`mes insensibles aux latences. Il pre´sente la mode´lisation formelle des deux e´le´ments de la
the´orie : la Relay-Station et le Shell-Wrapper. Ces re´sultats sont de´taille´s dans [44] et [46].
Notre approche utilise les langages synchrones [9] comme moyen de de´finir formellement les e´le´ments
qui composent la the´orie du LID. Ensuite, nous avons ve´rifie´ les hypothe`ses de fonctionnement de la the´orie
du LID sur notre implantation.
4.2.1 Description formelle de la Relay-Station(RS)
La figure 4.2 pre´sente l’interface de la Relay-Station ; elle est compose´e de deux signaux d’entre´es et de
deux signaux de sorties. La terminologie des signaux est issue du travail du M. R. Casu dans [20].
– Le signal d’entre´e val in pre´vient la RS de la pre´sence d’une donne´e en entre´e.
– Le signal de sortie val out est e´mis par la RS en meˆme temps qu’une donne´e. Il pre´vient le successeur
de l’arrive´e de cette donne´e.
– Le signal de sortie stop in est e´mis vers le pre´de´cesseur par la RS quand elle ne peut plus recevoir de
donne´e.
– Le signal d’entre´e stop out est rec¸u par la RS que son successeur ne peut plus recevoir de donne´e.
RS
val_in
stop_outstop_in
val_out
Predecesseur Successeur
FIG. 4.2 – Signaux d’interface de la Relay-Station(RS).
La figure 4.3 de´crit le fonctionnement d’une RS sous la forme d’un Sync-Chart [6]. Les Sync-Charts
sont des repre´sentations graphiques du langage re´actif synchrone ESTEREL [11, 12]. Le Sync-Chart pre´sente´
dans la figure 4.3 a la meˆme se´mantique qu’une machine de Mealy.
Une RS contient deux registres, elle a trois e´tats possibles. Soit elle est vide : e´tat EMPTY, soit le buffer
principal (main) contient une donne´e et pas le buffer auxiliaire (aux) :(e´tat HALF), soit les deux buffers sont
pleins : e´tat FULL. Le buffer auxiliaire ne peut pas eˆtre plein alors que le principal est vide. En fonction de
ces trois e´tats, le fonctionnement est le suivant :
– Etat EMPTY : Tant que l’on ne rec¸oit pas de donne´e (tant que le signal val in n’est pas pre´sent),
on reste dans cet e´tat et on ne fait rien. Si on rec¸oit une donne´e (le signal val in est pre´sent), on la
conserve, on passe dans l’e´tat HALF. Dans l’e´tat EMPTY, le signal stop out est ignore´ car on n’a pas
de donne´e a` e´mettre.
– Etat HALF : Si on rec¸oit une nouvelle donne´e et pas de signal de blocage (val in et not(stop out)), on
e´met notre donne´e courante (val out(main)) et on conserve la nouvelle. On reste dans l’e´tat HALF.
Le meˆme e´tat est aussi conserve´ si on ne rec¸oit pas de nouvelle donne´e mais qu’un signal de blocage
nous parvient (not(val in et stop out)), on ne fait rien. Toujours a` partir de l’e´tat HALF, si on ne
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FIG. 4.3 – Sync-Chart de la Relay-Station(RS).
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rec¸oit ni nouvelle donne´e ni signal de blocage (not(val in) et not(stop out)), on e´met notre donne´e
courante (val out(main)), le registre principal est vide´, on retourne dans l’e´tat EMPTY. Inversement,
si on rec¸oit une nouvelle valeur et un signal de blocage (val in et stop out), on ne peut pas e´mettre
notre donne´e courante. De plus on doit conserver la nouvelle donne´e. On conserve donc ces deux
donne´es, la plus vieille dans le buffer auxiliaire et la nouvelle dans le buffer principal. On passe dans
l’e´tat FULL.
– Etat FULL : Tout d’abord, tant que l’on est dans cet e´tat, on e´met le signal stop in a` tous les instants.
Ceci implique que le pre´de´cesseur ne nous enverra jamais de nouvelle donne´e (le signal val in n’est
jamais rec¸u). Le comportement de la RS dans cette e´tat est donc le suivant : tant que le signal de
blocage est actif(stop out), on conserve nos deux donne´es. Quand il ne l’est plus (not(stop out)), on
e´met notre plus ancienne valeur (val out(aux)) et on retourne dans l’e´tat HALF.
La figure 4.4(a) est la traduction en circuit de logique se´quencielle de la machine de Mealy pre´sente´e
dans la figure 4.3. On retrouve les deux registres, le principal et l’auxiliaire, les signaux d’entre´e/sortie :
val in, stop out, val out, stop in.
FIG. 4.4 – (a) Circuit logique de la Relay-Station et (b) son chemin de donne´es.
La figure 4.4(b) repre´sente le chemin des donne´es a` travers la Relay-Station.
4.2.2 Ve´rification formelle du bon comportement de la Relay-Station
La Relay-Station permet de de´couper un fil d’interconnexion en section synchrone (Le temps de pro-
pagation d’un signal d’un bout a` l’autre de la section est infe´rieur a` la pe´riode de l’horloge). Le premier
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crite`re que doit respecter la Relay-Station, c’est de ne jamais propager combinatoirement un signal d’entre´e
sur sa sortie. Le circuit de la figure 4.4 a) montre que la propagation des signaux d’entre´es est soit arreˆte´e
par les registres “MAIN” et “AUX”, soit limite´e a` la meˆme section synchrone : le signal val out envoye´
au successeur de´pend du signal stop out rec¸u du meˆme successeur. Le de´coupage en section synchrone est
donc conserve´.
Le but de la Relay-Station est de transmettre des donne´es dans le meˆme ordre qu’elle les a rec¸ues.
Tant qu’elle reste dans les e´tats “EMPTY” ou “HALF”, elle ne contient qu’une seule donne´e a` la fois. Par
contre, le passage dans l’e´tat “FULL” me´rite une attention supe´rieure. Le chemin de donne´e repre´sente´ par
la figure 4.4 b) montre que lors du passage de l’e´tat “HALF” a` “FULL”, la donne´e courante est envoye´e
dans le buffer auxiliaire alors que la nouvelle est mise dans le buffer principal. De`s que le signal de blocage
est leve´, la premie`re donne´e a` sortir est celle contenue dans le buffer auxiliaire (la plus ancienne) car le
multiplexeur pointe sa branche de droite (on est dans l’e´tat “FULL”). Suite a` cela, on retourne dans le´tat
“HALF”. L’ordre est conserve´.
Il re´sulte une condition assurant que la Relay-Station ne perd pas de donne´es. Quand la Relay-Station
est pleine, elle e´met le signal stop in a` destination de son pre´de´cesseur. Si le pre´de´cesseur e´met quand
meˆme une donne´e, elle sera perdue. Il faut donc que ce dernier (qui est soit une Relay-Station soit un Shell-
Wrapper) respecte l’assertion suivante : stop out ⇒ not(val out). La branche la plus a` gauche du circuit de
la RS pre´sente´ dans la figure 4.4 (a) ve´rifie cette assertion pour la RS.
4.2.3 Description formelle du Shell-Wrapper
Le comportement du Shell-Wrapper est plus difficilement repre´sentable par un automate car son nombre
d’e´tat varie en fonction du nombre d’entre´e de la perle associe´. La figure 4.5(a) et (b) nous pre´sente donc
une description formelle sous forme d’un circuit de logique se´quentielle. La figure 4.5 (c) repre´sente le
chemin de donne´es a` travers le Shell-Wrapper. Dans la figure 4.5 la perle associe´e a` n entre´es et m sorties.
Pour chaque entre´e de la perle, le bloc d’entre´e de la figure 4.5 (b) permet de recevoir une valeur et de
la transmettre ou de la conserver si ne´cessaire. De plus, il permet aussi d’e´mettre un signal de blocage a`
destination du pre´de´cesseur a` partir du moment ou` une donne´e a de´ja` e´te´ rec¸ue. Si le bloc d’entre´e nume´ro
i rec¸oit une valeur ou en de´tient une dans son registre, il e´met un signal VAL IN[i]. La figure 4.5 a) montre
que si tous les blocs d’entre´es e´mettent un signal VAL IN, qu’aucun des successeurs n’e´mette de signal de
blocage (stop out[1...,i...,m]) alors le Shell-Wrapper active la perle (Fire Pearl), lui transmet les donne´es et
pre´vient les m successeurs de l’arrive´e d’une donne´e produite par la perle (val out[1,...i,..m]).
Le signal d’activation de la perle (Fire Pearl) est renvoye´ a` chacun des blocs d’entre´e afin de mettre a`
jour l’e´tat de leur registre.
4.2.4 Ve´rification formelle du bon comportement du Shell-Wrapper
Meˆme si toutes les entre´es de la perle sont capables de fournir une donne´e (ALL VALL IN), le Shell-
Wrapper ne fait travailler sa perle que si aucun des successeurs n’a e`mis de signal de blocage (STOP OUT),
L’assertion stop out ⇒ not(val out) est donc pre´serve´e par le Shell-Wrapper.
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val_out [1]
Input 1 Input N
val_in [n]val_in [i]
stop_in [1] stop_in [i] stop_in [n]
VAL_IN [1]
VAL_IN [I] VAL_IN [N]
stop_out [1]
stop_out [m]
stop_out [i]
STOP_OUTALL_VAL_IN
Fire_Pearl
Input i
val_out [m]
val_out [i]
val_in [1]
FF-IN
FF_OUT
Fire_PearlVAL_IN [i]
stop_in [i]val_in [i]
(a)
(b) (c)
DATA_IN
data_in
DATA
FF
FF_OUT
0 1
MUX
val_in&
(Fire_Pearl + FF_OUT)
FIG. 4.5 – (a) Circuit logique du Shell-Wrapper, (b) de´tail du bloc associe´ a` une entre´e, et (c) chemin de
donne´es a` travers le Shell-Wrapper.
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4.3 Vue d’ensemble des contributions aux ”Latency Insensitive De-
sign”
Cette section est de´die´e a` la pre´sentation des travaux des e´quipes concurrentes sur le the`me du Latency
Insensitive Design. Beaucoup de papiers ont e´te´ publie´s sur le sujet, nous allons nous contenter de pre´senter
les re´sultats les plus proches de nos activite´s. Tout d’abord ceux du Dr Montek Singh de l’universite´ de
Chapel Hillet, USA et du Dr Michael Theobald de l’universite´ de Pittsburgh,USA([52, 51]) puis ceux de
M. R. Casu et de L. Macchiarulo du Politechnico di torino ([20, 21, 22, 23]).
4.3.1 Syste`mes insensibles aux latences ge´ne´ralise´s
Il est ici question de rajouter de la souplesse au mode`le LID a` travers deux ame´liorations distinctes.
La premie`re permet de nous affranchir d’une des hypothe`ses de base de la the´orie du LID : un bloc
de base, une perle, doit a` chaque instant d’activation consommer sur toutes ses entre´es et produire sur
toutes ses sorties. Si la perle en question ne fonctionne pas de cette manie`re, qu’a` certains de ses instants
d’activation elle n’a besoin que d’un sous ensemble de ses entre´es, on est oblige´, dans la the´orie originelle,
de repre´senter l’absence de donne´e sur les entre´es inutiles a` cet instant comme des valeurs vides. Le Shell-
Wrapper doit donc attendre l’arrive´e de ces valeurs vides avant d’activer la perle. Son activation peut eˆtre
retarde´e a` cause d’une donne´e qui lui sera inutile. Il en est de meˆme pour les sorties du syste`me, si a` un
instant d’activation donne´e, la perle ne produit des donne´es que sur un sous ensemble de ses sorties, on
doit repre´senter l’absence de donne´e e´mise sur les sorties qui ne sont pas concerne´es a` cet instant par une
production de valeurs vides.
Pour e´viter cela, il faut connaıˆtre pour chaque perle, a` chaque instant, le sous ensemble de ses entre´es
concerne´es. Etant donne´ que l’on sait pre´voir le comportement de la perle de manie`re statique en fonction
des stimulations qu’elle rec¸oit (le comportement est de´terministe), on peut calculer un automate a` e´tat fini
qui fournit cette information au Shell-Wrapper.
La seconde permet de nous affranchir d’une autre hypothe`se de base de la the´orie du LID : l’exclusivite´
des liaisons point a` point comme moyen d’interconnexion. Si la topologie de la spe´cification ide´ale syn-
chrone contient des liaisons multiples comme par exemple une donne´e produite et transmise en paralle`le
a` deux blocs fonctionnels, la repre´sentation de cette topologie dans un syste`me insensible aux latences
oblige a` conside´rer chaque chemin comme inde´pendant ce qui provoque une multiplication du nombre de
connexion. Plus grave, si par exemple la topologie de la spe´cification ide´ale synchrone est telle qu’une
entre´e rec¸oit des donne´es alternativement de deux blocs fonctionnels, on ne va pas pouvoir la rendre insen-
sible aux latences.
Les auteurs introduisent un jeu de trois e´le´ments qui permettent de raffiner la gestion des communica-
tions dans la the´orie des syste`mes insensibles aux latences :
– Le fork qui duplique une entre´e.
– Le split qui divise un flot d’entre´es en plusieurs (2) flots de sortie.
– Le Join qui rassemble plusieurs (2) flots d’entre´es en un seul flot de sortie.
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Si le comportement du fork est trivial, il est a` noter que le split et le Join doivent eˆtre dirige´s par un ”oracle”
qui de´termine sur quelle sortie le split doit envoyer la donne´e courante ou sur quelle entre´e le Join doit
attendre et re´cupe´rer sa prochaine valeur. Etant donne´ que le comportement du syste`me est de´terministe par
nature, on peut construire un programme qui dirige chacun de ces e´le´ments, on peut construire ”l’oracle”.
4.3.2 Une nouvelle approche du LID
Le travail du Dr Mario R. Casu et du Dr Luca Macchiarulo sur les syste`mes insensibles aux latences,
pre´sente´ dans [20, 21, 22, 23], est similaire a` certains de nos travaux relate´s dans cette the`se en section
4.2 et dans le chapitre 5. Ils concernent premie`rement l’imple´mentation formelle de la the´orie du LID et
deuxie`mement une simplification du protocole de re´troaction des syste`mes insensibles aux latences base´e
sur une analyse statique du comportement du syste`me et une pre´diction des instants d’activations de chaque
perle.
Imple´mentation formelle de la the´orie du LID L’imple´mentation formelle des e´le´ments de la the´orie
du LID, la Relay-Station et le Shell-Wrapper, est de´taille´e dans [20]. La Relay-Station est pre´sente´e sous la
forme d’un automate a` e´tats finis (pre´sente´ dans la figure 4.6) a` 6 e´tats stimule´s par les signaux suivants :
– Le signal valin (pour value in input) arrive paralle`lement a` une donne´e dans la Relay-Station. Il sert
simplement a` la pre´venir de l’arrive´e de cette donne´e.
– Le signal stopout (pour l’injonction « Stop the output !») arrive a` la Relay-Station en provenance du
bloc suivant. Il permet a` ce dernier de signaler son incapacite´ a` recevoir une nouvelle donne´e.
processing   pause   
wri teaux   readaux  
   idle0    idle1   
RESET
valin.stopout
val in.stopout
val in.stopout
stopout
stopout
val in.stopout
val in.stopout
stopout
val in.stopout
stopout
stopout
stopout
stopout
stopoutval in.stopout
val in.stopout
FIG. 4.6 – Automate a` e´tat fini de´crivant le comportement d’une Relay-Station.
L’automate a` e´tat fini est tel que les conditions de changement d’e´tat sont inscrites sur les canaux et
les actions sont associe´es aux e´tats. Malheureusement, les actions n’apparaissent pas formellement sur
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l’automate.
L’imple´mentation formelle du Shell-Wrapper est donne´e sous la forme de circuit de porte logique. La
figure 4.7 pre´sente ce circuit pour un Shell-Wrapper controˆlant une perle a` deux entre´es et trois sorties. Pour
chaque entre´e de la perle, son interface est compose´e de :
d    q
c l k
d    q
c l k
d    q
c l k
v a l i n 1v a l i n 2
s t o p i n 1s t o p i n 2
v s t o p 1
v s t o p 3
v s t o p 2
v a l i n 1 v a l i n 2
v s t o p 1v s t o p 1
v s t o p 2
v s t o p 2
v s t o p 3 v s t o p 3
v s t o p 1v s t o p 2v s t o p 3
v a l o u t 1v a l o u t 2
s t o p o u t 1s t o p o u t 2
v a l o u t 3
s t o p o u t 3
FIG. 4.7 – Circuit logique de´crivant le comportement d’un Shell-Wrapper.
– Le signal d’entre´e valin qui pre´vient de l’arrive´e d’une donne´e sur cette entre´e a` cet instant.
– Le signal de sortie stopin (« stop the input ! ») qui pre´vient le pre´de´cesseur de l’incapacite´ du Shell-
Wrapper de recevoir une nouvelle donne´e sur cette entre´e.
Pour chacune des sorties de la perle, son interface est aussi compose´e de :
– Le signal d’entre´e stopout, envoye´ par le bloc suivant, il permet a` ce dernier de signaler son incapacite´
a` recevoir une nouvelle donne´e.
– Le signal de sortie valout (value in output) est envoye´ au bloc suivant pour le pre´venir de l’arrive´e
d’une donne´e.
Simplification du protocole de re´troaction Etant donne´ le caracte`re de´terministe des syste`mes in-
sensibles aux latences, la simplification du protocole de re´troaction peut se faire graˆce a` des informations
extraites d’une analyse statique du comportement du syste`me. On peut savoir a` quels instants, quels Shell-
Wrapper activent leur perle et lesquels ne le font pas. A partir de la`, on peut implanter l’ordonnancement
de chaque perle en utilisant la technique du Clock gatting comme l’illustre la figure 4.8.
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PEARL PEARLD Q
Clock
011 101
FIG. 4.8 – Ordonnancement statique d’une perle utilisant la technique de Clock gatting.
Ce nouvel e´le´ment remplace le Shell-Wrappers car il re´alise la meˆme fonction. La disparition du signal
de re´troaction permet aux Relay-Stations de se passer de leur buffer auxiliaire et ainsi de redevenir de simple
registre de transport.
Cette simplification induit des complications au niveau des points de reconvergence du syste`me (au ni-
veau des Shell-Wrapper avec plusieurs entre´es). Les donne´es n’arrivent pas force´ment de manie`re synchrone
en entre´e du Shell-Wrapper, certaines arrivent avec de l’avance. Le protocole de re´troaction permettait de re-
tenir ces donne´es jusqu’a` leur utilisation par la perle. Pour compenser l’absence de protocole de re´troaction,
nous devons placer des e´le´ments supple´mentaires en entre´e des Shell-Wrappers appele´s Fractional syn-
chronizer. L’analyse statique du syste`me nous permet de savoir quelles donne´es doivent eˆtre retenues. Le
Fractional synchronizer s’occupe de retenir uniquement ces donne´es. Un circuit comme celui pre´sente´ dans
la figure 4.9 permet de re´aliser cette fonction.
D Q
Clock
011
MUX
Ordonnancement
FIG. 4.9 – Un Fractional synchronizer et son ordonnancement (011).
Un syste`me de´terministe est ultimement pe´riodique, avant d’avoir un comportement re´pe´titif, il passe
par une phase d’initialisation ou` le comportement de chaque e´le´ment est singulier. La figure 4.10 montre
comment implanter cette phase d’initialisation dans l’ordonnancement des e´le´ments du syste`me.
4.3.3 Circuits synchrones e´lastiques
Par le passe´, Jordi Cortadella de l’Universitat Politecnica de Catalunya, Barcelone, Espagne et Mike
Kishinevsky d’Intel Corp., Hillsboro, USA ont travaille´ sur les protocoles de de´synchronisation de circuit
permettant de se passer de l’hypothe`se synchrone et donc de l’horloge globale afin d’ame´liorer les perfor-
mances [37, 49, 27]. Suite a` l’apparition de la the´orie du LID, ils ont de´veloppe´ un protocole de resynchro-
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PEARL
011
01
Clock
Ordonnancement Init ial isation
FIG. 4.10 – Ajout de la phase d’initialisation a` l’ordonnancement de la perle.
nisation de circuit inspire´ a` la fois des syste`mes LID et de leur protocole de de´synchronisation [28, 29].
Leurs re´sultats ont donne´ le jour a` une solution implantable permettant soit de re´duire la consommation en
e´nergie du circuit soit d’augmenter les performances.
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Chapitre 5
e´galisation
Nous allons maintenant chercher a` ordonnancer statiquement les syste`mes LID. Afin d’eˆtre cohe´rent
avec la philosophie suivie pour la cre´ation des Relay-Station qui consiste a` e´viter d’importantes accumula-
tions de donne´es en un point, nous allons dans un premier temps e´galiser les flots afin que les jetons arrivent
le plus souvent possible simultane´ment au nœud de calculs. Pour faire cela, nous allons ajouter des latences
virtuelles sur les chemins rapides de notre syste`me afin de les ralentir aussi pre`s que possible des chemins
les plus lents du syste`me.
Il existe des cas pour lesquels l’ajout de latence entie`re permet d’e´galiser parfaitement le syste`me. Les
jetons arrivent toujours simultane´ment au nœud de calculs. Dans ce cas, le syste`me peut eˆtre imple´menter
sans contoˆle de flux (Back-Pressure) et sans Relay-Station. Dans [19], les auteurs donnent une me´thode
permettant d’atteindre cette e´galisation parfaite quelque soit la topologie du syste`me mais qui oblige a`
pessimiser le de´bit du syste`me. Par exemple, un syste`me ayant un de´bit de 0, 6, peut s’e´galiser parfaitement
si on re´duit son de´bit a` 0, 5.
Si on choisit de ne pas re´duire le de´bit global du syste`me, on ne peut pas toujours atteindre cette solution.
L’e´galisation permet de re´duire les diffe´rences de de´bit ; pour les gommer comple`tement, il faut y ajouter un
Registre Fractionnaire similaire au fractionnal synchronizer de Casu (section 4.3.2) la` ou` les diffe´rences de
de´bit entre les chemins se concre´tisent par des de´calages dans les instants d’arrive´es des jetons a` un nœud.
Le Registre Fractionnaire, pre´sente´ dans la section 5.2, a pour fonction de retenir certains jetons un
instant et de laisser passer les autres.
La section 5.1 pre´sente le processus d’e´galisation dans son ensemble. La section 5.2 est de´die´e au re-
gistre fractionnaire et enfin, la section 5.3 nous permet de discuter de nos choix de conception du processus
d’e´galisation et des possibles optimisations qui peuvent eˆtre apporte´es.
Le but du processus d’e´galisation est de Q-e´galiser un graphe et de l’ordonnancer.
Abstraction de circuit en Marked Graph Comme on a pu le voir dans l’exemple de la section 1.1, nous
allons avoir besoin d’abstraire les circuits e´lectroniques en Marked Graph afin de pouvoir les optimiser.
L’abstraction de circuit en Marked Graph est assez direct :
– Les blocs fonctionnels deviennent des nœuds de calculs.
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– Les fils d’interconnexion deviennent des canaux a` latence insantanne´e.
– Les fils d’interconnexion contenant des registres deviennent des canaux a` latence non nule.
– Les latences de calculs restent des latences de calculs
– et enfin les latences de communications restent aussi des latences de communications
Le passage de la figure 1.1 a` 1.2 de la section 1.1 illustre cette abstraction.
5.1 Processus d’e´galisation
Soit G un graphe issu de l’abstraction d’un circuit e´lectronique. L’algorithme d’e´galisation de G est le
suivant :
1. Lister les cycles e´le´mentaires de G.
2. Calculer le de´bit de chacun de ces cycles.
3. Calculer la k-pe´riodicite´ du graphe.
4. Ajouter les latences entie`res.
5. De´terminer l’ordonnancement des nœuds et des Registres fractionnaires.
6. Placer les Registres fractionnaires.
7. Optimiser l’initialisation du syste`me.
3
2
2
2
FIG. 5.1 – Example d’un syste`me a` e´galiser.
La figure 5.1 repre´sente un syste`me a` e´galiser. Pour satisfaire un besoin de simplicite´, comme dans le
chapitre 1.1, cet exemple est volontairement abstrait. Les valeurs sur les canaux repre´sentent les latences
de communication. Nous allons utiliser cet exemple tout au long du chapitre pour illustrer le processus
d’e´galisation.
5.1.1 Lister les cycles :
Nous avons besoin d’e´nume´rer tous les cycles e´le´mentaires du syste`me, puis de calculer leur de´bit
afin de ge´ne´rer un syste`me d’e´quation line´aire (e´tape suivante). Bien qu’en ge´ne´ral, le nombre de cycles
dans un graphe est exponentiel par rapport au nombre de nœuds, ce n’est que rarement le cas dans le
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domaine de la mode´lisation de syste`me sur puce, surtout pour des syste`mes data-flow. La figure 5.1 nous
montre les quatre cycles e´le´mentaires de notre exemple. Le meilleur algorithm permettant de faire cela a
une complexite´ exponentielle en fonction du nombre de nœuds. En revanche, la densite´ des graphes issu de
circuit e´lectronique est ge´ne´ralement assez faible. Les temps de calcul restent acceptables.
C1 C2 C3
a) b)
C4
c) d)
3
2
2
3
2
2
3
2
2
3
2
2
2 2 2 2
FIG. 5.2 – Liste des cycles e´le´mentaires du syste`me : a) C1, b) C2, c) C3, d) C4.
5.1.2 Calculer le de´bit :
Pour chacun des cycles e´le´mentaires du syste`me, on calcul son de´bit j/l (j est le nombre de jetons du
cycle, l sa latence). Une fois le de´bit de chaque cycle connu, on cherche le(les) cycle(s) avec le pire de´bit.
Ce de´bit est appele´ de´bit critique. Tout cycle ayant ce de´bit est un cycle critique. Concernant notre exemple,
on a :
– Le cycle C1 de de´bit 5/7
– Le cycle C2 de de´bit 5/8 est un cycle critique.
– Le cycle C3 de de´bit 4/5
– Le cycle C4 de de´bit 3/4
5.1.3 Calculer la k-pe´riodicite´ du graphe.
Si on conside`re seulement les parties fortement connexes critiques du graphe, la formule de la proprie´te´
2 peut de´terminer la k-pe´riodicite´ et la pe´riode de fonctionnement du graphe en re´gime permanent. Dans
notre exemple, le graphe est 5-pe´riodique de pe´riode 8 (k = 5,p = 8).
5.1.4 Ajouter les latences entie`res :
On utilise un solveur d’e´quation line´aire pour ajouter de la latence aux cycles rapides afin de re´duire
leur de´bit au plus proche du de´bit des cycles critiques. Dans un syste`me k-pe´riodique de pe´riode p, on peut
ajouter sur un cycleC de de´bit j/l un nombre de latences entie`res e´gales a` ⌊(p∗j−k∗ l)/k⌋. (Voir proprie´te´
5) Dans le syste`me d’e´quation, une variable est associe´e a` un canal et repre´sente le nombre de latences que
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l’on doit lui ajouter pour e´galiser le syste`me (c’est un entier positif). On cherche a` maximiser la somme des
variables c’est a` dire, a` ajouter autant de latences que possible. Dans l’exemple, on a :
– Pour le cycle C1 : a1 + a2 + a4 + a5 + a8 ≤ 1 (⌊(8 ∗ 5− 5 ∗ 7)/5⌋)
– Pour le cycle C2 : a1 + a2 + a4 + a6 + a8 ≤ 0 (⌊(8 ∗ 5− 5 ∗ 8)/5⌋)
– Pour le cycle C3 : a1 + a2 + a4 + a7 ≤ 1 (⌊(8 ∗ 4− 5 ∗ 5)/5⌋)
– Pour le cycle C4 : a1 + a2 + a3 ≤ 0 (⌊(8 ∗ 3− 5 ∗ 4)/5⌋)
– On maximise Σ9i=1ai.
Comme on peut le voir sur notre exemple pre´sente´ dans la figure 5.3, la simplification des e´quations nous
me`ne a` une solution triviale : On ajoute une latence sur a5 et a7, mais de`s que les canaux appartiennent a`
plusieurs cycles non critiques, le choix du canal pour le placement de la (les) latence(s) justifie l’utilisation
de solveur d’e´quation line´aire. De plus, il existe des cas ou` les bornes ne peuvent pas eˆtre atteintes. La
section 5.3.2 de´taille ce cas de figure. La re´solution de syste`me line´aire a` solution entie`re a une complexite´
exponentielle.
a ) b )
3
2
2
2
3
3
2
2
2
a 1
a 2
a 3
a 4
a 5 a 6 a 7
a 8
FIG. 5.3 – a) Syste`me avant l’ajout de latence b) Syste`me apre`s l’ajout de latence.
Une fois les latences entie`res ajoute´es, il faut recalculer la k-pe´riodicite´ du graphe. L’ajout de latence
peut transformer des cycles non critiques en cycles critiques. C’est le cas de C1 dans notre exemple. La
topologie de la partie fortement connexe critique du graphe peut changer. Le rapport k/p restera le meˆme ;
la valeur de k et de p peuvent proportionnellement changer.
5.1.5 De´terminer les ordonnancements
Une fois les latences ajoute´es, on simule le comportement du syste`me suivant une politique d’ordon-
nancement au plus toˆt pour obtenir l’ordonnancement du graphe, c’est a` dire l’ordonnancement de chacun
de ses nœuds. Dans la figure 5.4, le mot binaire inscrit dans un nœud indique ses instants d’activation (1) et
de repos (0). Cette se´quence de´crit une pe´riode d’exe´cution. A la fin, la se´quence reprend depuis le de´but.
Comme tout syste`me de´terministe, apre`s une phase initiale chaotique, le comportement du syste`me devient
re´gulier, k-pe´riodique. Dans la figure 5.4, la phase d’initialisation du syste`me n’apparait pas, elle a e´te´ rem-
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place´e par ”...”. Nous y reviendrons dans la figure 5.6. L’algorithm de simulation a une complexite´ e´gale au
nombre de nœud multiplie´ par la longueur de la pe´riode du re´gime permanent.
3
3
2
2
. . .(01010111)
.. .(10101011)
2
. . .(11101010)
.. .(01011101)
.. .(10101110)
FIG. 5.4 – Ordonnancement des nœuds du syste`me.
5.1.6 Placer les registres fractionnaires :
En cas d’e´galisation parfaite, l’ordonnancement d’un nœud, repre´sente´ sous forme d’un mot binaire, est
e´gal a` l’ordonnancement du nœud pre´ce´dent de´cale´ d’un cran vers la droite. Si ce n’est pas le cas, un re-
gistre fractionnaire est ne´cessaire entre les deux nœuds. L’e´tude des diffe´rences entre les ordonnancements
du pre´ce´dent et du suivant permet de de´terminer son taux d’utilisation ainsi que ses instants d’activation. On
peut aussi de´terminer cela par simulation en meˆme temps que les ordonnancements des nœuds. A chaque
fois qu’une donne´e est retarde´e, elle est envoye´e du registre principal du canal vers le registre fraction-
naire. La simulation permet de de´terminer les instants concerne´s. La figure 5.5 pre´sente la re´partition et
les instants d’activations des registres fractionnaires ne´cessaires au fonctionnement de notre exemple. Le
fonctionnement de´taille´ du registre fractionnaire est pre´sente´ dans la section 5.2 de ce chapitre.
Sur la figure 5.5, le registre fractionnaire est repre´sente´ comme un carre´ contenant le nombre de fois ou`
il est actif par pe´riode. Le mot binaire associe´ est son ordonnancement.
Etant donne´ que la capacite´ du canal n’est pas limite´e, le de´bit du graphe est maximum (k/p). La
re´partition des retards forme un vecteur de retards associe´ a` G tel que le graphe est maintenant e´galise´.
Il arrive dans certains cas qu’un canal ait besoin de retenir plus d’un jeton durant un instant. Pour cela
il faut mettre un second registre fractionnaire en se´rie sur le canal. Il sera actif seulement quand le canal
doit stocker plus d’une donne´e supple´mentaire. A partir du moment ou` le graphe est pre´-e´galise´ avant d’eˆtre
e´galise´, il existe toujours un autre ordonnancement pour le graphe qui garantit que tous les retards du canal
peuvent eˆtre applique´s avec un seul registre fractionnaire. C’est le cas pour les ordonnancements balance´s
qui seront traite´s dans le chapitre 6. Etant donne´ que dans le processus d’e´galisation, l’ordonnancement est
de´termine´ par simulation, il est fixe et pas toujours optimal.
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3
3
2
2
. . .(01010111)
.. .(10101011)
2
. . .(11101010)
.. .(01011101)
.. .(10101110)
...(00110000)
2
...(11110000)
4
FIG. 5.5 – Syste`me apre`s la re´partition des registres fractionnaires. Les valeurs nume´riques associe´es aux
registres fractionnaires sont leur nombre d’utilisation par pe´riode. Le mot binaire associe´ donne leurs ins-
tants d’activation.
5.1.7 Optimiser l’initialisation :
La phase d’initialisation d’un Marked Graph peut eˆtre longue et ne´cessiter des ressources de stockage
qui ne seront plus utiles durant le re´gime permanent. On peut voir sur la figure 5.6 a) qu’elle a une longueur
6 et ne´cessite deux registres fractionnaires supple´mentaires qui ne seront pas utilise´s durant le re´gime
permanent (Ceux contenant la valeur ”0”). Pour e´viter cela, nous allons chercher a` initialiser le syste`me
par une se´quence d’exe´cution asynchrone. Le but est d’atteindre un des e´tats du re´gime permanent a` partir
de l’e´tat initial en utilisant seulement les ressources de stockage disponible le plus rapidement possible.
La figure 5.6 b) montre qu’en un instant d’exe´cution, en de´placent seulement les quatre jetons mentionne´s,
on atteint le re´gime permanent. Malheureusement, il n’existe pas de me´thode automatique qui permet de
de´terminer l’initialisation asynchrone la plus courte.
5.2 Le Registre Fractionnaire
La figure 5.7 pre´sente le bloc diagramme d’un registre fractionnaire. Il s’inse`re entre un registre entier et
un nœud de calculs. Il permet de stocker des donne´es pre´ce´demment dans le registre entier et dont le nœud
de calculs n’a pas encore besoin. Si par exemple le registre contient une donne´e et en rec¸oit une nouvelle,
il transmet la plus ancienne au registre fractionnaire. Son interface est constitue´e de trois signaux : deux
entrants et un sortant.
– Le signal d’entre´e val in qui repre´sente l’arrive´e d’une donne´e dans le registre fractionnaire.
– Le signal de sortie val out qui repre´sente l’e´mission d’une donne´e par le registre fractionnaire vers
le nœud de calculs.
Millo Jean-Vivien Ordonnancements Pe´riodiques dans les Re´seaux de Processus
5.2. LE REGISTRE FRACTIONNAIRE 68
a) Init ialisation à 6 instants b) Pas d’initialisation
3
3
2
2
110010111 (01010111)
111001011 (10101011)
2
011110010 (11101010)
001011101 (01011101)
100101110 (10101110)
000111000(00110000)
2
011110000(11110000)
4
(11010101)
(11101010)
(10111010)
(01010111)
(10101011)
(00001100)
2
(00111100)
4
000000010(00000000)
0
000100000(00000000)
0
FIG. 5.6 – a) L’initialisation classique du syste`me qui dure neuf instants peut eˆtre remplace´ par b) le
de´placement des quatre jetons de gauche afin d’atteindre directement le re´gime permanent.
– Le signal d’entre´e hold, qui controˆle la re´tention des donne´es, vaut 1 quand la donne´e arrivant dans
le registre fractionnaire ou est de´ja` pre´sente et doit eˆtre conserve´e a` cet instant. Sinon elle vaut 0.
+ + +
R e g i s t r e R F
s u i v a n tp r é c é d e n t
h o l d
v a l _ i n v a l _ o u t
N o e u d  d e  c a l c u l sN o e u d  d e  c a l c u l s
FIG. 5.7 – Bloc diagramme d’un Registre Fractionnaire.
La figure 5.8 a) pre´sente le Synch-Chart [6] de´crivant le comportement d’un registre fractionnaire et en
voici la lecture :
Il contient un registre qui peut eˆtre plein ou vide. Son automate a donc deux e´tats
– L’e´tat not(reg) quand son registre (reg) est vide. S’il rec¸oit une donne´e (val in) mais que hold reste
a` 0, la donne´e le traverse et est e´mise dans l’instant (val out). S’il ne rec¸oit pas de donne´e(not(val in)),
il reste aussi dans le meˆme e´tat. En revanche, s’il rec¸oit une donne´e(val in) et que hold est a` 1, alors
il la conserve et passe dans l’e´tat reg.
– L’e´tat reg quand son registre (reg) est plein. S’il ne rec¸oit pas de nouvelle donne´e (not(val in)) et
que hold reste actif, rien ne change. S’il rec¸oit une nouvelle donne´e (val in), il e´met la plus ancienne
(val out) et conserve la nouvelle dans son registre. (dans ce cas hold est force´ment pre´sent mais
concerne la nouvelle donne´e). Et enfin, s’il ne rec¸oit ni nouvelle donne´e (not(val in)) ni hold, il
e´met sa donne´e (val out) et retourne dans l’e´tat not(reg).
La figure 5.8 b) est la transcription de l’automate a` e´tat fini de la figure 5.8 a) sous forme de circuit. La
figure 5.8 c) pre´sente le flot des donne´es du Registre Fractionnaire. Quand une donne´e arrive, si hold est
pre´sent, elle est stocke´e dans le registre ; sinon elle file directement en sortie. Concernant la commande du
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not(reg) reg
not (val_in)
val_in & not (hold) 
/ val_out
val_in & hold
not(val_in) & not(hold) / val_out
not(val_in) & hold
val_in / val_out
(a)
(b)
val_in
val_out
hold
data_in
data_out
val_in&hold
data
reg
reg 0 1
(c)
reg MUX
FIG. 5.8 – a) SynchChart, b) circuit et c) flot de donne´es du Registre Fractionnaire.
multiplexeur, si une donne´e est dans le registre, elle est prioritaire car plus ancienne.
5.2.1 Hold
La difficulte´ dans l’utilisation d’un registre fractionnaire est d’ordonnancer le signal hold. Un circuit
de logique combinatoire peut eˆtre construit a` partir de l’e´tat du nœud pre´ce´dent, du nœud suivant et du
registre entier pre´ce´dent le Registre Fractionnaire. Cela permet de ge´rer dynamiquement le syste`me. D’un
autre coˆte´, la simulation qui nous a permis de placer les Registres Fractionnaires nous donne directement
les instants d’activations du signal hold comme sur la figure 5.5. On peut donc implanter statiquement
l’ordonnancement du signal hold.
La figure 5.9 nous pre´sente ces deux possibilite´s. Dans la figure 5.9 a), le signal next vaut 1 quand
le nœud de calculs suivant est actif dans l’instant. 0 sinon. Le signal FRreg nous donne l’e´tat du registre
fractionnaire et le signal pre(previous) vaut 1 quand le nœud de calculs pre´ce´dent est actif a` l’instant
pre´ce´dent. Ce dernier signal pourrait eˆtre remplace´ par l’e´tat du registre entier juste avant le registre frac-
tionnaire. (Quand le nœud pre´ce´dent travaille, il produit une donne´e dans le registre)
La figure 5.9 b) est l’implantation statique de l’ordonnancement (signal hold) du registre fractionnaire
de droite de la figure 5.5. Originellement, la pe´riode de fonctionnement est de longueur 8, mais il existe
une sous pe´riode de longueur 4 qui nous permet de simplifier l’implantation. (10001000∗ = 1000∗). Ce
n’est pas le cas sur cet exemple, mais si l’ordonnancement du registre fractionnaire ne´cessite une phase
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n e x t
F R r e g
p r e ( p r e v i o u s )
h o l d
a ) b )
h o l d
100 0
10
Phase  d ’ i n i t i a l i sa t i on
( s e u l e m e n t  s i  n é c e s s a i r e )
FIG. 5.9 – a) implantation dynamique du signal hold, b) implantation statique du signal hold.
d’initialisation, elle pourrait eˆtre implante´e graˆce aux registres a` de´calage qui apparaissent en gris sur la
figure 5.9 b).
5.2.2 Ve´rifications formelles du comportement d’un registre fractionnaire.
Il y a deux conditions internes au fonctionnement du registre fractionnaire a` ve´rifier :
– hold⇒ val in+ reg : Pour retenir une donne´e, il faut qu’elle soit pre´sente.
– val in ∗ reg ⇒ hold : Si le registre fractionnaire contient une donne´e et en rec¸oit une nouvelle, la
nouvelle doit eˆtre retenue.
Dans le cas d’une imple´mentation statique du signal hold, la simulation nous assure que le signal est utilise´
exactement et uniquement quand on en a besoin. Concernant l’imple´mentation dynamique, la figure 5.9 a)
permet de ve´rifier ces conditions. Le signal val in est e´quivalent au signal pre(previous). Si FRreg et
pre(previous) sont absents tous les deux, hold vaut 0 et s’ils sont tous les deux pre´sents, hold vaut 1.
Il y a une condition externe au fonctionnement du registre fractionnaire a` ve´rifier :
val in&reg ⇒ next (5.1)
Il peut arriver que le nœud pre´ce´dent prenne suffisamment d’avance par rapport au nœud suivant pour que
deux donne´es ou plus doivent eˆtre stocke´es simultane´ment dans le registre fractionnaire. Dans ce cas, on
est oblige´ de mettre deux registres fractionnaires d’affile´e. En revanche, e´tant donne´ que le syste`me est
e´galise´, ce proble`me peut eˆtre e´vite´ si on atteint (par initialisation asynchrone) un autre re´gime permanent
dans lequel l’ordonnancement des nœuds de calculs du graphe est plus balance´. C’est-a`-dire que dans le
mot binaire qui de´finit l’ordonnancement d’un nœud, les 1 et les 0 sont les plus e´tale´s possible. Les mots
balance´s pre´sente´s dans le chapitre 2 sont des candidats ide´aux a` l’obtention d’un re´gime permanent ou`
cette condition est respecte´e. La figure 5.10 illustre cette affirmation. Dans le graphe de gauche, on a besoin
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de deux registres fractionnaires avant le nœud de reconvergence. Dans celui de droite, un seul suffit. On
peut passer d’un graphe a` l’autre seulement en de´plac¸ant des jetons. Le chapitre 6 pre´sente la me´thodologie
qui permet d’obtenir des graphes ayant un re´gime permanent balance´. On peut noter qu’obtenir un re´gime
permanent ou` l’ordonnancement des nœuds du graphe est balance´ est une condition suffisante au respect de
cette hypothe`se mais elle n’est pas toujours ne´cessaire.
0 0 0 0 0 1 1 1 1 1 1 1 0 0
0 1 1 1 1 1 0
0 0 1 1 1 1 1
1 0 0 1 1 1 1
1 1 0 0 1 1 1
1 1 1 0 0 1 1
1 1 1 1 0 0 1
1 0 0 0 0 0 1
1 0 0 0 0 1 2
a ) b )
0 1 1 1 0 1 1
0 1 1 1 0 1 1
1 0 1 1 1 0 1
1 1 0 1 1 1 0
1 0 1 1 0 1 1
1 1 0 1 1 0 1
1 0 0 1 1 0 1
4  r e t a r d s  
p a r  p e r i o d e
4  r e t a r d s  
p a r  p e r i o d e 1 1 1 0 1 1 0
FIG. 5.10 – Le meˆme syste`me est ordonnance´ diffe´remment. a) On a besoin de 2 registre fractionnaire, b)
un seul suffit.
5.3 Proble`me d’optimisation
Nous allons discuter dans cette section de nos choix de conception du processus d’e´galisation et nous
allons les confronter a` des solutions alternatives.
5.3.1 Calcul du de´bit
Afin de trouver le de´bit du cycle critique, on commence par chercher tous les cycles puis par calculer
leur de´bit. Une alternative a` cet algorithme plus que couˆteux, est l’algorithme ”minimum cycle mean ratio
problem” ([30] pour voir ces tests de performances) qui permet de trouver le de´bit du graphe et le(les)
cycle(s) critique(s) et donc de de´duire la k-pe´riodicite´ du graphe ; et tout cela en un temps polynomial.
En revanche, on a besoin de tous les cycles pour construire le syste`me d’e´quation line´aire qui nous
permet d’ajouter les latences entie`res. Tant qu’une solution alternative a` ce dernier proble`me ne sera pas
trouve´e, la recherche de tous les cycles sera ne´cessaire.
5.3.2 Ajout de latences
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Atteignabilite´ de la solution au syste`me d’e´quation line´aire Il existe des topologies, comme dans la
figure 5.11 ou` certains cycles sont suffisamment rapides pour que nous pourrions the´oriquement ajouter au
moins une latence entie`re, mais pour lesquels la topologie du syste`me est telle qu’il n’existe aucun canal
appartenant a` ce cycle pouvant accueillir cette latence. La raison est que tous ses canaux appartiennent
aussi a` d’autres cycles plus lents qui ne supporteraient pas l’ajout de latences entie`res. Dans la figure 5.11,
le graphe a un de´bit de 3/16. le cycle exte´rieur de de´bit 1/4 pourrait eˆtre ralenti mais chacun de ses quatre
canaux est partage´s avec un autre cyles de de´bit 1/5, qui ne peut pas eˆtre ralenti. En conse´quence, la latence
entie`re, que l’on a pas pu placer, est explose´e en plusieurs latences rationnelles (registres fractionnaires)
re´parties sur le cycle exte´rieur. Le X dans les mots d’ordonnancement signifie un moment d’inactivite´ (0)
pendant lequel le registre fractionnaire du canal entrant repre´sente´ en gras sur la figure est utilise´.
4
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FIG. 5.11 – Syste`me pour lequel l’ajout de latences entie`res ne peut pas amener tous les cycles le plus pre`s
possible du de´bit critique.
Le corollaire 7 montre que dans le graphe pre´ e´galise´, meˆme si tous les cycles n’ont pas un de´bit aussi
proche que possible du de´bit du graphe, aucune latence entie`re ne peut eˆtre ajoute´e.
Crite`re d’optimisation additionnelle Il existe plusieurs solutions e´quivalentes au syste`me d’e´quations
line´aires. Par exemple, si un nœud a une entre´e et deux sorties, une latence ajoute´e sur son canal entrant peut
eˆtre remplace´e par une latence sur chacun des canaux sortants et inversement. On pourrait chercher parmi
l’ensemble des solutions e´quivalentes celle qui satisfasse un crite`re d’optimisation pre´ de´cide´. On peut,
par exemple, souhaiter que l’e´galisation se fasse en ajoutant un minimum de latence entie`re. Nous concer-
nant, notre crite`re d’optimisation est double. Dans un premier temps, on voudrait chercher une re´partition
des latences entie`res qui minimisera le nombre des registres fractionnaires. Ensuite, parmi l’ensemble des
solutions optimales, on choisira celle qui minimise aussi le nombre de latences entie`res. Etant donne´e l’in-
terde´pendance ”suppose´e” de ces deux crite`res d’optimisation, nous avons de´cide´ de laisser ce proble`me
ouvert afin de nous consacrer aux proble´matiques initiales de notre sujet.
Re´partition des registres fractionnaires en utilisant le solveur d’e´quation line´aire Jusqu’a` maintenant,
on utilisait les re´sultats de la simulation pour placer les registres fractionnaires. Mais comme l’ajout de
latences entie`res, l’ajout de latences rationnelles (repre´sente´ par les registres fractionnaires) peut eˆtre fait
graˆce au solveur d’e´quation line´aire. Soit (1) en meˆme temps que les latences entie`res, soit (2) apre`s les
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latences entie`res.
(1)Dans ce cas, un seul syste`me d’e´quation nous retourne des valeurs dont la partie entie`re repre´sente le
nombre de registre entier a` ajouter au canal et le reste le nombre de retards associe´s au canal. Malheureuse-
ment, cette me´thode de re´solution a tendance a` de´multiplier les recours au registre fractionnaire ; un cycle
peut se voir attribuer plusieurs registres fractionnaires qui pourraient eˆtre recombine´s en un registre entier.
(2) Le proble`me de cette approche, qui existe aussi dans l’approche (1), est qu’il existe plusieurs solu-
tions e´quivalentes. A chacune, on peut associer un re´gime permanent particulier mais il se pose le proble`me
de l’atteignablite´ de ce re´gime. Partant de l’e´tat initial du syste`me, l’initialisation ASAP nous me`ne au
re´gime permanent ”primaire” ou ”naturel”. Pour atteindre les autres re´gimes permanents possibles, il faut
faire une initialisation asynchrone vers un des e´tats du re´gime permanent souhaite´.
5.4 Proprie´te´ de correction
5.4.1 Validation du processus d’e´galisation
Les proprie´te´s de correction suivantes servent a` montrer que notre processus d’e´galisation permet bien
d’e´galiser le graphe. Le the´ore`me 4 montre que le solveur d’e´quation line´aire utilise´ pour ajouter un maxi-
mum de latence entie`re permet bien de construire un graphe pre´-e´galise´. Puis que la simulation permet
d’obtenir un vecteur de re´partition des retards correct et des ordonnancements pour tous les nœuds du
graphe et qu’en conse´quence, le graphe est e´galise´.
The´ore´me 4. Soit G un graphe k-pe´riodique de pe´riode p auquel on a ajoute´ des latences entie`res en
suivant la me´thode de la section 5.1.4. G est pre´-e´galise´ ouN-e´galise´.
De plus, G contient des registres fractionnaires place´s et ordonnance´s selon la me´thode de simulation
des sections 5.1.5) et 5.1.6). G est e´galise´ (Q-e´galise´).
De´monstration. N-e´galise´ :
Pour tout canal, il existe au moins un cycle de de´bit (j/l) tel que 0 ≤ p ∗ j − k ∗ l < k. Ce qui peut eˆtre
re´e´crit en j/l ≥ k/p > j/(l+ 1).
Q-e´galise´ :
La capacite´ de chaque canal est suffisante pour ne pas restreindre l’exe´cution des nœuds du graphe a` cause
d’une incapacite´ de stockage en sortie du nœud. La capacite´ des canaux est suppose´e infinie durant la simu-
lation puis est re´duite au strict ne´cessaire apre`s (La proprie´te´ 4 de safety nous garantit un fonctionnement
a` de´bit optimal si la capacite´ de tous les canaux est au moins e´gale au plus petit nombre de jetons dans les
cycles passant par lui). Donc le comportement du graphe est k-pe´riodique de pe´riode p. Tous les nœuds du
graphe fonctionnent a` un de´bit de k/p : tous les cycles passant pas un nœud de de´bit k/p ont un de´bit de
k/p. G est Q-e´galise´.
Pendant la pre´-e´galisation d’un graphe, il peut arriver qu’un cycle rapide ne soit pas ralenti alors que
son de´bit l’aurait permis. Cela arrive quand aucun de ses canaux ne peut eˆtre allonge´ car chacun d’eux
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appartient aussi a` un cycle plus lent. Malgre´ cela, on est suˆr qu’aucune latence entie`re ne pourrait eˆtre
ajoute´e au graphe. Le corrolaire 7 formalise ce re´sultat.
Corollaire 7. Soit G un graphe k-pe´riodique de pe´riode p N-e´galise´ pour tous les registres fractionnaires
appartenant a` la partie fortement connexe de G, durant le re´gime permanent, il existe au moins un jeton
par pe´riode qui n’est pas retenu par le registre fractionnaire.
De´monstration. Soit c un cycle de G de de´bit j/l. Si j ∗ p− l ∗ k < k au moins un jeton par pe´riode n’est
par retenu. Si j ∗ p− l ∗ k ≥ k, pour tout les canaux de c, il existe un cycle c′ tel que |c′|1 ∗ p− |c′| ∗ k < k.
(0 ≤ j ∗ p− l ∗ k < k est une re´e´criture de la double ine´quation de la de´finition 13)
Au cours de l’exe´cution, un canal de communication doit a` certains moments retenir des jetons jusqu’a`
ce que le nœud en sortie du canal en ait besoin. Les registres fractionnaires sont la` pour c¸a. On a vu dans la
section 5.1.6 que plusieurs registres fractionnaires peuvent eˆtre ne´cessaires sur le meˆme canal pour retenir
plusieurs jetons au meˆme instant. Le lemme suivant borne le nombre de registres fractionnaires en fonction
du nombre de retards que doivent subir les jetons sur ce canal.
Lemme 16 (Quantite´ maximum de registres fractionnaires par canal). Soit G un graphe k-pe´riodique de
pe´riode p et (Q-e´galise´).
Soit c un canal de G qui applique r retards (au total) aux jetons passant par lui.
le nombre de registres fractionnaires ne´cessaires sur ce canal est borne´ par ⌊√r⌋.
De´monstration. Supposons que le canal c veuille retenir n valeurs. Il doit en retenir 1, puis 2, puis ...n puis
n − 1 ... puis 2 puis 1. Au total, il doit en retenir Σn−1i=1 2 ∗ i + n = n(n − 1) + n = n2 − n + n = n2.
Pour tout n2 ≤ c < (n + 1)2, le nombre maximum de registres fractionnaires ne´cessaire sur ce canal est
⌊√n⌋.
5.4.2 Mode´lisation des canaux de communication
La simulation du syste`me nous a permis de de´terminer, pour chaque canal, le nombre de jetons maxi-
mum qui y sont stocke´s. Pour un canal c, on appelle cette quantite´ Jmax(c). A partir de cette information,
on a pu trouver une mode´lisation finie d’un canal comme un registre simple suivi de Jmax(c)−1 registre(s)
fractionnaire(s). D’un point de vue mode`le, on a remplace´ nos canaux a` capacite´ de stockage infinie par des
canaux a` capacite´ finie.
Le comportement du canal a la particularite´ que s’il est plein, •c peut s’exe´cuter a` condition que c•
s’exe´cute aussi. Ce comportement est celui d’un canal a` capacite´ instantane´e tel que de´fini dans la section
3.4.2. Comme la capacite´ du canal c est e´gale a` Jmax(c), on est suˆr que si •c est exe´cutable, alors c• l’est
aussi.
On a donc l’assurance que, contrairement aux exemples de la section 3.4.1, la capacite´ ne limitera pas
le de´bit. Le comportement du syste`me a` capacite´ borne´e est donc conforme a` la simulation.
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5.5 Conclusion
A partir d’un re´seau de processus mode´lisant le fonctionnement d’un syste`me sur puce forme´ de com-
posants IP divers et ayant des proble`mes de latence sur ses fils d’interconnexions, on a e´labore´ un processus
permettant d’obtenir un ordonnancement statique et de borner la taille des ressources de communications
du syste`me.
Pour cela, nous avons commence´ par analyser la topologie du graphe (cycles, de´bits) puis par lui ajou-
ter autant de latences entie`res que possible. Ensuite, nous avons simule´ le comportement du syste`me afin
d’obtenir l’ordonnancement de chacun de ses nœuds et les capacite´s de chacun de ses canaux.
Comme nous le montre le dernier lemme de ce chapitre (lemme 16) il nous arrive d’avoir besoin de
plusieurs registres fractionnaires sur un meˆme canal pour pouvoir retenir plusieurs jetons au meˆme instant.
Dans le chapitre suivant, nous allons chercher a` obtenir un re´gime permanent ou` il suffit au maximum
d’un registre fractionnaire pour appliquer tous les retards d’un canal. Pour cela nous allons construire un
ordonnancement conforme a` nos spe´cifications forme´ exclusivement de mots balance´s.
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Chapitre 6
Re´gimes stationnaires balance´s
Dans ce chapitre, on va chercher un ordonnancement calcule´ analytiquement (sans simulation). On a
vu que, intuitivement, si les ordonnancements des nœuds d’un graphe sont des mots binaires e´quitablement
re´partis (entre les 0 et les 1 ), on minimise la capacite´ de stockage des canaux du graphe. On va donc
conside´rer la construction d’un ordonnancement balance´ (def. 5)
Etant donne´ G, on connait sa pe´riode k et sa pe´riodicite´ p, donc on connait l’ensemble Skp des mots
balance´s candidats a` l’ordonnancement des nœuds de G. L’objectif sera d’attribuer a` chaque nœud un or-
donnancement balance´ en accord avec le mode`le d’exe´cution ”au plus toˆt”. Ceci va demander l’introduction
de latences entie`res et de registres fractionnaires comme auparavant (processus d’e´galisation), mais a` des
endroits calcule´s analytiquement. C’e´tait de´ja` le cas pour les latences entie`res, pas pour les fractionnaires.
Nous allons prouver un certain nombre de re´sultats :
The´ore´me 5 (Existence du re´gime permanent balance´). Pour tout graphe G de marquage M , il existe un
ordonnancement balance´ de G a` partir du marquage M ′ e´quipollent a` M .
De´monstration. Le chapitre 6 de´crit le processus visant a` construire l’ordonnancement balance´ d’un graphe
donne´. Au fur et a` mesure des e´tapes du processus, les preuves de validation et de ve´rification de la solution
seront apporte´es. La section 6.3 contient la preuve de ce the´ore`me.
The´ore´me 6 (Atteignabilite´ du re´gime permanent balance´). Pour tout graphe G de marquage M , il existe
une exe´cution asynchrone de M vers M ′ ou` M ′ est un marquage balance´. (De´finition 20)
De´monstration. La preuve de ce the´ore`me est repousse´e a` la section 6.3.6
The´ore´me 7 (Capacite´ des canaux d’un graphe en re´gime permanent balance´). Soit G un grapheQ-e´galise´
ayant un ordonnancement balance´. Pour tout canal ne´cessitant des retards (de´finition 25), un et un seul
registre fractionnaire suffit a` les appliquer.
De´monstration. La preuve de ce the´ore`me est repousse´e a` la section 6.3.6
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Nous allons dans un premier temps (section 6.2) de´tailler le processus qui permet d’ordonnancer un
graphe avec un re´gime permanent balance´. Pour chacune des e´tapes, nous justifierons leur bon fonction-
nement en nous re´fe´rant a` des re´sultats pre´e´tablis dans les chapitres pre´ce´dents et a` ceux pre´sente´s dans la
section 6.3.
6.1 Bibliographie
Si on regarde la litte´rature, on peut y voir que nous ne sommes pas les premiers a` chercher a` optimiser
certaines caracte´ristiques d’un graphe en utilisant les mots balance´s. Ici, nous cherchons a` minimiser la taille
des ressources de stockage en concervant un de´bit maximum. Les mots balance´s servent d’ordonnancement.
En 1995, Bruce Hajek est le premier a` y avoir pense´ dans [1, 2, 35].
Ensuite, dans [4, 33], B. Gaujal, E. Altman et S. Bhulai essayent de minimiser les pertes de donne´es
dans un graphe a` capacite´ de stockage fixe en routant ces donne´es graˆces a` des mots balance´s
Dans [41], J. Mairesse et L. Vuillon traitent un proble`me similaire.
6.2 Me´thodologie ge´ne´rale
A partir d’un graphe, on peut calculer sa pe´riode (p) et sa pe´riodicite´ (k). De la`, on peut construire
l’ensemble Skp des mots balance´s de longueur p contenant k 1 . L’essence de la me´thode consiste a` fixer
l’ordonnancement d’un des nœuds du graphe et d’en de´duire l’ordonnancement de tous les autres nœuds.
Puis de de´duire l’ordonnancement des registres fractionnaires du graphe et enfin de calculer un marquage
correspondant a` ces ordonnancements. L’e´tape finale consiste a` trouver une phase d’initialisation asyn-
chrone du marquage initial du graphe vers son re´gime permanent calcule´.
6.2.1 Ajouter les registres fractionnaires :
Voici la premie`re e´tape particulie`re a` ce processus. Dans le chapitre 5, la simulation du comportement du
graphe suivant une politique au plus toˆt nous menait a` un re´gime permanent avec une re´partition particulie`re
fixe et de´finitive des registres fractionnaires. Ici, nous allons construire un syste`me d’e´quation line´aire a`
solution entie`re pour obtenir une re´partition possible des registres fractionnaires. A partir de cette solution
primaire, on va pouvoir de´placer, regrouper ou diviser les registres fractionnaires en fonction de contraintes
ou de crite`res d’optimisation.
Obtenir la solution primaire Soit G un graphe k pe´riodique de pe´riode p et pre´-e´galise´. On associe a`
G un vecteur d’entier L qui a` chaque canal de G lui associe un nombre de retard par pe´riode d’exe´cution.
L est tel que pour tout cycle C de G contenant j jetons et de latence l, la somme des retards associe´s aux
canaux de C est de p ∗ j − k ∗ l.(proprie´te´ 5). On peut donc construire un syste`me d’e´quation line´aire a`
solution entie`re ou` chaque variable repre´sente un e´le´ment de L. et ou` chaque e´quation donne le nombre de
de´lai a` appliquer a` un cycle. Le syste`me permet de re´partir ces de´lais sur les diffe´rents canaux des cycles en
respectant les contraintes.
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Si on reprend l’exemple du chapitre 5 repre´sente´ dans la figure 6.1, on a :
– Pour le cycle C1 : a1 + a2 + a4 + a5 + a8 ≤ 0 (8 ∗ 5− 5 ∗ 8))
– Pour le cycle C2 : a1 + a2 + a4 + a6 + a8 ≤ 0 (8 ∗ 5− 5 ∗ 8))
– Pour le cycle C3 : a1 + a2 + a4 + a7 ≤ 2 (8 ∗ 4− 5 ∗ 6))
– Pour le cycle C4 : a1 + a2 + a3 ≤ 4 (8 ∗ 3− 5 ∗ 4))
– On maximise Σ9i=1ai.
a) b)
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42
2
FIG. 6.1 – Ajout des registres fractionnaires graˆce au solveur d’e´quation line´aire a) Avant l’ajout, b)Il faut
6 de´lais re´partis en deux registres fractionnaires sur les canaux a3 et a7.
Ce syste`me a toujours une solution exacte (les bornes des contraintes sont atteintes) car l’existence d’une
solution est une condition ne´cessaire a` l’existence d’un re´gime permanent. ´Etant donne´ que le graphe a` partir
duquel on construit le syste`me est clos, son exe´cution est de´terministe et donc ultimement pe´riodique : il
existe toujours une solution. Le lemme 18 formalise ce re´sultat. Placer les registres fractionnaires ne´cessite
de re´soudre un syste`me line´aire a` solutions entie`res. C’est un proble`me de complexite´ exponentielle.
Vecteur de retards associe´s a` G Le vecteur d’entiers qui a` chaque canal associe un nombre de retards
calcule´s par le syste´me d’ine´quation line´aire est appele´ vecteur de retards associe´ a` G.
De´finition 33 (Vecteur de retards associe´s a` G). Soit G un graphe k-pe´riodique de pe´riode p. On associe a`
G un vecteur d’entier L qui a` chaque canal de G lui associe un nombre de retard par pe´riode d’exe´cution.
L est appele´ vecteur de retards associe´ a` G. ∀c, un canal de G, L(c) donne le nombre de retard associe´ au
canal c.
∀C, un cycle deG, L(C) donne la somme des retards sur les canaux de C. ∀path, un chemin de G, L(path)
donne la somme des retards sur les canaux de path.
Lemme 17. Soit G un graphe k-pe´riodique de pe´riode p. Soit L le vecteur de retards associe´ a` G. L est tel
que pour tout cycle C de G contenant j jetons et de latence l, la somme des retards associe´s aux canaux de
C est L(c) = p ∗ j − k ∗ l. G est Q-e´galise´
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De´monstration. Pour tout cycle C de G contenant j jetons et de latence l, le de´bit de C en prenant en
compte les retards est de
j
l + (p ∗ j − k ∗ l)/k =
j ∗ k
(k ∗ l + p ∗ j − k ∗ l) =
j ∗ k
(p ∗ j) = k/p
Remarque 16. Un graphe, k-pe´riodique de pe´riode p, est conside´re´ comme e´galise´ soit parce que chacun
de ses cycles a un nombre de jetons qui est un multiple de k, et une latence qui est un multiple de p, tel
que le de´bit du cycle est k/p, soit parce qu’on a associe´ un vecteur de re´partition de retards au graphe tel
que, pour tout cycle C de G contenant j jetons et de latence l, la somme des retards associe´s aux canaux
de C est p ∗ j − k ∗ l. Le premier cas e´tant un cas particulier du second, dans la suite du manuscrit, on
va conside´rer que si un graphe est e´galise´ (Q-e´galise´), c’est qu’il existe un vecteur de retards associe´ au
graphe.
Repositionnement Comme pour les latences entie`res, si toutes les entre´es d’un nœud ont un registre
fractionnaire et que chacun est utilise´ au moins n fois, n de´lais peuvent eˆtre supprime´s de chacun de ses
registres fractionnaires pour eˆtre place´s dans des registres fractionnaires sur chacun des canaux en sortie du
nœud. La figure 6.2 illustre cela. De a) a` b), un retard est pris sur chacune des entre´es du nœud le plus haut,
et est propage´ en sortie. Puis, de b) a` c), les deux retards sur la boucle, en haut a` droite, sont regroupe´s ; les
deux retards en entre´e du nœud du milieu sont de´place´s sur son unique sortie.
Pour chacun des chemins de la figure 6.2, le nombre de retards est le meˆme dans a), b) et c). En revanche,
la quantite´ de registres fractionnaires varie. La possibilite´ de repositionner les registres fractionnaires per-
met d’optimiser certains crite`res comme le nombre total de registres fractionnaires.
a) b)
21
1
1
11
1
c)
2
1
FIG. 6.2 – Repositionnement des de´lais des registres fractionnaires.
Re´partition ”au plus tard”
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De´finition 34 (Re´partition ”au plus tard”). Soit G un graphe k-pe´riodique de pe´riode p Q-e´galise´. Soit L
le vecteur de retards associe´ a` G.
On appel re´partition ”au plus tard” la re´partition des retards sur les canaux de G de´crit par le vecteur
L s’il est tel que pour tout nœud n de G, au moins un des canaux d’entre´e de n a un nombre de retards par
pe´riode de 0.
Formellement, ∀n un nœud du graphe, ∃c ∈ •n tel que L(c) = 0.
Le lemme 21 montre que pour un graphe pre´-e´galise´, il existe une et une seule re´partition des jetons dite
au plus tard (definition 34). Le lemme 20 montre qu’a` partir de n’importe quelle re´partition des retards, on
peut obtenir la re´partition au plus tard graˆce a` l’ope´ration de repositionnement de´crite dans ce paragraphe
et formalise´e dans la de´finition 39. Il sera inte´ressant, dans les sections 6.2.5 et 6.3.6, de conside´rer que la
re´partition choisie pour les retards est celle dite ”au plus tard”.
6.2.2 Ordonnancer les nœuds du graphe :
Maintenant que le graphe est e´galise´, on peut l’ordonnancer en fixant l’ordonnancement et en de´duisant
celui de ses voisins. Puis, de proche en proche, de tous les nœuds. Dans un ordonnancement au plus toˆt,
l’ordonnancement d’un nœud est le meˆme que celui de son pre´de´cesseur de´cale´ d’un instant. On a vu
dans le chapitre 2 que l’utilisation d’un retard sur un canal revient a` une transposition e´le´mentaire sur
l’ordonnancement du nœud en teˆte du canal. On rappelle que la transposition e´le´mentaire est e´quivalente a`
une rotation de −α (The´ore`me 2).
De´finition 35 (Re`gle de calcul des ordonnancements balance´s d’un graphe). G est un graphe Q-e´galise´
k-pe´riodique de pe´riode p. Soit L le vecteur de re´partition de retards associe´ a` G. Soit c un canal de G.
Soit O•c,Oc• l’ordonnancement de resp. •c et c•.
– Oc• = O•c  1− L(c) ∗ α.
– O•c = Oc•  L(c) ∗ α− 1.
Quand un nœud a plusieurs entre´es (sorties), son ordonnancement peut se calculer a` partir de l’ordonnan-
cement de n’importe quel nœud qui le pre´ce`de (succe`de) directement a` condition que l’ordonnancement
de ce dernier soit de´ja` connu (quelque soit le nœud pre´de´cesseur (successeur) conside´re´, la solution sera
la meˆme). L’ordonnancement d’un nœud a` plusieurs entre´es (sorties) est e´gal a` l’ordonnancement d’un de
ses pre´de´cesseurs (successeurs) retarde´s (avance´s) d’un instant et auxquels on applique une rotation vers
la gauche (droite) de taille α (pour un k et un p donne´) par retard associe´ au canal. (voir def. 9 pour la
de´finition de α)
Ge´ne´rer les ordonancements des nœuds du graphe se fait en temps line´aire par rapport au nombre de
nœuds.
A partir de cette re`gle de propagation de l’ordonnancement, il nous suffit de fixer l’ordonnancement
d’un seul nœud du graphe pour de´terminer l’ordonnancement de tous les autres. Connaissant k et p, on peut
ge´ne´rer l’ensemble Skp , choisir arbitrairement un mot de l’ensemble et l’associer la` aussi arbitrairement a`
un nœud du graphe. Puis d’utiliser la re`gle ci-dessus pour ge´ne´rer l’ordonnancement complet du graphe.
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La figure 6.3 illustre notre re`gle de ge´ne´ration de l’ordonnancement du graphe. L’ordonnancement du
nœud a` deux entre´es est le meˆme qu’on le calcule a` partir de son entre´e de droite ou de gauche. Par rapport
a` son entre´e de droite, l’ordonnancement a e´te´ retarde´ d’un instant (une rotation vers la droite : 1110  1 =
0111). Par rapport a` son entre´e de gauche, l’ordonnancement a` e´te´ retarde´ d’un instant puis rotate´ de deux
fois α vers la gauche (2*1=2). ((1011  1) 	 2 = 1011 	 1 = 0111).
2
1110
0111
1011
1011
1101
k=3,  p=4,      =1
FIG. 6.3 – Propagation de l’ordonnancement des nœuds de proche en proche.
Le lemme 22 montre formellement que l’ordonnancement du graphe obtenu est cohe´rent. C’est a` dire
que l’ordonnancement d’un nœud a` plusieurs entre´es est effectivement le meˆme quelque soit le nœud
pre´ce´dent conside´re´ pour le calcul. De plus, le lemme 23 montre que le premier ordonnancement fixe´ peut
eˆtre retrouve´ par le calcul a` partir des autres ordonnancements. Enfin, le lemme 24 montre que quelque soit
le premier nœud et au premier ordonnancement choisi, on trouve des moments diffe´rents du meˆme re´gime
permanent. On peut donc retrouver tous les autres moments par simple rotation de tous les ordonnance-
ments.
6.2.3 Ordonnancer les registres fractionnaires :
Une e´tape pre´ce´dente nous permettait de placer les registres fractionnaires et de savoir combien de fois
ils sont utilise´s par pe´riode. Cette e´tape permet de de´terminer a` quel instant exactement les retards seront
applique´s en fonction de l’ordonnancement des nœuds.
Le lemme 25 nous montre que dans un graphe d’ordonnancement balance´, si un jeton est retarde´, ce
ne sera que durant un seul instant. Etant donne´ que le graphe (sans vecteur de retards associe´) est N-
e´galise´, on sait que le nombre de retard par canal est infe´rieur a` k. A partir de ce re´sultat, on peut de´finir
l’ordonnancement d’un registre fractionnaire sur un canal c (ayant r retards a` appliquer) comme un mot
binaire de longueur p contenant r 1 . Ces r 1 repre´sentent les r instants d’activations (les r retards). On ne
retient jamais deux instants d’affile´es le meˆme jeton, si deux 1 se suivent dans l’ordonnancement du registre
fractionnaire, cela concerne deux jetons diffe´rents successifs.
De´finition 36 (Re`gle de calcul des ordonnancements des registres fractionnaires des canaux du graphe.).
Soit G un graphe Q-e´galise´ k-pe´riodique de pe´riode p. Soit L le vecteur de re´partition de retards associe´
a` G. Soit v l’ordonnancement d’un registre fractionnaire actif r fois par pe´riode place´ en entre´e d’un nœud
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n ∈ G d’ordonnancementOn. v(1) (resp v(p)) de´signe le premier (resp. dernier) bit du mot v. ∃!i ∈ [0, p[
tel que On  i = sup(Skp).
∀j ∈ [1, p], v(j) = 1 ssi (j mod p) ∈ {p− i ; p− i+ α ;p− i+ 2 ∗ α ; ... ;p− i+ (r − 1) ∗ α}.
Ge´ne´rer les ordonancements des registres fractionnaires du graphe se fait en temps line´aire par rapport
au nombre de canaux. Le nombre de canaux est une borne strictement supe´rieure au nombre de registre
fractionnaire.
Si la re´partition des registres fractionnaires est la solution particulie`re dite ”au plus tard”, pour tout
nœud, il existe au moins une entre´e qui n’utilise pas de registres fractionnaires. Dans ce cas, toutes les
utilisations de registres fractionnaires par les autres entre´es sont ”le´gitimes” au sens ou` il y a effectivement
un jeton qui arrive apre`s les autres. Pour les autres re´partitions de retard, il existe au moins un nœud tel que
toutes ses entre´es ont un registre fractionnaire. Suivant la de´finition 36, il seront tous actifs au(x) meˆme(s)
instant(s).
Le lemme 26 montre que l’ordonnancement des registres fractionnaires tel que de´fini dans la def. 36
coı¨ncide avec celui des nœuds. C’est a` dire que les registres fractionnaires sont actifs quand l’e´tat courant
ne´cessite d’appliquer un retard sur le canal.
6.2.4 De´finir les e´tats du re´gime permanent :
Maintenant que l’on a de´termine´ l’ordonnancement complet du graphe et de ses registres fractionnaires,
nous devons de´terminer a` quels placements des jetons ces ordonnancements correspondent. Il existe p e´tats
diffe´rents du re´gime permanent et a` chacun correspond un indice i tel que le graphe est dans l’e´tat i apre`s
avoir exe´cute´ les i premie`res instructions de l’ordonnancement de chaque nœud.
De´finition 37 (Re`gle de calcul du marquage du graphe). Soit G un graphe k-pe´riodique de pe´riode p et
e´galise´. Soit O son ordonnancement. Soit c un canal de G contenant un registre fractionnaire. Soit On l’or-
donnancement de n = •c etOfr l’ordonnancement du registre fractionnaire de c. SoitM0,M1,...,Mi,...,Mp =
M0 les e´tats successifs du re´gime permanent de l’exe´cution de G selon l’ordonnancementO.
Mi(c) = On(p+ i) +Ofr(p+ i) (6.1)
(si c ne contient pas de registre fractionnaire, Ofr = 0p).
– le bit d’indice i de l’ordonnancement de chaque nœud donne l’e´tat de ses canaux en sortie au mar-
quage Mi. S’il est a` 1 , le nœud vient de s’exe´cuter, les canaux de sorties contiennent un jeton. Sinon,
il est vide.
– De meˆme, le bit d’indice i de l’ordonnancement de chaque registre fractionnaire donne son e´tat au
marquage Mi. S’il est a` 1 , le registre fractionnaire vient de retenir une donne´e : il est plein. Sinon, il
est vide.
Ge´ne´rer le marquage des places du graphe se fait en temps line´aire par rapport au nombre de nœuds.
Ge´ne´rer le marquage des registres fractionnaires du graphe se fait en temps line´aire par rapport au nombre
de canaux.
On peut maintenant construire la se´quence d’exe´cution Exec du graphe G tel que :
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De´finition 38. Exec = M0
F1−→M1...Mi−1 Fi−→Mi... Fp−→Mp =M0.
Avec Mi le ieme marquage calcule´ graˆce aux re`gles de la def. 37. Fi est l’ensemble des nœuds n tel que
On(i) = 1.
Le lemme 27 montre que le nombre de jetons instancie´s par cycle de cette manie`re pour chacun des mar-
quages est conforme aux spe´cifications initiales du graphe. Il montre que le marquage initial et le marquage
calcule´ sont e´quipollents.
Le lemme 31 montre qu’a` partir du marquage calcule´, le jeu des jetons est cohe´rent avec les ordonnan-
cements calcule´s.
6.2.5 Trouver une initialisation asynchrone :
Comme dans la section ?? du processus d’e´galisation, nous allons terminer notre construction par la re-
cherche d’une se´quence d’initialisation asynchrone la plus courte possible et surtout qui ne´cessite seulement
les ressources de´ja` disponibles. La` encore, aucune me´thode automatique ne permet d’obtenir cette initiali-
sation. Le the´ore`me 6 nous garanti seulement qu’il existe une se´quence d’exe´cution entre l’e´tat initial du
syste`me et l’un des e´tats du re´gime permanent.
6.3 Proprie´te´s de correction
6.3.1 Ajout des registres fractionnaires
Dans le processus d’e´galisation, la re´partition des retards est donne´e par la simulation. Ici nous utilisons
le solveur d’e´quation line´aire pour de´terminer cette re´partition. La fonction F (de´finition 39) et les lemmes
20 et 21 nous garantissent la possibilite´ d’atteindre la re´partition ”au plus tard” pour la re´partition des retards
a` partir de la solution obtenue par e´quation line´aire.
Lemme 18 (e´galisation par solveur line´aire). Soit G un graphe k pe´riodique de pe´riode p et pre´-e´galise´.
Soit L le vecteur de re´partition des retards associe´ a` G. L est obtenu en utilisant le syste`me d’e´quation de
la section 6.2.1. G est Q-e´galise´.
De´monstration. Le syste`me d’e´quation de la section 6.2.1 a toujours une solution maximale donc L est tel
que pour tout cycle C de G contenant j jetons et de latence l, la somme des retards associe´s aux canaux de
C est de p ∗ j − k ∗ l.. Le lemme 17 montre que si on associe L a` G alors G est e´galise´.
Nous allons maintenant prouver qu’a` partir de la solution du solveur d’ine´quation, on peut la modifier
pour obtenir une re´partition ”au plus tard” des retards (def 34). Cette re´partition a la particularite´ d’eˆtre
naturellement obtenue par simulation ”au plus toˆt” a` partir d’un marquage balance´. Nous allons nous poser
la question de l’atteignabilite´ de la re´partition ”au plus tard” a` partir de la solution obtenue par le solveur
d’ine´quation line´aire.
Nous allons commencer par de´finir formellement la fonction de de´placement de retards (de´finition 39)
que nous avons intuitivement introduite dans la section 6.2.1 graˆce a` la figure 6.2. Nous ve´rifierons que
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cette fonction conserve la proprie´te´ deQ-e´galisation sur le graphe (lemme 19). Ensuite, nous allons montrer
que la re´partition ”au plus tard” est accessible a` partir de n’importe quelle re´partition (lemme 20) graˆce a`
l’utilisation re´pe´te´e de la fonction de de´placement de retards. Enfin, nous prouverons que pour un graphe
donne´, la re´partition ”au plus tard” est unique (lemme 21).
De´finition 39 (Fonction de de´placement de retards). SoitG un graphe k-pe´riodique de pe´riode pQ-e´galise´.
Soit L le vecteur de retards associe´ a` G.
Soit F une fonction qui a` L associe L′ un autre vecteur de retards tel que : soit n un nœud du graphe, le
nombre de retards minimum commun a` tous les canaux d’entre´es de n sont transmis sur chacun des canaux
de sortie de n. Le nombre de retards sur n’importe quel autre canal de G reste inchange´.
Formellement, On note L′ = F (L, n) ou L′ = Fn(L) si soit {c1, c2...cn} les canaux d’entre´s de n et
{c′1, c′2...c′m}. les canaux de sorties de n. ∀i ∈ [1, n], L(ci) ≥ r.
∀i ∈ [1, n], L′(ci) = L(ci)− r.
∀j ∈ [1,m], L′(c′j) = L(cj) + r.
∀c un canal de G tel que c /∈ {•n ∪ n•}, L′(c) = L(c).
Lemme 19 (Fiabilite´ de la fonction de de´placement des retards). Soit G un graphe k-pe´riodique de pe´riode
p Q-e´galise´. Soit L le vecteur de retards associe´ a` G. Soit n un nœud du graphe. Soit L′ = F (L, n). (F est
la fonction de de´placement de retards) G associe´ a` L est Q-e´galise´, alors G associe´ a` L′ l’est aussi.
De´monstration. Soit n un nœud du graphe. {c1, c2...cn} ses canaux d’entre´s et {c′1, c′2...c′m}. ses canaux
de sorties. ∀i ∈ [1, n], L(ci) ≥ r. On a L′ un autre vecteur de retards tel que L′ = F (L, n) Soit C un cycle
de G passant par ci puis c′j (i ∈ [1, n], j ∈ [1,m]).
L′(C) = L(C)− r + r = L(C).
Il existe une re´partition dite ”au plus tard” (def. 34) pour laquelle un nœud a toujours au moins une
entre´e qui n’utilise pas de retards. Cette re´partition est inte´ressante car premie`rement elle est accessible
a` partir de n’importe quelle autre re´partition (lemme 20). Deuxie`mement, elle est unique (lemme 21) et
enfin parce que dans le cas ou` la simulation d’un graphe retourne un ordonnancement balance´, le vecteur
de retards associe´ l’est aussi.
Notation 4. Soit G un graphe k-pe´riodique de pe´riode p Q-e´galise´. Soit L le vecteur de retards associe´ a`
G.
L′ = F (L) signifie qu’il existe un nœud n appartenant a` G tel que L′ = F (L, n).
Le lemme 20 montre qu’a` partir de n’importe quelle re´partition de retards, on peut attendre la re´partition
”au plus tard”. Pour cela, on va montrer que pour tout nœud du graphe, il existe un chemin provenant d’un
cycle critique sur lequel le nombre de retards ne peut que de´croitre par l’ope´ration F (car un cycle critique
ne contient aucun retard).
On conclut qu’au plus tard quand le nombre de retards sur le chemin est de 0, le nœud a force´ment un
canal d’entre´e avec 0 retard et que cela ne changera plus par la fonction F .
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Bien que nous n’ayons pas borne´ le nombre de fois ou` il faut appliquer la fonction F sur les nœuds d’un
graphe pour obtenir la re´partition ”au plus tard”, on sait que ce nombre est fini et que quelque soit le nœud,
l’utilisation de la fonction F nous rapproche de la solution.
Lemme 20 (accessibilite´ de la re´partition ”au plus tard”). Soit G un graphe k-pe´riodique de pe´riode p
Q-e´galise´. Soit L le vecteur de retards associe´ a` G.
∀L, ∃L′ la re´partition dite ”au plus tard” tel que L′ = FoFo...oF (L).
De´monstration. Soit nc un nœud critique du graphe. Les cycles critiques n’ont par de´finition aucun retard
sur leurs canaux. Donc ∃c un canal d’entre´e de nc tel que L(c) = 0. De plus, F (L, nc) = L car le minimum
retard commun aux canaux d’entre´es de nc est e´gal a` L(c) = 0.
Soit n un nœud du graphe quelconque. Soit pn le chemin le plus court allant d’un nœud critique de G
vers n.
Soit {c1, c2, ...cm} l’ensemble des canaux d’entre´e de n. r est le nombre minimum commun de retards
a` l’ensemble des canaux d’entre´e de n.
∀n′ 6= n un nœud du chemin pn. On a L2 = F (L, n′) et L2(pn) = L(pn) car les retards enleve´s sur le
canal de pn en entre´e de n′ sont rajoute´s sur le canal de pn en sortie de n′. Etant donne´ que pn commence
par un nœud critique, le nombre de retards sur pn ne peut pas augmenter par F , il est borne´ par L(pn). En
revanche, on a Ln = F (L, n) et Ln(pn) = L(pn)− r. L’utilisation de la fonction F sur le nœud n diminue
le nombre de retards sur pn.
L’utilisation de la fonction F sur d’autres nœuds de G peut amener des retards sur tous les canaux
d’entre´e de n. Dans ce cas, l’utilisation de la fonction F sur le nœud n en enle`vera le nombre minimum
commun. Il re´duira aussi le nombre de retards sur pn.
Au plus tard, quand le nombre de retards sur pn est 0, la re´partition des retards dans G note´ L3 est telle
que ∃j ∈ [1,m] et L3(cj) devient invariant par F . C’est a` dire que ∀n′′ un nœud du graphe, le nombre de
retards sur cij pour la re´partition F (L3, n′′) est toujours de L3(cj).
Les de´finitions 40 et 41 sont ne´cessaires a` la preuve du lemme 21. Pour montrer que la re´partition
”au plus tard” est unique, on va en supposer deux diffe´rentes, montrer que pour l’une d’elles, il existe un
ensemble de chemins qui contiennent au moins i retards (i ∈ N). On va conclure par l’absurde en montrant
que parmi les chemins contenant au moins i retards, il y en a force´ment au moins un qui ne contient aucun
retard.
De´finition 40. Soit G un graphe k-pe´riodique de pe´riode p Q-e´galise´. Soit L le vecteur de retards associe´
a` G tel que la re´partition des retards est ”au plus tard”.
On de´finit la relation EPN (empty previous node) qui a` un nœud n de G associe un autre nœud n′ de
G. On dit que n′ = EPN(n) si ∃path un chemin de n′ vers n avec L(path) = 0.
De´finition 41. Soit G un graphe k-pe´riodique de pe´riode p Q-e´galise´. Soit L le vecteur de retards associe´
a` G tel que la re´partition des retards est ”au plus tard”. Soit n un nœud du graphe.
soit c0(n) la fonction qui retourne un des canaux entrant de n ne contenant aucun retard. Pour un nœud
n, plusieurs canaux entrant peuvent eˆtre de´nue´s de retard. Pour nos besoins, il nous suffit de n’en conside´rer
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qu’un seul. Donc c0(n) retourne un de ses canaux arbitraitement.
Lemme 21 (Unicite´ de la re´partition ”au plus tard”). SoitG un graphe k-pe´riodique de pe´riode pQ-e´galise´.
Soit L le vecteur de retard associe´ a` G.
Il existe un et un seul vecteur L associe´ a` G tel que la re´partition des retards est ”au plus tard”.
De´monstration. On suppose queL et L′ sont deux vecteurs tels queG associe´ a` L est e´galise´, queG associe´
a` L′ est aussi e´galise´ et que la re´partition des retards sur G suivant L ou L′ est ”au plus tard”, .
Soit n0 un nœud du graphe.
Si L et L′ sont diffe´rents, il existe au moins un nœud no de G tel que pour un canal d’entre´e de n0
appele´ c, L(c) 6= L′(c). Disons que L(c) = L′(c) + i. De plus soit n′ le nœud a` la base de c, pour tout
chemin allant d’un nœud critique vers n′, le nombre de retards est le meˆme suivant L et L′. Sinon, il existe
un autre canal avec une diffe´rence dans le nombre de retards et pour lequel les chemins venant d’un nœud
critique qui le pre´ce`de ont le meˆme nombre de retards dans L et L′.
On en de´duit que pour tout chemin path allant d’un nœud critique vers n0, L(path) = L′(path) + i.
Et pour tout chemin path′ allant de n0 vers un nœud critique, L(path′) = L′(path′) − i. (Sinon, il existe
au moins un cycle c tel que L(c) 6= L′(c) dans ce cas, soit L soit L′ n’est pas valide car il n’e´galise pas G)
Dans la re´partition associe´e a` L, on note n1 le nœud a` la base de c0(n0). On a n1 = EPN(n0).
Il existe n2 tel que n2 = EPN(n1) car c0(n1) existe (on est dans la re´partition au plus tard). De plus
n2 = EPN(n0).
Si on construit la suite des nœuds ni tel que ni+1 = EPN(ni), e´tant donne´ que la re´partition des
retards est ”au plus tard”, cette suite est infinie. Mais comme le nombre de nœuds dans le graphe est fini,
∃i, j avec i > j ≥ 0 tel que ni = EPN(nj) et ni = nj .
Le chemin de ni vers nj est un cycle critique et le chemin de nj vers n0 est un chemin d’un nœud du
cycle critique (nj) vers n0 qui ne contient aucun retard. Or selon le vecteur de re´partition des retards L, le
nombre de retards doit au moins eˆtre de i pour tout chemin d’un nœud critique vers n0. L n’est pas une
re´partition ”au plus tard”.
6.3.2 Ordonnancements des nœuds de calculs
Le lemme 22 montre que la me´thode de calcul des ordonnancements de la de´finition 35 permet d’obtenir
une solution unique a` partir d’un point fixe. Pour cela, on suppose l’ordonnancement d’un nœud connu, et
on montre que l’ordonnancement d’un autre nœud accessible a` partir du premier par plusieurs chemins est
le meˆme quel que soit le chemin conside´re´.
Lemme 22 (Convergence de la me´thode de calcul des ordonnancements : Chemins paralle`les). Soit n1 et
n2 deux nœuds d’un graphe G k pe´riodique de pe´riode p et Q-e´galise´. tel qu’il existe plusieurs chemins
(p1,p2,...,pm) allant de n1 a` n2. Soit On1 l’ordonnancement de n1.
Soit Op1n2, O
p2
n2, ..., O
pm
n2 , les m ordonnancements possibles de n2 calcule´s a` partir de O1 par le chemin
(p1,p2,...,pm) en suivant les re`gles de la section 6.2.2.
On a ∀i, j ∈ [1,m], Opin2 = Opjn2.
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De´monstration. G e´tant fortement connexe, il existe au moins un chemin p de longueur L allant de n2
vers n1. On appelle C1 et C2 les cycles forme´s resp. par les chemins p suivi de p1 et p suivi de p2. La
figure 6.4 montre ces deux cycles extraits du graphe G. C1 (resp. C2) contient k1 (resp. k2) jetons pour
une longueur L+ L1 (resp. L+ L2). Le de´bit de C1 (resp. C2) est tel que k1 ∗ p− k ∗ (L+ L1) = c+ x
(resp. k2 ∗ p− k ∗ (L+L2) = c+ y). Les c retards communs a` c1 et c2 interviennent sur le chemin p. Les
x retards de C1 (resp. les y retards de C2) interviennent sur le chemin p1 (resp. p2).
c
yx
L L a L b
n 1
n 2
p p p1 2
FIG. 6.4 – Deux cycles C1 et C2 de longueur resp. L+ L1 et L+ L2.
Montrer que Op1n2 = O
p2
n2 e´quivaut a` montrer que On1  L1 − α ∗ x = On1  L2 − α ∗ y
⇔ L1 − α ∗ x ≡ L2 − α ∗ y mod p.
Partant du syste`me d’e´quation :
{
k1 ∗ p− k ∗ (L+ L1) = c+ x
k2 ∗ p− k ∗ (L+ L2) = c+ y
}
on obtient
{
L2 = L1 + (x− y + p(k2− k1))/k
y = x+ p(k2− k1) + k(L1 − L2)
}
(6.2)
La quantite´ L2 − α ∗ y est donc e´gale a` :
L2 − α ∗ y = L1 + (x− y + p(k2− k1))/k − α ∗ (x+ p(k2− k1) + k(L1 − L2))
Ce qui peut eˆtre re´e´crit en
L2 − α ∗ y = L1 − α ∗ x+ (x− y + p(k2− k1))/k − α ∗ (p(k2− k1) + k(L1 − L2))
Il nous reste a` montrer que la quantite´ A = (x− y+ p(k2− k1))/k−α ∗ (p(k2− k1) + k(L1 − L2)) ≡ 0
mod p. Si dans A, on remplace x − y par sa valeur dans l’e´quation 6.2 : −p(k2 − k1) − k(L1 − L2) et
qu’on simplifie, on obtient :
A = (L2 − L1)− α ∗ p(k2− k1)− α ∗ k(L1 − L2)
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Si on remplace α par sa valeur (p−1 ∗ p− 1)/k, on obtient
A = L2 − L1 − αp(k2− k1)− (p−1p− 1)(L1 − L2)k/k =
L2 − L1 − αp(k2 − k1)− p−1p(L1 − L2) + L1 − L2 =
−αp(k2− k1)− p−1p(L1 − L2) =
−p
(
α(k2− k1) + p−1(L1 − L2)
)
La quantite´ A est congrue a` −p ≡ 0 mod p.
Lemme 23 (Convergence de la me´thode de calcul des ordonnancements : Cycles). Soit On l’ordonnan-
cement d’un nœud n dans un graphe G k pe´riodique de pe´riode p Q-e´galise´. On suppose que n est le
nœud auquel on a attribue´ un mot d’ordonnancement arbitraire ∈ Skp , en suivant les re`gles de la section
6.2.2. On peut calculer l’ordonnancement de tous les nœuds du graphe. On peut eˆtre recalcule´ a` partir de
l’ordonnancement des nœuds qu’il a lui meˆme ge´ne´re´s.
De´monstration. G est fortement connexe, il existe au moins un cycle C passant par n de longueur l conte-
nant j jetons ne´cessitant r retards. Soit O′n l’ordonnancement du nœud n calcule´ a` partir de On.
On a O′n = On  l− r ∗ α. Inte´ressons nous a` la quantite´ l − r ∗ α.
On sait que j ∗ p− k ∗ l = r et que α ∗ k ≡ −1 mod p. Si on remplace r par leur valeur, on obtient :
l − r ∗ α =
l − α ∗ (j ∗ p− k ∗ l) = l − α ∗ j ∗ p+ α ∗ k ∗ l =
l − α ∗ j ∗ p− l = −α ∗ j ∗ p
On a l − r ∗ α ≡ p ≡ 0 mod p. donc O′n = On.
Dans notre me´thode de calcul des ordonnancements du graphe, notre seul ale´a re´side dans les choix
arbitraires d’un nœud et d’un e´le´ment de l’ensemble Skp comme point de base du de´veloppement. Le lemme
24 montre que quels que soient ces choix, les solutions sont e´quivalentes modulo rotation.
Lemme 24 (Convergence de la me´thode de calcul des ordonnancements : e´quivalence entre les diffe´rentes
solutions). Soit G un graphe Q-e´galise´ k-pe´riodique de pe´riode p. Soit L le vecteur de retards associe´ a`
G.
Soit O1 et O2 deux ordonnancements balance´s de G.
∃!i tel que ∀n un nœud de G, O1(n) = O2(n)  i.
De´monstration. Les lemmes 22 et 23 nous montrent qu’a` partir de l’ordonnancement d’un nœud n du
graphe, on peut calculer l’ordonnancement unique de tous les nœuds du graphe.
Donc si ∃i tel que O1(n) = O2(n)  i alors ∀n′ un autre nœud de G tel que O1(n′) = O1(n)  l mais
aussi O2(n′) = O2(n)  l d’ou` O2(n′) = O1(n′)  l − i− l
O2(n
′) = O1(n
′)  −i.
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6.3.3 Ordonnancements des registres fractionaires
Lemme 25. Soit G un grapheN-e´galise´. Soit L un vecteur de re´partition de retards tel que G associe´ a` L
est Q-e´galise´. Soit O l’ordonnancement balance´ de G. Soit c un canal de G tel que L(c) = r.
c retarde r jetons distincts (Chaque jeton est retarde´ un seul instant).
De´monstration. Dans le chapitre 2, nous avons e´tudie´ les mots balance´s. Pour un k et un p donne´s, l’en-
semble Skp peut eˆtre ordonne´ graˆce a` un ordre de pre´ce´dence (lemme 11). Le passage d’un e´le´ment a` son
infe´rieur direct se fait par une transposition e´le´mentaire (lemme 12). De plus, a` chaque e´le´ment de l’en-
semble est associe´e une position unique et diffe´rente pour chaque mot telle que la transposition de l’e´le´ment
a` cette position retourne son infe´rieur direct dans l’ordre de pre´ce´dence (corollaire 5).
Soit O1 et O2 les ordonnancements de resp. •c et c•. O1  1 repre´sente l’ordonnancement de c•
si L(c) = 0. Mais L(c) = r donc, O2 = τr(O1  1). Chaque retard dans le canal c a l’effet d’une
transposition e´le´mentaire sur O2.
On sait que −k ∗ α ≡ 1 (lemme 13). Donc k transpositions reviennent a` une rotation : chaque transpo-
sition concerne un 1 diffe´rent du mot.
Le lemme 26 ve´rifie que les re`gles de calcul de l’ordonnancement d’un registre fractionnaire de la
de´finition 36 permettent de l’utiliser effectivement quand un jeton doit eˆtre retarde´.
Lemme 26. Soit G un graphe k-pe´riodique de pe´riode p et Q-e´galise´, M son marquage et L le vecteur
de re´partition des retards associe´ a` G. Soit O l’ordonnancement balance´ de G. On va supposer qu’il
existe un marquage M0 tel que l’on peut de´finir Exec l’exe´cution en re´gime permanent de G tel que
Exec = M0
F1−→M1...Mi−1 Fi−→Mi... Fp−→Mp = M0. Fi est l’ensemble des nœuds n tel que On(i) = 1
(le lemme 27 nous montre que ce marquage existe).
Soit c un canal du graphe tel que L(c) = r. On appel n1 et n2 les nœuds resp. •c et c•. On a On1 (resp.
On2) l’ordonnancement de n1 (resp. n2). On de´finit l’ordonnancement du registre fractionnaire du canal c
comme un mot binaire Ofr tel que : ∃!i ∈ [0, p[ tel que On2  i = sup(Skp).
∀j ∈ [1, p], Ofr(j) = 1 ssi (j mod p) ∈ {p− i ; p− i+α ;p− i+2 ∗α ; ... ;p− i+(r− 1) ∗α} (def 36).
forallj tel que Ofr(j) = 1, on a Retard(c,Mj−1) = 1.
De´monstration. On a On1(p) qui de´termine l’action de n1 a` cet instant. On1(p) donne aussi l’e´tat du canal
c a` cet instant. (Si On1(p) = 1, n1 a` e´te´ actif, le canal c contient un jeton. si On1(p) = 0, n1 n’a pas
travaille´, le canal c est vide). De plus, On1(p − 1) = (On1  1)(p) donne l’e´tat du canal c a` l’instant
pre´ce´dent.
Dans l’ordre lexicographique, On1  1 et On2 sont distant de r car On2 = τr(On1  1) = On1 
1− rα.
Il existe r indices x diffe´rents tel que (On1  1) ↑ x 6= On2 ↑ x. Etant donne´ que l’ordre de pre´ce´dence
est total sur Skp ,
Si (On1  1 ≺ On2, alors il existe r 1 dansOn1 dont la position pre´ce`de le 1 de meˆme indice dansOn2.
Le lemme 25 nous dit que, dans ce cas, l’e´cart de position entre deux 1 de meˆme indice est au maximum de
Millo Jean-Vivien Ordonnancements Pe´riodiques dans les Re´seaux de Processus
6.3. PROPRI ´ET ´ES DE CORRECTION 90
un : ((On1  1) ↑ x) + 1 = On2 ↑ x.
En revanche, si (On1  1 ≻ On2, on a
(On1  1) ↑ x > On2 ↑ x. Par contre,
(On1  1) ↑ x < On2 ↑ (x+ 1).
Etant donne´ que On2 = τr(On1  1) est toujours vrai,
on a ((On1  1) ↑ x) + 1 = On2 ↑ (x+ 1).
L’interpre´tation de ce re´sultat est que le jeton produit par n1 a` l’instant On1 ↑ x = ((On1  1) ↑ x)−1
est utilise´ a` l’instant On2 ↑ x. Or On1 ↑ x + 2 = On2 ↑ x. C’est a` dire que le jeton est retenu a` l’instant
(On1 ↑ x) + 1. Donc Retard(c,Mj) = 1 avec j = On1 ↑ x.
Exprimons maintenant explicitement les instants ((On1  1) ↑ x). Si On2 = inf(Skp), On a ((On1 
1) ↑ x) + 1 = On2 ↑ x (c’est On1 le plus grand des deux).
De plus, ∆(inf(Skp)) = p = 0 donc
∆(inf(Skp)  α) = ∆(O1  1− (r − 1) ∗ α) = α (corollaire 4) et
∆(inf(Skp)  2 ∗ α) = ∆(O1  1− (r − 2) ∗ α) = 2 ∗ α
on peut en de´duire que x = j ∗ α mod p avec j ∈ [1, r].
Si On2 = sup(Skp) = inf(Skp) 	 α, x = j ∗ α − α mod p = (j − 1) ∗ α mod p avec j ∈ [1, r]. Ou
encore x = J ∗ α mod p avec J ∈ [0, r[.
Supposons qu’il existe i tel que On2 = sup(Skp)  i. On a ((On1  1) ↑ x) + 1 = On2 ↑ x ssi
x = p− i+ J ∗ α mod p avec j ∈ [0, r[.
Les instants d’activation du registre fractionnaire sont {p− i; p− i+ α; ...; p− i+ (r − 1)α}.
Le the´ore`me 7 pre´sente un des re´sultats les plus importants du manuscrit. Dans le processus d’e´galisation,
il est possible qu’un canal ait a` retenir plusieurs valeurs au meˆme instant. Pour cela, il faut que le canal
posse`de plusieurs registres fractionnaires. Un des inte´reˆts des mots balance´s est que ceux-ci re´partissent la
charge des registres fractionnaires re´gulie`rement sur la pe´riode. On obtient comme re´sultat que si un canal
a des retards a` appliquer, un seul registre fractionnaire suffit a` tous les appliquer.
The´ore`me 7 (Capacite´ des canaux d’un graphe en re´gime permanent balance´).
Soit G un grapheQ-e´galise´ k-pe´riodique de pe´riode p ayant un ordonnancement balance´. Pour tout canal
ne´cessitant des retards, un et un seul registre fractionnaire suffit a` appliquer ces retards.
De´monstration. Le graphe est N-e´galise´, pour tout canal, le nombre de retards a` appliquer est infe´rieur a`
k. Conforme´ment au lemme 25, chaque retard concerne un jeton diffe´rent. La de´finition 36 nous dit que
chaque retard est distant de α mod p instants. Etant donne´ queα et p sont premiers entre eux, ∀i, j ∈ [1, p],
i 6= j, i ∗ α mod p 6= j ∗ α mod p. On peut appliquer jusqu’a` p retards dans la meˆme pe´riode avec le
meˆme registre fractionnaire or le nombre de retards par arc dans un grapheN-e´galise´ est de k < p.
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6.3.4 Les jetons
Le lemme 27 montre qu’a` partir de l’ordonnancement des nœuds et des registres fractionnaires du
graphe calcule´s suivant les me´thodes de ce chapitre, le placement des jetons re´sultant est e´quipollent au
placement initial des jetons du graphe.
Lemme 27 (Validite´ de la me´thode de calcul du marquage balance´). Soit G un graphe Q-e´galise´ k-
pe´riodique de pe´riode p ayant un ordonnancement balance´ note´ O. Les re`gles de calcul, de la de´finition 37,
des e´tats du re´gime permanent de l’exe´cution de G a` partir de son ordonnancement permettent de calculer
des marquages e´quipollents (de´finition 15) au marquage initial du syste`me.
De´monstration. La preuve de ce lemme ne´cessite de de´finir la notion de mots de marquage des places d’un
cycle et de mots de marquage des registres fractionnaires d’un cycle, puis de montrer quelques re´sultats
pre´liminaires sur ces mots.
Dans un graphe ordonnance´, si un nœud n travaille, tous ses canaux en sortie sont pleins. S’il ne travaille
pas, ils seront vides. L’e´tat courant de chaque canal du syste`me peut eˆtre donne´ par le dernier e´le´ment
de l’ordonnancement du nœud pre´ce´dent le canal. Si On(p) = 1, le canal en sortie de n est plein. Si
On(p) = 0, il est vide. Pour les registres fractionnaires, le lien est encore plus rapide, si la dernie`re valeur
de l’ordonnancement d’un registre fractionnaire Ofr(p) vaut 1 le registre est plein, sinon, il est vide. La
figure 6.5 montre cette correspondance.
0000001
1101010
0110101
1011010
0101101
1010110
FIG. 6.5 – L’e´tat du cycle est calcule´ a` partir des ordonnancements de ses nœuds et de ses registres frac-
tionnaires.
De´finition 42 (Mots de marquage des places (registres fractionnaires) du cycle C). Soit G un graphe
Q-e´galise´ k-pe´riodique de pe´riode p ayant un ordonnancement balance´ note´ O. Soit C un cycle de G
contenant l nœuds (n1,n2,...nl) et l canaux (c1, c2, ...,cl) et utilisant r retards re´partis sur les l canaux de
C (j ∗ p− l ∗ k = r). ci est un canal en sortie de ni (i ∈ [1, l]). On note Oni l’ordonnancement associe´ au
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nœud ni et Ofri l’ordonnancement associe´ au registre fractionnaire sur canal ci (i ∈ [1, l]). Si le canal ci
ne contient pas de registre fractionnaire, Ofri = 0p.
On appelle mot de marquage des places du cycle C (a` partir du nœud n1) le mot Mplace de longueur l
tel que Mplace(i) = Oni(p).
On appelle mot de marquage des registres fractionnaires du cycle C(a` partir du nœud n1) le mot Mfr
de longueur l tel que Mfr(i) = Ofri(p).
De´finition 43 (Vecteur de retards cumule´s). Soit G un graphe Q-e´galise´ k-pe´riodique de pe´riode p ayant
un ordonnancement balance´ note´ O et un vecteur de re´partition des retards note´ L. Soit C un cycle de G
contenant l nœuds (n1,n2,...nl) et l canaux (c1, c2, ...,cl) et utilisant r retards re´partis sur les l canaux de
C (r = j ∗ p − l ∗ k). ci est un canal en sortie de ni (i ∈ [1, l]). Soit I le vecteur de retards cumule´s du
cycle C a` partir du nœud n1 associe´ a` L tel que I(m) = Σmi=1L(ci).
Lemme 28 (Expression des mots de marquage a` partir d’un seul mot binaire). Soit G un grapheQ-e´galise´
k-pe´riodique de pe´riode p ayant un ordonnancement balance´ note´O et un vecteur de re´partition des retards
note´ L. Soit C un cycle de G contenant l nœuds (n1,n2,...nl) et l canaux (c1, c2, ...,cl) et utilisant r retards
re´partis sur les l canaux de C (j ∗ p− l ∗ k = r). ci est un canal en sortie de ni (i ∈ [1, l]). Soit I le vecteur
de retards cumule´s du cycle C a` partir du nœud n1. On note Oni l’ordonnancement associe´ au nœud ni et
Ofri l’ordonnancement associe´ au registre fractionnaire sur canal ci (i ∈ [1, l]). Si le canal ci ne contient
pas de registre fractionnaire, Ofri = 0p.
Soit O′ ∈ B∗ un mot binaire tel que O′(i) = On1(p+ 1− i). (O′ est l’inverse de On1)
Le mot de marquage des places du cycle C (a` partir du nœud n1) note´ Mplace peut s’e´crire :
Mplace(n) = O
′(n− I(n− 1) ∗ α)
Le mot de marquage des registres fractionnaires du cycle C (a` partir du nœud n1) note´ Mfr peut eˆtre
de´fini comme ceci :
– Mfr(n) = 1 ssi O′(n−I(n−1)∗α+1) = 1 et ∃m ∈ [I(n−1), I(n)] tel que O′(n+1−m∗α) = 0.
– Mfr(n) = 0 sinon.
De´monstration. mot de marquage des places du cycle C
L’e´tat des canaux est de´crit par les bits On1(p), On2(p), ...,Onl(p). Or On2(p) = (On1  1− I(1)α)(p) =
On1(p− 1 + I(1) ∗ α). Plus ge´ne´ralement, ∀j ∈ [1, p],
Onj(p) = (On1  j − I(j − 1) ∗ α)(p) = On1(1− j + I(j − 1) ∗ α).
Soit O′ ∈ Skp tel que O′(i) = On1(p + 1 − i). On peut exprimer Onj(p) a` partir de O′ comme
Onj(p) = O
′(j − I(j − 1) ∗ α). Donc O′(j − I(j − 1) ∗ α) de´crit bien l’e´tat du canal cj .
mot de marquage des registres fractionnaires du cycle C
Un registre fractionnaire a` r′ retards en entre´e d’un nœud n est plein aux instants On(j) ssi ∃i tel que
On  i = sup(S
k
p) et j ∈ {p− i ; p− i+ α ;p− i+ 2 ∗ α ; ... ;p− i+ (r′ − 1) ∗ α}. (lemme 26)
Cette condition peut eˆtre re´e´crite de la manie`re suivante :
Un registre fractionnaire a` r′ retards en entre´e d’un nœud n est plein a` l’instant courant, ssi
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On ∈ {sup(Skp), ..., sup(Skp)  −α ∗ (r′ − 1)}. On peut en de´duire l’ordonnancement du nœud n′ en
entre´e du canal contenant le registre fractionnaire. Pour i ∈ [1, r′], si On = sup(Skp)  −α ∗ (i − 1) ↔
On′  1 = sup(S
k
p)  −α ∗ (i − 1 − r). On appartient a` l’ensemble des r′ plus grand mot de Skp suivant
l’ordre lexicographique. On′  1 appartient lui a` l’ensemble des r′ plus petit mot de Skp suivant l’ordre
lexicographique. On sait que On′  1(p) = On′(p − 1) = 0 car r′ < k. De plus, ∃j ∈ [1, r′] tel que
On′  1 − j ∗ alpha = sup(Skp) car pour passer de l’ensemble des r′ plus petit a` l’ensemble des r′ plus
grand par rotation de −α, on passe obligatoirement par sup(Skp). Or sup(Skp)(p) = 0.
Donc un registre fractionnaire est plein a` l’instant courant ssi (On′  1)(p) = 1 et ∃j ∈ [1, r′] tel que
(On′  1− j ∗ alpha)(p) = 0.
Si le registre fractionnaire en question est sur le canal ci+1, il est plein ssi (Oni  1)(p) = 1 et
∃j ∈ [I(i− 1), I(i)] tel que (Oni  1− j ∗ alpha)(p) = 0. Or (Oni  1)(p) = O′(n− I(n− 1) ∗ α+ 1)
et (Oni  1− j ∗ alpha)(p) = O′(n+ 1− j ∗ α).
Exemple 7. La figure 6.6 montre une repre´sentation de Mplace pour (k, p) = (4, 9), pour (j, l) = (3, 6)
(p ∗ j − k ∗ l = 3) Le vecteur de retards cumule´s I = {0, 0, 1, 1, 1, 3}.
On a Mplace = 100001 et Mfr = 001000.
1 0 1 0 1 0 1 0 0
1 0 1 0 1 0 0 1 0 
1 0 1 0 0 1 0 1 0
1 0 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 0 1
0 1 0 1 0 0 1 0 1
0 1 0 0 1 0 1 0 1
0 0 1 0 1 0 1 0 1
O’ =
Rotation de
=v(4),v(5),v(6)0 0
v=M    =100001
=v(1),v(2),v(3)1 0 0
1
1
0
M  (3)=1
place
fr
M  =001000f r
FIG. 6.6 – pour (k, p) = (4, 9), pour (j, l) = (3, 6) (p ∗ j − k ∗ l = 3. Le vecteur de retards cumule´s
I = {0, 0, 1, 1, 1, 3}, on a Mplace = 100001 et Mfr = 001000.
Nous allons maintenant montrer que dans un graphe G, pour tout cycle C, |Mplace|1+ |Mfr|1 d’un mot
balance´ est e´gal a` |C|1. (quel que soit la re´partition des retards sur C) Pour cela nous allons commencer par
montrer que c’est vrai quand tous les retards du cycle sont concentre´s sur le meˆme canal (lemme 29) puis
nous ge´ne´raliserons ce re´sultat a` n’importe quelle re´partition des retards (lemme 30).
Lemme 29 (Cardinalite´ des mots de marquage dans le cas simple). SoitG un grapheQ-e´galise´ k-pe´riodique
de pe´riode p ayant un ordonnancement balance´ note´ O et un vecteur de re´partition des retards note´e L.
Soit C un cycle de G contenant l nœuds (n1,n2,...nl) et l canaux (c1, c2, ...,cl) et utilisant r retards re´partis
sur les l canaux de C (j ∗ p − l ∗ k = r). ci est un canal en sortie de ni (i ∈ [1, l]). Soit I le vecteur de
retards cumule´s du cycle C a` partir du nœud n1. On note Oni l’ordonnancement associe´ au nœud ni et
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Ofri l’ordonnancement asocie´ au registre fractionnaire sur canal ci (i ∈ [1, l]). Si le canal ci ne contient
pas de registre fractionnaire, Ofri = 0p.
Soit O′ ∈ B∗ un mot binaire tel que O′(i) = On1(p+ 1− i). (O′ est l’inverse de On1)
L est tel que ∀i ∈ [1, l− 1], L(ci) = 0 et L(cl) = r.
|Mplace|1 + |Mfr|1 = j
De´monstration. Etant donne´ que l’on a un seul registre fractionnaire, |Mfr|1 ≤ 1. (the´ore`me 7). Mfr est
de la forme 0l−1.X avec X = 0|1.
Mplace = O
′(1).O′(2)...O′(l). DoncMplace est un sous-mot deO′ de longueur l commenc¸ant a` l’indice
1.
Dans inf(Skp), inf(Skp)(1) = 0 (lemme 9) et inf(Skp)(1+α) = 1 car inf(Skp)(1+α) = ⌊(1+α)k/p⌋−
⌊(α)k/p⌋ Or α ∗ k ≡ −1modp (lemme 13). donc α ∗ k + k ≡ k − 1modp. On peut en de´duire qu’il existe
n tel que = ⌊(1 + α)k/p⌋ − ⌊(α)k/p⌋ = (n+ 1)− n = 1.
On identifie le bit O′(1) dans inf(Skp) et on note son indice m. (O′  m = inf(Skp).
Si m ∈ {α, 2 ∗ α, ..., r ∗ α}, le de´calage vers la droite suivi des r sauts de α re´alise´s entre Mplace(l) et
Mplace(1) passent par les indices 1 + α puis 1. on aura Mfr(l) = 1.
Le nombre de 1 dans Mplace est :
∀ro ∈ [1, p], le nombre de 1 dans un sous mot de sup(Skp) de longueur l et finissant a` l’indice ro ∗α est :
|Mplace|1 = ⌊(ro ∗ α) ∗ k/p⌋ − ⌊(ro ∗ α− l) ∗ k/p⌋
On a k ∗ α ≡ −1 mod p donc
|Mplace|1 = ⌊−ro/p⌋ − ⌊−(ro + l ∗ k)/p⌋
|Mplace|1 = ⌈(ro + l ∗ k)/p⌉+ ⌊−ro/p⌋
|Mplace|1 = ⌈(ro + l ∗ k)/p⌉ − 1
On sait que l ∗ k ≡ −r mod p car (p*j-l*k=r). donc l ∗ k + r0 ≡ −r + r0 mod p
On a deux cas :
m ∈ {α, 2 ∗ α, ..., r ∗ α}, c’est a` dire que ro ∈ [1, r].
La valeur de ro n’est pas suffisante pour passer a` l’entier supe´rieur : |Mplace|1 = ⌈(l∗k)/p⌉−1 = ⌊l∗k/p⌋
Si on ajoute Mfr(l) = 1 induite par ce cas au nombre de 1 dans Mplace, on obtient : |Mplace|1 + |Mfr|1 =
⌊l ∗ k/p⌋+ 1 = ⌈(l ∗ k)/p⌉
m ∈ {α, 2 ∗ α, ..., r ∗ α}, c’est a` dire que ro ∈ [r + 1, p].
La valeur de ro est suffisante pour passer a` l’entier supe´rieur : |Mplace|1 = ⌈(l∗k)/p⌉+1−1 = ⌈(l∗k)/p⌉.
Dans ce cas, Mfr(l) = 0.
|Mplace|1 + |Mfr|1 = ⌈(l ∗ k)/p⌉
|Mplace|1 + |Mfr|1 = ⌈(l ∗k)/p⌉. On sait que p∗ j−k ∗ l = r. j = (k ∗ l+ r)/p. k ∗ l− r ≡ 0 mod p
d’ou` j = ⌈(l ∗ k)/p⌉. (pour r < p)
La figure 6.7 montre deux couples (Mplace,Mfr) et (M ′place,M ′fr) de mots de marquage des places
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(resp. registre fractionnaire) du meˆme cycle d’un meˆme graphe a` partir du meˆme nœud n. La diffe´rence
entre les deux re´side dans la re´partition des retards sur le cycle. Pour le premier, tous les retards du cycle
sont regroupe´s sur le meˆme canal. Pour le second, les retards sont re´partis sur plusieurs canaux. (O′ est le
mot l’inverse du mot d’ordonnancement de n.) On voit que |Mplace|1 + |Mfr|1 = |M ′place|1 + |M ′fr|1.
1 0 1 0 1 0 1 0 0
1 0 1 0 1 0 0 1 0 
1 0 1 0 0 1 0 1 0
1 0 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 0 1
0 1 0 1 0 0 1 0 1
0 1 0 0 1 0 1 0 1
0 0 1 0 1 0 1 0 1
O’ =
=M’   (2),M’   (3),M’   (4)1 0
=M’   (5),M’   (6),M’   (7),M’   (8)0 1 0
1
1
M’   (1)
rot(O’,    )=
rot(O’,2    )=
M    =01001010place
M    =00000001
f r
M’   =01010101place
M’   =00000000
f r
M    =
place
place
place place place
place place place place
0 1 0 0 1 0 1 0
FIG. 6.7 – (Mplace,Mfr) avec I = {0, 0, 0, 0, 0, 0, 0, 4} comme vecteur de retards cumule´s et (M ′place,M ′fr)
avec I = {2, 2, 2, 4, 4, 4, 4, 4} comme vecteur de retards cumule´s.
Le lemme 30 ge´ne´ralise le re´sultat pre´ce´dent. Pour prouver ce re´sultat, on va montrer que |Mplace|1 +
|Mfr|1 est constant quelle que soit la re´partition des retards sur le cycle conside´re´. Si on se base sur la
repre´sentation des mots de marquage des places et des registres fractionnaires faite dans la figure 6.7, si les
quatre derniers bits de M ′place avaient e´te´ pris dans ρ(O′, 2 ∗ α) au lieu de ρ(O′, 4 ∗ α), |M ′place|1 aurait
diminue´ de 1 mais |M ′fr| aurait, lui, augmente´ de 1. Maintenant, si les sept derniers bits de M ′place avaient
e´te´ pris sur O′ au lieu de ρ(O′, 2 ∗ α) c’est a` dire M ′place = M ′placela position des 1 aurait change´, mais
|M ′place|1 serait reste´ le meˆme et |M ′fr|1 aussi. Le lemme 30 formalise ce re´sultat.
Lemme 30 (Cardinalite´ des mots de marquages dans le cas ge´ne´ral). Soit G un graphe Q-e´galise´ k-
pe´riodique de pe´riode p ayant un ordonnancement balance´ note´ O et un vecteur de re´partition des retards
note´ L. Soit C un cycle de G contenant l nœuds (n1,n2,...nl), l canaux (c1, c2, ...,cl) et utilisant r retards
re´partis sur les l canaux de C (j ∗ p− l ∗ k = r). ci est un canal en sortie de ni (i ∈ [1, l]). Soit I le vecteur
de retards cumule´s du cycle C a` partir du nœud n1. On note Oni l’ordonnancement associe´ au nœud ni et
Ofri l’ordonnancement associe´ au registre fractionnaire sur canal ci (i ∈ [1, l]). Si le canal ci ne contient
pas de registre fractionnaire, Ofri = 0p.
Soit O′ ∈ B∗ un mot binaire tel que O′(i) = On1(p+ 1− i). (O′ est l’inverse de On1)
Soit Mplace (resp. Mfr) les mots de marquages des places (resp. registre fractionnaire) du cycle C a`
partir du nœud n1. |Mplace|1 + |Mfr|1 = j = |C|1.
De´monstration. Soit Nplace et Nfr les mots de marquage des places (resp. registre fractionnaire) du cycle
C a` partir du nœud n1 pour J le vecteur de re´partition des retards sur le cycle C a` partir du nœud n1 de la
forme ∀i < l, J(i) = 0 et J(l) = r.
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Nous allons montrer que |Mplace|1 + |Mfr|1 = |Nplace|1 + |Nfr|1.
Soit I(n) la premie`re occurrence de la valeur max de I excepte´ I(l). Les l − n dernie`res valeurs de
Mplace sont successives dans O′ (Il n’y a pas de saut de α entre elles). Si on construit (M ′place,M ′fr) les
mots de marquage des places (resp. registre fractionnaire) du cycle C a` partir du nœud n1 pour I ′ le vecteur
de re´partition des retards sur le cycle C a` partir du nœud n1 de la forme :
– ∀i < n, I ′(i) = I(i)
– ∀i ∈ [n, l[, I ′(i) = I(i)− 1
– I ′(l) = I(l) + 1 : on regroupe les retards a` la fin.
les l − n dernie`res valeurs de M ′place sont aussi successives dans O′ mais a` une position de´cale´e de
−α par rapport aux l − n derniers bits de Mplace. On sait qu’un saut de −α e´quivaut a` une transposition
e´le´mentaire sur le mot O′.
Si on compare les l − n derniers bits de M ′place et les l − n derniers bits de Mplace, il n’y a que quatre
possibilite´s exclusives en fonction de la position de ∆(O′) :
– Les l− n derniers bits de M ′place sont e´gales aux l − n derniers bits de Mplace.
– Mplace(l) = 0 et M ′place(l) = 1. Cela implique que le bit suivant Mplace(l) dans O′ est un 1 et que
le bit suivant M ′place(l) dans O′ est un 0 : |M ′place|1 = |Mplace|1 − 1 et |M ′fr|1 = |Mfr|1 + 1. On a
|M ′place|1 + |M ′fr|1 = |Mplace|1 − 1 + |Mfr|1 + 1.
– ∃j ∈ [l − n; l] tel que Mplace(j) = 1, Mplace(j + 1) = 0 et M ′place(j) = 0, M ′place(j + 1) = 1.
|M ′place|1 = |Mplace|1 seules les positions ont change´.
Dans tous les cas, on a |M ′place|1 + |M ′fr|1 = |Mplace|1 − 1 + |Mfr|1 + 1.
On peut ainsi continuer de ”regrouper” les retards du cycle avant le nœud n−1 jusqu’a` obtenir le vecteur
de re´partition de retards J et Nplace et Nfr les mots de marquage des places (resp. registre fractionnaire)
du cycle C.
De proche en proche, on a |Mplace|1 + |Mfr|1 = |Nplace|1 + |Nfr|1 = |C|1.
Lemme 27 (Validite´ de la me´thode de calcul du marquage balance´).
Soit G un graphe Q-e´galise´ k-pe´riodique de pe´riode p ayant un ordonnancement balance´ note´ O. Les
re`gles de calcul, de la de´finition 37, des e´tats du re´gime permanent de l’exe´cution de G a` partir de son
ordonnancement permettent de calculer des marquages e´quipollents (de´finition 15) au marquage initial du
syste`me.
De´monstration. Soit C un cycle de G, Soit M le marquage calcule´ graˆce aux re`gles de la de´finition 37
pour i = 0. on a |Mplace|1 + |Mfr|1 = |C|1 (lemme 30). Le marquage M = M0 = Mp ainsi obtenu est
e´quipollent au marquage initial.
Le lemme 24 nous montre qu’il existe un ordonnancementOi pour G ou` ∃!i tel que ∀n un nœud de G,
O(n) = O2(n)  i.
Si pour tous les nœuds n de G, on remplace On par On 	 1 et pour tous les registres fractionnaires fr
de G, on remplace Ofr par Ofr 	 1, le marquage obtenu par les re`gles de la de´finition 37 est M1 : il est
aussi e´quipollent. De meˆme pour M2....Mp = M0.
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6.3.5 Le re´gime permanent
Le lemme 31 montre que le jeu des jetons a` partir de l’e´tat construit est correct par rapport aux ordonnan-
cements des nœuds qui ont e´te´ calcule´s. On va ve´rifier que quand l’ordonnancement d’un nœud lui ordonne
de travailler, il a bien un jeton disponible dans chacune de ses entre´es. Et inversement, s’il ne travaille pas,
c’est qu’au moins une de ses entre´es n’est pas disponible. Ensuite, nous allons nous assurer, dans le lemme
32, que si un registre fractionnaire doit retenir un jeton a` un instant, c’est qu’un jeton est pre´sent et qu’il ne
peut pas eˆtre utilise´ par le nœud de calculs en sortie. Pour prouver cela`, on va s’assurer que les conditions
d’exe´cutions d’un nœud, suivant une politique ”au plus toˆt”, sont respecte´es par l’ordonnancement que l’on
a construit.
Lemme 31 (Concordance entre ordonnancement des nœuds et marquages calcule´s). Soit G un graphe Q-
e´galise´, k-pe´riodique de pe´riode p ayant un vecteur de re´partition des retards note´ L, un ordonnancement
balance´ note´ O et un ensemble d’e´tat {M0, ...Mi, ...,Mp = M0} du re´gime permanent de son exe´cution
suivant O. calcule´ a` partir de O comme de´crit dans la de´finition 37.
La de´finition 38 de´finit la se´quence d’exe´cution du re´gime permanent de G suivant l’ordonnancement
O : Exec = M0
F1−→M1...Mi−1 Fi−→Mi... Fp−→Mp = M0. Avec Mi le ieme marquage calcule´ graˆce aux
re`gles de la def. 37. Fi est l’ensemble des nœuds n tel que On(i) = 1.
On a Fi ⊆ FMi−1 . L’ensemble des nœuds n tel que On(i) = 1 est un sous ensemble des nœuds
exe´cutable au marquage Mi−1 (definition 16).
De plus, ∀c un canal de G, Mi(c) =Mi−1(c) + δ(•c)− δ(c•). (δ(n) = 1 si On(i) = 1 et 0 sinon).
De´monstration. Soit n un nœud de G. On(p)(l’ordonnancement du nœud n a` l’instant courant) donne
l’e´tat des places sur les canaux en sortie de n dans l’e´tat M0. Soit {c1, c2, ..., cm} les m canaux d’entre´es
de n.∀j ∈ [1,m]. Ofrj est l’ordonnancement du registre fractionnaire du canal cj actif rj instants.
Un nœud est exe´cutable ssi tous ses canaux d’entre´es contiennent un jeton dans leur registre simple
ou dans leur registre fractionnaire dans l’e´tat courant. On doit prouver que On(p) = 1 ⇒ ∀i ∈ [1,m],
O•cj (p− 1) = 1 ∨Ofrj (p− 1) = 1.
On a O•cj (p− 1) = O•cj  1(p) et On = O•cj  1− rj ∗ α.
Partant du dernier bit dans le mot binaire balance´ On, on fait rj rotation de taille α pour obtenir le
dernier bit de O•cj  1.
Si On(p) = 1, soit O•cj  1(p) = 1 aussi soit O•cj  1(p) = 0. Dans ce second cas, la de´finition 25
nous dit que Retard(cj ,Mi) = 1 et le lemme 26 en de´duit que Ofrj (p− 1) = 1.
Maintenant, nous allons montrer que ∀c un canal de G, Mi(cj) = Mi−1(cj)+δ(•cj)−δ(n). (δ(n) = 1
si On(i) = 1 et 0 sinon. Pareil pour •cj). Cette e´quation est e´quivalente a` : Mi(cj) = Mi−1(cj)+O•cj (i)−
On(i).
On a Mi(cj) = O•cj (i) +Ofrj (i) et Mi−1(cj) = O•cj (i− 1) +Ofrj (i− 1) .
On sait qu’un registre fractionnaire est plein a` l’instant i si le nœud •cj a travaille´ a` l’instant pre´ce´dent
mais que le nœud n ne travaille pas a` cet instant (O•cj (i − 1) ∗ (1 − On(i))) ou que ce meˆme registre
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fractionnaire e´tait plein a` l’instant pre´ce´dent et que le nœud •cj a` travailler lui aussi a` l’instant pre´ce´dent
(Ofrj (i−1)∗O•cj(i−1)). Formellement, on a :Ofrj = O•cj (i−1)∗(1−On(i))+Ofrj(i−1)∗O•cj(i−1).
Ofrj = O•cj (i− 1)−O•cj (i− 1) ∗On(i) +Ofrj (i− 1) ∗O•cj (i− 1).
Nous allons simplifier cette e´quation. Inte´ressons nous aux deux derniers termes : −O•cj (i− 1) ∗On(i) +
Ofrj (i−1)∗O•cj(i−1). Quand O•cj (i−1) = 1, les deux derniers termes valent :−On(i)+Ofrj(i−1).
Quand O•cj (i− 1) = 0, les deux derniers termes valent : 0.
Mais quand O•cj (i−1) = 0,−On(i)+Ofrj(i−1) = 0 car Ofrj (i−1)⇒ On(i). On peut donc simplifer
l’e´quation en lui retirant O•cj (i− 1) dans ses deux derniers termes :
Ofrj = O•cj (i− 1)−On(i) +Ofrj (i− 1).
Maintenant, si on remplace Ofr(i) par sa valeur dans Mi(Cj), on obtient :
Mi(cj) = O•cj (i) +O•cj (i− 1)−On(i) + Ofrj (i− 1). Si on repositionne les termes, on obtient :
Mi(cj) = O•cj (i− 1) +Ofrj (i− 1) +O•cj (i)−On(i). On identifie Mi−1(cj)
Mi(cj) = Mi−1(cj) +O•cj (i)−On(i).
Mi(cj) = Mi−1(cj) + δ(•cj)− δ(n).
Lemme 32 (Concordance entre ordonnancement des registres fractionnaires et marquages calcule´s). Soit
G un graphe Q-e´galise´, k-pe´riodique de pe´riode p ayant un vecteur de re´partition des retards ”au plus
tard” note´e L, un ordonnancement balance´ note´ O et un ensemble d’e´tat M0,...Mi,...Mp = M0 calcule´ a`
partir de O comme de´crit dans la de´finition 37.
Soit c un canal de G contenant un registre fractionnaire et Ofr, son ordonnancement.
Ofr(i) = 1 ssi (Mi−1(c) = 1 et Oc•(i) = 0) ou (Mi−1(c) = 2 [et Oc•(i) = 1])
De´monstration. La condition d’activation du registre fractionnaire est une re´e´criture de la notion de retard
25 : Ofr(i) = 1 ssi Retard(c,Mi−1) = 1.
Le lemme 26 montre la validite´ de cette hypothe`se.
The´ore`me 5 (Existence du re´gime permanent balance´).
Soit G un graphe. ∀G, il existe un ordonnancement balance´ associe´.
De´monstration. Les lemmes 22 et 26 montrent que l’on peut toujours construire un ordonnancement ba-
lance´ associe´ a` un graphe G. Le lemme 27 montre qu’a cet ordonnancement est associe´ un placement
e´quipollent au marquage initial. C’est a` dire qu’a` partir du marquage calcule´, l’ordonnancement ”au plus
toˆt” du graphe est e´gale a` l’ordonnancement balance´ calcule´. Le lemmes 31 et 32 montre ce fait.
Pour tout graphe, il existe donc un re´gime permanent balance´.
6.3.6 Initialisation du syste`me
The´ore`me 6 (Atteignabilite´ du re´gime permanent balance´).
Soit G un graphe. il existe un ordonnancement balance´ associe´ a` G accessible a` partir de son e´tat initial.
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De´monstration. Le the´ore`me 5 montre que pour tout graphe, il existe un re´gime permanent dont les e´tats
sont des marquages e´quipollents au marquage initiale du syste`me. Le the´ore`me 3 montre que deux mar-
quages e´quipollents sont mutuellement accessibles par ope´ration asynchrone. Il existe donc une se´quence
d’initialisation par ope´ration asynchrone permettant d’atteindre le re´gime permanent balance´ de tout graphe
a` partir de son e´tat initial.
6.3.7 Mode´lisation des canaux de communication
La section 5.4.2 nous pre´sentait la mode´lisation d’un canal comme un registre simple suivi de registre(s)
fractionnaire(s). Le the´ore`me 7 montre, qu’au maximum, un seul registre fractionnaire suffit dans le cas de
re´gime permanent balance´. On peut donc borner la capacite´ des canaux de communication a` ”1” pour les
canaux sans retard et ”2” pour les canaux avec retards.
Comme dans le processus d’e´galisation, un canal forme´ d’un registre (suivi d’un registre fractionnaire)
a le meˆme comportement qu’un canal a` capacite´ instantane´e comme de´fini dans la section 3.4.2. Etant donne´
que la capacite´ de chacun des canaux du syste`me est suffisante, le comportement du graphe a` capacite´ est
le meˆme que celui du graphe sans capacite´.
6.4 Conclusion
Nous avons ordonnance´ statiquement un re´seau de processus en minimisant la taille des ressources de
communication. Pour ce faire, nous avons suivi les e´tapes suivantes :
– Ajouter au graphe autant de latences entie`res que possible afin de le pre´-e´galiser.
– Ajouter au graphe des latences rationnelles (retards) afin de l’e´galiser.
– En de´duire la re´partition des registres fractionnaires.
– Fixer arbitrairement l’ordonnancement d’un de ses nœuds comme e´tant un mot balance´ de l’ensemble
Skp (ou` k et p sont la pe´riodicite´ et la pe´riode du graphe).
– En de´duire l’ordonnancement balance´ de chacun des nœuds du graphe...
– puis celui des registres fractionnaires du graphe.
– Calculer les p e´tats (marquage du graphe) du re´gime permanent associe´s a` l’ordonnancement du
graphe.
– Calculer une initialisation asynchrone pour le graphe du marquage initial vers l’un des e´tats du re´gime
permanent.
Dans la deuxie`me partie du chapitre, nous avons ve´rifie´ formellement le bon fonctionnement de notre
processus.
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Chapitre 7
Mise en oeuvre
Afin de pouvoir mener nos recherches sur le processus d’e´galisation et sur les mots balance´s, nous
avions besoin de simuler l’exe´cution d’un graphe, de tester nos algorithmes d’e´galisation et de pouvoir
visualiser les ordonnancements des nœuds comme des mots binaires.
Notre besoin e´tant assez particulier, nous n’avons pas trouve´ d’outil existant pouvant y re´pondre. Nous
nous sommes lance´s (avec Julien Boucaron) dans l’implantation d’un logiciel de cre´ation, visualisation et
simulation de graphe puis nous y avons ajoute´ nos algorithmes d’e´galisation. Cet outil a e´te´ baptise´ K-Passa
pour K-Periodic Asap System, Simulation and Analisys : analyse et simulation de syste`me asap k-periodic.
Nous n’avons encore pleinement traite´ que des mises en œuvre des travaux des chapitres 4 et 5 de ce
document (et pas de mode`les a` ordonnancements balance´s).
7.1 Pre´sentation
K-Passa imple´mente les fonctionnalite´s suivantes :
– Repre´sentation d’un graphe.
– Visualisation graphique d’un graphe.
– Modification de l’e´tat du graphe manuellement (nombre de jetons, placement des jetons, longueur
des canaux).
– Stockage et comparaison des diffe´rents e´tats du graphe.
– Simulation de l’exe´cution ”au plus toˆt” du graphe jusqu’a` obtention d’un re´gime permanent ; auto-
matiquement ou pas a` pas.
– Visualisation de l’ordonnancement des nœuds du graphe comme des mots binaires.
– Rappel de l’e´tat initial du graphe.
– Liste des cycles du graphe
– Calcul du de´bit de chacun de ces cycles.
– Calcul de la pe´riodicite´ du graphe.
– Comblement des cycles rapides par l’ajout de latences entie`res.
– Placement des Registres Fractionnaires.
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La figure 7.1 montre l’interface graphique de K-Passa. Le graphe repre´sente´ est un module de de´codage
MPEG-2. Les Labels associe´s a` chaque nœud permettent de nous donner le nom du nœud et son ordonnan-
cement. Graˆce au menu “Equalization”, on a pu e´galiser le graphe pour obtenir la liste de ces cycles et leur
de´bit (a` droite), sa pe´riodicite´ (en bas) et le placement des registres fractionnaires. La simulation accessible
par le menu “Run” nous a permis d’obtenir les ordonnancements des nœuds.
FIG. 7.1 – K-Passa.
7.2 Composants du logiciel
Le langage de programmation utilise´ pour programmer K-Passa est le Java.
7.2.1 Structure de donne´es
Pour la repre´sentation interne et la visualisation du graphe, nous avons choisi d’utiliser la Mascopt-
Lib. Cette bibliothe`que de gestion de graphe de´veloppe´ par l’e´quipe Mascotte de l’INRIA Sophia-Antipolis
permet de ge´rer un graphe compose´ de nœuds et de canaux. A ces trois e´le´ments de base, on peut ajouter
n’importe quel parame`tre graˆce a` un syste`me d’indexation ayant pour cle´ : un objet du graphe et un nom
de parame`tre ; pour valeur : une chaıˆne de caracte`res, un entier ou un flottant. Graˆce a` cela, on a pu de´finir
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des attributs comme l’ordonnancement d’un nœud, la pe´riodicite´ associe´e au graphe, la latence de commu-
nication associe´e aux canaux ... Le choix de la MascoptLib a permis d’obtenir un logiciel graphiquement
accompli tre´s rapidement. Graˆce a` cela, l’essentiel de notre effort s’est porte´ sur les algorithmes de traite-
ment. En revanche, l’absence du type bit comme type de parame`tre nous a pousse´ a` ne pas optimiser les
ressources me´moires ne´cessaires a` l’exe´cution de l’outil car cela aurait demande´ un certain temps que l’on
a pre´fe´re´ consacrer a` l’accomplissement de nos objectifs principaux. La version 2 de K-Passa est en cours
de de´veloppement par les inge´nieurs de notre projet.
Exhaustivement, voici l’ensemble des parame`tres classe´s par objet d’appartenance :
Les parame`tres du graphe
– La pe´riode et la pe´riodicite´ : ce sont deux entiers qui sont calcule´s pendant le processus d’e´galisation.
Leur ratio donne le de´bit du graphe.
– La pe´riode et la pe´riodicite´ originales : ce sont les meˆmes parame`tres, Les pre´ce´dent sont recalcule´s
apre`s l’ajout de latence. Ces valeurs servent a` conserver la pe´riodicite´ du graphe original.
– L’e´tat d’avancement dans le processus d’e´galisation : c’est un entier qui augmente avec l’accom-
plissement les e´tapes du processus d’e´galisation. Il permet de ramener un graphe enregistre´ dans le
meˆme e´tat d’avancement qu’a` sa fermeture. A ne pas confondre avec l’e´tat du graphe qui concerne
la re´partition des jetons sur le graphe.
Les parame`tres d’un nœud
– Son nom : c’est le nom du nœud
– Nœud d’entre´e : Si le nœud n’a aucun canal entrant, il est conside´re´ comme un point d’entre´e du
syste`me. A la simulation, il deviendra une source de jetons ; sans cela l’exe´cution s’arreˆterait par
famine.
– Nœud de sortie : si un canal n’a aucun canal sortant, il est conside´re´ comme un point de sortie du
syste`me.
– La phase initiale de son ordonnancement : c’est un mot binaire. Comme le parame`tre suivant, il est
calcule´ pendant la simulation.
– La phase pe´riodique de son ordonnancement : c’est aussi un mot binaire de longueur e´gale a` la pe´riode
du graphe.
Les parame`tres d’un canal
– Son nom : c’est le nom du canal.
– Sa latence initiale : c’est la latence de communication du canal. Quand la latence de communication
est trop importante, la repre´sentation graphique de son expansion en latence unitaire intercale´e de
nœud de communication serait lourde. On a donc choisi de repre´senter les canaux sous leur forme
contracte´e.
– Sa latence courante : Le processus d’e´galisation peut augmenter les latences de communication, la
nouvelle latence est stocke´ i ci. Ces deux parame`tres sont des entiers positifs non nuls.
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– Le marquage initial : un canal de latence n contient n places ayant chacune soit 1 soit 0 jeton. L’e´tat
de chacune des places successives du canal est conserve´ i ci.
– Le marquage courant : Le processus d’e´galisation et la simulation modifient le marquage d’un ca-
nal. Ces deux derniers parame`tres sont des mots binaires de longueur e´gale a` la latence resp. ini-
tiale/courante.
– Registre Fractionnaire : si le canal en contient un, ce parame`tre vaut 1, sinon 0.
– Jeton RF : c’est un entier qui compte le nombre de jeton contenu dans le registre fractionnaire.
The´oriquement, un registre fractionnaire peut contenir une et une seule donne´e. Si les flots de jetons
a` une jonction sont suffisamment de´se´quilibre´s pour ne´cessiter le stockage de plusieurs donne´es, il
faut mettre plusieurs Registres fractionnaires. Mais comme pour l’expansion des latences de com-
munications, la repre´sentation graphique peut devenir lourde. On a choisi de repre´senter une suite
de Registres fractionnaires comme un seul. La figure 7.2 montre comment de´composer un registre
fractionnaire a` la K-Passa en plusieurs registres fractionnaire classiques.
– Image : en fonction du nombre de valeur contenu dans le registre fractionnaire, le carre´ le repre´sentant
peut prendre diffe´rente teinte : il est vert quand le registre est vide, orange quand il contient une valeur
et rouge quand il en contient plus.
– RF initial ordonnancement : C’est un mot d’entier positif ou nul. Il indique pour chaque instant de la
phase d’initialisation le nombre de jetons contenu dans le registre fractionnaire.
– RF periodic ordonnancement : C’est un mot d’entier positif ou nul. Il indique pour chaque instant du
re´gime permanent le nombre de jetons contenu dans le registre fractionnaire. La longueur du mot est
e´gale a` la pe´riode du graphe.
A partir de l’ordonnancement du registre fractionnaire dans K-Passa, on peut facilement retrouver le
nombre de registres fractionnaires successifs qu’il faut a` l’implantation (s’il y a, a` un instant, plus d’une
valeur a` stocker). Le premier est actif quand l’ordonnancement indique autre chose que ’0’ et inactif pour
’0’. Ensuite, on retire 1 a` toutes les valeurs non nulles de l’ordonnancement et on recommence pour le
deuxie`me. Ainsi de suite jusqu’a` ce que l’ordonnancement n’indique que des ’0’. La figure 7.2 montre la
correspondance entre a) un registre fractionnaire dans K-Passa qui stocke deux jetons durant les meˆmes
instants et b) deux Registres fractionnaires conse´cutifs dans notre mode`le de re´seau de processus.
L’e´tat du graphe est de´fini par l’e´tat de ses canaux : latence, pre´sence de registre fractionnaire re´partitions
des jetons. Deux e´tats d’un graphe sont identiques si pour chaque canal, la latence courante est la meˆme,
le marquage est le meˆme, la pre´sence de registre fractionnaire est la meˆme et enfin si le nombre de valeur
dans les registres fractionnaires est le meˆme.
Le stockage de l’e´tat du graphe comme un objet inde´pendant ne´cessite ces donne´es. Etant donne´ que la
rapidite´ d’exe´cution et l’espace me´moire utilise´ n’e´taient pas des priorite´s de conception, nous n’avons pas
cherche´ a` optimiser le stockage d’un e´tat
7.2.2 Algorithmique
Nous allons pre´senter ici quelques algorithmes qui sont utilise´s dans K-Passa.
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=
FIG. 7.2 – a) Un registre fractionnaire dans K-Passa stockant deux jetons aux meˆmes instants correspond a`
b) deux registres fractionnaires conse´cutifs.
Sauvegarde Sauvegarder un graphe e´galise´ et simule´ ne´cessite de conserver la liste des cycles qu’il
contient, sa pe´riodicite´, l’ordonnancement de tous ses nœuds et de tous ses Registres fractionnaires. Ces
informations peuvent eˆtre recalcule´es a` partir du graphe initial. Nous avons choisi dans K-Passa de conser-
ver seulement une indication sur l’e´tat d’avancement dans le processus d’e´galisation du graphe et de le
rege´ne´rer tel qu’il e´tait avant la sauvegarde en recalculant ses parame`tres.
L’algorithme d’e´galisation se de´coupe en six instructions se´quentielles :
Recherche des cycles e´le´mentaires du graphe : Nous avons utilise´ l’algorithme de Wayne D. Gro-
ver [34] imple´mente´ directement dans la MascoptLib. Cet algorithme optimal recherche tous les cycles
e´le´mentaires qui passent par un nœud puis une fois fini, il supprime le nœud du graphe et recommence pour
un autre nœud.
Calcul du de´bit des cycles : Pour chaque cycle, on garde son nombre de jetons et sa latence. La division
(qui donne le de´bit) n’est faite que pour l’affichage afin d’e´viter toute perte de pre´cision. La comparaison
de de´bit se fait en entier a` l’aide de produit en croix.
Calcul de la k-pe´riodicite´ originelle : Nous avons re´alise´ nous-meˆmes cet algorithme a` partir de la
formule de Baccelli et al. [8]. On restreint le graphe a` ses parties fortement connexes critiques en utilisant
la liste des cycles et leur de´bit pre´ce´demment calcule´. Pour chaque partie fortement connexe critique, on
calcule la pe´riodicite´ et la pe´riode. Et enfin, a` partir de la pe´riodicite´ de chaque partie fortement connexe
critique, on calcule la pe´riodicite´ et la pe´riode du graphe.
Ajout de latence entie`re : Etant donne´ que l’INRIA jouit d’une relation privile´gie´e avec la socie´te´ Ilog,
nous avons pu utiliser CPLEX pour re´soudre notre syste`me d’e´quation line´aire a` solution entie`re. Mais nous
avons aussi utilise´ une bibliothe`que libre : GLPK afin que K-Passa reste fonctionnel meˆme sans licence
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CPLEX. Le choix entre les deux bibliothe`ques se fait automatiquement en fonction de la pre´sence des
variables d’environnement de CPLEX.
Comme pre´cise´ plus haut, les nouvelles latences sont inscrites dans le parame`tre latence courante associe´
a` un canal afin de conserver la latence initiale dans le parame`tre latence initiale.
La cinquie`me instruction de la se´rie est la recherche de la nouvelle k-pe´riodicite´ qui a pu eˆtre modifie´e
par l’ajout des latences.
Simulation pour le placement des registres fractionnaires : Nous re´alisons une simulation de l’exe´cution
qui place dynamiquement les registres fractionnaires ou` ils sont ne´cessaires. Une fois en place, on recharge
le placement initial des jetons en conservant les registres fractionnaires.
7.2.3 Simulation
La fonction de simulation permet d’ajouter dynamiquement les registres fractionnaires ou` ils sont
ne´cessaires.
Avant de lancer la simulation, on doit ajouter une boucle sur chacun des nœuds d’entre´e du graphe.
Cette boucle est un canal de latence e´gal a` la pe´riode du graphe et contenant autant de “1” que la pe´riodicite´
du graphe. Ce cycle simule le flux de donne´es en entre´e du syste`me. Pour que le comportement soit stable,
il faut que le de´bit du flux soit e´gal au de´bit du graphe.
Pendant une e´tape de simulation, on fait avancer les jetons dans les canaux, on exe´cute les nœuds qui
sont exe´cutables, on remplit l’ordonnancement des nœuds, et on met a` jour l’e´tat des registres fraction-
naires. L’avantage par rapport au latency-insensitive design est que l’exe´cution d’un nœud de´pend unique-
ment de ses entre´es et pas de son suivant ; le canal en sortie est toujours preˆt a` recevoir une donne´e.
On calcule les e´tats successifs jusqu’a` ce que l’e´tat courant i soit e´gal a` l’e´tat i−p (ou` p est la pe´riodicite´
du graphe). Il nous suffit donc de stocker seulement p e´tats.
Pour chaque nœud et pour chaque registre fractionnaire, les p derniers bits de l’ordonnancement sont
leur re´gime permanent, les pre´de´cesseurs leur phase initiale. Les boucles sur les nœuds d’entre´e du syste`me
sont conserve´es.
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Conclusion
Le point de de´part de nos travaux de the`se a e´te´ la conception insensible aux latences des circuits
e´lectroniques digitaux, et plus pre´cise´ment des syste`mes sur puce (SoCs) assemble´s a` partir de composants
IPs pre´existants, et devant ope´rer dans des cas ou` les connexions globales entre les ports de ces composants
re´clament plus d’un cycle d’horloge pour acheminer les donne´es. La proposition initiale de Carloni e´tait de
diviser ces longues connexions en sections de latence unitaire, puis d’installer des re´pe´teurs sophistique´s
en bout de chaque section, pour assurer la bonne me´morisation ainsi que la re´gulation du trafic, avec des
composants simples en nombre borne´ (les Relay-stations). Les composants sont alors active´s exactement
de`s que possible en fonction des me´dias de communication (par ”clock-gating” depuis les Shell-wrappers).
Nous avons propose´ tout d’abord une mode´lisation formelle de ces composants, e´tudie´ leurs proprie´te´s
fonctionnelles et extra-fonctionnelles, et ramene´ le proble`me a` une spe´cification a` la base d’Event/Marked
Graphs avec des places de capacite´ 2 (pour les Relay-stations) et une se´mantique d’exe´cution ”au plus toˆt”
(pour les Shell-wrappers). On a montre´ que la limitation de capacite´ engendrait naturellement le protocole
de controˆle de flux respectant les tailles de me´morisation, et l’impact que cela avait sur le de´bit des cal-
culs. Au niveau the´orique, ce travail peut eˆtre vu comme une e´tude des relations entre mode`les GALS et
imple´mentation multi horloges/polychrones par le biais d’ordonnancements.
La mode´lisation par ”Marked/Event graphs” a naturellement fait resurgir des re´sultats classiques sur
l’ordonnancement statique des syste`mes clos (ou de manie`re e´quivalente, dans des syste`mes non clos
mais pour lesquels les entre´es surviennent aux instants attendus) et contenant des boucles dans le graphe
sur les trajets de donne´es. Nous avons alors e´tudie´ la question d’introduire exactement les e´le´ments de
me´morisations (et les latences additionnelles) pour e´galiser autant que possible les longueurs des trajets (et
donc les latences) afin de tenter de se passer des protocoles dynamiques de controˆle de flux, ainsi que de
simplifier l’expression des Relay-stations. Ce travail a e´te´ inspire´ par la the´orie des processusN -synchrones.
Mais la` ou` les auteurs de cette the´orie demandent qu’un syste`me de typage ade´quat impose des de´bits e´gaux
pour les diffe´rents composants paralle`les (et re`glent alors le proble`me des offsets et de´calages entre calculs),
nous nous attachons a` e´galiser ces de´bits entre cycles et trajets d’un meˆme composant.
Ce second travail sur l’ordonnancement statique nous a, a` son tour, de´montre´ que les distributions de
donne´es qui minimisaient les tailles de me´morisation dans les lignes de communication e´taient celles ou` ces
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donne´es e´taient le plus re´gulie`rement re´parties et espace´es. Nous avons donc ensuite e´tudie´ la the´orie des
mots infinis binaires pe´riodiques balance´s, aux fins de constater qu’ils e´taient pre´serve´s par une se´mantique
d’exe´cution ”au plus toˆt” (ASAP) du syste`me, et qu’on pouvait ainsi proposer analytiquement un ordonnan-
cement valide, sans avoir besoin de simulation. Ce travail a e´galement e´te´ inspire´ par des travaux ante´rieurs,
sur les mots me´caniques de B. Gaujal et al.
Il existe plusieurs perspectives de prolongation de ce travail. La question de la de´termination efficace
de se´quence d’initialisation simple menant a` des re´gimes stationnaires naturels est en particulier a` envisa-
ger.Une autre piste, certainement plus large et plus innovante, concerne la ge´ne´ralisation du mode`le des
Marked/Event Graphs en introduisant des nœuds spe´cifiques de routage (mux/demux), comme on avait
jusqu’a` pre´sent des nœuds de calculs et des nœuds de transport (expandus depuis les latences de communi-
cation). Les nœuds de routages permettent ensuite d’e´tudier les capacite´s de routage statique k-pe´riodique,
comme on l’a fait auparavant pour l’ordonnancement. Un partie de ce travail a de´ja` e´te´ commence´, y com-
pris la relation avec les mode`les formels e´tendant les Marked/Event graphs dans une philosophie inspire´e
des Re´seaux de Kahn (Pas de conflit, que des choix internes aux nœuds). Les re´sultats partiels ont fait l’ob-
jet d’une partie de la the`se de J. Boucaron, et devrait se poursuivre dans la the`se d’A. Coadou (doctorant
dans le projet AOSTE/ INRIA Sophia-Antipolis).
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Annexe A
Valorisation des compe´tences des
docteurs
Ce travail a e´te´ fait dans le cadre d’une formation propose´ par l’Association Bernard Gregory (www.abg.asso.fr).
Le but de cette formation est de nous faire prendre conscience des compe´tences professionnelles que l’on
a de´veloppe´es pendant notre doctorat. Pour cela nous avons analyse´s nos trois ans de recherche comme
un projet professionnelle qui serait arrive´ a` terme : Analyse des couˆts, des contraintes, des re´sultats, des
retombe´s e´conomiques, ...
A.1 Cadre ge´ne´ral et enjeux de ma the`se
A.1.1 Pre´sentation succincte
L’objet scientifique de mon travail est d’e´tudier la faisabilite´ d’une nouvelle me´thode de conception de
syste`me sur puce afin de pouvoir profiter entie`rement des capacite´s (dimension, rapidite´, autonomie) que
nous offrent les dernie`res avance´es en matie`re de fabrication de puce. Un e´cart se creuse entre les syste`mes
que l’on conc¸oit et l’incroyable capacite´ des puces qui sont cense´es accueillir ces syste`mes. L’exemple le
plus connu de syste`me sur puce est le microprocesseur.
Le syste`me implante´ dans une puce est un ensemble de bloc de calcul et de bloc de stockage qui com-
muniquent et e´changent des donne´es afin de re´aliser une ou plusieurs fonctions. Mon e´tude concerne les
proble`mes lie´s aux communications a` l’inte´rieur d’une puce qui sont apparus avec la dernie`re technologie de
fabrication de puce. Celle-ci permet de re´aliser des syste`mes plus complexes, plus rapides, plus e´conomes
mais ne´cessite une nouvelle approche concernant la gestion des communications inter-bloc d’une puce.
Expe´rimentalement, plusieurs approches existent, mon travail consiste a` en choisir une, a` l’ame´liorer et a` la
rendre utilisable par des industriels.
Mener a` bien mon projet permettra aux entreprises qui me financent de pouvoir produire des syste`mes
sur puce plus complexes, plus performants dans les meˆmes de´lais que les syste`mes actuels. Cela renforcera
leur compe´titivite´. Ce qui tend a` des retombe´es e´conomiques favorables pour la re´gion car ces entreprises y
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sont implante´es.
A.1.2 Contexte de ma the`se
Place de la the`se dans le projet global de l’e´quipe INRIA AOSTE
L’axe de recherche principal de mon e´quipe INRIA/AOSTE (Institut National de Recherche en Informa-
tique et Automatique/ Analyse et Optimisation des Syste`mes Temps re´el et Embarque´s) couvre le domaine
de la conception des syste`mes temps re´el embarque´s. Par ”conception” nous re´unissons des activite´s de :
Mode´lisation de haut niveau Transformation et Analyse Implantation sur des Plates-formes embarque´es
Les syste`mes sur puce sont le cœur ou plutoˆt le cerveau des plates formes embarque´es. Si le but de mon
travail touche a` la troisie`me activite´ de l’e´quipe : « Implantation sur des Plates-formes embarque´es », la
manie`re de re´soudre le proble`me concerne la seconde « Transformation et Analyse » et les outils utilise´s,
la premie`re : « Mode´lisation de haut niveau ».
Compe´tences scientifiques, techniques et humaines ne´cessaires au projet
Mon projet de the`se est conduit sous la direction du Dr Robert de Simone. L’e´quipe est compose´e du
Dr Charles Andre´, du Dr Fre´deric Mallet, et du Dr Marie-Agne`s Peraldi-Frati. Il y a deux inge´nieurs ex-
perts : Benoit Ferrero et le Dr Julien Boucaron. Nous sommes ensuite quatre doctorants : Aamir Mehmood
Kahn, Anthony Coadou, Jean-Francois Le Tallec, et moi-meˆme. Et enfin, un stagiaire : Anthony Gaudino.
Pour mon projet, les compe´tences techniques ne´cessaires sont : programmation haut et bas niveau, archi-
tecture des ordinateurs, microe´lectronique, informatique the´orique, the´orie de l’ordonnancement, the´orie
des graphes. Les relations avec les autres personnes de l’e´quipe sont de deux natures : certains m’aident
a` atteindre les objectifs que je me suis fixe´s, d’autres discutent avec moi de la clairvoyance des ces ob-
jectifs et m’aident a` les rede´finir si ne´cessaire. Une assistante de projet sert d’interface entre les services
administratifs, financiers et le´gaux et les besoins de l’e´quipe dans ce domaine : Patricia Lachaume.
Re´seau de collaboration scientifique et industrielle : CIMPACA
Mon e´quipe est engage´e dans un centre re´gional de promotion de la recherche dans le domaine de
conception des syste`mes embarque´s temps re´el. Ce centre nomme´ CIMPACA (Centre Inte´gre´ de Mi-
croe´lectronique en re´gion PACA) est finance´ par la re´gion PACA, par un ensemble d’industriels pre´sents
dans la re´gion (Texas Instrument, ST Microelectronics, Esterel Technologies, Scaleo Chips, Synopsis, NXP)
et par des e´quipes de recherches locales (INRIA Sophia Antipolis, CNRS I3S, LEAT, Eurecom). CIMPACA
est ge´re´ par une association loi 1901 : ARCSIS. Il est divise´ en trois plateformes dont deux sont situe´es dans
les Bouches-du-Rhoˆne et une, celle dont je de´pens, a` Sophia-Antipolis. La plateforme Conception, est di-
vise´e en quatre groupes. Mon groupe, Sys2RTL, a la vocation de de´velopper des outils pour concevoir des
syste`mes sur puces compatibles avec les proce´de´s de fabrication de demain. Il regroupe actuellement cinq
projets de recherche comple´mentaires. Le budget de CIMPACA sur la pe´riode 2005-2008 est de 40 millions
d’euros dont 20 millions d’aide re´gionale.
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La concurrence
Beaucoup d’autres e´quipes de recherches s’inte´ressent aux meˆmes proble`mes que ceux souleve´s dans
mon travail, le projet Mozart du LEAT/CNRS, l’e´quipe ESPRESSO de l’INRIA Rennes, l’e´quipe PRO-
VAL INRIA, le de´partement d’informatique de l’universite´ de Turin, Italie, le de´partement d’informatique
de l’universite´ de Columbia, New-York USA, ou enfin le de´partement d’informatique et d’e´lectronique de
Virginia Tech, Blacksburg USA. Comme pour mon projet, ces e´quipes sont supporte´es par des industriels
qui attendent des re´sultats. Quel que soit le crite`re que l’on prenne en compte : quantite´ et qualite´ des pu-
blications, coope´rations internationales ou industrielles, appartenance a` des re´seaux de recherche, l’e´quipe
AOSTE est comparable a` ses concurrents.
A.1.3 Moi dans ce contexte
Apre`s un Bac S et un DUT en informatique ge´nie logiciel a` l’Universite´ de Nice Sophia-Antipolis, je suis
entre´ en e´cole d’inge´nieur a` Fontainebleau (77) : l’ESIGETEL. Durant ma 3eme anne´e d’e´cole d’inge´nieur
(BAC+5), je me suis spe´cialise´ dans les syste`mes embarque´s. Les syste`mes embarque´s sont a` la frontie`re
entre l’informatique et la microe´lectronique. Cette dernie`re nous donne les contraintes fortes d’architectures
en terme de puissances de calculs, espaces de stockage, ou consommation en e´nergie et le challenge consiste
a` re´aliser l’application informatique la plus performante adapte´e a` l’architecture e´lectronique conside´re´e.
C’est-a`-dire que l’on doit faire le maximum avec un minimum de ressources. Ce travail re´sonne en moi
comme ma contribution personnelle a` la lutte contre le re´chauffement global. Paralle`lement, je me suis
inscrit en DEA informatique a` l’Universite´ de Marne la Valle´e afin de de´couvrir le monde de la recherche.
A l’e´poque, l’ide´e de consacrer mon temps a` la cre´ation de savoir et de technologie e´tait, et est toujours, une
perspective agre´able. Pour mon stage de DEA, j’ai choisi l’e´quipe AOSTE de l’INRIA Sophia Antipolis tout
d’abord car sa the´matique correspond parfaitement avec ma formation et mes centres d’inte´reˆts et ensuite
pour des raisons ge´ographiques : ma famille est originaire du pays Nic¸ois. Suite a` ce stage, e´tant donne´
que la re´alite´ du travail de chercheur a` l’INRIA Sophia Antipolis me convenait parfaitement, j’ai choisi de
continuer l’aventure en the`se.
L’intitule´ de mon projet e´tant assez vague et vaste : « Etude de la mode´lisation des syste`mes GALS
pour la conception de syste`mes sur puce », il n’y avait pas de roˆle a` jouer dans sa de´finition. Par contre, la
programmation de mon projet est reste´e tout au long sous mon entie`re responsabilite´. Les seules contraintes
exte´rieures sont les deadlines de soumission de papier technique, relatant mes derniers re´sultats et les
re´unions trimestrielles d’avancement de CIMPACA. De plus, les directions que j’ai prises et les choix
que j’ai faits de´pendent aussi de ma responsabilite´ bien que j’ai suivi les avis de mes re´fe´rents : directeur de
the`se, chercheurs INRIA et industriels de CIMPACA.
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A.2 De´roulement, gestion et couˆt de mon projet
A.2.1 Pre´paration et cadrage de mon projet
Facteurs de succe`s et de risques de mon projet
Mon projet de recherche est favorise´ par un certain nombre de facteurs qui peuvent contribuer a` son
succe`s :
– Des re´sultats majeurs d’informatique the´orie et de la the´orie des automates sont en ade´quation avec
mon travail. Nous devons ces re´sultats a` P. Chretienne et J. Carlier (chercheurs CNRS) d’une part et
a` G. Cohen, F. Baccelli, G. J. Olsder, et JP. Quadrat (chercheurs INRIA).
– Le point de base de mon projet est une the´orie re´alise´e par un chercheur de renomme´e internationale :
Alberto Sangiovanni-Vincentelli et son e´tudiant de l’e´poque maintenant en poste de professeur a`
l’Universite´ de Columbia : Luca Carloni. Ce travail a mis en e´bullition toute notre communaute´ de
chercheur, mon e´quipe y compris, et de nombreux papiers scientifiques sont venus comple´menter
cette the´orie.
– La coope´ration entre industriels et laboratoires de recherche a` l’inte´rieur de CIMPACA me permet
d’eˆtre au plus proche des proble`mes des industriels. En revanche, mon affectation en laboratoire de
recherche me permet le recul ne´cessaire face a` ces proble`mes.
– Le regroupement de plusieurs projets de recherches comple´mentaires dans le meˆme groupe nous
permet, les autres doctorants et moi-meˆme, de nous faire une ide´e pre´cise des contraintes a` respecter
pour que notre travail rentre dans un flot de conception de syste`me sur puce global.
Les facteurs de risques sont les suivants :
– Le risque majeur est la concurrence car ce domaine de recherche fait l’objet d’un inte´reˆt mondial. Il
est donc possible qu’un laboratoire « concurrent » trouve une solution meilleure que la mienne.
– Les choix que je fais durant mes recherches peuvent me mener a` une solution restrictive quand au
type de syste`mes sur puce concerne´s.
Strate´gie de maitrise des risques
J’ai limite´ les risques ci-dessus en me tenant informe´ des avance´es des laboratoires concurrents et en
discutant le plus souvent possible des options qui s’offrent a` moi avec les personnes capables de me guider
comme mon directeur de the`se, des industriels ou meˆme d’autres chercheurs de CIMPACA ou d’ailleurs.
Partenaires industriels
Les acteurs industriels de CIMPACA sont des agences re´gionales de grandes multinationales du sec-
teur. Concernant les chercheurs acade´miques de CIMPACA, ils appartiennent a` des laboratoires re´gionaux
d’instituts nationaux de re´putation internationale tels l’INRIA ou le CNRS.
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Contrat de proprie´te´ intellectuelle
La totalite´ des re´sultats de mon projet appartient a` chacun des membres (institutions et entreprises) de
CIMPACA. Libre a` chacun des industriels, par la suite, d’utiliser les de´couvertes selon leurs inte´reˆts et
enjeux.
A.2.2 Conduite de mon projet
Les e´tapes du projet
Durant mon stage de DEA, j’ai effectue´ le travail pre´liminaire ne´cessaire a` la re´alisation de mon projet
c’est-a`-dire le choix de la solution que j’allais devoir ame´liorer et adapter aux besoins des industriels.
Pendant la premie`re anne´e, j’ai explore´ trois the´ories concurrentes pour le meˆme proble`me : le « Latency-
Insensitive Design » (LID), la « De-synchronization », et « l’Iso/Endochronie ». J’ai choisi le « LID »
et j’ai commence´ a` rendre cette the´orie pratique, utilisable par des industriels. Durant la deuxie`me anne´e,
partant du choix pre´ce´dent, j’ai cherche´ a` ame´liorer cette the´orie tout en finissant de l’adapter aux besoins
des industriels. En troisie`me anne´e, j’ai commence´ par fixer le point d’arrive´e afin de savoir jusqu’ou` je
devais aller. J’ai fini d’ame´liorer la the´orie, et maintenant je suis en train de finir d’adapter cette nouvelle
the´orie a` la pratique.
De plus, une attention particulie`re est donne´e a` la communication de mes travaux de recherche durant les
trois ans d’existence du projet. Pour cela, l’e´quipe AOSTE et moi-meˆme avons publie´ dans des confe´rences
ou des journaux les re´sultats que nous avons obtenus.
Relations avec les partenaires industriels
Des re´unions trimestrielles d’avancement de projet ont rythme´ les travaux des doctorants du groupe
Sys2RTL car elles nous obligeaient a` pre´senter oralement l’avancement de nos travaux ainsi que les futurs
axes d’e´tude. Ces re´unions nous permettent de prendre du recul tous les trimestres et de faire des bilans
d’e´tapes, de regarder le travail accompli et le travail qu’il reste a` fournir.
FIG. A.1 – Histogramme du de´roulement de mon projet
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Proble`mes rencontre´s
La principale difficulte´ que j’ai rencontre´e est technique. Quand on obtient un re´sultat, il est de bon
gouˆt de de´montrer mathe´matiquement que ce re´sultat est correct. Cette e´tape peut s’ave´rer plus complique´e
et surtout plus longue qu’on ne l’imagine. Afin de ne pas passer tout mon temps sur l’e´laboration de ces
preuves, j’ai rec¸u l’aide d’un inge´nieur expert de l’e´quipe AOSTE : Benoit Ferrero.
A.2.3 Evaluation et prise en charge du couˆt du projet
A.2.4 Ressources humaines
– Mon allocation de recherche doctorant : 98474.17E (elle se de´compose en mon salaire de base :
66431.88E plus un comple´ment donne´ par l’INRIA Sophia Antipolis : 32042,29E)
– Benoit Ferrero (Inge´nieur expert) : 12.5% de son temps donc 12.5% de son salaire sur ces 1,5 ans de
contrat : 5512.50E
– Julien Boucaron (autre Doctorant d’AOSTE) : Une partie de son travail de recherche recoupe le mien.
J’estime cette part a` 16.6%. Donc 16.6% de son salaire sur 1,5 ans : 8206,18E
– Robert de Simone (Mon directeur de the`se) : Etant un homme tre`s occupe´, je n’occupe pas plus de
3,3% de son temps donc 3,3% de son salaire : 6300.00E
– Patricia Lachaume (Assistante de projet) : Elle s’occupe de deux e´quipes, chaque e´quipe contient une
quinzaine de personne donc 3,3% de son temps : 2400.00E
– Les personnels administratifs et techniques de l’INRIA Sophia Antipolis : Cela peut se cumuler a` 1/2
journe´e par mois. Soit 1,63% du temps d’une personne : 2065.57E
– Les personnels administratifs de l’universite´ de Nice Sophia-Antipolis : Soit un quart de journe´e par
mois : 1032.78E
Frais de fonctionnement
– Deux postes de travail : 4000.00E
– Un re´troprojecteur (un 1/4 de son utilisation) 500.00E
Frais associe´s
– 14 missions : 9850.00E
– 120 heures de formations : 3857.00E
Frais d’infrastructure
– Electricite´, communication te´le´phonique, Internet, re´seau, chauffage, climatisation, place de parking,
bureau, salle de re´union : couˆt d’environnement estime´ a` 30% de mon salaire brut : 22724,80E
– Subvention de´jeuner : 1524.60E
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L’origine du financement se re´partit entre
L’Universite´ de Nice (UNSA) : 2 318.45E de´compose´ en frais de comptabilite´ : 1032.78E et en finan-
cement de 40 heures de formations sur 120 : 1285.67E.
La re´gion PACA, la moitie´ de mon salaire de base : 33215.94E.
ST Microe´lectronique, la moitie´ de mon salaire de base : 33215.94E.
L’INRIA Sophia Antipolis : tous les autres frais : 97 697,27E.
FIG. A.2 – Tableau re´capitulatif des charges et ressources de mon projet
A.3 Compe´tences, savoir-faire, qualite´s professionnelles et person-
nelles
Compe´tences scientifiques et techniques
Le sujet de ma the`se concerne la conception de syste`me sur puce. Ce domaine est a` la frontie`re de
l’informatique et de la microe´lectronique. J’ai duˆ mettre en application mes connaissances ge´ne´rales dans
ces domaines et m’e´lever au niveau d’un spe´cialiste dans certaines niches comme la programmation haut
niveau (JAVA, C/C++), la programmation bas niveau (ASM, langage RTL, langage synchrone), l’infor-
matique the´orique, l’architecture des ordinateurs, ou les proce´de´s de fabrication de puce e´lectronique. De
plus, mon sujet de the`se a un aspect plus the´orique et ne´cessite des connaissances mathe´matiques comme
la the´orie des automates, le model-checking, la the´orie de l’ordonnancement, l’alge`bre. Heureusement, ma
formation d’inge´nieur ESIGETEL m’a apporte´ la plupart de ces connaissances. Pour celles plus spe´cifiques
comme les langages synchrones, j’ai appris au de´but de ma the`se aussi bien pendant l’e´tude bibliographique
du sujet que pendant les premiers tests.
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Comme pour tout travail de recherche, il est important de se tenir informe´ du travail des laboratoires
concurrents. Cela m’a permis de de´velopper mes compe´tences en veille technologique, en recherche d’infor-
mation sur Internet, et en anglais (car toutes les publications sont en anglais). La recherche bibliographique
et son e´tude m’a force´ a` de´velopper un esprit d’analyse, de synthe`se, et de critique de document technique
afin de juger par moi-meˆme de l’importance des re´sultats d’autrui et de pouvoir le communiquer. Pour re-
venir a` l’Anglais, j’ai ame´liore´ ma compre´hension de cette langue mais aussi ma capacite´ a` l’e´crire et a` la
parler car si toutes les communications du secteur sont en anglais, les noˆtres le sont aussi. La` encore, mes
formations pre´ce´dentes (e´cole d’inge´nieur, DEA d’informatique fondamentale et applique´) m’ont appris
ces compe´tences qui sont des pre´-requis au travail de chercheur. Mon projet m’a force´ a` les utiliser.
Compe´tence de conduite de projet
Pendant la dure´e de ma the`se, j’ai duˆ apprendre a` ge´rer mon temps sur de grandes pe´riodes, allouer a`
chaque pe´riode des priorite´s et des objectifs d’e´tapes en accord avec les objectifs ge´ne´raux. Mais aussi com-
muniquer a` l’e´crit comme a` l’oral sur l’avancement de mes travaux, sur mes objectifs et sur la valorisation
de mes re´sultats comme lors des re´unions trimestrielles CIMPACA ou pour des divers papiers techniques
que j’ai publie´s. Enfin, j’ai apporte´ un soin particulier a` entretenir le meilleur rapport possible avec les per-
sonnels des services de soutien a` la recherche (RH, financier, le´gaux) car ils peuvent nous de´gager d’une
quantite´ non ne´gligeable de proce´dure administrative et ainsi nous permettre de nous consacrer entie`rement
a` notre travail.
Qualite´s Personnelles :
Conduire ce projet m’a demande´ de la rigueur, de l’organisation et de la re´gularite´. Conduire un pro-
jet sur trois ans ne´cessite de poser une pierre a` l’e´difice tous les jours, aussi petite soit elle ; de plus, les
re´unions trimestrielles CIMPACA m’ont pousse´ dans ce sens. Personnellement, je pense que travailler dans
la recherche ne´cessite aussi de l’intuition car explorer toutes les possibilite´s demande du temps, alors qu’ex-
plorer en premier celle qui deviendra la bonne en fait gagner. Une fois celle-ci trouve´e, il faut faire preuve
de minutie pour e´valuer cette solution, prouver chacun de ses re´sultats comme j’ai duˆ le faire. Et enfin, la
dernie`re et pas le moindre, la cre´ativite´ est essentielle. On est dans un domaine ou` les proble`mes pre´sente´s
n’ont pas encore e´te´ re´solus ; on doit donc inventer la solution.
Construction de mon re´seau professionnel
Bien que je ne vienne de me rendre compte que re´cemment de l’importance d’un re´seau de contact pro-
fessionnel, la coope´ration entre industriels et universitaires au sein de CIMPACA me permet de rencontrer
et de nouer des liens avec beaucoup de repre´sentants de mon domaine d’activite´. Il y a la diversite´ car la
plupart des acteurs principaux sont repre´sente´s dans CIMPACA et donc dans mon re´seau mais aussi l’im-
portance comme des directeurs d’e´quipe de recherche : Robert de Simone/INRIA, Michel Auguin/CNRS,
Renaud Pacalet/Eurecom , des chefs de de´partement : Gae¨l Clave´/TI, Andre´ Kuntz/CTO, et meˆme un CTO
R&D France : Pierre Bricaud/Synopsys France. Auquel on peut ajouter les contacts exte´rieurs a` CIMPACA
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comme Olivier Tardieu en poste a` IBM, New-York., Stephen Edward, professeur de l’universite´ de Colum-
bia, New-York.
Transfe´rabilite´ de mes compe´tences
Si l’on conside`re mes compe´tences informatiques et e´lectroniques comme des outils, je pourrais aller
travailler dans n’importe quel secteur d’activite´ qui utilise des simulations dans le flot de de´veloppement
de ces produits (chimie, physique, me´decine). Parmi mes compe´tences, les plus the´oriques peuvent eˆtre
transfe´re´es vers des domaines qui touchent a` l’ordonnancement comme la mise en place de chaıˆne de
production. La plupart des compe´tences et savoir-faire lie´s a` la conduite de projet sont ne´cessaires au poste
de chef de projet ou tout autre poste de cadre, coordinateur ou manager. Et ce quel que soit le domaine
de connaissance et d’expertise, elles sont donc totalement transfe´rables vers des domaines d’activite´s qui
ne´cessitent de conduire un projet.
A.4 Re´sultats, impacts de la the`se
Re´sultats et impacts scientifiques et industriels
Sur le plan industriel, dans le meilleur des cas, la me´thode de conception des communications dans
les syste`mes sur puce que j’ai e´labore´s sera utilise´e par les industriels de CIMPACA pour fabriquer leur
nouvelle ge´ne´ration de puce. Ceci leur permettra d’eˆtre plus compe´titif sur leur marche´, de prospe´rer et
d’engranger des retombe´es e´conomiques favorables pour la re´gion. Acade´miquement parlant, cette re´ussite
contribuera au rayonnement international de mon institut : l’INRIA, et plus localement de mon e´quipe
AOSTE. Graˆce a` cela, les industriels locaux seront plus enclins a` faire appel aux chercheurs et plus pre´cise´ment
a` mon e´quipe pour re´soudre des proble`mes techniques a` moyen ou long terme.
Impact personnel de mon projet
Outre le renforcement de mes compe´tences scientifiques et techniques et la de´couverte du monde de la
recherche publique franc¸aise, ce projet m’a permis de mettre en application les compe´tences ne´cessaires a`
la gestion d’un projet de long terme. De plus, e´tant fraichement sorti de cinq anne´es d’e´tudes supe´rieures, ce
projet m’a permis de de´velopper les qualite´s personnelles ne´cessaires a` la vie et au travail en entreprise. La
collaboration avec des industriels du secteur m’a permis, tout en gardant un regard exte´rieur, d’e´valuer leurs
besoins et leurs contraintes financie`res et temporelles. Et ce aussi bien pour des grands groupes comme ST
Microe´lectronique ou Texas Instrument que pour des PME locales comme Esterel Technologie ou Scaleo
Chips.
Pistes professionnelles
Concernant mes perspectives professionnelles, mon travail de the`se ainsi que les liens que j’ai e´tablis
avec mon re´seau me permet d’avoir un point d’entre´e comme inge´nieur R&D dans les entreprises de CIM-
PACA ou simplement de candidater sans contact dans d’autres entreprises du domaine comme inge´nieur
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R&D, chef de projet ou meˆme inge´nieur technico-commercial dans des entreprises de conception ou de fa-
brication de syste`mes sur puce. Paralle`lement, je peux continuer dans la recherche publique par un post Doc,
de pre´fe´rence a` l’e´tranger pour attester de ma mobilite´, puis candidater a` un poste de charge´ de recherche
au CNRS ou a` l’INRIA. Contrairement a` certains de mes colle`gues doctorants, je souhaite continuer dans
la recherche. Prioritairement dans la recherche publique car bien que l’argent soit le nerf de la guerre, la
pression est moins pre´sente au jour le jour dans le public que dans le prive´. Etant donne´ que les postes
sont rares, je vais commencer par faire un post Doc en Inde, a` Bangalore, au laboratoire de Recherche et
De´veloppement de Ge´ne´ral Motors sous la direction de S. Ramesh. Mon second choix serait de conduire
des recherches dans une entreprise prive´e de mon domaine d’activite´ actuel comme TI, ST Microelectro-
nics ou NXP. Une autre possibilite´ est conditionne´e par le fait de trouver une ide´e inte´ressante : la cre´ation
d’entreprise. Pour moi, cette possibilite´ pre´vaut sur les autres mais ne´cessite trois conditions : un minimum
d’expe´rience professionnelle, une ide´e brillante et des associe´s de confiance. Cette ide´e deviendra re´alite´
quand ces ingre´dients seront re´unis.
Millo Jean-Vivien Ordonnancements Pe´riodiques dans les Re´seaux de Processus
