Engineering students are rapidly expecting learning tools to be delivered on their tablets and smart phones, including simulation tools for basic courses such as solid mechanics. To address this issue, a basic torsional stress simulation tool for mobile devices was developed and implemented into a traditional first year solid mechanics class (Mechanics of Materials). The app, Torsion HPC, allows students to determine shear stresses for a variety of common torsional bar cross sections. The app was used in class for discussion and homework assignments. The paper presents how the app was developed and used.
Introduction and Purpose of Torsion HPC
Basic undergraduate aerospace and mechanical engineering curriculum includes coursework in solid mechanics (i.e. mechanics of materials or strength of materials course). The concepts of stress, strain, and deformation are fundamental in a student's ability to design, improve, and/or predict failure conditions in mechanical systems. Traditionally, a solid mechanics class introduces these concepts as applied to fundamental cases. For example, most classes present beam theory to predict bending stress, shear stress, and deflection in a cantilevered or simply supported beam when subjected to idealized loading scenarios. Similarly, students will learn to determine the torsional stress for circular cross section bars. However, non-uniform bars require theory of elasticity to solve and closed form solutions exist for only for a few basic shapes, such as elliptical, rectangular and triangular shapes 1 .
This paper presents the design and development of a basic mobile application, Torsion HPC, to assist students and engineers in calculating torsional stresses for different cross sections of solid bar. The project objectives were two fold. First, the tool needed to provide a method for engineering students to better understand torsional stress in non-uniform bars which are rarely covered in basic undergraduate solid mechanics courses. Ideally, the tool should accomplish this without adding class time to the course, which means it is important that the students can easily use it outside of class. Second, the project should demonstrate that complex calculations can be performed using mobile devices where the real calculations are done on a high performance computing (HPC) cluster at a remote site. This concept is being used in many non-engineering fields and is commonly referred as cloud computing. So why not use this new technology for engineering education?
The average engineering student may complete a first course in solid mechanics with little conceptual understanding of a practical, non-uniform torsional stress state and how that stress state is a direct result of the cross sectional shape. Unfortunately, a student's only visualization of torsional stress may be a simple circular bar. Providing interactive media which allows the student to visualize torsional stress and deformation is one means to facilitate comprehension. By imposing the requirement that such media be interactive and widely accessible (and noticing the average university student's almost continuous usage of portable electronic devices) a mobile device app engineering tool represents one obvious vehicle to encourage student utilization of the tool.
If a mobile device is used, the low CPU power of such devices must also be addressed. There are two general solutions to this situation; one, allow the device to run for long periods of time, maybe hours, or two, off load the calculations to another computer. The first method is not practical for mobile devices, so a technique needs to be developed for doing massive calculation remotely. There are a variety of problems with doing remote calculations, including load balancing, network speeds, and large scale computational resources. The load balancing issue requires that the system can handle multiple requests simultaneous and/or set up a queue system. This is not trivial, and requires the use of special server software. Generally, it can be accomplish with the help of cluster management software. This project uses Windows 2008 R2 HPC operating system that can manage thousands of servers 2 . However, in addition to a good HPC operating system, special HPC control programs are needed to help manage and queue various tablet-based apps that may be simultaneously using the cluster. This project included developing these control programs.
The network speeds at the cluster is also a critical component for a successful development and implementation of a remote compute system that will be accessed by tablets. The remote HPC cluster should have a large bandwidth (1 gigabit per second or better) to manage hundreds of simultaneous requests. The network issue can be minimized by carefully managing what data is received from and returned to the client. Finally, hardware resources need to be secured. This is usually the most difficult since it requires a relatively large financial investment in a cluster system. And since this is for education, recovering those initial costs are usually not possible by charging the user. This project was able to use an existing HPC cluster at the University of Oklahoma that is dedicated to engineering education. The cluster consists of 48 nodes and each node is a two CPU server with a total of 12 cores. Each node also has 48 gigabytes of RAM so that they can accommodate 3-4 simultaneous simulations on a single node where each simulation can have a large finite element matrix (>100,000 degrees of freedom).
Operation and Use of Torsion HPC
The Torsion HPC program was designed to be self-explanatory so that students can quickly and easily utilize the problem in and other of class. The program opens to the main page without additional commands so that the user can begin entering data and manipulating parameters. The initial screen is shown in Fig. 2.1 and is the same for all mobile platforms which include iOS (iPad, iPhone), Android, and Flash-enabled browser (laptops). The user can either drag the corners of the object to resize it or type in coordinates. The shear modulus and applied torque are changeable and used to calculate the total angle of twist and shear stress. Currently, there are two types of shapes; polygon and elliptical, but other shapes will be added in the future. It is assumed that all shapes will be symmetrical both vertically and horizontally. To help visualize the full cross section, a small cross section graphic is provided. The user can also select different scales so that small and large cross sections can be accurately drawn. The program is not designed to satisfy all possible shapes that may be used in industry, but most major shapes and conditions that are studied in undergraduate solid mechanics courses are provided. In addition to the parameters on the main screen, a secondary settings screen ( Fig. 2. 2) provides the user with options for node density and units. The settings screen also provides program information and a link to the web-based eBook on solid mechanics for additional theoretical information and examples. A range of FEM node resolutions are preset so that the gridding can be done quickly, as compared to unstructured grid generation routines. Only the 10x10 grid is shown on the main screen since higher grid densities are too small to see, and can drastically slows mobile devices when drawing the grid (redrawing 100,000 elements quickly is difficult for even dedicated graphic boards). When the solve button is clicked on the main screen, the app immediately sends the current configured problem to the engineering education server cluster to start the solution process. Details of the solution process at the cluster are given in section 4. To save network time, the node points and elements are not transmitted to the server, just the input parameters. The cluster re-creates the grid for the finite element solution. This saves network communication time and bandwidth. After the stress solution is obtained, the results are plotted as a color scale graphic at the server. The actual stress data for each node point is not transmitted back to the app due to file size considerations. Only a png-format stress plot image (50 to 100k file sizes) is returned to the app. The graphic gives stress values as a color scale which is calibrated with the maximum stress. The user can tap or click on any point on the graphic, and it will give the user the stress at that point by using a color look up table. An example of the result screen is given in Fig. 2 .3. The result screen provides the maximum stress and total angle of twist for a unit length. A stress legend is also provided to assist in visualizing the stress plot. By clicking or touching a location on the stress plot, the stress at that point is reported in the Output box.
Development of Torsion HPC App Client
The Torsion HPC program app is actually two separate programs. There is a local or client app that runs on the mobile device or web page. And then there is the server-side program (or more correctly, a collection of compiled C# routines) that does the finite element analysis. This section describes the local or client program that was developed for Torsion HPC. The server-side program is discussed in the next section.
A client program or app can be developed using a variety of program application tools, including native programming frameworks like Java for Android and Object C for iOS. The problem with native programming is that the final compiled app will only run on one platform. An alternative is to use a cross-platform programming framework that can output an app for both iOS and Android (and even web pages) but these usually sacrifice speed and low level system calls. Popular cross platform tools include Apache Cordova/PhoneGap 3 , Appcelerator's Titanium 4 and Adobe AIR 5 . The first two tools use HTML5 and JavaScript, and the third tool, AIR, uses its own player with ActionScript (based on Flash and Flex frameworks). Due to the limited resources, the author chose the cross platform tool, AIR so that previous development work with Flash and Flex could be utilized. With AIR, the app can still be published for both iOS and Android without additional programming. In fact, AIR also allows the app to be published for Windows and Mac OS as installable programs, and as a web-based app.
AIR framework has advanced graphics for user interaction, and a variety of communication functions to interface with the cluster. It should be noted, even though AIR is similar to Flex and Flash (all use ActionScript programming language), their component libraries and third party tools are different. Flex is designed to be a full application running in a web page. On the other hand, Flash is targeted more for web-based animations and game development. AIR is designed to develop tablet and phone apps. It should be noted that Flex, Flash and AIR all use ActionScript which is byte-code that must be re-compiled at run time. This is important so that it can run on any platform but the penalty is speed. It is an order of magnitude slower than a normal C#, C++ or FORTRAN compiled executable program. For a small engineering problem, where the number of simultaneous system of equations is less than one thousand, most devices can handle it within a few seconds or less. However, for large problems phones and tablets will require minutes (or hours) using ActionScript byte-code. This is the reason that the actual calculations are handed off to a remote HPC cluster, as detailed in the following section.
The AIR interface app program serves two critical functions. First, it gives the user control over the engineering problem such as dimensions, similar to any pre-processor. Second, it serves as a post-processor when the calculations are completed. Since the front end functions (pre-and postprocessing) are separated from the core solver routines, it is possible to change the front end tool later with another program developed with another language. Basically, the client invocates a function on the server and transmits the problem parameters. The function on the server is part of a compiled DLL (HPC Windows 2008 operating system) that acts as the job control program. At the same time, the remote DLL on the server communicates back to the client with the solution.
Server and HPC Cluster Implementation
A high performance compute (HPC) cluster has tremendous computing power which can be utilized by mobile devices to reduce the computational time required for Torsion HPC app problems. The HPC cluster can also be scaled, if needed, without affecting the client app installed on the mobile devices. The overall concept is to send the problem parameters from the client to the cluster head node, which then sends the problem to an open compute node on the cluster for solving. When the calculations are completed, the compute nodes in the cluster return the results to the head node, which in turn processes the raw data and prepares the stress plot that is sent back to the client. This process is diagramed in Fig. 4.1 . All cluster computations are done on a 48 node, 572 cell cluster (Intel CPUs running under windows 2008 HPC Server R2 system) at the University of Oklahoma that is dedicated to engineering education. Currently, one instance of the Torsion HPC app is run on a single node using 2-4 cores of the 12 cores available to that node. For programming simplicity, all problems 
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The head node reads the output file and returns results. are solved on a single node, which is why there is a current limit of 12 cores. This eliminates the need to use shared memory between nodes and MPI (Message Passing Interface) to coordinate parallel processing tasks between physically separate server nodes.
More detailed information on multicore utilization of an HPC cluster can be found in the paper by Gramoll entitled "Development and Implementation of a High Performance Computer (HPC) Cluster for Engineering Education Simulations 2 ". It is possible for hundreds of multiple users to access the Torsion HPC tool simultaneously. The cluster job control will automatically locate and utilize an open node for each new user that initiates the Torsion HPC program.
Another advantage of using a remote server or HPC cluster is the ability to implement 3rd party matrix analysis routines. For example, Torsion HPC server code uses Intel's Math Kernel Library (MKL) to perform all matrix operations in solving the FEM equations. The MKL routines are optimized to run on Intel processors using FORTRAN or C++ code. Furthermore, the MKL routines allow use of multiple cores in completing the operations. This eliminated the need to development parallel processing routines from scratch, which is a difficult and time consuming task. In testing, for a single core comparison, it was found that the MKL routine for Cholesky decomposition for was an order of magnitude faster than routines programmed by the author. It was determined that this was due to MKL's optimized memory management and low lever programming.
Non-Circular Torsion Theory and FEM Formulation used in Torsion HPC
For undergraduate solid mechanics courses, generally only circular cross section type torsion problems are presented. However, in actual practice, non-circular bars do occur and the assumption of that plane sections remain plane after twisting is no longer valid. This can be accounted for by introducing a displacement function in the x-direction using the unknown Prandtl warping or stress function, ψ(y, z) 1 . Using the coordinate system illustrated in Fig. 5 .1, the three displacement functions can be assumed as
where φ is the twist per unit length and not the total twist, θ (= φx). Substituting these into the out-of-plane shear strain components give, This is equation is a form of Poisson's equation that is also common in inviscid flow and electrostatics, and can be solved using basic finite element method 6, 7 . The variational form of Equation 5.5 can be developed using the same shape function for the approximation function and the weighting function (Galerkin Method). The element stiffness matrix and element node force become, The constant-strain triangular stress element was selected as the 2D element for use in the FEM since it allows for calculation of the elemental stiffness matrix without requiring numerical integration 6, 7 . It can be shown that the linear shape functions, N 1 , N 2 , and N 3 take the following form,
Here, the shape function coefficients α i , β i , and γ i , are determined from the displacement function and are dependent on nodal coordinates 6, 7 . The shape function matrix, N 1 N 2 N 3 ] . The element stiffness matrices can then be combined to create the global stiffness matrix, [K] . The global stiffness matrix is then inverted and multiplied by the forces applied to each node, {F}, to find the nodal displacements, {d} which are the stress function, ψ. *2, = 3"*(, (5.9)
However, due to the positive definite, banded form of the global stiffness matrix, the entire matrix does not need to be explicitly formed and saved in memory. Instead, only the non-zero terms of the upper triangle can be stored in memory using the modified Cholesky decomposition 8 . This technique greatly reduces the required memory for storing the global stiffness matrix.
Numerical Results
The Torsional HPC app can be validated by comparing the results to various theoretical closedform solutions such as a circular, square and elliptical cross section bar as diagramed in Fig. 6.1 . These three shapes have well known solutions 1, 9 for the shear stress, including the maximum stress. The solution for a circular bar is the simplest, and is developed in most standard undergraduate solid mechanics courses 9 . The maximum stress is at that outside edge where the radius is the greatest, giving The elliptical and rectangular bar solutions are based on the theory of elasticity which is generally not presented in standard undergraduate solid mechanics courses. For an elliptical cross section, the stress function, ψ, that satisfies Eq. 4.6 will have the form 1 ,
Substituting this into the stress function definition, Eq. 5.4, and evaluating it at the minor axis of the ellipse, gives
It is assumed that the dimension b is greater than a (see Fig. 6 .1). The solution for the square bar is more involved and requires the use of membrane theory and Fourier series 1 . The maximum shear stress, τ max , can be derived in terms of the angle of twist, φ, (per unit length). For a rectangle of equal sides (i.e. a square) the maximum shear stress is Since the angle of twist, φ, is not known, it needs to be determined from
Combining Eq. 6.4 and 6.5 to eliminate φ and gives the maximum stress at the outside edge where x = 0 or y = 0. For simplicity, only a single geometry is used for each of three cross sectional shapes (Fig. 6.1 ). For comparison purposes, the dimension 'a' is taken as 1 inch and the dimension 'b' (ellipse only) is taken as 2 inch. In all cases, the applied torque, T, is taken to be 10 kip-ft (120 kip-in) and shear modulus, G, as 10,000 ksi (not required for stress). For each of the three geometries, the maximum shear stress, τ max occurs at y = a, and x = 0 (Fig. 6.1 ). For simplicity, only the maximum shear stress is compared for validating the finite element solution.
The theoretical results are compared to the finite element results from Torsion HPC program in Table 6 .1. The number of nodes equals the number of degree of freedom for torsional stress since it is based on solving for the scalar stress function, ψ. The number of nodes range from 100 (basic 10x10 grid) to 230,400 (480x480 grid). As the number of nodes increase, the solution for all three shapes converges to the closed form solution. Even at 10,000 nodes, the constant strain triangular elements are within 1 percent of the theoretical solution. One of the main objectives of the app was to provide an easy and fast method to determine torsional stresses of a non-uniform bars. The total time required to calculate the torsional stress is summarized in Table 6 .2. The term 'total' time is important since the time for network communication with the cluster, in addition to the calculation time, and must be considered. However, this makes determining time more difficult since the type of network connection plays a large role in the total time. Three different types of network connections were tested, 1) a data plan common for mobile devices offered by major phone carriers, 2) entry level home broadband offered through cable operators and phone carriers (DSL), and 3) campus connections that is provided to students by universities. As expected, mobile data and home broadband had similar total time results. These type of connections can vary due to network congestion and plan level On the other hand, university provide connections generally have faster response times and higher capacity which enable campus operations to be about 10% faster. In all cases, the actual calculation time would be nearly identical since all HPC nodes are the same. Regardless of connection type, the total time is acceptable for grids up to 100,000 nodes. Furthermore, the accuracy at that level of nodes is high at 99.9% of the theoretical results for common shapes (Table 6 .1).
Classroom Implementation
While the Torsion HPC app was developed for both general public and student use, it was primarily designed to assist students in better understanding torsional shear stress in non-uniform bars. The key objective was to provide a simple but powerful simulation tool for students to calculate torsional shear stress and visualize the resulting stress field. The tool was not designed to teach the theory or the derivation of non-uniform bar stress torsion. With that in mind, the tool was used in the basic undergraduate course for solid mechanics. This course typically covers stress and strain of axial members, torsion of uniform circular bars, beam bending and shear stress, beam deflection and column buckling. Due to the many topics that must be covered, torsional stress only addresses circular bars, and only 3-4 classroom periods are devoted to torsion. The Torsion HPC tool was used in two ways in the class. First, as an in-class demonstration of the shape of the cross section affects the maximum torsion shear stress. Second, it was used as part of a homework assignment to compare the efficiency loss for different shaped cross sections.
The in-class demonstration highlighted the problem with sharp angles and how torsional stress will be greatest at unexpected locations. Each student was given a tablet for in class use if they did not have their own (or a smart phone). The tablet had the Torsion HPC app pre-installed. Students could also download the app from Google Play or Apple iTunes on to their personal mobile devices. They were expected to use the app during the discussion, and visually explore how the shape affected the outcome of the shear stress. The location of the maximum was a key discussion during the demonstration.
The students were also given a homework problem that required the use of the app. The problem was just one of many problems for that week but could not be solved without the Torsion HPC app. The problem required the students to determine the relative efficiency of a hexagon, square, and ellipse shape when compared to the uniform circular shape. All shapes had to have the same cross sectional area. The problem did not give a specific area, torque or material stiffness.
Part of the problem was to determine the correct parameter for each shape to match the same area of a circular cross sectional area. These parameters (r, a, b) are shown in the Figure 7 .1. Once geometry dimensions are calculated, the Torsion HPC app can be used to find the four maximum stresses. The absolute value was not important, but their relative value when compared to the standard circular cross section of similar area. The main outcome was for them to determine that the 1:2 ratio ellipses gave the highest relative stress, 40.5% higher. The square was close behind at 38.3% higher. The hexagon was better but still substantial at 21.5%. While a statistically evaluation was not done, the author felt the students did gain an important insight on the torsional shear stress for non-circular bars. The student feedback was positive and numerous comments stated that they enjoyed experimenting with different shapes to see the effect on stress. They also commented that they would like to have more options, such as more shape points that could be moved around. And interesting comment that was not engineering related, was they thought it was great that they could do stress analysis on their phones. It impressed them that an engineer of the future could us a mobile device to solve complex stress problems, and be able to do their work at any location.
Summary
The Torsion HPC app was designed and developed to help undergraduate students better understand torsional shear stresses for non-uniform bars. The app allows the user to interactively change the cross-section shape for either a polygon or ellipse, and then apply a torque. The output is a stress plot indicating the shear stress magnitude at any location. While the program is limited to basic shapes, it does offer flexibility in common geometric shapes and units. The app was used in a basic undergraduate solid mechanics course as both a demonstration tool in the classroom and as part of a homework assignment. The students indicated that they did comprehend torsional shear stress better after visualization of the stress plot. Without the tool, it would not have been possible to introduce the students to torsion of non-uniform bars with the limited time available in a basic undergraduate solid mechanics course.
In order to allow for wide distribution, the app was programed using the Adobe AIR framework. This made it simple to compile the program for both the Apple iOS and Google Android operating systems, as well for Flash-based web site. Torsion HPC app is available at no cost at the Apple iTunes App Store and Google App Play Store. It can also be run from the eCourses.ou.edu web site.
The program uses finite element method to calculate the torsional stresses. To minimize calculation time, all solutions are performed remotely at the University of Oklahoma's eCluster for engineering education. For the default grid resolution of 10,000 node points, the program takes less than two seconds to run including all network communications time. Special cluster programs were developed for this app so that hundreds of simultaneous users can run the app without delays. The eCluster HPC system currently has the capability to run approximately 400 simultaneous instances of Torsion HPC. Future planed work includes additional shapes, more output options, and higher resolution stress plots.
