same length. This is very clearly untrue for experimental systems (although progress has been made in producing monodisperse « model » networks [5] Deam and Edwards [6] . Although this is a powerful general basis for calculation, the constraint of remaining analytically tractable forces other approximations. In particular the localizing effect on a chain of its crosslinks has been represented by a harmonic potential well. We will proceed using the phantom network since this will allow a clear comparison to be made between polydisperse and monodisperse theories without the influence of complicating factors such as entanglements, chain stiffness etc. We do not use the replica method explicitly but draw on some of its results.
The phantom network.
The phantom network has been discussed by many authors, the most comprehensive treatments being by Flory [1] , and James and Guth [2] [3] [4] . We (4) In this paper we assume that the arc lengths between crosslinks are governed by a probability distribution f (S ) which we may specify, that the lengths of neighbouring subchains are independent of each other, and that all crosslinks have the same functionality 0. Assumption 3 is discussed by Flory [1] . To see its validity we must consider the way the network was formed. We molecules. There will be many small loops, and we would not expect the phantom network theory to apply so well.
The simplest form of the theory assumes that the junction points are fixed, and that they deform affinely, i.e. in direct proportion to the macroscopic strain. We refer to this as the Junction Affine network. James and Guth [2] [3] [4] Gaussian distributions and that the variances of these distributions are independent of the values of the mean vectors, and hence independent of the initial arbitrary choice of fixed junction positions. Flory [1] and Eichinger [7] have demonstrated that for the monodisperse network :
The subscript zero indicates the reference state in which the network was formed. We may define scff to be the length of a free subchain which would have the same fluctuations as does the real subchain S when it is constrained by the network.
for a monodisperse network . (1.5) For a polydisperse network (p 2) will be different for each subchain, but it has been shown by Graessley [8] that in the absence of small loops (i.e. when the local topology is tree-like) the corresponding result : applies for all subchain length distributions. We feel this is a key result whose implications have not been fully appreciated. We present an independent proof of it in appendix A in the language of the resistor network analogy to be introduced below.
It may be stated (refering to the derivations of [8] and [1] [5, [14] [15] [16] [17] . The [7, 10] [12] discusses many examples. Stinchcombe [13] considered the conductivity of a Bethe lattice and derived relations equivalent to (2.8) and (2.9) . The case of percolation was then treated in detail, but solutions of relevance to the present discussion were not obtained. Bethe lattices were also used in the work on phantom networks by Graessley [8] .
The motion of two points in the network which are connected by a route passing through a small number of subchains will be correlated. Points which are connected only by routes passing through many subchains will have negligible correlation. For the Bethe lattice model to apply the only closed circuits in the network must be « large » in the sense that the correlations between opposite sides of the loop are negligible. We will obtain an estimate as to how large this has to be below.
Consider the resistor network of (2.6) represented by a Bethe lattice and focus on one particular resistor S (Fig. 1) We denote the average appearing in the front factor (1.8) as J. [5] . These experiments have shown that the stress strain curves for the networks are very dependent on the ratio Pl : P2 of short to long chains, and that both the stress and strain required to break the sample are The subchain length distribution f (S ) = e-S and the self-consistent solution for g (X) for a functionality 3 network with randomly positioned crosslinks (radiative crosslinking). Despite the slow tail-off of f (S ), g (X) tails off rapidly for large X and is strongly peaked about a characteristic value. The peak will be sharper for higher functionality.
often much higher for the mixed networks than for networks of either the long or the short chains alone.
These results strongly disagree with the assertion of section 1 that the elastic properties should be independent of the subchain length distribution. This is directly attributable to the non Gaussian nature of the very short chains in the experimental materials and their limited extensibility. Curro and Mark [14, 15] The radial distribution function for the short chains P 11 &#x3E;(r) is obtained by averaging over the Z distribution with S fixed at S1.
Similarly for the long chain distribution P 12)(r). [18] showed that the birefringence of a strained network is proportional to (P2(cos X» (where y is the angle between a monomer unit and the direction of strain and P2 is the second Legendre polynomial). (P2&#x3E; can also be measured by Fluorescence polarization, and broad line nuclear magnetic resonance yields measurements of (P 2&#x3E; and (P 4&#x3E;. These and other techniques are reviewed by Ward [19] .
We obtain values for (P 2&#x3E; and (P4) for polydisperse networks with particular reference once again to bimodal networks. In this case there is the possibility, by selective labelling of the network, of measuring the orientational order of one of the chain species independently of the other [20] . Monomer unit orientation in the monodisperse network has been treated by Treloar [21] and by Roe and Krigbaum [22] . We need only summarize the results and point out the differences due to polydispersity. [23] . It differs from the original result of [18, 21, 22] by the factor (1 -2 / 0 ), the same factor which occurs in the modulus.
In the polydisperse case we need to take the average of (S -seff)/s2 weighting all monomers equally rather than weighting all subchains equally as before, i.e. there is an extra factor of S/So in the probability distribution.
Thus (5.6) applies for the polydisperse network too. The leading term in the birefringence remains proportional to the stress in the polydisperse case.
For completeness we obtain the 0 (t4) in P2.
The original treatment had the junction points deforming affinely. This is equivalent to the oo = o0 limit of the phantom network model, where seff = 0. In the monodisperse junction affine case : This is given by Treloar (8.4) . All information on positioning of the crosslinks is lost. All points on the chain become equivalent.
We are thus led to consider the alternative mean field representation below.
The labelled chain is, in the resistance analogy, a wire of unit resistivity connected to earth by a continuous medium of conductivity (Fig. 10i ). An element dt of the chain is represented in figure l0ii from which we have :
writing cr =1 /C2 (anticipating the result (8.9) (8.12) and only integrating over S.
The upper bound is obtained by putting X, = X2 = Xo (which is itself estimated from (B.8)) and integrating over S. For 0 ::--6 these bounds are very close. The limit 0 -+ oo of (8.12) is : which is different from the limit of Cmono and C rep. In short it is found that C rep is an accurate approximation for cf&#x3E; = 3 and cf&#x3E; = 4 but that it has the wrong limit as c f & # x 3 E ; -+ 00, and that the mean field result (lower bound) is an accurate approximation for 0 &#x3E; 4. Figure 11 shows the replica scattering functions for several values of C compared to the junction affine models. The functions are evaluated for a sample under uniaxial extension (A = 4.6 ) with q perpendicular to the stretching direction and N, = 50. We choose these values for comparison to reference [33] . The curves are discussed in section 10.
9. Polydisperse models.
For the polydisperse junction affine model we again distinguish between the cases of s and s' on the same In the second case the junction affine assumption allows a generalization of (7.8) :
where T and T' are independent lengths and Tn is the sum of n independent values of T. (7.9) becomes : which when averaged over T gives :
Tn has a probability distribution given by : which can be evaluated using the convolution theorem for Laplace transforms. For f (T) = e-T we have :
The factor in (9.2) replace X by a single value. The major effect of polydispersity lies in the variation of the S variables (those in the labelled chain itself). It was also noted above that the mode of the g (X) curve = X M, and therefore we prefer to set X = XM rather than X = Xo. Fig. 19 and analysis in Sect. 9 .)
The three simplest contributions to the scattering function are shown in figure 12. i) t and t' on the same subchain :
which leads in the usual way to :
ii) t and t' on neighbouring subchains (n = 0 ) : We require the resistance between points 1 and 2 in figure 12ii (which are not necessarily junction points) :
with T and T' two independent subchain lengths. Solving Kirchhoffs equations yields :
iii) the n =1 contribution : The notation is as above with the addition of a third independent subchain S * = So T*. We find :
For n &#x3E; 1 even the initial step of solving Kirchhoffs equations is not easy and it is clear that some further approximation is necessary. We might hope that the contributions from n &#x3E; 1 would be very small since Ai (t, t' ) appearing in the exponential is large in this case. If this were true then the final scattering function would not be sensitive to the approximation used, however crude this might be. Unfortunately this proves not to be the case, as is discussed further below and shown by figure 19 . We therefore must attempt some sensible approximation for n &#x3E; 1, preferably in which the whole range of n can be treated in one integral.
We will again make use of figure 12iii, The Kratky plot for this approximation to the P.P.N. is shown in figure 13 . It is seen to be extremely close to the replica curve with C = 1, suggesting that the replica form was initially a very good approximation to the real answer. There remain, of course, numerous approximations in the P.P.N. form presented here and it is difficult to be sure of their effect. However it is possible to obtain a lower bound on the curve in a simple way, as follows.
In all models (t, 0 ) is of a form similar to (8.10 figure 13 to be extremely close to the replica curve and the P.P.N. approximation. In the parallel direction (Fig. 14) the upper bound is not close to the other models and therefore does not provide such a useful guide. Ng must lie above curve (e), this means that it is necessary to assume a substantially smaller NS (longer mesh size) to match the experimental data (see Fig. 15 Fitting of the uniaxial extension data has proved rather less successful. In reference [32] (Fig. 18) . [32] , [33] (see Fig. 18 [29] considers the major effect of topological entanglements in the network to be a restriction of the degree of fluctuation of the junction points. The form factor was calculated in accordance with this theory for an end linked network only in reference [28] Bastide, Herz and Boue [30] are of the opinion that the number of network defects such as pendant chains etc. is small in the gels which they use for experiment. However, computer simulations of the radiative crosslinking process by Sly and Eichinger [35] suggest that the presence of pendant chains, the formation of short wasted loops, and the scission of chains are all important factors. The scattering of a network which contains a large fraction of unstrained chains due to this type of defect would obviously be expected to be much closer to the unstrained network scattering. The consequent reduction in perpendicular scattering might be expected to be larger in long distance, small q terms, and this is the region where the current theories predict too great a scattered intensity. This is therefore another possible avenue for further investigation.
We wish to stress the importance of the high q region of the data (q = 3 -5 ). Here the scattering predicted by any one model is essentially independent of Ns (see Figs. 15, 16) , and 
