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Abstract
We consider a class of homogeneous manifolds over a simple Lie
group which appears in the problem of classification of homogeneous
manifolds with reductive subgroups of maximal rank as stabilizer of
a point. We prove that any manifold of this class possesses a Poisson
bracket admitting a quantization invariant (equivariant) with respect
to the corresponding quantum group.
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6
1 Introduction
A quantum homogeneous manifold is obtained from the usual homogeneous
manifold by replacing the original commutative function algebra with a de-
formed non-commutative algebra. Since a homogeneous manifold is equipped
with a Lie group action, it is natural to look for deformation quantizations
of the function algebra which are invariant with respect to the action of the
corresponding quantum group.
Let G be a simple connected Lie group over C, g its Lie algebra, K a
closed subgroup of G, k the Lie algebra of K. Denote byM the homogeneous
manifold G/K, by µ the commutative multiplication in C∞(M). A quantiza-
tion ofM is a formal deformation µ~ = µ+~µ1+~
2µ2+· · · of µ which defines
an associative multiplication in the space C∞[[~]] of formal power series in ~
with smooth functions on M as their coefficients. Let U~(g) = (U(g),∆~)
be a quantization of g. We say that µ~ is invariant with respect to U~(g)
if x.µ~(a, b) = µ~ (∆~(x) · (a⊗ b)) for any a, b ∈ C∞(M) and x ∈ U~(g).
One can assume from the beginning that the bilinear mapping µ1 is skew
symmetric. The associativity of the deformed multiplication µ~ implies the
Jacobi identity for µ1. Thus µ1 is essentially a Poisson bracket on M . The
first question we investigate is whether there exist Poisson brackets on the
homogeneous manifold M = G/K admissible for U~(g) invariant quantiza-
tion. The second question we consider is whether there exists a deformed
multiplication µ~ which is invariant under the quantum group action.
It turns out that brackets which admit invariant quantization are of spe-
cial form which we describe now. The G action on M determines a homo-
morphism from g to the Lie algebra Vect(M) of vector fields on M and so it
induces a linear map ρ :
∧2
g −→ ∧2Vect(M). Consider a bivector r ∈ ∧2 g
such that the Schouten bracket [[ρ(r), ρ(r)]] is g invariant. Such an element is
called a Belavin–Drinfeld classical r-matrix. Since the algebra g is simple,
there exists a g invariant 3-vector ϕ ∈ ∧3 g unique up to constant multi-
ple. We normalize r so that [[r, r]] = ϕ and thus [[ρ(r), ρ(r)]] = ρ(ϕ). Each
Belavin–Drinfeld classical r-matrix r defines a Lie bialgebra structure on
g. P. Etingof and D. Kazhdan have proven [14] that any Lie bialgebra
can be quantized. In particular, if such a structure is determined by r, there
exists a quantum group U~(g, r) whose multiplication is preserved from U(g)
and the comultiplication is of the form ∆~ = ∆+ ~r + · · · where ∆ denotes
the original comultiplication in U(g). If ρ(ϕ) = 0 then ρ(r) is a Poisson
bracket on M which is called an r-matrix Poisson bracket. It can happen,
7
however, that ρ(ϕ) 6= 0 on M , but there exists a G invariant bivector field s
on M such that
[[s, s]] = −ρ(ϕ) (1)
We call such s a ϕ-Poisson bracket on M . Thus ϕ-Poisson bracket is a
skew symmetric bracket obeying the Leibniz rule and the weak version of
the Jacobi identity expressed by equation (1).
For a ϕ-Poisson bracket s, the sum s+ ρ(r) is a Poisson bracket on M ,
but it is not g invariant. We call Poisson brackets of this form admissible.
J. Donin, D. Gurevich and S. Shnider proved [10] that if Poisson bracket
on a homogeneous manifold admits a U~(g, r) invariant quantization, it is of
necessity admissible, s and r satisfying (1). If such a Poisson bracket exists
on M , the question arises whether it can be quantized in such a way that
the deformed multiplication µ~ = µ + ~s + ~
2µ2 + · · · is U~(g, r) invariant.
We call an admissible Poisson bracket quantizable if there exists some its
U~(g, r) invariant quantization.
The problem of invariant quantization of Poisson brackets was considered
by many authors, among them are J. Donin, D. Gurevich, S. Khoroshkin,
Sh. Majid, A. Radul, V. Rubtsov, S. Shnider and others.
J. Donin, D. Gurevich and Sh. Majid have considered [9] so called
Drinfeld–Jimbo classical r-matrix which is a particular case of Belavin–
Drinfeld r-matrix. They proved that if the Lie subalgebra k contains a
maximal nilpotent subalgebra, then the Drinfeld–Jimbo classical r-matrix
generates a Poisson bracket on M = G/K, and that there exists a quanti-
zation of this bracket invariant with respect to the Drinfeld–Jimbo quan-
tum group U~(g). J. Donin and D. Gurevich [7] proved that on a semi-
simple orbit of coadjoint representation the Poisson bracket coming from the
Sklyanin–Drinfeld bracket on G is quantizable. J. Donin and S. Shnider
[8] proved that the Drinfeld–Jimbo classical r-matrix generates a Poisson
bracket on any symmetric space, and solved the problem of quantization for
this bracket.
As we mentioned above, J. Donin, D. Gurevich and S. Shnider proved
[10] that if Poisson bracket on a homogeneous manifold admits a U~(g, r)
invariant quantization, it is of necessity of the form s + ρ(r) with s and r
satisfying (1). They have shown that almost any such bracket can be quan-
tized invariantly on any semi-simple orbit of the coadjoint representation.
In the present work, we introduce another class of homogeneous manifolds
containing manifolds which are not necessarily orbits of the coadjoint repre-
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sentation of g. We prove that any manifold in of this class can be equipped
with an essentially unique Poisson bracket which admits a U~(g, r) invariant
quantization.
To describe this class of homogeneous manifolds, fix a Cartan subalgebra
h in g, a simple root base for the corresponding root system and an integer
l > 2. Take a simple root α and denote by k the Lie subalgebra of g generated
by the Cartan subalgebra and by all roots for which the coefficient of α is
divisible by l. Denote by K the subgroup of G corresponding to k and set
Mlα = G/K. The significance of the manifolds Mlα is in the fact that any
quotient of G by a reductive subgroup of maximal rank can be obtained by
taking consequent quotients of homogeneous manifolds of this type, see [13].
We prove that for any Mlα there exists a g invariant bivector field s
satisfying (1). We prove then that for any Belavin–Drinfeld r-matrix r,
the Poisson bracket ρ(r) + s can be quantized in U~(g, r) invariant way. We
produce this quantization in two steps. First, using methods developed from
the techniques of [8], we prove that the ϕ-Poisson bracket s can be quantized
in such a way that the deformed multiplication is invariant under the action of
the group G and obeys some deformed associativity constraint. Then, using
ρ(r), we correct the above deformed multiplication, turning it into a new
multiplication satisfying the usual associativity law. This new multiplication
is invariant under the action of the quantum group U~(g, r). The reason
why we first pass to the category with non-trivial associativity is that while
losing the associativity, we gain G invariance. The next step, passing to the
quantum group symmetry, is achieved by an equivalence of categories. To
construct this equivalence, we prove that there exists an invertible element
F~ ∈ U(g)⊗2[[~]] such that
∆~(x) = F
−1
~
·∆(x) · F~ (2)
for any x ∈ U(g). Here ∆ is the standard comultiplication in U(g) and
∆~ is the comultiplication in the quantum group U~(g, r). This proof is
essentially based on the work [14] by P. Etingof and D. Kazhdan. This two
step method allows us to reduce U~(g, r) invariant quantizations of brackets
s + ρ(r) for different Belavin–Drinfeld r-matrix r to a single quantization
of the ϕ-Poisson bracket s in the category with non-trivial associativity.
The work is organized as follows. In Section 2 we recall some facts about
Hochschild complexes, with special attention to those aspects which are
important for our purposes. In particular, we consider some symmetry prop-
erties of Hochschild complexes.
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In Section 3 we explain how to reduce the problem of associative U~(g, r)
invariant quantization to the problem of non-associative G invariant quan-
tization. Namely, for any Belavin—Drinfeld r-matrix, we construct the
element F~ which follows (2) and gives the equivalence of the categories with
trivial and non-trivial associativity.
In Section 4 we study properties of infinitesimals for G invariant quan-
tization on homogeneous G manifolds in the category with the non-trivial
associativity. We introduce the notion of ϕ-Poisson bracket and show that,
similarly to the case of associative deformation, any G invariant deformation
with non-trivial associativity has a ϕ-Poisson bracket as its infinitesimal.
In Section 5 we prove a general theorem which gives a sufficient condition
for quantizability of ϕ-Poisson brackets.
In Section 6 we introduce the homogeneous manifoldsMlα. We prove that
all manifolds Mlα posses G invariant ϕ-Poisson brackets and give explicit
form for all these brackets. We consider cochain complexes generated by
these brackets and prove that dimensions of some cohomologies is equal to
zero. This allows us to apply the general theorem of Section 5 and prove that
these ϕ-Poisson brackets can be quantized G invariantly in the category with
non-trivial associativity. Applying the results of Section 3, we conclude that
any Poisson bracket s + ρ(r) can be quantized invariantly with respect to
the quantum group U~(g, r) action.
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2 Poisson brackets as infinitesimals
for algebra deformations
In this section we give basic definitions of deformation theory of commutative
algebras, with special attention to the function algebras on manifolds. We
show that the linear term of a formal deformation of commutative algebra is
a Poisson bracket on this algebra. We recall some facts about Hochschild
complexes, stressing their symmetry properties.
Fix an associative commutative C algebra A with unity and denote by µ
the multiplication in A. We denote by C[[~]] the C algebra of formal power
series in a variable ~. All tensor products over C[[~]] are assumed to be
completed in the ~-adic topology.
2.1 Deformations of commutative algebras
Definition 2.1 A C[[~]] algebra (A~, µ~) is called a (formal) deformation of
(A, µ) if
(i) A~ is equal to A⊗ C[[~]] as a topological C[[~]] module;
(ii) A~/~A~ ∼= A as C algebras.
Thus a deformation of A is a topologically free C[[~]] module A[[~]] equipped
with a C[[~]] linear mapping µ~ : A[[~]] ⊗C[[~]] A[[~]] −→ A[[~]] obeying the
associativity law. One can think about µ~ as of a formal series µ0 + µ1~ +
µ2~
2+µ3~
3+ · · · where µi is the C[[~]] linear extension of a C linear mapping
A ⊗ A −→ A. Usually, µ0 is called the initial term of µ~ and µ1 is called
the infinitesimal of µ~. The second condition in the definition means that
µ0 = µ, the original multiplication in A. We are interested in a special kind
of deformations which are called quantizations . Before giving the definition,
we examine some important properties of infinitesimals.
Let (A~, µ~) be a deformation of (A, µ). The associativity of µ~ = µ +
~µ1 + ~
2µ2 + · · · is equivalent to the following infinite system of equations:∑
i+j=n
i,j>0
(
µi ◦ (µj ⊗ id)− µi ◦ (id⊗µj)
)
= 0, n = 0, 1, 2, . . . .
Separating the terms with i = 0 and j = 0, one obtains the above equation
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in the following form:
µ ◦ (id⊗µn)− µn ◦ (µ⊗ id) + µn ◦ (id⊗µ)− µ ◦ (µn ⊗ id) =
=
∑
i+j=n
i,j>1
(
µi ◦ (µj ⊗ id)− µi ◦ (id⊗µj)
)
.
The expression in the left hand side is known as the Hochschild cobound-
ary of µn, and is denoted by dµn. This gives an equivalent form for the
associativity of (A~, µ~):
dµn =
∑
i+j=n
i,j>1
(
µi ◦ (µj ⊗ id)− µi ◦ (id⊗µj)
)
. (3)
For n = 1 one has dµ1 = 0, i.e. the infinitesimal of any deformation is always
a Hochschild cocycle.
Definition 2.2 Two deformations, (A[[~]], µ~) and (A[[~]], µ
′
~
), are equivalent
if there exists a C[[~]] module automorphism u~ of A[[~]] such that
(i) the restriction u0 of u~ to A is the identity map;
(ii) the following diagram is commutative:
A[[~]]⊗ A[[~]] A[[~]]
A[[~]]⊗ A[[~]] A[[~]]
✲
✲
µ~
µ′
~
❄ ❄
u~⊗ u~ u~
2.2 The Hochschild complex
The obstruction theory, which links formal deformations of algebras to Hoch-
schild complexes, was developed by Murray Gerstenhaber in [15], [16],
[17] and [18]. We give here some properties of Hochschild cocycles on com-
mutative algebras. For a given commutative C algebra (A, µ), the Hochschild
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complex on A with coefficients in A is the graded C vector space
C•(A;A) =
⊕
p>0
Hom(A⊗p, A)
together with the coboundary operator d : Cp(A;A) −→ Cp+1(A;A) defined
by
dξ = µ◦(id⊗ξ)+
p∑
k=1
(−1)kξ◦(id⊗k−1⊗µ⊗id⊗p−k)+(−1)p+1µ◦(ξ⊗id). (4)
There are two useful operators on C•(A;A). The first one we denote by
τ and define as
(τ.ξ)(a1, a2, . . . , ap) = (−1)
p(p+1)
2 ξ(ap, ap−1, . . . , a1)
for ξ ∈ Cp(A;A).
Proposition 2.1 The map τ commutes with the coboundary operator on
C•(A;A) and thus induces a cochain complex morphism, which we denote
also by τ . This morphism splits the complex into the direct sum of two sub-
complexes, C•(A;A) = C•+(A;A)⊕C•−(A;A), where C•+(A;A) consists of all
elements ξ with τ.ξ = ξ and C•−(A;A) consists of all elements ξ such that
τ.ξ = −ξ.
Proof: Straightforward. 
These sub-complexes are called the even and the odd part of C•(A;A) re-
spectively. Sometimes we refer to elements of C•+(A;A) as of even parity and
to to elements of C•−(A;A) as of odd parity.
The second operator on C•(A;A) the alternation Alt is defined as
Alt ξ =
1
p!
∑
σ∈Sp
(−1)σξ ◦ Pσ (5)
where ξ ∈ Cp(A;A),Sp is the permutation group of order p, (−1)σ is equal to
+1 if the permutation σ is even and −1 if σ is odd, P is the representation of
Sp in the vector space A
⊗p defined by Pσ(a1⊗. . .⊗ap) = aσ−1(1)⊗. . .⊗aσ−1(p).
An element w ∈ C1(A;A) is called derivation if w(ab) = aw(b) + bw(a)
for all a, b ∈ A (Leibniz rule). Any cocycle in C1(A;A) is a derivation of A
and vice versa.
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Definition 2.3 An element w ∈ Cp(A;A) is called p-derivation if it obeys
the Leibniz rule for each variable, i.e.
w(a1, . . . , a
′
ia
′′
i , . . . , ap) = a
′
iw(a1, . . . , a
′′
i , . . . , ap) + a
′′
i w(a1, . . . , a
′
i, . . . , ap)
for all i = 1, . . . , p.
Proposition 2.2 Any p-derivation is a Hochschild cocycle.
Proof: Straightforward computation. 
Proposition 2.3 Let A be a commutative algebra, ξ ∈ Cp(A;A). Then
Alt (dξ) = 0.
Proof: Using definition (4) and the additivity of operator Alt, one has:
Alt (dξ) = Alt
(
µ ◦ (id⊗ξ) + (−1)n+1µ ◦ (ξ ⊗ id)
)
+
+
n∑
k=1
(−1)k Alt
(
ξ ◦ (id⊗k−1⊗µ ⊗ id⊗p−k)
)
.
The symmetry of µ implies:
ξ ◦ (id⊗k−1⊗µ ⊗ id⊗p−k) = ξ ◦ (id⊗k−1⊗µ⊗ id⊗p−k) ◦ P(k,k+1)
where (k, k+1) is the permutation switching the k-th and (k+1)-th elements
and leaving all the others unchanged. Then
Alt
(
ξ ◦ (id⊗k−1⊗µ⊗ id⊗p−k)
)
= Alt
(
ξ ◦ (id⊗k−1⊗µ⊗ id⊗p−k) ◦ P(k,k+1)
)
=
= −Alt
(
ξ ◦ (id⊗k−1⊗µ⊗ id⊗p−k)
)
so Alt
(
ξ ◦ (id⊗k−1⊗µ⊗ id⊗p−k)
)
= 0 for every k = 1, . . . , n.
It is left to consider the terms Alt
(
µ ◦ (id⊗ξ) + (−1)p+1µ ◦ (ξ ⊗ id)
)
.
Using the symmetry of µ, one has
µ ◦ (ξ ⊗ id)(a1, . . . , ap+1) = µ ◦ (id⊗ξ)(ap+1, a1, . . . , ap)
= µ ◦ (id⊗ξ) ◦ Ppi(a1, . . . , ap+1)
where pi = (1 2 . . . p + 1), the cyclic permutation. Since (−1)pi = (−1)p, one
has Alt (µ ◦ (id⊗ξ) + (−1)p+1µ ◦ (ξ ⊗ id)) = 0. 
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Proposition 2.4 Any skew symmetric Hochschild cocycle is a polyderiva-
tion.
Proof: Let ξ ∈ Cp(A;A) be skew symmetric and suppose dξ = 0. Since ξ is
skew symmetric, it suffices to prove that ξ(a1a2, a3, . . . , ap+1) =
= a1ξ(a2, a3, . . . , ap+1)+a2ξ(a1, a3, . . . , ap+1) for any a1, . . . , ap+1 ∈ A. Direct
computations show that
dξ(a1, a2, a3, . . . , ap+1) + dξ(a2, a1, a3, . . . , ap+1) =
= a1ξ(a2, a3, . . . , ap+1) + a2ξ(a1, a3, . . . , ap+1)− 2ξ(a1a2, a3, . . . , ap+1)+
+ξ(a1, a2a3, . . . , ap+1) + ξ(a2, a1a3, . . . , ap+1)
and (
dξ(a1, a2, ap+1, a3, . . . , ap) + dξ(a2, a1, ap+1, a3, . . . , ap)
)
+
+
(
dξ(ap+1, a1, a2, a3, . . . , ap) + dξ(ap+1, a2, a1, a3, . . . , ap)
)
=
= (−1)p
(
a1ξ(a2, a3, . . . , ap+1) + a2ξ(a1, a3, . . . , ap+1)−
−ξ(a1, a2a3, . . . , ap+1)− ξ(a2, a1a3, . . . , ap+1)
)
.
Therefore
0 = dξ(a1, a2, a3, . . . , ap+1) + dξ(a2, a1, a3, . . . , ap+1)+
+(−1)p
(
dξ(a1, a2, ap+1, a3, . . . , ap) + dξ(a2, a1, ap+1, a3, . . . , ap)+
+dξ(ap+1, a1, a2, a3, . . . , ap) + dξ(ap+1, a2, a1, a3, . . . , ap)
)
=
= 2
(
a1ξ(a2, a3, . . . , ap+1) + a2ξ(a1, a3, . . . , ap+1)− ξ(a1a2, a3, . . . , ap+1)
)
.

Later (see Section 3.4) we shall also use the Hochschild complex for a
non-commutative algebra with coefficients in two-sided modules.
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2.3 The local Hochschild complex
Recall that the ring of differential operators on A = C∞(M) is the associative
algebra generated over A by all derivations A −→ A and all multiplication
operators La : A −→ A, b 7→ ab. A map A⊗p −→ A is called a p-differential
operator on A if it is a differential operator A −→ A with respect to every
its variable. Denote by C˜
p
(A;A) the C space of p-differential operators on
A. The direct sum of these spaces forms the sub-complex (C˜
•
(A;A), d) of
the complex (C•(A;A), d), it is called the local Hochschild complex of A .
We need the local Hochschild complex because we deal actually with the
whole sheaf of function algebras on M rather than with the algebra A of
global sections. Clearly, all propositions of Section 2.2 are valid for the local
Hochschild complex. In particular, this complex can be decomposed into
the sum of even and odd parts, C˜
•
(A;A) = C˜
•
+(A;A) ⊕ C˜
•
−(A;A) where
C˜
•
±(A;A) = C
•
±(A;A) ∩ C˜
•
(A;A).
Denote by Λp(M) the space of all p-vector fields onM , i.e. all p-derivations
A⊗p −→ A.
Theorem 2.1 Let A = C∞(M), θ ∈ Zp(C˜•(A;A), d). Then
(I) Alt θ is a skew symmetric p-derivation on A;
(II) The difference θ − Alt θ is a Hochschild coboundary, i.e. there exists
ξ ∈ C˜p−1(A;A) such that θ − Alt θ = dξ;
(III) The map Alt : Zp(C˜
•
(A;A), d) −→ Λp(M) induces a vector space
isomorphism Hp(C˜
•
(A;A), d) −→ Λp(M).
Proof: The algebraic version of (I) and (II) has been proven byG. Hochschild,
B. Kostant and A. Rosenberg [21]. A proof for A = C∞(M) see in [23],
4.6.1.1. Claim (III) has been proven by J. Vey [33], see also [26]. 
Corollary 2.1 Let θ ∈ Zp(C˜•(A;A), d), then Alt θ = 0 implies that θ is a
Hochschild coboundary.
2.4 Infinitesimal of a deformation
It was shown above that the associativity of a deformation µ~ = µ+~µ1+ · · ·
forces the infinitesimal µ1 to be a Hochschild cocycle. It can be decomposed
as µ1 = µ
+
1 + µ
−
1 ∈ C2+(A;A) ⊕ C2−(A;A) (see Proposition 2.1) with µ−1 =
Altµ1 and µ
+
1 = µ1 − µ−1 .
16
Proposition 2.5 If dµ1 = 0 then both dµ
+
1 = 0 and dµ
−
1 = 0.
Proof: Clearly, dµ1 = 0 implies d (µ1 ◦ P(12)) = 0. On the other hand,
µ+1 =
1
2
(µ1 + µ1 ◦ P(12)) and µ−1 = 12(µ1 − µ1 ◦ P(12)). 
The symmetric part, µ+1 , is responsible for commutative deformations of
(A, µ). For A = C∞(M) any deformation with µ+1 + µ
−
1 as the infinitesi-
mal is equivalent to a deformation with infinitesimal µ−1 as the infinitesimal.
Therefore one can assume from the beginning that µ+1 = 0 i.e. that the in-
finitesimal µ1 is skew symmetric. By Proposition 2.4, dµ1 = 0 implies that
µ1 is a bivector field.
To simplify our considerations, throughout the text we put the following
restriction on any deformation µ~ [27].
Definition 2.4 We say that a deformation µ0 + µ1~ + µ2~
2 + µ3~
3 + · · ·
obeys the Parity Convention if µ2k ∈ C˜2−(A;A) and µ2k+1 ∈ C˜
2
+(A;A).
Lemma 2.1 Let (A~, µ~) be a deformation of commutative algebra A obeying
the Parity Convention. Then its infinitesimal µ1 satisfies the Jacobi identity.
Proof: For n = 2 equation (3) takes the form
µ1 ◦ (µ1 ⊗ id)− µ1 ◦ (id⊗µ1) = dµ2. (6)
The right hand side of (3) is a 3-coboundary. Straightforward computa-
tion with the use of commutativity of A and symmetry of µ2 proves that
dµ2(a, b, c) + Cycl = 0 for any a, b, c ∈ A, where Cycl denotes the terms
obtained by taking of all the cyclic permutations of a, b, c. For the left hand
side of (3), direct computations with the use of the skew symmetry of µ1
show that the expression µ1(µ1(a, b), c)−µ1(a, µ1(b, c))+Cycl is equal to the
left hand side of the Jacobi identity. 
Definition 2.5 A quantization of a commutative algebra (A, µ) with a given
element b ∈ C2−(A;A) is a non-commutative deformation of (A, µ) with b as
the infinitesimal.
The arguments of this section show us that the infinitesimal of any quanti-
zation is of necessity a Poisson bracket.
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3 Equivalence of monoidal categories
related to Drinfeld algebras
In this section we reduce the problem of associative quantization invariant un-
der the Etingof—Kazhdan quantum group U~(g, r) to the problem of non-
associative G invariant quantization. To do this, we consider two monoidal
categories associated to the problem of invariant quantization of function
algebras, and, for any Belavin—Drinfeld r-matrix, we construct the equiv-
alence for these two categories.
Throughout this section, R denotes a commutative associative ring with
unity of characteristic 0 (we shall be interested in cases R = C and R =
C[[~]]). All algebras and modules are defined over R.
3.1 Monoidal categories and Drinfeld algebras
The concept of monoidal category was introduced by J. Be´nabou [4] and
S. Mac Lane [24], see [25], Chapter VII.
Definition 3.1 A monoidal category is a 6-tuple (C,⊗, 1, a, l, r) where C is
a category, ⊗ is a functor C×C −→ C, a is a natural isomorphism of functors
(U, V,W ) 7→ (U ⊗ V ) ⊗W and (U, V,W ) 7→ U ⊗ (V ⊗W ), l is a natural
isomorphism of the functor V 7→ 1 ⊗ V and the identity functor Id, r is a
natural isomorphism of functors V 7→ V ⊗ 1 and Id, and the following two
diagrams are commutative for any U, V,W, S ∈ Obj(C):
((U ⊗ V )⊗W )⊗ S ✲
a
(U ⊗ V )⊗ (W ⊗ S) ✲
a
U ⊗ (V ⊗ (W ⊗ S))
❄
a⊗ id
✻
id⊗a
U ⊗ ((V ⊗W )⊗ S)✲a(U ⊗ (V ⊗W ))⊗ S
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U ⊗ (1⊗ V ) ✲ (U ⊗ 1)⊗ V
❅
❅
❅❘
 
 
 ✠
U ⊗ V
where a over the left upper arrow means aU⊗V,W,S and so on. The isomor-
phism a is called the associativity constraint of C.
Definition 3.2 A monoidal functor from a monoidal category (C,⊗, a) to a
monoidal category (D,⊠,b) is a pair (L,u) where L is a functor C −→ D, u
is a natural transformation from the functor (U, V ) 7→ L(U⊗V ) to (U, V ) 7→
L(U) ⊠ L(V ) such that u ◦ L(lC) = lD, u ◦ L(rC) = rD and the following
diagram is commutative:
L((U ⊗ V )⊗W ) ✲
u
L(U ⊗ V )⊠ L(W ) ✲u⊠ id (L(U)⊠ L(V ))⊠ L(W )
❄
L(a)
❄
b
L(U ⊗ (V ⊗W )) ✲u L(U) ⊠ L(V ⊗W ) ✲id⊠u L(U)⊠ (L(V )⊠ L(W ))
Example 3.1 Let (B,∆, ε) be a bialgebra over C. Consider the category CB
of all modules over B which are of finite dimension as C vector spaces. The
category CB possesses a monoidal structure: for given B modules M and N
one can introduce a B module structure on their tensor product M ⊗N over
C by putting b(m ⊗ n) = ∑ b′m ⊗ b′′n where b ∈ B, m ⊗ n ∈ M ⊗ N and
∆(b) =
∑
b′ ⊗ b′′.
V. G. Drinfeld has generalized the above example in the following way.
Definition 3.3 A Drinfeld algebra is a 6-tuple (B,m, ι,∆, ε,Φ) where (B,m, ι)
is an associative R algebra with a unit map ι : R −→ B, (B,∆, ε) is a coal-
gebra with comultiplication ∆ : B −→ B ⊗R B and counit ε : B −→ R are
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algebra morphisms, Φ ∈ B ⊗R B ⊗R B is an invertible element, and the fol-
lowing conditions are obeyed, where we use the notation a · b = m(a, b):
(i) (id⊗∆) ◦∆(b) · Φ = Φ · (∆⊗ id) ◦∆(b) for any b ∈ B;
(ii) (id⊗ id⊗∆)(Φ) · (∆⊗ id⊗ id)(Φ) = (1⊗ Φ) · (id⊗∆⊗ id)(Φ) · (Φ⊗ 1);
(iii) (ε⊗ id) ◦∆ = id = (id⊗ε) ◦∆;
(iv) (id⊗ε ⊗ id)(Φ) = 1.
The element Φ is called the Drinfeld associator of B. The condition (ii) is
called the pentagon or Mac Lane identity for Φ.
Example 3.2 The trivial associator, Φ = 1⊗ 1⊗ 1, obeys all the conditions
of Definition 3.3. In this case B is a usual coassociative bialgebra.
Remark 3.1 We did not put the antipode ([1],Chapter 2, Subsection 1.2) in
the above definition, because we will not referring to it in any of our results.
Yet in the main example, the QUE Drinfeld algebra (Definition 3.9) the
antipode exists as a deformation of the standard antipode on U(g).
Drinfeld algebras were introduced in [12] under the name quasi Hopf al-
gebras . For a given Drinfeld algebra (B,Φ) over R, denote by DB the
category of B modules which are free R modules of finite rank. Note that
DB is a sub-category of the category DR. In particular, one can consider in
DB tensor products over R.
Proposition 3.1 The category DB possesses a monoidal structure with as-
sociativity constraint defined by Φ.
Proof: Consider the usual tensor product (U, V ) 7→ U ⊗R V over R in DB.
One can equip U ⊗R V with a B-action by setting b.(u⊗ v) = ∆(b) · (u⊗ v)
for any b ∈ B, u ∈ U, v ∈ V . Denote this B module by U ⊗B V .
Write Φ as
∑
Φ
′ ⊗ Φ′′ ⊗ Φ′′′ and for any u ∈ U, v ∈ V, w ∈ W define
aUVW
(
(u⊗ v)⊗ w
)
=
∑
(Φ
′ · u)⊗
(
(Φ
′′ · v)⊗ (Φ′′′ · w)
)
.
One can check that (DB,⊗B, a) is a monoidal category. 
The difference between Drinfeld algebras and the usual bialgebras is that
the associativity constraint in the category of modules over a Drinfeld alge-
bra is in general non-trivial. We shall quantize in a category over a Drinfeld
algebra, i.e. we shall look for a Φ-associative deformed multiplication rather
than for a multiplication with the ordinary associativity.
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Definition 3.4 Monoidal categories C and D are called equivalent if there
exist two monoidal functors, F : C −→ D and G : D −→ C such that the
both compositions of F and G are naturally equivalent to the corresponding
identity functors.
Theorem 3.1 Let (B,∆,Φ) be a Drinfeld algebra, F ∈ B⊗RB an invertible
element. Define ∆˜ and Φ˜ by ∆˜(b) = F · ∆(b) · F−1 for all b ∈ D and
Φ˜ = (1⊗F ) ·(id⊗∆)(F ) ·Φ ·(∆⊗ id)(F−1) ·(F ⊗1)−1. Then (B,m, ι, ∆˜, ε, Φ˜)
is also a Drinfeld algebra and the categories DB and DB˜ are monoidally
equivalent.
Proof: See [12]. 
Note that gauge transform is called in [12] the twisting by F .
Definition 3.5 The Drinfeld algebra (B,m, ι, ∆˜, ε, Φ˜) of Theorem 3.1 is
called a gauge transformation of (B,m, ι,∆, ε,Φ) determined by F . Two
Drinfeld algebras are called gauge equivalent if there exists a gauge transfor-
mation from one to the other.
Theorem 3.1 states that if two Drinfeld algebras are gauge equivalent then
the corresponding monoidal categories are equivalent. The equivalence is
given by the pair (Id, F ).
3.2 Monoids in a category and invariant multiplica-
tions
The monoidal structure in a category makes it possible to construct algebra-
like objects in it. In the category DB, the corresponding multiplication is
called B invariant.
Definition 3.6 A monoid in a monoidal category (C,⊗, 1, a) is a triple
(A, µ, η) where A ∈ Obj(C), µ : A ⊗ A −→ A, and η : 1 −→ A are ar-
rows of C, and the following three diagrams are commutative:
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(A⊗ A)⊗A A⊗A
A⊗ (A⊗ A) A⊗A
✲
✲
µ⊗ idA
idA⊗µ
A
❄
❅
❅❘
 
 ✒
a
µ
µ
1⊗ A A⊗ A✲
η ⊗ id
A
❄ µ
 
 
 
 
 ✠
A⊗ 1 A⊗A✲
id⊗η
A
❄ µ
 
 
 
 
 ✠
Example 3.3 Let B be a bialgebra. Then a monoid (A, µ) in the category
DB is a usual associative B algebra with invariance property x.µ(a, b) =
µ(x
′
a, x
′′
b), where ∆(x) =
∑
x
′ ⊗ x′′ .
Example 3.4 Let (B,∆,Φ) be a Drinfeld algebra where Φ =
∑
ΦΦ
′ ⊗
Φ′′ ⊗ Φ′′′. Then a monoid (A, µ) in DB is a B algebra with a multiplication
a · b = µ(a⊗ b) obeying
(a · b) · c =
∑
Φ
Φ′a · (Φ′′b · Φ′′′c)
rather than the usual associativity. Also this can be written as µ ◦ (µ⊗ id) =
µ◦(id⊗µ)◦Φ where Φ is considered as a left multiplication operator. We call
the multiplication law of such A a B invariant multiplication or Φ-associative
multiplication.
Definition 3.7 Let g be a Lie algebra, U(g) the universal enveloping algebra
of g, Φ ∈ U(g)⊗3 an element satisfying the conditions of Definition 3.3. Any
multiplication in monoid in the category D(U(g),Φ) we call g invariant.
Example 3.5 Consider U(g) as a Drinfeld algebra with the trivial asso-
ciator. The algebra (A, µ) of C∞ functions on M is U(g) invariant if and
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only if x ◦ µ = µ ◦∆(x) for any x ∈ U(g) considering as a differential oper-
ator on A. Since the comultiplication ∆ is an algebra (U(g), m) morphism,
it suffices to check the above identity on elements of any set of generators
of U(g). For instance, one can take elements of the Lie algebra g itself:
x(ab) = µ (∆(x).(a⊗ b)) = µ ((x⊗ 1 + 1⊗ x).(a⊗ b)) = x(a)b+ax(b). Thus
the multiplication µ is g invariant if and only if elements of g act on A by
derivations.
3.3 Belavin—Drinfeld r-matrices and QUE Drinfeld
algebras
Let g be a complex simple Lie algebra. It is well known that the g invariant
elements of
∧3
g form a one dimensional subspace. A base is given by the
element ϕ representing x ⊗ y ⊗ z 7→ ([x, y], z) where ( · , · ) is the Killing
form in g.
Definition 3.8 The equation [[r, r]] = ϕ is called the modified classical Yang—
Baxter equation. Any solution of it is called a Belavin—Drinfeld r-matrix
on g .
Example 3.6 Let Ω+ be a system of positive roots for g, Xα corresponding
root vectors satisfying (Xα, X−α) = 1. Then the element of
∧2
g defined by
r =
∑
α∈Ω+
Xα ∧X−α
is a Belavin—Drinfeld r-matrix. This element is called the Drinfeld—Jimbo
r-matrix and is the most important example of a Belavin–Drinfeld r-
matrix.
All solutions for the modified classical Yang—Baxter equation were found
by A. A. Belavin and V. G. Drinfeld [2], [3]. The significance of Belavin—
Drinfeld r-matrices in the fact [11] that any such element r ∈ ∧2 g deter-
mines a Lie algebra structure on the dual vector space g∗. This structure
is consistent with the Lie bracket on g, i.e. r is a Chevalley–Eilenberg
2-coboundary. The pair (g, r) is called a Belavin—Drinfeld Lie bialgebra.
A Belavin—Drinfeld r-matrix is a natural initial term for a coalgebra de-
formation, as a Poisson structure is a natural initial term for an algebra
deformation.
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Remark 3.2 It follows from the M. Gerstenhaber’s obstruction theory [15]
that since H2(U(g); U(g)) = 0 for g semisimple, there are no non-trivial
deformations of the multiplication in the universal enveloping algebra U(g).
Definition 3.9 A deformation (U(g)[[~]], m, ι,∆~, ε,Φ~) of the Drinfeld al-
gebra (U(g), m, ι,∆, ε, 1 ⊗ 1 ⊗ 1) is called a quantized universal enveloping
(QUE) Drinfeld algebra. A quantization of a Belavin—Drinfeld Lie bialge-
bra (g, r) is a QUE Drinfeld algebra with the deformed comultiplication of
the form ∆~(x) = ∆(x) + ~[∆(x), r] + · · · .
Note that we have a normalized form in which the multiplication is unde-
formed, which is always possible by Remark 3.2.
3.4 Uniqueness of Drinfeld quantization for g simple
and existence of F~ for any Belavin–Drinfeld in-
finitesimal
For a given Lie algebra g, denote by H•CE
(
g; U(g)⊗2
)
its Chevalley–Eilen-
berg cohomology module and by H•Hoch
(
U(g); U(g)⊗2
)
its Hochschild co-
homology module. To construct the Chevalley–Eilenberg complex, one
uses the action (X, v) 7→ [∆(X), v] = ∆(X)v − v∆(X) of g on U(g)⊗ U(g),
while in the Hochschild complex the right and left actions determined by
the standard comultiplication ∆ on U(g) are utilized.
Lemma 3.1 Let g be a finite dimensional Lie algebra. Then H1CE
(
g; U(g)⊗2
)
=
0 implies H1Hoch
(
U(g); U(g)⊗2
)
= 0.
Proof: The restriction ξ˜ to g of a Hochschild 1-cocycle ξ : U(g) −→
U(g)⊗ U(g) is a Chevalley–Eilenberg cocycle. Indeed, dHξ = 0 implies
ξ(XY ) = ∆(X)ξ(Y ) + ξ(X)∆(Y ) for any X, Y ∈ g. (7)
The relation XY −Y X− [X, Y ] = 0 in U(g) (where [X, Y ] is the Lie bracket
in g) implies ξ([X, Y ]) = ξ(XY )− ξ(Y X). Substituting this expression with
(7), one has
ξ([X, Y ]) = ∆(X)ξ(Y )− ξ(Y )∆(X) + ξ(X)∆(Y )−∆(Y )ξ(X)
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for any X, Y ∈ g, that is, ξ is a Chevalley–Eilenberg cocycle.
The above considerations together with the condition H1CE
(
g; U(g) ⊗
U(g))
)
= 0 imply that there exists η ∈ U(g)⊗U(g) such that dCEη = ξ˜ i.e.
such that ∆(X)η − η∆(X) = ξ˜(X) for any X ∈ g. The element η can be
considered also as a Hochschild 0-cochain with dHη(x) = ∆(x)η − η∆(x).
Therefore dHη(X) = dCEη(X), and also dHη(X) = ξ(X) for any X ∈ g.
Since both ξ and dHη are Hochschild cocycles, they obey the condi-
tion (7). Combining (7) with the fact that g generates the associative alge-
bra U(g), one concludes that ξ˜ can be extended uniquely to a Hochschild
cocycle, and that dHη(x) = ξ(x) for all x ∈ U(g). Thus any cocycle in
C1Hoch
(
U(g); U(g)⊗2
)
can be resolved. 
Lemma 3.2 Let δ : A −→ B is a homomorphism of two algebras, δ~ :
A[[~]] −→ B[[~]] a deformation of δ = δ0. Consider the structure of two-sided
A module on B determined by δ and suppose H1Hoch(A;B) = 0. Then there
exists an invertible element F~ ∈ B[[~]] such that δ(x) = F~ · δ~(x) · F−1~ for
any x ∈ A[[~]].
Proof: Obviously, the element 1+~kfk is invertible in B[[~]] for any fk ∈ B.
Put δ(1) = δ~ and prove that for any k = 1, 2, . . . one can find an element
fk ∈ B such that each algebra homomorphism A[[~]] −→ B[[~]] defined by
δ(k+1)(a) = (1 + ~fk)δ
(k)(a)(1 + ~fk)
−1 is of the form δ + ~k+1δ
′′
k+1 + · · · .
Indeed, gathering all the terms with ~k the equation (1+~kfk)(δ(a)+~
kδ
′
k+
~k+1δk+1+ · · · ) = (δ(a)+~k+1δ′′k+1+ · · · )(1+~kfk), one obtains the equation
fkδ(a) − δ(a)fk = −δ′k(a) for fk. One checks readily that the left hand side
of this equation is equal to − dfk(a) where d is the Hochschild cobound-
ary operator. Thus the equation for fk is of the form dfk = δ
′
k. Since
H1Hoch(A;B) = 0, the equation has a solution if δ
′
k is a Hochschild co-
cycle, which is the case since δ(k) = δ + ~kδ
′
k + · · · is multiplicative, i.e.
δ(k)(ab) = δ(k)(a)δ(k)(b) for any a, b ∈ A. For δ′k, this gives the property
δ
′
k(ab) = δ(a)δ
′
k(b) + δ
′
k(a)δ(b) which exactly means that δ
′
k is a Hochschild
cocycle. Finally, denote by F~ = Π(1⊗ 1 + ~ifi), the infinite product on the
left. 
Proposition 3.2 Let g be a semisimple complex Lie algebra, ∆~ : U(g)[[~]] −→
U(g)⊗2[[~]] a deformation of the standard comultiplication ∆ on U(g). Then
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there exists an invertible element F~ ∈ U(g)⊗2[[~]] such that ∆~(x) = F−1~ ·
∆(x) · F~ for any x ∈ U(g)[[~]].
Proof: It is well known that for g semi-simple and for any g module V one
has H1CE(g;V ) = 0 (see for instance [30], Lecture 19, Corollary 1). Therefore
H1CE
(
g,U(g)⊗2
)
= 0, and by Lemma 3.1, this implies H1Hoch
(
U(g),U(g)⊗2
)
=
0. Now one can apply Lemma 3.2 to the case when B = U(g)⊗U(g), δ = ∆
and δ~ = ∆~. 
P. Etingof and D. Kazhdan have proven [14] that any Lie bialgebra
can be quantized. For a Belavin–Drinfeld Lie bialgebra (g, r) this means
that there exists a bialgebra deformation U~(g, r) = (U(g)[[~]],∆~) with un-
deformed multiplication (see Remark 3.2) and comultiplication ∆~ of the
form ∆~(x) = ∆(x) + ~[∆(x), r] + · · · . We shall call U~(g, r) the Etingof–
Kazhdan quantum group corresponding to r. In this case, the element F~ of
Proposition 3.2 is of the form F~ = 1⊗ 1 + 12~r + · · · .
Proposition 3.3 Let Φ~ ∈ U(g)⊗3 be an invertible element Φ~ ≡ 1 (mod ~2)
satisfying the Pentagon Identity. Then there exists a gauge transformation
making Φ~ into Φ˜~ ≡ 1 + ~2ϕ (mod ~3) for some ϕ ∈
∧3
g. If Φ~ satisfies
Φ~ · ∆3(x) · Φ−1~ = ∆3(x) for the standard comultiplication ∆ and for all
x ∈ U(g) then the element ϕ is g invariant.
Proof: We use the Cartier cochain complex
C −→ U(g) dC−→ U(g)⊗2 dC−→ U(g)⊗3 −→ · · · ,
dC = 1⊗ id⊗p+
p∑
k=1
(−1)k id⊗(k−1)⊗∆⊗ id⊗k+(−1)k+1 id⊗p⊗1.
Let Φ~ = 1 + ~
2ψ + · · · . Putting together all the terms of the pentagon
identity for (∆~,Φ~) which are quadratic in ~, and using ∆~(1) = 1⊗ 1, one
obtains dCψ = 0. It is well known (see for example [12], Proposition 2.2) that
the cohomology module for the Cartier complex is equal to Λ(g). Thus there
exist ϕ ∈ ∧3 g and f ∈ U(g)⊗2 such that ψ = ϕ + dCf . Take F˜~ = 1 + ~2f
and Φ˜~ = (F˜~⊗1) · (∆~⊗ id)(F˜~) ·Φ~ · (id⊗∆~)(F˜~
−1
) · (1⊗ F˜~)−1. Obviously,
Φ˜~ ≡ 1 + ~2ϕ (mod ~3).
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Suppose now that Φ˜~ · ∆3(x) · Φ˜~
−1
= ∆3(x) for all x ∈ U(g). Taking
the terms with ~2 in this equation, one obtains ϕ ·∆3(x) = ∆3(x) ·ϕ for any
x ∈ U(g) which is an expression for the g invariance of ϕ. 
The following theorem follows from results in [12].
Theorem 3.2 Let r be a Belavin–Drinfeld r-matrix, U~(g, r) the correspond-
ing Etingof–Kazhdan quantum group, m and ∆ the standard multiplication
and comultiplication on U(g) respectively. Then there exists an invertible g
invariant element Φ~ ∈ U(g)⊗3[[~]] such that
(I) (U(g)[[~]], m,∆,Φ~) is a Drinfeld algebra;
(II) Φ~ ≡ 1 + ~2ϕ (mod ~3) where 0 6= ϕ ∈ (
∧3
g)g;
(III) There exists an element F~ = 1 + ~r + · · · which defines a gauge
equivalence between U~(g, r) and (U(g)[[~]], m,∆,Φ~). Therefore the module
categories corresponding to U~(g, r) and (U(g)[[~]], m,∆,Φ~) are equivalent
as monoidal categories.
Proof: First we prove that there exists an element Φ~ ∈ U(g)⊗3[[~]] satisfy-
ing Φ~ ≡ 1 (mod ~2) and such that (U(g)[[~]],∆,Φ~) is a Drinfeld algebra,
gauge equivalent to U~(g, r).
By Proposition 3.2, there exists F~ such that F
−1
~
·∆(x) ·F~ = ∆~(x). In
our case, ∆~ is coassociative, that is,
(∆~⊗ id) ◦∆~ = (id⊗∆~) ◦∆~. (8)
Using multiplicativity of ∆, one has for the left hand side of (8):
(∆~⊗ id)(∆~(x)) = (F~⊗ 1)−1 · (∆⊗ id)(∆~(x)) · (F~⊗ 1) =
= (F~⊗ 1)−1 · (∆⊗ id)(F−1~ ·∆(x) · F~) · (F~⊗ 1) =
= (F~⊗ 1)−1 · (∆⊗ id)(F−1~ ) ·∆3(x) · (∆⊗ id)(F~) · (F~⊗ 1)
where the notation ∆3 = (∆⊗ id) ◦∆ is used. Similarly, the right hand side
of (8) is of the form (1⊗F~)−1 · (id⊗∆)(F−1~ ) ·∆3(x) · (id⊗∆)(F~) · (1⊗F~)
since (∆ ⊗ id) ◦∆ = (id⊗∆) ◦∆. Put Φ~ = (id⊗∆)(F~) · (1 ⊗ F~) · (F~ ⊗
1)−1 · (∆ ⊗ id)(F−1
~
). Clearly, Φ~ satisfies Φ~ · ∆3(x) · Φ−1~ = ∆3(x) for
all x ∈ U(g)[[~]]. Considering (U(g)[[~]],∆~) as a Drinfeld algebra with the
trivial associator and using Theorem 3.1, one concludes that (U(g)[[~]],∆,Φ~)
is also a Drinfeld algebra.
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We prove that Φ~ has no linear term in ~. Recall that F~ ≡ 1 ⊗ 1 +
~r (mod ~2), thus F−1
~
≡ 1⊗1−~r (mod ~2). Using the standard notation
(1⊗ r = r23, r ⊗ 1 = r12 and r13 =∑ ai ⊗ 1⊗ bi for r =∑ ai ⊗ bi) and the
fact that r ∈ g⊗g, one has (id⊗∆)(r) = r12+r13 and (∆⊗ id)(r) = r13+r23.
Hence the linear in ~ term of Φ~ is equal to r
12+r13+r23−r12−r13−r23 = 0.
Combining this with Proposition 3.2, Proposition 3.3 and Theorem 3.1,
one completes the proof. 
Remark 3.3 As we mentioned above, the gauge transformation F~ = 1⊗1+
~r + · · · from U~(g, r) to (U(g)[[~]], m,∆,Φ~) establishes a monoidal equiva-
lence between C = D(U(g)[[~]],m,∆,Φ~) and C
′
= D(U(g)[[~]],m,∆~ ,Id⊗3). If (A[[~]], µ~)
is an algebra in C then the corresponding algebra in C
′
is (A[[~]], µ~ ◦ F~). In
explicit terms, if µ~ = µ+ ~µ1 + · · · then µ~ ◦ F~ = µ+ ~(µ1 + r) + . . . .
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4 Infinitesimals for U~(g, r) invariant quanti-
zations
Let G be a connected simple Lie group over C, g the Lie algebra of G. In this
section we study properties of infinitesimals for G invariant quantization of
function algebras on homogeneous manifolds in the category with Drinfeld
associator Φ~. We show that, similarly to the case of associative deformation,
any Φ~-associative deformation has as infinitesimal a bracket obeying the
Leibniz rule and a weak version of the Jacobi identity.
Throughout the section, M denotes a homogeneous G manifold, thus
it is isomorphic to G/K for some closed Lie subgroup K of G. We fix a
reductive closed subgroup K and denote by k its Lie algebra. By Λ(M) =⊕
p>0Λp(M) we denote the exterior C
∞(M) algebra of vector fields on M .
For a gmodule V , we denote by V g the set of all g invariant elements of V , i.e.
V g = {v ∈ V |X.v = 0 for all X ∈ g}.
4.1 Invariant polyvector fields on a homogeneous man-
ifold
We show here how to construct polyvector fields on M = G/K starting from
elements of
∧p
g and
∧p
g/k.
Taking θ ∈ (∧p g/k)k, one can construct a p-vector field λG(θ) on G in
the following way. Using reductivity of k, we choose a k invariant subspace m
of g, complement to k. Then lift θ to θ ∈ (∧p g)k and put (λG(θ))g = (Lg)∗θ,
where Lg : G −→ G is the left translation x 7→ gx. The field λG(θ) is left G
invariant. It is also right K invariant, thus it is projectable on M = G/K.
Set λM(θ) = pi∗(λG(θ)) where pi is the natural projection G −→ G/K. The
field λM(θ) on M is G invariant. We shall denote the C
∞(M) module of all
g invariant p-vector fields on M by Λgp(M).
Proposition 4.1 Any g invariant polyvector field onM is of the form λM(θ)
for some θ ∈ (∧p g/k)k.
Proof: A g invariant polyvector field is fully determined by its value at
an arbitrary point m ∈ M . There is a natural vector space isomorphism
between the quotient g/k and the tangent space TmM . This isomorphism
induces an isomorphism between
∧p
g/k and
∧pTmM . Thus any g invariant
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p-vector field is generated by some element of
∧p
g/k. On the other hand,
to be projectable, this element of
∧p
g/k must be k invariant. (See also [29],
1.4.6). 
In a similar way, consider an element ψ ∈ ∧p g and put (ρG(ψ))g = (Rg)∗ψ
for any g ∈ G, where Rg : G −→ G is the right translation x 7→ xg. By its
definition, ρG(ψ) is G invariant from the right. In particular, it is K invariant
from the right. This makes it projectable on M , denote the corresponding
polyvector field by ρM(ψ). Note that the field ρM (ψ) is not necessarily g
invariant.
4.2 The Schouten bracket
Definition 4.1 Let Λ(a) be the exterior algebra of a Lie algebra a. The
Schouten bracket on Λ(a) is a C bilinear mapping Λp(a)×Λq(a) −→ Λp+q−1(a)
defined by
[[X1 ∧ . . .∧Xp, Y1 ∧ . . .∧ Yq]] =
∑
i,j
(−1)i+j [Xi, Yj] ∧X1 ∧ . . . Xˆi . . . Yˆj . . .∧ Yq
where [X, Y ] is the Lie bracket on a and the notation Xˆi means that Xi is
omitted in the summand.
In particular, putting a = Vect(M), the Lie algebra of vector fields on M ,
one obtains the bracket Λp(M)×Λq(M) −→ Λp+q−1(M) of polyvector fields,
introduced by J. A. Schouten in [31]. Interpreting polyvectors onM as poly-
derivations of the function algebra A = C∞(M), one can give an equivalent
definition of their Schouten bracket [27], [34]. We give here the correspond-
ing formulas for two particular cases which are important for us.
Let ξ, η ∈ Λ2(M), then the Schouten bracket [[ξ, η]] is a 3-vector field
acting on a triple a⊗ b⊗ c ∈ A⊗3 as follows:
[[ξ, η]](a, b, c) = ξ(η(a, b)c) + η(ξ(a, b), c) + Cycl
where Cycl denotes taking of all the cyclic permutations of a, b, c. Using this
presentation of Schouten bracket, we prove that
[[ξ, η]] = 3Alt
(
ξ ◦ (η ⊗ id) + η ◦ (ξ ⊗ id)
)
. (9)
32
Indeed, by using the definition of the operator Alt and the skew symmetry
of ξ and η, one obtains:
Alt
(
ξ ◦ (η ⊗ id)
)
(a, b, c) =
1
6
(
ξ (η(a, b), c)− ξ (η(b, a), c) +
+ ξ (η(b, c), a)− ξ (η(c, b), a) +
+ ξ (η(c, a), b)− ξ (η(a, c), b)
)
=
=
1
3
(
ξ (η(a, b), c) + ξ (η(b, c), a) + ξ (η(c, a), b)
)
=
=
1
3
(
ξ (η(a, b), c) + Cycl
)
.
In the same way, Alt
(
η ◦ (ξ ⊗ id)
)
(a, b, c) = 1
3
(
η (ξ(a, b), c) + Cycl
)
, which
proves (9).
For ξ ∈ Λ2(M), υ ∈ Λ3(M), one has
[[ξ, υ]] = 2Alt
(
ξ ◦ (υ ⊗ id)− υ ◦ (ξ ⊗ id⊗ id) + (10)
+ υ ◦ (id⊗ξ ⊗ id)− υ ◦ (id⊗ id⊗ξ) + ξ ◦ (id⊗υ)
)
.
The following proposition will be useful for cohomological calculations.
Proposition 4.2
(I) Let θ, υ ∈ Λk(g/k), then [[λM(θ), λM(υ)]] = λM([[θ, υ]]).
(II) Let θ, υ ∈ Λ(g), then [[ρM (θ), ρM(υ)]] = −ρM ([[θ, υ]]).
(III) Let θ ∈ Λ(g), υ ∈ Λk(g), then [[ρM(θ), λM(υ)]] = 0.
The left-hand side of each formula is the Schouten bracket of polyvector
fields on M while the right-hand side contains the Schouten bracket on
Λ(g).
Proof: First we consider polyvector fields generated on the group G and
then pass to the manifold M = G/K. Using Definition 4.1, one sees that the
Schouten brackets in Λ(g) and in Λ(G) defined by the Lie bracket in g and
the commutator of left invariant vector fields on G correspondingly. Since the
Lie bracket in g generated by the commutator of left invariant vector fields
on G, one has λG([X, Y ]) = [λG(X), λG(Y )] for X, Y ∈ g/k and ρG([X, Y ]) =
−[ρG(X), ρG(Y )] for X, Y ∈ g. Thus λG([[θ, υ]]) = [[λG(θ), λG(υ)]] for θ, υ ∈
Λk(g/k) and ρG([[θ, υ]]) = −[[ρG(θ), ρG(υ)]] for θ, υ ∈ Λ(g). This implies the
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second claim of the proposition immediately. To complete the proof of the
first claim, note that if θ and υ are k invariant then the same true for [[θ, υ]].
Indeed, it is easy to check that for any X ∈ k one has X.[[θ, υ]] = [[X.θ, υ]] +
[[θ,X.υ]]. Thus for the polyvector fields λG(θ) and λG(υ) projectable their
Schouten bracket [[ρG(θ), ρG(υ)]] is projectable too. This completes the proof
for (I).
The third claim is obvious since left and right invariant vector fields on
G are always commuting. 
4.3 ϕ-Poisson brackets
We showed in Section 2 that the infinitesimal element of an algebra deforma-
tion of C∞(M) is necessarily a bivector field on M . A bivector field obeying
the Jacobi identity is a Poisson bracket. We introduce here a bracket on a
homogeneous manifold which is an analog of Poisson bracket for the cate-
gory with non-trivial associator Φ. Fix a non-zero element ϕ˜ ∈ (∧3 g)g and
put ϕ = λM(ϕ˜).
Definition 4.2 Let M be a G-manifold. A skew symmetric biderivation
{·, ·} : C∞(M)⊗2 −→ C∞(M) is called a ϕ-Poisson bracket on M if for any
f, g, h ∈ C∞(M) one has
{{f, g}, h}+ {{h, f}, g}+ {{g, h}, f} = ϕ(f, g, h).
Proposition 4.3 Let υ ∈ Λ2(M), then the expression [[υ, υ]] is the left-hand
side of the Jacobi identity for the bracket corresponding to υ.
Proof: Straightforward computation. 
Thus υ ∈ Λ2(M) corresponds a ϕ-Poisson bracket on M if and only if
[[υ, υ]] = ϕ. It determines a Poisson structure if and only if ϕ = λM(ϕ˜) = 0.
It will be shown in Section 6 that using an appropriate r-matrix bivector
field, one can turn any manifold with ϕ-Poisson bracket into a Poisson
manifold. (It is crucial that the 3-vector fields λM(ϕ˜) and ρM(ϕ˜) coincide
andG invariant.) Moreover, J. Donin, D. Gurevich and S. Shnider recently
proved ([10], Proposition 2.2.) that the infinitesimal of any U~(g, r) invariant
quantization is always of the form s + r where s is a ϕ-Poisson bracket,
r = ρM(r˜) and r˜ is a Belavin–Drinfeld r-matrix.
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5 Quantization of ϕ-Poisson manifolds
In this section we give a sufficient condition for existence for a given ϕ-
Poisson bracket s on M a G invariant Φ~-associative deformation of the
multiplication in C∞(M) with s as the infinitesimal.
As above, G denotes a simple Lie algebra over C with the Lie algebra,
K a connected closed Lie subgroup of G, k the Lie algebra of K. By s we
always denote a ϕ-Poisson bracket on M = G/K generated by an element
s˜ ∈ (∧2 g)k as it was explained in Section 4.1.
5.1 The complex (Λ˜(M), ds)
For a ϕ-Poisson bracket s ∈ Λg2(M) set ds(υ) = [[s, υ]], υ ∈ Λg(M).
Proposition 5.1 (Λg(M), ds) is a cochain complex.
Proof: We need to prove that ds◦ds = 0. Take υ ∈ Λgp(M), then υ = λM(υ˜)
for some υ˜ ∈ (∧p g/k)k (see Section 4.1). We denote by [[ ·, · ]] the Schouten
brackets both on Λg(M) and on Λk(g/k). Thus ds(υ) = λM([[s˜, υ˜]]), so it
suffices to prove that [[s˜, [[s˜, υ˜]]]] = 0 for any υ˜ ∈ (∧p g)k. One checks easily
that [[s˜, [[s˜, υ˜]]]] = 1
2
[[[[s˜, s˜]], υ˜]] = 1
2
[[ϕ˜, υ˜]] where ϕ˜ a g invariant element of
∧3
g.
All this implies that ds(ds(υ)) =
1
2
[[ϕ, υ]] where ϕ = λM(ϕ˜). Note that also
ϕ = ρM (ϕ˜) thus, by Proposition 4.2(III), [[ϕ, υ]] = 0. 
Now, take a G invariant field υ = λM(υ˜) on M , then one has ds(υ) =
λM([[s˜, υ˜]]). Thus the cochain complexes (Λ
g(M), ds) and (Λ
k(g/k), [[s˜, · ]])
are isomorphic.
Suppose Λ(g) possesses an involution θ : Λ(g) −→ Λ(g) such that θ(ω˜) =
(−1)p+1ω˜ if ω˜ ∈ ∧p g. Since θ(s˜) = −s,the set of all elements with prop-
erty θ(ω˜) = ω˜ forms a sub-complex of
(
Λk(g/k), ds
)
which we denote by(
Λk,θ(g/k), [[s˜, ·]]). The corresponding sub-complex of (Λg(M), ds) we denote
by
(
Λ˜(M), ds
)
.
5.2 Effect of Drinfeld associator
We prove here that the presence of the Drinfeld associator Φ~ of Theo-
rem 3.2 does not affect substantially the cohomological construction of the
deformed multiplication µ~. The reason is basically that Φ~ begins with
1⊗ 1⊗ 1 and has no term with ~, so it does not change the infinitesimal.
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Let µn−1
~
be a g invariant C[[~]] linear mapping A[[~]]⊗RA[[~]] −→ A[[~]] of
the form µn−1
~
= µ +
∑n−1
k=1 ~
kµk. (The pair (A[[~]], µ
n−1
~
) is a not necessary
associative algebra over C[[~]].
Lemma 5.1 Set BΦ(µ) = µ ◦ (µ ⊗ id) − µ ◦ (id⊗µ) ◦ Φ and suppose that
BΦ~(µ
n−1
~
) ≡ 0 (mod ~n). Then the following congruences are valid modulo
~n+2:
BΦ~(µ
n−1
~
) ◦ Φ−1
~
≡ BΦ~ (µn−1~ );
BΦ~(µ
n−1
~
) ◦ (id⊗∆⊗ id)(Φ~) ◦ (Φ⊗ id) ≡ BΦ~ (µn−1~ );
BΦ~(µ
n−1
~
) ◦ (id⊗µn−1
~
⊗ id) ◦ (Φ~⊗ id) ≡ BΦ~ (µn−1~ ) ◦ (id⊗µn−1~ ⊗ id);
BΦ~(µ
n−1
~
)◦(id⊗ id⊗µn−1
~
)◦(∆⊗ id⊗ id)(Φ~) ≡ BΦ~ (µn−1~ )◦(id⊗ id⊗µn−1~ ).
Proof: The congruence BΦ~ (µ
n−1
~
) ≡ 0 (mod ~n) implies
BΦ~ (µ
n−1
~
) ≡ ~nη + ~n+1ξ (mod ~n+2) (11)
for some η, ξ ∈ C˜3(A;A). The formal power series Φ~ has 1 ⊗ 1 ⊗ 1 as the
initial term, and it has no linear term. Its formal inverse, Φ−1
~
, is of the same
form. Thus
(~nη + ~n+1ξ) ◦ Φ~ ≡ ~nη + ~n+1ξ
(
mod ~n+2
)
(~nη + ~n+1ξ) ◦ Φ−1
~
≡ ~nη + ~n+1ξ (mod ~n+2) .
Hence the left hand side of (11) will also not be changed after taking the
composition with any algebraic expression containing Φ~ or Φ
−1
~
. 
Denote by d the operator A[[~]]⊗p −→ A[[~]]⊗(p+1) defined by formula (4)
with µn−1
~
instead of µ. It is a polynomial in ~ with the Hochschild cobound-
ary operator d (defined by µ) as the initial term: d= d+~ d1 + ~
2 d2 + · · ·+
~n−1 dn−1. In what follows we need the explicit formula for d1:
d1ξ = s◦(id⊗ξ)+
p∑
k=1
(−1)kξ ◦(id⊗(k−1)⊗s⊗ id⊗(p−k))+(−1)p+1s◦(ξ⊗ id).
(12)
The operator d is not a differential, since d◦ d 6= 0. However, using the fact
that µn−1
~
is associative modulo ~2, we prove the following lemma.
Lemma 5.2 Let µn−1
~
be g invariant and let BΦ~ (µ
n−1
~
) ≡ 0 (mod ~n).
Then dBΦ~ (µ
n−1
~
) ≡ 0 (mod ~n+2).
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Proof: For this proof we set the following notation: B = BΦ~ (µ
n−1
~
), µ =
µn−1
~
and Φ~ = Φ. The sign ≡ will denote the congruence modulo ~n+2.
By the definition of d ,
dB = µ ◦ (id⊗B)− B ◦ (µ⊗ id⊗ id) + (13)
+ B ◦ (id⊗µ⊗ id)− B ◦ (id⊗ id⊗µ) + µ ◦ (B ⊗ id).
Compute each term of the right hand side of (13). The following two identities
can be checked directly: id⊗ (µ ◦ (µ⊗ id)) = (id⊗µ) ◦ (id⊗µ ⊗ id) and
id⊗ (µ ◦ (id⊗µ) ◦ Φ) = (id⊗µ) ◦ (id⊗ id⊗µ) ◦ (id⊗Φ). Thus
µ◦(id⊗B) = µ◦(id⊗µ)◦(id⊗µ⊗id)−µ◦(id⊗µ)◦(id⊗ id⊗µ)◦(id⊗Φ) (14)
In analogous way, using the identities (µ ◦ (µ⊗ id)) ⊗ id = (µ ⊗ id) ◦ (µ ⊗
id⊗ id) and (µ ◦ (id⊗µ) ◦ Φ) ⊗ id = (µ ⊗ id) ◦ (id⊗µ ⊗ id) ◦ (Φ ⊗ id), one
obtains
µ ◦ (B ⊗ id) = µ ◦ (µ⊗ id) ◦ (µ⊗ id⊗ id)− (15)
− µ ◦ (µ⊗ id) ◦ (id⊗µ⊗ id) ◦ (Φ⊗ id)
To proceed with the remaining three terms of (13), recall that µ is g
invariant, i.e. x ◦ µ = µ ◦ ∆(x) for all x ∈ U (see Definition 3.7). Since
Φ ∈ U⊗3, this implies the following three equations:
Φ ◦ (µ⊗ id⊗ id) = (µ⊗ id⊗ id) ◦ (∆⊗ id⊗ id)(Φ);
Φ ◦ (id⊗µ⊗ id) = (id⊗µ ⊗ id) ◦ (id⊗∆⊗ id)(Φ);
Φ ◦ (id⊗ id⊗µ) = (id⊗ id⊗µ) ◦ (id⊗ id⊗∆)(Φ).
Using these equations, one obtains
B ◦ (µ⊗ id⊗ id) = µ ◦ (µ⊗ id) ◦ (µ⊗ id⊗ id)−
− µ ◦ (id⊗µ) ◦ Φ ◦ (µ⊗ id⊗ id) = (16)
= µ ◦ (µ⊗ id) ◦ (µ⊗ id⊗ id)−
− µ ◦ (id⊗µ) ◦ (µ⊗ id⊗ id) ◦ (∆⊗ id⊗ id)(Φ);
B ◦ (id⊗µ⊗ id) = µ ◦ (µ⊗ id) ◦ (id⊗µ⊗ id)− (17)
− µ ◦ (id⊗µ) ◦ (id⊗µ⊗ id) ◦ (id⊗∆⊗ id)(Φ);
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B ◦ (id⊗ id⊗µ) = µ ◦ (µ⊗ id) ◦ (id⊗ id⊗µ) (18)
− µ ◦ (id⊗µ) ◦ (id⊗ id⊗µ) ◦ (id⊗ id⊗∆)(Φ).
Take the composition from the right of the both sides of (14) with (id⊗∆⊗
id)(Φ) ◦ (Φ⊗ id). By Lemma 5.1, B ◦ (id⊗∆⊗ id)(Φ) ◦ (Φ⊗ id) ≡ B. Thus
one obtains the left hand side of (14) unchanged, and so
µ ◦ (id⊗B) ≡ µ ◦ (id⊗µ) ◦ (id⊗µ⊗ id) ◦ (id⊗∆⊗ id)(Φ) ◦ (Φ⊗ id)− (19)
− µ ◦ (id⊗µ) ◦ (id⊗ id⊗µ) ◦ (id⊗Φ) ◦ (id⊗∆⊗ id)(Φ) ◦ (Φ⊗ id)
Similarly, taking the composition from the right of the both sides of (17)
with Φ⊗ id and the both sides of (18) with (∆⊗ id⊗ id)(Φ), one obtains:
B ◦ (id⊗µ ⊗ id) ≡ µ ◦ (µ⊗ id) ◦ (id⊗µ ⊗ id) ◦ (Φ⊗ id)− (20)
− µ ◦ (id⊗µ) ◦ (id⊗µ⊗ id) ◦ (id⊗∆⊗ id)(Φ) ◦ (Φ⊗ id)
B ◦ (id⊗ id⊗µ) ≡ µ ◦ (µ⊗ id) ◦ (id⊗ id⊗µ) ◦ (∆⊗ id⊗ id)(Φ)− (21)
− µ ◦ (id⊗µ) ◦ (id⊗ id⊗µ) ◦ (id⊗ id⊗∆)(Φ) ◦ (∆⊗ id⊗ id)(Φ)
Finally, put (19), (16), (20), (21) and (15) into (13). Using the identity
(µ ⊗ id) ◦ (id⊗ id⊗µ) = µ ⊗ µ = (id⊗µ) ◦ (µ ⊗ id⊗ id) and the Pentagon
Identity, one concludes that dB ≡ 0. 
5.3 Quantization in the category with Φ~-associativity
Let ϕ and s be as above, (C˜
•
(M), d) the local Hochschild complex for A =
C∞(M), Φ~ as in Theorem 3.2. Our goal is to prove that there exists a non-
commutative Φ~-associative formal deformation (A[[~]], µ~) of the associative
commutative algebra (A, µ) with the original associative multiplication µ as
the initial term and s as the infinitesimal. Recall (Example 3.4) that Φ~
associativity means µ~ ◦ (µ~⊗ id) = µ~ ◦ (id⊗µ~) ◦ Φ~. This can be written
as
BΦ~(µ~) = 0. (22)
Recall also that g invariance means x ◦ µ~ = µ~ ◦ ∆(x) for any x ∈ U(g)
considering as a differential operator on A[[~]].
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Suppose that Λ(g) is equipped with an involution θ. Recall (see Sec-
tion 5.1) that the subset Λ˜(M) of Λ(g) consisting of elements whose homoge-
neous components ω˜ ∈ ∧p g satisfy θ(ω˜) = (−1)p+1(ω˜) forms a sub-complex.
Definition 5.1 We call a ϕ-Poisson bracket s Φ~-quantizable if there exists
a Φ~-associative commutative g invariant multiplication µ~ on C
∞(M)[[~]] of
the form µ~ = µ+ ~s+ · · · .
Theorem 5.1 Let s be a g invariant bivector field onM such that [[s, s]] = ϕ.
Suppose that H3
(
Λ˜(M), ds
)
= 0. Then s is Φ~-quantizable.
This theorem is a generalization of Proposition 4 of [8]. The difference of our
considerations from those of [8] is that we fix the first order term for µ~ and
we do not assume λM(ϕ) = 0. Since H
3(C˜
•
(M), d) 6= 0 in general, one can
not apply the arguments of [8] directly to the case. Instead, we combine these
arguments with the techniques of O. M. Neroslavsky and A. T. Vlassov
[28]. A clear exposition of their method in the context of obstruction theory
is given in [27].
Proof: Starting with µ1
~
= µ + ~s, we find subsequent approximations of
µ~ by g invariant multiplications
µn~ = µ+ s~+
n∑
i=2
µi~
i
with µi’s obeying the Parity Convention: µ2k ∈ C˜
2
−(A;A) and µ2k+1 ∈
C˜
2
+(A;A).
To proceed by induction on n, we prove first that the linear approxima-
tion, µ1
~
= µ+ ~s, obeys (22) modulo ~2, i.e.
BΦ~ (µ
1
~
) = µ1
~
◦ (µ1
~
⊗ id)− µ1
~
◦ (id⊗µ1
~
) ◦ Φ~ ≡ 0
(
mod ~2
)
Opening the brackets and leaving the constant and linear on ~ terms only
and using the definition (4) of the Hochschild coboundary operator, one
obtains BΦ~(µ
1
~
) = dµ + ~ ds. Simple computation shows that dµ = 0. We
prove that ds = 0. Using the definition (4) of operator d and the Leibniz
rule for each argument of s, one has for any a, b, c ∈ A:
ds(a, b, c) = as(b, c)− s(ab, c) + s(a, bc)− s(a, b)c =
= as(b, c)− as(b, c)− bs(a, c) + s(a, c)b+ s(a, b)c− s(a, b)c = 0,
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where ab = µ(a, b). Note that Φ~ still played no roˆle in our arguments.
Assume we found µi’s for all i < n, such that µ
n−1
~
is Φ~-associative
modulo ~n:
BΦ~(µ
n−1
~
) = µn−1
~
◦ (µn−1
~
⊗ id)−µn−1
~
◦ (id⊗µn−1
~
)◦Φ~ ≡ 0 (mod ~n) (23)
This means that
BΦ~(µ
n−1
~
) ≡ ~nηn
(
mod ~n+1
)
(24)
for some ηn ∈ C˜
3
(A;A). We are looking for a µn ∈ C˜
2
(A;A) which will cancel
ηn, i.e. such that µ
n
~
= µn−1
~
+ ~nµn obeys (23) modulo ~
n+1. Opening the
brackets in (11) and putting all the terms of degree n together one obtains
an explicit expression for the obstruction ηn:
ηn =
∑
i+j=n
0<i,j<n
µi ◦ (µj ⊗ id)−
∑
i+j+2k=n
0<i,j<n
k>0
µi ◦ (id⊗µj) ◦ ϕ2k, (25)
where ϕ2k as in Theorem 3.2. Note that the obstruction η2 is g invariant,
for this is true for µ and µ1 = s. Thus we assume that ηn is g invariant and
prove that µn can be chosen to be g invariant as well.
Lemma 5.3
(I) dηn = 0;
(II) ds(Alt ηn) = 0.
Proof: Since BΦ~ (µ
n−1
~
) ≡ 0 (mod ~n), one has
BΦ~ (µ
n−1
~
) ≡ ~nηn + ~n+1ξ
(
mod ~n+2
)
for some ξ. By Lemma 5.2, dBΦ~ (µ
n−1
~
) ≡ 0 (mod ~n+2), thus
dBΦ~(µ
n−1
~
) = (d+~ d1 + · · · )(~nηn + ~n+1ξ + · · · ) =
= ~n dηn + ~
n+1(d1ηn + dξ) + · · · ≡ 0
(
mod ~n+2
)
where d is the Hochschild coboundary for the algebra (A, µ), and d1 is as in
(12). Equating to zero the coefficients before ~n and ~n+1 respectively, one
obtains two equations: dηn = 0 and d1ηn + dξ = 0. The former equation
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proves (I). Taking the alternation of the both sides of the latter equation, one
obtains Alt(d1ηn) = 0 since Alt(dξ) = 0 by Proposition 2.3. Using dηn = 0
and Theorem 2.1, one concludes that Alt ηn is a 3-vector field on M . Using
direct computation, one can prove that 2Alt(d1ηn) = [[s,Alt ηn]] (see formula
(10) and the proof for formula (9)). This proves (II). 
In classical obstruction theory, when the third cohomology space is equal
to zero, all obstructions vanish, but we have H3(C˜
•
(M), d) 6= 0. To eliminate
the obstruction ηn, one can try to correct the previous term, µn−1~n−1. First
prove that the parity of ηn is the opposite to the parity of the integer n, i.e.
η2k ∈ C3−(A;A) and η2k+1 ∈ C3+(A;A).
Lemma 5.4 ηn(c, b, a) = (−1)n+1ηn(a, b, c).
Proof: By Lemma 5.1, BΦ~ (µ
n−1
~
) ◦ Φ−1
~
≡ BΦ~ (µn−1~ ) (mod ~n+1). This
implies
µn−1
~
◦ (µn−1
~
⊗ id)− µn−1
~
◦ (id⊗µn−1
~
) ◦ Φ~ ≡
≡ µn−1
~
◦ (µn−1
~
⊗ id) ◦ Φ−1
~
− µn−1
~
◦ (id⊗µn−1
~
) (mod ~n+1)
(26)
For a formal power series ξ =
∑
k>0 ξk~
k, set cn(ξ) = ξn. Clearly, cn(ξ) =
0 if ξ ≡ 0 (mod ~n+1). Therefore (26) implies that
ηn = cn
(
µn−1
~
◦ (µn−1
~
⊗ id)− µn−1
~
◦ (id⊗µn−1
~
) ◦ Φ~
)
= (27)
= cn
(
µn−1
~
◦ (µn−1
~
⊗ id) ◦ Φ−1
~
− µn−1
~
◦ (id⊗µn−1
~
)
)
Assume n is even, then the parity of i and j in each term of (25) is the
same. Consequently, µi (µj(a, b), c) = µi (c, µj(b, a)), and thus
µn
~
(µn
~
(a, b), c)) = µn
~
(c, µn
~
(b, a))
for any a, b, c ∈ A. Using (27) and the property Φ321
~
= Φ−1
~
, one obtains:
ηn(c, b, a) = cn
(
µn−1
~
◦ (µn−1
~
⊗ id) ◦Φ321
~
(c, b, a)− µn−1
~
◦ (id⊗µn−1
~
)(c, b, a)
)
.
(28)
The second summand in (28) is equal to µn−1
~
◦ (µn−1
~
⊗ id)(a, b, c). To con-
sider the first summand, write Φ~(a, b, c) as Φ
′(a) ⊗ Φ′′(b) ⊗ Φ′′′(c), then
Φ321(c, b, a) = Φ′′′(c)⊗ Φ′′(b)⊗ Φ′(a), and thus
µn−1
~
◦ (µn−1
~
⊗ id) ◦ Φ321~ (c, b, a) = µn−1~
(
Φ′(a), µn−1
~
(Φ′′(b),Φ′′′(c))
)
=
= µn−1
~
◦ (id⊗µn−1
~
) ◦ Φ~(a, b, c).
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One concludes that ηn(c, b, a) = −ηn(a, b, c).
Similarly, when n is odd, then the indices i and j are of the opposite
parity for each term in (25). Thus µn
~
(µn
~
(a, b), c)) = −µn
~
(c, µn
~
(b, a)) which
is followed by ηn(c, b, a) = ηn(a, b, c). 
By Lemma 5.3, ηn is a Hochschild cocycle. Then by Theorem 2.1, Alt ηn
is a 3-vector field on M , and
ηn = Alt ηn + dν (29)
for some bidifferential operator ν. Note that Alt ηn is g invariant.
Assume n is odd. By Lemma 5.4, ηn ∈ C˜
3
+(A;A), i.e. it is even, and thus
Alt ηn is equal to zero, for this is an odd 3-cochain. Thus in this case ηn = dν
for some bidifferential operator ν ∈ C˜2(A;A). Proposition 2.1 shows that ν
in (29) can be chosen skew symmetric.
Lemma 5.5 Let ξ = dHυ be a g invariant Hochschild p-coboundary, υ ∈
C˜
p−1
(A;A). Then there exists a g invariant υ◦ ∈ C˜p−1(A;A) such that ξ =
dHυ
◦.
Proof: Consider the spaces C˜
p
(A;A) as g modules. The modules C˜
p
(A;A)
can be decomposed into direct sum of finite dimensional highest weight
spaces. The sum of the spaces of highest weight zero is equal exactly to
the subspace C˜
p
(A;A)g of g invariant cochains. For C˜
p
= C˜
p
(A;A) and a
weight λ of g, denote by V λ(C˜
p
) the direct sum of all components of the
highest weight λ. In particular, V 0(C˜
p
) = (C˜
p
)g. It is easy to check that the
Hochschild coboundary operator dH commutes with the g action. Thus
dH
(
V λ(C˜
p−1
)
)
⊂ V λ(C˜p). (30)
Decompose υ = υ◦ + υ
′
where υ◦ ∈ V 0(C˜p−1) and υ′ ∈ ⊕λ6=0 V λ(C˜p−1).
Then, by (30), ξ ∈ V 0(C˜p) implies dHυ′ = 0, and thus ξ = dHυ◦. 
This lemma implies that ν can be chosen g invariant. The polynomial µn
~
=
µn−1
~
+ ~nν is Φ~-associative modulo ~
n+1 and it is g invariant. Hence for an
odd n, g invariant term µn~
n obeying the parity convention can always be
constructed.
Consider the case when n is even. By Lemma 5.4, ηn is odd, thus Alt ηn
is not necessary zero. Proposition 2.1 and Lemma 5.5 show that ν in (29)
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can be chosen symmetric and g invariant. By Lemma 5.3, ds(Alt ηn) = 0.
Together with H3
(
Λ˜(M), ds
)
= 0, this implies that Alt ηn = dsζ for some
ζ ∈ Λ˜2(M).
Put
µ˜n−1
~
= µn−1
~
− 3
2
ζ~n−1.
Since ζ is skew symmetric, µ˜n−1
~
obeys the parity convention. Thus for the
obstruction corresponding to µ˜n−1
~
, i.e. a bidifferential operator η˜n such that
BΦ~ (µ˜
n−1
~
) ≡ ~nη˜n (mod ~n+1), the statements of Lemma 5.3 (II) and
Lemma 5.4 are still valid, that is, η˜n(c, b, a) = −η˜n(a, b, c) and dη˜n = 0.
Direct computation shows that
η˜n = ηn+
3
2
~
n−1 dζ− 3
2
(
ζ◦(s⊗id)+s◦(ζ⊗id)−ζ◦(id⊗s)−s◦(id⊗ζ)
)
(31)
The Hochschild coboundary of any biderivation is equal to zero, hence dζ =
0. Using the skew symmetry of s and ζ , one checks directly that
Alt
(
ζ ◦ (id⊗s) + s ◦ (id⊗ζ)
)
= −Alt
(
ζ ◦ (s⊗ id) + s ◦ (ζ ⊗ id)
)
.
Thus taking the alternation of the both sides of (31) and using formula (9),
Section 4.2, one obtains Alt η˜n = Alt ηn − [[s, ζ ]] = θ − dsζ = θ − θ = 0.
By Theorem 2.1, this implies that η˜n = dυ for some bidifferential operator
υ. As it was mentioned above, υ can be chosen to be symmetric and g
invariant. Finally, put µn = υ and µ
n
~
= µ˜~
n−1 + ~nυ. It is left to prove that
BΦ~ (µ
n
~
) ≡ 0 (mod ~n+1). Using the definition of η˜n and equality η˜n = dυ,
one has BΦ~ (µ˜~
n−1) ≡ ~n dυ (mod ~n+1). Therefore
BΦ~ (µ
n
~) = BΦ~(µ˜~
n−1) + ~n
(
µ ◦ (υ ⊗ id) + υ ◦ (µ⊗ id)
)
−
−~n
(
µ ◦ (id⊗υ) + υ ◦ (id⊗µ)
)
◦ Φ~ ≡
≡ BΦ~(µ˜~n−1) + ~n
(
µ ◦ (υ ⊗ id) + υ ◦ (µ⊗ id)−
−µ ◦ (id⊗υ)− υ ◦ (id⊗µ)
)
≡
≡ dυ − dυ ≡ 0 (mod ~n+1) ,
where the congruence ~nµ ◦ (id⊗υ) ◦ Φ~ ≡ ~nµ ◦ (id⊗υ) (mod ~n+1) was
used (see Lemma 5.1). Theorem 5.1 is proven. 
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6 A class of homogeneous manifolds
with quantizable Poisson brackets
In this section we introduce a class of homogeneous manifolds, Mlα, which
closely related to manifolds appearing in the problem of classification of quo-
tients of G by a reductive subgroup of maximal rank. We prove that all
the manifolds Mlα posses G invariant ϕ-Poisson brackets and present their
explicit forms. It turns out that these brackets are essentially unique. Any
ϕ-Poisson bracket s determines a cochain complex. By computing the cor-
responding cohomologies of this complex, we prove that s can be quantized
in such a way that after quantization we obtain a G invariant Φ~-associative
multiplication. Due to results of Section 3, this implies that any Poisson
bracket on Mlα of the form s + r can be quantized invariantly with respect
to the quantum group U~(g, r) action.
6.1 Poisson brackets generated by Belavin–Drinfeld r-
matrices
Let G be a connected simple Lie group over C, g the Lie algebra of G, K
a connected Lie subgroup of G, k the Lie algebra of K. Denote by M the
homogeneous G manifold G/K. Recall that the vector space m = g/k is
isomorphic to the tangent space toM at the point fixed by K. In Section 4.3
we introduced the notion of ϕ-Poisson bracket. Here we explain how to pass
from a ϕ-Poisson bracket to a usual Poisson bracket.
Let s be a ϕ-Poisson bracket on M . By Proposition 4.1, s = λM(s˜) for
some s˜ ∈ (∧2m)k satisfying [[s˜, s˜]] = ϕ˜, where ϕ˜ is a non-zero g invariant
element of
∧3
g. Take a Belavin—Drinfeld r-matrix r˜ with [[r˜, r˜]] = ϕ˜ for
the same ϕ˜, and put r = ρM(r˜). Then, by Proposition 4.2, one has [[s, s]] = ϕ,
[[r, r]] = −ϕ and [[s, r]] = 0, thus [[s + r, s+ r]] = 0.
As in Section 3.4, we denote by U~(g, r) the Etingof–Kazhdan quantum
group determined by r. Recall that Φ~-quantizability of s means that there
exists a Φ~-associative g invariant multiplication µ~ on C
∞(M)[[~]] of the form
µ˜~ = µ+ ~s+ · · · where Φ~ is given by Theorem 3.2.
Theorem 6.1 Let M be a smooth manifold with the above ϕ-bracket s and
Belavin—Drinfeld bivector field. Then
(I) s+ r is a Poisson bracket on M ;
44
(II) If s is Φ~-quantizable, then there exists an associative multiplication
µ~ on C
∞(M)[[~]] of the form µ~ = µ+~(s+r)+ · · · which is invariant under
the action of the quantum group U~(g, r).
Proof: (I). It was mentioned above that [[s + r, s + r]] = 0. By Proposi-
tion 4.3, this means that the sum s+ r obeys the Jacobi identity.
(II). Suppose that there exists a Φ~-associative multiplication of the form
µ˜~ = µ + ~s + · · · . By Theorem 3.2, there exists an invertible power series
F~ = id
⊗2+~r + · · · ∈ U⊗2 g[[~]] such that the composition µ~ = µ˜~ ◦ F~ is
a (strictly) associative multiplication. Expanding the composition in powers
of ~, one obtains µ~ = µ+ ~(s+ r) + · · · . (See also Remark 3.3.) 
6.2 Homogeneous manifolds related to regular subal-
gebras of g
Fix a Cartan subalgebra h of the simple Lie algebra g, denote by Ω the
corresponding root system and fix a set of simple roots for Ω.
In what follows, all tensor products and dimensions are taken over C.
Definition 6.1 We call a Lie subalgebra k regular if it is reductive and con-
tains a Cartan subalgebra.
Since all Cartan subalgebras of g are conjugate, we can consider only those
regular subalgebras which contain the fixed Cartan subalgebra h. Choose a
subset P ⊂ Ω and denote by Γ(Ω) and Γ(P) the Z lattices generated by Ω
and P respectively. Set ΩP = Γ(P) ∩ Ω and denote by k the Lie subalgebra
in g of the form
k = h⊕
(⊕
β∈ΩP
gβ
)
where gβ is the one dimensional root space in g corresponding to β ∈ Ω,
and ⊕ denotes the direct sum of vector spaces. Then k is regular, and any
regular Lie subalgebra of g appears in this way, see [19], Chapter 6, § 1.
Denote by K the Lie subgroup of G corresponding to the Lie algebra k.
Since K corresponds to a regular Lie algebra, it is connected and closed. Set
M = G/K and
m =
⊕
β∈Ω\ΩP
gβ.
45
It is a k module, and it is easy to see that m is the orthogonal complement
to k with respect to the Killing form (·, ·). Thus one can identify m with
the quotient g/k and treat it as the tangent space to the homogeneous M at
the point fixed by K.
Denote by Ω the image without zero of Ω under the canonical epimor-
phism Γ(Ω) −→ Γ(Ω)/Γ(P). We denote the image of β ∈ Ω in Ω by β , and
call the elements of Ω quasi-roots . Quasi-roots are convenient labels for some
important irreducible representations of Lie algebra k. Namely, put
mβ =
⊕
γ∈β
gγ.
To prove that all k modules mβ are simple, we will use the following lemma
which is proven in [10].
Lemma 6.1 Let β = β ′, then there exist α1, . . . , αk ∈ ΩP such that β+α1+
α2 + · · ·+ αk = β ′ and β + α1 + α2 + · · ·+ αi is a root for every i 6 k.
Proof: We use the following fact about root systems of simple Lie algebras
(see [32], Chap. IV, Prop. 3). If (α, β) > 0 for some roots α, β then α − β
is a root as well. The equality β ′ = β means that β
′
= β + γ1 + · · ·+ γm for
some (not necessary different) roots γi ∈ P. If (β ′, β) > 0 then β ′ − β is a
root in ΩP, and everything is done. In the opposite case, (β
′
, β) 6 0, one uses
induction by m. Namely, since (β
′
, β
′
) > 0, there exists a root γi such that
(β
′
, γi) > 0. Changing labels, one can assume (β
′
, γm) > 0. Thus β
′ − γm =
β + γ1 + · · · γm−1 is a root, and β ′ − γm = β . By the induction hypothesis,
there exist α1, . . . , αm−1 ∈ ΩP such that β + α1 + α2 + · · ·+ αm−1 = β ′ − γm
and β + α1 + α2 + · · ·+ αi is a root for every i 6 m− 1. Taking αm = γm,
one completes the proof. 
Corollary 6.1 For any β ∈ Ω, mβ is an irreducible k module.
Proof: Chose a base {Xα} of weight vectors for mβ such that Xα ∈
gα, and take β, β
′
and αi as in Lemma 6.1. Then Xαi ∈ k, and Xβ′ =
adXαk · · · adXα2 adXα1(Xβ). This implies that any element of a basis of
weight vectors of mβ can be mapped into another arbitrary element with the
help of a composition of operators from ad k. Thus all the weight spaces are
in same irreducible component. 
The following lemma is also proven in [10].
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Lemma 6.2 Let β, β1, . . . , βm ∈ Ω such that β =
∑m
i=1 βi. Then there exist
roots γ, γi ∈ Ω such that γ ∈ β, γi ∈ βi and
∑m
i=1 γi = γ.
Proof: The equality β =
∑m
i=1 βi means that β =
∑m
i=1 βi +
∑n
j=1 αj for
some α1, α2, . . . , αn ∈ ΩP. Let (β, αj) > 0 for some αj, then β ′ = β − αj is
a root representing β . This procedure can be repeated if necessary several
times. Thus one can assume that (β, αj) 6 0 for all j’s. We use the induction
on m to find the representatives γi. For m = 1, there is nothing to prove.
Assume that the lemma is proven for all sums of the form β =
∑m−1
i=1 βi.
Let β =
∑m
i=1 βi +
∑n
j=1 αj and (β, αj) 6 0 for all j’s. Since (β, β) =∑m
i=1(β, βi)+
∑n
j=1(β, αj) > 0, there exists i, say i = m, such that (β, βm) >
0. Therefore β − βm is a root. Put β ′′ = β − βm, then β ′′ =
∑m−1
i=1 βi, i.e. β
′′
is a sum of m− 1 quasi-roots, and the induction hypothesis applies. 
Corollary 6.2 [mβ1 ,mβ2 ] = mβ1+β2
Proof: The inclusion [mβ1 ,mβ2 ] ⊂ mβ1+β2 is obvious. We prove that
[mβ1,mβ2 ] ⊃ mβ1+β2 . By Lemma 6.2, β1 + β2 ∈ Ω implies that there ex-
ist representatives γ1 ∈ β1 and γ2 ∈ β2 such that γ1 + γ2 ∈ β1 + β2 is a
root. Then the space [gγ1 , gγ2 ] is non-zero, and it is contained in mβ1+β2. By
Corollary 6.1, the latter is irreducible. This proves the claim. 
Since k is reductive, the k module m can be decomposed into direct sum of
irreducible modules.
Lemma 6.3 Let β1 + β2 ∈ Ω, then mβ1+β2 is a multiplicity free irreducible
component of k module mβ1 ⊗mβ2.
Proof: First we prove that the k module mβ1+β2 appears as a component
of mβ1 ⊗mβ2 . Consider the mapping L : mβ1 ⊗mβ2 −→ [mβ1 ,mβ2 ], X ⊗Y 7→
[X, Y ]. It is a k module homomorphism. By Corollary 6.2, L has image
mβ1+β2
. The Lie algebra k is reductive, thus the k module mβ1 ⊗ mβ2 is
decomposed into direct sum of irreducible components. Among them, there
exists an irreducible sub-module, say p, such that the restriction L|p is non-
zero. By Schur’s Lemma, it is an isomorphism of k modules.
The fact that mβ1+β2 is multiplicity free follows from [6], Chap. VIII, §9,
Ex. 14). 
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Recall that if V is a module over an arbitrary Lie algebra a, the dual
space V ∗ = HomC(V,C) is endowed with an a module structure: (Xξ)(v) =
−ξ(Xv) for v ∈ V , ξ ∈ V ∗.
Lemma 6.4 For any β ∈ Ω, k modules m−β and m∗β are isomorphic.
Proof: One has (gβ, gγ) = 0 if and only if β + γ 6= 0. Hence the restriction
of the Killing form (·, ·) to mβ ⊗m−β is non-degenerate, since mβ ⊗m−β =∑
gγ1 ⊗ gγ2 . The restriction is k invariant, thus it defines an isomorphism
m−β ∼= m∗β . 
Corollary 6.3 For any β ∈ Ω, one has dim (mβ ⊗m−β)k = 1.
Proof: First note that if U and V are modules over k, then the k modules
(V ∗⊗U)k and Homk(V, U) are isomorphic. Indeed take ξ⊗u ∈ (V ∗⊗U)k and
set L(v) = ξ(v)u for any v ∈ V . The operator L is k linear since X(ξ⊗u) = 0
for any X ∈ k.
By Lemma 6.4, m−β andm
∗
β
are isomorphic, thus the kmodule
(
mβ ⊗m−β
)k
is isomorphic to Endk(mβ). By Corollary 6.1, mβ is irreducible, thus one can
apply Schur’s Lemma and conclude that all elements of Endk(mβ) are mul-
tiples of the unity operator. 
Corollary 6.4 Let β be a quasi-root such that β = −β , then
(∧2
mβ
)k
= 0.
Proof: By Lemma 6.4,
(
mβ ⊗mβ
)k
is isomorphic as k module to Endk(mβ ).
Thus dim
(
mβ ⊗mβ
)k
= 1. However,
(
mβ ⊗mβ
)k
contains a non-trivial
element, that is, the Killing form which is symmetric. Hence there is no
skew symmetric elements in
(
mβ ⊗mβ
)k
. 
In what follows we need the existence of one well-known base for the Lie
algebra g.
Proposition 6.1 For a semi-simple Lie algebra g there exists a base {Xα}α∈Ω,
{Hβ}β∈Π with (Xα, X−α) = 1 such that corresponding structural constants
Nα,β have the following properties:
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(I) Nαβ 6= 0 if and only if α + β ∈ Ω;
(II) Nαβ = Nβγ = Nγα for α + β + γ = 0;
(III) Nβα = −Nαβ;
(IV) N−α,−β = −Nαβ.
Proof: See [20], Lemma III.5.1 and Theorem III.5.5. 
We are interested in G invariant polyvector fields on M . They are of the
form λM(υ˜), υ˜ ∈ (
∧p
m)
k
(see Section 4.1). We describe the spaces (
∧p
m)
k
for p = 1, 2, 3. Obviously, there are only trivial k invariant vector fields on
M since k contains a Cartan subalgebra. The following lemma describes
invariant 2-vector fields on M .
Lemma 6.5 Any element of
(∧2
m
)k
is of the form
υ˜ =
∑
α∈Ω
cα
(∑
β∈α
Xβ ∧X−β
)
where c−α = −cα.
Proof: We prove first that any element of this form is k invariant. It suffices
to check that for any γ ∈ ΩP and any quasi-root α ∈ Ω one has Xγ.η˜ = 0
where
η˜ =
∑
β∈α
Xβ ∧X−β.
Choose β ∈ α. If β + γ and γ − β are not roots, then Xγ.(Xβ ∧X−β) does
not contribute to Xγ.η˜. If β + γ is a root, then Xγ.η˜ contains the terms
NγβXβ+γ ∧ X−β and Nγ,−(β+γ)Xβ+γ ∧ X−β which cancel one another, see
Proposition 6.1. In the same way one considers the case when γ−β is a root.
Note that any expression of the form
∑
β∈α cβXβ ∧X−β is invariant with
respect to the Cartan subalgebra h. We prove that invariance by k implies
cβ = cβ′ if β = β
′. Set
ψ˜ =
∑
β∈α
cβXβ ∧X−β
By Lemma 6.1, if β ∈ α then β = α + ζ1 + · · · ζk for some ζi ∈ ΩP, and
α + ζ1 + · · · ζj is a root for any j 6 k. Let β = α + ζ1 + · · · + ζi−1, ζ = ζi,
β
′
= β + ζ and consider the element Xζ .ψ˜. Since β + ζ is a root, Xζ .ψ˜
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contains the term Xβ+ζ ∧X−β. Direct computations show that its coefficient
is equal to cβNζβ + cβ+ζNζ,−(β+ζ). Using the properties of Nζβ, one reduces
this coefficient to the form (cβ− cβ+ζ)Nζβ. Thus Xζ .ψ˜ = 0 implies cβ+ζ = cβ.

Consider the space
(∧3
m
)k
of k invariant 3-vector fields on M . First,
note that both
(∧3
m
)k
and any its subspace of the form
(
mα ⊗mβ ⊗mγ
)k
are invariant under the action of Cartan subalgebra h. This implies that
any of their elements must be of weight zero, i.e. it is a linear combination
of monomials Xα⊗Xβ⊗Xγ with α+β+γ = 0. In particular, if γ 6= −α−β
then
(
mα ⊗mβ ⊗mγ
)k
= 0. Indeed, it is easy to see that if γ 6= −α − β
then α + β + γ 6= 0 for any α ∈ α, β ∈ β and γ ∈ γ.
Lemma 6.6 The dimension of
(
mα ⊗mβ ⊗m−α−β
)k
is one.
Proof: Set V = mα ⊗ mβ and consider this space with the usual k mod-
ule structure. By Lemma 6.4, m−(α+β) is isomorphic as k module to m
∗
α+β
.
Thus the k modules
(
V ⊗m−(α+β)
)k
and Homk(mα+β , V ) are isomorphic (see
proof for Corollary 6.3). Since k is reductive, V is a direct sum of simple k
modules. By Lemma 6.3, the module mα+β is simple and multiplicity free
in mα ⊗ mβ . Thus Homk(mα+β , V ) and Endk(mα+β ) are isomorphic, and
dimEndk(mα+β ) = 1. 
Lemma 6.7 The dimension of
(∧3
m
)k
is equal to the number of unordered
pairs {α, β} such that α+ β ∈ Ω.
Proof: The dimension of
(∧3
m
)k
is equal to the number of distinct sub-
spaces of the form
(
mα ⊗mβ ⊗m−α−β
)k
. 
Now we describe the elements of
(∧2
m
)k
which are ϕ-Poisson brackets.
Lemma 6.8 [[υ˜, υ˜]] = κ2ϕ˜ if and only if the coefficients cβ from Lemma 6.5
satisfy the following condition: if α + β ∈ Ω then
cα+β =
cαcβ + κ
2
cα + cβ
.
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Proof: Let ω˜ =
∑
α bαXα ∧ X−α and υ˜ =
∑
α cαXα ∧X−α be elements of(∧2
m
)k
. We compute the coefficient before monomial Xα+β ∧ X−α ∧ X−β
in [[ω˜, υ˜]]. This monomial appears six times, with the coefficients Nαβcαbβ ,
N−(α+β),βcα+βbβ , −Nβ,−(α+β)cβbα+β , Nα,−(α+β)cαbα+β , −Nβαcβbα and
−N−(α+β),αcα+βbα. Using the properties of Nα,β (Proposition 6.1), one ob-
tains the sum of the above coefficients:
Nαβ · (cαbβ − cα+βbβ − cβbα+β − cαbα+β + cβbα − cα+βbα). (32)
The element ϕ˜ is of the form
ϕ˜ =
∑
α∈α
β∈β
NαβXα ∧Xβ ∧X−(α+β). (33)
Thus the coefficient before Xα+β ∧ X−α ∧ X−β in κ2ϕ˜ is −κ2Nαβ. and, by
replacing in (32) bα’s with cα’s, one completes the proof. (See also [22]). 
6.3 The manifold Mlα and its quantization
We preserve the notation of Section 6.2. Fix a simple root α and a positive
integer l not greater than the multiplicity of α in the highest root in Ω.
Consider the set Ωlα of all roots in Ω whose coefficients before α is divisible
by l (in Section 6.2 we used the notation ΩP). We denote by Ω the set
of quasi-roots for mα, i.e. the image of Ωlα in Γ(Ω)/Γ(Ωlα), by Mlα the
homogeneous manifold whose stabilizerK is generated by Γ(Ωlα)∩Ω. Clearly,
Ω = {α, 2α, . . . , (l − 1)α}. It follows from the classification of semi-simple
Lie algebras over C, that l 6 6.
The significance of the manifolds Mlα is in fact that their quantization
can be considered as the first step to resolving the following more general
problem. Let G be a simple connected Lie group over C, g its Lie algebra,
k ⊂ g a reductive Lie subalgebra, K the corresponding Lie subgroup of G.
E. B. Dynkin [13] has proven that the homogeneous manifoldM = G/K can
be obtained by taking consequent quotients of direct products of manifolds
Mlα.
Recall that the quotient m = g/k is isomorphic to the tangent space to
Mlα at the point fixed by K. We calculate the dimensions of the cohomology
spaces which figured in Theorem 5.1.
For a given κ ∈ R, denote by [κ] the largest integer n such that n 6 κ.
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Lemma 6.9 Let m = g/k be the tangent space of Mlα, then dim
(∧2
m
)k
=[
l−1
2
]
.
Proof: According to Corollary 6.4 and Lemma 6.5, this dimension is equal
to the number of quasi-roots α such that α 6= −α. The k invariance reduces
that to the number of unordered pairs {α,−α} which is equal to [ l−1
2
]
. 
Note that all elements of
(∧2
m
)k
are skew invariant with respect to the
Cartan involution defined by
θ : Xα 7→ −X−α (34)
The image of the coboundary map [[s˜, ·]] : (∧2m)k −→ (∧3m)k consists of θ
invariant elements, because, if υ˜ ∈ (∧pm)k obeys θ(υ˜) = (−1)p+1υ˜ then the
element [[s˜, υ˜]] is of the opposite parity: θ([[s˜, υ˜]]) = (−1)p[[s˜, υ˜]]. Therefore
one can consider the sub-complex of θ invariant p-vector fields for p odd and
skew θ invariant p-vector field for p even. Recall that we denote this sub-
complex by (
∧p
m)
k,θ
. Note that the element ϕ˜ given by formula (33) belongs
to
(∧3
m
)k,θ
.
Now, we compute the dimension of
(∧3
m
)k,θ
. For quasi-roots iα, jα such
that jα 6= −iα, denote by v(i, j) the subspace of (∧3m)k,θ generated by the
image of C linear mapping
(
miα ⊗mjα ⊗m−(i+j)α
)k −→ ( 3∧m)k,θ (35)
Xβ ⊗Xγ ⊗X−β−γ 7→ Xβ ∧Xγ ∧X−β−γ −X−β ∧X−γ ∧Xβ+γ .
It is easy to see that
v(i, j) = v(j, i) = v(i, l − i− j) = v(j, l − i− j),
thus only spaces v(i, j) with i 6 j < l
2
should be taken into consideration.
Hence one has (
3∧
m
)k,θ
=
⊕
16i6j< l
2
v(i, j). (36)
Lemma 6.10 The subspace v(i, j) has dimension one.
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Proof: By Lemma 6.6, dim(miα⊗mjα⊗m−(i+j)α)k = 1. On the other hand,
the mapping (35) is non-zero, since there exist β ∈ iα and γ ∈ jα such that
β + γ is a root. Thus the image v(i, j) of that mapping is of dimension one.

Lemma 6.11 The dimension of
(∧3
m
)k,θ
is equal to the number of its sub-
spaces v(i, j) with i 6 j < l
2
.
Proof: Direct consequence of the formula (36) and Lemma 6.10. See, also,
Lemma 6.7. 
We are interested with the third cohomology space of the sub-complex
Λ˜(Mlα) of g and θ invariant polyvector fields on M , see Theorem 5.1. The
dimension of Λ˜3(Mlα) is equal to dim
(∧3
m
)k,θ
. By Lemma 6.11, the latter
dimension is equal to the number of pairs (i, j) with 1 6 i 6 j < l
2
. For l = 2
there are no pairs (i, j) satisfying 1 6 i 6 j < 1, thus dim Λ˜3(M2α) = 0.
For l = 3 and l = 4 one has one subspace in
(∧3
m
)k,θ
, it is v(1, 1), thus
dim Λ˜3(M3α) = dim Λ˜3(M4α) = 1. For l = 5 there are two subspaces in(∧3
m
)k,θ
, v(1, 1) and v(1, 2), thus dim Λ˜3(M5α) = 2. For l = 6 there are three
subspaces in
(∧3
m
)k,θ
, v(1, 1), v(1, 2) and v(2, 2), thus dim Λ˜3(M6α) = 3.
All calculated dimensions are presented in the table on page 59. Note
that the dimension of space
(∧3
m
)k,θ
is equal to the number of 3-partitions
of the integer l, and that the dimension of space
(∧2
m
)k,θ
is equal to the
number of 2-partitions of l with non-equal components.
Theorem 6.2
(I) Any manifold M =Mlα, 2 6 l 6 6, possesses a ϕ-Poisson bracket.
(II) For any ϕ-Poisson bracket s on M = Mlα, l > 2, the cohomology
spaces H2
(
Λ˜(M), ds
)
and H3
(
Λ˜(M), ds
)
are trivial.
Proof: We consider each case l = 2, . . . , 6 separately. First prove that for
M =M2α one has
(∧3
m
)h
= 0. Indeed, take an element Xβ1 ∧Xβ2 ∧Xβ3 ∈∧3
m, β1, β2, β3 6∈ Ω2α. If β1 + β2 + β3 ∈ Γ(Ω2α) then at least one of the
βi’s contains the root α with an even coefficient, and therefore the element
Xβ1 ∧Xβ2 ∧Xβ3 is actually equal to zero.
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In particular, the 3-vector field ϕ is equal to zero on M . The second
consequence from
(∧3
m
)h
= 0 is that H3
(
Λ˜(M2α), ds
)
= 0.
Let M = M3α or M4α, then, by Lemma 6.9 (see also the table on
page 59), dim Λ˜2(M) = 1. Thus
(∧2
m
)k
contains a non-trivial element
s˜ = cα
∑
β∈αXβ
∧
X−β. Direct calculation shows that [[s˜, s˜]] is proportional
to the g invariant element ϕ˜, (33), thus s = λ(s˜) is a ϕ-Poisson bracket on
M . The vector space
(∧3
m
)k,θ
is also of dimension one (see table on p. 59). It
is generated by the element ϕ˜. Since ds(s) = ϕ, one has H
3
(
Λ˜(M), ds
)
= 0.
On the hand, ds : Λ˜2(M) −→ Λ˜3(M) is a non-trivial linear operator from
one dimensional vector space to another one dimensional vector space. Thus
it is non-degenerate, which proves that H2
(
Λ˜(M), ds
)
= 0.
LetM =M5α, then, by Lemma 6.9, dim
(∧2
m
)k,θ
= 2. Take a non-trivial
element
s˜ = cα
∑
β∈α
Xβ ∧X−β + c2α
∑
β∈2α
Xβ ∧X−β ∈
(
2∧
m
)k
and prove that the multiples cα and c2α can be chosen in such a way that
[[s˜, s˜]] = ϕ˜. It follows from Lemma 6.8 and the identities α + α = 2α and
2α+2α = −α that such the coefficients cα and c2α should satisfy the system
of equations 
5(cα)
4 + 10(cα)
2κ2 + κ4 = 0
c2α =
(cα)
2+κ2
2cα
.
(37)
This system has two solutions (see table on p. 59).
Lemma 6.12 Let M =M5α. Then the coboundary operator d˜ :
(∧2
m
)k −→(∧3
m
)k,θ
is injective.
Proof: Any element υ˜ of
(∧2
m
)k
is of the form
υ˜ = bα
∑
β∈α
Xβ ∧X−β + b2α
∑
β∈2α
Xβ ∧X−β.
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Let d˜(υ˜) = 0, then the identities α+α = 2α and 2α+2α = −α and formula
(32) imply the following system of equations for bα and b2α:
bα(cα + c2α) = cαb2α
b2α(cα − c2α) = c2αbα,
where cα and c2α are solutions for (37). From the condition for the existence
of a non-trivial to these homogeneous equations and formula (37) one comes
to the following inconsistent system of equations:
5c4α + 10c
2
ακ
2 + κ4 = 0
−c4α + 4c2ακ2 + κ4 = 0
Therefore the only possibility is bα = b2α = 0. 
The immediate consequence of this lemma is that H2
(
Λ˜(M5α), ds
)
= 0. On
the other hand, together with the equality dim
(∧2
m
)k
= dim
(∧3
m
)k,θ
, it
implies that H3
(
Λ˜(M5α), ds
)
= H3
(⊕
p>0(
∧p
m)k,θ, d˜
)
= 0.
Let M = M6α then the table on page 59 shows that dim
(∧2
m
)k,θ
= 2.
There exists a g invariant ϕ-Poisson bracket on M generated by an element
s˜ of the form
s˜ = cα
∑
β∈α
Xβ ∧X−β + c2α
∑
β∈2α
Xβ ∧X−β
with coefficients satisfying a certain equation which we obtain now. It follows
from Lemma 6.8 and the identities 2α+2α = −2α, α+α = 2α, α+2α = 3α
and c3α = 0 that the coefficients cα and c2α should satisfy the equation
c2α − 9c22α = 0. (38)
This equation has one non-trivial solution (see table on p. 59).
Lemma 6.13 Let M =M6α. Then the coboundary operator d˜ :
(∧2
m
)k −→(∧3
m
)k,θ
is injective.
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Proof: Any element υ˜ of
(∧2
m
)k
is of the form
υ˜ = bα
∑
β∈α
Xβ ∧X−β + b2α
∑
β∈2α
Xβ ∧X−β.
Let d˜(υ˜) = 0, then the identities 2α + 2α = −2α and α + α = 2α and
equations (32) and (38) imply bα = b2α = 0. 
Thus H2
(
Λ˜(M6α), ds
)
= 0.
Lemma 6.14 Let M = M6α, then there exists υ˜ ∈
(∧3
m
)k,θ
such that
d˜(υ˜) 6= 0.
Proof: Note that there is only one root system with the highest root con-
taining coefficient 6 in the simple root decomposition. This is the root system
E8, and the corresponding simple root is the following:
α =
( ❜ ❜ ❜ ❜ ❜ ❜ ❜
❜
)0 0 1 0 0 0 0
0
Thus we can set g as a Lie algebra of type E8 and the simple root α as
determined by the above weighted Dynkin graph.
Take the element
υ˜ =
∑
β,γ∈α
NβγXβ ∧Xγ ∧X−(β+γ)
and prove that d˜(υ˜) 6= 0. Note that υ˜ is the projection of ϕ˜ onto subspace
v(1, 1) ⊂ (∧3m)k,θ.
Choose roots β, γ, ε, ζ ∈ E8 satisfying the properties: β, γ ∈ 2α, ε ∈ 3α,
ζ ∈ 5α, β + γ + ε+ ζ = 0; β + γ, β + ζ and γ + ε are roots; γ + ζ and β + ε
are not roots. One can take for example the following set of roots:
β =
( ❜ ❜ ❜ ❜ ❜ ❜ ❜
❜
)0 1 2 1 1 0 0
1
γ =
( ❜ ❜ ❜ ❜ ❜ ❜ ❜
❜
)1 2 2 2 2 2 1
1
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ε = −
( ❜ ❜ ❜ ❜ ❜ ❜ ❜
❜
)1 2 3 3 3 2 1
2
ζ = −
( ❜ ❜ ❜ ❜ ❜ ❜ ❜
❜
)0 1 1 0 0 0 0
0
The monomial Xβ ∧ Xγ ∧ Xε ∧ Xζ is contained in the image d˜(υ˜). We
prove that it is present in d˜(υ˜) with a non-zero coefficient.
We introduce the following temporary definition. We say that a root
vectorXβ is of type i if the root β contains the simple root α with multiplicity
i. Obviously, −6 < i < 6. It is clear how to extend this definition to any
exterior monomial. For instance, Xβ ∧Xγ ∧Xε ∧ Xζ for the above roots is
of type (2, 2,−3,−1).
The vector space v(1, 1) consists of certain sums of exterior 3-monomials.
The type of each monomial is a triple of integers ranging from −5 to 5.
Since v(1, 1) is invariant by the Cartan subalgebra h, the sum of integers in
each triple is equal to zero. The triples satisfying these two conditions are
(1, 1,−2), (−1,−1, 2), (1,−5, 4) and (−1, 5,−4).
We describe all possible 3-monomials of elements in v(1, 1) and all possible
2-monomials Xσ ∧X−σ such that their Schouten bracket contains the given
4-monomialXβ∧Xγ∧Xε∧Xζ . First note that all monomials in the Schouten
bracket of monomials of types (i, j, k) and (d,−d) are of types (∗, ∗, ∗, d) or
(∗, ∗, ∗,−d). Since we want to obtain a monomial of type (2, 2,−3,−1),
this means that d = 1, 2 or 3. The case d = 3 is excluded by Corollary 6.4.
Consider the case d = 1. We want to obtain a monomial of type (2, 2,−3,−1)
by taking the Schouten bracket of monomials of types (a, b, c), a+b+c = 0,
and (1,−1). Since [Xα, Xβ] = NαβXα+β, one concludes that each of a, b or
c is equal to either 2 or −3. Thus either (a, b, c) = (1, 2,−3) or (a, b, c) =
(2, 2,−4). However, as it was pointed out above, there is no element of
v(1, 1) containing monomials of these two types. Let d = 2, then the same
arguments show that a, b and c are taken from the set of integers 2, −3, −1.
From the above list of possible types for v(1, 1), it can be seen that only the
triple (a, b, c) = (2,−1,−1) fits.
Thus the monomial Xβ ∧Xγ ∧Xε ∧Xζ can be obtained as the Schouten
bracket of monomials of types (2,−1,−1) and (2,−2). This implies that the
latter monomial is equal either to cαXβ∧X−β or to c2αXγ∧X−γ . Since s˜ 6= 0,
one has cα 6= 0 (see table on p. 59). The former monomial is either of the form
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−6NγζXγ ∧Xβ+ε ∧Xζ or −6NβζXβ ∧Xγ+ε ∧Xζ correspondingly. However,
γ+ζ is not a root, thus the only way to obtain the monomialXβ∧Xγ∧Xε∧Xζ
is to take the Schouten bracket [[−6NβζXβ ∧Xγ+ε ∧Xζ, c2αXγ ∧X−γ]]. The
corresponding coefficient is −6Nβζc2α, and it differs from zero since β + ζ is
a root. 
Now, we prove that H3
(
Λ˜(M6α), ds
)
= 0. Indeed, the complex
(
Λ˜(M6α), ds
)
is isomorphic to the complex
(⊕
p>0(
∧p
m)k,θ, d˜
)
. Lemma 6.13 implies that
dimB3
(
Λ˜(M6α), ds
)
= dim Λ˜2(M6α) = 2.
On the other hand, it follows from Lemma 6.14 that
2 6 dimZ3
(
Λ˜(M6α), ds
)
= dim
(
3∧
m
)k,θ
− dim
(
Im d˜
3
)
6 2.
Therefore
dimB3
(
Λ˜(M6α), ds
)
= dimZ3
(
Λ˜(M6α), ds
)
.
Theorem 6.2 is proven. 
Note that H2
(
Λ˜(Mlα), ds
)
and H3
(
Λ˜(Mlα), ds
)
coincide with the cor-
responding topological cohomologies (see [5]).
In the following table we put together the computed dimensions and give
the explicit formulas for coefficients of ϕ-Poisson brackets:
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l ϕ-Poisson brackets dim
(∧2
m
)k
dim
(∧3
m
)k,θ
2 0 0 0
3 cα = ± i√3κ 1 1
4 cα = ±iκ 1 1
cα =
i
4√5
(√
5± 2) 12 κ
5 c2α = ± i4√5
(√
5± 2)− 12 κ 2 2
(the signs are consistent)
cα = ±i
√
3κ
6 c2α = ± i√3κ 2 3
(the signs are consistent)
Note that for l = 2, 3, 4, 6 there exists a ϕ-Poisson bracket on Mlα unique
up to a scalar multiple, and for l = 5 there are two such brackets.
Combining Theorems 6.2, 6.1 and 5.1, one obtains the main result of the
present work:
Theorem 6.3 Let r be a bivector field on Mlα generated by a Belavin–
Drinfeld classical r-matrix. Then there exists a g invariant ϕ-Poisson bracket
s on Mlα such that s+ r is a Poisson bracket, and this bracket has a U~(g, r)
invariant quantization.
Note that despite the fact that the bracket s + r is not g invariant, its
quantization is invariant under the quantum group U~(g, r) action.
59
References
[1] E. Abe. Hopf algebras. Cambridge University Press, 1980. Translated
from the Japanese.
[2] A. A. Belavin and V. G. Drinfeld. Triangle equations and simple Lie
algebras. Preprint, ITP, 1980. English transl.: Soviet Scientific Review,
section C4 (1984), p.p. 93–165 — Harwood Academic Publishers, Chur
— NY 1984 (Ed. L. D. Faddeev).
[3] A. A. Belavin and V. G. Drinfeld. On solutions of Yang—Baxter equa-
tion. Functional Analysis and Applications, 16(3):1–29, 1982. English
translation: Functional Analysis and Applications, vol.32 (1985), p.p.
254–255.
[4] J. Be´nabou. Cate´gories avec multiplication. Compt. Rend. Acad. Sci.
Paris, 256:1887–1890, 1963.
[5] A. Borel. Sur la cohomologie des espaces fibre´s principaux et des espaces
homoge`nes de groups de Lie compacts. Ann. Math., 57:115–207, 1953.
[6] N. Bourbaki. Groupes et alge`bres de Lie: Chapitre VII, Chapitre VIII.
Hermann, 1975.
[7] J. Donin and D. Gurevich. Some Poisson structures associated to
Drinfeld–Jimbo R-matrix and their quantization. Israeli Math. Jour-
nal, 92(1):23–32, 1995.
[8] J. Donin and S. Shnider. Quantum symmetric spaces. J. of Pure and
Appl. Algebra, 100:103–115, 1995. (q-alg/9412031).
[9] J. Donin, D. Gurevich and Sh. Majid. R-matrix brackets and their
quantization. Ann. d’Institut d’Henry Poincare´, 58:235–246, 1993.
[10] J. Donin, D. Gurevich and S. Shnider. Invariant quantization in one and
two parameters on semisimple coadjoint orbits of simple Lie groups. To
appear in Comm. of Math. Physics, 1999. math.QA/9807159.
[11] V. G. Drinfeld. Hamiltonian structures on Lie groups, Lie bialgebras
and geometric meaning of the classical Yang—Baxter equations. Dok-
lady, 268(2):285–287, 1983. English transl.: Soviet Mathematics Dok-
lady, vol.27, No.1 (1983), p.p. 68–71.
60
[12] V. G. Drinfeld. Quasi Hopf algebras. Algebra i Analys, 1(6):114–148,
1989. English translation: Leningrad Journal of Mathematics, vol. 1
(1990), p.p. 1419–1457.
[13] E. B. Dynkin. Semi-simple subalgebras of semi-simple Lie algebras.
Matematicˇeskij Sbornik N.S., 30(72)(2):349–462, 1952. English transl.:
AMS Translations, Series 2, vol.6 (1957), p.p. 111–244.
[14] P. Etingoff and D. Kazhdan. Quantization of Lie bialgebras. Selecta
Math., 2(1):1–41, 1996. (q-alg/9506005).
[15] M. Gerstenhaber. On the deformations of rings and algebras. Annals of
Mathematics, 79(1):59–103, January 1964.
[16] M. Gerstenhaber. On the deformations of rings and algebras, II. Annals
of Mathematics, 84:1–19, 1966.
[17] M. Gerstenhaber. On the deformations of rings and algebras, III. Annals
of Mathematics, 88:1–34, 1968.
[18] M. Gerstenhaber. On the deformations of rings and algebras, IV. Annals
of Mathematics, 99(1):257–276, 1974.
[19] V. V. Gorbacevich, A. L. Onishchik and E. B. Vinberg. Lie groups and
Lie algebras III: Structure of Lie groups and Lie algebras. V.I.N.I.T.I.,
1990. English translation: Encyclopaedia of mathematical sciences 041;
Berlin : Springer-Verlag, 1994.
[20] S. Helgason. Differential geometry, Lie algebras and symmetric spaces.
Academic Press, 1978.
[21] G. Hochschild, Bertram Kostant and Alex Rosenberg. Differential forms
on regular affine algebras. Transactions of the American Math. Soc.,
102:383–408, March 1962.
[22] S. Khoroshkin, A. Radul and V. Rubtsov. A family of Poisson structures
on Hermitian symmetric spaces. Comm. Math. Phys, 1993.
[23] M. Kontsevich. Deformation quantization of Poisson manifolds, I. 1997.
(q-alg/9709040).
61
[24] S. Mac Lane. Natural associativity and commutativity. Rice University
Stadies, 49:28–46, 1963.
[25] S. Mac Lane. Categories for the Working Mathematician. Springer-
Verlag, 1971.
[26] A. Lichnerowicz. De´formations d’alge`bres associe´es a` une varie´te´ sym-
plectique (les ∗ν-produits). Ann. Inst. Fourier, Grenoble, XXXII(1):157–
209, 1982.
[27] A. Lichnerowicz. Applications of the deformations of the algebraic struc-
tures to geometry and mathematical physics. In M. Hazewinkel and
M. Gerstenhaber, editors, Deformation theory of algebras and struc-
tures and applications, volume C247, pages 855–896. Kluwer Academic
Publishers, 1986. (NATO ASI Series).
[28] O. M. Neroslavsky and A. T. Vlassov. Existence de produits * sur une
varie´te´. C. R. Acad. Sci. Paris, I 292:71–76, 1981.
[29] A. L. Onishchik. Topology of transitive transformation groups. Johann
Ambrosius Barth: Leipzig-Berlin-Heidelberg, 1994.
[30] M. M. Postnikov. Lectures on geometry V: Lie groups and algebras.
Nauka Moskva, 1982. English Translation: Lie groups and Lie algebras,
Mir, Moscow 1986.
[31] J. A. Schouten. Ueber differentialkomitanten zweir kontravarianter
Gro¨ßen. Proc. Kon. Ned. Akad. Wet. Amsterdam, 43:449–452, 1940.
[32] J. P. Serre. Alge`bres de Lie semi-simples complexes. W.A.Benjamin,
1966.
[33] J. Vey. Deformations du crochet de Poisson sur une varie´te´ symplectique.
Comm. Math. Helv., 50:421–454, 1975.
[34] M. De Wilde and P. Lecomte. Formal deformations of the Poisson Lie
algebra of a symplectic manifold and star products. In M. Hazewinkel
and M. Gerstenhaber, editors, Deformation theory of algebras and struc-
tures and applications, volume C247, pages 897–960. Kluwer Academic
Publishers, 1986. (NATO ASI Series).
62
63
