Abstract-The paper presents an approach for roads detection based on synthetic aperture radar (SAR) images and road databases. The vectors provided by the database are refined using active contours (snakes). In this framework, we firstly develop a restoration filter based on the frost filter achieving an acceptable compromise between speckle elimination and lines preserving. This is followed by a line plausibility calculation step which is used to deform the snake from its initial location toward the final solution. The snake is reformulated using finite elements method. The setting of the snake parameters is not an obvious problem especially when they are tuned by trial-and-error process. We propose a new automatic computational rule for the snake parameters. Our approach is validated by a series of tests on synthetic and SAR images.
I. INTRODUCTION

S
PATIAL databases are gaining popularity as a reference tool in many fields of application. A current problem faced by spatial information providers is how to increase the accuracy of this data with limited resources. Indeed, the roads location on topographic databases is characterized by an inaccuracy ranging from 4 m to more than 200 m. Furthermore, the updating of road databases is ranging from today to more than 50 years ago. Fortunately, image processing offers increasing accuracy in terms of geometrical and temporal features extraction.
In the last years, many approaches have been developed to deal with the detection of linear features on both optical images [1] - [4] and radar images [5] - [10] . Table I gives a nonexhaustive comparison between samples of proposed approaches in the literature treating the roads detection problem. The criteria distinguishing these methods could be summarized as follows: 1) the difficulty level: it depends on the nature of the used data. It is clear that the use of optical images or road databases increases the reliability of the detected roads. In Table I , the difficulty is ranging from "average"to "very difficult; 2) the objectives: they could be slightly different. Some approaches are essentially concerned with the detection of road features in the image; whereas, others extend the detection to allow a transaction process with a database; 3) the input data: the input may be images (SAR images, Optical images,…, etc.), road maps (numerical databases, …, etc.), or others; 4) the computational framework: the different approaches could be compared in terms of the proposed solutions; 5) preprocessing and postprocessing: another criterion is the need for preprocessing and/or postprocessing steps; in fact, some approaches involve both pre-and postprocessing and others need neither. This aspect is also related to the method proposed or/and to the data used; 5) the results: the results constitute an interesting criterion for evaluating the strength of each approach with respect to the difficulty level.
In this paper, we are interested, like in [1] - [4] , in the detection of roads using SAR images. The proposed method is similar to the method proposed by Auclair et al. [5] . The line detection is divided into two steps: a line plausibility calculation followed by an optimization process. The global knowledge is given by the road database which is handled as being an initial estimation of the roads location. By comparison with methods involving snake relocalization as [1] , [2] , [5] , [6] , the innovative aspects of this work consist in the use of an automated solution for snake parameterization, a finite elements-based implementation and a speckle reduction step with enhanced line preserving performances. The first innovation is made by considering that the roads' databases provide direct knowledge on the topological properties of the targeted roads. As it will be shown later, this knowledge is directly integrated into the snake parameterization. In [2] , it is proposed to reduce the speckle before the localization step, but no constraints are introduced to limit the roads smoothing. In this paper, we propose a restoration filter based on the statistical characteristics of SAR images in which are integrated the local characteristics of roads to be restored.
An overview of our method is presented in the Section II. Section III focuses on the speckle suppression in SAR images. In Section IV, we present the snake-based process based on finite elements discretization. Section VI is devoted to the experimental results achieved on both synthetic and SAR images.
II. OVERVIEW OF THE METHOD
The context of our work offers two sources of knowledge: SAR imagery and road databases. The database provides high-level knowledge which could be considered as an initial estimation of the roads location. Indeed, the road coordinates in the database are near the real roads location in the image; consequently, the natural solution to be used is the snake approach. This approach is based on a minimization of a global energy function composed by an internal part and an external part [11] . The internal energy depends on the geometric characteristics 0196-2892/03$17.00 © 2003 IEEE TABLE I  SURVEY OF WORKS ON ROADS EXTRACTION IN OPTICAL AND SAR IMAGES of the targeted roads such as length and curvature. The external energy is based on the plausibility that a line is passing through a pixel or not. To achieve the line plausibility calculation step, the Ziou's line detector is chosen because it provides rapid and accurate detection [12] . The snake is discretized using the finite elements scheme with a basis of Hermite functions. These functions are characterized by a low number of degrees of freedom which implies interesting smoothness properties. Hence, the snakes become more effective in tracking tasks involving noisy images where roads may exhibit significant gaps. As mentioned before, the information provided by the database is used in two different ways: firstly, the roads coordinates from the database are considered as being the initialization of the snake; secondly, the curvature of the initial roads is calculated and integrated in the snake parameterization. The general scheme could be presented as follows: 1) speckle reduction step; 2) extraction of line plausibility map using Ziou's line-detector algorithm [12] ; 3) relocalization of each road from the database using the snake approach.
III. SPECKLE REDUCTION
The speckle is usually modeled as a correlated signal-dependent random phenomenon resulting in a low signal-to-noiseratio [13] , [14] . As shown in Fig. 1 , the speckle acts as a strong multiplicative noise. This gives rise to noisy anisotropic structures in regions with high gray level which make the automated processing of speckle-corrupted images difficult. For example, the unexpected lines introduced by the speckle (see Fig. 1 ) could be detected by a usual differential edge detector as being true lines. To avoid this problem, we propose as in [15] to achieve this task throughout a two-step method. Indeed, the first stage is a prefiltering step which aims to ensure an acceptable compromise between speckle elimination and edge preserving. The second step achieves the line detection task that is performed on the filtered image.
Many filters have been proposed in the literature for processing images corrupted by multiplicative noise [13] , [15] - [18] . The filters that have shown superior performances for processing of speckle images are the local statistic Lee and Frost filters [16] , [18] , [19] . The latter one possesses even better edge/detail preserving properties that the local statistic Lee filter with equal scanning window size [19] . However, the edge preserving properties of the Frost Filter decreases when a high RSB is requested. Furthermore, the filter is implemented as being a two-dimensional (2-D) separable filter without taking into account the orientation of the linear structures in the image. These issues gave us motivation to modify the frost filter in such a way to enhance its edge/detail preserving properties by achieving a better integration of the lines information such as orientation and profile. The first part of this section is devoted to the Standard Frost Filter (SFF). In the second part, the SFF is modified by integrating the line profile information to build what we call the Directional Modified Frost Filter (DMFF). The lines preserving properties of both filters are compared in the last part.
A. The Standard Frost Filter (SFF)
Woods and Biemond [17] , and Frost et al. [16] have addressed the problem of restoration of images corrupted by multiplicative noise. They present an optimum minimum mean-square error (MMSE) estimation starting from the following image model: (1) where is the convolution operation, is the ground-truth images, is a signal-independent fading noise component, and is the point-spread function of the sensor (antenna, receiver, and correlator). The MMSE restoration filter is obtained by minimizing the quadratic error
The minimization leads to the MMSE restoration filter with the following impulse response: (3) where is a scale constant. and are the local mean and variance of the observed image . 
B. Directional Modified Frost Filter (DMFF)
In this section, the SFF is rebuilt by taking into account the local characteristics of lines such as profile and orientation. The first assumption made concerns the shape of a line profile in the image. Indeed, as presented in the literature [20] - [23] , many one-dimensional (1-D) parametric forms could be used such as Gaussian, exponential, rectangular and triangular functions. To achieve this task, we choose a flexible form which is able to fit better the data. Indeed, we propose to model a cross-line profile using a 1-D generalized exponential function (GEF) as follows:
The GEF introduced in the equation above is controlled by two parameters, and . The first parameter (i.e., ) is inversely proportional to the second moment of the GEF. It controls the width of the GEF. The smaller is , the larger is the profile. The second parameter (i.e., ) controls the flatness of the GEF, and hence could be connected to the fourth moment, (also called kurtosis) as follows: (5) From (5), we can distinguish three significant cases: 1) If (i.e., ), the GEF has a flat shape and is called platykurtic. In this case, the GEF tends to a rectangular function when tends to infinity. 2) if (i.e., ), the GEF has an acute shape and is called leptokurtic. In this case, the GEF tends to a kronecker pulse when tends to zero. 3) if (i.e., ), the GEF is called mesokurtic; in fact, the GEF is a Gaussian. In Fig. 2 are shown some GEF shapes including rectangular, Gaussian, exponential and other lepto-and platykurtic profiles.
In (1), the speckle is considered as a stationary random process with the following 1-D power spectral density [24] : (6) where if , and zero otherwise, is the local average intensity, the number of looks, and is the noise bandwidth. Woods and Biemond expressed the frost filter in the frequency domain in terms of the power spectral densities of the ground-truth image,
, and the noise model, , as follows: (7) where is the average of the speckle. In [25] , it is showed that the speckle do not change the average gray level of the scene ( ) which is equivalent to say that . The main question concerns the properties of the point-spread filter . If we assume this filter to be of finite bandwidth, this produces a blurring effect in the spatial domain and artifacts due to the zeros of . Thus, we assume that has an infinite bandwidth (e.g.,
). This allows us to focus on the problem of restoration of images with multiplicative noise only. The final expression of the 1-D DMFF is obtained by calculating the power spectral density of the line profile in (4), and replacing and in (7) . The filter is controlled by two parameters; the flatness parameter and the scale parameter . The first parameter defines the shape of the filter; whereas, the second parameter controls the bandwidth of the filter. Fig. 3 shows the shape of the DMFF in the case of a platykurtic profile for and . As shown in Fig. 3 , The DMFF is a low-pass filter with three modes. The bandwidth of the filter corresponds to the width of the principal mode. By comparing the principal modes for and , we notice clearly that the larger is the line, the smaller is the bandwidth. This is due to the duality that exists between the spatial and frequency domains. So that, a flat signal in the spatial domain contains less frequency components than a sharp signal. For this latter, the pass-band of the filter should be larger to minimize its smoothing effect. This fact could be interpreted as being a compromise that the filter ensures between the speckle reduction and the lines smoothing. The amplitude of the secondary modes is lower than the one of the principal mode; hence, it results in a slight enhancing of higher frequency components. The assumption made on the shape of the 1-D line profile is valid only if the built filter is applied in the direction perpendicular to the line orientation. This requires the extraction of line orientation and plausibility maps which are not known a priori. To achieve this task, we use the Rotating-Kernel Transformation as proposed by Lee and Rhodes [20] , [21] . Indeed, the input image is convoluted with a rotating GEF kernel through 360 . The used kernel, , is narrow in the direction given by angle and broad in the direction perpendicular to it. The convolution output is described by (8) As the kernel rotates, the angle which minimizes the convolution output is stored to build the orientation map. The line plausibility map is calculated from the convolution output as follows: (9) where and are the maximum and the minimum values of the convolution output measured at each point ( ). Henceforth, it is important to mention that the best fitting between the GEF model given by (4) and lines in the image is obtained only if the parameters and are locally estimated. This could be achieved using a pattern matching approach as in [23] . However, the drawback of such a task is to be time consuming. As it will be seen in the next section, the GEF parameters are set at global values that ensure an acceptable lines preserving in an image containing lines with various widths and profiles. Moreover, in regions known not to contain lines, the scale parameter, , should be set at zero to increase the smoothing effect. In this case the DMFF is equivalent to a 1-D mean filter; besides, the SFF for the same region tends to be a 2-D mean filter. This leads us to choose this latter if the considered pixel do not belongs to a line in order to achieve much more smoothing. Nevertheless, such a filtering strategy requires a line location map which is not known a priori. As pointed out by Lee and Rhodes in [20] , such a map could be computed by thresholding the line plausibility image .
C. Quantification of Line Preserving Performances of SFF and DMFF
The SFF is applied on the image in Fig. 1 at different values of which corresponds to different levels of SNR. In the case of the DMFF, the rotational kernel transformation step is achieved using a kernel of three pixels wide and seven pixels long. The convolution is monitored throughout eight orientations and the output image is binarized by fixing the threshold at one standard deviation above the mean. Both platy-and leptokurtic GEF were used to model the line profile. However, in the following only the platykurtic-based DMFF with will be presented, since it provides the better preserving performances. As mentioned previously, if the pixel at position ( ) belongs to a line, the DMFF is applied in the direction given by the orientation map. Elsewhere, the SFF is applied. In order to measure the line preserving performances of the SFF and the DMFF, we consider two regions from the image given by Fig. 1 (Regions 1 and 3) . Region 1 contains a narrow road; whereas, region 3 is homogeneous. In this context, it is clear that the filter ensuring the best compromise between speckle reduction and line preserving is the one which preserves well the road's information in region 1, and eliminates effectively the speckle in region 3. To quantify the speckle elimination in region 3, a SNR measure is provided. The line preserving performances are quantified using the quality image index introduced by Wang et al. [26] . Basically, this measure is used to model the loss of information between two images as a combination of three factors: loss of correlation, radiometric distortion, and contrast distortion. The loss of information is issued from various phenomena including smoothing effect. Let be a region from the original image and be the same region from the smoothed image. The proposed quality index is defined as (10) The first component is the correlation coefficient between and . The second component measures how close the mean gray level is between and , whereas the third component measures how similar the contrasts of the images are. The dynamic range of is [0,1]. If , the similarity between and is maximal;
. When the smoothing effect increases, the loss of information increases and hence decreases. In order to examine the effects of both filters on roads, the similarity between region 1 in the original image and the same region in the restored image is computed as function of the SNR of region 3. This latter is inversely proportional to the value of the scale parameter of the SFF in (3) . The experiments are carried out by varying within the range [0.05,2]; consequently, the SNR of region 3 varies between 15.96 and 13.75. The DMFF is tested with two scale values for the GEF; and . In Fig. 4 (a) are reported the similarity curves for region 1. As shown clearly in this figure, the measured similarity for the SFF is lower than the measured one for the DMFF for all SNR values. For SNR , the difference between the similarity measures of SFF and DMFF equals 0.15 for (respectively, 0.19 for ). This difference increases rapidly as the SNR increases. Indeed, when a high SNR is requested in a homogenous region, the loss of variance within roads neighborhood is higher in the case of SFF due to the diminution of the scale parameter . For example, if SNR the difference equals 0.6 for (respectively, 0.66 for ). The global attenuation of the similarity (i.e., Similarity Similarity ) equals 83.1% for the SFF and 11.25% for the DMFF with (respectively, 8.4% if ). The higher similarity at a given SNR is obtained when the scale value of the GEF equals 2. In this case, the GEF used to model the road profile is narrower which increases the similarity by a global factor of 7.5%. The same experiment is carried out for a road with a large width (Region 2 in Fig. 1 ). In Fig. 4(b) is shown the similarity curves for the road in region 2. As for region 1, the similarity is higher when the DMFF is employed. In addition, the similarity decreases more rapidly in the case of the SFF in comparison with the DMFF. In this case, the global attenuation equals 91.6% for the SFF and 18.39% for the DMFF with (respectively, 20% if ). Besides, since the road in region 2 is larger, the best similarity is obtained when the scale value of the GEF equals 1. Precisely, the global increase of the similarity between and equals 3.06%. Fig. 5(a) shows the image of Fig. 1 restored using the SFF with which corresponds to SNR , and Fig. 5(b) shows the same image restored using the DMFF with and . As one could see, the speckle is significantly suppressed in both images, however, relevant road are better preserved in the image restored by the DMFF.
IV. ROAD DETECTION
A. Snake Modeling
As mentioned earlier, we want to refine the road localization provided by the database using active contours. Active-contour models were introduced by Kass et al. [11] as a novel solution to the low-level imaging task of finding step edges. A snake is a parametric curve which is allowed to deform from some arbitrary initial location toward the desired final location by minimizing an energy function. The minimization of the energy function gives rise to spatial forces that act upon the contour to deform it by translation, stretching and bending. Constraints upon the snake are introduced to provide smooth localization. The Kass model incorporates two internal energy terms which act to constrain the solution by imposing conditions related to contour smoothness and regularity. In the continuous domain, the snake is defined as a parametric curve, , where is a parameter advancing along the snake and is related to arc length. The snake minimizes an energy function based on internal and external constraints at time [11] (11)
where is the external energy defined through the data, the internal regularizing energy and a regularization parameter. We admit that the energy function is built such that its global minimum coincides with the expected solution (12) The regularizing term has a stabilizer role, since the external term is usually irregular and shows a large amount of local minima. Tikhonov stabilizers are often used to measure the curve smoothness. Thus, the internal energy of a curve is given by (13) where are positive functions. Second order stabilizers are mostly used ( ). The stabilized curve must thus be twice differentiable. A curve regularized by a second order Tikhonov stabilizer is identical to a thin membrane with mechanical energy . Function measures the tension while measures its rigidity. In the remainder part of the paper, we assume that the thikonov stabilizers remain constant throughout the snake. Hence, the parameter in (11) can be absorbed by and as follows: (14) The external energy depends on a potential computed from the data. This term represents the image forces ( ) attracting the curve. In our case, the force is the line plausibility ( ) given by the line-detector algorithm [12] (15)
More details on the Ziou's line detector are provided in Appendix C. Fig. 6 shows a synthetic image with a multiplicative noise and the corresponding line plausibility image. As it can be seen from the figure below, the highest line plausibility is obtained for pixels where a line is passing through.
The problem is to determine the curve such as
The equation above does not admit any analytical solution. An iterative scheme is required to solve it such as greedy algorithms or simulated annealing. The most common method is to rewrite this equation as an Euler equation corresponding to force equilibrium. The equilibrium equation is then discretized using finite elements or finite differences. Besides, the energy is usually a nonconvex function that possesses several local minima. The goal is to make the model evolve toward one of those minima. Using Euler-Lagrange equation ( ), it can be proved that the local minimum of energy must satisfy (17) In (17), it is assumed that and remain constant along the snake. It should be noticed that the derivative term in the right-hand side of the previous equation is a vector derivative which can be decomposed in terms of and . This equation might be seen as an equilibrium state between internal regularizing forces and external image forces. It requires the computation of the curve fourth-order derivative which might cause numerical stability problems. A Lagrangian evolution is obtained by introducing a first-order derivative term which is considered as an inertial term (18) where represents the viscosity of the background. The higher the viscosity is, the greater are the inertia and the slower is curve evolution. The initial curve evolves until the inertial term vanishes; consequently, the curve satisfies the stationary equilibrium between internal and external forces.
B. Snake Discretization
In computer vision, partial derivative equations, such as (18) , are usually implemented using finite differences [27] - [29] . Few works have been devoted to finite elements [30] , [31] . The finite elements method is a simple approach widely used in engineering. This method offers an accurate discretization of the derivatives, leading to greater accuracy. Discretizing the parametric curve , for , into finite elements leads to an expression for each element, given by (19) where denotes row vectors and matrices or column vectors.
is a set of shape or basis functions defining the interpolating curves and is a two-column matrix of control nodes. Thus, as shown in Fig. 7 , the curve can be approximated using finite elements (20) By the application of the Rayleigh-Ritz element method [31] , [32] and referring to the energy function, we derive for each element the following: where (24) is the external forces vector applied on the control nodes of element of the snake. The choice of Hermite polynomials is motivated by their -continuity properties. The discretization scheme of the curve is explained in Appendix B. Performing the necessary calculus with the cubic Hermite polynomials yields If we consider all the snake elements, we obtain the following global system: (25) where is the vector containing the nodes of the snake, and , respectively, are the stiffness matrix and the vector of external forces. The matrices and are obtained by assembling , , and for all snake elements. For a better understanding, it is important to mention that the stiffness matrix and the external forces are time independent. Indeed, the stiffness matrix is calculated before iterating using the Hermite basis and the snake parameters (i.e., and ). The vector of external forces is given, for all iterations, by the values of line plausibility at the current snake location.
C. Time Discretization
The dynamic system given in (18) must be discretized in time by the finite differences scheme. Given a time step, partial derivatives might be approximated by (26) To discretize (18) , both explicit and implicit schemes could be used. From (18) and (25), we deduce the implicit numerical scheme as follows: (27) This scheme converges only if the selected time step is small [33] . However, (27) gives an explicit way of computing from (28) where is the identity matrix and is an matrix which depends on , , and the shape of the interpolating functions.
gives the position of the element nodes at iteration . An implicit numerical scheme (29) could not be solved, since it would require the knowledge of at iteration . In practice, a semi-implicit scheme is used (30) The semi-implicit model is more stable than the explicit scheme and insures the numerical convergence in the case of large time step. The semi-implicit model yields an iterative solution (31) The use of semi-implicit model allows us to select large values of time step, and as a consequence the number of iteration is reduced. Nevertheless, the semi-implicit scheme requires the costly inversion of matrix . The matrix inversion is computed each time the snake coefficients change.
D. Automatic Snake Parameterization
According to (18) , the snake model is controlled by three parameters. First, controls the speed of evolution of the snake. Secondly, controls the stretching of the snake during the localization process. Finally, impacts on the bending capability of the snake (rigidity parameter). These parameters are difficult to establish correctly. Indeed, they are generally set in a lengthy trial-and-error testing process. In addition, the final snake location is highly sensitive to small variations in these values. In the remainder part of this section, the impact of each parameter we will be discussed. Computation rules associated with each parameter will be proposed and discussed thereafter. 
1) Parameter :
As mentioned before, is a positive parameter which is used to model the viscosity. In fact, the bigger this parameter is, the higher is the inertia of the snake and as a result a better regularity is obtained. On the other hand, with a small , the snake has a very weak inertia, and thus, it becomes too sensitive to the forces of the image which results in oscillating behaviors. Quite often, at the beginning of a process, a small value of is used in order to allow the snake to advance rapidly and thereby reach a strong value allowing a smooth evolution when the snake is quite close to the targeted boundary.
An adaptive proposal of is put forward in [34] which allows to control the mean displacement, , of the snake by reducing it at each iteration. The parameter is fixed in order to balance the level of change in the energy of the snake and its displacement. This allows the minimization of the snake's energy to be more pronounced if the snake evolves more rapidly. Fua [34] has modeled this behavior by the following equation: (32) However (33) where is the average displacement of the snake. Since , therefore (34) where the number of pixels of the snake. Nevertheless, we have to choose the decreasing sequence of the step that should be used. This requires prior knowledge on the way in which the snake will evolve. Furthermore, at the equilibrium point [from (32)] we deduce that (35) This is true only if the local energy of the snake remains constant along the detected road. Since, the external energy depends on the plausibility of the line, which is not necessarily constant along the detected road; we deduce that (32) is not necessarily verified. At the equilibrium status ( ), we can only state that the global energy of the snake does not change; and hence, . Thus, we propose to rewrite (32) only in terms of temporal derivatives as follows: (36) Rewriting (36) in terms of the partial derivatives of energy using the chain derivative rule yields (37) During the snake relocalization , thus (38) We obtain a new formulation of the parameter . Unlike [34] a decreasing sequence during the adaptive evaluation of the parameter is not needed.
2) Rigidity and Elasticity: The internal snake force serves as a smoothing constraint and acts on the snake shape. Indeed, the tension parameter, , defines the capability of the snake to stretch and the rigidity parameter, , constraints the snake curvature. In [35] , a method is developed to estimate upper and lower bounds for the elasticity and the rigidity parameters. The parameters are defined through a ratio between the internal energy and the external energy in a way to keep the snake in the neighborhood of the targeted contour. In [36] , upper bounds for the snake parameters are defined using the snake shape. Indeed, the snake curvature is used to determine the maximum values of the rigidity and the elasticity parameters which provide a smooth solution. When the snake expands, the parameters are updated to maintain a constant ratio between the external and internal forces. A similar approach is given in [37] where the snake parameters are dynamically adjusted to avoid instability in the deformation process. The previous approaches give a range for the rigidity and elasticity parameters without giving an effective computation. In this section, we give a set of rules for the determination of the snake parameters. We focus on the rigidity parameter where a direct estimation method is developed. Since the snake initialization comes from the existing database, an a priori knowledge on the snake shape is then available. This latter is used to set the snake parameters with the assumption that the global shape and length of the road do not change considerably. 
a) Parameter :
The elasticity parameter controls the rate of change of the snake length. Indeed, this parameter is proportional to , where is the accepted change rate in the global length of the snake. The idea is to give a direct relation between and . In our framework, we do the assumption that the snake do not stretch significantly from its initial length given in the database. In this case, a small value (near zero) is assigned to in order to constrain the snake to limit its stretching.
The snakes are initialized from a simulated road database. The initialization is shown in white in the image (see Fig. 11 ). The rigidity parameter for each road is calculated according to (42) . We obtain the following values: for the straight road , for the road with average curvature and for the high curved road. The parameter was set according to (38) . In order to measure the impact of the restoration step, the snake localization process is achieved before and after restoration. Since the ground-truth is known, a quantification of the localization error is possible for both cases. Indeed, the obtained results are sampled and compared to the ground-truth vectors. This is achieved by measuring the average distance between the ground-truth and the obtained results as follows:
where ( ) are the coordinates of the obtained solution using the snake relocalization, and ( ) are the coordinates of the ground-truth roads. The final snake locations are given in Fig. 12(a) and (b) . In Fig. 12(a) are shown the localized roads in the restored image; whereas, Fig. 12(b) shows the localized road in the noisy image. If we compare the localization results with the ground-truth we obtain the following. b) Parameter : The rigidity parameter is estimated from the curvature of the initial roads given by the database. The rigidity parameter can be estimated globally from either the average curvature of the road, or locally from the local curvature.
The local curvature of the snake can be estimated using the finite elements method according to the nodes coordinates and the interpolation curve as follows:
The curvature is ranging from zero to infinity. Generally, the absolute value of the angle between two roads do not exceed (the considered angles are shown in Fig. 8 ). With such an assumption, the maximum of the snake curvature will correspond to the case of a road angle equal to . In this case, the maximum curvature curv given by (39) equals 5 when Hermite polynomials are used. The rigidity parameter is inversely proportional to the curvature measure. Thus, the parameter could be estimated as follows:
where . is the maximum value assigned to the rigidity parameter which corresponds to a straight road. The parameter allows a linear ( ), quadratic ( ), or higher order relationships between the rigidity parameter and the curvature. Equations (39) and (40) allow a dynamic update of . This implies the recomputation of the stiffness matrix at the end of each iteration; however, this is a time consuming task.
Let us now consider a global setting of . The rigidity parameter can be directly estimated from the road characteristics in the database. Indeed, the average curvature of a road composed by several segments could be calculated as follows: (41) where is the number of segments forming the road. The angle , between two successive segments is shown in Fig. 8 . We assume that the angle between two road' segments does not exceed (or ). For , the average curvature varies within the range [0, 1]. Indeed, the maximum curvature is reached when the angle between each two successive line segments equals or ; the minimum is obtained when the angle equals zero. As in (40), the rigidity is calculated as follows: (42) where is the maximum value assigned to the rigidity parameter.
V. ALGORITHM
The developed algorithm takes as input the road database coordinates and a SAR image of the same region after the restoration has been applied. The output could be the SAR image with highlighted roads and/or new road definition coordinates which serves to update the database. To summarize the correction step, for each road segment we do the following: The snake is stopped if the relative difference between two successive iterations becomes smaller than a fixed threshold . 
VI. EXPERIMENTAL RESULTS
The algorithm is validated through a series of tests on both synthetic and SAR images. The images are restored with the DMFF using a platykurtic GEF. The GEF parameters, and , are set at 5 and 2, respectively. The rigidity parameter is automatically set using the average curvature of roads segments as given by (42); where, equals 2, and is set empirically at 100. The initial snake is generated by inserting nodes at regular distance intervals along the road segments. It is important to mention that the features database scale and the images resolution could be different, and in such a case, we should bring them into equivalent values.
A. Synthetic Images
The roads localization was firstly carried out on the synthetic image in Fig. 9(b) . This image is obtained by applying a multiplicative noise on the template given by Fig. 9(a) . The image contains three simulated roads with different curvatures. The first road is straight, the second contains average curvatures, and the third is a high curved one. The restored template is given by Fig. 9(c) . The line plausibility map is established for both noisy and restored images. The obtained maps are shown in Fig. 10(a) and (b). As we could see, the use of the DMFF improves the lines detection, and suppresses significantly the speckle. This will improves the accuracy of the snake localization; indeed, the number of local minima in the roads neighborhood is significantly reduced.
From Table II we could see that the restoration filter improves the accuracy for all roads. Indeed, the localization error, when the DMFF is employed, is at the subpixel level.
In order to demonstrate the effectiveness of our method for calculation, a comparison between the Fua's method and our approach is carried out. Fig. 13 shows the localization of the high curved road if is calculated using Fua's method. As we can see, the snake converge toward the road's location; but, since the line plausibility is not constant along the road ( ), the snake moves along the road and collapses in some parts (see the right bottom part of the road in Fig. 13 ). The rate of global collapsing of the snake length equals 9%. he curve presented in Fig. 14 gives the variation of the total energy of the snake during the localization process of the high curved road. We can see that the total energy decreases until it reaches a constant level which corresponds to the final location.
B. SAR Images
In this section, we illustrate the proposed algorithm on real SAR images, showing the potential of the method. Fig. 15(a) and (b) present MSTAR SAR images collected using the STARLOS sensor. The images are collected near Huntsville (Alabama) with 1-ft resolution. The images contain straight roads with different widths. At some places, the roads are partially gapped due to trees and houses shadows. For those regions, we expect the snake to recover the lacking information. The line plausibility maps before applying the DMFF are presented in Fig. 15(c) and (d) . The images after restoration and their line plausibility maps are presented in Fig. 16(a)-(d) . As for the synthetic images, the speckle is significantly reduced and the lines are well detected after applying the DMFF. For both presented scenes, the ground-truth information is not available. Thus, it is not obvious to quantify the accuracy or to compare the snake localization results obtained before and after restoration. However, since the resolution of the images is high, this permits us to use a segmentation of a human expert. Another factor, which encouraged us to use such segmentation, is that roads are generally straight. The human-expert roads localization is given in Fig. 17 . The initialization is shown in white in Fig. 18 ; whereas, the final results are given by Fig. 19 . For both scenes, the best results are obtained in the restored image. The table below gives the obtained values for and for each road.
By analyzing Table III , we could see that except roads 4 and 6, the localization accuracy is better on the restored images, especially for road 5 where the improvement is considerable due to the efficient reduction of the local minima in the road's neighborhood. For the shadowed region on road 2, the behavior of the snake is more interesting in Fig. 20(a) . Indeed, the snake keeps a smooth shape which minimizes the impact of the shadow. For the shadowed regions on roads 6, 7, and 8, the snakes recover the lacking information and converge to the right location. This was guaranteed by the smoothness of the Hermite basis and the direct integration of geometric road characteristics into the snake parameterization.
The last test is undergone on a RADARSAT SAR image centered on Stephenville (Newfoundland) with 25-m resolution [see Fig. 20(a) ]. At this resolution, it is difficult to use a human expertise. Indeed, some roads (road 2, for example) are completely corrupted by speckle, and hence not visible. In this scene, roads are bright or dark lines. This is taken into account when calculating the external energy of the snake. We calculate the external energy of the bright roads which is merged with the energy of the dark roads. The parameter for the first road equals 90; for the second road, equals 50; for the third road, it equals 20. Fig. 21 shows the snake initialization in white and the final result in black. We could see that the roads and their intersections are accurately localized. For shadowed regions, as region 4, the snake converges, and as a result, gives an accurate localization of the road. An interesting behavior could be also noted for road 2 where no information on the road's location is available, and for which the snake do not diverge and gives an interesting solution.
VII. CONCLUSION
In this paper, a road detection method has been developed for SAR images. Our method combines high and low level information to achieve accurate roads localization. In order to suppress the speckle, a restoration filter, called DMFF, based on the frost filter was designed and applied. The use of the DMFF improves the restoration of roads by ensuring an acceptable compromise between speckle suppression and roads smoothing. The high knowledge level is provided by a road database. This latter gives an initial estimation of the roads location which is refined through active contour process. Our snakes were discretized using the finite elements method providing more accuracy and effectiveness for roads exhibiting significant gaps. We have also presented an original integration of the geometrical features of roads calculated from the database in snakes' parameterization. Experimental results on synthetic and SAR images showed that our method is able to localize reliable roads, especially, when the roads are immersed in the speckle. This work could be extended to the detection of the new roads by using the junctions of roads and a roads following step.
APPENDIX A
The differentiation of the snake, from (21) and (22), is performed with respect to the control nodes as follows:
The constant factor 2 in (A.1) and (A.2) could be absorbed by and (as for in (14) . Thus, this constant will be omitted in the following. Equations (A.1) and (A.2) may be combined into a single matrix equation where and are positive constant. According to Canny, a good edge detector must maximize the signal-to-noise ratio, the localization, and the multiple-response criterion. In this way, the search of the optimal detector could be handled by the maximization of (C.2) A particular solution of this problem is given by (C. 3) where is obtained by normalization and is a scale parameter. In order to detect lines in an image, we need to extend the filter to two dimensions. This is done by using two directional filters. The filter in the direction ( respectively) is the result of the product of in the direction ( respectively) and a function in the direction ( respectively). Usually, is defined from the normalized by . The computation of the orientation and plausibility of the line requires the use of another filter which operate in both and directions. This filter is given by . Thus the filter in the direction is . Symmetrically, the filter in the direction is . The filter in both directions is . The extraction of lines requires the estimation of plausibility and orientation at each pixel of the image. Since the local maxima in the input signal corresponds the edges sought, the edge orientation can be defined as the orientation of the eigenvector of the following matrix which corresponds to the greatest eigenvalue. The plausibility is the value of that eignevalue. The matrix is (C.4)
The eigenvalue could be easily calculated by If the eigenvalue with greatest maximum absolute value is negative, the line is bright on a dark background, and if it is positive, the line is dark on a light background.
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