It is known that under the hypotheses in Worpitzky's Theorem on continued fractions, the approximants converge to the value of the continued fraction with error O(1=n), and that this estimate is best possible. Using a geometric argument we give a more reÿned estimate of the rate of convergence. We also extend a result of Waadeland that is closely connected to Worpitzky's Theorem.
Introduction
Given complex numbers a j and b j , j = 1; 2; : : : , the continued fraction K(a n |b n ) = a 1
is said to converge to the value K if T n (0) → K as n → ∞, where t n (z) = a n =(z + b n ); T n = t 1 t 2 · · · t n (T n being the composition of the t j ). We shall assume that a n = 0 for every n (otherwise the continued fraction terminates) and we begin with the following classical result.
Worpitzky's Theorem. (A) If |a n |6 1 4 for all n; then K(a n |1) converges to some value in {z: |z|61=2}. (B) If |a n |61 for all n; then K(a n |2) converges to some value in {z: |z|61}.
Worpitzky proved version (A) in 1865 (see [2, 7] for an account of Worpitzky and his work). A proof can also be found in, for example, [3, p. 56] ; [4, p. 35] ; [6, p. 42] . Parts (A) and (B) are equivalent to each other for if t n (z) = a n =(1 + z), t * n (z) = 4a n =(2 + z) and (z) = 2z, then t *
For the moment, we shall assume that for all n, |a n |61 and b n = 2; thus, K(a n |2) converges. If |z|61 then |t n (z)|6|a n |61 so that t n ( D) ⊂ D, where D and D are the open and closed unit discs, respectively, in C. It follows that
so that the T n ( D) form a nested decreasing sequence of compact discs. It is known that the radius r n of T n ( D) satisÿes
and that this inequality is best possible, with equality holding when a n =−1 for all n (see [4, p. 118] , where version (A) is discussed). Of course, there is a better inequality available if |a n |6 ¡ 1 for all n, for then |t n (z)|6 on D and so, by considering the lengths of the circumferences of the discs T n ( D), we see that r n 6 n as n → ∞. The primary purpose of this note is to obtain the following single upper bound of r n ; this is sensitive to the individual values a j , and it includes both the given bounds r n 6 n , and r n 6(2n + 1) −1 , as special cases.
Theorem 1.1. Suppose that for all n; 0 ¡ |a n |61 and b n = 2. Then the radius r n of T n ( D) satisÿes
As |a n |61, inequality (1.2) is stronger than (1.1) so that bound (1.2) does indeed contain the best possible bound for r n . Also (1.2) implies that if |a n |6 ¡ 1 for all n, then
We can obtain a weaker, but slightly simpler, inequality than (1.2) by using the fact that the arithmetic mean of the positive numbers y 1 ; : : : ; y n is not smaller than their harmonic mean. Indeed, for all i and j, we have (y i =y j ) + (y j =y i )¿2 so that
Using this with (1.2) (after we have replaced the 3 in (1.2) by 2), we obtain the inequality
In particular, we obtain the following su cient condition for a faster rate of convergence than the universal rate guaranteed by (1.1).
Corollary 1.2. Suppose that for every n; 0 ¡ |a n |61 and b n =2. If the series k |a 1 · · · a k | converges to A then r n 6A=(2n 2 ).
We give a proof of Theorem 1.1 in Section 2. In Section 3, we apply the ideas used in this proof to establish an extension of the following result taken from [5] .
Theorem A. Suppose that for all n; b n = 1 and |a n | = (1 − ); where 0 ¡ 6 1 2 . Then the value of K(a n |1) lies in the annulus
Suppose now that 0 ¡ ¡ 1 2 , and let k = =(1 − ) so that 0 ¡ k ¡ 1. Let
and write
A n = {z: r n 6|z|6R n }:
Then r n is an increasing sequence whose limit is (1 − )=(1 + ), and R n is a decreasing sequence whose limit is , so that n A n = A, where A is given by (1.3). With this notation we have the following result. . Let D = {z: |z|61=2}. Then T n ( D) ⊂ A n for every n. In particular; K(a n |1) ∈ A. the isometric circle C g of g is deÿned by
(see [1, p. 25] ). Note that C g has centre g −1 (∞), and radius 1=|c|. The signiÿcance of C g is that g acts as an inversion in C g followed by the re ection in the perpendicular bisector of the segment [g −1 (∞); g(∞)], and then (in general) by a rotation about g(∞). In particular, this shows that g maps the exterior {|cz+d| ¿ 1} of its isometric circle onto the interior {|cz+a| ¡ 1} of the isometric circle of g −1 . It also shows that if we denote inversion in C g by I g then, for any disc ,
and this is often the easiest way to compute the radius of g( ).
We now apply these ideas to the transformations t n arising from a continued fraction. First, if t(z) = a=(2 + z), then the isometric circles of t and t −1 are |z + 2| = |a| and |z| = |a|, respectively, and these depend only on |a|. In particular, we see that t maps {|z + 2| ¡ |a|} onto {|z| ¡ |a|}.
If we now assume that b n = 2 and |a n |61 for all n, then the isometric circles C tn are exterior to @D and this is the geometric reason why r n → 0, and indeed, why r n 6(2n + 1) −1 , in Worpitzky's Theorem.
We shall need the following lemma.
Lemma 2.1. Suppose that t n (z) = a n =(z + 2); where |a n |61. Then for any disc ; say of radius r; in D we have radius[t n ( )]6 |a n |r 1 + 2r :
Proof. Let = {z: |z − z 0 | ¡ r}, and = |2 + z 0 |. As lies in the half-plane x ¿ − 1, we see that ¿r + 1. The isometric circle C tn of t n is given by |z + 2| = |a n |, and inversion in this circle maps onto a disc whose radius is |a n |r=( 2 − r 2 ). Thus,
|a n |r (1 + r) 2 − r 2 = |a n |r 1 + 2r as required.
We now begin our proof of Theorem 1.1. In view of Lemma 2.1, we introduce the auxiliary transformations
so that Lemma 2.1 can be restated as
Repeated applications of this inequality (or an argument by induction), together with the fact that h n (t) is increasing for t ¿ 0, give
Expressing the composition of Mo bius transformations in terms of matrices, we have
say, and a straightforward argument by induction shows that for n¿2,
As
inequality (1.2) follows. Our proof of Theorem 1.1 is complete. and ¿ 0. It is easy to check that has ÿxed points (attracting) and 1 − (repelling) so that, providing ¡ x ¡ 1 − , the sequence n (x) is a strictly decreasing sequence whose limit is . We now take R 0 = 1 2 , and for n¿1 deÿne R n = n (R 0 ). As ¡ 1 2 ¡ 1 − , it follows that R n is a strictly decreasing sequence whose limit is . We remark that the form of implies that R n has an obvious ÿnite continued fraction expansion; however, a standard argument about canonical forms of M obius maps yields the closed form
where 1 = 1 − and k = = 1 , and a computation shows that R n is given by (1.4). Now suppose that for all n, |a n | = 2 . As b n = 1 and |a n | = 2 for every n, we see that each t n maps the disc D (given in Theorem 1.3) into itself. In fact, for any z in D, and any n, we have |t n (z)|6 (|z|). As (t) is increasing for 0 ¡ t ¡ 1, we see that for n¿1,
This shows that T n ( D) ∈ D n for all n, where D n = {z: |z|6R n }. Next, we deÿne the sequence r n by
and a calculation shows that r n is as given in (1.4). Clearly, each r n is positive, and as R n decreases to , r n is an increasing sequence whose limit is (1 − )=(1 + ). It only remains to prove that for every n, and for every z with |z|61=2, |T n (z)|¿r n . The argument just given shows that given a 1 ; a 2 ; : : : ; a n+1 with each |a j | = 2 (and each b j = 1), we have t 2 · · · t n+1 ( D) ⊂ D n . It follows that and we shall now show that this implies the result we want. The t n have a common isometric circle |z + 1| = and a common 'inverse' isometric circle |z| = , and so t 1 (D n ) is obtained by ÿrst inverting D n in the circle |z + 1| = , then re ecting this in the line x = − 1 2 , and then taking all possible rotations about the origin (this rotation is determined by arg(a 1 ) and all rotations here are possible). A straightforward calculation now shows that the set given in (3.4) lies in {z: |z|¿r n }, where r n is given by (3.3) and (1.4), and our proof of Theorem 1.3 is complete.
