Abstract. Let G be a connected simple graph. The relationship between the third smallest eigenvalue of the Laplacian matrix and the graph structure is explored. For a tree the complete description of the eigenvector corresponding to this eigenvalue is given and some results about the multiplicity of this eigenvalue are given.
1. Laplacian matrices. Let G be a connected simple graph with vertex set V = {1, 2, · · · , n}, edge set E and let each edge be associated with a positive number, called the weight of the edge. The above graph is called a weighted graph. An unweighted graph is just a weighted graph with each of the edges bearing weight 1. All the graphs considered are weighted and simple, unless specified otherwise; all the matrices considered are real. The weight w(i) of a vertex i is the sum of the weights of the edges incident with it. The Laplacian matrix L related to this graph is defined as L = (l ij ) , where
] ∈ E and the weight of the edge is θ, 0, otherwise .
There are many interesting results known about Laplacian matrices. We refer the reader to [14] - [16] for surveys on this topic. Many authors have studied the relationship between the eigenvector corresponding to the second smallest eigenvalue and the graph structure; see, e.g., [1] - [13] . Indeed our research is motivated by all these works. In this paper we explore the relationship between the eigenvector corresponding to the third smallest eigenvalue and the graph structure. There is another motivation for this work. The second smallest eigenvalue (known as algebraic connectivity) of the Laplacian matrix of an unicyclic graph is very much related to the 3rd smallest eigenvalue of a spanning tree of the unicyclic graph [3, 17] . Thus while studying the algebraic connectivity of a unicyclic graph some information about the third smallest eigenvalue of a Laplacian matrix of a spanning tree might prove to be helpful.
Henceforth the multiplicity of the algebraic connectivity is assumed to be one (i.e., simple), unless stated otherwise. We will denote the third smallest eigenvalue of the
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Laplacian matrix of a graph by 3 λ and the corresponding eigenvector is referred to as a 3-vector of L. The term Fiedler vector will mean an eigenvector of L corresponding to the algebraic connectivity.
Preliminary results.
We notice that the smallest eigenvalue of L is zero and the corresponding eigenvector is the all ones vector. Thus any other eigenvector is orthogonal to the all ones vector and contains at least one positive entry and at least one negative entry. It is known that the smallest eigenvalue 0 of L is simple if and only if the graph G is connected.
If Y is a 3-vector of L, then by the eigencondition at a vertex v we mean the equation
With respect to a vector Z, the vertex v of G is called a characteristic vertex of G if Z(v) = 0 and if there is a vertex w, adjacent to v, such that Z(w) = 0. 
where Y 1 is the part of the eigenvector Also by the eigenvalue eigenvector relation and the fact that Y (v) = 0, it follows that λ is an eigenvalue of L B (this is the principal submatrix of L corresponding to B) corresponding to a positive eigenvector and hence τ (
where is so small that X(B) > 0. It is clear that we can choose such a vector X. Now applying Lemma 2.2 it follows that τ (L B ) < λ, a contradiction.
We remark here that, in the above lemma, v is not necessarily a characteristic vertex of G with respect to Z. The following is well known [6] . 
We remember that the algebraic connectivity is always assumed to be simple throughout the paper.
Proof. It is sufficient to show that τ (
After a permutation similarity operation we have
where the upper left block diagonal matrix in the above representation is L G−W and L 4 corresponds to the rest of the components of G − W (that is those not equal to
Since at least one vertex in W is adjacent to one of the vertices in
λ. This is a contradiction to the hypothesis that τ (
As one of the applications of Lemma 2.6, we prove the following result. Lemma 2.7. Let G be a connected graph and 
λ. So the t-th smallest eigenvalue ofL is less than or equal to 
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The third smallest eigenvalue of the Laplacian Matrix we can assume thatL is a principal submatrix of L. Thus applying Cauchy interlacing theorem we get that the t-th smallest eigenvalue of L is also less than or equal to 
3.
3-vectors of a tree. In this section we give a complete description of a 3-vector of the Laplacian for an unweighted tree. To prove the main result we need some more preliminaries on 3-vectors.
An n × n matrix A will be called acyclic if it is symmetric and if for any mutually distinct indices
is fulfilled. Thus the Laplacian matrix of a tree is acyclic.
Suppose that Y is a 3-vector of L(T ), where T is an unweighted tree. Let us pose the following question. How many characteristic elements can C(T, Y ) have ?
The following proposition which is due to Fiedler (a part of theorem (2,3) of [5] ), supplies an answer to it. Proposition 3.1. Let A be a n × n acyclic matrix. Let Y be an eigenvector of A corresponding to an eigenvalue λ. Denote by ω + and ω − , respectively, the number of eigenvalues of A greater than and less than λ. Let there be no "isolated" zero coordinate of Y, that is coordinate Y (k) = 0 such that A(k, j)Y (j) = 0 for all j. Then
where r is the number of zero coordinates of Y, a + is the number of those unordered pairs (i, k) for which
and a − is the number of those unordered pairs (i, k), i = k, for which
The following is an immediate corollary.
Corollary 3.2. Suppose that T is an unweighted tree and L its Laplacian matrix. Let Y be a 3-vector. Then the number of characteristic elements in C(T, Y ) is at most 2.
Proof. We know L is an acyclic matrix. Observe that an "isolated" zero coordinate of Y means a zero vertex of T which is not a characteristic vertex. Here ω − = 2. LetT be the graph obtained from T by deleting those zero vertices of T which are not characteristic vertices. LetL andȲ be the principal submatrix of L and the subvector of Y, respectively, corresponding toT . It is clear that
C(T, Y ) = C(T ,Ȳ ).
Also note thatL is an acyclic matrix and 3 λ is an eigenvalue corresponding to the eigenvectorȲ . SinceL is a principal submatrix of L,
whereω − is the number of eigenvalues ofL less than 
where r is the number of zero coordinates ofȲ ; that is, r is the number of characteristic vertices in C(T ,Ȳ ). Also a − is the number of those unordered pairs (i, k), i = k, for whichL(i, k)Ȳ (i)Ȳ (k) > 0; that is, a − is the number of characteristic edges in C(T ,Ȳ ). The result now follows in view of the above three equations.
In Example 2.8 we have already seen a tree T and a 3-vector Y of the Laplacian matrix such that the number of characteristic elements in C(T, Y ) equals 1, which is strictly less than 2. In that example the multiplicity of the 3rd smallest eigenvalue was 2 
. It was proved by Fiedler that "if T is an unweighted tree, L the Laplacian matrix and Y a 3-vector such that each entry of Y is different from zero, then the number of characteristic elements in C(T, Y ) is 2 and
Y (j) − Y (i) = λ s∈Tj Y (s).
Since the vector Y is positive on T j it follows that Y (j) > Y (i). Further if [j, k] is an edge in T j then a similar argument will show that
where T k is the component of T − {j} that contains k. Since T k is a subgraph of T j containing at least one less vertex (that is, j) it follows that
Now we are in a position to state the main result of this section. λ. Thus C(T, Z) must contain two edges, and this is a contradiction to the hypothesis. So Z has a zero entry and so T has a characteristic vertex k, (say). Since the cardinality of the characteristic set is 1, T − {k} is disconnected with at least two nonzero components and each of the components is either positive or negative or zero. Thus the subgraph of T induced by the zero vertices is connected. The rest of the proof of this item follows by Lemma 3.4.
Proof of II. We only prove item (a). The proof of other items are similar. Note that any nonzero component of T − {u} is either positive or negative or contains a characteristic element and the only possible characteristic element is v. Thus each of the components, except for the one which contains v, of T − {u} is either positive or negative or zero. Also note that the component which contains v contains P − {u} as
The third smallest eigenvalue of the Laplacian Matrix a subgraph. Thus by Lemma 3.4, it follows that along any path in T which starts at u and does not pass through any other vertices of P, the entries of Z either increase and are concave down, decrease and are concave up or are identically zero. The same is true for paths starting at v and not passing through any other vertices of P.
If u and v are adjacent then we have nothing more to prove.
Observe that each of the nonzero components of T − {u, v} has to be either positive or negative; otherwise, it will lead to the presence of another characteristic element. Suppose that H is the component of T − {u, v} which contains the vertex u 1 . If H is a zero component we have nothing to prove. So, let H be positive. If P is any path starting at u i , i ∈ {1, 2, · · · , r} and not passing through any other vertices of P, then by Lemma 3.4, entries of Z increase and are concave down along P .
It remains to show that along the path P the entries of Z are unimodal. Towards this, note that if Z(u i ) < Z(u i−1 ) then the eigencondition at the vertex u i implies that there must be a vertex x adjacent to u i such that Z(x) < Z(u i ). As Z(u i ) < Z(u i−1 ) and along any path starting at u i and not passing through any other vertices of P the entries of Z increase, we get that x is u i+1 . In the same way one can conclude that Z(u i+2 ) < Z(u i+1 ) and so on. Thus the proof of item (a) of (II) is complete.
Below we give some examples to show the occurrence of each of the cases described in the above theorem. 
