In this paper, we study the topological properties and the gap sequences of Bedford-McMullen sets. First, we introduce a topological condition and a geometric condition: component separation condition (CSC) and exponential rate condition (ERC). Then we prove that the CSC implies the ERC, while both of them are sufficient conditions for obtaining the asymptotic estimate of gap sequences of Bedford-McMullen sets. Finally, we explore topological properties of Bedford-McMullen sets, and prove that all nonlinear Bedford-McMullen sets satisfy the CSC, which implies that the asymptotic estimate of gap sequences holds without any artificial restriction.
Introduction
The gap sequences of cutting-out sets were first studied by Besicovitch and Taylor [3] in one-dimensional Euclidean space, see [5] for details. In 2008, Rao, Ruan and Yang [28] generalized this concept to compact sets in higher dimensional spaces.
Gap sequences have been widely applied to explore the geometric properties of fractals. Especially, gap sequences are often used to give upper bounds of box dimensions, and we refer the readers to [3, 9, 16, 17, 28] for details. Currently, most work on gap sequences focuses on self-similar and self-conformal fractals with totally disconnected condition, see [3, 4, 28, 34] . Recently, Liang and Ruan [20] studied the gap sequences of fractal squares (a special class of self-similar sets), where they allowed the sets containing connected components.
It is more interesting to study gap sequences on more general sets without totally disconnected condition. Self-affine fractals are one of the most important objects in fractal geometry and related fields, see [5, 6, 26] for details. Since contraction ratios in the self-affine construction take different values in the different directions, it makes self-affine fractals more flexible than self-similar fractals in many applications, which also causes the huge difficulties to study self-affine fractals, see [7, 8, 25, 31] . The simplest self-affine sets are Bedford-McMullen sets, which were studied by Bedford and McMullen respectively [2, 21] . As the simplest self-affine model, the Bedford-McMullen sets often serve as a testing ground for questions, conjectures or counterexamples, see [1, 10, 13, 14, 15, 19, 24, 25] for various research and generalization on Bedford-McMullen sets.
In [22] , Miao, Xi and Xiong obtained the asymptotic estimate of gap sequences of totally disconnected Bedford-McMullen sets. In [20] , Liang sequences of fractal squares, where all (possible) nontrivial connected components are parallel line segments. Note that fractal squares can be regarded as a special class of Bedford-McMullen sets, see Subsection 2.1 for definitions. Inspired by [20, 22] , we reveal the connection between topological properties and gap sequences and obtain the asymptotic estimate of gap sequences of Bedford For each w = (w (1) , w (2) ) ∈ D, we define a self-affine transformation on R 2 by
where T = diag(N −1 , M −1 ). Then the family {Ψ w } w∈D forms a self-affine iterated function system (IFS), see Figure 1 . According to Hutchinson [12] , there exists a unique nonempty compact subset E of R 2 , called a Bedford-McMullen set or Bedford-McMullen carpet [2, 21] , such that
Specially, for N = M, the Bedford-McMullen set E becomes a self-similar set, and we call it a fractal square, and denote it by F (N, D). See [18, 20, 29, 30, 32] for various studies on the typical fractals.
As stated in [2, 21] , the box dimension of the Bedford-McMullen set E is
For N = M, the dimension formula changes into
which is the box dimension formula for fractal squares. The formula for N > M indicates that the box dimension depends not only on r but also on s, that is to say, moving selected rectangles from a line to another may cause the change of dimension, which is different to self-similar construction. There is a special class of Bedford-McMullen sets whose geometric structure is different to others. Let E be a Bedford-McMullen set. We say E is linear if one of the following properties is satisfied: Figure 1 , it is linear and satisfies the first property in the defintion.
2.2.
Gap Sequences and Notations. The spirit of gap sequence was widely used by many mathematicians. For examples, please see [3, 9] . In [28] , Rao, Ruan and Yang generalized the notion of gap sequence to higher dimensions.
Let A ⊂ R d be a compact subset with infinitely many connected components. Given δ > 0, two points x, y ∈ A are said to be δ-equivalent (in A) if there is a δ-chain of A connecting them, that is, there is a sequence
We denote by n A (δ) the number of δ-equivalent classes of A. It is clear that n A (δ) : R + → Z + is non-increasing. We denote by {δ j } j≥1 the discontinuity points (or jump points) of n A (δ) in decreasing order. Obviously n A (δ) equals 1 on [δ 1 , +∞), and it is constant on [δ j+1 , δ j ) for j ≥ 1. We call m j = n A (δ j −) − n A (δ j ) the multiplicity of δ j and define the gap sequence of A, denoted by {α k }, to be the sequence:
Notice that n A (δ j −) = n A (δ j+1 ). Thus, α k = δ j for n A (δ j ) ≤ k < n A (δ j+1 ), which implies that
See [28] for details. Given an index set I, we say that {a i } i∈I and {b i } i∈I are comparable if there exists a constant C > 1 such that C −1 a i ≤ b i ≤ Ca i for all i ∈ I, and we denote it by
Let {Ψ w } w∈D be the self-affine IFS as in (2.1).
see Figure 2 . We write n c (Q k ) for the number of connected components in Q k . Next, we give two conditions for studying gap sequences. One concerns the topological structure, and the other concerns the geometric structure of fractal sets. Both are important for the estimate of gap sequences. We say E satisfies the component separation condition (CSC), if there exist k 0 ∈ Z + and a connected component C of Q k 0 such that, for every connected component C ′ ∈ Q k 0 , we have either C ′ = C or C ′ ∩ C = ∅, that is to say, the set C is also a connected component of Q k 0 .
We say E satisfies the exponential rate condition (ERC) if
where the index set of k is Z + .
There exist examples which do not satisfy the ERC. For example, the number of connected components of E 3 in Figure 1 is n c (Q k ) = 2 k ; the number of connected components of F in Figure 3 is n c (Q k ) = 2, see Example 2.
Main Results and Examples.
First, we prove that the CSC and the ERC are two sufficient conditions to obtain the gap sequence estimate. The proof of the theorem is presented in Section 3.
(1) If E satisfies the component separation condition, then E satisfies the exponential rate condition. (2) If E satisfies the exponential rate condition, then
Next theorem reveals that whether the Bedford-McMullen set satisfies the CSC or not depends on the topological properties of E. The theorem also generalizes the main result of [22] , where the Bedford-McMullen sets are required to be totally disconnected. The proof is in Section 4. (1) If E is nonlinear, then E satisfies the component separation condition and
By Theorem 2.2, we immediately obtain the following result on fractal squares, which generalizes the main result of [20] , where all (possible) nontrivial connected components of a fractal square are parallel line segments. In the end of this section, we give some examples to illustrate our conclusions. Figure 1 . Clearly, the box dimensions and gap sequences vary by changing the translations of affine transformations.
There exist Bedford-McMullen sets with finitely many connected components. Let F be the fractal square set defined in Figure 3 . One can check that F contains exactly 2 connected components. This set was constructed by Xiao in [33] , and we refer the reader to the paper for details.
(a) The initial structure (b) F Figure 3 . A fractal square with 2 connected components.
Gap sequences of Bedfor-McMullen sets
In the rest of the paper, we always use component to mean connected component for simplicity.
First we show that the CSC implies the ERC. Proof. For each k ∈ Z + , Q k is the union of r k rectangles so that n c (Q k ) ≤ r k . On the other hand, by the definition of the component separation condition, there exist k 0 ∈ Z + and a component C of Q k 0 satisfying that, for every component C ′ of Q k 0 , we have either C ′ = C or C ′ ∩ C = ∅. Thus, given a positive integer k > k 0 , for every
In order to prove the second part of Theorem 2.1, we need the following fact obtained in [22] . We add a proof here for the convenience of readers.
Proposition 3.2 ([22]
). Let {α k } k≥1 be the gap sequence of a compact set A ⊂ R d with infinitely many components. Assume that γ > 0. Then
Next lemma gives the second part of Theorem 2.1, and the upper bound estimate of n E (N −k ) in the proof is similar as in [22] . Proof. In [28] , Rao, Ruan and Yang showed if two compact metric spaces with infinite gap sequences are bilipschitz equivalent, their gap sequences are comparable. Let {α k } k≥1 and {α ′ k } k≥1 be the gap sequences of E with respect to the Euclidean distance and the maximum distance, respectively. Then we have that α k ≍ α ′ k . Therefore, in the rest of the proof, we assume that R 2 is the space equipped with the maximum distance ρ(·, ·), i.e.,
The proof is divided into two cases: s = M and s < M.
First, we prove that n E (N −k ) ≤ r k for all k ∈ Z + . In order to prove this inequality, we claim that, for each elementary rectangle R of Q k , any two points in E ∩ R are N −k -equivalent.
For each given integer k, let ℓ be the integer such that M −ℓ−1 < N −k ≤ M −ℓ . We split R into M ℓ+2−k rectangles with width N −k and height M −ℓ−2 . Since s = M, all the M ℓ+2−k rectangles intersect E. We pick a point in E ∩ R from each small rectangle, and we denote these points by p i = (x i , y i ), i = 1, . . . , M ℓ+2−k , where y 1 ≤ y 2 ≤ · · · ≤ y M ℓ+2−k . Then the distances between any two adjacent points are bounded by
for all i. Thus, p i and p j are N −k -equivalent in E ∩ R for all i and j. It clearly implies that any two points in E ∩ R are N −k -equivalent. Next, we give the lower bound of n E (N −k ). Since E satisfies the exponential rate condition, there exists a constant c 0 > 0, such that n c (Q k ) ≥ c 0 r k for all k ∈ Z + .
For each integer k ≥ 2, since Q k−1 is the union of elementary rectangles with width N −k+1 and height M −k+1 , for any two distinct components C, C ′ of Q k−1 and any two points p ∈ C, p ′ ∈ C ′ , the distance between p and p ′ is bounded below by
Combining this with E ⊂ Q k−1 and every component of Q k−1 intersecting E, we have 
First, we give the upper bound. For each k ∈ Z + , there are r k elementary rectangles of Q k . For every elementary rectangle R of Q k , by the definition of s, there exist s ℓ+1−k small rectangles R 1 , . . . , R s ℓ+1−k , such that every R i has width N −k and height M −ℓ−1 ,
The number of all such small rectangles is r k s ℓ+1−k . Moreover, any two points in a same small rectangle are N −k -equivalent. Hence we have an upper bound
Next, we prove the lower bound. Since E satisfies the exponential rate condition, there exists a constant c 0 > 0, such that n c (Q k ) ≥ c 0 r k for all k ∈ Z + .
For each k ≥ 2, there are r k−1 elementary rectangle of Q k−1 . By (3.5) and the definition of s, for every elementary rectangle R of Q k−1 , there exist s ℓ−k rectangles
It follows from s < M that n c ( R) ≥ s ℓ−k−1 . Meanwhile, if two points p and p ′ belong to distinct components of R, their distance is bounded below by
Let C be the component of Q k−1 with R ⊂ C. From the construction of Bedford-McMullen set, if two points in E ∩ R belong to distinct components of R, they are not N −k -equivalent in E ∩ C. Thus, noticing that every component of R intersects
It completes the proof of the lemma. Recall that Q 0 = [0, 1] 2 and for each integer k ≥ 1, First, we claim that C intersects the left boundary or the right boundary of Q 0 . Otherwise, combining with the assumption that C intersects the bottom boundary of Q 0 , there exists a positive integer
, and T (C 1 ) only intersects the boundary of T k+1 (Q 0 ) at the bottom. Combining this with q > 0 and the fact that every component of Q 2k+1 intersects the boundary of Q 0 , we have
By the similar argument as above, we have T k (Q 0 )
Repeating it finitely many times, we obtain that T k (Q 0 )
Therefore, C is a vertical component in Q k , which contradicts to the fact that C does not intersect the top boundary of Q 0 .
Next, we show that the component C is horizontal, and we prove it by contradiction. Assume that C intersects the left boundary of Q 0 but does not intersect the right boundary of Q 0 . Therefore, C intersects both the bottom boundary and the left boundary of Q 0 , whereas C intersects neither the top boundary nor the right boundary of Q 0 . We write
and there is a curve γ 0 in C connecting the point ( i 0 N k , 0) and the point (0, j 0 M k ). We prove the following fact:
Since every component of E intersects the boundary of Q 0 , by Facts (ii) and (iii), the set Q k intersects the right boundary or the top boundary of Q 0 . Without loss of generality, we assume that Q k intersects the right boundary of Q 0 . Then there exists
Since the fact (4.6) holds for m = 0, it remains to prove the fact (4.6) for m > 0.
only intersects the bottom boundary and the left boundary of ( N k −1 N k , m M k ) + T k (Q 0 ), at least one of the following three sets is contained in Q 2k :
Repeating this argument, we have one of the following conclusions true: (a). there exists 0 ≤ n ≤ N k and a curve γ 1 in Q k joining ( N k −1 N k , m M k ) and ( n N k , 0); (b). there exists 0 ≤ m ′ ≤ M k and a curve γ 2 in Q k joining ( N k −1 N k , m M k ) and (0, m ′ M k ). In case (a), we have n ≥ (i 0 + 1), otherwise the curve γ 1 intersects γ 0 so that
which contradicts the assumption that C does not intersect the right boundary of Q 0 . Similarly, we have m ′ ≥ (j 0 + 1) in case (b). Hence the fact (4.6) holds.
By the fact (4.6), we assume that
Combining this with (4.7), the set ( p N , q M ) + T (C ′ ) is a component of Q 2k+1 . However, ( p N , q M ) + T (C ′ ) does not intersect the boundary of Q 0 , which contradicts to the fact that every component of E intersects the boundary of Q 0 .
If
Using the same argument in proving (4.6) and noticing that ( i
is a component of Q 3k , and it does not intersect the boundary of Q 0 , which gives a contradiction again.
Hence C is a horizontal component, and it completes the proof of the lemma. Proof. By Lemma 4.1, we assume that there exist infinitely many integers k > 0 such that the sets Q k are vertical. Combining this with Fact (i), Q k is vertical for all k > 0. First, we define an equivalence relation on D. Given (i, j), (i ′ , j ′ ) ∈ D, we say that (i, j) and (i ′ , j ′ ) are vertically equivalent with respect to D, if i = i ′ and (i, ℓ) ∈ D for all ℓ satisfying (ℓ − j)(ℓ − j ′ ) ≤ 0. We denote the vertically equivalent classes by Λ 1 , Λ 2 , . . . , Λ β . Without loss of generality, we assume that there exists β 0 ∈ {1, 2, . . . , β} such that
We write L i = card(Λ i ) for each 1 ≤ i ≤ β, and define L = min{L 1 , . . . , L β }. Then L < M since E is nonlinear. Given positive integers k, ℓ, we define
We denote by n c (Q k,ℓ ) the number of components in Q k,ℓ , and denote by n B c (Q k,ℓ ) the number of components in Q k,ℓ intersecting the bottom boundary of Q 0 . Since
Next, we show that n B c (Q k,L ) ≤ 2L for every positive integer k. In fact, since Q k is vertical, there are at most two components of Q k intersecting the left boundary or the right boundary of Q 0 . Hence, there are at most 2L components of Q k,L intersecting the left boundary or the right boundary of Q k,L .
Assume that n B c (Q k,L ) > 2L. Then there exists a component C of Q k,L such that C does not intersect the left boundary and the right boundary of Q k,L . According to the definition of L, there exists (p, q) ∈ D such that {(p, q), (p, q + 1), . . . , (p, q + L − 1)} is a vertically equivalent class and ( p N , q M ) + T (Q k,L ) ⊂ Q k+1 . Denote
Then C ′ ⊂ ( p N , q M ) + T (Q k,L ) and C ′ does not intersect the left boundary and the right boundary of ( p N , q M ) + T (Q k,L ). Thus C ′ is a component of Q k+1 . Since L < M, the component C ′ can not intersect both the top boundary and the bottom boundary of Q 0 , which implies that Q k+1 is not vertical. This contradicts the fact that Q k is vertical for all k > 0.
Combining (4.8) with n B c (Q k,L ) ≤ 2L for all k ≥ 1, we have n c (Q k+1 ) ≤ 2β 0 L. Since both β 0 and L are independent of k, we have n c (Q k ) ≤ 2β 0 L for all k ≥ 2. It follows that there are at most 2β 0 L components of E. Proof. Without loss of generality, we assume that D ⊂ {0, 1, . . . , N −1}×{0}. Since E contains infinitely many components and is nonlinear, we have r = #D ∈ {2, . . . , N − 1}. It is clear that Q k ∩ Q k + (0, 1) = ∅ for all k ∈ Z + .
If there exists a component C of Q 1 such that C does not intersect the left boundary and the right boundary of Q 0 , it is clear that E satisfies the component separation condition (CSC).
Otherwise all components C of Q 1 intersect either the left boundary or the right boundary of Q 0 . Since E is one-sided, we have that n c (Q 1 ) = 1 or 2. Obiviously, E satisfies the CSC if n c (Q 1 ) = 1. We assume that n c (Q 1 ) = 2. Then there exist
Clearly the set (q/N, 0) + T (C) is a component of Q 2 , and it implies that E satisfies the CSC. Proof. Without loss of generality, we assume that D = A × {0, 1, . . . , M − 1} for some A {0, 1, . . . , N − 1}. Since E is a Bedford-McMullen set with infinitely many connected components, we know that 2 ≤ card(A) < N. Let K = K(A) be the unique compact subset of [0, 1] satisfying K = 1 N (K + A). Then E = K(A) × [0, 1], and dim B E = 1 + dim B K(A). Clearly, the attractors E and K(A) have the same gap sequence. Thus, it suffices to show that α k ≍ k −1/ dim B K(A) .
We write N 0 = card(A) and assume that A = {i 1 , . . . , i N 0 }. Let A ′ = {j 1 , . . . , j N 0 } be a proper subset of {0, 1, . . . , N − 1}. From [27] , we know that K(A ′ ) is Lipschitz equivalent to K(A). Thus, from [28] , their gap sequences are comparable. Hence we assume without loss of generality that A = {0, 1, . . . , N 0 − 1}.
Let δ 1 > δ 2 > · · · be the discontinuous points of n E (δ). Then we that δ j = N − N 0 (N − 1)N j , n E (δ j ) = N j−1 0 , j = 1, 2, . . . .
For every k ∈ Z + , we choose j ∈ Z + such that N j−1 0 ≤ k < N j 0 . From (2.2), we have α k = δ j . It is well-known that dim B K(A) = log N 0 log N , see [6] for example. Thus N j = (N j 0 ) 1/ dim B K(A) ≍ k 1/ dim B K(A) , and it gives that
This completes the proof of the lemma.
Proof of Theorem 2.2. From Theorem 2.1 and Lemma 4.4, it suffices to show that if E is nonlinear, then E satisfies the component separation condition.
If E is one-sided, by Lemma 4.3, the component separation condition holds. Otherwise, by Lemma 4.2, there exists a connected component C of E such that C does not intersect the boundary of Q 0 . By Fact (i), for each k ∈ Z + , there exists a component C k in Q k containing C. Since C k is decreasing with respect to k, by a well-known topological result, ∞ k=1 C k is connected, for examples, please see [23, Exercise 11 in Section 26]. Since C = ∞ k=1 C k , there exists k 0 ∈ Z + such that C k does not intersect the boundary of Q 0 for all k ≥ k 0 . It implies that the component separation condition holds.
Proof of Theorem 2.3. From the box dimension formula, we have dim B F (N, D) = dim B F (N, D ′ ) = log card(D) log N .
Combining this with Theorem 2.2, the conclusion holds.
