An instrument named the grating scale monitor for measuring the outer scale ᏸ 0 from the angle-ofarrival ͑AA͒ fluctuations of a perturbed wave front was developed a few years ago at Nice University. The AA is detected with a 5-ms time resolution by modulation of the stellar image in a small telescope with a grating. One uses the normalized covariance of AA fluctuations to estimate ᏸ 0 . A new version of this instrument, the generalized seeing monitor ͑GSM͒ is described. It consists of four identical modules for measuring the AA at four locations on the wave front. A spatiotemporal analysis of these data leads to the determination of seeing ⑀ 0 , outer scale ᏸ 0 , and the wave-front speed. In addition, isoplanatic angle 0 is determined from scintillation, making the characterization of turbulence with the GSM almost complete. We describe the instrument and make a detailed analysis of its performance and accuracy. Several site-testing campaigns have been conducted with the GSM: at La Silla ͑Chile͒, Oukaïmeden ͑Morocco͒, Maidanak ͑Uzbekistan͒, and Cerro Pachon and Cerro Paranal ͑Chile͒. The main results of these campaigns are presented and discussed.
Introduction
Advances in understanding the formation of astronomical images through the terrestrial atmosphere have made important contributions to improving the resolution of ground-based optical instruments. To optimize the performance of high-angular-resolution ͑HAR͒ techniques, e.g., those of adaptive optics ͑AO͒ and long-baseline interferometry ͑LBI͒, requires good knowledge of the atmospheric optical parameters ͑AOP's͒ related to the perturbed wave front. 1, 2 Among these parameters are the well-known Fried diameter r 0 , which is related to seeing angle ⑀ 0 ϭ 0.98͞r 0 , isoplanatic angle 0 , wave-front outer scale ᏸ 0 , and wave-front coherence time 0 .
Many studies show the effect of finite ᏸ 0 on the HAR techniques, but few measurements of this effect have been made so far. [3] [4] [5] In addition, the value of this outer scale parameter is controversial because the available measurements provide values scattered from a few meters to kilometers. 6 This optical parameter ᏸ 0 , also called the spatial coherence outer scale of the perturbed wave front, must be differentiated from the local outer scale L 0 ͑h͒ that depends on local conditions and so on altitude h. 7 ᏸ 0 is defined as the distance at which the phase structure function saturates. ᏸ 0 can also be interpreted as a combination of outer scales in different atmospheric layers weighted with the refractive-index structure constant profile C N 2 ͑h͒. 8, 9 The outer-scale values provided by the our grating-scale monitor correspond to the ᏸ 0 parameter in the von Ká rmá n model of the phase spectrum ͓Eq. ͑14͒ below͔. Thus the ᏸ 0 measured with the grating-scale monitor are model dependent, and the use of another model would change the outer scale values. The effect of the model on the ᏸ 0 estimations is analyzed in Section 4 below.
The initial version of our instrument, the grating scale monitor, was intended for measurements of ᏸ 0 . 10 Recently some technical improvements and theoretical developments were made, and now it is possible to measure ⑀ 0 , ᏸ 0 , 0 , and 0 with the grating scale monitor; Hence the name of the improved instrument is the generalized seeing monitor ͑GSM͒. For the first time to our knowledge, it is now possible to monitor the temporal evolution of the outer scale.
In Section 2 we describe the instrument and the data-reduction procedures. Then in Section 3 we analyze the measurement errors, including the influence of finite exposure time on the derived AOP.
The dependence of ᏸ 0 on the turbulence model used in the data reduction is investigated in Section 4 below. In addition, the methods that we used to estimate isoplanatic angle and wave-front speed are described in Sections 5 and 6, respectively. Finally, in Section 7 we give a summary of the measurement campaigns made with the GSM at five observatories.
Generalized Seeing Monitor Instrument
The GSM instrument consists of four identical modules, each module measuring the atmospheric angleof-arrival ͑AA͒ fluctuations at selected positions on the wave front, as does a Shack-Hartmann sensor. We first describe the operation of an individual module. Then we describe the data-analysis procedure that we used to derive the atmospheric optical parameters.
A. Description of a Module
Each GSM module comprises a Maksutov telescope ͑D ϭ 100 mm, F ϭ 1 m͒ with a detector box. All four modules are pointed to the same star and are controlled by a single PC computer by means of a custommade interface board. Modules 1 and 2 are installed on the same mount and act as a differential imagemotion monitor. 11 CCD detectors offer a standard way to measure the image position. However, the time needed to read the detector is still too long for fast and continuous monitoring of AA fluctuations. This is why we developed an alternative modulation technique for fast AA measurements in one direction.
The image of the observed star is formed upon a Ronchi grating. It is shifted by a galvanometric mirror manipulated by a 200-Hz triangular signal. The grating is scanned over one grating period ͑Fig. 1͒. The flux transmitted through the grating is detected by a photomultiplier working in the photon-counting mode. Four flux measurements per modulation period, which correspond to phase shifts 0, ͞2, , and 3͞2, are taken. We denote the corresponding numbers of detected photons A, B, C, D ͑Fig. 1͒. If the flux modulation is sinusoidal, the phase ⌽ of this sinusoid can be calculated as 12
Modulation contrast ␥ is also estimated from the same A, B, C, and D fluxes as
Here we take into account the integration of the signal during the quarter-period when we accumulate the ABCD counts, so ␥ is the true contrast ͑␥ ϭ 1 for perfect sinusoidal modulation͒. This technique is widely used for interferometric measurements 12 and is sometimes called the ABCD method ͑the term phase used here to denote image position was borrowed from interferometry͒. In Eq.
͑1͒ the phase is expressed in units of grating period. The AA is ␣ ϭ p ⌽, where p is the angular period of the grating in radians or arcseconds ͑ p Ϸ 10 arc sec for the GSM͒. If image motion exceeds one grating period, the integer number of periods can be restored by continuity, provided that the rapid fluctuations are less than p͞2 ͑in practice this means that seeing must be better than Ϸ3 arc sec; otherwise phase jumps of one period may occur in the restored phases͒. The choice of the grating period is a compromise between AA measurement accuracy ͑which improves with decreasing p͒ and the necessity to have highcontrast modulation without phase jumps even for relatively poor seeing.
Image modulation is provided by a galvanometric mirror. The formidable problem of achieving fast and linear response is solved by use of the inertial properties of the oscillating mirror. Modulation is linear to better than 1% and perfectly synchronous in all four modules. During the 5-ms modulation period the forward and backward scans take 2 ms each, and the remaining 2 ms ϫ 0.5 ms is the dead time needed for changing the scan direction. Every 5 ms we average the ABCD counts for forward and backward scans to compute the phase. Further details can be found in Ref. 10 .
The optical layout of the GSM detector box is shown in Fig. 2 . A 4-mm aperture in the focal plane of the telescope limits the field to 14 arc min, reducing the contribution of the sky background. A field lens ͑1͒ in front of the aperture forms the pupil image near the collimator ͑2͒. The parallel beam is deflected by 90°by a modulator mirror ͑4͒ and refocused onto the Ronchi grating ͑6; 40-m period͒. A cylindrical lens ͑3͒ is located near the collimator to elongate the stellar image along grating lines and thus to reduce the effects of dust particles or grating defects.
In addition to optics, each detector box contains a photomultiplier ͑8; Hamamatsu R2949͒, its highvoltage supply, a pulse amplifier and modulation to control circuits. A viewer is used to point and center the star. Typically, a 2 m star gives a count rate of Ϸ6 ϫ 10 5 counts͞s, and the associated shot noise ͑see below͒ is much less than the AA signal.
All four GSM modules receive the same signal, which controls modulation timing. Detected photons are counted at 0.5-ms intervals by the interface board and transferred to PC memory by interrupts.
The software provides all necessary functions for instrument testing ͑e.g., modulation amplitude control and flux measurements͒ and data acquisition and processing. After the accumulation of data ͑typical-ly during 120 s͒, the processing results are shown on the screen and entered into the database.
B. Data Processing
Data ͑ABCD counts͒ are stored on a computer disk as a sequence of 2-byte integer numbers ͑16 numbers͞5 ms͒. The parameters of each acquisition and the results of its processing are kept in a separate file that serves as a database. Data processing includes the following steps:
The phases are computed for each channel from Eq. ͑1͒, with restoration of the integer numbers of grating periods. In the case of a poor signal-to-noise ratio the phase jumps are successfully removed by a digital filter.
The parabolic trend is fitted and subtracted, leaving only random phase fluctuations. Thus, the GSM can compensate for linear drift of the source during acquisition, which is useful for observations of the polar star without tracking.
The four variances and six covariances of the AA fluctuations, which correspond to all possible combinations of the four modules, are computed. The variances are corrected from the contributions of photon and scintillation noise, as explained below.
The auxiliary quantities, namely, the mean modulation contrast, the mean flux in each module, and its dispersion, are computed as well and provide a measure of the scintillation index.
The last step is the calculation of the AOP of interest, which proceeds in the following way: Fried parameter r 0 is estimated from the AA differential variance 1,11 obtained with modules 1 and 2, which share a common mount. We remove the contribution from noise and apply a correction for a finite exposure time ͑see below͒. We also compute the estimates of r 0 from the AA variances obtained with each module. When they are corrected from the effects of the outer scale, 1,13 these variances usually agree well with the differential r 0 , ensuring that the AA measurements are not seriously affected by telescope vibrations.
We determine Wave-front outer scale ᏸ 0 for each pair of modules by computing the ratio of AA covariance to differential AA variance obtained with modules 1 and 2. These normalized covariances ⌫ are then compared with the grid of theoretical covariances calculated for various baseline coordinates and values of the ᏸ 0 parameter in the von Ká rmá n model. 14 Theoretical ⌫ are interpolated for the specific value of the baseline ͑in fact, first a projection of the baseline onto the wave-front plane is computed for the moment of observation from the site and source coordinates͒, and the appropriate ᏸ 0 that fits the measured ⌫ is found. The value of ᏸ 0 that is ultimately adopted is taken as the median of the six individual values that correspond to the various baselines.
The configuration of GSM modules is shown in Fig.  3 . The baseline lengths were chosen for optimal sensitivity of the covariances to the outer scale. Thus the longitudinal baseline is shorter than the transversal baseline because ⌫ decreases more rapidly in the longitudinal direction than in the transverse one. 6 Isoplanatic angle 0 is calculated from the scintillation index from the formulas given in Section 5 below.
The two-dimensional configuration of the GSM permits the effective wave-front speed to be derived from the temporal cross correlation of AA signals at different baselines. Thus the wave-front coherence time 0 can be found. However, this operation is not yet a part of standard signal processing. Examples of the spatiotemporal AA analysis and the problems encountered in estimating 0 are discussed in Section 6 below.
Error Analysis
In this section we estimate the various sources of error that affect the AOP measurements with the GSM. Most sources of error affect the AA measurements in each module. Let us denote the measured AA signal ␣. It differs from the atmospheric AA fluctuations ␣ a by the contributions of several noise sources and can be written as
where ␣ p is the photon noise, ␣ s is the scintillation noise, ␣ g is the modulation noise that arises as a result of the imperfect validity of Eq. ͑1͒, and, finally, ␣ m is the mechanical noise that is due to telescope motion. After considering all these terms, we take into account the error that arises from averaging of ␣ a during the GSM exposure time of 5 ms. Finally, we estimate the statistical errors of the computed variances and covariances and provide the expressions for the errors of the AOP measured with the GSM.
A. Photon Noise
The numbers of photons A, B, C, and D that enter into Eq. ͑1͒ are subject to the statistical fluctuations that are due to the Poisson statistics of the photodetection process. We can safely assume that these fluctuations are uncorrelated. As described in Section 2, the four fluxes A, B, C, and D recorded per modulation can be written as I i ϭ N͓1 ϩ ␥ cos͑⌽ ϩ i ͔͒, where i are the A, B, C, and D phase shifts that correspond, respectively, to 0, ͞2, , and 3͞2 and N is the mean count. Assuming that the mean phase ⌽ is equal to zero, we can write the mean recorded counts as A ϭ N͑1 ϩ ␥͒, B ϭ N, C ϭ N͑1 Ϫ ␥͒, and D ϭ N. Differentiating Eq. ͑1͒, we relate the photon-noise phase dispersion p ͑in units of grating period͒ to the modulation contrast ␥:
To check this expression we performed an experiment in the laboratory that consisted of making measurements without turbulence and using the difference of AA between two modules. A comparison of the values of the differential variance diff 2 ϭ ͗͑␣ 1 Ϫ ␣ 2 ͒ 2 ͘ and the sum p1 2 ϩ p2 2 calculated from Eq. ͑4͒ shows that they are within Ϯ5% of each other for various levels of photon flux N and contrast ␥.
B. Scintillation Noise
The stellar flux exhibits fluctuations, called scintillation, that are due to atmospheric turbulence. 15 Generally, the scintillation is characterized by an index I 2 , defined as the ratio of the flux variance to the square of the mean flux. The scintillation perturbs the ABCD counts just as well as the photon noise does and hence is a source of noise in the AA measurements. However, only a specific portion of the scintillation's temporal spectrum contributes to the noise, because fluctuations on time scales longer than 5 ms affect all counts in the same way and do not change the phase. So there is no unique relation between the rms scintillation phase noises s and I
2
. The solution to this problem consists in measuring the rapid contrast fluctuations, which are also related to the scintillation noise. As for photon noise, we assume that the scintillation-induced fluctuations of ABCD are mutually independent and that their relative rms amplitude is
Then, when we take into account both scintillation and photon noises, Eq. ͑4͒ becomes
Using Eq. ͑2͒ to deduce the expression of the dispersion ␥ 2 of the measured contrast and the A, B, C, D mean counts as defined in Subsection 3.
2 ͑1 ϩ ␦͔͒ leads to the following expression for ␦: Instead of using Eq. ͑4͒ we can estimate the photon noise from the contrast fluctuations by using Eqs. ͑5͒ and ͑6͒. This technique also works when both noise sources are present. We have verified in the laboratory ͑with photon noise only͒ that, when ␦ was estimated from the contrast fluctuations by use of Eq. ͑6͒, the product ␦N was within 20% of unity.
In data processing the contrast fluctuations are calculated as one half of the dispersion of the difference of two consecutive contrast values. We implicitly assume that the additional sources of rapid contrast fluctuations ͑e.g., small-scale turbulence or rapid telescope vibrations͒ are small; if such is not the case, the photon and scintillation noises are overestimated.
C. Mechanical Errors

Telescope Guiding Errors
The AA are measured in the declination direction and hence must not be sensitive to guiding errors. However, a small slow component was still present in the signal of some modules; it arose presumably because of the mechanical coupling of telescope motions in hour angles and declination owing to the imperfect worm-gear adjustment. The period of the hour drive worm is 4 min, and in the 2-min standard acquisitions a low-frequency component appears as a halfperiod of a sinusoid. Fortunately, most of that component is removed when a parabolic trend is subtracted.
Telescope High-Frequency Vibrations
Telescope high-frequency vibrations are caused by the stepping of the hour drive, which produces a fundamental frequency of 37.5 Hz. Its higher and lower harmonics are also seen in the spectrum of the AA signal. The existence of this vibration was seen during the laboratory tests of the mount made with sensitive accelerometric equipment. However, the total power of the vibrations is negligible compared with the AA fluctuations. Indeed, when those vibrations are removed as a result of the processing by signal filtering the results obtained do not differ by more than their standard errors.
D. Modulation Noise
Modulation noise, i.e., nonsinusoidal signal, nonlinearity of photon counting, errors in modulation amplitude, etc., is the difference between the true and the measured phases that is due to the imperfect validity of Eq. ͑1͒. Those errors were discussed extensively by Creath. 12 During the laboratory study the positions of the artificial star on the Ronchi grating were compared with those measured by GSM, and it was shown that the modulation error does not exceed 1% of the grating period. 10 The corresponding error of the AA variance is not greater than 2%.
E. Statistical Noise
The statistical quantities such as AA variance ␣ 2 and covariance C ␣ are calculated from samples of finite size and hence contain statistical uncertainties. They cannot be computed simply from the sample size because at a sampling rate of 5 ms the individual AA values are not necessarily independent.
Statistical Error of r 0 Estimation
If the AA measurements are accumulated during a time interval T, the relative error in the differential variance diff 2 is given by 16, 17 
The parameter is an equivalent width of the AA correlation, defined as
where C diff ͑t͒ is the temporal cross correlation of the AA difference at two apertures i and j ͑for r 0 measurements i ϭ 1 and j ϭ 2͒:
Here C ii ͑͒ is the the AA temporal autocorrelation function of the pupil i and C ij ͑͒ is the temporal cross correlation of AA at the two apertures i and j; they are defined as
Using the results of Avila et al., 6 we computed AA difference cross-correlation time for the von Ká rmá n turbulence model and the Taylor hypothesis ͑for a 10-cm circular pupil͒. The time depends on outer scale ᏸ 0 , on wind velocity v, and on the baseline. In the case of the La Silla, Chile, GSM campaign ͑v Ϸ 10 m͞s, parallel to the north-south direction, ᏸ 0 Ϸ 24 m, and a baseline of 25 cm͒, ϭ 24 ms. For a GSM integration time T ϭ 120 s, the relative error in the AA differential variance is hence equal to 2%, and the statistical relative error of the r 0 estimation ͑␦r 0 ͞r 0 ϭ 3͞5 ␦ diff 2 ͞ diff 2 ͒ is equal to 1.2%.
Statistical Error of the ᏸ 0 Estimation
Outer scale ᏸ 0 is deduced from the AA normalized covariance ⌫. 6 We take into account the statistical errors of both covariance and its normalization factor and arrive at the following formula 16 :
where is defined by Eq. ͑8͒. Time constant c is related to the temporal cross correlation C ij ͑t͒ of AA at the two apertures i and j defined in Eq. ͑10͒:
The time constant c was evaluated in the case of the von Ká rmá n model and frozen turbulence ͑Taylor hypothesis͒. Indeed, in the study of Avila et al. 6 it was shown that this parameter depends on wind speed v, outer scale ᏸ 0 , and the baseline. In the La Silla campaign, the c values are 108 -275 ms for the mean atmospheric conditions ͑v ϭ 10 m͞s and ᏸ 0 ϭ 24 m͒ and a baseline that varies from 25 cm to 1 m. According to Eq. ͑11͒ the statistical error of ᏸ 0 depends on ⌫, so one cannot give its general estimation. Thus, for each particular ᏸ 0 , we deduce the corresponding error of ⌫ and consequently of ᏸ 0 .
F. Exposure Time
During data processing, one can artificially increase the exposure time by binning the data. We used this option to show that temporal averaging for 5 ms has a negligible effect on the computed AA covariances. However, it is important for AA variance and differential variance because their spectra have more power at high temporal frequencies. If this effect is not taken into account it introduces an important systematic bias, increasing the derived r 0 and ᏸ 0 .
In Fig. 4͑a͒ the dependence of the differential AA variance on exposure time is shown for the three data sets with different ground wind speeds. Smooth curves fitted to the points suggest that we can extrapolate variance 2 linearly to zero exposure time:
This formula is incorporated into the standard data processing, thus eliminating the exposure-time bias. The frequency bandwidth of stellar scintillation is known to be much higher than that of AA fluctuations. However, the same 5-ms exposure time is used for both quantities. So, as shown in Fig. 4͑b͒ , an even higher correction must be applied to the scintillation index. Thus, to avoid this effect of the exposure time, we correct the GSM-measured scintillation index in the same manner as for AA fluctuations ͓Eq. ͑13͔͒. With this correction, the isoplanatic angle deduced from the scintillation index ͑see Section 5 below͒ is correctly estimated.
Martin 18 has studied the effect of a finite exposure time to explain the difference between longitudinal and transverse seeing measurements obtained with the differential image motion monitor. We tried to fit the 2 ͑t͒ curves with theoretical curves, as suggested by Martin, 18 but with only partial success. The reason is that theoretical curves are computed for a single turbulent layer from Taylor's frozenturbulence hypothesis, whereas in fact there are usually several layers with different wind speeds and directions.
Effect of the Atmospheric Turbulence Model
As explained above, the outer scale ᏸ 0 is determined as a parameter of the von Ká rmá n turbulence model 14 that fits the normalized AA covariances. Other models, 19 -22 such as the Greenwood-Tarazano 23 model, have been proposed to describe the deviation of the turbulence spectrum from the inertial model of Kolmogorov and Tatarski 15 at low frequencies. Thus the power spectra of the phase shift introduced by air-index fluctuations that correspond to these models are expressed as
where f is the spatial frequency. A difference is expected when ᏸ 0 is estimated from both models, especially for large outer-scale values. This result is due to a low-frequency extrapolation difference between the two models. We also reduced the data, using the Greenwood-Tarazano model. In Fig. 5 we compare the corresponding outer-scale estimates ᏸ 0VK and ᏸ 0GT for two nights. A very good correlation between these estimates can immediately be seen; a relation between these two parameters can be represented by a quadratic formula:
One can use this formula to transform the GSM results into the Greenwood-Tarazano model. A more general correspondence between the outer-scale parameters of different turbulence models, as well as the relationship of these wave-front outer scales to the geophysical turbulence outer scale L 0 , has yet to be found. However, the ᏸ 0VK values provided by the GSM can be used to derive the wave-front statistics, e.g., for optimization of HAR techniques ͑AO and LBI͒.
Measurement of the Isoplanatic Angle 0
The isoplanatic angle 0 for AO is given by 24
where z is the zenith angle. It was noted in Refs. 24 and 25 that 0 can be derived from the scintillation index measured with a 10-cm aperture. We review the associated theory briefly. The scintillation index I 2 ͑flux variance normalized by the square of the mean flux͒ is related to the C N 2 ͑h͒ turbulence profile by
where is the wavelength, h is the altitude, and P͑h͒ is a weighting function that depends on the pupil shape. For a circular pupil of diameter D with a central obscuration ratio ⑀ the weighting function is
where f is the spatial frequency and J 1 is the firstorder Bessel function. It was shown in Ref. 15 that, for small D, P͑h͒ ϰ h 5͞6 , whereas, for large D, P͑h͒ ϰ h 2 . It happens that, for the GSM pupil ͑D ϭ 10 cm, ⑀ ϭ 0.4͒, P͑h͒ is rather close to the h 5͞3 exponent required for measuring 0 .
Thus we may write P͑h͒ Ϸ P͑h 0 ͒͑h͞h 0 ͒
5͞3
. It follows immediately that
where K is a constant given by
The parameter h 0 is defined as the altitude that has the same isoplanatic angle with both Eqs. ͑17͒ and ͑20͒ with C N 2 ͑h͒ profiles. Indeed, with Hufnagel's average C N 2 profile that corresponds to nighttime conditions 26 and the GSM weighting function, the altitude h 0 obtained is equal to 10 km. This result was confirmed with C N 2 profiles obtained with the scintillation, detection, and ranging ͑SCIDAR͒ technique on San Pedro Mà rtir Observatory, Mexico. 27 The scintillation index is calculated from GSM data as a normalized dispersion of the sum of ABCD counts ͑such that the flux modulation with the Ronchi grating is canceled͒. It is corrected for the finite exposure time in the same manner as for the AA variance ͓Eq. ͑13͔͒. Of course, GSM was not originally designed for scintillation measurements. During the Maidanak campaign the scintillation measurements were made simultaneously with a four-channel stellar photometer 28 in the B, V, and R photometric bands with a time resolution of 1 ms. An aperture was exactly the same as that of GSM; stars near zenith were used. One can see from Fig.  6 that there is good agreement between the isoplanatic angles measured with these two instruments, despite a fairly large correction of GSM data for zenith angle ͑the GSM observed the polar star with z ϭ 52°͒. Thus the isoplanatic angle measurements with the GSM seem to be well validated. Figure 7 presents the isoplanatic angle measurements for ϭ 0.5 m obtained during the La Silla campaign. From those measurements one can see that has log-normal statistics.
Spatiotemporal Analysis
The temporal cross correlation of the AA fluctuations measured with GSM modules i and j separated by a baseline B is defined as
where i, j ϭ 1, 2, 3, 4 and i j. Assuming that the whole atmosphere is a frozen turbulence moving with a wind speed v ͑Taylor hypothesis͒, the temporal cross correlation in Eq. ͑22͒ is reduced to a spatial covariance 6 :
The shape of the cross correlation is characterized by a single peak delayed with ⌬ ij , which is equal to the transport time of the eddies from pupil i to pupil j. Delay ⌬ ij is related to the projection of the wind on the baseline 6, 29 :
where B ij is the modulus of the baseline, ij is its angle relative to the direction of AA measurements, and v is the modulus of the wind speed and is its direction. Measurements at two noncollinear baselines ͑two different ij ͒ are necessary for determining the coordinates ͑v, ͒ of the wind speed vector. The GSM with six baselines ͑Fig. 8͒ offers 11 different ⌬ ij measurements ͑we neglect four baseline pairs, which are parallel or nearly parallel͒, which are enough to ensure good accuracy of the wind speed determination. Thus the wave-front lifetimes for adaptive optics and Michelson interferometry can be deduced. 30 Now, in the case of an atmosphere stratified in different turbulent layers, the AA cross correlations display several peaks. Each peak corresponds to a turbulent layer; its localization is related to the layer's wind speed ͓Eq. ͑24͔͒, and the height of the peak is related to the energy in this layer. In the case of multilayer turbulence we chose the predominant layer ͑the highest peak͒ with which to estimate the wind-speed vector v͑v, ͒.
Results of the Atmospheric Optical Parameter Measurements with the Generalized Seeing Monitor and ᏸ ᏸ 0 Statistics
Summaries of the campaigns made with the GSM are presented in Table 1 . All the atmospheric parameters were calculated for wavelength ϭ 0.5 m. We draw attention to the larger number of measurements made at La Silla and at Cerro Paranal than at other sites. Also, the mean values of outer scale ᏸ 0 at all sites visited are rather similar for different dispersions. The distributions of the AOP, ⑀ 0 , ᏸ 0 , and 0 , are well-fitted by a log-normal law.
The poor seeing ͑ϳ1.7 arc sec͒ measured at La Silla was due to the jet stream conditions that prevailed during our mission. The reputation of the sites for good seeing conditions is confirmed, especially for the Maidanak Observatory ͑0.69 arc sec͒. From Table 1 one can observe that the correlation between the outer scale and seeing is not significant. Some anticorrelation between the mean seeing and the mean isoplanatic angle ͑or scintillation͒ may be noted. However, during the Maidanak campaign the measurements of free-atmosphere seeing were obtained by a new scintillation-based technique 31 and demonstrated that the seeing was dominated by the contribution from the boundary layer. Figure 9 depicts the ᏸ 0 measurements obtained during one night ͑14 September 1997͒ at La Silla Observatory. These measurements are presented with error bars estimated in two ways: we obtained the first set of error bars ͑limited by triangles in Fig. 9͒ by taking into account all the GSM in- For what we believe is the first time, it is now possible to monitor ᏸ 0 with the GSM, to follow its temporal evolution and its changes from one observatory to another. For a duration of one night, ᏸ 0 presents decametric values with a log-normal distribution 32 and some bursts that correspond to a newly generated turbulence. These bursts were observed at all sites visited and lasted typically a few minutes. Similar bursts that lasted a few minutes were detected by Avila et al. 27 in C N 2 profiles. Each campaign is characterized by the mean values ͑deduced from logarithmic means of the AOP log-normal distributions͒ of the AOP parameters at ϭ 0.5 m and at zenith. The values given in parentheses indicate the interval limits, from the mean value, that constitute 68% of each parameter's nightly values ͑Ϯ1 of the log-normal nightly distributions͒.
We note that during a typical night the ᏸ 0 temporal variability is strong, even when bursts are not taken into account. It has been shown that the temporal variability of ᏸ 0 is stronger than that of seeing. This means that for optimization of AO systems and LBI observations it would be desirable to monitor the outer scale. Figure 10 shows the night-by-night evolution of ᏸ 0 and ⑀ 0 measurements obtained at the various sites visited by the GSM. Each night is represented by the mean values of ᏸ 0 and ⑀ 0 . The bars indicate intervals that contain 68% of nightly values ͑Ϯ1 of the log-normal nightly distributions͒. One can see that the AOP's have less temporal variability than one-night measurements ͑Fig. 9͒.
Conclusions
The results presented here show the scope and quality of atmospheric measurements that can be carried out with the generalized seeing monitor. Indeed, for the first time to our knowledge, the wave-front outer scale ᏸ 0 was monitored continuously for several nights at a number of astronomical sites. The GSM instrument also provides measurements of seeing ⑀ 0 , isoplanatic angle 0 , and the wind speed of turbulent layers ͑from which the wave-front constant time 0 is deduced͒. Thus the GSM instrument is what we believe to be the first monitor to provide almost complete characterization of astronomical sites for highangular-resolution techniques.
A quantification of the various error sources of the GSM has been made. Thus we know how accurately the atmospheric optical parameters are measured, and error bars are provided for all GSM data. In addition, the effect of the model that describes the atmospheric turbulence on the wave-front's outerscale ᏸ 0 estimation has been evaluated: The results obtained with the von Ká rmá n and GreenwoodTarazano models are different but are closely related ͓Eq. ͑16͔͒.
The GSM instrument has already produced an important data bank for the major astronomical sites throughout the world: La Silla, Cerro Paranal, and Cerro Pachon ͑Chile͒; Oukaïmeden ͑Morocco͒, and Maidanak ͑Uzbekistan͒. We are now studying all these data to compare the sites, to analyze the temporal evolution of the AOP's, and to investigate their correlations.
