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Abstract—In the context of network information theory, one
often needs a multiparty probability distribution to be typical in
several ways simultaneously. When considering quantum states
instead of classical ones, it is in general difficult to prove the
existence of a state that is jointly typical. Such a difficulty was
recently emphasized and conjectures on the existence of such
states were formulated.
In this paper, we consider a one-shot multiparty typicality
conjecture. The question can then be stated easily: is it possible
to smooth the largest eigenvalues of all the marginals of a
multipartite state ρ simultaneously while staying close to ρ?
We prove the answer is yes whenever the marginals of the
state commute. In the general quantum case, we prove that
simultaneous smoothing is possible if the number of parties is
two or more generally if the marginals to optimize satisfy some
non-overlap property.
I. INTRODUCTION
It is natural in the context of studying information
processing tasks to allow for a small error probability. This
makes it possible to eliminate atypical behaviour of the system
under consideration. When the state of a system is described
by a probability distribution, an important quantity that arises
in the analysis of information processing tasks is the largest
probability. Events that happen with a probability that is
atypically large can be discarded provided their total mass is
smaller than the desired error probability. In order to optimize
the rate of our task, one is then faced with an optimization
over the choice of possible atypical sets. When the information
processing task has multiple objectives, e.g., multiple receivers
decoding the same message, there are several quantities to
optimize. The question we consider here is how well can these
different objectives be optimized simultaneously.
More concretely, consider a probability distribution ρ on m
parties and fix some error tolerance ε > 0. Each marginal has
some largest probability. Given that an error probability ε is
allowed, it is possible to discard atypical sets of weight at
most ε in order to reduce the largest probability. This could
be done separately for each marginal. Now is it possible to
find a state on m parties that is still reasonably close to the
original state ρ but that is as good as the specific optimizers
for all the marginals simultaneously? As the optimization in
this setting refers to eliminating atypical behaviour, we also
refer to the process as “smoothing”. For quantum systems,
the distribution is replaced by a positive semidefinite operator
whose eigenvalues correspond to probabilities. The operation
of taking a marginal corresponds to a partial trace. In this
quantum framework, a (classical) probability distribution is
represented as an operator with a particular eigenbasis.
One motivation for considering such a question is that it
poses significant obstacles in the context of quantum network
information theory as was recently emphasized in the study
of multiparty state merging [2] and the study of the quantum
interference channel [3], [7].
The purpose of this paper is to formulate the questions that
arose from these works in a one-shot setting. We provide a
proof of the conjecture when certain commutation relations
between the marginals of the state hold. We also give a proof
for the two-party quantum case and when the marginals to
optimize are “non-overlapping”. These seem to be the cases
that can be handled using the current techniques and we
believe that new techniques are needed to prove the general
case. We hope this work will raise interest in the conjecture
and its cousins.
II. PRELIMINARY WORK
A. Basic notation
The state of an isolated quantum system is represented
by a unit vector in a Hilbert space. Quantum systems
are denoted A,A1, A2, . . . and are identified with their
corresponding Hilbert spaces. We write dA := dimA.
To describe a distribution {p1, . . . , pr} over quantum states
{|ψ1〉 , . . . , |ψr〉} (also called a mixed state), we use a density
operator ρ =
∑r
i=1 pi|ψi〉〈ψi|. Here, |ψ〉〈ψ| refers to the
projector on the complex line spanned by |ψ〉. A density
operator is a positive semidefinite operator with unit trace.
Let P(A) be the set of positive semidefinite operators acting
on A. Then S(A) := {ρ ∈ P(A) : tr ρ = 1} is the set of
density operators on A. The Hilbert space on which a density
operator ρ ∈ S(A) acts is sometimes denoted by a subscript,
as in ρA. Superscripts are only used for labelling. In order to
describe the state of a composite system A1A2, we use the
tensor product Hilbert space A1 ⊗ A2, which is sometimes
simply denoted A1A2. If ρA1A2 describes the joint state on
A1A2, the reduced state on the system A1 is obtained by the
partial trace ρA1 := trA2 ρA1A2 .
The evolution of any quantum system can be represented by
a trace preserving completely positive map (TPCPM) EA→C .
A map is called positive if for any positive operator ρ, E(ρ)
is also positive. It is called completely positive if for any
quantum system B, the map E ⊗ idB is positive. For a map
E acting on system A1, we sometimes drop an identity acting
on another system, as in E(ρA1A2) = (E ⊗ idA2)(ρA1A2). For
an introduction to quantum information, we refer the reader
to [5], [12].
B. Distance measures
We use two distance measures based on extensions of
the trace distance and the fidelity to subnormalized states,
S≤(A) := {ρ ∈ P(A) : tr ρ ≤ 1}. For subnormalized
states, we define quantum evolutions as trace non-increasing
completely positive maps.
Let ρ, σ ∈ S≤(A) be subnormalized density operators. The
trace distance is defined as
D(ρ, σ) :=
1
2
‖ρ− σ‖1 + 1
2
| tr(ρ− σ)|,
where ‖M‖1 = tr
(√
M †M
)
. Another metric that is more
commonly used in this context is the purified distance [10],
P (ρ, σ) :=
√
1− F (ρ, σ)2,
based on the generalized fidelity, which is given by
F (ρ, σ) := ‖√ρ√σ‖1 +
√
(1− tr ρ)(1− tr σ).
The two distance measures are related by
D(ρ, σ) ≤ P (ρ, σ) ≤
√
2D(ρ, σ). (1)
For the trace distance, the closed ε-ball around ρ is denoted
by BDε (ρ) and for the purified distance by BPε (ρ). Quantum
evolutions are non-expansive maps in both the trace distance
and the purified distance. That is, for any trace non-increasing
completely positive map E , we find
D(E(ρ), E(σ)) ≤ D(ρ, σ),
P (E(ρ), E(σ)) ≤ P (ρ, σ). (2)
C. Min-entropy
Let ρ ∈ S≤(A). The min-entropy of the state ρ is defined
as Hmin(A)ρ := − logλmax(ρ), where λmax(ρ) denotes the
largest eigenvalue of ρ. Optimizing this quantity over an ε-
neighbourhood of ρ, we obtain the smooth min-entropy,
H
ε,X
min(A)ρ := max
σ∈BXε (ρ)
Hmin(A)σ
= − log
(
min
σ∈BXε (ρ)
λmax(σ)
) (3)
where X can be set to either D for trace-distance or P for
purified distance. As the purified distance is more common in
this setting, we drop the superscript P when using it. Since
BXε (ρ) ⊂ S(A) is compact, the maximum in (3) is achieved
by a state σ ∈ BXε (ρ),
Hmin(A)σ = H
ε,X
min(A)ρ. (4)
The state σ can always be assumed to share a particular
eigenbasis {|x〉}x with ρ. [8] This follows from the fact that
a measurement of σ in this basis, E : σ 7→∑x |x〉〈x|σ|x〉〈x|,
cannot increase the largest eigenvalue of σ. Since E(ρ) = ρ
we find by (2) that E(σ) ∈ BXε (ρ). As a consequence when
only considering a single system A, the optimization problem
in (3) is classical in the sense that we can always restrict it to
states that share a particular eigenbasis with ρ.
III. CONJECTURE
With this basic notation we state the main conjecture.
Conjecture III.1. For any number of parties m ∈ N there
exists a function gm with lim
ε→0
gm(ε) = 0 such that the
following holds.
For any state ρ ∈ S≤(A) on any m-party system A =
A1 · · ·Am, there exists a state σ ∈ BPgm(ε)(ρ) that satisfies
Hmin(S)σ ≥ Hεmin(S)ρ, ∀S ⊂ {A1, . . . , Am}, S 6= ∅.
The function gm can depend on the number of parties m but
it is important that it is independent of the physical realization.
In particular, it must not depend on the dimensions of the
systems A1, . . . , Am. Furthermore, note that by relation (1) the
conjecture can equivalently be restated for the trace distance.
This conjecture is a generalization of the multiparty
typicality conjecture of [2] to general states that are possibly
not tensor powers. As such, by an application of the asymptotic
equipartition property [9], Conjecture III.1 directly implies the
multiparty typicality conjecture. One could of course consider
stronger versions of this conjecture and ask for the conditional
entropies to be also simultaneously smoothed. And in fact, the
simultaneous decoding conjecture in [3] would follow from an
analogous conjecture with conditional entropies. As difficulties
already arise without conditioning, we focus on this simple
setting here.
IV. MIN-ENTROPY SMOOTHING
In the following, we give an explicit formula for a state
σ ∈ BDε (ρ) that satisfies (4) for X = D. This expression is
then used to define smoothing as a quantum operation and to
restate Conjecture III.1 from a different perspective.
Lemma IV.1 (Min-entropy smoothing, [1]). Let ρ ∈ S≤(A),
ε > 0. Define the function
f˜ε(x) =
{
2−H
ε,D
min
(A)ρ , x > 2−H
ε,D
min
(A)ρ
x, x ≤ 2−Hε,Dmin(A)ρ .
Then the state σ := f˜ε(ρ) ∈ BDε (ρ) satisfies (4) for X = D.
Using this Lemma, we define Hmin-smoothing as a quantum
operation. Concisely, we realize it as a multiplication operator
on the eigenvalues {λi}i of the state ρ ∈ S≤(A), mapping
λi to fε(λi)λi. The smoothing function, fε(x) := f˜ε(x)x for
x ∈ (0, 1], fε(0) := 1, is chosen according to Lemma IV.1.
Since fε ≤ 1, we can represent this map as a quantum
operation on S≤(A),
E : τ 7→
√
fε(ρ)τ
√
fε(ρ). (5)
Note that this map is also a feasible smoothing operation for
P due to Hε,Pmin(A)ρ ≤ Hε,Dmin(A)ρ by (1). For the distance we
then find P (ρ, E(ρ)) ≤ √2ε.
On a multiparty system A = A1 · · ·Am, this construction
can be repeated on every subsystem S. For ε > 0, we define
a smoothing operation ES by
ES : S≤(S) → S≤(S)
τS 7→
√
fSε (ρS)τS
√
fSε (ρS),
(6)
where the smoothing function fSε is defined in terms of ρS .
Conjecture III.1 can then be restated as follows: can we con-
struct a global quantum evolution E : S≤(A) → S≤(A) from
the marginal smoothing operations {ES}S⊂{A1,...,Am},S 6=∅
that simultaneously smooths all min-entropies of ρ keeping
ρ close to itself?
V. CLASSICAL CASE
We show that classical states admit a natural solution of
Conjecture III.1 from the perspective of quantum evolutions.
In particular, the smoothing operations {ES}S∈K (6) for the
subsystems, once extended appropriately to the total system,
can be combined to define an iterative simultaneous Hmin-
smoothing operation E . This result is stated in Theorem V.2.
Furthermore, we provide a distribution showing the optimality
of the obtained trace distance bound.
Let A = A1 · · ·Am be a classical system. A classical state
ρ ∈ Scl≤(A) is characterized by its product eigenbasis,
ρ =
dA1∑
i1=1
· · ·
dAm∑
im=1
pi1...im |i1〉〈i1|A1 ⊗ · · · ⊗ |im〉〈im|Am , (7)
where {|ik〉}1≤ik≤dAk denotes an orthonormal basis of Ak for
all k ∈ {1, . . . ,m}. Note that the structure of the classical state
ρ implies that its closest simultaneous Hmin-smoother σ can
always be assumed to be classical. This follows from the fact
that a measurement of σ in the classical eigenbasis of ρ can
increase neither the largest eigenvalue of any of its reduced
states nor the distance to ρ. Therefore, Conjecture III.1 has a
well-defined classical limit.
Extending the smoothing maps {ES}S defined in (6) to act
globally by E¯S := ES ⊗ idSc , so that ES(ρS) = trSc(E¯S(ρ)),
we observe the following properties.
Lemma V.1. Let K = 2{A1,...,Am} \ {∅}. For a classical
state ρ ∈ Scl≤(A) the extended smoothing operations {E¯S :=
ES ⊗ idSc}S∈K, ES as in (6) for all S ∈ K, are
i) commutative: E¯S ◦ E¯T = E¯T ◦ E¯S ∀S, T ∈ K,
ii) density operator decreasing: E¯S(τ) ≤ τ ∀τ ∈ Scl≤(A),
iii) distance preserving: D(τ, E¯S(τ)) = D(τS , ES(τS)) ∀τ ∈
Scl≤(A).
Proof: i) The operators
√
fS(ρS)⊗1 Sc ,
√
fT (ρT )⊗1 T c
commute since ρS ⊗ 1 Sc and ρT ⊗ 1 T c are simultaneously
diagonalizable in the classical eigenbasis of ρ for all S, T ∈ K.
ii) This property holds for pure states τ = |i1〉〈i1|A1 ⊗· · ·⊗
|im〉〈im|Am that span Scl≤(A). For S = Ar1 · · ·Ar|S| we have
E¯S(τ) = fS(〈ir1 , . . . , ir|S| | ρS |ir1 , . . . , ir|S|〉)︸ ︷︷ ︸
≤1
τ ≤ τ.
By linearity of E¯S this statement extends to all of Scl≤ (A).
iii) The trace distance simplifies to the trace for ordered
density operators,
τ, ω ∈ S≤(A), τ ≥ ω : D(τ, ω) = tr(τ − ω), (8)
and, therefore, is independent of the subsystem where it is
evaluated.
By Lemma V.1 the smoothing operations {ES}S from (6)
can be globally combined in a compatible way giving rise to
Theorem V.2 (Classical case of Conjecture III.1). Let ρ ∈
Scl≤ (A), K ⊂ 2{A1,...Am} \ {∅}, ε > 0. There exists a state
σ ∈ Scl≤ (A) that satisfies
Hmin(S)σ ≥ Hε,Dmin(S)ρ ∀S ∈ K (9)
D(ρ, σ) ≤ |K|ε. (10)
In general, the bound (10) is optimal in the limit of large
dimensions min
1≤i≤m
dAi .
Proof: Let (Si)1≤i≤|K| be an arbitrary ordering of the set
K. Define the iteratively smoothed state
σ := E¯S1 ◦ · · · ◦ E¯S|K|(ρ) ∈ Scl≤ (A).
Since property ii) Lemma V.1 carries over to any concatenation
of the maps {E¯S}S∈K it follows that
σ ≤ E¯S1 ◦ · · · ◦ E¯Si(ρ) ≤ E¯Si(ρ)
using complete positivity of ES , ∀S ∈ K, in the first step. This
relation inherits to the subsystem Si under the partial trace,
where it becomes σSi ≤ ESi(ρSi), thus implying (9).
To bound the distance we successively apply the triangle
inequality,
D(ρ, σ) ≤
|K|∑
i=1
D(E¯S1 ◦ · · · ◦ E¯Si−1(ρ), E¯S1 ◦ · · · ◦ E¯Si(ρ))
(2)
≤
|K|∑
i=1
D(ρ, E¯Si(ρ)) iii)=
|K|∑
i=1
D(ρSi , ES
i
(ρSi)) ≤ |K|ε
where we have used Lemma V.1, iii), in the third step.
We prove that the bound (10) is optimal for two parties. The
general case can be found in [1]. Let the parties A1, A2 have
equal dimension, dA1 = dA2 = 2n2 + 1 for n ∈ N. Define
a state p on the register {1, . . . , dA1} × {1, . . . , dA2} by the
probability distribution
p =


fA2
2n2
. .
.
...
fA1A2
2n
fA2
2n2
. .
.
fA1
2n2 . . .
fA1
2n2 0
f1
2n2 . . .
f1
2n2
. .
. fA2
2n2
fA1A2
2n
...
. .
. fA2
2n2


,
(11)
where only every n-th entry on the diagonal is occupied
by fA1A22n . All blank entries are set to 0. Let K ⊂{A1, A2, A1A2}. For S ∈ K define fS := 1|K| , else set
fS := 0.
Claim. For every ε < 1|K| there exists n0 ∈ N so that ∀n ≥ n0
any classical state q on A1A2 with
Hmin(S)q ≥ Hε,Dmin(S)p ∀S ∈ K (12)
satisfies D(p, q) ≥ |K|ε.
To prove this claim we denote the horizontal non-zero line
in (11) by hA1 , the vertical non-zero line by hA2 and the
non-zero diagonal by hA1A2 . Computing the marginals to
(pAj )i
{
= fAj if i = n2
≤ fA1A22n +
fA{1,2}\{j}
2n2 else.
we observe that the entries of pS , S ∈ K, coming from hS
dominate all others by order n. Hence, for any ε < 1|K| there
exists an n0 so that ∀n ≥ n0 a probability weight of at least ε
has to be removed from hS in order to smooth p on S. Since
the only common entry of the sets {hS}S∈K has probability
0 the claim follows.
The construction of p in (11) can be naturally generalized to
m parties. The probability distribution p is then defined on the
discrete m-cube. The discrete lines hS are replaced by discrete
hyperplanes, each lying orthogonal to the main diagonal of the
subspace associated to the subsystem S. The density of non-
zero entries on these hyperplanes decreases exponentially in
the number of parties in subsystem S. The calculations are
somewhat more involved and can be found in [1].
Choosing K = 2{A1,...Am} \ {∅} Theorem V.2 proves
conjecture III.1 for classical states with a trace distance bound
of (2m− 1)ε that is optimal (for trace distance smoothing) as
shown by the distribution described in the previous paragraph.
In fact, a modified version of Lemma V.1, where ii) and iii)
only hold for τ = ρ, applies to any state ρ ∈ S≤(A) that
satisfies the commutation relations
[ρS ⊗ 1 Sc , ρT ⊗ 1 T c ] = 0 ∀S, T ∈ K. (13)
This is sufficient to prove Theorem V.2 [1]. As a non-classical
example that satisfies (13) consider a bipartite entangled pure
state |ψ〉 =∑dj=1 1√d |j〉A1 ⊗ |j〉A2 .
Finally, considering simultaneous smoothing in the purified
distance, we remark that the state p (11) and its generalizations
to m parties for non-singleton K ⊂ 2{A1,...Am} \ {∅} have a
closest simultaneous Hmin-smoother q that satisfies
P (p, q) = 4
√
|K| − 1
√
2ε+O(ε)
in the limit (ε → 0) [1]. This shows that a square-
root dependence in ε is unavoidable when simultaneously
smoothing in the purified distance.
VI. QUANTUM CASE
We start by analyzing the differences of the quantum case
to the classical setting. Focussing on property ii) in Lemma
V.1 we may ask: for any ρ ∈ S≤(A), does there exist a close
state σ ≤ ρ with Hmin(S)σ ≥ Hε,Dmin(S)ρ? The existence of
such a state would immediately yield a proof for the quantum
case of Conjecture III.1 by the fact that the smooth min-
entropy is monotonous in the positive semidefinite ordering
on S≤(A). It turns out, however, that in general the answer
is negative. As a counterexample consider a pure state ρ, so
that one of its marginals ρS is almost fully mixed with the
exception of one eigenvalue, which is ε larger than all others.
The state σ by σ ≤ ρ must then be a multiple of ρ, the best
possible proportionality factor being 2−(Hεmin(S)ρ−Hmin(S)ρ),
which tends to 0 as (dS →∞).
Returning to the quantum evolution perspective, the
extended smoothing operations {E¯S := ES⊗idSc}S∈K, where
ES is defined as in (6), will in general not satisfy Lemma
V.1, iii). Instead they satisfy the same property in the purified
distance.
Lemma VI.1. Let τ ∈ S≤(A1A2), ΠA1 ∈ P(A1), ΠA1 ≤
1 A1 , such that [ΠA1 , τA1 ] = 0. Then
P (τ,ΠA1τΠA1 ) = P (τA1 ,Π
A1τA1Π
A1). (14)
Proof: The inequality “≥” follows by the monotonicity
property of the purified distance (2) under the TPCPM trSc .
[8] To derive the other inequality we use Uhlmann’s Theorem
for the fidelity [11]. Let |ψ〉 ∈ A1A2R be a purification of τ ,
then
‖√τ
√
ΠA1τΠA1‖1 ≥ 〈ψ|ΠA1 |ψ〉
= tr(ΠA1τA1)
[ΠA1 ,τA1 ]=0= ‖√τA1
√
ΠA1τA1Π
A1‖1
where in the first line it was used that ΠA1 |ψ〉 is a purification
of ΠA1τΠA1 . As tr(ΠA1τΠA1 ) = tr(ΠA1τA1ΠA1) and
tr(τ) = tr(τA1) we conclude
F (τ,ΠA1τΠA1 ) = F (τA1 ,Π
A1τA1Π
A1).
Using this Lemma, we show that the construction from the
previous chapter can be transferred to the quantum setting
yielding a proof of Conjecture III.1 for two parties.
A. Two parties
We note that the multiparty typicality conjecture, which is
the special case when ρ is a tensor power state, was proved in
[2] and subsequently in [6] for two parties. We provide here a
proof in the more general one-shot setting which is hopefully
more transparent.
Theorem VI.2 (Quantum case of conjecture III.1 for two
parties). Let ρ ∈ S≤(A1A2), K ⊂ {A1, A2, A1A2}, ε > 0.
There exists σ ∈ S≤(A1A2) such that
Hmin(S)σ ≥ Hεmin(S)ρ ∀S ∈ K, (15)
P (ρ, σ) ≤ |K|
√
2ε. (16)
The proof requires the following basic lemma.
Lemma VI.3. Let ρ ∈ S≤(A1A2), EA2→A2 be a quantum
evolution on A2. Then, (idA1 ⊗ EA2→A2(ρ))A1 ≤ ρA1 .
We omit the proof of this basic fact, being essentially a
consequence of the cyclicity of the partial trace in operators
acting only on the system traced out.
Proof of Theorem VI.2: We define ES as in (6) for S ∈ K,
ES := idS else, and E¯S := ES ⊗ idSc . Choose the order
(S1, S2, S3) = (A1, A2, A1A2). Define
σ := EA1 ◦ EA2 ◦ EA1A2(ρ).
This state has the right min-entropies (15):
• On the total system A1A2 we can apply the submulti-
plicativity of ‖ · ‖∞:
‖σ‖∞ ≤ ‖
√
fA1ε ‖2∞︸ ︷︷ ︸
≤1
‖
√
fA2ε ‖2∞︸ ︷︷ ︸
≤1
‖E¯A1A2(ρ)‖∞
since fAiε ≤ 1, i = 1, 2.
• On subsystem A1 we have
σA1 = EA1 ◦ trA2(E¯A2 ◦ E¯A1A2(ρ)︸ ︷︷ ︸
≤ρ
)
≤ EA1 ◦ trA2(E¯A2ρ)︸ ︷︷ ︸
≤ρA1
≤ EA1(ρA1)
using Lemma VI.3 in the last step. Since E¯A1 and E¯A2
commute the same argument applies on A2.
The distance part is entirely analogous to the classical case
(cf. proof of Theorem V.2). The only difference is that P is
used here throughout instead of D. Accordingly, Lemma VI.1
substitutes Lemma V.1, iii). Recalling that ESi was designed
to smooth in the trace distance, in the last step we use (1) to
obtain a bound on the purified distance, P (ρSi , ESi(ρSi)) ≤√
2ε.
B. Non-overlapping subsystems
The proof of Theorem VI.2 can be generalized to an m-
party system A = A1 · · ·Am where the subsystems K under
consideration can be ordered with respect to the inclusion. The
subsystems are then iteratively smoothed according to such an
order starting with the largest system. Due to space limitations,
we omit the proof of this result here.
Theorem VI.4 (Quantum case of conjecture III.1 for
non-overlapping subsystems). Let ρ ∈ S≤(A), ε > 0. Let
K ⊂ 2{A1,...,Am} \ {∅} be such that
∀S, T ∈ K : (S ⊂ T ) ∨ (T ⊂ S) ∨ (S ∩ T = ∅). (17)
There exists a state σ that satisfies Hmin(S)σ ≥
H
ε
min(S)ρ ∀S ∈ K and P (ρ, σ) ≤ |K|
√
2ε.
Note that the smoothing operations E¯S are rank non-
increasing and thus σ is pure if ρ is. By the Schmidt-
decomposition, it follows that if ρ is pure for every pair of
subsystems S, Sc ∈ K the application of only one smoothing
operation suffices to smooth them both. Therefore, Conjecture
III.1 is also satisfied for tripartite pure states.
C. Three parties
The last theorem also highlights the simplest case where
current techniques fail. Consider a mixed tripartite state ρ,
K = {A1A2, A2A3}, ε > 0. Then, proceeding in an iterative
way similar to the proof of Theorem VI.2, we introduce an
ordering (S1, S2) = (A1A2, A2A3) and define σ := E¯A1A2 ◦
E¯A2A3(ρ) for smoothing quantum operations E¯A1A2 , E¯A2A3 .
Ignoring the structure of E¯A2A3 for the moment, we can always
define E¯A1A2 such that Hmin(A1A2)σ = Hε,Dmin(A1A2)E¯A2A3 (ρ)
provided that E¯A2A3(ρ) is known. But the question is precisely
how to choose E¯A2A3 so that the application of E¯A1A2 does
not affect the reduced state on A2A3 too much?
VII. CONCLUSION
In this note, we presented a simple formulation for a
problem that appears as a bottleneck in the analysis of network
quantum information processing tasks. We proved that the
classical version of the problem can be solved as well as the
quantum case when the systems under consideration satisfy
a non-overlapping condition. Understanding overlapping
marginals seems to be also a barrier in the context of the
quantum marginal problem [4].
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