We present results concerning the parameter estimates obtained by prediction error methods in the case of input signals that are insu ciently rich. Such input signals are typical of industrial measurements where occasional stepwise reference changes occur. As is intuitively obvious, the data located around the input signal discontinuities carry most of the useful information. Using singular value decomposition techniques, we show that in noise undermodeling situations, the remaining data may introduce large bias on the model parameters with a possible increase of their total mean square error. A data selection criterion is then proposed to discard such poorly informative data so as to increase the accuracy of the transfer function estimate.
Introduction
The aim of this paper is to analyse in detail the accuracy of the least squares (LS) prediction error method 3] for estimating system model parameters in situations where the system input signals exhibit only a few step discontinuities corresponding to changes in the reference signal (i.e. typical of industrial processes). More precisely, the system under study is assumed to be a single input single output (SISO) ARMAX system while the model structure is chosen as a SISO ARX model whose input to output dynamics is able to represent that of the true system exactly. To motivate the present study, consider the following ARMAX system and let us compute the parameter vector = 1 ; 2 ] T of the following ARX structure (1 + 1 z ?1 )y(t) = 2 z ?1 u(t) + "(t) (2) on the basis of a nite number, N, of input-output (I/O) data so as to obtain the best approximation of the actual system in the LS prediction error sense 3]. In (1) and (2), u(t) and y(t) stand, respectively, for the input and output signals while e(t) denotes a white noise disturbance and "(t) is the modeling error. Note that the model structure is able to represent the I/O system dynamics exactly, but not the noise dynamics. The coe cients of the polynomials acting on u(t) and y(t) in
(1) constitute the so-called true parameter vector : 0 := ?0:8; 0:5] T . We shall assume that our objective is to estimate the parameter vector 0 as accurately as possible using the model structure (2), i.e. in the presence of unmodeled noise dynamics. It should be stressed that the I/O and noise dynamics have a common denominator, both in the true system and in the model structure. The applied step input and the resulting system output signal are displayed in Figure 1 in the case of a Gaussian white noise disturbance e(t) with N(0; 0:01) characteristics. The parameters^ 1 and^ 2 are estimated using a standard LS prediction error criterion with no data ltering and using data sequences of increasing length, N. For each N, the bias (with respect to 0 ) and the variance have been estimated using 200 Monte-Carlo simulations and are shown in Figure 2 . This gure shows that the variance decreases monotonically with the data length, while the bias is seen to be strongly in uenced by the input signal : it reaches a minimum just after the step signal instant (which occurs at N = 20) and it increases signi cantly with N from there on. The reason for the bias increase is that, in the absence of input excitation, the parameter t focuses on the modeling of the noise dynamics. Since these cannot be modeled exactly within the given model structure, the parameters (in particular^ 2 ) tend to biased values that attempt to yield the best output predictor within the given model structure. For each N, the total mean square error (MSE) of the parameters has been computed :
In Figure 3 , the sum of the squared bias terms (? ), the sum of the variance terms ( ) and the total MSE (|) are represented as a function of the data length used in the estimation. The most interesting feature of our simulation is that the total MSE presents a minimum around N = 50, i.e. some time after the input step instant. We have also computed, for each N, the frequency integrated total mean square error of the I/O transfer function :
MSE(G; N) := Z EfjG 0 (!) ? G(!;^ (N))j 2 gd ! (4) where G(!;^ ) =^ 2 z ?1 =(1 +^ 1 z ?1 ) with z = e j! and G 0 (!) = G(!; 0 ) are the model and system I/O transfer functions, respectively. In Figure 4 , the squared bias (? ) and the variance ( ) contributions of the model I/O transfer function error, and the total MSE(G; N) (|) are represented as a function of the data length used in the estimation. Obviously, these curves exhibit the same behaviour as those in Figure 3 : the MSE of the parameters and of the transfer function estimate reaches a minimum around N = 50 and increases thereafter. Thus, if the objective is the accuracy of the parameters of the I/O model or of its transfer function estimate, these simulations suggest that using more than, say, 50 data deteriorates the performance. Instead, one should stop the parameter estimation relatively early after the input step instant so as to prevent the increase in parameter bias from exceeding the decrease in their variance. This example serves as a motivation. More generally, the present paper provides evidence that, when the input data record is not very rich, it is better to focus on particular time intervals of data sets to identify the I/O part of unknown systems in situations where there is a common polynomial to the I/O and noise model description, and where there is noise under-modeling. The analysis performed in this paper is limited to ARX models because they lead to a theoretically tractable estimation problem; besides, they are very commonly used in system identi cation. Our theoretical analysis can be summarized as follows. Using the singular value decomposition (SVD) of the model regressor matrix, we introduce the eigen-parameters of the model. The estimates of these parameters are almost independent of one another and they lead to the original model parameters via orthogonal transformations. The accuracy of these eigen-parameters are expressed using the singular values of the model regressor matrix. Depending on the richness of the input data, these singular values may take widely di erent values. This implies very di erent accuracies of the eigen-parameters. It turns out that the accuracy with which the actual parameters are estimated is determined by the accuracy of the most poorly estimated eigen-parameter. Therefore, the accuracy of the model parameters as a function of the input data is essentially obtained by monitoring the e ect of the input data on the bias and variance of the most poorly estimated eigen-parameter. Our analysis will show that in noise undermodeling situations, the estimated model parameters of the I/O dynamics may show up large bias with respect to the corresponding system parameters, if data located far away from the input step changes are used in the estimation. This is due to the common parameters in the I/O and noise dynamics of the equation error model structures, such as ARX, ARMAX or ARARX. Given that the use of data located in time intervals where the input is not rich can deteriorate the MSE of the estimated parameters, we propose a data selection criterion that is based on the time evolution of the energy of the data associated with the most poorly estimated model eigen-parameter. The paper is organized as follows. In Section 2, we present the system and the model structure as well as the data characteristics considered in the paper. In Section 3, we introduce the parameter estimation method based on the minimisation of the model prediction errors and we solve this parameter estimation problem using the singular value decomposition of the model regressor matrix. This decomposition actually splits the estimation accuracy into well and poorly estimated eigen-parameters. The statistical behaviour of these parameters is analysed in Section 4 and linked to that of the original model parameters. In Section 5, we describe in detail simulations of the parameter estimation procedure applied to the motivating example presented above. Finally, a data selection criterion based on the data excitation capabilities along the data set length is proposed in Section 6. The e ciency of this selection criterion is illustrated on the same example with input signals exhibiting step-like behaviour.
2 System, model and data
In this section, we discuss the structure of the \true system" and of its associated parametric model as well as the characteristics of the data set used to identify this system.
The main feature of our modeling set-up is that the input to output (I/O) system dynamics can be modeled exactly within the given model structure while the system noise dynamics cannot. Futhermore, the input signals are assumed to exhibit only a few step discontinuities. The true system is a stable SISO ARMAX system written as
where y(t) is the output signal, u(t) is a deterministic input signal and e(t) is a Gaussian white noise (i.e. N(0; 2 )) while (A 0 ; B 0 ; C 0 )(z) are polynomials of order (n a ; n b ; n c ) in the delay operator z ?1 with the classical normalization (A 0 ; B 0 ; C 0 )(1) = (1; 0; 1). Moreover, the system stability assumption requires A 0 (z) to have no roots in z ?1 inside the unit circle. We choose to identify this system using an ARX model structure of the form A(z)y(t) = B(z)u(t) + "(t) (6) where (A; B)(z) are polynomials of order (n a ; n b ) in z ?1 with (A; B)(1) = (1; 0). Note that the degrees of the polynomials constituting the input to output dynamics of the system and of the model are identical (i.e. (n a ; n b )); thus, the system I/O dynamics can be modeled exactly. The model parameters to estimate are the coe cients of the A(z) and B(z) polynomials. Their total number is equal to n p = n a + n b . By contrast, the system noise dynamics does not belong to the model set. Let us then denote by (t) the unmodeled part of the noise, i.e. (t) := (C 0 (z) ? 1)e(t).
We will assume in this paper that our aim is to identify the I/O transfer function as accurately as possible from open-loop data, despite the fact that the system noise dynamics are undermodeled. Thus, we will want the coe cients of A(z) and B(z) (i.e. the parameters) to converge as close as possible to those of A 0 (z) and B 0 (z), which will be called the \true parameters". At any sample time t, an output predictionŷ(t) can be associated with the model equation (6) by the relationŷ
With the help of the regressor vector (t) = ?y(t?1); : : :; ?y(t?n a ); u(t?1); : : :; u(t? n b )] T , we can rewrite the system and the prediction equation in the following way y(t) = T (t) 0 + (t) + e(t) y(t; ) = T (t)
where = a 1 ; : : : ; a na ; b 1 ; : : :; b n b ] T is the (n p ; 1) model parameter vector, 0 is the corresponding true parameter vector andŷ(t; ) is the predicted output based on any approximation of 0 . The output of both the system and the model is readily seen to depend linearly on the past input and output data constituting the regressor vector (t). This is actually a key property of ARX models. The coe cients of these linear combinations are precisely those of the polynomial pairs (A 0 (z); B 0 (z)) and (A(z); B(z)). Finally, all the regressor vectors (t) (with t = 1 N) will be assumed to be known in full so as to ignore the initialization transient phase.
In vector form, the equation (8) can be reformulated as :
where y = y(1); : : :; y(N)] T is the system output vector,ŷ( ) is the predicted output vector at and = (1); : : : ; (N)] T is the (N; n p ) regressor matrix while e = e(1); : : :; e(N)] T and = (1); : : : ; (N)] T are the white noise and the noise unmodeling vectors, respectively. We now formulate our assumption concerning the data set at hand. We assume that the input signal record fu(t); t = 0 N ? 1g is taken as a part of a persistently exciting sequence, denoted s(t), of order n p (i.e. PE(n p )). This means that, for all t, there exists m such that (see
for some positive ; with (k) = s(k?1); ; s(k?n p )] T and I np the identity matrix of order n p . Futhermore, we consider situations where the value of m required to make the left-hand inequality hold in (10) can be much larger than the time constants of the system, and where only a nite data record of length N > n p is available for the input signal u(t) in such a way that the regressor matrix has full column rank but is poorly conditioned. For example, the available input data record contains only a few step changes that are separated by long periods where the input is kept constant. This situation is typical of industrial processes for which the only excitations correspond to occasional reference changes. While such signal make the regressor matrix full rank, they typically make it poorly conditioned.
Optimal estimation vector solution
The parameter estimation approach used in this paper is the classical LS estimate of the linear model (9) : it consists of minimizing the mean square of the model prediction errors over all possible values of the parameter vector .
With the prediction errors de ned as "( ) := y ?ŷ( ), the LS cost function takes the form
where k:k 2 denotes the L 2 -norm. The optimal solution vector^ (N), which is unique if the regressor matrix has full rank, results from the following minimization (N) := arg min 2R np fC( ; N)g (12) In this paper, we are interested in assessing the accuracy of this solution in terms of the statistical behaviour of^ (N) with respect to the data set length N. The solution of this LS problem can be written in terms of the pseudo-inverse + (see 6, chapter 3]) of the regressor matrix as^ = + y. Using the singular value decomposition techniques (SVD), we can split the matrix into = U V T (N; n p ) (N; r) (r; r) (r; n p )
where = diag( 1 ; ; r ) is the singular value matrix with 2 i = i ( T ) > 0 for i = 1 r, and r = rank( ). V and U are left-orthogonal matrices (i.e. U T U = V T V = I r ) respectively called the right and left singular vector matrices of . The pseudo-inverse of then takes the form + = V ?1 U T . As the regressor matrix is assumed to have full column rank (see Section 2), r = n p in (13). The SVD of allows one to put into light the negative consequences resulting from insu ciently informative data sets. Let us rst reformulate the system and the model equations (9) with the help of the right singular vector matrix V of , as follows :
where V := V = U is the (N; n p ) eigen-regressor matrix, V is the (n p ; 1) eigenparameter vector and 0V := V T 0 is the corresponding true eigen-parameter vector.
Note that each column of V is orthogonal to all the others, for U and are respectively left-orthogonal and diagonal matrices. The optimal estimate can then be expressed either in terms of the eigen-parameter vector V (i.e. = + V y)^ V = 0V + ?1 U T ( + e) (15) or in terms of the original parameter vector^ (i.e. = V^ V ) :^ = 0 +V ?1 U T ( +e) which is seen to consist of n p independent linear combinations of the optimal eigen-parameter vector^ V . In the following sections, the elements of the optimal eigen-parameter vector V will be shown to be almost independent of each other.
Statistical analysis of the parameters
In this section, we derive asymptotic expressions for the rst two probability moments of the eigen-parameter and of the parameter vectors, respectively. To begin with, let us introduce the excitation assumption.
Excitation assumption
Recall from (13) that, for a xed value of N, the eigenvalues of the matrix T , i.e. the square of the singular values of , are denoted :
V with V the corresponding eigenvector matrix, also called the right singular vector matrix of . Note that each 2 i is monotonically non-decreasing with N in view of a known property of the sum of positive semi-de nite matrices (see 6, Corollary 4.9]) due to Weyl. Each 2 i is a stochastic quantity in view of the noise contributions to the regressor matrix ; the input signal u(t) is considered as deterministic.
Similarly, the eigenvalues of the matrix Ef T g, with Ef:g the expectation operator over the noise characteristics, are denoted
such that diag(s 2 i ) = V T (Ef T g)V with V the corresponding eigenvector matrix.
Our excitation assumption on the input signal stipulates that : the matrix is such that 2 2 i for i = 1 n p (18) where 2 is the variance of the white noise in (5). This excitation assumption imposes that each eigen-subspace energy 2 i is much larger than the system noise power 2 ; in other words, for the chosen data record of length N, the input-induced energy dominates the noise power in each eigen-subspace. Under this excitation assumption, it can be shown that
where V (i) is the i-th column of V and p denotes approximation in a wide probability sense 1 . This means that each V (i) can be considered as an eigenvector of T with s 2 i as eigenvalue. Note also that, in view of the approximation in a wide probability sense, the left part of (19) and the respective orthonormality of the V (i) and V ( 
1 A random variable x 2 R is said to approach the real constant x 0 6 = 0 in a wide probability sense (i.e. x p x 0 or x 0 p x) if and only if Ef(x=x 0 ? 1) In 
with ij the Kronecker symbol. The equivalence between (22) and (19) originates from the fact that using both parts of (19) and (20) in the left hand-side of (22) straightforwardly leads to such probabilistic expression (see the de nition of the wide probability sense approximation). Note also that the expression (22) is identical to :
The reason for this is that, by use of (17) together with the fact that only T is random, we have EfV (i)T ( T )V (j) g = ij s 2 i . Thus, the left hand-side of (22) (27) while it is zero for i 6 = j by (17). We may then write : 2 ) but also with kG i uk 2 2 (which is input signal-dependent). Actually, this latter term brings high contributions at the time instants for which the input signal excites the ith eigen-subspace determined via the corresponding eigenvector V (i) . Moreover, even in estimation problems with insu cient excitation, these non-persistent contributions can easily dominate the noise energy as illustrated in Section 5. This is in contrast with classical excitations (i.e. pseudo-random input signals 1, 2]) for which s 2 i can be expressed as Ns 2 0i with s 2 0i constant, for the (i) V 's are stationary over the data length N.
Eigen-parameters :^ V (N )
Assuming that e(t) is a Gaussian white noise (i.e. N(0; 2 )) and that the excitation assumption (18) holds, we can compute the rst two probability moments of the eigenparameter vector distribution (see (15) the mean of the eigen-parameter^ V i is independent of the other^ V j (for j 6 = i).
However, the noise undermodeling term introduces some correlation between thê V i 's. Actually, if the true system is ARX, the eigen-parameter^ V i is unbiased and uncorrelated with the others : Ef^ V i (N)g 0 and Covf^ V (N)g ij p ij 2 = 2 i (N). The reason for this is that i = ij = 0 and ij = ij when = 0 (i.e. C 0 = I). the bias of^ V i (N) (i.e.^ V i ? 0V i ) may become large if the associated singular value 2 i (N) behaves like ii N 2 (see (27)); this means that there is no signi cant input energy in the i-th right singular subspace associated to V (i) . This bias then tends to i = ii . the variance of^ V i (N) decreases with N because of the monotonic non-decreasing property of the corresponding singular value i (N) of . But this decrease appears to be insigni cant in case of almost steady i (N), as will be seen in Section 5. classical pseudo-random input signals lead to estimated eigen-parameters that have constant bias (i.e. a bias i 2 = 2 0i that is signi cantly smaller than i = ii for high signal-to-noise ratio) and variances that decrease like N ?1 , for 2 i (N) N 2 0i .
in the presence of a singular value 2 i min signi cantly smaller than the others (i.e. i min i with i 6 = i min ), the corresponding eigen-parameter, denoted by^ V i min , is the most poorly estimated one for it has the largest bias and variance. Let us then consider the parameter vector^ , which contains the actual model coe cients of real interest.
Parameters :^ (N )
Using the excitation assumption (leading to (21)) and the rst two probability moments of the eigen-parameters computed above, we can evaluate the rst two probability moments of the original parameters^ = V^ V . This leads to :
As each^ k depends on the most poorly estimated eigen-parameter^ V i min , we deduce that the lowest singular value i min is the dominant factor that determines the accuracy of every parameter^ k . Furthermore, in case of i min i with i 6 = i min , we can write :
where (V (i min ) ) k denotes the k-th component of the i min -th right singular vector associated to i min , and V arf^ V i min g is obtained from (38) with i = j = i min .
Actually, the probability distributions of both parameter vectors is asymptotically (with 2 i (N) instead of the classical N) Gaussian with the computed rst moments as characteristics. However, let us stress once more that these results are valid only if the excitation assumption (18) is satis ed. Depending on the eigen-regressor matrix behaviour, this could need a large time interval (N 1) to be true.
Simulation
In this section, we give more details concerning the simulation presented in the introduction, building on the concepts and results worked out in the preceding sections. The input and output signals are shown in Figure 1 V behaving very di erently with N : the rst one (|), denoted (1) V , is similar to the step input signal; the other one (??), (2) V , is signi cantly non-zero only at the jumping part of the data set. From an energy viewpoint, we remark that the 2 i (N)'s have speci c behaviours : with only 250 data samples, together with the inequality 2 2 (50) 2 supporting our excitation assumption (see (18)) even for a small number of data. Since the system is not in the model set, we have seen in Section 4 that the parameter vector^ (N) must be biased with respect to the true parameter vector 0 . To investigate this question, let us consider the statistical behaviour of the estimated parameters. Therefore, we make Monte-Carlo simulations over 200 experiments to estimate the means and the variances of the eigen-parameters and parameters,^ V i and^ i respectively. Thus we replace Ef:g, de ned in Section 4, by the experimental average : (200) ?1 P 200 k=1 (:) k . The bias and the variance of the estimated parameters, computed by such Monte-Carlo simulations, are shown in Figures 6 (for the eigen-parameters) and 2 (for the actual parameters). It can be seen that : the statistical behaviour of the eigen-parameters are quite di erent :^ V 1 (N), associated to the highest singular value 1 (N), has insigni cant bias and very low variance while^ V 2 (N) (associated to 2 (N)) becomes highly biased with a variance that slowly decreases with N after the input jump (N > 50). Actually,^ V 2 is the most poorly estimated eigen-parameter (i.e. i min = 2) for it is associated with the smallest singular value 2 (N). 
With the bias and the variances computed by the Monte-Carlo simulations, we see in Figure 7 that a minimumof MSE(N) (|) is reached just after the step instant. Moreover, MSE V 2 (N) (??), that is the mean square error computed for the most poorly estimated eigen-parameter^ V 2 (N) (i.e. i = 2 in (41) for i min = 2) almost exactly matches MSE(N). The squared bias (? ) and the variance ( ) of^ V 2 (N) are also represented in the gure in order to emphasize the respective contributions of the bias and the variance errors to MSE V 2 (N). Finally, let us remark that a stochastic input signal with a signal-to-noise ratio of about 3:5dB (i.e. u(t) N(0; 2 u ) with 2 u 2:2 2 ) leads to the same minimum of the MSE as the one achieved in Figure 7 . This means that our step signal, considered during the whole time interval, exhibits poor excitation capabilities because it contains only few interesting high signal-to-noise ratio samples, all located in time around the step instant. As mentioned in Section 1, this simulation provides evidence that it may be sensible to discard parts of the identi cation data set while estimating the model parameters. These data do not bring enough information about the input to output system dynamics to signi cantly decrease the variance of the estimated parameters; but, worse, they seriously increase their bias.
Removal of data
This last remark suggests the idea of selecting appropriate data subsets of the data set that lead to monotonically increasing model parameter accuracy with N, i.e. decreasing MSE(N). On the basis of the statistical analysis performed in the preceding sections, the interesting time intervals are those for which the information carried by the input data is much larger than that coming from the noise. Indeed, these data subsets contribute to decrease the bias of the parameters, for they mainly re ect the I/O system dynamics which belongs to the model set. In contrast, the remaining data subsets re ect the noise system dynamics and consequently tend to increase the parameter bias in the case of noise undermodeling and common parameters between I/O model and noise model. The excitation information exhibited by the data set as a function of time can be read in the singular values of the model regressor matrix (i.e. the energy of its associated eigen-regressor columns). From (27), the input and noise signals are seen to contribute to their values in a very di erent manner (linear with N for the noise). So, from the time variations of these singular values, we can determine the time intervals for which these variations are signi cantly larger than the noise contribution alone. Moreover, as the accuracy of the model parameters^ depends on the most poorly estimated eigenparameter^ V i min , it is enough to consider the time variations of its associated singular value i min (N). This is why we propose to use a data removal criterion of the form : 
for some appropriate threshold value c . This selection criterion means that we discard the regressor vector (N) for which the inequality is satis ed. Note that the threshold c depends on the power (or variance) of the noise acting on the output : referring to (27), c should be chosen at least of order i min 2 in order to discard the regressor rows whose i min -th element is only noise dependent. Actually, this lower bound on c can be estimated through the lowest value of the slope of the graph of 2 i min (N) as a function of the data number N : see e.g. Figure 5 . From a practical point of view, the discarding criterion focuses only on the smallest singular value of the (N) matrix, i.e. i min (N). Therefore, we suggest to track only this singular value and the corresponding singular subspace V (i min ) (N) instead of computing the whole SVD for each N : a procedure for doing this can be found, e.g., in 4]. This makes the computational burden of the discarding procedure of the same order as the original LS estimation (i.e. Nn 2 p ). We have tested this selection criterion on simulated examples using the system and model description of Section 1 and an input signal made of several successive steps with c = 0:035. The original data set and the normalized squared singular values associated with its eigen-regressors are shown in Figure 8 . Figure 9 displays the same variables after removal from the original data set of all the data satisfying (42). On the rst hand, it is seen that the surviving data subset is 4 times shorter than the original one and that the index i min of the smallest singular value does not change with N in both the original and the restricted data set : i min = 2 (??). On the other hand, it can be noted that the qualitative behaviour of the singular values are in both cases quite similar. The bias and the variance of the estimated parameters are shown in Figures 10 and 11 for the full data set and the restrictive data set, respectively. We observe that the restricted data set yields smaller parameter biases while the variances have similar values. For what regards the overall parameter estimation accuracy, Figure 12 shows the MSE of the parameters estimated from the original data set (|) and the associated restricted set ( ). Actually, the dotted line represents the evolution of the MSE obtained from the restricted data set but drawn as a function of the actual data set length N; this allows a realistic comparison of the evolution of the MS errors as a function of time. We see that the proposed removal of data leads to a generally decreasing MSE with N whereas the whole set obviously does not. Hence, the proposed criterion properly selects the high signal-to-noise ratio samples from data sets exhibiting problems of excitation. Of course, the criterion threshold c has to be chosen to keep the really informative samples ( c not too big) and to discard as e ciently as possible the uninteresting ones ( c not too small). The average and the standard deviation values (using Monte-Carlo simulations) of the restricted data set length are displayed in Figure 13 as functions of the criterion threshold c for the same system and input as above. We observe that the sensitivity of the restricted data set length to the threshold value c is much larger for small c (i.e. c < 0:03) than for large c . This is because, for small c , the removed samples are essentially due to the noise and its contribution to the smallest singular value of the regressor matrix. This contribution is considerably less important than that of the remaining interesting data samples which are relatively few. This re ects that the excitation capabilities of the input signal are really local in time. Moreover, this explains why c = 0:035 was a rather good discriminating threshold.
Conclusions
We have exhibited a situation where the use of insu cently rich input data for system identi cation may deteriorate the accuracy of parameter estimates of the input-output model, and therefore the accuracy of the transfer function estimate. Such insu ciently rich input data are typical of industrial process applications where the input is a reference signal that changes from time to time. Our statistical analysis has been limited to the case where the \true system" is an ARMAX system, and where the model structure is of ARX type, in such a way that the I/O dynamics of the true system can be modeled exactly, but not the noise dynamics. A characteristic feature of this setup is that the I/O and noise dynamics have a common denominator. We have shown that, for such setup, the mean square error (MSE) of the estimated parameters may increase during time intervals in which the input signal is not exciting, and we have explained why. We have also proposed a discarding procedure that eliminates data that cause a deterioration of the total MSE. The phenomenon that we have highlighted can be generalized to all situations in which an equation error model structure is used, but with undermodeling of the noise dynamics. However, the statistical analysis for model structures other than ARX will be more complicated.
