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Abstract
This thesis studies two problems in modern statistics. First, we study selective inference, or
inference for hypothesis that are chosen after looking at the data. The motiving application
is inference for regression coefficients selected by the lasso. We present the Condition-on-
Selection method that allows for valid selective inference, and study its application to the
lasso, and several other selection algorithms.
In the second part, we consider the problem of learning the structure of a pairwise
graphical model over continuous and discrete variables. We present a new pairwise model
for graphical models with both continuous and discrete variables that is amenable to struc-
ture learning. In previous work, authors have considered structure learning of Gaussian
graphical models and structure learning of discrete models. Our approach is a natural gen-
eralization of these two lines of work to the mixed case. The penalization scheme involves
a novel symmetric use of the group-lasso norm and follows naturally from a particular
parametrization of the model. We provide conditions under which our estimator is model
selection consistent in the high-dimensional regime.
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Chapter 1
Introduction
This thesis is split into two parts: selective inference and learning mixed graphical models.
The contributions are summarized below:
• Selective Inference:
– Chapter 2: This chapter studies selective inference for the lasso-selected model.
We show how to construct confidence intervals for regression coefficients corre-
sponding to variables selected by the lasso, and how to test the significance of
a lasso-selected model by conditioning on the selection event of the lasso. The
results of this chapter appear in Lee et al. (2013a) and is joint work with Dennis
Sun, Yuekai Sun, and Jonathan Taylor.
– Chapter 3: This chapter shows how the Condition-on-Selection method devel-
oped in Chapter 2 is not specific to the lasso. In Chapter 3.1, we show that
controlling the conditional type 1 error implies control of the selective type 1
error, which motivates the use of the Condition-on-Selection method to control
conditional type 1 error. Chapter 3.2 studies several other variable selection
methods including marginal screening, orthogonal matching pursuit, and non-
negative least squares with affine selection events, so we can apply the results
of Chapter 2. Motivated by more complicated selection algorithms that do not
simple selection events,such as the knockoff filter, SCAD/MCP regularizers, and
`1-logistic regression, we develop a general algorithm that only requires a black-
box evaluation of the selection algorithm in Chapter 3.3. Finally in Chapter 3.4
we study inference for the full model regression coefficients. We show a method
1
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for FDR control, and the asymptotic coverage of selective confidence intervals in
the high-dimensional regime. This chapter is joint work with Jonathan Taylor
and will appear in a future publication.
• Learning Mixed Graphical Models:
– We propose a new pairwise Markov random field that generalizes the Gaussian
graphical model to include categorical variables.
– We design a new regularizer that promotes edge sparsity in the mixed graphical
model.
– Three methods for parameter estimation are proposed: pseudoliklihood, node-
wise regression, and maximum likelihood.
– The resulting optimization problem is solved using the proximal Newton method
Lee et al. (2012).
– We use the framework of Lee et al. (2013b) to establish edge selection consistency
results for the MLE and pseudolikelihood estimation methods.
– The results of this chapter originally appeared in Lee and Hastie (2014) and is
joint work with Trevor Hastie.
Part I
Selective Inference
3
Chapter 2
Selective Inference for the Lasso
2.1 Introduction
As a statistical technique, linear regression is both simple and powerful. Not only does it
provide estimates of the “effect” of each variable, but it also quantifies the uncertainty in
those estimates, paving the way for intervals and tests of the effect size. However, in many
applications, a practitioner starts with a large pool of candidate variables, such as genes
or demographic features, and does not know a priori which are relevant. The problem is
especially acute if there are more variables than observations, when it is impossible to even
fit linear regression.
A practitioner might wish to use the data to select the relevant variables and then make
inference on the selected variables. As an example, one might fit a linear model, observe
which coefficients are significant at level α, and report (1− α)-confidence intervals for only
the significant coefficients. However, these intervals fail to take into account the randomness
in the selection procedure. In particular, the intervals do not have the stated coverage once
one marginalizes over the selected model.
To see this formally, assume the usual linear model
y = µ+ , µ = Xβ0,  ∼ N(0, σ2I), (2.1.1)
where X ∈ Rn×p is the design matrix and β0 ∈ Rp. Let Mˆ ⊂ {1, ..., p} denote a (random)
set of selected variables. Suppose the goal is inference about β0j . Then, we do not even
form intervals for β0j when j /∈ Mˆ , so the first issue is to define an interval when j /∈ Mˆ
4
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in order to evaluate the coverage of this procedure. There is no obvious way to do this so
that the marginal coverage is 1 − α. Furthermore, as Mˆ varies, the target of the ordinary
least-squares (OLS) estimator βˆOLS
Mˆ
is not β0, but rather
β?
Mˆ
:= X+
Mˆ
µ,
where X+
Mˆ
denotes the Moore-Penrose pseudoinverse of XMˆ . We see that XMˆβ
?
Mˆ
= PMˆµ,
the projection of µ onto the columns of XMˆ , so β
?
Mˆ
represents the coefficients in the best
linear model using only the variables in Mˆ . In general, β?
Mˆ,j
6= β0j unless Mˆ contains the
support set of β0, i.e., Mˆ ⊃ S := {j : β0j 6= 0}. Since βˆOLSMˆ,j may not be estimating β0j
at all, there is no reason to expect a confidence interval based on it to cover β0j . Berk
et al. (2013) provide an explicit example of the non-normality of βˆOLS
Mˆ,j
in the post-selection
context. In short, inference in the linear model has traditionally been incompatible with
model selection.
2.1.1 The Lasso
In this paper, we focus on a particular model selection procedure, the lasso (Tibshirani,
1996), which achieves model selection by setting coefficients to zero exactly. This is accom-
plished by adding an `1 penalty term to the usual least-squares objective:
βˆ ∈ arg min
β∈Rp
1
2
‖y −Xβ‖22 + λ‖β‖1, (2.1.2)
where λ ≥ 0 is a penalty parameter that controls the tradeoff between fit to the data and
sparsity of the coefficients. However, the distribution of the lasso estimator βˆ is known only
in the less interesting n p case (Knight and Fu, 2000), and even then, only asymptotically.
Inference based on the lasso estimator is still an open question.
We apply our framework for post-selection inference about ηT
Mˆ
µ to form confidence
intervals for β?
Mˆ,j
and to test whether the the fitted model captures all relevant signal
variables.
2.1.2 Related Work
Most of the theoretical work on fitting high-dimensional linear models focuses on consis-
tency. The flavor of these results is that under certain assumptions on X, the lasso fit βˆ
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is close to the unknown β0 (Negahban et al., 2012) and selects the correct model (Zhao
and Yu, 2006; Wainwright, 2009). A comprehensive survey of the literature can be found
in Bu¨hlmann and van de Geer (2011).
There is also some recent work on obtaining confidence intervals and significance testing
for penalized M-estimators such as the lasso. One class of methods uses sample splitting
or subsampling to obtain confidence intervals and p-values. Recently, Meinshausen and
Bu¨hlmann (2010) proposed stability selection as a general technique designed to improve
the performance of a variable selection algorithm. The basic idea is, instead of performing
variable selection on the whole data set, to perform variable selection on random subsamples
of the data of size n2 and include the variables that are selected most often on the subsamples.
A separate line of work establishes the asymptotic normality of a corrected estimator
obtained by “inverting” the KKT conditions (van de Geer et al., 2013; Zhang and Zhang,
2014; Javanmard and Montanari, 2013). The corrected estimator bˆ usually has the form
bˆ = βˆ + λΘzˆ,
where zˆ is a subgradient of the penalty at βˆ and Θ is an approximate inverse to the Gram
matrix XTX. This approach is very general and easily handles M-estimators that minimize
the sum of a smooth convex loss and a convex penalty. The two main drawbacks to this
approach are:
1. the confidence intervals are valid only when the M-estimator is consistent
2. obtaining Θ is usually much more expensive than obtaining βˆ.
Most closely related to our work is the pathwise signficance testing framework laid out
in Lockhart et al. (2014). They establish a test for whether a newly added coefficient is
a relevant variable. This method only allows for testing at λ that are LARS knot values.
This is a considerable restriction, since the lasso is often not solved with the LARS algo-
rithm. Furthermore, the test is asymptotic, makes strong assumptions on X, and the weak
convergence assumes that all relevant variables are already included in the model. They do
not discuss forming confidence intervals for the selected variables. Section 2.5.2 establishes
a nonasymptotic test for the same null hypothesis, while only assuming X is in general
position.
In contrast, we provide a test that is exact, allows for arbitrary λ, and arbitrary design
matrix X. By extension, we do not make any assumptions on n and p, and do not require
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the lasso to be a consistent estimator of β0. Furthermore, the computational expense to
conduct our test is negligible compared to the cost of obtaining the lasso solution.
Like all of the preceding works, our test assumes that the noise variance σ2 is known
or can be estimated. In the low-dimensional setting p  n, σ2 can be estimated from the
residual sum-of-squares of the saturated model. Strategies in high dimensions are discussed
in Fan et al. (2012) and Reid et al. (2013). In Section 2.8, we also provide a strategy for
estimating σ2 based on the framework we develop.
2.1.3 Outline of Chapter
We begin by defining several important quantities related to the lasso in Section 2.2; most
notably, we define the selected model Mˆ in terms of the active set of the lasso solution.
Section 2.3 provides an alternative characterization of the selection procedure for the lasso
in terms of affine constraints on y, i.e., Ay ≤ b. Therefore, the distribution of y conditional
on the selected model is the distribution of a Gaussian vector conditional on its being in
a polytope. In Section 2.4, we generalize and show that for y ∼ N(µ,Σ), the distribution
of ηT y | Ay ≤ b is roughly a truncated Gaussian random variable, and derive a pivot for
ηTµ. In Section 2.5, we specialize again to the lasso, deriving confidence intervals for β?
Mˆ,j
and hypothesis tests of the selected model as special cases of ηTµ. Section 2.6 presents an
example of these methods applied to a dataset.
In Section 2.7, we consider a refinement that produces narrower confidence intervals.
Finally, Section 2.8 collects a number extensions of the framework. In particular, we demon-
strate:
• modifications needed for the elastic net (Zou and Hastie, 2005).
• different norms as test statistics for the “goodness of fit” test discussed in Section 2.5.
• estimation of σ2 based on fitting the lasso with a sufficiently small λ.
• composite null hypotheses.
• fitting the lasso for a sequence of λ values and its effect on our basic tests and intervals.
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2.2 Preliminaries
Necessary and sufficient conditions for (βˆ, zˆ) to be solutions to the lasso problem (2.1.2) are
the Karush-Kuhn-Tucker (KKT) conditions:
XT (Xβˆ − y) + λzˆ = 0, (2.2.1)
zˆi ∈
sign(βˆi) if βˆi 6= 0[−1, 1] if βˆi = 0 . (2.2.2)
where zˆ := ∂|| · ||1(βˆ) denotes the subgradient of the `1 norm at βˆ. We consider the active
set (Tibshirani, 2013)
Mˆ = {i ∈ {1, . . . , p} : |zˆi| = 1} , (2.2.3)
so-named because by examining only the rows corresponding to Mˆ in (2.2.1), we obtain the
relation
XT
Mˆ
(y −Xβˆ) = −λzˆMˆ ,
where XMˆ is the submatrix of X consisting of the columns in Mˆ . Hence
|XT
Mˆ
(y −Xβˆ)| = λ,
i.e. the variables in this set have equal (absolute) correlation with the residual y − Xβˆ.
Since zˆi ∈ {−1, 1} for any βˆi 6= 0, all variables with non-zero coefficients are contained in
the active set.
Recall that we are interested in inference for ηTµ in the model (2.1.1) for some direction
η = ηMˆ ∈ Rn, which is allowed to depend on the selected variables Mˆ . In most applications,
we will assume µ = Xβ0, although our results hold even if the linear model is not correctly
specified.
A natural estimate for ηTµ is ηT y. As mentioned previously, we allow η = ηMˆ to depend
on the random selection procedure, so our goal is post-selection inference based on
ηT y | {Mˆ = M}.
For reasons that will become clear, a more tractable quantity is the distribution conditional
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on both the selected variables and their signs
ηT y | {(Mˆ, zˆMˆ ) = (M, zM )}.
Note that confidence intervals and hypothesis tests that are valid conditional on the finer
partition {(Mˆ, zˆMˆ ) = (M, zM )} will also be valid for {Mˆ = M}, by summing over the
possible signs zM :
P( · ∣∣ Mˆ = M) = ∑
zM
P( · ∣∣ (Mˆ, zˆMˆ ) = (M, zM )) P(zˆMˆ = zM ∣∣ Mˆ = M).
From this, it is clear that controlling P( · ∣∣ (Mˆ, zˆMˆ ) = (M, zM )) to be, say, less than α (as
in the case of hypothesis testing) will ensure P( · ∣∣ Mˆ = M) ≤ α.
It may not be obvious yet why we condition on {(Mˆ, zˆMˆ ) = (M, zM )} instead of {Mˆ =
M}. In the next section, we show that the former can be restated in terms of affine
constraints on y, i.e., {Ay ≤ b}. We revisit the problem of conditioning only on {Mˆ = M}
in Section 2.7.
2.3 Characterizing Selection for the Lasso
Recall from the previous section that our goal is inference conditional on {(Mˆ, zˆMˆ ) =
(M, zM )}. In this section, we show that this selection event can be rewritten in terms of
affine constraints on y, i.e.,
{(Mˆ, zˆMˆ ) = (M, zM )} = {A(M, zM )y ≤ b(M, zM )}
for a suitable matrix A(M, zM ) and vector b(M, zM ). Therefore, the conditional distribution
y | {(Mˆ, zˆMˆ ) = (M, zM )} is simply y
∣∣ {A(M, zM )y ≤ b(M, zM )}. This key theorem follows
from two intermediate results.
Lemma 2.3.1. Without loss of generality, assume the columns of X are in general posi-
tion. Let M ⊂ {1, . . . , p} and zM ∈ {−1, 1}|M | be a candidate set of variables and signs,
CHAPTER 2. SELECTIVE INFERENCE FOR THE LASSO 10
respectively. Define
U = U(M, zM ) := (X
T
MXM )
−1(XTMy − λzM ) (2.3.1)
W = W (M, zM ) := X
T
−M (X
T
M )
+zM +
1
λ
XT−M (I − PM )y. (2.3.2)
Then the selection procedure can be rewritten in terms of U and W as:
{(Mˆ, zˆMˆ ) = (M, zM )} = {sign(U(M, zM )) = zM , ‖W (M, zM )‖∞ < 1} (2.3.3)
Proof. First, we rewrite the KKT conditions (2.2.1) and (2.2.2) by partitioning them ac-
cording to the active set Mˆ :
XT
Mˆ
(XMˆ βˆMˆ − y) + λzˆMˆ = 0
XT−Mˆ (XMˆ βˆMˆ − y) + λzˆ−Mˆ = 0
sign(βˆMˆ ) = zˆMˆ , zˆ−Mˆ ∈ (−1, 1).
Since the KKT conditions are necessary and sufficient for a solution, we obtain that
{(Mˆ, zˆMˆ ) = (M, zM )} if and only if there exist U and W satisfying:
XTM (XMU − y) + λzM = 0 (2.3.4)
XT−M (XMU − y) + λW = 0 (2.3.5)
sign(U) = zM , W ∈ (−1, 1). (2.3.6)
Solving (2.3.4) and (2.3.5) for U and W yields the formulas (2.3.1) and (2.3.2). Finally, the
requirement that U and W satisfy (2.3.6) yields (2.3.3).
Lemma 2.3.1 is remarkable because it says that the selection event {(Mˆ, zˆMˆ ) = (M, zM )}
is equivalent to affine constraints on y. To see this, note that both U and W are affine func-
tions of y, so {sign(U) = zM , ‖W‖∞ < 1} can be written as affine constraints {A(M, zM )y ≤
b(M, zM )}. The following proposition provides explicit formulas for A and b.
Proposition 2.3.2. Let U and W be defined as in (2.3.1) and (2.3.2). Then:
{sign(U) = zM , ‖W‖∞ < 1} =
{(
A0(M, zM )
A1(M, zM )
)
y <
(
b0(M, zM )
b1(M, zM )
)}
(2.3.7)
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where A0, b0 encode the “inactive” constraints {‖W‖∞ < 1}, and A1, b1 encode the “active”
constraints {sign(U) = zM}. These matrices have the explicit forms:
A0(M, zM ) =
1
λ
(
XT−M (I − PM )
−XT−M (I − PM )
)
b0(M, zM ) =
(
1−XT−M (XTM )+zM
1 +XT−M (X
T
M )
+zM
)
A1(M, zM ) = −diag(zM )(XTMXM )−1XTM b1(M, zM ) = −λ diag(zM )(XTMXM )−1zM
Proof. First, we write
{sign(U) = zM} = {diag(zM )U > 0}.
From here, it is straightforward to derive the above expressions from the definitions of U
and W given in (2.3.1) and (2.3.2).
Combining Lemma 2.3.1 with Proposition 2.3.2, we obtain the following.
Theorem 2.3.3. The selection procedure can be rewritten in terms of affine constraints on
y:
{(Mˆ, zˆMˆ ) = (M, zM )} = {A(M, zM )y ≤ b(M, zM )}.
To summarize, we have shown that in order to understand the distribution of y ∼
N(µ,Σ) conditional on the selection procedure {(Mˆ, zˆMˆ ) = (M, zM )}, it suffices to study
the distribution of y conditional on being in the polytope {Ay ≤ b}. The next section
derives a pivot for ηTµ for such distributions, which will be useful for constructing confidence
intervals and hypothesis tests in Section 2.5.
2.4 A Pivot for Gaussian Vectors Subject to Affine Con-
straints
The distribution of a Gaussian vector y ∼ N(µ,Σ) conditional on affine constraints {Ay ≤
b}, while explicit, still involves the intractable normalizing constant P(Ay ≤ b). In this
section, we show that one dimensional projections of µ (i.e., ηTµ) are univariate truncated
normal, which will allow us to form tests and intervals for ηTµ.
The key to deriving this pivot is the following lemma:
Lemma 2.4.1. The conditioning set can be rewritten in terms of ηT y as follows:
{Ay ≤ b} = {V−(y) ≤ ηT y ≤ V+(y),V0(y) ≥ 0}
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where
a =
AΣη
ηTΣη
(2.4.1)
V− = V−(y) = max
j: aj<0
bj − (Ay)j + ajηT y
aj
(2.4.2)
V+ = V+(y) = min
j: aj>0
bj − (Ay)j + ajηT y
aj
. (2.4.3)
V0 = V0(y) = min
j: aj=0
bj − (Ay)j (2.4.4)
Furthermore, (V+,V−,V0) is independent of ηT y. Then, ηT y conditioned on Ay ≤ b and
(V+(y),V−(y)) = (v+, v−), has a truncated normal distribution, i.e.
ηT y
∣∣ {Ay ≤ b,V+(y) = v+,V−(y) = v−} ∼ TN(ηTµ, ηTΣη, v−, v+).
However, before stating the proof of this lemma, we show how it is used to obtain our
main result.
Theorem 2.4.2. Let F
[a,b]
µ,σ2
denote the CDF of a N(µ, σ2) random variable truncated to the
interval [a, b], i.e.:
F
[a,b]
µ,σ2
(x) =
Φ((x− µ)/σ)− Φ((a− µ)/σ)
Φ((b− µ)/σ)− Φ((a− µ)/σ) (2.4.5)
where Φ is the CDF of a N(0, 1) random variable. Then F
[V−,V+]
ηTµ, ηTΣη
(ηT y) is a pivotal
quantity, conditional on {Ay ≤ b}:
F
[V−,V+]
ηTµ, ηTΣη
(ηT y)
∣∣ {Ay ≤ b} ∼ Unif(0, 1) (2.4.6)
where V− and V+ are defined in (2.4.2) and (2.4.3).
Proof. By Lemma 2.4.1, ηT y
∣∣ {Ay ≤ b,V+(y) = v+,V−(y) = v−} ∼ TN(ηTµ, ηTΣη, v−, v+).
We apply the CDF transform to deduce
F
[v−,v+]
ηTµ,ηTΣη
(ηT y)
∣∣ {Ay ≤ b,V+(y) = v+,V−(y) = v−}
is uniformly distributed. By integrating over (V+(y) = v+,V−(y) = v−), we conclude
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F
[V−,V+]
ηTµ, ηTΣη
(ηT y)
∣∣ {Ay ≤ b} ∼ Unif(0, 1). Let G(v+, v−) = P(V+ ≤ v+,V− ≤ v− | Ay ≤ b).
P
(
F
[V−,V+]
ηTµ, ηTΣη
(ηT y) ≤ s ∣∣ Ay ≤ b)
=
∫
P
(
F
[v−,v+]
ηTµ, ηTΣη
(ηT y) ≤ s ∣∣ Ay ≤ b,V+(y) = v+,V−(y) = v−)
dG(v+, v−)
=
∫
s dG(v+, v−)
= s.
We now prove Lemma 2.4.1.
Proof. The linear constraints Ay ≤ b are equivalent to
Ay −E[Ay | ηT y] ≤ b−E[Ay | ηT y]. (2.4.7)
Since conditional expectation has the form
E[Ay | ηT y] = Aµ+ a(ηT y − ηTµ), a = AΣη
ηTΣη
,
(2.4.7) simplifies to Ay − b− aηT y ≤ −aηT y. Rearranging, we obtain
ηT y ≥ 1
aj
(bj − (Ay)j + ajηT y) aj < 0
ηT y ≤ 1
aj
(bj − (Ay)j + ajηT y) aj > 0
0 ≤ bj − (Ay)j aj = 0.
We take the max of the lower bounds and min of the upper bounds to deduce
max
j:aj<0
1
aj
(bj − (Ay)j + ajηT y)︸ ︷︷ ︸
V−(y)
≤ ηT y ≤ min
j:aj>0
1
aj
(bj − (Ay)j + ajηT y)︸ ︷︷ ︸
V+(y)
.
Since y is normal, bj − (Ay)j + ajηT y, j = 1, . . . ,m are independent of ηT y. Hence
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(V+(y), V−(y), V0(y)) are also independent of ηT y.
To complete the proof, we must show ηT y given Ay ≤ b, (V+(y),V−(y)) = (v+, v−) is
truncated normal.
P
(
ηT y ≤ s ∣∣Ay ≤ b,V+(y) = v+,V−(y) = v−, )
= P
(
ηT y ≤ s ∣∣v− ≤ ηT y ≤ v+,V+(y) = v+,V−(y) = v−,V0(y) ≥ 0)
=
P
(
ηT y ≤ s, v− ≤ ηT y ≤ v+∣∣V+(y) = v+,V−(y) = v−,V0(y) ≥ 0)
P
(
v− ≤ ηT y ≤ v+∣∣V+(y) = v+,V−(y) = v−,V0(y) ≥ 0)
=
P
(
ηT y ≤ s, v− ≤ ηT y ≤ v+)
P (v− ≤ ηT y ≤ v+) = P
(
ηT y ≤ s | v− ≤ ηT y ≤ v+)
where the second to last equality follows from the independence of (V+,V−,V0) and ηT y.
This is the CDF of a truncated normal.
Although the proof of Lemma 2.4.1 is elementary, the geometric picture gives more
intuition as to why V+ and V− are independent of ηT y. Without loss of generality, we
assume ||η||2 = 1 and y ∼ N(µ, I) (since otherwise we could replace y by Σ− 12 y). Now we
can decompose y into two independent components, a 1-dimensional component ηT y and
an (n− 1)-dimensional component orthogonal to η:
y = ηT y + Pη⊥y.
The case of n = 2 is illustrated in Figure 2.1. V− and V+ are independent of ηT y, since
they are functions of Pη⊥ only, which is independent of η
T y.
In Figure 2.2, we plot the density of the truncated Gaussian, noting that its shape
depends on the location of µ relative to [a, b] as well as the width relative to σ.
2.4.1 Adaptive choice of η
For the applications to forming confidence intervals and significance testing, we will need
choices of η that are adaptive, or dependent on y. We will restrict ourselves to functions
η that are functions of the partition, η(y) = f(Mˆ(y)). This choice of functions includes
η(y) = XT+
Mˆ(y)
ej which is used for forming confidence intervals in Section 2.5.
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Figure 2.1: A picture demonstrating that the set {Ay ≤ b} can be characterized by {V− ≤
ηT y ≤ V+}. Assuming Σ = I and ||η||2 = 1, V− and V+ are functions of Pη⊥y only, which
is independent of ηT y.
Theorem 2.4.3. Let η : Rn → Rn be a function of the form η(y) = f(Mˆ(y)), then
F
[V−(y),V+(y)]
η(y)Tµ, η(y)TΣη(y)
(
η(y)T y
) ∼ Unif(0, 1).
Proof. We can expand F with respect to the partition,
P
(
F
[V−(y),V+(y)]
η(y)Tµ, η(y)TΣη(y)
(
η(y)T y
) ≤ t) = ∑
(M,s)
P
(
F
[V−(y),V+(y)]
η(y)Tµ, η(y)TΣη(y)
(
η(y)T y
) ≤ t, Mˆ(y) = M)
=
∑
(M,s)
P
(
F
[V−(y),V+(y)]
η(y)Tµ, η(y)TΣη(y)
(
η(y)T y
) ≤ t∣∣Mˆ(y) = M)P(Mˆ(y) = M)
=
∑
(M,s)
P
(
F
[V−(y),V+(y)]
f(M)Tµ, f(M)TΣf(M)
(
f(M)T y
) ≤ t∣∣Mˆ(y) = M)P(Mˆ(y) = M)
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Figure 2.2: The density of the truncated Gaussian with distribution F
[v−,v+]
µ,σ2
depends on
the width of [v−, v+] relative to σ as well as the location of µ relative to [v−, v+]. When
µ is firmly inside the interval, the distribution resembles a Gaussian. As µ varies outside
[v−, v+], the density begins to converge to an exponential distribution with mean inversely
proportional to the distance between µ and its projection onto [v−, v+].
Using Theorem 2.4.2, P
(
F
[V−(y),V+(y)]
f(M)Tµ, f(M)TΣf(M)
(
f(M)T y
) ≤ t∣∣Mˆ(y) = M) = t. Thus
P
(
F
[V−(y),V+(y)]
η(y)Tµ, η(y)TΣη(y)
(
η(y)T y
)
) ≤ t
)
=
∑
(M,s)
tP
(
Mˆ(y) = M
)
= t
∑
(M,s)
P
(
Mˆ(y) = M
)
= t.
This shows that F
[V−(y),V+(y)]
η(y)Tµ, η(y)TΣη(y)
(
η(y)T y
) ∼ Unif(0, 1).
2.5 Application to Inference for the Lasso
In this section, we apply the theory developed in in Sections 2.3 and 2.4 to the lasso. In
particular, we will construct confidence intervals for the active variables and test the chosen
model based on the pivot developed in Section 2.4.
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Figure 2.3: Histogram and empirical distribution of F
[V−,V+]
ηTµ, ηTΣη
(ηT y) obtained by sampling
y ∼ N(µ,Σ) constrained to {Ay ≤ b}. The distribution is very close to Unif(0, 1) as shown
in Theorem 2.4.2.
To summarize the developments so far, recall that our model says that y ∼ N(µ, σ2I).
The distribution of interest is y | {(Mˆ, zˆMˆ ) = (M, zM )}. By Theorem 2.3.1, this is equivalent
to y | {A(M, zM )y ≤ b(M, zM )} defined in Proposition 2.3.2. Now we can apply Theorem
2.4.2 to obtain the (conditional) pivot
F
[V−,V+]
ηTµ, σ2||η||22
(ηT y)
∣∣ {(Mˆ, zˆMˆ ) = (M, zM )} ∼ Unif(0, 1) (2.5.1)
for any η, where V− and V+ are defined in (2.4.2) and (2.4.3). Note that A(M, zM ) and
b(M, zM ) appear in this pivot through V− and V+. This pivot will play a central role in all
of the applications that follow.
2.5.1 Confidence Intervals for the Active Variables
In this section, we describe how to form confidence intervals for the components of β?
Mˆ
=
X+
Mˆ
µ. If we choose
ηj = (X
T
Mˆ
)+ej , (2.5.2)
then ηTj µ = β
?
Mˆ,j
, so the above framework provides a method for inference about the
jth variable in the model Mˆ . Note that this reduces to inference about the true β0j if
Mˆ ⊃ S := {j : β0j 6= 0}, as discussed in Section 2.1. Conditions under which this holds
are well known in the literature, cf. Bu¨hlmann and van de Geer (2011), and provided in
Section 2.11.
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By applying Theorem 2.4.2, we obtain the following (conditional) pivot for β?
Mˆ,j
:
F
[V−,V+]
β?
Mˆ,j
, σ2||ηj ||2(η
T
j y)
∣∣ {(Mˆ, zˆMˆ ) = (M, zM )} ∼ Unif(0, 1).
Note that j and ηj are both random—but only through Mˆ , a quantity which is fixed after
conditioning—so Theorem 2.4.2 holds even for this “random” choice of η. The obvious way
to obtain an interval is to “invert” the pivot. In other words, since
P
(
α
2
≤ F [V−,V+]
β?
Mˆ,j
, σ2||ηj ||2(η
T
j y) ≤ 1−
α
2
∣∣ {(Mˆ, zˆMˆ ) = (M, zM )}) = α,
one can define a (1− α) (conditional) confidence interval for β?
Mˆ,j
as
{
β?
Mˆ,j
:
α
2
≤ F [V−,V+]
β?
Mˆ,j
, σ2||ηj ||2(η
T
j y) ≤ 1−
α
2
}
.
In fact, F is monotone decreasing in β?
Mˆ,j
, so to find its endpoints, one need only solve for
the root of a smooth one-dimensional function. The monotonicity is a consequence of the
fact that the truncated Gaussian distribution is a natural exponential family and hence has
monotone likelihood ratio in µ. The details can be found in Appendix 2.10.1.
We now formalize the above observations in the following result, an immediate conse-
quence of Theorem 2.4.2.
Corollary 2.5.1. Let ηj be defined as in (2.5.2), and let L
j
α = L
j
α(ηj , Mˆ , zˆMˆ ) and U
j
α =
U jα(ηj , Mˆ , zˆMˆ ) be the (unique) values satisfying
F
[V−,V+]
Ljα, σ2||ηj ||2
(ηTj y) = 1− α F [V
−,V+]
Ujα, σ2||ηj ||2
(ηTj y) = α
Then [Ljα, U
j
α] is a (1− α) confidence interval for ηTj µ, conditional on (Mˆ, zˆMˆ ):
P
(
β?
Mˆ,j
∈ [Ljα, U jα]
∣∣ {(Mˆ, zˆMˆ ) = (M, zM )}) = 1− α. (2.5.3)
The above discussion has focused on constructing intervals for a single j. If we repeat
the procedure for each j ∈ Mˆ , our intervals in fact control the false coverage rate (FCR) of
Benjamini and Yekutieli (2005).
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Corollary 2.5.2. For each j ∈ Mˆ ,
P
(
β?
Mˆ,j
∈ [Ljα, U jα]
)
= 1− α. (2.5.4)
Furthermore, the FCR of the intervals
{
[Ljα, U
j
α]
}
j∈Mˆ
is α.
If ηT y are not near the boundaries [V−,V+], then the intervals will be relatively short.
This is shown in Figure 2.4. Figure 2.5 shows two simulations that demonstrate our intervals
cover at the nominal rate. We leave an exhaustive study of such intervals for the lasso to
future work, noting that the truncation framework described can be used to form intervals
with exact coverage properties.
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Figure 2.4: Upper and lower bounds of 90% confidence intervals based on [a, b] = [−3σ, 3σ]
as a function of the observation x/σ. We see that as long as the observation x/σ is roughly
0.5σ away from either boundary, the size of the intervals is comparable to an unadjusted
confidence interval.
2.5.2 Testing the Lasso-Selected Model
Having observed that the lasso selected the variables Mˆ , another relevant question is
whether it has captured all of the signal in the model, i.e.,
H0 : β
0
−Mˆ = 0. (2.5.5)
CHAPTER 2. SELECTIVE INFERENCE FOR THE LASSO 20
3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0
0
5
10
15
20
25
3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0
0
5
10
15
20
25
Figure 2.5: 90% confidence intervals for ηT1 µ for a small (n = 100, p = 50) and a large
(n = 100, p = 200) uncorrelated Gaussian design, computed over 25 simulated data sets.
The true model has five non-zero coefficients, all set to 5.0, and the noise variance is 0.25.
A green bar means the confidence interval covers the true value while a red bar means
otherwise.
We consider a slightly more general question, which does not assume the correctness of the
linear model µ = Xβ0 and also takes into account whether the non-selected variables can
improve the fit:
H0 : X
T
−Mˆ (I − PMˆ )µ = 0. (2.5.6)
This quantity is the partial correlation of the non-selected variables with µ, adjusting for
the variables in Mˆ . This is more general because if we assume µ = Xβ0 for some β0 and
X is full rank, then rejecting (2.5.6) implies that there exists i ∈ supp(β0) not in Mˆ , so we
would also reject (2.5.5).
The natural approach is to compare the observed partial correlations XT−M (I−PM )y to
0. However, the framework of Section 2.4 only allows tests of µ in a single direction η. To
make use of that framework, we can choose η such that it selects the maximum magnitude
of XT−M (I −PM )y. In particular, this direction provides the most evidence against the null
hypothesis of zero partial correlation, so if the null hypothesis cannot be rejected in this
direction, it would not be rejected in any direction.
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Letting j? := argmaxj |eTj XT−M (I − PM )y| and sj := sign(eTj XT−M (I − PM )y), we set
ηj? = sj?(I − PM )X−Mej? , (2.5.7)
and test H0 : η
T
j?µ = 0. However, the results in Section 2.4 cannot be directly applied to
this setting because j? and sj? are random variables that are not measurable with respect
to (Mˆ, zˆMˆ ).
To resolve this issue, we propose a test conditional not only on (Mˆ, zˆMˆ ), but also on the
index and sign of the maximizer:
{(Mˆ, zˆMˆ ) = (M, zM ), (j?, sj?) = (j, s)}. (2.5.8)
A test that is level α conditional on (2.5.8) for all (M, zM ) and (j, s) is also level α conditional
on {(Mˆ, zˆMˆ ) = (M, zM )}.
In order to use the results of Section 2.4, we must show that (2.5.8) can be written in the
form A(M, zM , j, s)y ≤ b(M, zM , j, s). This is indeed possible, and the following proposition
provides an explicit construction.
Proposition 2.5.3. Let A0, b0, A1, b1 be defined as in Proposition 2.3.2. Then:
{(Mˆ, zˆMˆ ) = (M, zM ), (j?, sj?) = (j, s)} =


A0(M, zM )
A1(M, zM )
A2(M, j, s)
 y <

b0(M, zM )
b1(M, zM )
0


where A2(M, j, s) is defined as
A2(M, j, s) = −s
(
Dj(M)
Sj(M)
)
XT−M (I − PM )
and Dj and Sj are (|M | − 1)× |M | operators that compute the difference and sum, respec-
tively, of the jth element with the other elements, e.g.,
D1 =

1 −1
1 −1
. . .
1 −1
 S1 =

1 1
1 1
. . .
1 1
 .
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Proof. The constraints {A0y < b0} and {A1y < b1} come from Proposition (2.3.2) and
encode the constraints {(Mˆ, zˆMˆ ) = (M, zM )}. We show that the last two sets of constraints
encode {(j?, sj?) = (j, s)}.
Let r := XT−M (I − PM )y denote the vector of partial correlations. If s = +1, then
|rj | > |ri| for all i 6= j if and only if rj − ri > 0 and rj + ri > 0 for all i 6= j. We can write
this as Djr > 0 and Sjr > 0. If s = −1, then the signs are flipped: Djr < 0 and Sjr < 0.
This establishes
{(j?, sj?) = (j, s)} =
{
−s
(
Dj
Sj
)
r < 0
}
= {A2y < 0}.
Because of Proposition 2.5.3, we can now obtain the following result as a simple con-
sequence of Theorem 2.4.2, which says that F
[V−,V+]
0,σ2||ηj? ||2(η
T
j?y) ∼ Unif(0, 1), conditional on
the set (2.5.8) and H0. We reject when F
[V−,V+]
0,σ2||η∗j ||2(η
T
j?y) is large because F
[V−,V+]
0, σ2||η∗j ||2(·) is
monotone increasing in the argument and ηTj∗µ is likely to be positive under the alternative.
Corollary 2.5.4. Let H0 and ηj? be defined as in (2.5.7). Then, the test which rejects
when {
F
[V−,V+]
0, σ2||η∗j ||2(η
T
j?y) > 1− α
}
is level α, conditional on {(Mˆ, zˆMˆ ) = (M, zM ), (j?, sj?) = (j, s)}. That is,
P
(
F
[V−,V+]
0, σ2||ηj? ||2(η
T
j?y) > 1− α
∣∣ {(Mˆ, zˆMˆ ) = (M, zM ), (j?, sj?) = (j, s)} ∩H0) = α.
In particular, since this holds for every (M, zM , j, s), this test also controls Type I error
conditional only on (Mˆ, zˆMˆ ), and unconditionally:
P
(
F
[V−,V+]
0, σ2||ηj? ||2(η
T
j?y) > 1− α
∣∣ {(Mˆ, zˆMˆ ) = (M, zM )} ∩H0) = α
P
(
F
[V−,V+]
0, σ2||ηj? ||2(η
T
j?y) > 1− α
∣∣ H0) = α.
Figures 2.6 and 2.7 show the results of four simulation studies that demonstrate that
the p-values are uniformly distributed when H0,λ is true and stochastically smaller than
Unif(0, 1) when it is false.
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Figure 2.6: P-values for H0,λ at various λ values for a small (n = 100, p = 50) and a large
(n = 100, p = 200) uncorrelated Gaussian design, computed over 50 simulated data sets.
The true model has three non-zero coefficients, all set to 1.0, and the noise variance is
2.0. We see the p-values are Unif(0, 1) when the selected model includes the truly relevant
predictors (black dots) and are stochastically smaller than Unif(0, 1) when the selected
model omits a relevant predictor (red dots).
2.6 Data Example
We illustrate the application of inference for the lasso to the diabetes data set from Efron
et al. (2004). First, all variables were standardized. Then, we chose λ according to the
strategy in Negahban et al. (2012), λ = 2 E(‖XT ‖∞), using an estimate of σ from the full
model, resulting in λ ≈ 190. The lasso selected four variables: BMI, BP, S3, and S5.
The intervals are shown in Figure 2.8, alongside the unadjusted confidence intervals
produced by fitting OLS to the four selected variables, ignoring the selection. The latter is
not a valid confidence interval conditional on the model. Also depicted are the confidence
intervals obtained by data splitting ; that is, if one splits the n observations into two halves,
then uses one half for model selection and the other for inference. This is a competitor
method that also produces valid confidence intervals conditional on the model. In this case,
data splitting selected the same four variables, and the confidence intervals were formed
based on OLS on the half of the data set not used for model selection.
We can make two main observations from Figure 2.8.
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Figure 2.7: P-values for H0,λ at various λ values for a small (n = 100, p = 50) and a large
(n = 100, p = 200) correlated (ρ = 0.7) Gaussian design, computed over 50 simulated data
sets. The true model has three non-zero coefficients, all set to 1.0, and the noise variance is
2.0. Since the predictors are correlated, the relevant predictors are not always selected first.
However, the p-values remain uniformly distributed when H0,λ is true and stochastically
smaller than Unif(0, 1) otherwise.
1. The adjusted intervals provided by our method essentially reproduces the OLS inter-
vals for the strong effects, whereas data splitting results in a loss of power by roughly
a factor of
√
2 (since only n/2 observations are used in the inference).
2. One variable, S3, which would have been deemed significant using the OLS intervals, is
no longer significant after adjustment. This demonstrates that taking model selection
into account can have substantive impacts on the conclusions that are made.
2.7 Minimal Post-Selection Inference
We have described how to perform post-selection inference for the lasso conditional on both
the active set and signs {(Mˆ, zˆMˆ ) = (M, zM )}. However, recall from Section 2.1 that the
goal was inference conditional solely on the model, i.e., {Mˆ = M}. In this section, we extend
our framework to this setting, which we call minimal post-selection inference because we
condition on the minimal set necessary for the random η to be measurable. This results in
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Figure 2.8: Inference for the four variables selected by the lasso (λ = 190) on the diabetes
data set. The point estimate and adjusted confidence intervals using the approach in Section
2.5 are shown in blue. The gray show the OLS intervals, which ignore selection. The yellow
lines show the intervals produced by splitting the data into two halves, forming the interval
based on only half of the data.
more precise confidence intervals at the expense of greater computational cost.
To this end, we note that {Mˆ = M} is simply
⋃
zM∈{−1,1}|E|
{(Mˆ, zˆMˆ ) = (M, zM )},
where the union is taken over all choices of signs. Therefore, the distribution of y conditioned
on only the active set {Mˆ = M} is a Gaussian vector constrained to a union of polytopes
y
∣∣ ⋃
zM∈{−1,1}|E|
{A(M, zM )y ≤ b(M, zM )},
where A(M, zM ) and b(M, zM ) are given by (2.3.2).
To obtain inference about ηTµ, we follow the arguments in Section 2.4 to obtain that
this conditional distribution is equivalent to
ηT y
∣∣ ⋃
zM∈{−1,1}|E|
{V−zM (y) ≤ ηT y ≤ V+zM (y),V0zM (y) ≥ 0}, (2.7.1)
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where V−zM , V+zM , V0zM are defined according to (2.4.2), (2.4.3), (2.11.4) with A = A(M, zM )
and b = b(M, zM ). Moreover, all of these quantities are still independent of η
T y, so instead
of having a Gaussian truncated to a single interval [V−,V+] as in Section 2.4, we now have
a Gaussian truncated to the union of intervals
⋃
zM
[V−zM ,V+zM ]. The geometric intuition is
illustrated in Figure 2.9.
Figure 2.9: A picture demonstrating the effect of taking a union over signs. The polytope
in the middle corresponds to the (Mˆ, zˆMˆ ) that was observed and is the same polytope as
in Figure 2.1. The difference is that we now consider potential (M, zM ) in addition to the
one that was observed. The polytopes for the other (M, zM ) which have the same active
set Mˆ are red. The conditioning set is the union of these polytopes. We see that for y to
be in this union, ηT y must be in
⋃
zM
[V−zM ,V+zM ]. The key point is that all of the V−zM and
V+zM are still functions of only Pη⊥y and so are independent of ηT y.
Finally, the probability integral transform once again yields a pivot:
F
⋃
zE
[V−zE (y),V+zE (y)]
ηTµ, ηTΣη
(ηT y)
∣∣ {Mˆ = M} ∼ Unif(0, 1).
It is now more useful to think of the notation of F as indicating the truncation set C ⊂ R:
FCµ,σ2(x) :=
Φ((−∞, x] ∩ C)
Φ(C)
, (2.7.2)
where Φ is the law of a N(0, 1) random variable. We summarize these results in the following
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Figure 2.10: Comparison of the minimal and simple intervals as applied to the same simu-
lated data set for two values of λ. The simulated data featured n = 25, p = 50, and 5 true
non-zero coefficients; only the first 20 coefficients are shown. (We have included variables
with no intervals to emphasize that inference is only on the selected variables.) We see that
the simple intervals are virtually as good as the minimal intervals most of the time; the
advantage of the minimal intervals is realized when the estimate is unstable and the simple
intervals are very long, as in the right plot.
theorem.
Theorem 2.7.1. Let F
⋃
i[ai,bi]
µ,σ2
be the CDF of a normal truncated to the union of intervals⋃
i[ai, bi], i.e., given by (2.7.2). Then:
F
⋃
zM
[V−zM (y),V+zM (y)]
ηTµ, ηTΣη
(ηT y)
∣∣ {Mˆ = M} ∼ Unif(0, 1), (2.7.3)
where V−zM (y) and V+zM (y) are defined in (2.4.2) and (2.4.3) with A = A(M, zM ) and b =
b(M, zM ).
The derivations of the confidence intervals and hypothesis tests in Section 2.5 remain
valid using (2.7.3) as the pivot instead of (2.5.1). Figure 2.10 illustrates the effect of minimal
post-selection inference in a simulation study, as compared with the “simple” inference
described previously. The intervals are similar in most cases, but one can obtain great
gains in precision using the minimal intervals when the simple intervals are very wide.
However, the tradeoff for this increased precision is greater computational cost. We
computed V−zM and V+zM for all zM ∈ {−1, 1}|M |, which is only feasible when |M | is fairly
small. In what follows, we revert to the simple intervals described in Section 2.5, but
extensions to the minimal inference setting are straightforward.
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2.8 Extensions
2.8.1 Elastic net
One problem with the lasso is that it tends to select only one variable out of a set of
correlated variables, resulting in estimates which are unstable. The elastic net (Zou and
Hastie, 2005) adds an `2 penalty to the lasso objective in order to stabilize the estimates:
βˆe = argmin
β
1
2
‖y −Xβ‖22 + λ ‖β‖1 +
γ
2
‖β‖22 . (2.8.1)
Using a nearly identical argument to the one in Section 2.3, we see that necessary and
sufficient conditions for {(Mˆ, zˆMˆ ) = (M, zM )} are the existence of U(M, zM ) and W (M, zM )
satisfying
(XTMXM + γI)U −XTMy + λzM = 0
XT−MXMU −XT−My + λW = 0
sign(U) = zM , W ∈ (−1, 1).
Solving for U and W , we see that the selection event can be written
{(Mˆ, zˆMˆ ) = (M, zM )} =
{(
A0(M, zM )
A1(M, zM )
)
y <
(
b0(M, zM )
b1(M, zM )
)}
(2.8.2)
where A0, A1, b0, and b1 are the same as in Proposition 2.3.2, except replacing (X
T
MXM )
−1,
which appears in the expressions through PM and (X
T
M )
+, by the “damped” version (XTMXM+
γI)−1.
Having rewritten the selection event in the form (2.8.2), we can once again apply the
framework of Section 2.4 to obtain a test for the elastic net conditional on this event.
2.8.2 Alternative norms as test statistics
In Section 2.5.2 we used the test statistic
T∞ = ‖XT−Mˆ (I − PMˆ )y‖∞
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and its conditional distribution on {(Mˆ, zˆMˆ ) = (M, zM )} to test whether we had missed
any large partial correlations in using Mˆ as the estimated active set. If we have indeed
missed some variables in M there is no reason to suppose that the mean of XT−M (I −PM )y
is sparse; hence the `∞ norm may not be the best norm to use as a test statistic.
In principle, we could have used virtually any norm, as long as we can say something
about the distribution of this norm conditional on {(Mˆ, zˆMˆ ) = (M, zM )}. Problems of this
form are considered in Taylor et al. (2013). For example, if we consider the quadratic
T2 = ‖XT−M (I − PM )y‖2
the general approach in Taylor et al. (2013) derives the conditional distribution of T2 con-
ditioned on
η∗2 = arg max
‖η‖2≤1
ηT (XT−M (I − PM )y).
In general, this distribution will be a χ2 subject to random truncation as in Section 2.4
(see the group lasso examples in Taylor et al. (2013)). Adding the constraints encoded by
{(Mˆ, zˆMˆ ) = (M, zM )} affects only the random truncation [V−,V+].
2.8.3 Estimation of σ2
As noted above, all of our results rely on a reliable estimate of σ2. While there are several
approaches to estimating σ2 in the literature, the truncated Gaussian theory described in
this work itself provides a natural estimate.
Suppose the linear model is correct (µ = Xβ0). Then, on the event {Mˆ = M, Eˆ ⊃ S},
which we assume, the residual
(I − PM )y
is a (multivariate) truncated Gaussian with mean 0, with law
PC,σ2(B) = P(Z ∈ B|Z ∈ C), Z ∼ N(0, σ2I).
As σ2 , one obtains a one-parameter exponential family with density
dPC,σ2
dz
= e−α‖z‖
2
2−ΛC(α)1C(z)
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and natural parameter α = σ2/2. On the event {(Mˆ, zˆMˆ ) = (M, zM )}, we set
C = {y : A(M, zM )y ≤ b(M, zM )} ,
and then choose α (or equivalently, σ2) to satisfy the score equation
EC,σˆ2(‖Z‖22) = ‖(I − PM )y‖22. (2.8.3)
This amounts to a maximum likelihood estimate of σ2. The expectation on the left is
generally impossible to do analytically, but there exist fast algorithms for sampling from
PC,σ2 , c.f. Geweke (1991); Rodriguez-Yam et al. (2004). A rough outline of a naive version
of such algorithms is to pick a direction such as ei one of the coordinate axes. Based on the
current state of Z, draw a new entry for the Zi from the appropriate univariate truncated
normal determined from the cutoffs described in Section 2.4. We repeat this procedure to
evaluate the expectation on the left, and use gradient descent to find σˆ2.
2.8.4 Composite Null Hypotheses
In Section 2.5, we considered hypotheses of the form H0 : η
T
j?µ = 0, which said that the
partial correlation of the variables in −M with y, adjusting for the variables in M , was
exactly 0. This may be unrealistic, and in practice, we may want to allow some tolerance
for the partial correlation.
We consider testing instead the composite hypothesis
H0 : |ηTj?µ| ≤ δ0. (2.8.4)
The following result characterizes a test for H0.
Proposition 2.8.1. The test which rejects when F
[V−,V+]
δ0, σ2||ηj? ||2(η
T y) > 1 − α is exact level
α.
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Proof. Let δ := ηTj?µ. Define Tδ0 := inf|δ|≤δ0
F
[V−,V+]
δ, σ2||ηj? ||2(η
T y). Then:
Type I error := sup
|δ|≤δ0
Pδ(Tδ0 > 1− α)
≤ sup
|δ|≤δ0
Pδ
(
F
[V−,V+]
δ, σ2||ηj? ||2(η
T y) > 1− α
)
= α
Next, we have that Tδ0 = F
[V−,V+]
δ0, σ2||ηj? ||2(η
T y), i.e., the infimum is achieved at δ = δ0, so
calculating Tδ0 is a simple matter of evaluating Fδ0 . This follows from the fact that Fδ is
monotone decreasing in δ (c.f. Appendix 2.10.1).
Finally, the Type I error is exactly α because the reverse inequality also holds:
Type I error ≥ Pδ0(Tδ0 > 1− α) = α.
Although the test is exact level α, the significance level of a test for a composite null
is a “worst-case” Type I error; for most values of µ such that |ηTµ| ≤ δ0, the Type I error
will be less than α, so the test will be conservative. Of course, what we lose in power, we
gain in robustness to the assumption that ηTµ = 0 exactly.
2.8.5 How long a lasso should you use?
Procedures for fitting the lasso, such as glmnet (Friedman et al., 2010b), solve (2.1.2) for a
decreasing sequence of λ values starting from λ1 = ‖XT y‖∞. The framework developed so
far provides a means to decide when to stop along the regularization path, i.e., when the
lasso has done enough “fitting.” In this section, we describe a path-wise testing procedure
for the lasso,
The path-wise procedure is simple. At each value of λ:
1. Solve the lasso and obtain an active set Mˆλ and signs zˆMˆλ .
2. Test H0,λ : X
T
Eˆλ
(I − PEˆλ)(µ) = 0 at level α. Rather than being conditional on only
(Mˆλ, zˆMˆλ), this test is conditional on the entire sequence of active sets and signs
{(Mˆm, zˆm) = (Mm, zm)}, as we describe below.
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As λ decreases, we expect to reject the null hypotheses as the fit improves and stop once
the first null hypothesis has been accepted.
To understand the properties of this procedure, we formalize it as a multiple testing
problem. For each value λ1, ..., λm, we test H0,λi . We test these hypotheses sequentially
and stop after the first hypothesis has been accepted. Implicitly, this means that we accept
all the remaining hypotheses.
Our next result shows that this procedure controls the family-wise error rate (FWER) at
level α. Let V denote that number of false rejections. Then FWER is defined as P(V ≥ 1).
The practical implication of this result is the model selected by this procedure will be larger
than the true model with probability α.
Proposition 2.8.2. The path-wise testing procedure controls FWER at level α.
Proof. Let Mˆm and zˆm denote the complete sequence of active sets and signs at λ1, . . . , λm,
i.e.,
Mˆm = {Mˆλ1 , . . . , Mˆλm}
zˆm = {zˆMˆλ1 , . . . , zˆMˆλm}.
We seek to control the family-wise error rate (FWER) when testing the hypotheses
H0,λ1 , . . . ,H0,λm , i.e., P(V ≥ 1). We partition the space over all possible sequences Mˆm
and zˆm:
P(V ≥ 1) =
∑
(Mm,zm)
P
(
V ≥ 1 ∣∣ (Mˆm, zˆm) = (Mm, zm))P((Mˆm, zˆm) = (Mm, zm)) .
Since
∑
(Mm,zm) P
(
(Mˆm, zˆm) = (Mm, zm)
)
= 1, we can ensure FWER ≤ α by ensuring
P
(
V ≥ 1 ∣∣ (Mˆm, zˆm) = (Mm, zm)) ≤ α for any (Mm, zm).
Let λk denote the first λi for which H0,λi is true. Then the event V ≥ 1 is equivalent to
the event that we reject H0,λk because the preceding hypotheses H0,λ1 , . . . ,H0,λk−1 are all
false so we cannot make a false discovery before the kth hypothesis. Thus
P
(
V ≥ 1 ∣∣ (Mˆm, zˆm) = (Mm, zm)) = P(reject H0,λk ∣∣ (Mˆm, zˆm) = (Mm, zm)) .
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Therefore, we can control FWER at level α by ensuring
P
(
reject H0,λ
∣∣ (Mˆm, zˆm) = (Mm, zm)) ≤ α
for each λ ∈ {λ1, . . . , λk}.
To perform a test of H0,λ conditioned on {(Mˆm, zˆm) = (Mm, zm)}, we apply the frame-
work of Section 2.4. Let
{A(Mi, si)y < b(Mi, si)}
be the affine constraints that characterize the event {(Mˆλi , zˆλi) = (Mi, zi)} from Proposition
2.3.2. The event {(Mˆm, zˆm) = (Mm, zm)} is equivalent to the intersection of all of these
constraints: 
A(M1, z1)
...
A(Mm, zm)

︸ ︷︷ ︸
A(Mm,zm)
y <

b(M1, z1)
...
b(Mm, zm)

︸ ︷︷ ︸
b(Mm,zm)
.
Now Theorem 2.4.2 applies, and we can obtain the usual pivot as a test statistic.
2.9 Conclusion
We have described a method for making inference about ηTµ in the linear model based
on the lasso estimator, where η is chosen adaptively after model selection. The confidence
intervals and tests that we propose are conditional on {(Mˆ, zˆMˆ ) = (M, zM )}. In contrast
to existing procedures on inference for the lasso, we provide a pivot whose conditional
distribution can be characterized exactly (non-asymptotically). This pivot can be used to
derive confidence intervals and hypothesis tests based on lasso estimates anywhere along
the solution path, not necessarily just at the knots of the LARS path as in Lockhart et al.
(2014). Finally, our test is computationally simple: the quantities required to form the test
statistic are readily available from the solution of the lasso.
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2.10 Appendix
2.10.1 Monotonicity of F
Lemma 2.10.1. Let Fµ(x) := F
[a,b]
µ,σ2
(x) denote the cumulative distribution function of a
truncated Gaussian random variable, as defined as in (2.4.5). Then Fµ(x) is monotone
decreasing in µ.
Proof. First, the truncated Gaussian distribution with CDF Fµ := F
[a,b]
µ,σ2
is a natural expo-
nential family in µ, since it is just a Gaussian with a different base measure. Therefore, it
has monotone likelihood ratio in µ. That is, for all µ1 > µ0 and x1 > x0:
fµ1(x1)
fµ0(x1)
>
fµ1(x0)
fµ0(x0)
where fµi := dFµi denotes the density. (Instead of appealing to properties of exponential
families, this property can also be directly verified.)
This implies
fµ1(x1)fµ0(x0) > fµ1(x0)fµ0(x1) x1 > x0.
Therefore, the inequality is preserved if we integrate both sides with respect to x0 on
(−∞, x) for x < x1. This yields:∫ x
−∞
fµ1(x1)fµ0(x0) dx0 >
∫ x
−∞
fµ1(x0)fµ0(x1) dx0 x < x1
fµ1(x1)Fµ0(x) > fµ0(x1)Fµ1(x) x < x1
Now we integrate both sides with respect to x1 on (x,∞) to obtain:
(1− Fµ1(x))Fµ0(x) > (1− Fµ0(x))Fµ1(x)
which establishes Fµ0(x) > Fµ1(x) for all µ1 > µ0.
2.11 Lasso Screening Property
In this section, we state some sufficient conditions that guarantee support(β0) ⊂ support(βˆ).
Let M = support(β0) and Mˆ ⊂ support(βˆ). The results of this section are well known in
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the literature and can be found in (Bu¨hlmann and van de Geer, 2011, Chapter 2.5).
Definition 2.11.1 (Restricted Eigenvalue Condition). Restricted eigenvalue condition re-
quires that X satisfy
‖Xv‖22 ≥ m ‖v‖22
for all v ∈ {x : ‖x−M‖1 ≤ 3 ‖xM‖}.
Definition 2.11.2 (Beta-min Condition). The beta-min condition requires that for all j ∈
M ,
|β0j | > βmin.
Theorem 2.11.3. Let y = Xβ0 + , where  is subgaussian with parameter σ, and βˆ be
the solution to 2.1.2 with λ = 4σ
√
log p
n . Assume that X satisfies the restricted eigenvalue
condition, β0 satisfies the beta-min condition with βmin =
8σ
m
√
s log p
n , and X is column
normalized, ‖xj‖2 ≤
√
n. Then M ⊂ Mˆ .
Proof. From (Negahban et al., 2012, Corollary 2),
∥∥βˆ − β0∥∥
2
≤ 8σ
m
√
s log p
n
.
Assume that their is a j such that j ∈M , but j 6∈ Mˆ . We must have
∥∥βˆ − β0∥∥
2
> |β0j | ≥ βmin =
8σ
m
√
s log p
n
.
This is a contradiction, so for all j ∈M we have j ∈ Mˆ .
Next we provide a geometric proof of Lemma 2.4.1 which will be useful in the next
chapter.
Lemma 2.11.4. The conditioning set can be rewritten in terms of ηT y as follows:
{Ay ≤ b} = {V−(y) ≤ ηT y ≤ V+(y),V0(y) ≥ 0}
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where
α =
AΣη
ηTΣη
(2.11.1)
V− = V−(y) = max
j: αj<0
bj − (Ay)j + αjηT y
αj
(2.11.2)
V+ = V+(y) = min
j: αj>0
bj − (Ay)j + αjηT y
αj
. (2.11.3)
V0 = V0(y) = min
j: αj=0
bj − (Ay)j (2.11.4)
Moreover, (V+,V−,V0) are independent of ηT y.
Proof. Although the proof of Lemma 2.11.4 is elementary, the geometric picture gives more
intuition as to why V+ and V− are independent of ηT y. Since Σ is assumed known, let y˜ =
Σ−
1
2 y so that y˜ ∼ N(Σ− 12µ, I). We can decompose y˜ into two independent components: a
one-dimensional component along η˜ := Σ
1
2 η and a (p−1)-dimensional component orthogonal
to η˜:
y˜ = y˜η˜ + y˜η˜⊥ .
From Figure 2.1, it is clear that the extent of the set {Ay ≤ b} = {AΣ 12 y˜ ≤ b} (i.e., V+
and V−) along the direction η˜ depends only on y˜η˜⊥ and is hence independent of η˜T y˜ = ηT y.
We present a geometric derivation below. The values V+ and V− are the maximum and
minimum possible values of η˜T y˜, holding y˜η˜⊥ fixed, while remaining inside the polytope
AΣ
1
2 y˜ ≤ b. Writing y˜ = cη˜ + y˜η˜⊥ where c is allowed to vary, V+ and V− are the optimal
values of the optimization problems:
max. / min. η˜T y˜ = c||η˜||22
subject to AΣ
1
2 (cη˜ + y˜η˜⊥) ≤ b
Rewriting this problem in terms of the original variables η and y, we obtain:
max. / min. c(ηTΣη)
subject to c(AΣη) ≤ b−Ay + AΣη
ηTΣη
ηT y
Since c is the only free variable, we see from the constraints that the optimal values V+ and
V− are precisely those given in (2.4.2) and (2.4.3).
Chapter 3
Condition-on-Selection Method
In the previous chapter, we focused on selective inference for the sub-model coefficients
selected by the lasso by conditioning on the event that lasso selects a certain subset of
variables. However the procedure we developed is not restricted to the sub-model coef-
ficients, nor is it restricted to the lasso. In Lee and Taylor (2014), we used the same
Condition-on-Selection (COS) method for marginal screening, orthogonal matching pur-
suit, and screening+lasso variable selection methods.
In this chapter, we first discuss some definitions and formalism, which will help us
understand how to generalize the results of Chapter 2 to other selection procedures. In
Section 3.1, we see that the COS method results in tests that control the selective type 1
error. Then in Section 3.2, we show how the selection events for several variable selection
methods such as marginal screening, and orthogonal matching pursuit are affine in the
response y. For non-affine selection events, we propose a general algorithm in Section 3.3.
We then describe inference for the full model regression coefficients, provide a method for
FDR control and establish the asymptotic coverage property in the high-dimensional setting
in Section 3.4. Finally in Section 3.5, we show how to construct selectively valid confidence
intervals for regression coefficients selected by the knockoff filter (Foygel Barber and Candes,
2014).
3.1 Formalism
This section closely follows the development in Fithian et al. (2014), which in turn uses the
COS method developed in earlier works Lee and Taylor (2014); Lee et al. (2013a); Taylor
37
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et al. (2014). Our main result of this section is to show that tests constructed using the
COS method control selective type 1 error. This is the original motivation of Lee and Taylor
(2014); Lee et al. (2013a) for designing tests with the COS method.
We start off by defining a valid test in the classical setting.
Definition 3.1.1 (Valid test). Let H ∈ H be a hypothesis, and φ(y;H) ∈ {0, 1} is a test
of H meaning we reject H if φ(y;H) = 1. φ(y;H) is a valid test of H if
PF (φ(y;H) = 1) ≤ α
for all F null with respect to H, meaning F ∈ NH , where NH is the set of distributions
null with respect to H.
For selective inference, there is an analog of type 1 error.
Definition 3.1.2 (Selective Type 1 Error ). φ(y,H(y)) is a valid test of the hypothesis
H(y) if it controls the selective type 1 error,
PF
(
φ(y;H(y)) = 1 | F ∈ NH(y)
) ≤ α.
The framework laid out in Chapter 2 proposes controlling the selective type 1 error
via the COS method. As we showed in the case of confidence intervals for regression
coefficients and goodness-of-fit tests, by conditioning on the lasso selection event, we are
guaranteed to control the conditional type 1 error by design, and this implies the control of
the unconditional type 1 error. We now show that this is not specific to the lasso; in fact
controlling the conditional type 1 error always controls the unconditional type 1 error in
Definition 3.1.2.
Definition 3.1.3. Let H be the hypothesis space. The selection algorithm H : Rn → A
maps data to hypothesis. This induces the selection event S(H) = {y : H(y) = H}.
The following definition motivates the construction in Equation (2.5.3).
Definition 3.1.4 (Condition-on-Selection method). A test φ is constructed via the Condition-
on-Selection (COS) method if for all F ∈ NHi
PF (φ(y;Hi) = 1 | H(y) = Hi) . (3.1.1)
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This means that φ(y;Hi) controls the conditional type 1 error rate.
By a simple generalization of the argument in Theorem 2.4.3, we show that using the
COS method to design a conditional test 3.1.1 implies control of the selective type 1 error
3.1.2.
Theorem 3.1.5 (Selective Type 1 Error control). A test constructed using the COS method,
i.e. satisfies (3.1.1), controls the selective type 1 error meaning
PF
(
φ(y;H(y)) = 1 | F ∈ NH(y)
) ≤ α.
Proof.
PF (φ(y;H(y)) = 1 | F ∈ NH(y)) =
|H|∑
i=1
P(φ(y;H(y)) = 1, H(y) = Hi) | F ∈ NH(y))
=
∑
i:F∈NHi
P(φ(y;H(y)) = 1, H(y) = Hi | F ∈ NH(y))+
∑
i:F 6∈NHi
P(φ(y;H(y)) = 1, H(y) = Hi | F ∈ NH(y))
=
∑
i:F∈NHi
P(φ(y;H(y)) = 1, H(y) = Hi | F ∈ NH(y)) + 0
=
∑
i:F∈NHi
P(φ(y;H(y)) = 1 | F ∈ NH(y), H(y) = Hi)P(H(y) = Hi | F ∈ NH(y))
=
∑
i:F∈NHi
P(φ(y;Hi) = 1 | H(y) = Hi)P(H(y) = Hi | F ∈ NH(y))
=
∑
i:F∈NHi
αP(H(y) = Hi | F ∈ NH(y))
≤ α.
where all of the previous probabilities are with respect to the distribution F . The first equal-
ity is the law of total probability, and the second equality is breaking the sum over disjoint
sets. Since F 6∈ NHi , implies PF (H(y) = Hi | F ∈ NH(y)) = 0, so
∑
i:F 6∈Hi P(φ(y;H(y)) =
1, H(y) = Hi | F ∈ NH(y)) = 0, which establishes the third equality. The fourth equal-
ity is the definition of conditional probability, and the fifth follows from noticing that
{F ∈ NH(y), H(y) = Hi, F ∈ NHi} = {H(y) = Hi, F ∈ NHi}. The sixth equality uses the
CHAPTER 3. CONDITION-ON-SELECTION METHOD 40
COS property of φ: PF (φ(y;Hi) = 1 | H(y) = Hi) ≤ α for any F ∈ NHi . Finally, the result
follows since probabilities sum to less than or equal to 1.
This result allows us to interpret the tests constructed via the COS method as uncon-
ditionally valid.
3.2 Marginal Screening, Orthogonal Matching Pursuit, and
other Variable Selection methods
In lieu of the developments of the previous section, it is clear that the COS method de-
veloped for affine selection events in Chapter 2 is not specific to the lasso. By changing
the variable selection method, we are simply changing the selection algorithm and the se-
lection event. The main work is in characterizing the selection event {y : Mˆ(y) = M},
the event that the variable selection methods chooses the subset M . In this section, we
characterize the selection event for several variable selection methods: marginal screening,
orthogonal matching pursuit (forward stepwise), non-negative least squares, and marginal
screening+lasso.
3.2.1 Marginal Screening
In the case of marginal screening, the selection event Mˆ(y) corresponds to the set of selected
variables Mˆ and signs s:
Mˆ(y) =
{
y : sign(xTi y)x
T
i y > ±xTj y for all i ∈ Mˆ and j ∈ Mˆ c
}
=
{
y : sˆix
T
i y > ±xTj y and sˆixTi y ≥ 0 for all i ∈ Mˆ and j ∈ Mˆ c
}
=
{
y : A(Mˆ, sˆ)y ≤ 0
}
(3.2.1)
for some matrix A(Mˆ, sˆ).
3.2.2 Marginal screening + Lasso
The marginal screening+Lasso procedure was introduced in Fan and Lv (2008) as a variable
selection method for the ultra-high dimensional setting of p = O(en
k
). Fan et al. Fan and
Lv (2008) recommend applying the marginal screening algorithm with k = n− 1, followed
by the Lasso on the selected variables. This is a two-stage procedure, so to properly account
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for the selection we must encode the selection event of marginal screening followed by Lasso.
This can be done by representing the two stage selection as a single event. Let (Mˆm, sˆm)
be the variables and signs selected by marginal screening, and the (MˆL, zˆL) be the variables
and signs selected by Lasso. In Proposition 2.2 of Lee et al. (2013a), it is shown how to
encode the Lasso selection event (MˆL, zˆL) as a set of constraints {ALy ≤ bL} 1, and in
Section 3.2.1 we showed how to encode the marginal screening selection event (Mˆm, sˆm) as
a set of constraints {Amy ≤ bm}. Thus the selection event of marginal screening+Lasso can
be encoded as {ALy ≤ bL, Amy ≤ 0}.
3.2.3 Orthogonal Matching Pursuit
Orthogonal matching pursuit (OMP) is a commonly used variable selection method 2. At
each iteration, OMP selects the variable most correlated with the residual r, and then
recomputes the residual using the residual of least squares using the selected variables. The
description of the OMP algorithm is given in Algorithm 1.
Algorithm 1 Orthogonal matching pursuit (OMP)
1: Input: Design matrix X, response y, and model size k.
2: for: i = 1 to k
3: pi = arg maxj=1,...,p |rTi xj |.
4: Sˆi = ∪ij=1 {pi}.
5: ri+1 = (I −XSˆiX
+
Sˆi
)y.
6: end for
7: Output: Sˆ := {p1, . . . , pk}, and βˆSˆ = (XTSˆXSˆ)−1XTSˆ y
The OMP selection event as a set of linear constraints on y.
Mˆ(y) =
{
y : sign(xTpiri)x
T
piri > ±xTj ri, for all j 6= pi and all i ∈ [k]
}
= {y : sˆixTpi(I −XMˆi−1X
+
Mˆi−1
)y > ±xTj (I −XMˆi−1X
+
Mˆi−1
)y and
sˆix
T
pi(I −XMˆi−1X
+
Mˆi−1
)y > 0, for all j 6= pi, and all i ∈ [k] }
=
{
y : A(Mˆ1, . . . , Mˆk, sˆ1, . . . , sˆk) ≤ b(Mˆ1, . . . , Mˆk, sˆ1, . . . , sˆk)
}
.
1The Lasso selection event is with respect to the Lasso optimization problem after marginal screening.
2OMP is sometimes known as forward stepwise regression.
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The selection event encodes that OMP selected a certain variable and the sign of the cor-
relation of that variable with the residual, at steps 1 to k. The primary difference between
the OMP selection event and the marginal screening selection event is that the OMP event
also describes the order at which the variables were chosen. The marginal screening event
only describes that the variable was among the top k most correlated, and not whether a
variable was the most correlated or kth most correlated.
3.2.4 Nonnegative Least Squares
Non-negative least squares (NNLS) is a simple modification of the linear regression estimator
with non-negative constraints on β:
arg min
β:β≥0
1
2
‖y −Xβ‖2 . (3.2.2)
Under a positive eigenvalue conditions on X, several authors Slawski et al. (2013); Mein-
shausen et al. (2013) have shown that NNLS is comprable to the Lasso in terms of prediction
and estimation errors. The NNLS estimator also does not have any tuning parameters, since
the sign constraint provides a natural form of regularization. NNLS has found applications
when modeling non-negative data such as prices, incomes, count data. Non-negativity con-
straints arise naturally in non-negative matrix factorization, signal deconvolution, spectral
analysis, and network tomography; we refer to Chen and Plemmons (2009) for a compre-
hensive survey of the applications of NNLS.
We show how our framework can be used to form exact hypothesis tests and confidence
intervals for NNLS estimated coefficients. The primal dual solution pair (βˆ, λˆ) is a solution
iff the KKT conditions are satisfied,
λˆi := −xTi (y −Xβˆ) ≥ 0 for all i
βˆ ≥ 0.
Let Mˆ = {i : −xTi (y − Xβˆ) = 0}. By complementary slackness βˆ−Mˆ = 0, where −Mˆ is
the complement to the “active” variables Mˆ chosen by NNLS. Given the active set we can
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solve the KKT equation for the value of βˆMˆ ,
−XT
Mˆ
(y −Xβˆ) = 0
−XT
Mˆ
(y −XMˆ βˆMˆ ) = 0
βˆMˆ = X
+
Mˆ
y,
which is a linear contrast of y. The NNLS selection event is
Mˆ(y) = {y : XT
Mˆ
(y −Xβˆ) = 0, XT−Mˆ (y −Xβˆ) > 0}
= {y : XT
Mˆ
(y −Xβˆ) ≥ 0,−XT
Mˆ
(y −Xβˆ) ≥ 0, XT−Mˆ (y −Xβˆ) > 0}
= {y : XT
Mˆ
(I −XMˆX+Mˆ )y ≥ 0,−X
T
Mˆ
(I −XMˆX+Mˆ )y ≥ 0, X
T
−Mˆ (I −XMˆX+Mˆ )y > 0}
= {y : A(Mˆ)y ≤ 0}.
The selection event encodes that for a given y the NNLS optimization program will select
a subset of variables Mˆ(y).
3.2.5 Logistic regression with Screening
The focus up to now has been on the linear regression estimator with additive Gaussian
noise. In this section, we discuss extensions to conditional MLE (maximum likelihood esti-
mator) such as logistic regression. This section is meant to be speculative and non-rigorous;
our goal is only to illustrate that these tools are not restricted to the linear regression. A
future publication will rigorously develop the inferential framework for conditional MLE.
Consider the logistic regression model with loss function and gradient below,
`(β) =
1
n
(
−yTXβ +
n∑
i=1
log(1 + eβ
T xi)
)
∇`(β) = − 1
n
XT (y − s(Xβ)),
where s(Xβ) is the sigmoid function applied entrywise. By taylor expansion, the empirical
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estimator is given by
βˆ ≈ β0 − (∇2`(β0))−1∇`(β0)
= β0 +
(∇2`(β0))−1XT (y − s(Xβ))
By the Lindeberg CLT (central limit theorem), 1√
n
XT (y−s(Xβ0))→ N (0,E(∇2`(β0))),
and thus w := 1√
n
XT y converges to a Gaussian. The marginal screening selection procedure
can be expressed as a set of inequalities {sign(wi)wi ≥ ±wj , i ∈ Mˆ, j ∈ Mˆ c} = {Aw ≤
b}. Thus conditional on the selection, w is approximately a constrained Gaussian. The
framework in Chapter 2.4 and 3.1 can be applied to w, instead of y, to derive hypothesis
tests and confidence intervals for the coefficients of logistic regression. The resulting test
and confidence intervals should be correct asymptotically. However, this is the best we can
expect for logistic regression and other conditional MLE because even in the classical case
the Wald test is only asymptotically correct. For other conditional maximum likelihood
estimator similar reasoning applies, since the gradient ∇`(β) converges in distribution to a
Gaussian.
For logistic regression with `1 regularizer,
1
n
(
−yTXβ +∑ni=1 log(1 + eβT xi)) + λ ‖β‖1
the selection event cannot be analytically described. However, the COS method can still
be applied using the general method presented in Chapter 3.3.
3.3 General method for Selective inference
In this section, we describe a computationally-intensive algorithm for finding selection
events, when they are not easily described analytically.
We first review the construction used in Chapter 2 for affine selection events. Let
P⊥Σ,η(y) = (I − Σηη
T
ηTΣη
)y. Recall that y can be decomposed into two independent components
y = (ηT y) Ση
ηTΣη
+ (I − ΣηηT
ηTΣη
)y. This is derived by defining y˜ = Σ−1/2y ∼ N (0, I) and
η˜ = Σ1/2y. y˜ can be orthogonally decomposed as y˜ = (η˜T y˜) η˜‖η˜‖ + (I − η˜η˜
T
‖η˜‖2 )y˜, so
y = Σ1/2y˜ = (η˜T y˜)
Σ1/2η˜
‖η˜‖ + Σ
1/2(I − η˜η˜
T
‖η˜‖2 )y˜
= (ηT y)
Ση
ηTΣη
+ (I − Σηη
T
ηTΣη
)y.
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Lemma 2.4.1 shows that
ηT y|{Ay ≤ b, P⊥Σ,ηy = y0} ∼ TN(ηTµ, σ2 ‖η‖2 ,V−(y0, A, b),V+(y0, A, b)).
We can generalize this result to arbitrary selection events, where the selection event is
not explicitly describable. Recall that H is a selection algorithm that maps Rn → H. The
selection event is S(H) = {x : H(x) = H}, so y ∈ S(H) iff H(y) = H. In the upcoming
section, it will be convenient to work with the definition using H(·), since the set S(H)
cannot be described, but the function H(·) can be efficiently computed. Thus we can only
verify if a point y ∈ S(H).
The following Theorem is a straightforward generalization of Theorem 2.4.2 from poly-
hedral sets to arbitrary sets S.
Theorem 3.3.1 (Arbitrary selection events). Let y be a multivariate truncated normal, so
L(y) ∝ e(−12(y − µ)TΣ−1(y − µ))1(y ∈ S(H)). Then
ηT y|{y ∈ S(H), P⊥Σ,ηy = y0} d= TN(ηTµ, ηTΣη, U(H, y0,
Ση
ηTΣη
))
and U(H, y0,
Ση
ηTΣη
)) = {c : H(y0 + c ΣηηTΣη ) = H}.
Proof. We know that ηT y|{y ∈ S(H), P⊥Σ,ηy = y0} d= TN(ηTµ, ‖η‖2 , U(H, y0, ΣηηTΣη )), so
ηT y|{y ∈ S(H), P⊥Σ,ηy = y0} is a univariate normal truncated to some region U . The goal is
to check that U(H, y0,Ση) = {c : H(y0 + c ΣηηTΣη ) = H}. We can describe the conditioning
set as
{y : y ∈ S(H), P⊥Σ,ηy = y0} = {y : H(y) = H,P⊥Σ,ηy = y0}
= {y = y0 + c Ση
ηTΣη
: H(y0 + c
Ση
ηTΣη
) = H,P⊥Σ,ηy = y0}
= {y = y0 + c Ση
ηTΣη
: P⊥Σ,ηy = y0, c ∈ U(H, y0, c
Ση
ηTΣη
)}
= {y : P⊥Σ,ηy = y0, ηT y ∈ U(H, y0, c
Ση
ηTΣη
)}
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Thus we have that[
ηT y|{y ∈ S(H), P⊥Σ,ηy = y0}
]
d
=
[
ηT y|ηT y ∈ U(H, y0, Ση
ηTΣη
), P⊥Σ,ηy = y0}
]
d
=
[
ηT y|ηT y ∈ U(H, y0, Ση
ηTΣη
)}
]
∼ TN(ηTµ, ηTΣη, U(H, y0, Ση
ηTΣη
))
where the second equality follows from independence of ηT y and P⊥Σ,ηy.
3.3.1 Computational Algorithm for arbitrary selection algorithms
In this section, we study the case of where the set S(H) cannot be explicitly described,
but the function H(·) is easily computable. Our goal will be to approximately compute the
p-value F (ηT y; ηTµ,U(H, y0,
Ση
ηTΣη
)), where F is the cdf of TN(ηTµ, ηTΣη, U(H, y0,
Ση
ηTΣη
).
Algorithm 2 is the primary contribution of this section. This allows us to compute
the pivotal quantity for algorithms H(·) with difficult to describe selection events. This
includes linear regression with the SCAD/MCP regularizers, and logistic regression with
`1-regularizer, where the selection events do not have analytical forms.
Let φ˜(z; ν, σ) = φ( z−νσ ) be the pdf of a univariate truncated normal with mean ν and
variance σ2. Algorithm 2 gives an approximate p-value for the null hypothesis H0 : η
Tµ = γ.
Algorithm 2 Compute approximate p-value
Input: Grid points D = {d1, . . . , dn} and empty set C = ∅
Output: Approximate p-value p
for all di ∈ D do
Compute Hi = H(y0 + d
Ση
ηTΣη
).
if Hi = H then
C = C ∪ di.
end if
end for
Return:
p =
∑
c∈C,c≤ηT y φ˜(c; γ, η
TΣη)∑
c∈C φ˜(c; γ, ηTΣη)
The advantage of this algorithm is it does not need an explicit description of the set S, nor
the set U . It runs the selection algorithm H(·) at the grid points di, and determines if the
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point y0 + d
Ση
ηTΣη
is in the selection event. Then it approximates the CDF of the univariate
truncated normal by a discrete truncated normal.
Conjecture 3.3.2. Let Dm be a set of grid points 2m
2 grid points that is equispaced on
[−m,m]. Let U ⊂ R be an open interval, and pm be the p-value from Algorithm 2 using
Dm. We have
lim
m→∞ pm = F (η
T y; γ, U(H, y0,
Ση
ηTΣη
)).
3.4 Inference in the full model
In Chapter 2, we focused on inference for the submodel coefficients β?M = X
+
Mµ. In selective
inference, the choice of the model M is selected via an algorithm e.g. the lasso, and the
COS method constructed confidence intervals
P
(
β?
j,Mˆ
∈ Cj
)
= 1− α.
One possible criticism of the selective confidence intervals for submodel coefficients is
the interpretability of the quantity β?
j,Mˆ
, since this is the population regression coefficient
of variable j within the model Mˆ . The significance of variable j depends on the choice of
model meaning variable j can be significant in model M1, but not significant in M2, which
makes interpretation difficult.
However, this is not an inherent limitation of the COS method. As we saw in the
previous two sections, the COS method is not specific to the submodel coefficients. We
simply need to change the space of hypothesis H and the selection function H to perform
inference for other regression coefficients.
In many scientific applications, the quantity of interest is the regression coefficient within
the full model M = [1 . . . p]. We first discuss the case of n ≥ p. Let us assume that
y ∼ N (µ, σ2I). In ordinary least squares , the parameter of interest is β0 = X+µ, and a
classical confidence interval guarantees
P(β0j ∈ Cj) = 1− α.
In the case of least squares after variable selection, we only want to make a confidence
interval for the j ∈ Mˆ , or variables selected by the lasso. This corresponds to inference for
a subset β0
Mˆ
= EMˆβ
0, where EM selects the coordinates in M . The interpretation of β
0
Mˆ
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for j ∈ Mˆ is clear; this is the regression coefficient of the least squares coefficient restricted
to the set selected by the lasso.
For each coefficient j ∈ Mˆ , Equation (2.5.1) provides a valid p-value of the hypothesis
β0
j,Mˆ
= γ ,
pj = F
[V−,V+]
γ, σ2||ηj ||22
(βˆj,Mˆ ), (3.4.1)
where ηj = (X
T
Mˆ
)+ej . By inverting, we obtain a selective confidence interval
P
(
β0
j,Mˆ
∈ Cj
)
= 1− α. (3.4.2)
3.4.1 False Discovery Rate
In this section, we show how to combine selective confidence intervals with the Benjamini-
Yeuketieli procedure for FDR control. False discovery rate (FDR) is defined as,
E
[
V
R
]
,
where V is the number of incorrectly rejected hypotheses and R is the total number of
rejected hypotheses. We will restrict ourselves to the case of the well-specified linear model,
y = Xβ0 + , and n ≥ p with X having full rank. In the context of linear regression, there
is a sequence of hypotheses H0,j : β
0
j = 0 and a hypothesis is considered to be incorrectly
rejected if H0,j is true, yet the variable is selected.
Given p-values, we can now apply the Benjamini-Yekutieli procedure (Benjamini et al.,
2001) for FDR control. Let p(1) ≤ p(2) ≤ ... ≤ p(|Mˆ |) be the order statistics, and h|Mˆ | =∑|Mˆ |
i=1
1
i . Let k be
k = max
{
k : p(k) ≤
k
|Mˆ |h|Mˆ |
α
}
, (3.4.3)
then reject p(1), . . . , p(k).
Theorem 3.4.1. Consider the procedure that forms p-values using Equation (3.4.1), chooses
k via Equation (3.4.3), and rejects p(1), . . . , p(k). Then FDR is controlled at level α.
Proof. Conditioned on the event that variable j is in the lasso active set, j ∈ Mˆ , then pj is
uniformly distributed among the null variables. Applying the Benjamini-Yekutieli procedure
to the p-values p(1), . . . , p(Mˆ) guarantees FDR. The Benjamini-Yekutieli procedure allows
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for arbitrary dependence among the p-values, and only requires that the null p-values are
uniformly distributed
3.4.2 Intervals for coefficients in full model when n < p
In this section, we present a method for selective inference for coordinates of the full-model
parameter β0. We will assume the sparse linear model, namely,
y = Xβ0 + 
where  ∼ N (0, σ2 and β0 is s-sparse. Since n < p, we cannot use the method in the previous
section since β0 6= X+Xβ0. Instead, we will construct a quantity βd that is extremely close
to β0 and show that βdj = η
T
j (Xβ
0) + hj . We do this by constructing a population version
of the debiased estimator.
The debiased estimator presented in Javanmard and Montanari (2013); van de Geer
et al. (2013); Zhang and Zhang (2014) is
βˆd = βˆ +
1
n
ΘˆXT (y −Xβˆ)
=
1
n
ΘˆXT y + (I − ΘˆΣˆ)βˆ
=
1
n
ΘˆXT y + (I − ΘˆΣˆ)
[
1
n Σˆ
−1
Mˆ
XT
Mˆ
y − λΣˆ−1
Mˆ
sMˆ
0
]
where ΣˆMˆ :=
1
nX
T
Mˆ
XMˆ and Θˆ is an approximate inverse covariance that is the solution to
min
∑
j
ΘˆTj ΣˆΘˆj
subject to
∥∥∥ΣˆΘˆ− I∥∥∥
∞
≤ C
√
log p
n
.
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Define the population quantity βd by replacing all occurrences of y with µ:
βd(M, s) :=
1
n
ΘˆXTµ+ (I − ΘˆΣˆ)
[
1
n Σˆ
−1
M X
T
Mµ− λΣˆ−1M s
0
]
= β0 +
1
n
ΘˆXTµ+ (I − ΘˆΣˆ)
[
1
n Σˆ
−1
M X
T
Mµ− λΣˆ−1M s− β0M
−β0−M
]
(3.4.4)
=
(
1
n
ΘXT + (I −ΘΣˆ)FM Σˆ−1M XTM
)
µ− λ(I −ΘΣˆ)FM Σˆ−1M s
:= Bµ+ h,
where FM is the matrix such that it takes an |M | vector and pads with 0 to make a p vector.
By choosing η as a row of B, COS framework provides a selective test and confidence
interval,
H0 : β
d
j (Mˆ, sˆ) = γ − ηTh
P(βdj (Mˆ, sˆ) ∈ Cj) = 1− α.
The next step is to show that βd(Mˆ, sˆ) is close to β0, so by appropriately widening Cj ,
we cover β0.
Theorem 3.4.2. Assume that lasso is consistent in the sense
∥∥∥βˆ − β0∥∥∥
1
≤ cLs
√
log p
n , Θ
satisfies
∥∥∥ΘΣˆ− I∥∥∥
∞
≤ cΘ
√
log p
n , and X has the sparse eigenvalue condition µ(S, k) :=
min‖v‖0≤k,‖v‖2=1
1
n
∥∥vTSv∥∥ > 0, and the empirical sparsity sˆ := |Mˆ | < cMs, then
∥∥∥βd(Mˆ, sˆ)− β0∥∥∥
∞
≤ Cβd
s log p
n
.
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Proof. Starting from Equation (3.4.4), we have
βd − β0 = (I −ΘΣˆ)
 1n Σˆ−1Mˆ XTMˆµ− λΣˆ−1Mˆ s− β0Mˆ
−β0−Mˆ

∥∥∥βd − β0∥∥∥
∞
≤
∥∥∥I −ΘΣˆ∥∥∥
∞
∥∥∥∥∥∥
 1n Σˆ−1Mˆ XTMˆµ− λΣˆ−1Mˆ s− β0Mˆ
−β0−Mˆ
∥∥∥∥∥∥
1
≤ cΘ
√
log p
n
(∥∥∥∥ 1n Σˆ−1Mˆ XTMˆµ− λΣˆ−1Mˆ s− β0Mˆ
∥∥∥∥
1
+
∥∥∥β0−Mˆ∥∥∥1
)
≤ cΘ
√
log p
n
(∥∥∥∥ 1n Σˆ−1Mˆ XTMˆµ− λΣˆ−1Mˆ s− β0Mˆ
∥∥∥∥
1
+
∥∥∥βˆ − β0∥∥∥
1
)
≤ cΘ
√
log p
n
(∥∥∥∥ 1n Σˆ−1Mˆ XTMˆµ− λΣˆ−1Mˆ s− β0Mˆ
∥∥∥∥
1
+ cLs
√
log p
n
)
where we used the lasso consistency assumption,
∥∥∥ΘΣˆ− I∥∥∥
∞
≤ cΘ
√
log p
n n, and the second
to last inequality uses the fact that βˆ−Mˆ = 0, so
∥∥∥βˆ − β0∥∥∥
1
=
∥∥∥βˆMˆ − β0Mˆ∥∥∥1 + ∥∥∥−β0−Mˆ∥∥∥1 ≥∥∥∥−β0−Mˆ∥∥∥1 .
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We now show
∥∥∥ 1n Σˆ−1Mˆ XTMˆµ− λΣˆ−1Mˆ s− β0Mˆ∥∥∥1 ≤ s
√
log p
n .∥∥∥∥ 1n Σˆ−1Mˆ XTMˆµ− λΣˆ−1Mˆ s− β0Mˆ
∥∥∥∥
1
≤
∥∥∥∥( 1n Σˆ−1Mˆ XTMˆµ− λΣˆ−1Mˆ s)− βˆMˆ
∥∥∥∥
1
+
∥∥∥βˆMˆ − β0Mˆ∥∥∥1
≤
∥∥∥∥( 1n Σˆ−1Mˆ XTMˆµ− λΣˆ−1Mˆ s)− ( 1n Σˆ−1Mˆ XTMˆy − λΣˆ−1Mˆ s)
∥∥∥∥
1
+ cLs
√
log p
n
≤
∥∥∥∥ 1n Σˆ−1Mˆ XTMˆ 
∥∥∥∥
1
+ cLs
√
log p
n
≤
√
sˆ
∥∥∥∥ 1n Σˆ−1Mˆ XTMˆ 
∥∥∥∥
2
+ cLs
√
log p
n
≤
√
sˆ
∥∥∥Σˆ−1
Mˆ
∥∥∥
2
∥∥∥∥ 1nXTMˆ 
∥∥∥∥
2
+ cLs
√
log p
n
≤
√
sˆ
∥∥∥Σˆ−1
Mˆ
∥∥∥
2
√
sˆ
∥∥∥∥ 1nXT 
∥∥∥∥
∞
+ cLs
√
log p
n
≤ sˆ
√
log p
n
∥∥∥Σˆ−1
Mˆ
∥∥∥
2
+ cLs
√
log p
n
≤ 1
λmin(
1
nX
T
Mˆ
XMˆ )
sˆ
√
log p
n
+ cLs
√
log p
n
≤
(
1
µ(Σˆ, cMs)
cM + cL
)
s
√
log p
n
, where sˆ = |Mˆ |,and λmin( 1nXTMˆXMˆ ) ≥ µ(sˆ) > µ(cMs).
Plugging this into the expression for
∥∥βd − β0∥∥,
∥∥∥βd − β0∥∥∥
∞
≤ cΘ
√
log p
n
((
1
µ(Σˆ, cMs)
cM + cL
)
s
√
log p
n
+ cLs
√
log p
n
)
(3.4.5)
≤
(
cΘ
µ(Σˆ, cMs)
cM + 2cLcΘ
)
s log p
n
(3.4.6)
Lemma 3.4.3 (Assumptions hold under random Gaussian design with additive Gaussian
noise). Assume that the rows of X ∼ N (0,Σ) and lim ns log p = ∞. Then the estimation
consistency property, existence of a good approximation Θˆ, empirical sparsity sˆ < cMs, and
µ(Σˆ, cMs) >
1
2µ(Σ, cMs) with probability tending to 1.
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Proof. The estimation consistency property follows from Negahban et al. (2012). The bound∥∥∥ΣˆΘˆ− I∥∥∥
∞
<
√
log p
n is established in Javanmard and Montanari (2013). The empirical
sparsity result sˆ ≤ cMs is from Belloni et al. (2011, 2013).
The condition on concentration of sparse eigenvalues can be derived using Loh and
Wainwright (2012, Lemma 15, Supplementary Materials). Lemma 15 states if X is a zero-
mean sub-Gaussian matrix with covariance Σ and subgaussian parameter σ2, then there is
a universal constant c > 0 such that
P
(
sup
‖v‖0≤s,‖v‖2=1
| 1
n
vTXTXv − vTΣv| ≥ t
)
≤ 2 exp
(
−cnmin( t
2
σ4
,
t
σ2
) + s log p
)
. (3.4.7)
With high probability and for all v ∈ K(s) := {v : ‖v‖0 ≤ s, ‖v‖2 = 1},
|vT Σˆv − vTΣv| < t
vTΣv − t < vT Σˆv
min
w∈K(s)
wTΣw − t < vT Σˆv
µ(Σ, s)− t < vT Σˆv
µ(Σ, s)− t < min
v∈K(s)
vT Σˆv
µ(Σ, s)− t < µ(Σˆ, s).
We now use this to show µ(Σˆ, Cms) >
1
2µ(Σ, cMs). Let t =
1
2µ(Σ, cMs), then by the
previous argument and Equation (3.4.7),
µ(Σˆ, cMs) >
1
2
µ(Σ, cMs)
with probability at least
1− 2 exp
(
−cnmin(µ(Σ, cMs)
2
4σ4
,
µ(Σ, cMs)
2σ2
) + cMs log p
)
.
For n > 2cMs log p
cmin(
µ(Σ,cMs)
2
4σ4
,
µ(Σ,cMs)
2σ2
)
, we have with probability at least,
1− 2 exp
(
−1
2
cnmin(
µ(Σ, cMs)
2
4σ4
,
µ(Σ, cMs)
2σ2
)
)
.
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Corollary 3.4.4. Under the assumptions of Lemma 3.4.3, and lim n
s2 log2 p
=∞,
∥∥∥βd(Mˆ, sˆ)− β0∥∥∥
∞
≤ δ√
n
for any δ > 0.
Proof. Lemma 3.4.3 ensures that µ(Σˆ, s) > 12µ(Σ, s), and plugging this into Equation (3.4.6)
gives
∥∥∥βd − β0∥∥∥
∞
≤
(
2cΘ
µ(Σ, cMs)
cM + 2cLcΘ
)
s log p
n
Since n s2 log2 p, we have
∥∥∥βd − β0∥∥∥
∞
≤
(
2cΘ
µ(Σ, cMs)
cM + 2cLcΘ
)
s log p
n
≤
(
2cΘ
µ(Σ, cMs)
cM + 2cLcΘ
)
o(
1√
n
)
≤ δ√
n
.
Corollary 3.4.5. Let Cj be a selective confidence interval for β
d meaning P(βdj ∈ Cj) =
1− α, then
lim inf P(β0j ∈ Cj ±
δ√
n
) ≥ 1− α.
Proof. With probability at least 1 − α, βdj ∈ Cj and with probability tending to 1 − o(1),
βdj − β0j < δ√n . Thus with probability at least 1− α− o(1), β0j ∈ Cj ± δ√n .
Figure 3.1 shows the results of a simulation study. It makes clear that the intervals
of Javanmard and Montanari (2013) and our selective confidence intervals cover βd, which
is close to β0. The Javanmard-Montanari intervals are the high-dimensional analog of a
z-interval, so they are not selectively valid, unlike the selective intervals in blue.
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Figure 3.1: Confidence intervals for the coefficients in a design with n = 25, p = 50, and 5
non-zero coefficients. Only the first 20 coefficients are shown. The dotted line represents
the true signal, and the points represent the (biased) post-selection target. The colored
bars denote the intervals.
3.5 Selective Inference for the Knockoff Filter
In this section, we show how to make selectively valid confidence intervals for the knockoff
method Foygel Barber and Candes (2014). Let X˜ be the knockoff design matrix, so the
knockoff regression is done on y = [X; X˜]β + . The introduction of the knockoff variables,
X˜, allows us to estimate the FDP as the number of knockoff variables selected divided by
the number of true variables selected:
FDP (M) =
|M ∩ X˜|
|M ∩X| ∨ 1 (3.5.1)
Given a sequence of models M(1), . . . ,M(k) be a sequence of nested models M(k) ⊂
M(k − 1) ⊂ . . . ⊂ M(1) ⊂ [1 .. 2p]. For the lasso, where the M(j) correspond to the lasso
active set at λj , the models are not necessarily nested. We define M(j) = ∪jl=kAj , where
Aj is the active set of lasso at λj . We have an estimate FDP estimate for each model,
FDP (M(j)) = |M(j)∩X˜||M(j)∩X| , where X and X˜ represent the indices of the real and knockoff
variables respectively. This suggests selecting the largest model such that the FDP estimate
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is less than α,
T = min{t : FDP (M(t)) ≤ α}. (3.5.2)
To show this controls modified FDR, we need to construct W -statistics such that our stop-
ping rule, corresponds to the stopping rule of Foygel Barber and Candes (2014).
Theorem 3.5.1. The model selected by the stopping rule in Equation (3.5.2) controls the
modified FDR, that is
E
[ |M(T ) ∩ V |
|M(T ) ∩X|+ 1/α
]
≤ α
where V = {1 ≤ j ≤ p : βj = 0}.
Theorem 3.5.2. We construct some W statistics. Define tj = min{t : xj ∈ M(t)} and
t˜j = min{t : x˜j ∈M(t)}. Define
Wj =
tj if tj < t˜j−t˜j if t˜j < tj
We now verify that the FDP estimate given in Foygel Barber and Candes (2014) using
the W-statistics are the same FDP estimate as (3.5.1).
FDPW (t) =
|{j : Wj ≤ −t}|
|{j : Wj > t} ∨ 1
=
{j : t˜j > t, j ∈ X˜}
|{j : tj > t, j ∈ X}| ∨ 1
=
{j : M(t) ∩ X˜}
|{j : M(t) ∩X}| ∨ 1 .
By invoking the main theorem of Foygel Barber and Candes (2014), we see that (3.5.2)
controls the modified FDR.
By using the FDP+ estimate in place of equation (3.5.2),
FDP+(M) =
|M ∩ X˜|
|M ∩X| ∨ 1 + 1 (3.5.3)
T+ = min{t : FDP+(M(t)) ≤ α}. (3.5.4)
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we can control FDR, instead of modified FDR.
Theorem 3.5.3. The model selected by the stopping rule in Equation (3.5.4) controls FDR,
that is
E
[ |M(T ) ∩ V |
|M(T ) ∩X| ∨ 1
]
≤ α
where V = {1 ≤ j ≤ p : βj = 0}.
Proof. Same as the previous theorem.
Let M? = KO(y) be the final model returned by the knockoff procedure k applied to
the regression pair (y,X) using the lasso models at the sequence λ1, . . . , λk. Our goal is
to do inference for β0j = ejX
+µ for some j ∈ M?. The selection event, the set of y’s that
lead us to testing β0j , is Sj = {y : j ∈ KO(y)}. This precise set is difficult to analytically
describe, so we resort to Algorithm 2.
We can analytically describe the finer event
S = {y : (L(y, λ1), . . . , L(y, λT+1)) = (M(1), . . . ,M(T + 1))} ⊂ Sj ,
where L(y, λ) is the active set of lasso at λ. For any y ∈ S, the knockoff procedure defined
by the stopping rule (3.5.2) returns the same set of variables, so S ⊂ Sj . The set S is
described by the intersection of the union of linear inequalities given in Section 2.7. This
allows us to do inference using the results of Theorem 2.4.3.
We next describe a method using the general method of Chapter 3.3. Using the COS
method, we first describe the knockoff selection event. The selection event for variable j is
Sj = {y : j ∈ KO(y)}. The general method instead uses the one-dimensional finer selection
event Uj = {c : j ∈ KO(P⊥Σ,ηy + c ΣηηTΣη )}. This set is approximated using Algorithm 2 that
computes an approximation to Uj and an approximate p-value.
Since the knockoff method assumes a well-specified linear model, we can use the reference
distribution y ∼ N (Xβ, σ2I) instead of y ∼ N (µ, σ2I). This is the well-specified linear
regression model of Fithian et al. (2014). The selection event is now Uj = {C : j ∈
KO(P⊥X−jy + C), C ∈ span(X−j)⊥}. A multi-dimensional analog of Algorithm 2 can now
be applied, but the search set D is now over a n− p+ 1 dimensional subset.
Part II
Learning Mixed Graphical Models
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Chapter 4
Learning Mixed Graphical Models
4.1 Introduction
Many authors have considered the problem of learning the edge structure and parameters
of sparse undirected graphical models. We will focus on using the l1 regularizer to promote
sparsity. This line of work has taken two separate paths: one for learning continuous valued
data and one for learning discrete valued data. However, typical data sources contain both
continuous and discrete variables: population survey data, genomics data, url-click pairs etc.
For genomics data, in addition to the gene expression values, we have attributes attached
to each sample such as gender, age, ethniticy etc. In this work, we consider learning mixed
models with both continuous Gaussian variables and discrete categorical variables.
For only continuous variables, previous work assumes a multivariate Gaussian (Gaus-
sian graphical) model with mean 0 and inverse covariance Θ. Θ is then estimated via the
graphical lasso by minimizing the regularized negative log-likelihood `(Θ) + λ ‖Θ‖1. Sev-
eral efficient methods for solving this can be found in Friedman et al. (2008a); Banerjee
et al. (2008). Because the graphical lasso problem is computationally challenging, several
authors considered methods related to the pseudolikelihood (PL) and nodewise regression
(Meinshausen and Bu¨hlmann, 2006; Friedman et al., 2010a; Peng et al., 2009). For dis-
crete models, previous work focuses on estimating a pairwise Markov random field of the
form p(y) ∝ exp∑r≤j φrj(yr, yj), where φrj are pairwise potentials. The maximum likeli-
hood problem is intractable for models with a moderate to large number of variables (high-
dimensional) because it requires evaluating the partition function and its derivatives. Again
previous work has focused on the pseudolikelihood approach (Guo et al., 2010; Schmidt,
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2010; Schmidt et al., 2008; Ho¨fling and Tibshirani, 2009; Jalali et al., 2011; Lee et al., 2006;
Ravikumar et al., 2010).
Our main contribution here is to propose a model that connects the discrete and con-
tinuous models previously discussed. The conditional distributions of this model are two
widely adopted and well understood models: multiclass logistic regression and Gaussian
linear regression. In addition, in the case of only discrete variables, our model is a pairwise
Markov random field; in the case of only continuous variables, it is a Gaussian graphical
model. Our proposed model leads to a natural scheme for structure learning that general-
izes the graphical Lasso. Here the parameters occur as singletons, vectors or blocks, which
we penalize using group-lasso norms, in a way that respects the symmetry in the model.
Since each parameter block is of different size, we also derive a calibrated weighting scheme
to penalize each edge fairly. We also discuss a conditional model (conditional random field)
that allows the output variables to be mixed, which can be viewed as a multivariate re-
sponse regression with mixed output variables. Similar ideas have been used to learn the
covariance structure in multivariate response regression with continuous output variables
Witten and Tibshirani (2009); Kim et al. (2009); Rothman et al. (2010).
In Section 4.2, we introduce our new mixed graphical model and discuss previous ap-
proaches to modeling mixed data. Section 4.3 discusses the pseudolikelihood approach to
parameter estimation and connections to generalized linear models. Section 4.4 discusses
a natural method to perform structure learning in the mixed model. Section 4.5 presents
the calibrated regularization scheme, Section 4.6 discusses the consistency of the estimation
procedures, and Section 4.7 discusses two methods for solving the optimization problem.
Finally, Section 4.8 discusses a conditional random field extension and Section 4.9 presents
empirical results on a census population survey dataset and synthetic experiments.
4.2 Mixed Graphical Model
We propose a pairwise graphical model on continuous and discrete variables. The model is
a pairwise Markov random field with density p(x, y; Θ) proportional to
exp
 p∑
s=1
p∑
t=1
−1
2
βstxsxt +
p∑
s=1
αsxs +
p∑
s=1
q∑
j=1
ρsj(yj)xs +
q∑
j=1
q∑
r=1
φrj(yr, yj)
. (4.2.1)
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Here xs denotes the sth of p continuous variables, and yj the jth of q discrete variables.
The joint model is parametrized by Θ = [{βst}, {αs}, {ρsj}, {φrj}]. The discrete yr takes
on Lr states. The model parameters are βst continuous-continuous edge potential, αs con-
tinuous node potential, ρsj(yj) continuous-discrete edge potential, and φrj(yr, yj) discrete-
discrete edge potential. ρsj(yj) is a function taking Lj values ρsj(1), . . . , ρsj(Lj). Similarly,
φrj(yr, yj) is a bivariate function taking on Lr × Lj values. Later, we will think of ρsj(yj)
as a vector of length Lj and φrj(yr, yj) as a matrix of size Lr × Lj .
The two most important features of this model are:
1. the conditional distributions are given by Gaussian linear regression and multiclass
logistic regressions;
2. the model simplifies to a multivariate Gaussian in the case of only continuous variables
and simplifies to the usual discrete pairwise Markov random field in the case of only
discrete variables.
The conditional distributions of a graphical model are of critical importance. The absence
of an edge corresponds to two variables being conditionally independent. The conditional
independence can be read off from the conditional distribution of a variable on all others.
For example in the multivariate Gaussian model, xs is conditionally independent of xt iff the
partial correlation coefficient is 0. The partial correlation coefficient is also the regression
coefficient of xt in the linear regression of xs on all other variables. Thus the conditional
independence structure is captured by the conditional distributions via the regression co-
efficient of a variable on all others. Our mixed model has the desirable property that the
two type of conditional distributions are simple Gaussian linear regressions and multiclass
logistic regressions. This follows from the pairwise property in the joint distribution. In
more detail:
1. The conditional distribution of yr given the rest is multinomial, with probabilities
defined by a multiclass logistic regression where the covariates are the other variables
xs and y\r (denoted collectively by z in the right-hand side):
p(yr = k|y\r, x; Θ) =
exp
(
ωTk z
)∑Lr
l=1 exp
(
ωTl z
) = exp
(
ω0k +
∑
j ωkjzj
)
∑Lr
l=1 exp
(
ω0l +
∑
j ωljzj
) (4.2.2)
Here we use a simplified notation, which we make explicit in Section 4.3.1. The discrete
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variables are represented as dummy variables for each state, e.g. zj = 1[yu = k], and
for continuous variables zs = xs.
2. The conditional distribution of xs given the rest is Gaussian, with a mean function
defined by a linear regression with predictors x\s and yr.
E(xs|x\s, yr; Θ) = ωT z = ω0 +
∑
j
zjωj (4.2.3)
p(xs|x\s, yr; Θ) =
1√
2piσs
exp
(
− 1
2σ2s
(xs − ωT z)2
)
.
As before, the discrete variables are represented as dummy variables for each state
zj = 1[yu = k] and for continuous variables zs = xs.
The exact form of the conditional distributions (4.2.2) and (4.2.3) are given in (4.3.5) and
(4.3.4) in Section 4.3.1, where the regression parameters ωj are defined in terms of the
parameters Θ.
The second important aspect of the mixed model is the two special cases of only con-
tinuous and only discrete variables.
1. Continuous variables only. The pairwise mixed model reduces to the familiar multi-
variate Gaussian parametrized by the symmetric positive-definite inverse covariance
matrix B = {βst} and mean µ = B−1α,
p(x) ∝ exp
(
−1
2
(x−B−1α)TB(x−B−1α)
)
.
2. Discrete variables only. The pairwise mixed model reduces to a pairwise discrete
(second-order interaction) Markov random field,
p(y) ∝ exp
 q∑
j=1
q∑
r=1
φrj(yr, yj)
.
Although these are the most important aspects, we can characterize the joint distri-
bution further. The conditional distribution of the continuous variables given the discrete
follow a multivariate Gaussian distribution, p(x|y) = N (µ(y), B−1). Each of these Gaussian
distributions share the same inverse covariance matrix B but differ in the mean parameter,
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since all the parameters are pairwise. By standard multivariate Gaussian calculations,
p(x|y) = N (B−1γ(y), B−1) (4.2.4)
{γ(y)}s = αs +
∑
j
ρsj(yj) (4.2.5)
p(y) ∝ exp
 q∑
j=1
j∑
r=1
φrj(yr, yj) +
1
2
γ(y)TB−1γ(y)
 (4.2.6)
Thus we see that the continuous variables conditioned on the discrete are multivariate
Gaussian with common covariance, but with means that depend on the value of the dis-
crete variables. The means depend additively on the values of the discrete variables since
{γ(y)}s =
∑r
j=1 ρsj(yj). The marginal p(y) has a known form, so for models with few
number of discrete variables we can sample efficiently.
4.2.1 Related work on mixed graphical models
Lauritzen (1996) proposed a type of mixed graphical model, with the property that con-
ditioned on discrete variables, p(x|y) = N (µ(y),Σ(y)). The homogeneous mixed graphical
model enforces common covariance, Σ(y) ≡ Σ. Thus our proposed model is a special case
of Lauritzen’s mixed model with the following assumptions: common covariance, additive
mean assumptions and the marginal p(y) factorizes as a pairwise discrete Markov random
field. With these three assumptions, the full model simplifies to the mixed pairwise model
presented. Although the full model is more general, the number of parameters scales ex-
ponentially with the number of discrete variables, and the conditional distributions are not
as convenient. For each state of the discrete variables there is a mean and covariance.
Consider an example with q binary variables and p continuous variables; the full model
requires estimates of 2q mean vectors and covariance matrices in p dimensions. Even if the
homogeneous constraint is imposed on Lauritzen’s model, there are still 2q mean vectors for
the case of binary discrete variables. The full mixed model is very complex and cannot be
easily estimated from data without some additional assumptions. In comparison, the mixed
pairwise model has number of parameters O((p+q)2) and allows for a natural regularization
scheme which makes it appropriate for high dimensional data.
An alternative to the regularization approach that we take in this paper, is the limited-
order correlation hypothesis testing method Tur and Castelo (2012). The authors develop a
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hypothesis test via likelihood ratios for conditional independence. However, they restrict to
the case where the discrete variables are marginally independent so the maximum likelihood
estimates are well-defined for p > n.
There is a line of work regarding parameter estimation in undirected mixed models that
are decomposable: any path between two discrete variables cannot contain only continu-
ous variables. These models allow for fast exact maximum likelihood estimation through
node-wise regressions, but are only applicable when the structure is known and n > p (Ed-
wards, 2000). There is also related work on parameter learning in directed mixed graphical
models. Since our primary goal is to learn the graph structure, we forgo exact parameter
estimation and use the pseudolikelihood. Similar to the exact maximum likelihood in de-
composable models, the pseudolikelihood can be interpreted as node-wise regressions that
enforce symmetry.
To our knowledge, this work is the first to consider convex optimization procedures for
learning the edge structure in mixed graphical models.
4.3 Parameter Estimation: Maximum Likelihood and Pseu-
dolikelihood
Given samples (xi, yi)
n
i=1, we want to find the maximum likelihood estimate of Θ. This can
be done by minimizing the negative log-likelihood of the samples:
`(Θ) = −
n∑
i=1
log p(xi, yi; Θ) where (4.3.1)
log p(x, y; Θ) =
p∑
s=1
p∑
t=1
−1
2
βstxsxt +
p∑
s=1
αsxs +
p∑
s=1
q∑
j=1
ρsj(yj)xs
+
q∑
j=1
j∑
r=1
φrj(yr, yj)− logZ(Θ) (4.3.2)
The negative log-likelihood is convex, so standard gradient-descent algorithms can be used
for computing the maximum likelihood estimates. The major obstacle here is Z(Θ), which
involves a high-dimensional integral. Since the pairwise mixed model includes both the
discrete and continuous models as special cases, maximum likelihood estimation is at least
as difficult as the two special cases, the first of which is a well-known computationally
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intractable problem. We defer the discussion of maximum likelihood estimation to the
supplementary material.
4.3.1 Pseudolikelihood
The pseudolikelihood method Besag (1975) is a computationally efficient and consistent
estimator formed by products of all the conditional distributions:
˜`(Θ|x, y) = −
p∑
s=1
log p(xs|x\s, y; Θ)−
q∑
r=1
log p(yr|x, y\r; Θ) (4.3.3)
The conditional distributions p(xs|x\s, y; θ) and p(yr = k|y\r,, x; θ) take on the familiar
form of linear Gaussian and (multiclass) logistic regression, as we pointed out in (4.2.2) and
(4.2.3). Here are the details:
• The conditional distribution of a continuous variable xs is Gaussian with a linear
regression model for the mean, and unknown variance.
p(xs|x\s, y; Θ) =
√
βss√
2pi
exp
(
−βss
2
(
αs +
∑
j ρsj(yj)−
∑
t6=s βstxt
βss
− xs
)2)
(4.3.4)
• The conditional distribution of a discrete variable yr with Lr states is a multinomial
distribution, as used in (multiclass) logistic regression. Whenever a discrete variable
is a predictor, each of its levels contribute an additive effect; continuous variables
contribute linear effects.
p(yr|y\r,, x; Θ) =
exp
(∑
s ρsr(yr)xs + φrr(yr, yr) +
∑
j 6=r φrj(yr, yj)
)
∑Lr
l=1 exp
(∑
s ρsr(l)xs + φrr(l, l) +
∑
j 6=r φrj(l, yj)
) (4.3.5)
Taking the negative log of both gives us
− log p(xs|x\s, y; Θ) = −
1
2
log βss +
βss
2
 αs
βss
+
∑
j
ρsj(yj)
βss
−
∑
t6=s
βst
βss
xt − xs
2 (4.3.6)
− log p(yr|y\r,, x; Θ) = − log
exp
(∑
s ρsr(yr)xs + φrr(yr, yr) +
∑
j 6=r φrj(yr, yj)
)
∑Lr
l=1 exp
(∑
s ρsr(l)xs + φrr(l, l) +
∑
j 6=r φrj(l, yj)
) (4.3.7)
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A generic parameter block, θuv, corresponding to an edge (u, v) appears twice in the pseu-
dolikelihood, once for each of the conditional distributions p(zu|zv) and p(zv|zu).
Proposition 4.3.1. The negative log pseudolikelihood in (4.3.3) is jointly convex in all the
parameters {βss, βst, αs, φrj , ρsj} over the region βss > 0.
We prove Proposition 4.3.1 in the Supplementary Materials.
4.3.2 Separate node-wise regression
A simple approach to parameter estimation is via separate node-wise regressions; a general-
ized linear model is used to estimate p(zs|z\s) for each s. Separate regressions were used in
Meinshausen and Bu¨hlmann (2006) for the Gaussian graphical model and Ravikumar et al.
(2010) for the Ising model. The method can be thought of as an asymmetric form of the
pseudolikelihood since the pseudolikelihood enforces that the parameters are shared across
the conditionals. Thus the number of parameters estimated in the separate regression is
approximately double that of the pseudolikelihood, so we expect that the pseudolikelihood
outperforms at low sample sizes and low regularization regimes. The node-wise regression
was used as our baseline method since it is straightforward to extend it to the mixed model.
As we predicted, the pseudolikelihood or joint procedure outperforms separate regressions;
see top left box of Figures 4.6 and 4.7. Liu and Ihler (2012, 2011) confirm that the separate
regressions are outperformed by pseudolikelihood in numerous synthetic settings.
Concurrent work of Yang et al. (2012, 2013) extend the separate node-wise regression
model from the special cases of Gaussian and categorical regressions to generalized linear
models, where the univariate conditional distribution of each node p(xs|x\s) is specified by a
generalized linear model (e.g. Poisson, categorical, Gaussian). By specifying the conditional
distributions, Besag (1974) show that the joint distribution is also specified. Thus another
way to justify our mixed model is to define the conditionals of a continuous variable as
Gaussian linear regression and the conditionals of a categorical variable as multiple logistic
regression and use the results in Besag (1974) to arrive at the joint distribution in (4.2.1).
However, the neighborhood selection algorithm in Yang et al. (2012, 2013) is restricted to
models of the form p(x) ∝ exp
(∑
s θsxs +
∑
s,t θstxsxt +
∑
sC(xs)
)
. In particular, this
procedure cannot be applied to edge selection in our pairwise mixed model in (4.2.1) or the
categorical model in (2) with greater than 2 states. Our baseline method of separate regres-
sions is closely related to the neighborhood selection algorithm they proposed; the baseline
CHAPTER 4. LEARNING MIXED GRAPHICAL MODELS 67
can be considered as a generalization of Yang et al. (2012, 2013) to allow for more general
pairwise interactions with the appropriate regularization to select edges. Unfortunately,
the theoretical results in Yang et al. (2012, 2013) do not apply to the baseline nodewise
regression method, nor the joint pseudolikelihood.
4.4 Conditional Independence and Penalty Terms
In this section, we show how to incorporate edge selection into the maximum likelihood or
pseudolikelihood procedures. In the graphical representation of probability distributions,
the absence of an edge e = (u, v) corresponds to a conditional independency statement
that variables xu and xv are conditionally independent given all other variables (Koller and
Friedman, 2009). We would like to maximize the likelihood subject to a penalization on
the number of edges since this results in a sparse graphical model. In the pairwise mixed
model, there are 3 type of edges
1. βst is a scalar that corresponds to an edge from xs to xt. βst = 0 implies xs and
xt are conditionally independent given all other variables. This parameter is in two
conditional distributions, corresponding to either xs or xt is the response variable,
p(xs|x\s, y; Θ) and p(xt|x\t, y; Θ).
2. ρsj is a vector of length Lj . If ρsj(yj) = 0 for all values of yj , then yj and xs
are conditionally independent given all other variables. This parameter is in two
conditional distributions, corresponding to either xs or yj being the response variable:
p(xs|x\s, y; Θ) and p(yj |x, y\j ; Θ).
3. φrj is a matrix of size Lr × Lj . If φrj(yr, yj) = 0 for all values of yr and yj , then
yr and yj are conditionally independent given all other variables. This parameter is
in two conditional distributions, corresponding to either yr or yj being the response
variable, p(yr|x, y\r; Θ) and p(yj |x, y\j ; Θ).
For conditional independencies that involve discrete variables, the absence of that edge
requires that the entire matrix φrj or vector ρsj is 0
1. The form of the pairwise mixed
1If ρsj(yj) = constant, then xs and yj are also conditionally independent. However, the unpenalized
term α will absorb the constant, so the estimated ρsj(yj) will never be constant for λ > 0.
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Figure 4.1: Symmetric matrix represents the parameters Θ of the model. This example has p = 3,
q = 2, L1 = 2 and L2 = 3. The red square corresponds to the continuous graphical model coefficients
B and the solid red square is the scalar βst. The blue square corresponds to the coefficients ρsj and the
solid blue square is a vector of parameters ρsj(·). The orange square corresponds to the coefficients
φrj and the solid orange square is a matrix of parameters φrj(·, ·). The matrix is symmetric, so each
parameter block appears in two of the conditional probability regressions.
model motivates the following regularized optimization problem
minimize
Θ
`λ(Θ) = `(Θ) + λ
∑
s<t
1[βst 6= 0] +
∑
sj
1[ρsj 6≡ 0] +
∑
r<j
1[φrj 6≡ 0]
 . (4.4.1)
All parameters that correspond to the same edge are grouped in the same indicator function.
This problem is non-convex, so we replace the l0 sparsity and group sparsity penalties with
the appropriate convex relaxations. For scalars, we use the absolute value (l1 norm), for
vectors we use the l2 norm, and for matrices we use the Frobenius norm. This choice
corresponds to the standard relaxation from group l0 to group l1/l2 (group lasso) norm
(Bach et al., 2011; Yuan and Lin, 2006),
minimize
Θ
`λ(Θ) = `(Θ) + λ
 p∑
s=1
s−1∑
t=1
|βst|+
p∑
s=1
q∑
j=1
‖ρsj‖2 +
q∑
j=1
j−1∑
r=1
‖φrj‖F
 . (4.4.2)
4.5 Calibrated regularizers
In (4.4.2) each of the group penalties are treated as equals, irrespective of the size of the
group. We suggest a calibration or weighting scheme to balance the load in a more equitable
CHAPTER 4. LEARNING MIXED GRAPHICAL MODELS 69
way. We introduce weights for each group of parameters and show how to choose the weights
such that each parameter set is treated equally under pF , the fully-factorized independence
model 2
minimize
Θ
`(Θ) + λ
 p∑
t=1
s−1∑
t=1
wst|βst|+
p∑
s=1
q∑
j=1
wsj ‖ρsj‖2 +
q∑
j=1
j−1∑
r=1
wrj ‖φrj‖F
 (4.5.1)
Based on the KKT conditions (Friedman et al., 2007), the parameter group θg is non-zero
if ∥∥∥∥ ∂`∂θg
∥∥∥∥ > λwg
where θg and wg represents one of the parameter groups and its corresponding weight. Now
∂`
∂θg
can be viewed as a generalized residual, and for different groups these are different
dimensions—e.g. scalar/vector/matrix. So even under the independence model (when all
terms should be zero), one might expect some terms
∥∥∥ ∂`∂θg ∥∥∥ to have a better than random
chance of being non-zero (for example, those of bigger dimensions). Thus for all parameters
to be on equal footing, we would like to choose the weights w such that
EpF
∥∥∥∥ ∂`∂θg
∥∥∥∥ = constant× wg, (4.5.2)
where pF is the fully factorized (independence) model. We will refer to these as the exact
weights. These weights do not have a closed form expression, so we propose an approxima-
tion to these. It is simpler to compute in closed form EpF
∥∥∥ ∂`∂θg ∥∥∥2, so we may use approximate
weights
wg ∝
√
EpF
∥∥∥∥ ∂`∂θg
∥∥∥∥2 (4.5.3)
2Under the independence model pF is fully-factorized p(x, y) =
∏p
s=1 p(xs)
∏q
r=1 p(yr)
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∥∥∥ ∂`∂φ12∥∥∥F ∥∥∥ ∂`∂ρ11∥∥∥2 ∥∥∥ ∂`∂ρ21∥∥∥2 ∥∥∥ ∂`∂ρ12∥∥∥2 ∥∥∥ ∂`∂ρ22∥∥∥2 ∣∣∣ ∂`∂β12 ∣∣∣
Exact weights wg (4.5.2) 0.18 0.63 0.19 0.47 0.15 0.53
Approximate weights wg (4.5.4) 0.13 0.59 0.18 0.44 0.13 0.62
Figure 4.2: Row 1 shows the exact weights wg computed via Equation (4.5.2) using Monte
Carlo simulation. These are the ideal weights, but they are not available in closed-form.
Row 2 shows the approximate weights computed using Equation (4.5.4). As we can see, the
weights are far from uniform, and the approximate weights are close to the exact weights.
In the supplementary material, we show that the approximate weights (4.5.4) are
wst = σsσt
wsj = σs
√∑
a
pa(1− pa)
wrj =
√∑
a
pa(1− pa)
∑
b
qb(1− qb)
(4.5.4)
σs is the standard deviation of the continuous variable xs. pa = Pr(yr = a) and qb =
Pr(yj = b) . For all 3 types of parameters, the weight has the form of wuv = tr(cov(zu))tr(cov(zv)),
where z represents a generic variable and cov(z) is the variance-covariance matrix of z.
We conducted a simulation study to show that calibration is needed. Consider a model
with 4 independent variables: 2 continuous with variance 10 and 1, and 2 discrete variables
with 10 and 2 levels.
There are 6 candidate edges in this model and from row 1 of Table 4.2 we can see the
sizes of the gradients are different. In fact, the ratio of the largest gradient to the smallest
gradient is greater than 4. The edges ρ11 and ρ12 involving the first continuous variable with
variance 10 have large edge weights, than the corresponding edges, ρ21 and ρ22 involving the
second continuous variable with variance 1. Similarly, the edges involving the first discrete
variable with 10 levels are larger than the edges involving the second discrete variable with
2 levels. This reflects our intuition that larger variance and longer vectors will have larger
norm.
Had the calibration weights been chosen via Equation 4.5.2, w = {wg}g and the vector
of gradients ∇` = {
∥∥∥ ∂`∂θg ∥∥∥}g would have cosine similarity, sim(u, v) = uT v‖u‖‖v‖ = 1. The
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ρ11 ρ12 φ12
No Calibration wg = 1 0.1350 0.7280 0.1370
Exact wg (4.5.2) 0.3180 0.3310 0.3510
Approximate wg (4.5.4) 0.2650 0.2650 0.4700
Table 4.1: Frequency an edge is the first selected by the group lasso regularizer. The group
lasso with equal weights is highly unbalanced, as seen in row 1. The weighing scheme with
the weights from (4.5.2) is very good, and selects the edges with probability close to the
ideal 13 . The approximate weighing scheme of (4.5.4) is an improvement over not calibrating;
however, not as good as the weights from (4.5.2).
approximate weights we used are from Equation (4.5.4) and have cosine similarity
sim(w,∇`) = .993,
which is extremely close to 1. Thus the calibration weights are effective in accounting for
the size and variances of each edge group.
In the second simulation study, we used a model with 3 independent variables: one
continuous, and 2 discrete variables with 2 and 4 levels. There are 3 candidate edges,
and we computed the probability that a given edge would be the first allowed to enter the
model using 3 different calibration schemes. From Table 4.1, we see that the uncalibrated
regularizer would select the edge between the continuous variable and the 4 level discrete
variable about 73% of the time. A perfect calibration scheme would select each edge 33%
of the time. We see that the two proposed calibration schemes are an improvement over
the uncalibrated regularizer.
The exact weights do not have a simple closed form expression, but they can be easily
computed via Monte Carlo. This can be done by simulating independent Gaussians and
multinomials with the appropriate marginal variance σs and marginal probabilities pa, then
approximating the expectation in (4.5.2) by an average. The computational cost of this
procedure is negligible compared to fitting the mixed model, so the exact weights can also
be used.
4.6 Model Selection Consistency
In this section, we study the model selection consistency, whether the correct edge set is
selected and the parameter estimates are close to the truth, of the pseudolikelihood and
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maximum likelihood estimators. Consistency can be established using the framework first
developed in Ravikumar et al. (2010) and later extended to general M-estimators by Lee
et al. (2013b). Instead of stating the full results and proofs, we will illustrate the type
of theorems that can be shown and defer the rigorous statements to the Supplementary
Material.
First, we define some notation. Recall that Θ is the vector of parameters being es-
timated {βss, βst, αs, φrj , ρsj}, Θ? be the true parameters that estimated the model, and
Q = ∇2`(Θ?). Both maximum likelihood and pseudolikelihood estimation procedures can
be written as a convex optimization problem of the form
minimize `(Θ) + λ
∑
g∈G
‖Θg‖2 (4.6.1)
where `(θ) = {`ML, `PL} is one of the two log-likelihoods. The regularizer
∑
g∈G
‖Θg‖ = λ
 p∑
s=1
s−1∑
t=1
|βst|+
p∑
s=1
q∑
j=1
‖ρsj‖2 +
q∑
j=1
j−1∑
r=1
‖φrj‖F
 .
The set G indexes the edges βst, ρsj , and φrj , and Θg is one of the three types of edges.
Let A and I represent the active and inactive groups in Θ, so Θ?g 6= 0 for any g ∈ A and
Θ?g = 0 for any g ∈ I.
Let Θˆ be the minimizer to Equation (4.6.1). Then Θˆ satisfies,
1.
∥∥∥Θˆ−Θ?∥∥∥
2
≤ C
√
|A| log |G|
n
2. Θˆg = 0 for g ∈ I.
The exact statement of the theorem is given in the Supplementary Material.
4.7 Optimization Algorithms
In this section, we discuss two algorithms for solving (4.4.2): the proximal gradient and the
proximal newton methods. This is a convex optimization problem that decomposes into the
form f(x) + g(x), where f is smooth and convex and g is convex but possibly non-smooth.
In our case f is the negative log-likelihood or negative log-pseudolikelihood and g are the
group sparsity penalties.
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Block coordinate descent is a frequently used method when the non-smooth function
g is the l1 or group l1. It is especially easy to apply when the function f is quadratic,
since each block coordinate update can be solved in closed form for many different non-
smooth g (Friedman et al., 2007). The smooth f in our particular case is not quadratic, so
each block update cannot be solved in closed form. However in certain problems (sparse
inverse covariance), the update can be approximately solved by using an appropriate inner
optimization routine (Friedman et al., 2008b).
4.7.1 Proximal Gradient
Problems of this form are well-suited for the proximal gradient and accelerated proximal
gradient algorithms as long as the proximal operator of g can be computed (Combettes and
Pesquet, 2011; Beck and Teboulle, 2010)
proxt(x) = arg min
u
1
2t
‖x− u‖2 + g(u) (4.7.1)
For the sum of l2 group sparsity penalties considered, the proximal operator takes the
familiar form of soft-thresholding and group soft-thresholding (Bach et al., 2011). Since the
groups are non-overlapping, the proximal operator simplifies to scalar soft-thresholding for
βst and group soft-thresholding for ρsj and φrj .
The class of proximal gradient and accelerated proximal gradient algorithms is directly
applicable to our problem. These algorithms work by solving a first-order model at the
current iterate xk
arg min
u
f(xk) +∇f(xk)T (u− xk) + 1
2t
‖u− xk‖2 + g(u) (4.7.2)
= arg min
u
1
2t
‖u− (xk − t∇f(xk))‖2 + g(u) (4.7.3)
= proxt(xk − t∇f(xk)) (4.7.4)
The proximal gradient iteration is given by xk+1 = proxt (xk − t∇f(xk)) where t is de-
termined by line search. The theoretical convergence rates and properties of the proximal
gradient algorithm and its accelerated variants are well-established (Beck and Teboulle,
2010). The accelerated proximal gradient method achieves linear convergence rate of O(ck)
when the objective is strongly convex and the sublinear rate O(1/k2) for non-strongly convex
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problems.
The TFOCS framework (Becker et al., 2011) is a package that allows us to experiment
with 6 different variants of the accelerated proximal gradient algorithm. The TFOCS au-
thors found that the Auslender-Teboulle algorithm exhibited less oscillatory behavior, and
proximal gradient experiments in the next section were done using the Auslender-Teboulle
implementation in TFOCS.
4.7.2 Proximal Newton Algorithms
The class of proximal Newton algorithms is a 2nd order analog of the proximal gradient
algorithms with a quadratic convergence rate (Lee et al., 2012; Schmidt, 2010; Schmidt
et al., 2011). It attempts to incorporate 2nd order information about the smooth function
f into the model function. At each iteration, it minimizes a quadratic model centered at xk
arg min
u
f(xk) +∇f(xk)T (u− xk) + 1
2t
(u− xk)TH(u− xk) + g(u) (4.7.5)
= arg min
u
1
2t
(
u− xk + tH−1∇f(xk)
)T
H
(
u− xk + tH−1∇f(xk)
)
+ g(u) (4.7.6)
= arg min
u
1
2t
∥∥u− (xk − tH−1∇f(xk))∥∥2H + g(u) (4.7.7)
:= Hproxt
(
xk − tH−1∇f(xk)
)
where H = ∇2f(xk) (4.7.8)
The Hprox operator is analogous to the proximal operator, but in the ‖·‖H -norm. It
Algorithm 3 Proximal Newton
repeat
Solve subproblem pk = Hproxt
(
xk − tH−1k ∇f(xk)
)− xk using TFOCS.
Find t to satisfy Armijo line search condition with parameter α
f(xk + tpk) + g(xk + tpk) ≤ f(xk) + g(xk)− tα
2
‖pk‖2
Set xk+1 = xk + tpk
k = k + 1
until
‖xk−xk+1‖
‖xk‖ < tol
simplifies to the proximal operator if H = I, but in the general case of positive definite H
there is no closed-form solution for many common non-smooth g(x) (including l1 and group
l1). However if the proximal operator of g is available, each of these sub-problems can be
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solved efficiently with proximal gradient. In the case of separable g, coordinate descent is
also applicable. Fast methods for solving the subproblem Hproxt(xk−tH−1∇f(xk)) include
coordinate descent methods, proximal gradient methods, or Barzilai-Borwein (Friedman
et al., 2007; Combettes and Pesquet, 2011; Beck and Teboulle, 2010; Wright et al., 2009).
The proximal Newton framework allows us to bootstrap many previously developed solvers
to the case of arbitrary loss function f .
Theoretical analysis in Lee et al. (2012) suggests that proximal Newton methods gen-
erally require fewer outer iterations (evaluations of Hprox) than first-order methods while
providing higher accuracy because they incorporate 2nd order information. We have con-
firmed empirically that the proximal Newton methods are faster when n is very large or the
gradient is expensive to compute (e.g. maximum likelihood estimation). Since the objective
is quadratic, coordinate descent is also applicable to the subproblems. The hessian matrix
H can be replaced by a quasi-newton approximation such as BFGS/L-BFGS/SR1. In our
implementation, we use the PNOPT implementation (Lee et al., 2012).
4.7.3 Path Algorithm
Frequently in machine learning and statistics, the regularization parameter λ is heavily
dependent on the dataset. λ is generally chosen via cross-validation or holdout set per-
formance, so it is convenient to provide solutions over an interval of [λmin, λmax]. We
start the algorithm at λ1 = λmax and solve, using the previous solution as warm start, for
λ2 > . . . > λmin. We find that this reduces the cost of fitting an entire path of solutions
(See Figure 4.5). λmax can be chosen as the smallest value such that all parameters are 0
by using the KKT equations (Friedman et al., 2007).
4.8 Conditional Model
In addition to the variables we would like to model, there are often additional features or
covariates that affect the dependence structure of the variables. For example in genomic
data, in addition to expression values, we have attributes associated to each subject such
as gender, age and ethnicity. These additional attributes affect the dependence of the
expression values, so we can build a conditional model that uses the additional attributes
as features. In this section, we show how to augment the pairwise mixed model with features.
Conditional models only model the conditional distribution p(z|f), as opposed to the
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joint distribution p(z, f), where z are the variables of interest to the prediction task and f
are features. These models are frequently used in practice Lafferty et al. (2001).
In addition to observing x and y, we observe features f and we build a graphical model
for the conditional distribution p(x, y|f). Consider a full pairwise model p(x, y, f) of the
form (4.2.1). We then choose to only model the joint distribution over only the variables x
and y to give us p(x, y|f) which is of the form
p(x, y|f ; Θ) = 1
Z(Θ|f) exp
 p∑
s=1
p∑
t=1
−1
2
βstxsxt +
p∑
s=1
αsxs +
p∑
s=1
q∑
j=1
ρsj(yj)xs
+
q∑
j=1
j∑
r=1
φrj(yr, yj) +
F∑
l=1
p∑
s=1
γlsxsfl +
F∑
l=1
q∑
r=1
ηlr(yr)fl
 (4.8.1)
We can also consider a more general model where each pairwise edge potential depends on
the features
p(x, y|f ; Θ) = 1
Z(Θ|f) exp
(
p∑
s=1
p∑
t=1
−1
2
βst(f)xsxt +
p∑
s=1
αs(f)xs
+
p∑
s=1
q∑
j=1
ρsj(yj , f)xs +
q∑
j=1
j∑
r=1
φrj(yr, yj , f)
 (4.8.2)
(4.8.1) is a special case of this where only the node potentials depend on features and the
pairwise potentials are independent of feature values. The specific parametrized form we
consider is φrj(yr, yj , f) ≡ φrj(yr, yj) for r 6= j, ρsj(yj , f) ≡ ρsj(yj), and βst(f) = βst.
The node potentials depend linearly on the feature values, αs(f) = αs +
∑F
l=1 γlsxsfl, and
φrr(yr, yr, f) = φrr(yr, yr) +
∑
l ηlr(yr).
4.9 Experimental Results
We present experimental results on synthetic data, survey data and on a conditional model.
4.9.1 Synthetic Experiments
In the synthetic experiment, the training points are sampled from a true model with 10
continuous variables and 10 binary variables. The edge structure is shown in Figure 4.3a.
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λ is chosen proportional to
√
log (p+q)
n as suggested by the theoretical results in Section
4.6. We experimented with 3 values λ = {1, 5, 10}
√
log (p+q)
n and chose λ = 5
√
log (p+q)
n so
that the true edge set was recovered by the algorithm for the sample size n = 2000. We
see from the experimental results that recovery of the correct edge set undergoes a sharp
phase transition, as expected. With n = 1000 samples, the pseudolikelihood is recovering
the correct edge set with probability nearly 1. The maximum likelihood was performed
using an exact evaluation of the gradient and log-partition. The poor performance of the
maximum likelihood estimator is explained by the maximum likelihood objective violating
the irrepresentable condition; a similar example is discussed in (Ravikumar et al., 2010,
Section 3.1.1), where the maximum likelihood is not irrepresentable, yet the neighborhood
selection procedure is. The phase transition experiments were done using the proximal
Newton algorithm discussed in Section 4.7.2.
We also run the proximal Newton algorithm for a sequence of instances with p = q =
10, 50, 100, 500, 1000 and n = 500. The largest instance has 2000 variables and takes 12.5
hours to complete. The timing results are summarized in Figure 4.4.
4.9.2 Survey Experiments
The census survey dataset we consider consists of 11 variables, of which 2 are continuous and
9 are discrete: age (continuous), log-wage (continuous), year(7 states), sex(2 states),marital
status (5 states), race(4 states), education level (5 states), geographic region(9 states), job
class (2 states), health (2 states), and health insurance (2 states). The dataset was assembled
by Steve Miller of OpenBI.com from the March 2011 Supplement to Current Population
Survey data. All the evaluations are done using a holdout test set of size 100, 000 for the
survey experiments. The regularization parameter λ is varied over the interval [5×10−5, 0.7]
at 50 points equispaced on log-scale for all experiments. In practice, λ can be chosen to
minimize the holdout log pseudolikelihood.
Model Selection
In Figure 4.5, we study the model selection performance of learning a graphical model over
the 11 variables under different training samples sizes. We see that as the sample size
increases, the optimal model is increasingly dense, and less regularization is needed.
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Figure 4.3: Figure 4.3a shows the graph used in the synthetic experiments for p = q = 4; the
experiment actually used p=10 and q=10. Blue nodes are continuous variables, red nodes are binary
variables and the orange, green and dark blue lines represent the 3 types of edges. Figure 4.3b is a
plot of the probability of correct edge recovery, meaning every true edge is selected and no non-edge
is selected, at a given sample size using Maximum Likelihood and Pseudolikelihood. Results are
averaged over 100 trials.
p+ q Time per Iteration (sec) Total Time (min) Number of Iterations
20 .13 .003 13
100 4.39 1.32 18
200 18.44 6.45 21
1000 245.34 139 34
2000 1025.6 752 44
Figure 4.4: Timing experiments for various instances of the graph in Figure 4.3a. The
number of variables range from 20 to 2000 with n = 500.
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Figure 4.5: Model selection under different training set sizes. Circle denotes the lowest test set
negative log pseudolikelihood and the number in parentheses is the number of edges in that model at
the lowest test negative log pseudolikelihood. The saturated model has 55 edges.
Comparing against Separate Regressions
A sensible baseline method to compare against is a separate regression algorithm. This
algorithm fits a linear Gaussian or (multiclass) logistic regression of each variable condi-
tioned on the rest. We can evaluate the performance of the pseudolikelihood by evaluating
− log p(xs|x\s, y) for linear regression and − log p(yr|y\r, x) for (multiclass) logistic regres-
sion. Since regression is directly optimizing this loss function, it is expected to do better.
The pseudolikelihood objective is similar, but has half the number of parameters as the sep-
arate regressions since the coefficients are shared between two of the conditional likelihoods.
From Figures 4.6 and 4.7, we can see that the pseudolikelihood performs very similarly to
the separate regressions and sometimes even outperforms regression. The benefit of the
pseudolikelihood is that we have learned parameters of the joint distribution p(x, y) and
not just of the conditionals p(xs|y, x\s). On the test dataset, we can compute quantities such
as conditionals over arbitrary sets of variables p(yA, xB|yAC , xBC ) and marginals p(xA, yB)
(Koller and Friedman, 2009). This would not be possible using the separate regressions.
Conditional Model
Using the conditional model (4.8.1), we model only the 3 variables logwage, education(5)
and jobclass(2). The other 8 variables are only used as features. The conditional model
is then trained using the pseudolikelihood. We compare against the generative model that
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Figure 4.6: Separate Regression vs Pseudolikelihood n = 100. y-axis is the appropriate regression
loss for the response variable. For low levels of regularization and at small training sizes, the pseu-
dolikelihood seems to overfit less; this may be due to a global regularization effect from fitting the
joint distribution as opposed to separate regressions.
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Figure 4.7: Separate Regression vs Pseudolikelihood n = 10, 000. y-axis is the appropriate regres-
sion loss for the response variable. At large sample sizes, separate regressions and pseudolikelihood
perform very similarly. This is expected since this is nearing the asymptotic regime.
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Figure 4.8: Conditional Model vs Generative Model at various sample sizes. y-axis is test set
performance is evaluated on negative log pseudolikelihood of the conditional model. The conditional
model outperforms the full generative model at except the smallest sample size n = 100.
learns a joint distribution on all 11 variables. From Figure 4.8, we see that the conditional
model outperforms the generative model, except at small sample sizes. This is expected
since the conditional distribution models less variables. At very small sample sizes and
small λ, the generative model outperforms the conditional model. This is likely because
generative models converge faster (with less samples) than discriminative models to its
optimum.
Maximum Likelihood vs Pseudolikelihood
The maximum likelihood estimates are computable for very small models such as the con-
ditional model previously studied. The pseudolikelihood was originally motivated as an ap-
proximation to the likelihood that is computationally tractable. We compare the maximum
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likelihood and maximum pseudolikelihood on two different evaluation criteria: the negative
log likelihood and negative log pseudolikelihood. In Figure 4.9, we find that the pseu-
dolikelihood outperforms maximum likelihood under both the negative log likelihood and
negative log pseudolikelihood. We would expect that the pseudolikelihood trained model
does better on the pseudolikelihood evaluation and maximum likelihood trained model does
better on the likelihood evaluation. However, we found that the pseudolikelihood trained
model outperformed the maximum likelihood trained model on both evaluation criteria.
Although asymptotic theory suggests that maximum likelihood is more efficient than the
pseudolikelihood, this analysis is inapplicable because of the finite sample regime and mis-
specified model. See Liang and Jordan (2008) for asymptotic analysis of pseudolikelihood
and maximum likelihood under a well-specified model. We also observed the pseudolikeli-
hood slightly outperforming the maximum likelihood in the synthetic experiment of Figure
4.3b.
4.10 Conclusion
This work proposes a new pairwise mixed graphical model, which combines the Gaussian
graphical model and discrete graphical model. Due to the introduction of discrete variables,
the maximum likelihood estimator is computationally intractable, so we investigated the
pseudolikelihood estimator. To learn the structure of this model, we use the appropriate
group sparsity penalties with a calibrated weighing scheme. Model selection consistency
results are shown for the mixed model using the maximum likelihood and pseudolikelihood
estimators. The extension to a conditional model is discussed, since these are frequently
used in practice.
We proposed two efficient algorithms for the purpose of estimating the parameters of
this model, the proximal Newton and the proximal gradient algorithms. The proximal
Newton algorithm is shown to scale to graphical models with 2000 variables on a standard
desktop. The model is evaluated on synthetic and the current population survey data,
which demonstrates the pseudolikelihood performs well compared to maximum likelihood
and nodewise regression.
For future work, it would be interesting to incorporate other discrete variables such as
poisson or binomial variables and non-Gaussian continuous variables. This would broaden
the scope of applications that mixed models could be used for. Our work is a first step in
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Figure 4.9: Maximum Likelihood vs Pseudolikelihood. y-axis for top row is the negative log pseu-
dolikelihood. y-axis for bottom row is the negative log likelihood. Pseudolikelihood outperforms max-
imum likelihood across all the experiments.
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that direction.
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Supplementary Materials
4.10.1 Proof of Convexity
Proposition 4.3.1.The negative log pseudolikelihood in (4.3.3) is jointly convex in all the
parameters {βss, βst, αs, φrj , ρsj} over the region βss > 0.
Proof. To verify the convexity of ˜`(Θ|x, y), it suffices to check that each term is convex.
− log p(yr|y\r,, x; Θ) is jointly convex in ρ and φ since it is a multiclass logistic regression.
We now check that − log p(xs|x\s, y; Θ) is convex. −12 log βss is a convex function. To
establish that
βss
2
 αs
βss
+
∑
j
ρsj(yj)
βss
−
∑
t6=s
βst
βss
xt − xs
2
is convex, we use the fact that f(u, v) = v2 (
u
v − c)2 is convex. Let v = βss, u = αs +∑
j ρsj(yj)−
∑
t6=s βstxt, and c = xs. Notice that xs, αs, yj , and xt are fixed quantities and
u is affinely related to βst and ρsj . A convex function composed with an affine map is still
convex, thus βss2
(
αs
βss
+
∑
j
ρsj(yj)
βss
−∑t6=s βstβssxt − xs)2 is convex.
To finish the proof, we verify that f(u, v) = v2 (
u
v − c)2 = 12 (u−cv)
2
v is convex over v > 0.
The epigraph of a convex function is a convex set iff the function is convex. Thus we establish
that the set C = {(u, v, t)|12 (u−cv)
2
v ≤ t, v > 0} is convex. Let A =
[
v u− cv
u− cv t
]
. The
Schur complement criterion of positive definiteness says A  0 iff v > 0 and t > (u−cv)2v .
The condition A  0 is a linear matrix inequality and thus convex in the entries of A. The
entries of A are linearly related to u and v, so A  0 is also convex in u and v. Therefore
v > 0 and t > (u−cv)
2
v is a convex set.
4.10.2 Sampling From The Joint Distribution
In this section we discuss how to draw samples (x, y) ∼ p(x, y). Using the property that
p(x, y) = p(y)p(x|y), we see that if y ∼ p(y) and x ∼ p(x|y) then (x, y) ∼ p(x, y). We have
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that
p(y) ∝ exp (
∑
r,j
φrj(yr, yj) +
1
2
ρ(y)TB−1ρ(y)) (4.10.1)
(ρ(y))s =
∑
j
ρsj(yj) (4.10.2)
p(x|y) = No(B−1(α+ ρ(y)), B−1) (4.10.3)
The difficult part is to sample y ∼ p(y) since this involves the partition function of the
discrete MRF. This can be done with MCMC for larger models and junction tree algorithm
or exact sampling for small models.
4.10.3 Maximum Likelihood
The difficulty in MLE is that in each gradient step we have to compute Tˆ (x, y)−Ep(Θ) [T (x, y)],
the difference between the empirical sufficient statistic Tˆ (x, y) and the expected sufficient
statistic. In both continuous and discrete graphical models the computationally expensive
step is evaluating Ep(Θ) [T (x, y)]. In discrete problems, this involves a sum over the discrete
state space and in continuous problem, this requires matrix inversion. For both discrete
and continuous models, there has been much work on addressing these difficulties. For dis-
crete models, the junction tree algorithm is an exact method for evaluating marginals and
is suitable for models with low tree width. Variational methods such as belief propagation
and tree reweighted belief propagation work by optimizing a surrogate likelihood function
by approximating the partition function Z(Θ) by a tractable surrogate Z˜(Θ) Wainwright
and Jordan (2008). In the case of a large discrete state space, these methods can be used
to approximate p(y) and do approximate maximum likelihood estimation for the discrete
model. Approximate maximum likelihood estimation can also be done via Monte Carlo esti-
mates of the gradients Tˆ (x, y)−Ep(Θ)(T (x, y)). For continuous Gaussian graphical models,
efficient algorithms based on block coordinate descent Friedman et al. (2008b); Banerjee
et al. (2008) have been developed, that do not require matrix inversion.
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The joint distribution and loglikelihood are:
p(x, y; Θ) = exp (−1
2
xTBx+ (α+ ρ(y))Tx+
∑
(r,j)
φrj(yr, yj))/Z(Θ)
`(Θ) =
1
2
xTBx− (α+ ρ(y))Tx−
∑
(r,j)
φrj(yr, yj)

+ log(
∑
y′
∫
dx exp (−1
2
xTBx+ (α+ ρ(y′))Tx) exp(
∑
(r,j)
φrj(y
′
r, y
′
j)))
The derivative is
∂`
∂B
=
1
2
xxT +
∫
dx(
∑
y′ −12xxT exp(−12xTBx+ (α+ ρ(y))Tx+
∑
(r,j) φrj(y
′
r, y
′
j)))
Z(Θ)
=
1
2
xxT +
∫ ∑
y′
(−1
2
xxT p(x, y′; Θ))
=
1
2
xxT +
∑
y′
∫
−1
2
xxT p(x|y′; Θ)p(y′)
=
1
2
xxT +
∑
y′
∫
−1
2
(
B−1 +B−1(α+ ρ(y′))(α+ ρ(y′)T )B−1
)
p(y′)
The primary cost is to compute B−1 and the sum over the discrete states y.
The computation for the derivatives of `(Θ) with respect to ρsj and φrj are similar.
∂`
φrj(a, b)
= −1(yr = a, yj = b) +
∑
y′
∫
dx1(y′r = a, y
′
j = b)p(x, y
′; Θ)
= −1(yr = a, yj = b) +
∑
y′
1(y′r = a, y
′
j = b)p(y
′)
The gradient requires summing over all discrete states.
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Similarly for ρsj(a):
∂`
ρsj(a)
= −1(yj = a)xs +
∑
y′
∫
dx(1(y′j = a)xs)p(x
′, y′; Θ)
= −1(yj = a)xs +
∫
dx
∑
y′\j
xsp(x|y′\j , y′j = a)p(y′\j , y′j = a)
MLE estimation requires summing over the discrete states to compute the expected sufficient
statistics. This may be approximated using using samples (x, y) ∼ p(x, y; Θ). The method
in the previous section shows that sampling is efficient if y ∼ p(y) is efficient. This allows
us to use MCMC methods developed for discrete MRF’s such as Gibbs sampling.
4.10.4 Choosing the Weights
We first show how to compute wsj . The gradient of the pseudo-likelihood with respect to
a parameter ρsj(a) is given below
∂ ˜`
∂ρsj(a)
=
n∑
i=1
−2× 1[yij = a]xis + EpF (1[yj = a]xs|yi\j , xi) + EpF (1[yj = a]xs|xi\s, yi)
=
n∑
i=1
−2× 1[yij = a]xis + xisp(yj = a) + 1[yij = a]µs
=
n∑
i=1
1
[
yij = a
] (
µˆs − xis
)
+ xis
(
pˆ(yj = a)− 1
[
yij = a
])
=
n∑
i=1
(
1
[
yij = a
]− pˆ(yj = a)) (µˆs − xis)+ (xis − µˆs) (pˆ(yj = a)− 1[yij = a])
(4.10.4)
=
n∑
i=1
2
(
1
[
yij = a
]− pˆ(yj = a)) (µˆs − xis) (4.10.5)
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Since the subgradient condition includes a variable if
∥∥∥ ∂ ˜`∂ρsj ∥∥∥ > λ, we compute E ∥∥∥ ∂ ˜`∂ρsj ∥∥∥2.
By independence,
EpF
∥∥∥∥∥
n∑
i=1
2
(
1
[
yij = a
]− pˆ(yj = a)) (µˆs − xis)
∥∥∥∥∥
2
 (4.10.6)
= 4nEpF
(∥∥1[yij = a]− pˆ(yj = a)∥∥2)EpF (∥∥µˆs − xis∥∥2) (4.10.7)
= 4(n− 1)p(yj = a)(1− p(yj = a))σ2s (4.10.8)
The last line is an equality if we replace the sample means pˆ and µˆ with the true values p and
µ. Thus for the entire vector ρsj we have EpF
∥∥∥ ∂ ˜`∂ρsj ∥∥∥2 = 4(n−1) (∑a p(yj = a)(1− p(yj = a))σ2s .
If we let the vector z be the indicator vector of the categorical variable yj , and let the vector
p = p(yj = a), then EpF
∥∥∥ ∂ ˜`∂ρsj ∥∥∥2 = 4(n − 1)∑a pa(1 − pa)σ2 = 4(n − 1)tr(cov(z))var(x)
and wsj =
√∑
a pa(1− pa)σ2s .
We repeat the computation for βst.
∂`
∂βst
=
n∑
i=1
−2xisxt + EpF (xisxit|x\s, y) + EpF (xisxit|x\t, y)
=
n∑
i=1
−2xisxit + µˆsxit + µˆtxis
=
n∑
i=1
xit(µˆs − xis) + xis(µˆt − xit)
=
n∑
i=1
(xit − µˆt)(µˆs − xis) + (xis − µˆs)(µˆt − xit)
=
n∑
i=1
2(xit − µˆt)(µˆs − xis)
Thus
E
∥∥∥∥∥
n∑
i=1
2(xit − µˆt)(µˆs − xis)
∥∥∥∥∥
2

= 4nEpF ‖xt − µˆt‖2EpF ‖xs − µˆs‖2
= 4(n− 1)σ2sσ2t
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Thus EpF
∥∥∥ ∂`∂βst∥∥∥2 = 4(n− 1)σ2sσ2t and taking square-roots gives us wst = σsσt.
We repeat the same computation for φrj . Let pa = Pr(yr = a) and qb = Pr(yj = b).
∂ ˜`
∂φrj(a, b)
=
n∑
i=1
−1[yir = a]1[yij = b]+ E (1[yr = a]1[yj = b]|y\r, x)
+ E
(
1[yr = a]1[yj = b]|y\j , x
)
=
n∑
i=1
−1[yir = a]1[yij = b]+ pˆa1[yij = b]+ qˆb1[yir = a]
=
n∑
i=1
1
[
yij = b
]
(pˆa − 1
[
yir = a
]
) + 1
[
yir = a
]
(qˆb − 1
[
yij = b
]
)
=
n∑
i=1
(1
[
yij = b
]− qˆb)(pˆa − 1[yir = a]) + (1[yir = a]− pˆa)(qˆb − 1[yij = b])
=
n∑
i=1
2(1
[
yij = b
]− qˆb)(pˆa − 1[yir = a])
Thus we compute
EpF
∥∥∥∥∥ ∂ ˜`∂φrj(a, b)
∥∥∥∥∥
2
= E
∥∥∥∥∥
n∑
i=1
2(1
[
yij = b
]− qˆb)(pˆa − 1[yir = a])
∥∥∥∥∥
2

= 4nEpF ‖qˆb − 1[yj = b]‖2EpF ‖pˆa − 1[yr = a]‖2
= 4(n− 1)qb(1− qb)pa(1− pa)
From this, we see that EpF
∥∥∥ ∂ ˜`∂φrj ∥∥∥2 = ∑Lra=1∑Ljb=1 4(n− 1)qb(1− qb)pa(1− pa) and
wrj =
√∑Lr
a=1
∑Lj
b=1 qb(1− qb)pa(1− pa).
4.10.5 Model Selection Consistency
One of the difficulties in establishing consistency results for the problem in Equation (4.6.1)
is due to the non-identifiability of the parameters. `(Θ) is constant with respect to the
change of variables ρ′sj(yj) = ρsj(yj) + c and similarly for φ, so we cannot hope to recover
Θ?. A popular fix for this issue is to drop the last level of ρ and φ, so they are only indicators
over L − 1 levels instead of L levels. This allows for the model to be identifiable, but it
results in an asymmetric formulation that treats the last level differently from other levels.
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Instead, we will maintain the symmetric formulation by introducing constraints. Consider
the problem
minimize
Θ
`(Θ) + λ
∑
g∈G
‖Θg‖2
subject to CΘ = 0.
(4.10.9)
The matrix C constrains the optimization variables such that
∑
yj
ρsj(yj) = 0∑
yj
φrj(yr, yj) = 0.
The group regularizer implicitly enforces the same set of constraints, so the optimization
problems of Equation (4.10.9) and Equation (4.6.1) have the same solutions. For our the-
oretical results, we will use the constrained formulation of Equation (4.10.9), since it is
identifiable.
We first state some definitions and two assumptions from Lee et al. (2013b) that are
necessary to present the model selection consistency results. Let A and I represent the
active and inactive groups in Θ, so Θ?g 6= 0 for any g ∈ A and Θ?g = 0 for any g ∈ I. The
sets associated with the active and inactive groups are defined as
A = {Θ ∈ Rd : max
g∈G
‖Θg‖2 ≤ 1 and ‖Θg‖2 = 0, g ∈ I}
I = {Θ ∈ Rd : max
g∈G
‖Θg‖2 ≤ 1 and ‖Θg‖2 = 0, g ∈ A}.
Let M = span(I)⊥ ∩Null(C) and PM be the orthogonal projector onto the subspace M .
The two assumptions are
1. Restricted Strong Convexity. We assume that
sup
v∈M
vT∇2`(Θ)v
vT v
≥ m (4.10.10)
for all ‖Θ−Θ?‖2 ≤ r. Since∇2`(Θ) is lipschitz continuous, the existence of a constant
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m that satisfies (4.10.10) is implied by the pointwise restricted convexity
sup
v∈M
vT∇2`(Θ?)v
vT v
≥ m˜.
For convenience, we will use the former.
2. Irrepresentable condition. There exist τ ∈ (0, 1) such that
sup
z∈A
V (PM⊥(∇2`(Θ?)PM (PM∇2`(Θ?)PM )+PMz − z)) < 1− τ, (4.10.11)
where V is the infimal convolution of the gauge ρI , I ρI(x) = inf{t : t > 0, tx ∈ I},
and 1
[
Null(C)⊥
]
:
V (z) = inf
z=u1+u2
{ρI(u1) + 1
[
Null(C)⊥
]
(u2)}.
Restricted strong convexity is a standard assumption that ensures the parameter Θ is
uniquely determined by the value of the likelihood function. Without this, there is no
hope of accurately estimating Θ?. It is only stated over a subspace M which can be much
smaller than Rd. The Irrepresentable condition is a more stringent condition. Intuitively,
it requires that the active parameter groups not be overly dependent on the inactive pa-
rameter groups. Although the exact form of the condition is not enlightening, it is known
to be necessary for model selection consistency in lasso-type problems (Zhao and Yu, 2006;
Lee et al., 2013b) and a common assumption in other works that establish model selection
consistency (Ravikumar et al., 2010; Jalali et al., 2011; Peng et al., 2009). We also define
the constants that appear in the theorem:
1. Lipschitz constants L1 and L2. Let Λ(Θ) be the log-partition function. Λ(Θ) and
`(Θ) are twice continuously differentiable functions, so their gradient and hessian are
locally Lipschitz continuous in a ball of radius r around Θ?:
‖∇Λ(Θ1)−∇Λ(Θ2)‖2 ≤ L1 ‖Θ1 −Θ2‖2 , Θ1,Θ2 ∈ Br(Θ?)∥∥∇2`(Θ1)−∇2`(Θ2)∥∥2 ≤ L2 ‖Θ1 −Θ2‖2 , Θ1,Θ2 ∈ Br(Θ?)
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2. Let τ satisfy
sup
z∈A∪I
V (PM⊥(∇2`(Θ?)PM (PM∇2`(Θ?)PM )+PMz − z)) < τ.
V is a continuous function of z, so a finite τ exists.
Theorem 4.10.1. Suppose we are given samples x(1), . . . , x(n) from the mixed model with
unknown parameters Θ?. If we select
λ =
2
√
256L1τ
τ
√
(maxg∈G |g|) log |G|
n
and the sample size n is larger than
max

4096L1L22τ
2
m4τ4
(
2 + ττ
)4
(maxg∈G |g|)|A|2 log |G|
2048L1
m2r2
(2 + ττ )
2(maxg∈G |g|)|A| log |G|,
then, with probability at least 1−2(maxg∈G |g|) exp(−cλ2n), the optimal solution to (4.6.1)
is unique and model selection consistent,
1. ‖Θˆ−Θ?‖2 ≤ 4m
(
τ+1
2τ
)√256L1|A|(maxg∈G |g|) log |G|
n ,
2. Θˆg = 0, g ∈ I and Θˆg 6= 0 if
∥∥Θ?g∥∥2 > 1m (1 + τ2τ )√|A|λ.
Remark 4.10.2. The same theorem applies to both the maximum likelihood and pseudolike-
lihood estimators. For the maximum likelihood, the constants can be tightened; everywhere
L1 appears can be replaced by L1/128 and the theorem remains true. However, the values of
τ, τ ,m,L1, L2 are different for the two methods. For the maximum likelihood, the gradient
of the log-partition ∇Λ(Θ) and hessian of the log-likelihood ∇2`(Θ) do not depend on the
samples. Thus the constants τ, τ ,m,L1, L2 are completely determined by Θ
? and the like-
lihood. For the pseudolikelihood, the values of τ, τ ,m,L2 depend on the samples, and the
theorem only applies if the assumptions are made on sample quantities; thus, the theorem is
less useful in practice when applied to the pseudolikelihood. This is similar to the situation
in Yang et al. (2013), where assumptions are made on sample quantities.
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