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图 1 是一个简单的资源调度流程图, 其中 MDS
服 务 ( Monitoring and Discovery Service) [1]的 作 用 是
收集和发布系统状态信息 , 该服务主要用于获得主








的静态调度算法有 : OLB ( Opportunistic Load Bal-
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摘 要 : 网格系统由大量的异构资源组成 , 其目的是要实现资源的全面共享和协同工作 , 因此资源调度问题已经
变得越来越重要。文章对各类经典的静态调度算法和动态调度算法进行资源调度的仿真 , 并对各算法的运行结果
进行负载均衡和性能的比较分析。
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Abstract: Grid system consists of a lot of heterogeneous resources, and its aim is to achieve a comprehensive resource
sharing and cooperation, therefore resource schedule has become more and more important. Various classic static and
dynamic schedule algorithms are integrated and simulation also is implemented for resource schedule, then the results of
the algorithm implements are analyzed in the aspect of load balance and performance.
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ancing) 、MET ( Minimum Execution Time) 、MCT
( Minimum Completion Time) 、Min_Min、Max_Min、
Duplex、GA( Genetic Algorithms) 、SA( Simulated An-
nealing) 、GSA、Tabu、A* 等。本文在研究实现这些算
法 的 基 础 上 , 重 点 对 静 态 的 OLB、MET、MCT、




时 间 , 其 目 的 是 尽 量 使 所 有 机 器 处 于 工 作 状 态 。
MET 算法则以任意顺序把每一个机器分配给在其
上运行具有最短资源释放时间的任务 , 而不考虑该
机器的可用性。而 MCT 算法是将 MET 算法的执行















的动态调度算法可以分为两类 : 在线模式( On- Line
mode) 和批模式( Batch mode) 两种。在线模式是指任
务一旦到来就启用资源调度模块将其映射到机器 ,
该模式对每一个任务的映射只考虑一次。而在批模





在 线 模 式 下 常 见 的 启 发 式 调 度 算 法 有 : OLB、
MCT、MET、SA ( Switching Algorithm) 、KPB ( K - Per-
cent Best) 。其中 , OLB、MCT 和 MET 三种算法的思
想与静态调度算法类似 , 只是在资源可用时间、任
务完成时间和资源释放时间等方面的计算加入了
动态因素。KPB( K 最优调度算法) 在映射时, 只考虑
将机器的一个子集 ( 非全部机器 ) 的某一机器映射
到某一任务 , 该机器子集是由对该任务有最好任务






射 , 映射事件的定义主要有两种方式 : 规则时间间
隔策略和固定任务计数策略。
本文采用规则时间间隔策略。批模式下常见的
调度算法有 : Min_Min、Max_Min 和 Sufferage。动态







本文在 Linux 平台上用 JAVA 实现各类算法。
采用非一致 ETC 矩阵模拟任务的运行来接近真实
网格环境中的资源调度。然后取其结果的平均执行




从图 2、图 3 可知 , 由于 OLB 算法是随机把一
个可用机器分配给一个待执行任务 , 因此机器负载
均衡效果很好 , 但是因为没有考虑资源释放时间而
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release_time 值。而 MCT 算 法 结 合 了 OLB 和 MET
的优点 , 机器负载均衡效果与 OLB 一样 , 并且由于
充 分 考 虑 机 器 可 用 时 间 和 资 源 释 放 时 间 , 其 re-
lease_time 比 OLB 要好。Max_Min 算法的映射策略
较大地改变给定资源的可用时间状态 , 因此该算法
导 致 一 个 较 大 的 release_time 和 不 均 衡 的 机 器 负
载。
4.2 动态批模式资源调度算法的性能比较
从图 4、图 5 可以看出, 由于 Sufferage 调度算法
在确定映射策略时对某一机器如果没有分配给其
第一选择的任务而带来的 release_time 的损失进行
了考虑 , 减少了 release_time 值 , 所以具有较好的
release_time 和机器负载效果。动态 Min_Min 算法具
有最好的 release_time 但机器负载效果最差 , 而使
用 Max_Min 算法得到一个较大的 release_time 和不
均衡的机器负载 , 其原因与资源调度使用静态的
Min_Min 算法、静态的 Max_Min 算法时的原因是类
似的。
4.3 动态在线模式资源调度算法的性能比较
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文 Ct2 并负责本流程的事务处理 , SC1 和 SC2 自动
加入该事务 , 并通过 Ct2 与其关联。另外 , SC1 和









器的 WSBPEL 代替 Web 服务业务活动协调分布式
域 , 具有许多优点 : ① 不必区分本地作用域和分布
式作用域 ; ② 减少代码冗余 ; 因为补偿业务逻辑已
经体现在各自作用域的域协调器中 , 没必要复制到
调用活动; ③ 协调服务不必硬编码; ④ 单个活动的
补偿可以由本地流程引擎外的实体触发 ; ⑤ WS-




求 , 在相关工作基础上 , 扩展 WSBPEL 的事务处理
能力以支持流程的分布式协调 , 并给出了分布式协
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