Abstract. The probability inequality for max k≤n S k , where S k = k j=1 X j , is proved under the assumption that the sequence S k , k = 1, . . . , n is a supermartingale. This inequality is stated in terms of probabilities P(X j > y) and conditional variances of random variables X j , j = 1, . . . , n. As a simple consequence the well-known moment inequality due to Burkholder is deduced. Numerical bounds are given for constants in Burkholder's inequality.
Introduction. Statements and discussion of results.
Let a sequence of random variables S k , k = 1, form a supermartingale defined on a filtered probability space (Ω, F , (F k ) k≥0 , P) with S0 = 0, F0 = {?, Ω}, i.e., 
E|Xj|
t .
Denote

Q(x) = P(Xn > x) + P(Bn > x).
Rather many works are dedicated to probability inequalities for martingales and supermartingales, beginning with the classic results of Doob [1] . In 1969 Steiger [2] deduced for Sn the Bennet-Hoeffding type inequality under the condition that |Xi| < Li < ∞, σ Upper bounds on P(Sn > y), generalizing corresponding inequalities from [3] , were obtained in 1973 by Fuk [4] under the assumption that for some sequence (y k ) k≥1 , y k > 0,
where d 2 k and a k are some constants, t > 2,
These conditions can seem too restrictive. However, it turns out that they hold, in particular, for the martingale
where Xj are independent variables taking values in a separable Banach space, and F k is the σ-algebra generated by random variables X1, X2, . . . , X k if, in addition,
(see [5] , [6] , [7] in this connection). If a martingale Sn does not satisfy Fuk's conditions, then under definite assumptions we can attain this with the aid of the proper transformation f (Sn). This is done in [8] , as applied to a critical Galton-Watson process.
Haeusler [9] obtained the next generalization of one of Fuk's inequalities: For every positive x, u, v > 0
where
In [10] this result is extended to continuous-time martingales. In [11] P0 is substituted for
Inequality (2) is used in [9] for estimating the rate of convergence in the functional limit theorems for discrete-time martingales. In a similar way the probability inequalities obtained in [10] and [11] are used.
In the paper by Pinelis [12] generalizations of the Bernstein and Bennet-Hoeffding inequalities to Banach-valued martingales are given. As applied to the usual martingales, the conditions by Pinelis contain the restriction B 2 n < c < ∞. In [13] one of Fuk's inequalities containing a normal component is extended to a Banach space under the assumption that
In addition, conditions of the same type as those by Fuk are laid on conditional second moments. Generalizations of the Bernstein and Bennet-Hoeffding inequalities are obtained in [14] , [15] , [16] , [17] , and [18] . Probabilities of large deviations of Sn are studied in [19] under the condition max 1≤k≤n E|X k | t < ∞. In the present work we obtain the next result. Theorem 1. Let 0 < γ 5 1 and t satisfy the conditions t = max(e 6 , e 4 /γ 2 ). Then for every x > 0
If εt = η/t, η > 0, then inequality (4) holds for every t > 0 with c(t, γ) replaced by
and, consequently, the right-hand side of (4) decreases in x. Bound (4) generalizes the inequality of Theorem 4 in [3] (see, also [21, Theorem 1.10]). Inequality (4) is close, in form, to the main inequality in [23] . The method of the proof is similar to that used in the papers [22] , [23] , and [24] .
Naturally, the question arises of how Theorem 1 correlates with Haeusler's inequality (2). Since inequalities (2) and (4) considerably differ in form, it is not a simple task to compare them. It is demonstrated in [25] that (4) does not follow from (2) . Similar arguments show that it is impossible to deduce the Burkholder inequality (8), which is a generalization of the Rosenthal inequality [26] , by means of that by Haeusler.
The proof of Theorem 1 contained in the primary version of this paper is published in [25] . In the suggested version the latter is modified, namely, two assertions from the previous text are released, which makes the presentation more transparent. Proposition 1. For every x > 0, y > 0, α > 1, the inequality
holds, where
If the function f (x) does not increase and for all x > 0, y > 0, α > 1 satisfies inequality (5), then for every α > e and ε > 0
The moment inequalities are easily deduced from Theorem 1 in the same manner as was done for the independent random variables (see [20] , [21] , [22] , and [23] in this connection).
Indeed, by multiplying both sides of inequality (4) for t + 1 by tx t−1 and integrating in x from 0 to ∞, we obtain the next assertion.
Corollary 1. For every t and γ such that t > max(e 6 , e 2 /γ 2 ) − 1, 0 < γ 5 1,
If (S k ) k≥1 is a martingale, then the inequalities in Corollary 1 remain valid for
where Sn = min 1≤k≤n S k and Dt are replaced with
Summing bounds for E{S t n ; Sn = 0} and E{| Sn| t ; Sn < 0}, we obtain the following assertion.
Corollary 2. Let Sn be a martingale. Then for every t > 0 and η > 0
Raising both sides of inequality (7) to the power 1/t, we have for t = 1
where ct = c
, then one can take (c t (γ)) 1/t as ct. The latter inequality was obtained by Burkholder [27] without the explicit expression for the constant ct.
Hitczenko [28] showed that
where K is an absolute constant (see also [29] ). In connection with inequality (9), the bound on 
P(Xj > x),
one can replace Dt in (6) with
Respectively, in inequality (7) one can replace Dt with At, thus making the latter closer in form to the Rosenthal inequality (see [26] ). Sharp bounds in the Rosenthal inequality for ES 2k n , where Sn is a sum of independent random variables with zero mean, are given in [31] . A comprehensive survey of moment inequalities for martingales is contained in [32] .
In Theorem 2 stated below bounds for Kt are given for t > 2. Let us introduce the following notation: The function t/ log t decreases for 2 < t < e. Therefore for 2 < t < e
For e < t < 3 the function t/ log t increases. Consequently for these values of t
− log 2 − 2.76 < 0.
Thus, we have proved that the function g1(t) decreases in the interval (2.3). Hence,
g1(t) ∧ g2(t) < g1(2) = g1(2) ∧ g2(2).
The function g2(t) decreases for t < t1 ≈ 20. Similar bounds for independent Xi are obtained in [33] as well as in [34] . Theorem 1 allows us to estimate E{G(Sn); Sn = 0} for a more extensive class of functions than the power ones. We present one of the possible results of this type. 
Then for every η > 0
where t = η/t. Indeed, in view of the second assertion of Theorem 1
Changing the order of integration, we find that
From the last two relations we obtain the desired result. The inequality of type (13) is deduced in [27] under a somewhat weaker constraint on the function G, however, without the explicit expression for a constant.
Proof of Proposition 1. For every positive t, s, y, C the following inequality
holds:
where P1(s, y, C) is defined by (3) (see [25, Lemma 4] ). Letting s = (α − 1) y, C = y in this inequality, we have
P(Sn > t + αy) < P(Sn > t) P1 (α − 1) y, y, y + Q(y).
It is easily seen that
In order to complete the proof, it remains to substitute this bound in the right-hand side of the preceding inequality.
Proof of Proposition 2.
Let β be any positive number. Consider the sequence
Notice that
Since f (y) 5 1, it follows from (16) and (17) that for m = 1
In view of (14)
Hence,
Substituting this expression into (18), we obtain the bound (1 + αε) .
Using this equality, (14), (15), and the monotonicity of the functions Q(x) and x t−1 , we obtain that for every t > 1
It follows from (20) and (21) that for s(α, ε) > 1
, where (23) ω(α, ε) = (1 + αε)
Let ym 5 x < ym+1. Then by (22) 
Hence, in view of the arbitrariness of β, 
Proof of Theorem 1. The proof is reduced to estimating the quantities ω(α, ε)
and s(α, ε) in inequality (24) for the special choice of parameters α and ε. Put α = γt/(log t− 2 log log t), where γ is a positive number satisfying the only restriction, γ 5 1. For ε = (log t − 2 log log t)/2t the next inequality holds (see [25, relation (31) ]):
In addition, (26) s(α, ε) > 1 [25, relation (30) ]. By virtue of Propositions 1 and 2 the function f (x) = P(Sn > x) satisfies inequality (24) . Therefore inequality (4) follows from (23)- (26) . Proceed now to the case εt = η/t. It is easily seen that (27) s
On the other hand, in the case under consideration,
From (24), (27) , (28) we get the second assertion of the theorem.
Proof of Theorem 2.
According to the second inequality of Corollary 1,
Let ηt be the value of η for which ωt is achieved, i.e.,
ωt = f (t, ηt).
It is easily seen that ηt satisfies the equation
One may rewrite this equation as
The function standing in the left-hand side of (32) strictly increases for η > 0 and tends to infinity as η → ∞. In addition, it is negative in zero. Therefore (32) has a unique solution for every t > 0. We have the approximate value η2 ≈ 0.249, and, accordingly, − log η2 ≈ 1.39. Further, η4 ≈ 0.345, − log η4 ≈ 1.064. All numerical values are given here with deficiency.
Notice that by (32)
Consider the function fs(t) = ωs t + 1 + 1 t log(t + 1) − log t + log log t depending on the parameter s = 2. In view of (31) 
