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Abstract
We consider the ensemble of N×N real random symmetric matrices
H
(R)
N obtained from the determinant form of the Ihara zeta function
associated to random graphs Γ
(R)
N of the long-range percolation radius
model with the edge probability determined by a function φ(t).
We show that the normalized eigenvalue counting function of H
(R)
N
weakly converges in average as N,R → ∞, R = o(N) to a unique
measure that depends on the limiting average vertex degree of Γ
(R)
N
given by φ1 =
∫
φ(t)dt. This measure converges in the limit of infinite
φ1 to a shift of the Wigner semi-circle distribution. We discuss relations
of these results with the properties of the Ihara zeta function and weak
versions of the graph theory Riemann Hypothesis.
1 Introduction: Ihara zeta function and random
matrices
The Ihara zeta function introduced by Y. Ihara in the algebraic context [14]
attracts considerable interest also due to its interpretations in the frame-
works of graph theory. Given a finite connected non-oriented graph Γ = (V,E)
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with the vertex set V = {α1, α2, . . . , αN} and the edge set E, the Ihara zeta
function (IZF) of Γ is defined for u ∈ C with |u| sufficiently small, by
ZΓ(u) =
∏
[C]
(1− uν(C))−1, (1.1)
where the product runs over the equivalence classes of primitive closed back-
trackless, tailless paths C = (αi1 , αi2 , . . . , αil−1 , αil), αil = αi1 of positive
length l such that {αih , αih+1} ∈ E for all h = 1, . . . , l − 1 and ν(C) = l − 1
[29]. Here and below we denote by e = {αi, αj} a non-oriented edge e ∈ E if
it exists. In this definition (1.1), a closed path C = (αi1 , αi2 , . . . , αil−1 , αi1) is
primitive if there is no smaller path C˜ such that C = C˜k. The path C is back-
trackless if αih−1 6= αih+1 for all h = 2, . . . , l−1. The closed path C is tailless
if αi2 6= αil−1 . The equivalence class of closed paths [C] includes C and all
paths obtained with the help of the cyclic permutations of its elements, i. e.
of the form C ′ = (αi2 , . . . , αil−1 , αi1 , αi2), C
′′ = (αi3 , . . . , αil−1 , αi1 , αi2 , αi3),
etc. Let us note that the closed primitive backtrackless tailless paths can
be imagined as analogs of the closed geodesics on manifolds. In this sense
the absence of backtracking can be considered as the absence of singular
(non-differentiable) points and the property to be tailless is analogous to
differentiability of the geodesics at the origin.
The Ihara zeta function can also be expressed as
ZΓ(u) = exp
∑
k≥1
Nk
k
uk
 , (1.2)
where Nk is the number of all classes of backtrackless tailless paths of the
length k. Ihara’s theorem [14] says that the IZF (1.1) is the reciprocal of a
polynomial and that for sufficiently small |u|
ZΓ(u)
−1 = (1− u2)r−1 det(I + u2(B − I)− uA), (1.3)
where A = (aij)i,j=1,...,N is the adjacency matrix of Γ, N is the number of
vertices, N = #V , B = diag(
∑N
j=1 aij)i=1,...,N and r − 1 = Tr(B − 2I)/2.
Relation (1.3) proved by Y. Ihara firstly for the families of regular graphs
that have the constant vertex degree, deg(αi) = deg(αj), i, j = 1, . . . , N has
been then generalized to the case of possibly irregular finite graphs where
the degrees of different vertices may be different (see e.g. papers [2, 26] for
the proofs on the basis of representation (1.2)).
At present, IZF is a well established part of the combinatorial graph
theory with applications in number theory and spectral theory (see e.g. [13,
2
29] and references therein); it has also been studied in various other aspects,
in particular in relations with the heat kernels on graphs [7], quantum walks
on graphs [24], certain theoretical physics models [32]. Relations between
the Ihara zeta function and spectral theory is a source of new interesting
questions and problems.
While the Ihara’s determinant formula (1.3) gives a powerful tool in the
studies of the Ihara zeta function, the explicit form of ZΓ(u) can be computed
for relatively narrow families of finite graphs. The definition of the IZF
associated to infinite graphs requires a number of additional restrictions and
assumptions (see, in particular, [8, 11, 12, 20]). In the most studied cases,
the graphs under consideration have a bounded vertex degree (in particular,
regular or essentially regular graphs).
A complementary approach is related with the probabilistic point of
view, when graphs are chosen at random from the family of all possible
graphs on N vertices. Such a description naturally leads to the limiting
transition of infinitely increasing dimension of the graphs, N →∞. Certain
aspects of zeta functions of large random regular graphs with finite vertex
degree have been studied in [10].
Another class of random graphs is represented by the Erdo˝s-Re´nyi ones
[5]. This family of graphs {Γ(p)N } can be described by the ensemble of real
symmetric adjacency N ×N matrices A(p)N whose entries above the diagonal
are given by jointly independent Bernoulli random variables with the average
value p. In this model, the vertex degree is a random variable with the
average value pN that can be either finite or not in the limit N →∞.
In paper [16] we considered the eigenvalue distribution of random matrix
ensemble obtained from the determinant formula (1.3) with the help of the
adjacency matrices A
(ρ/N)
N of the Erdo˝s-Re´nyi random graphs. It is shown
that after a proper renormalization of the spectral parameter u by ρ−1/2, this
eigenvalue distribution converges in the limit N, ρ→∞ when ρ = o(Nα) for
any α > 0 to a shift of the widely known semi-circle Wigner distribution.
In the present paper we consider similar questions for random matrices
related with random long-range percolation radius graphs [4, 25, 31], where
the edge probability is a function of a kind of the distance between sites
(vertices). These graphs can be thought as a generalization of the Erdo˝s-
Re´nyi ensemble that give somewhat better description of certain systems of
interacting particles. Our main observation is that in the limit of infinite
graph dimension and infinite interaction radius, the moments of the limiting
eigenvalue distribution of the random matrix ensemble generated by the
determinant formula (1.3) for random long-range percolation graphs verify
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a system of explicit relations in the case when the average vertex degree
φ1 remains finite. Regarding the additional limiting transition φ1 → ∞,
we obtain convergence of the limiting distribution to the same shifted semi-
circle Wigner law as described in [16].
Let us consider the ensemble of N ×N real symmetric matrices A(R)N ,(
A
(R,φ)
N
)
xy
= a(R,φ)xy , |x| ≤ n, |y| ≤ n, N = 2n+ 1, R ≥ 1 (1.4)
whose entries above the main diagonal are given by a family of jointly in-
dependent Bernoulli random variables A(R,φ) = {a(R,φ)xy , x, y ∈ Z, x ≤ y},
such that
a(R,φ)xy =
{
1− δx,y, with probability 1Rφ
(x−y
R
)
= pR ,
0, with probability 1− pR ,
(1.5)
where δx,y is the Kronecker δ-symbol. Then the matrix obtained is sym-
metrized to get (1.4). We assume that φ(t), t ∈ R is a real continuous even
function such that 0 < φ(t) < 1 and
φ1 =
∫
R
φ(t)dt < +∞ . (1.6)
We assume for simplicity that φ(t) is strictly decreasing for all t ≥ 0. In
what follows, we omit the superscripts R and φ in A
(R,φ)
N , A(R,φ) and a(R,φ)xy
everywhere when no confusion can arise.
The ensemble of random graphs {Γ(R)N } determined by the adjacency
matrices A
(R)
N (1.3) is close to the well-known ensemble of random long-
range percolation radius graphs [?, 4, 25, 31]. In certain cases one considers
graphs that have a number of non-random edges. We do not add to the
graphs the non-random edges and assume that there are no loops in Γ. To
generalize the existing models, we introduce the additional parameter R
into the definition of the edge probability pR that has not been used in the
long-range percolation models cited above.
We introduce the diagonal matrix(
B
(R)
N
)
xt
= δx,t
n∑
y=−n
a(R)xy , |x|, |t| ≤ n, (1.7)
and consider the logarithm of the Ihara zeta function of Γ
(R)
N ,
− 1
N
logZ
Γ
(R)
N
(u) =
1
2N
Tr
(
B
(R)
N − 2I
)
log(1− u2)
4
+
1
N
log det
(
I(1− u2) + u2B(R)N − uA(R)N
)
. (1.8)
Regarding the first term of the right-hand side of (1.8)
Υ
(R)
N =
1
2N
Tr(B
(R)
N − 2I) log(1− u2),
it is easy to compute its mathematical expectation EΥ
(R)
N with respect to
the measure generated by the family A(R),
EΥ
(R)
N =
(
1
2NR
n∑
x,t=−n
φ
(
x− t
R
)
− 1
2R
φ(0)− 1
)
log(1− u2). (1.9)
In present paper we consider the asymptotic regime of large N and R
N →∞, R→∞, R = o(N) (1.10)
that we denote by (N,R)◦ →∞. It follows from (1.6) and (1.9) that
lim
(N,R)◦→∞
EΥ
(R)
N =
(
φ1
2
− 1
)
log(1− u2). (1.11)
and therefore it is natural to consider a rescaling of the parameter u given
by
u =
v√
φ1
. (1.12)
Let us note that φ1 represents the average vertex degree of Γ
(R)
N in the limit
(1.10).
Taking into account (1.12), we rewrite the last term of (1.8) as
Ψ
(R)
N =
1
N
log det
((
1− v
2
φ1
)
I +H
(R)
N (v)
)
, (1.13)
where
H
(R)
N (v) =
v2
φ1
B
(R)
N −
v√
φ1
A
(R)
N = B˜
(R)
N − A˜(R)N . (1.14)
The main goal of the present paper is to study the limiting eigenvalue dis-
tribution of these random matrices with real v. Up to our knowledge, the
random matrix ensemble {H(R)N (v)} is a new one. It arises from the determi-
nant formula for the Ihara zeta function (1.3) with a particular choice of the
renormalization of the spectral parameter (1.12) determined by the asymp-
totic expression of the factor (1 − u)r−1. As far as we know, the limiting
spectral properties of random matrices (1.14) have not yet been studied.
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2 Eigenvalue counting function of random matri-
ces
Let us denote the eigenvalues of the real symmetric matrix H
(R)
N (v), v ∈ R
by λ1 ≤ · · · ≤ λN . We consider the normalized eigenvalue counting function,
σN,R(λ) =
1
N
∑
j:λj≤λ
1,
and denote by EσN,R = σ¯N,R its average with respect to the measure gen-
erated by A(R). The measure σ¯N,R can be characterized by its moments,
M
(N,R)
k =
∫
R
λkdσ¯N,R(λ) =
1
N
ETr
(
H
(R)
N
)k
. (2.1)
The main result of the present paper is as follows.
Theorem 2.1. Given k ∈ N, the moment (2.1) converges in the limit
(1.10) to m
(v,φ1)
k ,
lim
(N,R)◦→∞
M
(N,R)
k = m
(v,φ1)
k . (2.2)
This limiting moment m
(v,φ1)
k is given by relation
m
(v,φ1)
k =
k∑
r=1
Θ(k, r), (2.3)
where the family {Θ(k, r), 1 ≤ r ≤ k}k∈N is determined by the following
recurrence,
Θ(k, r) =
r∑
g=1
k−g∑
s=r−g
(
r − 1
g − 1
)
Θ(s, r − g)
×
g∑
w=0
k−s−g−w∑
h=0
k−s−g−w−h∑
t=0
v2(g+h)
φg+h−11
(
g
w
)
×
(
w + h− 1
h
)∗ (w + h+ t− 1
t
)∗
Θ(k − s− g − w − h, t), (2.4)
with the initial conditions Θ(k, 0) = δk,0, k ≥ 0. In (2.4), the generalized
binomial coefficient is such that(
i− 1
i
)∗
= δi,0, i = 0, 1, 2, . . . . (2.5)
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It should be pointed out that relations similar to (2.4) have been ob-
tained in our previous work [17] (see also [3, 18]) for similar but different
ensemble of random matrices. In papers [17, 18] we studied the limiting
eigenvalue distribution of the discrete analog of the Laplace operator of the
Erdo˝s-Re´nyi ensemble of random graphs. This discrete analog has been nor-
malized by ρ−1/2, where ρ/n represents the edge probability of the random
n-dimensional graphs. Due to this difference in the normalization factor,
random matrices H
(R)
N (v) we consider here are no more positive definite. In
consequence, relations (2.4) differ from those obtained in [17] as well as the
limiting eigenvalue distribution obtained after the transitions φ1 → ∞ and
ρ→∞, respectively.
The mathematical expectation of the right-hand side of (2.1)
ETr(Hk) =
1
N
∑
x1,x2,...,xn
E
(
Hx1x2Hx2x3 · · ·Hxk−1x1
)
can be considered as a sum over the set of weighted closed walks of k steps
(x1, . . . , xk−1, x1). This interpretation proposed in the pioneering works by
E. Wigner (see e. g. [30]) has been used, in one or another form, in a large
number of papers on random matrix theory. We follow this strategy to study
the product
S(N,R)(p¯,q¯) (s) =
1
N
n∑
x1=−n
· · ·
n∑
xs=−n
E
(
A˜p1x1x2 B˜
q1
x2x2A˜
p2
x2x3 · · · B˜qs−1xsxsA˜psxsx1B˜qsx1x1
)
,
(2.6)
where the numbers pi, qj are such that
p1 ≥ 0, pi > 0, i = 2, . . . , s, qs ≥ 0, qj > 0, j = 1, . . . , s− 1, P +Q = k,
where P =
∑s
i=1 pi and Q =
∑s
i=1 qi. It is clear that we can rewrite (2.1)
as follows,
M
(N,R)
k =
k∑
s=1
k∑
(p¯,q¯)∗
(−1)PS(N,R)(p¯,q¯) (s), (2.7)
where p¯ = (p1, p2, . . . , ps), q¯ = (q1, q2 . . . , qs), and the star in the last sum
means that it runs over all (p¯, q¯) from (2.6).
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2.1 Color diagrams and weights
Let us consider the set of variables of the summation of (2.6)
x¯
(s)
p¯ =
{(
x
(1)
i , . . . , x
(pi)
i , x
(pi+1)
i
)}s
i=1
and y¯
(s)
q¯ =
{(
y
(1)
j , . . . , y
(qj)
j
)}s
j=1
,
where x
(1)
i = xi, x
(pi+1)
i = xi+1 = x
(1)
i+1, i = 1, . . . , s and x
(ps+1)
s = xs+1 = x1
such that
A˜pixixi+1 =
(
v√
φ1
)pi ∑
x
(2)
i ,...,x
(pi)
i
a
x
(1)
i x
(2)
i
a
x
(2)
i x
(3)
i
· · · a
x
(pi)
i x
(pi+1)
i
and
B˜
qj
xj+1xj+1 =
(
v2
φ1
)qj ∑
y
(1)
j ,...,y
(qj)
j
a
xj+1y
(1)
j
a
xj+1y
(2)
j
· · · a
xj+1y
(qj)
j
, j = 1, . . . , s.
Then can we rewrite the right-hand side of (2.6) as follows,
1
N
n∑
x1=−n
· · ·
n∑
xs=−n
E
(
A˜p1x1x2 B˜
q1
x2x2A˜
p2
x2x3 · · · B˜qs−1xsxsA˜psxsx1B˜qsx1x1
)
=
1
N
n∑
x1=−n
· · ·
n∑
xs=−n
s∏
i=1
∑
x
(2)
i ,...,x
(pi)
i
s∏
j=1
∑
y
(1)
j ,...,y
(qj)
j
(
v√
φ1
)P+2Q
×E
(
a
xix
(2)
i
a
x
(2)
i x
(3)
i
· · · a
x
(pi)
i xi+1
· a
xj+1y
(1)
j
a
xj+1y
(2)
j
· · · a
xj+1y
(qj)
j
)
. (2.8)
Regarding the product of random variables of (2.8), we cannot say do
they represent the independent ones or not; therefore we cannot compute
the mathematical expectation until concrete values taken by variables x and
y are known. Given these concrete values that we denote by 〈x〉 and 〈y〉,
we can use the fundamental property that the random variables a〈x〉〈y〉 and
a〈x′〉〈y′〉 (1.5) are independent and all their mixed moments factorize unless
either 〈x〉 = 〈x′〉 and 〈y〉 = 〈y′〉 or 〈x〉 = 〈y′〉 and 〈y〉 = 〈x′〉. We are going
to develop a diagram technique that helps to compute the mathematical
expectation of (2.8) for any given particular realization of variables x¯
(s)
p¯ and
y¯
(s)
q¯ . Using these diagrams, we can separate the set of all such realizations
into the classes of equivalence and to evaluate the sum over those classes that
give non-vanishing contribution to the sum (2.8) in the limit (N,R)◦ →∞.
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The diagram technique we develop is not completely new. We are based
on the approach proposed in papers [17, 18] to study the moments of the dis-
crete version of the Laplace operator for large random Erdo˝s-Re´nyi graphs.
However, the fact that the edge probability of e = {x, y} depends on the
difference x − y (1.5) requires a number of essential modifications of the
method of [17, 18]. The main idea here is to describe a kind of multigraph
such that its edges represent independent random variables and such that
the multiplicities of the multi-edges take into account the number of times
that given random variable appears in the product (2.8). We refer to these
multigraphs as to the diagrams. Their structure is fairly natural and intu-
itively clear (see examples presented below on Figures 1 and 2), while the
formal description of their construction is somehow cumbersome. Let us
pass to rigorous definitions.
2.1.1 Color diagrams
Given p¯, q¯ and regarding the family of variables (Xp¯, Yq¯) = (x¯
(s)
p¯ , y¯
(s)
q¯ ) of the
right-hand side of (2.8), we denote by
〈Xp¯, Yq¯〉n = 〈x¯(s)p¯ , y¯(s)q¯ 〉n
a particular realization of (Xp¯, Yq¯) that attributes to each variable an integer
from {−n, . . . , n} and construct by recurrence a diagram Dk(〈Xp¯, Yq¯〉n) that
is a multigraph with k oriented edges that we denote by ei, i = 1, . . . , k. To
simplify denotations, we will omit the subscripts and arguments in D when
no confusion can arise. We denote the set of edges of D by E and the set of
vertices of D by V = {υj , 1 ≤ j ≤ κ}. The diagram D = (V, E) consists of
two sub-diagrams: the blue one D(b) with blue vertices and P blue edges,
and the red one D(r) with red vertices and Q red edges.
We construct D(b) first. To do this, we consider the realization 〈Xp¯〉n as
an ordered sequence of P +1 integers denoted by IP+1 = (I1, I2, . . . , IP , I1),
Ii ∈ {−n, . . . , n}. This order is naturally imposed by variables x(j)i in the
product of (2.6). We start the construction of D(b) by drawing the vertex
u1; we attribute to it the integer I1 = 〈x(1)1 〉n. This is the first step of the
recurrence that we will refer to as the x-recurrence.
If p1 > 0, then the second integer I2 is given by 〈x(2)1 〉n. If p1 = 0, then
I2 = 〈x(2)2 〉n. It follows from (1.5) that a(R)xx = 0; to avoid the trivial case,
we accept that I2 6= I1 and create the second vertex u2 6= u1. Then we
attribute to u2 the integer I2 and draw the oriented edge 1 = (u1, u2). We
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attribute to this edge the random variable aI1I2 . This terminates the second
step of the x-recurrence, t = 2.
To describe the general recurrence rule, we consider the ensemble Ut of
vertices ui created during the first t steps and denote κt = #Ut, t ≥ 1. We
denote by It the set of integers attributed to the vertices of Ut. We assume
that all elements of It are different and It is in one-to-one correspondence
with Ut. These properties will be proved by construction during the x-
recurrence procedure.
We take the next in turn integer It+1 not equal to It due to (1.5) and
perform the following actions:
- if there exists such I ′ ∈ It that It+1 = I ′, then we consider the already
existing vertex u′ = u(I ′) attributed by I ′; this vertex is uniquely deter-
mined. Then we consider the vertex uˆ = u(It) attributed by It and draw
the edge t = (uˆ, u
′). It is clear that in this case κt+1 = κt. We attribute to
this edge the random variable aItI′ ;
- if there is no such values I ′ ∈ It that I ′ = It+1, then we create a new
vertex uκt+1, attribute to it It+1 and draw the edge t = (uˆ, uκt+1), where
uˆ = u(It). Obviously, κt+1 = κt + 1. We attribute to this edge the random
variable aItIt+1 .
We proceed till the last step t + 1 = P + 1 is performed and the last
edge P = (u(IP ), u1) is drawn. We color all vertices of UP+1 and P edges
obtained in blue color. The sub-diagram D(b) is constructed.
Now we describe the y-recurrence that adds to D(b) the red elements of D.
Realization 〈y¯(s)q¯ 〉 can be considered as a chronologically ordered sequence
of Q integers J = (J1, . . . , JQ). We take the first integer J1 = 〈y(1)1 〉n and
compare it with the elements of IP . Taking into account (1.5), we assume
that J1 6= Ip1+1. If there exists such I ′ ∈ IP that J1 = I ′, then we join
the vertex uˆ ∈ UP attributed by Ip1+1, with the vertex u′ attributed by I ′
by the edge (uˆ, u′) and color it in red. We attribute to this edge random
variable aIp1+1I′ . If there is no such I
′, then we create a new vertex w1 that
we color in red and draw the red edge ε1 = (uˆ, w1). We attribute to w1 the
value J1 and attribute to ε1 the random variable aIp1+1J1 .
To describe the general step τ + 1 of y-recurrence, we introduce the set
Jτ of integers attributed to the set Wτ of red vertices created during the
first τ steps. We take Jτ+1 and compare it with the elements of the set
{IP , Jτ} = IP ∪ Jτ .
- If there exists such K ′ ∈ {IP , Jτ} that Jτ+1 = K ′, then we draw the
red edge ετ+1 = (uˆ, v
′), where uˆ = u(Ip1+···+pj+1) if q1 + · · · + qj−1 + 1 ≤
10
τ ≤ q1 + · · ·+ qj and
v′ =
{
u′ = u(K ′) ∈ UP , if K ′ ∈ IP ,
w′ = w(K ′) ∈Wτ , if K ′ ∈ Jτ .
In this case the cardinality %τ = #Wτ does not change its value, %τ+1 = %τ .
We attribute to the edge ετ+1 the random variable aIp1+···+pj+1K′ .
- If there is no such K ′ ∈ {IP , Jτ} that Jτ+1 = K ′, then we create a
new red vertex w%τ+1 and attribute Jτ+1 to it. We also draw the red edge
ετ+1 = (uˆ, w%τ+1) and set Jτ+1 = {Jτ , Jτ+1}. We attribute to the edge ετ+1
the random variable aIp1+···+pj+1Jτ+1 . In all these considerations, we have
assumed that Jτ+1 6= Ip1+···+pj+1.
The last step of the y-recurrence is τ + 1 = Q and the red sub-diagram
D(r) is constructed. Let us point out that the total number of vertices
ν = #V cannot be greater than n.
Finally, we get the diagram D = (V, E) by renaming the edges of D(b) unionmulti
D(r) by (e1, e2, . . . , ek), k = P +Q according to the data (p¯, q¯). This means
that the first p1 edges e1, . . . , ep1 are the blue ones, then ep1+1, . . . , ep1+q1
are the red ones followed by p2 blue edges ep1+q1+1, . . . , ep1+q1+p2 , and so on.
Finally, we rename the vertices of D(b)unionmultiD(r) by (υ1, υ2, . . . , υν) according to
the order of their appearance in the sequence of edges (e1, e2, . . . , ek). The
diagram D is constructed.
For example, taking p¯ = (2, 2, 1), q¯ = (3, 3, 0) and realization 〈Xp¯, Yq¯〉9
such that
I = (7, 2, 4, 7, 5, 7), J = (7, 5, 5, 3, 1, 7),
we get a diagram D with six vertices, five blue edges e1, e2, e6, e7, e11 and six
red edges e3, e4, e5, e8, e9, e10, where e1 = 1 = (υ1, υ2), e2 = 2 = (υ2, υ3),
e3 = ε1 = (υ3, υ1), e4 = ε2 = (υ3, υ4) and so on. On Figure 1, we denoted by
dotted lines and empty circles the red edges and red vertices, respectively.
The numbers in parenthesis indicate the integers attributed to the vertices
of D. For simplicity, we have used in I and J positive integers only.
As one can see, the diagram D contains P blue edges and Q red ones. For
any two vertices υi and υj joined by an edge of D, we denote by b({υi, υj})
the total number of blue edges of the form (υi, υj) and (υj , υi) and by
r({υi, υj}) the total number of red edges of the form (υi, υj) and (υj , υi).
Regarding a vertex υ ∈ V(D) such that υ 6= υ1, one can find unique
vertex υ′ such that υ has been created in D(b) unionmulti D(r) by arrival from υ′.
Keeping all edges of D of the form (υ, υ′) and (υ′, υ) and erasing all other
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Figure 1: The diagram D and its sub-diagram H(D) = Dˆ
edges from E(D), we will get a new diagram that is a sub-diagram of D. We
denote this sub-diagram by Dˆ = H(D) (see Figure 1).
Regarding the set of vertices V(D), we can join each couple υi, υj such
that b({υi, υj}) + r({υi, υj}) > 0 by a non-oriented simple edge. Thus we
get a graph G = G(D) such that V(G) = V(D). We accept that the vertices
of G are ordered according to the order of elements of V(D) and denote the
set of ordered edges of G by E(G). Regarding G(Dˆ), we get a graph Gˆ that
is a plane rooted tree with the root vertex υ1.
Having constructed the diagram D, we define a generalized diagram Dξ
by attributing variables ξi, 1 ≤ i ≤ ν to the vertices of D according to
their order. In what follows, we denote the collection of these variables by
ξ¯ν = (ξ1, . . . , ξν). By the same way we determine the generalized graph Gξ.
2.1.2 Weight of the diagram
By construction, random variables a (1.5) attributed to different edges of
G(D) are different and therefore they are jointly independent. Returning
to the example realization 〈Xp¯, Yq¯〉9 from above and considering the corre-
sponding diagram D of Figure 1, we can easily find that the value of the
average of the right-hand side of (2.8) is equal to the mathematical expec-
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that factorizes to the product of moments of seven random variables in-
volved.
Regarding the generalized diagram Dξ, it is natural to attribute to each
non-oriented edge e = {υi, υj} of G(Dξ) = Gξ the value
pi(R)e (ξ¯ν) = pi
(R)
{υi,υj}(ξ¯ν) =
vb(e)+2r(e)
φ
b(e)/2+r(e)
1
· 1
R
φ((ξi − ξj)/R) (2.9)
where ξi and ξj are given by the variables attributed to the vertices υi and
υj , respectively. Then the total weight of the generalized diagram is
Π(R)(Dξ, ξ¯) =
∏
e∈Gξ
pi
(R)
{υi,υj}(ξ¯ν). (2.10)
Given p¯ and q¯ of (2.8), any realization of variables 〈Xp¯, Yq¯〉n generates a
diagram D(〈Xp¯, Yq¯〉n). We say that two realizations 〈Xp¯, Yq¯〉′n and 〈Xp¯, Yq¯〉′′n
are equivalent, if their diagrams coincide. One should note that the value of
the mathematical expectation (2.8) for these realizations can be different.
From another hand, for any realization 〈Xp¯, Yq¯〉n a unique realization 〈ξ¯ν〉n
of the variables of Dξ is determined; obviously, this realization is given by
the values attributed to the vertices of D(〈Xp¯, Yq¯〉n). Inversely, any pair
(Dξ, 〈ξ¯ν〉n) determines uniquely a realization 〈X,Y 〉n.
Let us denote by C(D) the class of equivalence of realizations correspond-
ing to D. Clearly, #C(D) = N(N − 1) · · · (N − ν + 1), where ν = #V(D).
The contribution of the class C(D) to the sum (2.8) is given by expression
Π(N,R)(D,Ξ(N)D ) =
1
N
∑
ξ1:|ξ1|≤n
Π(N,R)(D,Ξ(N)D (ξ1)), N = 2n+ 1, (2.11)
where Ξ
(N)
D is the set of all possible realizations 〈ξ¯ν〉n such that 〈ξi〉n 6= 〈ξj〉n
for any i, j such that {υi, υj} ∈ E(G(D)),
Π(N,R)(D,Ξ(N)D (ξ1)) =
∑
〈ξ¯ν〉(1)n ∈Ξ(N)D (ξ1)
Π(R)(Dξ, 〈ξ¯ν〉(1)n ),
〈ξ¯ν〉(1)n = 〈ξ2, . . . , ξν〉n and
Ξ
(N)
D (ξ1) = {〈ξ2, . . . , ξν〉n : 〈ξi〉n 6= 〈ξj〉n for i, j such that {υi, υj} ∈ E(G(D))} .
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Then we can rewrite (2.6) and (2.8) in the form
S(N,R)(p¯,q¯) (s) =
∑
D∈D(p¯,q¯)
Π(N,R)(D,Ξ(N)D ),
where D(p¯,q¯) denotes the family of all diagrams with given p¯ and q¯. It follows
from (2.7) that
M
(N,R)
k =
k∑
s=1
k∑
(p¯,q¯)∗
∑
D∈D(p¯,q¯)
(−1)P Π(N,R)(D,Ξ(N)D ), (2.12)
where the sum over (p¯, q¯)∗ runs over the set determined in (2.6).
2.2 Contributions of diagrams and tree-type walks
In this subsection we study Π(N,R)(D,Ξ(N)D ) (2.11) in the limit of infinite
N and R (1.10). We are going to prove that non-vanishing contribution
to (2.12) is given by such diagrams D whose graphs G(D) have no cycles.
In denotations of previous subsection, this means that D = Dˆ, where Dˆ =
H(D). In this case G(D) = G(Dˆ) and we will say that the diagram D is of
the tree-type structure.
Lemma 2.1. If D is such that G(D) has a cycle, D 6= Dˆ, then
Π(N,R)(D,Ξ(N)D ) = o
(
Π(N,R)(Dˆ,Ξ(N)D )
)
, (N,R)◦ →∞, (2.13)
where
Π(N,R)(Dˆ,Ξ(N)D ) =
∏
e∈G(Dˆ)
vb(e)+2r(e)
φ
b(e)/2+r(e)−1
1
(1 + o(1)), (N,R)◦ →∞. (2.14)
If G(D) is a tree, then each blue edge e of G(D(b)) has an even multiplicity
b(e) = 2`(e) and (2.14) is valid with Dˆ replaced by D,
Π(N,R)(D,Ξ(N)D ) = Π(D)(1 + o(1)), (N,R)◦ →∞, (2.15),
where we have denoted
Π(D) =
∏
e∈G(D)
v2(`(e)+r(e))
φ
`(e)+r(e)−1
1
.
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Proof of Lemma 2.1.
We start with the proof of (2.13). Given D, let us consider an edge
e = {γ, δ} of G(D) that does not belong to E(Gˆ). Taking into account that
0 < φ(t) < 1, we estimate the weight of this edge by a trivial inequality
pi
(R)
{γ,δ}(ξ¯) ≤
vb(e)+2r(e)
Rφ
b(e)/2+r(e)
1
.
Then clearly,
Π(R)(Dξ, ξ¯ν) ≤ v
r
φ
r/2
1 R
|E(G)|−|E(Gˆ)|
Π(R)(Dˆξ, ξ¯ν)
with some r > 0. Summing the last inequality over all realizations of ξ¯ν , we
get (2.13).
Let us count the multiplicities of blue edges in tree-type diagram D. To
do this, we consider a sub-diagram D(b) of D that contains only blue vertices
and blue edges of D and determine by the same rule as before the graph
G(b) = G(D(b)). Let us recall that by construction, the sequence of blue
edges of D makes a closed circuit that starts and ends at the root vertex u1.
If G = G(D) is a tree, G = T , then G(b) = G(D(b)) is also a tree,
G(b) = T (b). Let us prove that in this case each edge {ui, uj} ∈ E(G(b)) is
passed by the edges of D(b) an even number of times and the number of edges
of the form (ui, uj) is equal to the number of edges of the form (uj , ui). Let
uj 6= u1 be a vertex that has only one edge e = {uj , ul} attached to it. Such
vertex is referred to as the leaf of the tree T (b). By the construction, there
exists at least one blue edge of D ending at ul and this edge is necessarily of
the form e′ = (ul, uj). Let us assume that e′ is the last edge of D(b) of this
form. Since ul 6= u1, there should be at least one edge e′′ of D(b) of the form
e′′ = (uj , ul). Let us assume that this is the first edge of D(b) of this form.
Now we can reduce the diagram D(b) to the diagram D˜(b) by removing these
edges e′ and e′′. If e′ is the unique arrival at uj , then V (G˜(b)) = V (G(b))\uj ,
otherwise uj remains in V (G˜(b)). It is easy to see that G(D˜(b)) is again a tree
T˜ (b) and we can repeat this procedure by recurrence till there is no vertices
remaining excepting the root vertex υ1. Thus for each edge e ∈ T (b), there
exists a natural `(e) such that b(e) = 2`(e).
We prove relations (2.14) and (2.15) in the case D = Dˆ of tree-type
diagrams only, thus (2.15) because the proof of (2.14) is literally the same.
Let us start with an auxiliary upper bound
Π(N,R)(D,Ξ(N)D (ξ1)) ≤ Π(D) (2.16)
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that is true for all N,R and ξ1. We prove (2.16) by recurrence with respect
to the number of edges in the tree T = G(D). Let us recall that the edges of
T = Tν as well as its vertices υj , 1 ≤ j ≤ ν are naturally ordered according
to the instant of their creation during the construction of the diagram D.
Consider the last edge e′ = {υζ , υν}. It follows from (2.9) and (2.10) that
Π(N,R)(D,Ξ(N)D (ξ1)) =
∑
〈ξ¯ν−1〉(1)n ∈Ξ(N)D\[e′](ξ1)
Π(R)(Dξ \ [e′], 〈ξ¯ν−1〉(1)n )
×
∑
ξν :ξν 6=〈ξζ〉
1
R
φ
(
ξν − 〈ξζ〉
R
)
v2(`(e
′)+r(e′))
φ
`(e′)+r(e′)
1
, (2.17)
where [e′] denotes the family of all edges of D of the form (υζ , υν) and
(υν , υζ). Taking into account positivity of all terms in the right-hand side
of (2.17) and using elementary inequality∑
s:−m≤s≤m′, s 6=0
1
R
φ
( s
R
)
≤
∫ ∞
−∞
φ(t)dt = φ1 for any natural m,m
′,
we deduce from (2.17) inequality
Π(N,R)(D,Ξ(N)D (ξ1)) ≤ Π(D \ [e′])
v2(`(e
′)+r(e′))
φ
`(e′)+r(e′)−1
1
,
where we assumed that (2.16) holds for the diagram D \ [e′]. It remains to
verify the first step of recurrence for the diagram D = {e′} with e′ = [υ1, υ2],
Π(N,R)({e′},Ξ(N){e′}(ξ1)) =
∑
ξ2:ξ2 6=ξ1
1
R
φ
(
ξ2 − ξ1
R
)
v2(`(e
′)+r(e′))
φ
`(e′)+r(e′)
1
≤ v
2(`(e′)+r(e′))
φ
`(e′)+r(e′)−1
1
.
The upper bound (2.16) is proved.
It follows from (1.5) that given ε > 0, there exists T > 0 such that
1
φ1
∫
|t|>T
φ(t)dt = ε. (2.18)
Remembering that the graph G(D) = T is a tree, we introduce a set of
realizations
Ξ
(T,R)
T (ξ1) = {〈ξ2, . . . , ξν〉n : 0 < |〈ξi〉n − 〈ξj〉n| ≤ TR for {υi, υj} ∈ E(T )}
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and denote
Π(R)(D,Ξ(T,R)T (ξ1)) =
∑
〈ξ¯ν〉∈Ξ(T,R)T (ξ1)
Π(R)(Dξ, 〈ξ¯ν〉).
On the first stage of the proof of (2.15), we show that asymptotic equality
Π(R)(D,Ξ(T,R)G (ξ1)) =
∏
e∈G
v2(`(e)+r(e))
φ
`(e)+r(e)−1
1
(1 + o(1) + Cν(ε)) , R→∞ (2.19)
holds for any ξ1 ∈ [−n+ νTR, n− νTR] where Cν(ε) vanishes as ε→ 0.
As above, we prove (2.19) by recurrence and write that (cf. (2.17))
Π(R)(D,Ξ(T,R)G (ξ1)) =
∑
〈ξ¯ν−1〉(1)n ∈Ξ(T,R)G\e′ (ξ1)
Π(Dξ \ [e′], 〈ξ¯ν−1〉(1)n )
×
∑
ξν : |ξν−〈ξζ〉|≤TR
ξν 6=〈ξζ〉
1
R
φ
(
ξν − 〈ξζ〉
R
)
v2(`(e
′)+r(e′))
φ
`(e′)+r(e′)
1
. (2.20)
Adding to the right-hand side of (2.20) the auxiliary term∑
〈ξ¯ν−1〉(1)n ∈Ξ(T,R)G\e′ (ξ1)
Π(Dξ \ [e′], 〈ξ¯ν−1〉(1)n )
v2(`(e
′)+r(e′))
φ
`(e′)+r(e′)−1
1
and subtracting it, we get relation
Π(R)(D,Ξ(T,R)G (ξ1)) =
∑
〈ξ¯ν−1〉(1)n ∈Ξ(T,R)G\e′ (ξ1)
Π(Dξ \ [e′], 〈ξ¯ν−1〉(1)n )
× v
2(`(e′)+r(e′))
φ
`(e′)+r(e′)−1
1
(1 + χ(R, T )− ε), (2.21)
where
χ(R, T ) =
1
Rφ1
∑
ξ:|ξ|≤TR
ξ 6=0
φ(ξ/R)− 1
φ1
∫ T
−T
φ(t)dt.
It is clear that χ(R, T ) = o(1), R→∞ for any given T > 0. Assuming that
(2.19) holds with G replaced by for G \ e′,
Π
(R)
N
(
D \ [e′],Ξ(T,R)G\e′ (ξ1)
)
=
∏
e∈G(D)\e′
v2(`(e)+r(e))
φ
`(e)+r(e)−1
1
(1 + o(1) + Cν−1(ε)) ,
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and substituting this asymptotic equality into the right-hand side of (2.21),
we conclude after simple computations that (2.19) is true and that Cν(ε) is
such that
Cν(ε) = (1− ε)Cν−1(ε)− ε. (2.22)
On the first step of the recurrence we get equality
1
R
∑
ξ2:|ξ1−ξ2|≤RT
ξ2 6=ξ1
φ
(
ξ1 − ξ2
R
)
v2(`(e1)+r(e1))
φ
`(e1)+r(e1)
1
=
v2(`(e1)+r(e1))
φ
`(e1)+r(e1)−1
1
(1 + χ(R, T )− ε).
We see that C1(ε) = −ε. Using this fact and assuming that 0 < ε < 1/2, we
can deduce from (2.22) inequality |Cν(ε)| ≤ 2ε. Relation (2.19) is proved.
To complete the proof of (2.15), we write that
Π(N,R)(D,Ξ(N)D ) = R1 +R2 +R3, (2.23)
where
R1 = 1
N
∑
|ξ1|≤n−νTR
∑
〈ξ¯(1)ν 〉n∈Ξ(T,R)G (ξ1)
Π(R)(Dξ, 〈ξ¯ν〉(1)n ),
R2 = 1
N
∑
|ξ1|>n−νTR, |ξ1|≤n
∑
〈ξ¯ν〉(1)n ∈Ξ(T,R)G (ξ1)
Π(R)(Dξ, 〈ξ¯ν〉(1)n ),
R3 = 1
N
∑
|ξ1|≤n
∑
〈ξ¯ν〉(1)n ∈Ξ(N)D (ξ1)\Ξ
(T,R)
G (ξ1)
Π(R)(Dξ, 〈ξ¯ν〉(1)n ).
It follows from (2.19) that
R1 =
∏
e∈G
v2(`(e)+r(e))
φ
`(e)+r(e)−1
1
(1 + o(1) + Cν(ε)) , R→∞. (2.24)
Taking into account inequality (2.16), we conclude that
R2 ≤ 1
N
∑
|ξ1|>n−νTR, |ξ1|≤n
Π(D) ≤ 2νTR
N
Π(D). (2.25)
To estimate R3, let us note that if 〈ξ2, . . . , ξν〉n ∈ Ξ(N)D (ξ1)\Ξ(T,R)G (ξ1), then
for any given 〈ξ1〉n there exists at least one edge e˜ = {υi, υj} of the tree
T = G such that |〈ξi〉 − 〈ξj〉| > TR. We consider ν − 1 ordered edges of T ,
e1, . . . , eν−1 and admit that they are oriented in the way that the tail of the
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edge α(el) is closer to the root % than the head β(el). Let us denote by T ′l
the sub-tree of T such that β(el) is the root vertex of T ′l . Then % does not
belong to the set of vertices of T ′l . We also determine the complementary
tree T ′′l = T \ (el unionmulti T ′l ).
For any −n ≤ ξ1 ≤ n, we consider the set of realizations
Ξ˜
(N,R,T )
D (el, ξ1) =
{
〈ξ¯ν〉(1)n ∈ Ξ(N)D (ξ1), |〈ξα(el)〉n − 〈ξβ(el)〉n| > RT
}
.
If el is such that α(el) = %, then we replace 〈ξα(el)〉n by ξ1. It is easy to see
that
Ξ
(N)
D (ξ1) ⊆ ∪ν−1l=1 Ξ˜(N,R,T )D (el, ξ1)
and therefore
R3 ≤
ν−1∑
l=1
∑
〈ξ¯ν〉(1)n ∈Ξ˜(N,R,T )D (el,ξ1)
Π(R)(Dξ; 〈ξ¯ν〉(1)n ). (2.26)
Now we can write that∑
〈ξ¯ν〉(1)n ∈Ξ˜(N,R,T )D (el,ξ1)
Π(R)(Dξ; 〈ξ¯ν〉(1)n ) =
∑
|ξα(el)−ξβ(el)|>RT
1
R
φ
(
ξα(el) − ξβ(el)
R
)
× v
2(`(el)+r(el))
φ
`(el)+r(el)
1
Π(R)(D′l,Ξ(N)T ′l (ξα(el))) Π
(R)(D′′l ,Ξ(N)T ′′l (ξβ(el))), (2.27)
where D′l and D′′l denote the sub-diagrams of D that correspond to T ′l and
T ′′l , respectively. The last two factors of (2.27) can be estimated from above
with the help of (2.16). Then we deduce from (2.26) the following upper
bound,
R3 ≤ 2
∫ ∞
T−1
φ(t)dt
ν−1∑
l=1
v2(`(el)+r(el))
φ
`(el)+r(el)
1
∏
e′∈G(D′)
v2(`(e
′)+r(e′))
φ
`(e′)+r(e′)−1
1
×
∏
e′′∈G(D′′)
v2(`(e
′′)+r(e′′))
φ
`(e′′)+r(e′′)−1
1
.
Denoting 2φ1
∫∞
T−1 φ(t)dt = ε˜, we get inequality
R3 ≤ ε˜(ν − 1)Π(D). (2.28)
Since ε and ε˜ can be made arbitrarily small by the choice of sufficiently large
T , we deduce from (2.23), (2.24), (2.25) and (2.28) relation (2.15). Lemma
2.1 is proved. 
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2.3 Total weight of tree-type closed walks
Combining (2.12) with (2.15), we can write that
M
(N,R)
k =
k∑
s=1
k∑
(p¯,q¯)∗
∑
D∈Dˆ(p¯,q¯)
(−1)PΠ(D)(1 + o(1)) +Q(R)N , (N,R)◦ →∞,
(2.29)
where Dˆ(p¯,q¯) denotes the set of all tree-type diagrams with given p¯ and q¯ and
Q(R)N =
k∑
s=1
k∑
(p¯,q¯)∗
∑
D∈D(p¯,q¯)\Dˆ(p¯,q¯)
(−1)PΠ(D,Ξ(N)D ).
Using (2.13), (2.14) and (2.16) and taking into account that the cardinality
#D(p¯,q¯) is finite, we conclude that Q(R)N = o(1), (N,R)◦ →∞.
Remembering that in the tree-type diagrams the multiplicities of edges
are such that ∑
e∈G(D)
(2`(e) + r(e)) = P +Q = k
and P is even, P = 2`, we can rewrite (2.29) in the form
M
(N,R)
k =
∑
D∈Dˆk
Π(D) + o(1), (N,R)◦ →∞, (2.30)
where Dˆk denotes the family of all tree-type diagrams that have in total k
edges.
In this subsection we compute the leading term of the right-hand side
of (2.30). We consider the tree-type diagrams only and omit the hats in
denotations Dˆ and Dˆk when they are not crucial.
2.3.1 Diagrams and close walks
Given a diagram D, one can obtain a sequence of k + 1 letters from the or-
dered alphabet U = {υ1, υ2, . . . } by starting at the root vertex υ1 and record-
ing the vertices that appear during the chronological run over D determined
by its ordered edges. We denote this sequence of letters by W = W(D)
and say that each edge et, 1 ≤ t ≤ k of D represents the t-th step of the
walk W. The only convenience is that in the walk constructed we add an
additional inverse step (υ′′, υ′) that follows immediately after that the di-
rect step (υ′, υ′′) is performed along the red edge of D. One can say that
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Figure 2: The tree-type diagram D = Dˆ
the inverse step (υ′′, υ′) is the mute one and denote this couple of steps by
[υ′υ′′υ′]. We consider [υ′υ′′υ′] as one generalized step and say that the vertex
υ′′ is represented in W by a generalized letter that we denote by brackets
[υ′′]. Thus the total number of ordinary and generalized steps is equal to
the number of edges in D, P + Q = k and the walk W is represented as a
sequence of k + 1 generalized letters. It is natural to say that the walk is
closed and that it performs either blue step or red step when it goes along
the blue edge (once) and along the red one (twice), respectively. Regarding
the diagram D = Dˆ of Figure 2, we get the closed walk
W12(Dˆ) = (υ1, υ2, [υ3], υ1, υ4, [υ5], υ1, υ2, [υ6], [υ1], υ3, υ2, υ1). (2.31)
Given a diagram D, the walk W(D) is uniquely determined. If D is a
tree-type diagram, we say thatW(D) is a tree-type walk. We determine the
set of all possible tree-type walks by equality
Wˆk =
{
W :W(D),D ∈ Dˆk
}
.
We attribute to a walk W its weight determined by relation Π(W) = Π(D),
W =W(D) (see (2.15)).
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Inversely, one can define a closed walk Wk = (υ(1), . . . , υ(k + 1)) as a
sequence of letters taken from the ordered alphabet U = {υ1, υ2, . . . } that
starts and ends with υ1,
υ(1) = υ(k + 1) = υ1,
verifies condition υ(t+ 1) 6= υ(t) for all t, 1 ≤ t ≤ k; we assume that Wk is
such that at each instant of time t+1 the value υ(t+1) either belongs to the
set Ut of already existing letters or is equal to a new letter υ1+#Ut . Some
letters of the collection {υ(t), 2 ≤ t ≤ k} can be marked as the special (or
generalized) ones that we put into the brackets. The remaining non-marked
letters are referred to as the ordinary ones.
Regarding a walk Wk, we can uniquely determine Dk = D(Wk). To
do this, we perform the chronological run along Wk and draw the vertices
and edges between them by the rules described in sub-section 2.1 when
constructing D for a realization of k + 1 integers. If υ(t) is marked as the
generalized letter, we find the maximal value t− j, j ≥ 1 such that υ(t− j)
is ordinary, draw one direct edge (υ(t − j), υ(t)) and return immediately
to the vertex υ(t − j) by the mute step without drawing the inverse edge
(υ(t), υ(t− j)). In the diagram obtained, we color the edges that lead to the
generalized letters in red, the remaining edges are colored in blue.
If the diagram D(W) is of the tree-type, we say that W is also the tree-
type walk. We denote the set of all tree-type walks of k steps by Wˆk. Now
we can say that the set of all tree-type diagrams Dˆk and the set of all tree-
type walks Wˆk are in one-to-one correspondence. The same concerns the
families Dˆk and Wˆk. Then equality∑
D∈Dˆk
Π(D) =
∑
W∈Wˆk
Π(W) = Π(Wˆk)
together with (2.30) implies relation
M
(N,R)
k = Π(Wˆk) + o(1), (N,R)
◦ →∞. (2.32)
2.3.2 Total weight of tree-type walks
To describe the family of all possible tree-type walks Wˆk and to compute the
total weight Π(Wˆk), we develop a kind of recurrence based on the so-called
first-edge decomposition procedure. The basic idea of this technique dates
back to the pioneering paper [30]. In our context, we follow in major part
the method developed for the tree-type walks in [17, 18].
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Let us consider the root vertex υ1 of the diagram D(W) and the first
edge {υ1, υ2} created by the first step of any walk W of k steps. If k = 0,
then υ2 = υ1, if k ≥ 1, then υ2 6= υ1. To briefly describe the essence of
the first-edge recurrence method, let us consider two sub-walks of W that
we denote by W˙ and W¨. The first one produces a diagram D˙ that contains
the edge {υ1, υ2} while the second one produces a diagram D¨ that does not
contain this edge. We assume that D˙ and D¨ have no vertices in common and
that the sub-walk W˙ can get to the root vertex υ1 along the edge {υ1, υ2}
only. Thus by the recurrence the diagrams D˙ and D¨ are such that their
skeletons Gˆ(D˙) and Gˆ(D¨) are trees. We consider all possible sub-walks W˙
and W¨ of this kind and therefore the set of walks of k steps Wk that we
construct by this recurrence procedure contains all possible tree-type walks.
This procedure also allows one to compute the total weight of walks from
Wk. Now let us give rigorous definitions to the notions used above.
We denote by W(r)k the family of such walks from Wk that have r ≥ 0
steps either of the form (υ1, υi) or of the form [υ1υiυ1], in other words r
steps out of υ1 and denote by Θ(k, r) = Θ
(v,φ1)(k, r) the sum of the weights
of all walks from W(r)k ,
Θ(k, r) =
∑
W∈W(r)k
Π(W).
If r = 0, then W(0)k is non-empty if and only if k = 0 and in this case W
(0)
0
contains one trivial walk of zero steps W0 = (υ1). Therefore we accept that
Θ(k, 0) = δk,0 for all k ≥ 0. Let us also introduce the set of walks W˙(g)j of j
steps such that their trees have only one edge {υ1, υ2} attached to the root
υ1 and in W˙(g)j there are g steps either of the form (υ1, υ2) or of the form
[υ1υ2υ1]. Now we can formulate the following statement that we refer to as
the first decomposition lemma [17, 18].
Lemma 2.2. For any k ≥ r ≥ 1
Θ(k, r) =
r∑
g=1
k−g∑
s=r−g
(
r − 1
g − 1
)
Υ(k − s, g) Θ(s, r − g), k ≥ r ≥ 1, (2.33)
where
Υ(k − s, g) =
∑
W∈W˙(g)k−s
Π(W).
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Proof. Given g ≤ r, let us consider a walk W that performs r steps out
of the root υ1 and g steps of the form either (υ1, υ2) or [υ1υ2υ1]. If g = r,
then by equality Θ(s, 0) = δs,0 we have s = 0 and (2.33) takes the form
Θ(k, r) = Υ(k, r) that is true by the definition of Υ(k, r).
If r − g > 0, then there exists at least one step of W of the form ei-
ther (υ1, υi) or [υ1υiυ1] such that υi 6= υ2. Denoting by τ˙1 the instant of
time of the first step of this kind, we can consider the sub-walk W˙(1)τ¨1−1 =
(W(1), . . . ,W(τ˙1−1)) of τ¨1−1 steps. We say that W˙(1)τ¨1−1 is the partial sub-
walk of the A-type. Regarding the run of the walk after the instant τ¨1 − 1,
we find the first instant of time τ˙2 > τ¨1 such that the step (W(τ˙2−1),W(τ˙2))
is equal to either (υ1, υ2) or [υ1υ2υ1]. We say that the sub-walk of W given
by the sequence (W(τ¨1), . . . ,W(τ˙2 − 1)) = W¨(1)τ˙2−τ¨2 is the partial sub-walk
of the B-type. Then we proceed by construction of the partial sub-walks
W˙(l), l ≥ 2 and W¨(j), j ≥ 2, if they exist. Denoting by s the total number
of steps in the partial B-type sub-walks we can consider the following two
new sub-walks of W
W˙k−s = (W(1), . . . ,W(τ¨1 − 1),W(τ˙2), . . . ,W(τ¨2 − 1), . . . ) = unionmultil≥1W˙(l)
that we refer to A-type sub-walk and B-type sub-walk of W, respectively.
and
W¨s = unionmultij≥1W¨(j),
where we do not indicate the number of steps in the A-type and B-type
partial sub-walks in order not to complicate the denotations. By the con-
struction, W˙k−s ∈ Wˇ(g)k−s while W¨s ∈W(r−g)s .
Regarding the walk W12 (2.31), we see that the B-type sub-walk W¨3 is
given by one part of three steps, W¨3 = (υ1, υ4, [υ5], υ1). Here τ¨ (1) = 4 and
τ˙ (2) = 7. The A-type sub-walk ofW12 is given by the composition of two par-
tial sub-walks; the first one consists of three steps, W˙(1) = (υ1, υ2, [υ3], υ1)
and the second one has six steps, W˙(2) = (υ1, υ2, [υ6], [υ1], υ3, υ2, υ1), so that
W˙9 = (υ1, υ2, [υ3], υ1, υ2, [υ6], [υ1], υ3, υ2, υ1).
In this example, r = 3, g = 2 and s = 3.
Let us denote by W(r,g)k (s) the family of walks Wk that perform r steps
out from the root υ1 with g steps of the form either (υ1, υ2) or [υ1υ2υ1],
1 ≤ g ≤ r and such that its B-type sub-walk W¨s consists of s steps. By
construction,Wk uniquely determines its A-type sub-walk W˙k−s and B-type
24
sub-walk W¨s. However, the pair (W˙k−s, W¨s) does not determines uniquely
Wk because when creating W˙k−s we have lost the information about the
repartition of W˙k−s into the partial sub-walks W˙(l). The same is true for
the B-type sub-walk W¨s. This means that to determine uniquely Wk by
its A-type sub-walk and B-type sub-walk, we have to know an additional
information about the next in turn step out from υ1 - does it belong to the
A-type partial sub-walk or to the B-type partial sub-walk.
The maximally possible number of partial sub-walks of W˙k−s is given by
the number of the steps out from υ1 and this is g. The maximally possible
number of partial sub-walks of W¨s is also equal to the number of the steps
out from υ1 and this is r−g. The first step out from υ1 always belongs to the
A-type partial sub-walk. Then we observe that there are
(
r−1
g−1
)
possibilities
to attribute g − 1 labels ”A” to r − 1 steps out form υ1, the remaining get
the labels ”B”. Since the first and the second components of (W˙k−s, W¨s)
can be independently chosen from W˙(g)k−s and W
(r−g)
s , respectively, we can
write that
#W(r,g)k (s) =
(
r − 1
g − 1
)
×#W˙(g)k−s ×#W(r−g)s .
Taking into account that by definition D(W˙k−s) and D(W¨s) have no edges
in common, we can write that Π(Wk) = Π(W˙k−s)Π(W¨s), and therefore∑
W∈W(r,g)k (s)
Π(W) =
(
r − 1
g − 1
)
×
∑
W˙∈W˙(g)k−s
Π(W˙)×
∑
W¨∈∈W(r−g)s )
Π(W¨). (2.34)
Summing both parts of (2.34) over r, g and s, we get equality (2.33). Lemma
2.2 is proved. 
The second decomposition lemma concerns Υ(k − s, g) given by the total
weight of walks from the set W˙(g)k−s. In what follows, g represents the sum
of w ≥ 0 blue steps of the form (υ1, υ2) and f ≥ 0 red steps of the form
[υ1υ2υ1] performed by a walk from W˙
(g)
k−s, g = w + f .
Lemma 2.3. The following relation holds,
Υ(k − s, g) =
g∑
w=0
k−s−g∑
h=0
k−s−g−w−h∑
t=0
v2(g+h)
φg+h−11
×
(
g
w
) (
w + h− 1
h
)∗ (w + h+ t− 1
t
)∗
Θ(k − s− g − w − h, t), (2.35)
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for any g ≥ 1, k − s ≥ g.
Proof. Among g steps from υ1 to υ2, we have to point out w steps that
will be the blue ones. This gives the first binomial coefficient of (2.35). Since
each blue step is coupled with the inverse blue step, the walk has to perform
w blue steps of the form (υ2, υ1). Assuming that the walk W˙(g)k−s makes h red
steps of the form [υ2υ1υ2] and taking into account the fact that the last step
from υ2 to υ1 is the blue one, we have to point out among w + h− 1 steps
from υ2 to υ1 w − 1 blue steps. This gives the second binomial coefficient
from the right-hand side of (2.35). Finally, assuming that the walk W˙(g)k−s
performs t steps of the form either (υ2, υ
′) or [υ2υ′υ2] such that υ′ 6= υ1,
we have to point out these t steps among w + h + t − 1 steps out from υ2
performed by the walk. This gives the last binomial coefficient from the
right-hand side of (2.35).
We see that in W˙(g)k−s the exists a number of partial sub-walks each of
them starting and ending at υ2 that do not contain the letter υ1, either
ordinary or generalized. Gathering these partial sub-walks into the one
sub-walk we get an element of W(t)k−s−g−w−h. We refer to this sub-walk as
the upper sub-walk of W˙(r)k−s. The total weight of the elements of the set
W(t)k−s−g−w−h is given by the factor Θ(k − s− g − w − h, t) standing in the
right-hand side of (2.35).
Given w and h, we see that the multi-edge υ1, υ2 of D(Wk),WK ∈ W˙(g)k−s
contains 2w blue edges and g−w+h red edges. According to the definition
of Π(W), this multi-edge produces the factor v2(g+h)/φg+h−11 in (2.35).
To show that the lower limits of summation of (2.35) are correctly indi-
cated, let us consider the contribution of the walks with w = 0. This means
that the first edge from υ1 to υ2 of the corresponding diagram D does not
contain any blue edge and therefore there are no blue edges of the form
(υ2, υ1). The walk passes the edge (υ1, υ2) g times by the red edges and
the upper sub-walk is empty. Regarding the right-hand side of (2.35) and
remembering property (2.5), we see that if w = 0, then h = 0 and t = 0.
Then equality Θ(k− s− g −w− h, 0) = δk−s−g,0 implies that k− s− g = 0
and that Υ(g, g) = v2g/φg−11 . Lemma 2.3 is proved. 
Combining (2.33) and (2.35), we get relation (2.4). It follows from the
definition of Θ(k, r) and (2.3) that
Π(Wˆk) =
k∑
r=1
Θ(k, r) = m
(v,φ1)
k
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and then (2.32) implies (2.2). This completes the proof of Theorem 2.1.
2.4 Limiting transition of infinite φ1
Let us study m
(v,φ1)
k (2.3) in the limiting transition φ1 → ∞. Regarding
(2.4), we observe that the only term that gives a non-vanishing contribution
to the the right-hand side of (2.4) corresponds to the case of g+h = 1. Since
g ≥ 1, then h = 0 and w can take only two values, zero and one. Taking
into account this observation and denoting
θ(k, r) = lim
φ1→∞
Θ(φ1)(k, r),
we deduce from (2.35) relation
Υ(k−s, 1) = v2
∑
w=0,1
k−s−1−w∑
t=0
(
1
w
) (
w − 1
0
)∗ (w + t− 1
t
)∗
θ(k−s−1−w, t)
= v2θ(k−s−1, 0)+v2
k−s−2∑
t=0
θ(k−s−2, t) = v2δk−s−1,0+v2
k−s−2∑
t=0
θ(k−s−2, t).
Substituting this expression into (2.33), we conclude that
θ(k, r) = v2θ(k− 1, r− 1) + v2
k−1∑
s=r−1
θ(s, r− 1)
k−s−2∑
t=0
θ(k− s− 2, t). (2.36)
Denoting
µk =
k∑
r=1
θ(k, r)
and changing the order of summation in the second term of (2.36), we get
the following recurrence that determines {µk}k≥0,
µk = v
2µk−1 + v2
k−2∑
j=0
µj µk−j−2, k ≥ 2 (2.37)
with obvious initial values µ0 = 1 and µ1 = v
2. Regarding the generating
function
g(z) = −
∞∑
k=0
µk
1
zk+1
,
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one can easily deduce from (2.37) relation
g(z) =
1
v2 − z − v2g(z) . (2.38)
Equation (2.38) is uniquely solvable in the class of functions g(z) such that
Im z · Im g(z) ≥ 0 and therefore g(z) represents the Stieltjes transform of
the limiting measure σ˜(λ) that is the widely known Wigner semi-circle dis-
tribution [30] shifted by v2;
dσ˜v
dλ
=
1
2piv2
{√
4v2 − (λ− v2)2, if |λ− v2| ≤ 2|v|,
0, otherwise.
(2.39)
This eigenvalue distribution has been already obtained as the eigenvalue
distribution of the random matrices of the form (1.14) determined for the
Erdo˝s-Re´nyi random graphs in the limit of the infinite average vertex degree,
ρ→∞ [16].
To complete this section, let us note that by repeating the proof of
Theorem 2.1, it is not hard to show that the moments of the normalized
adjacency matrix A˜
(R)
N (1.14) converge in the limit (N,R)
◦ →∞,
lim
(N,R)◦→∞
E
(
1
N
Tr
(
A˜
(R)
N
)k)
= `
(v,φ1)
k =
{
L
(v,φ1)
p , if k = 2p,
0, if k = 2p+ 1
(2.40)
for given k = 0, 1, 2, . . . , where the moments L
(v,φ1)
p =
∑p
r=1 Λ(p, r), p ≥ 0
can be found from the following recurrent relations [17, 18],
Λ(p, r) =
r∑
g=1
v2g
φg−11
(
r − 1
g − 1
) p−g∑
s=r−g
Λ(s, r−g)
p−s−g∑
t=0
(
g + t− 1
t
)
Λ(p−s−g, t),
(2.41)
with the initial conditions Λ(p, 0) = δp,0, p = 0, 1, 2, . . .
Introducing the auxiliary numbers
L(i)p =
p∑
r=0
(r + 1)(r + 2) · · · (r + i− 1)
1 · 2 · · · (i− 1) Λ(p, r),
where i = 1, . . . , p, it is easy to deduce from (2.41) relation
L(1)p = v
2
p−1∑
j=0
L
(1)
p−1−j L
(1)
j +
v2
φ1
p−2∑
j=0
L
(2)
p−2−j L
(2)
j + · · ·+
v2p
φp−11
L
(p)
0 L
(p)
0 . (2.42)
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It follows from (2.42) that
lim
φ1→∞
L(1)p → Lp(v), (2.43)
where Lp(v) verifies the famous recurrence
Lp(v) = v2
p−1∑
j=0
Lp−1−j(v)Lj(v), L0(v) = 1 (2.44)
that determines the moments of the Wigner semi-circle distribution [30],
Lp(v) = v2p (2p)!
p! (p+ 1)!
, p = 0, 1, 2, . . .
Then (2.42) can be regarded as a generalization of (2.44) to the case of the
random graphs with the average vertex degree φ1 finite.
Taking into account (2.42), we observe that the moments of A˜
(R)
N (2.40)
converge in the additional limiting transition φ1 →∞
lim
φ1→∞
L
(v,φ1)
2p = Lp(v) (2.44)
and therefore the limiting eigenvalue distribution of A˜
(R)
N weakly converges
in average in the limit (N,R)◦ → ∞ (1.10) and φ1 → ∞ to the semi-circle
distribution.
3 Ihara zeta function of large random graphs
Let us discuss our results in relations with the properties of Ihara zeta
function and the graph theory Riemann Hypothesis. In contrast with the
previous sections, some statements are non-rigorous here in the sense that
they are based on relations that are not proved yet. However, the conjectures
we formulate could be regarded as a source of new interesting questions of
spectral theory of large random matrices.
3.1 Weak convergence of eigenvalue distribution
First of all, let us say that the limiting moments m
(v,φ1)
k (2.3) verify the
upper bound
m
(v,φ1)
k ≤ (C1v2)kkk+1 (3.1)
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with a constant C1 ≥ C = C(v, φ1) (see Section 4 for the proof). The
Carleman’s condition (see e.g. monograph [1]) is obviously satisfied,∑
l≥0
1(
m
(v,φ1)
2l
)1/(2l) = +∞
and therefore the limiting measure σ(v,φ1) is uniquely determined by the
family {m(v,φ1)k }k≥0. Then we can say that Theorem 2.1 implies the weak
convergence in average of measures σN,R to σ
(v,φ1). This means that for any
continuous bounded function f : R 7→ R the following is true,
lim
(N,R)◦→∞
∫
R
f(λ) dσ¯N,R(λ) =
∫
R
f(λ) dσ(v,φ1)(λ). (3.2)
Relation (1.13) can be rewritten as
Ψ
(R)
N (v) =
1
N
log det
((
1− v
2
φ1
)
I +H
(R)
N (v)
)
=
∫
R
log(1φ1 + λ) dσN,R(λ), (3.3)
where we denoted 1φ1 = 1− v2/φ1. By this relation, the problem of conver-
gence of IZF for a sequence of infinitely increasing graphs can be reduced
to the analysis of convergence of the spectral measures of operators H
(R)
N .
This approach to the studies of IZF has been proposed for the first time in
paper [12].
Taking into account the weak convergence of measures (3.2), one could
expect that the mathematical expectation of (3.3) EΨ
(R)
N (v/
√
φ1), v ∈ I
exists for some non-zero interval I ⊂ R and converges in average to the
integral over dσ(v,φ1) (3.2),
EΨ
(R)
N (v/
√
φ1)→
∫
R
log(1φ1 + λ) dσ
(v,φ1)(λ), as (N,R)◦ →∞ (3.4)
and then
lim
(N,R)◦→∞
1
N
E logZ
Γ
(R)
N
(v/
√
φ1) = −
(
φ1
2
− 1
)
log
(
1− v
2
φ1
)
−Ψ(v/
√
φ1),
(3.5)
where we denoted
Ψ(v/
√
φ1) =
∫
R
log(1 + λ) dσ(v,φ1)(λ).
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Although convergence (3.4) is not proved, let us note that accepting that
the limiting transition φ1 →∞ can be performed in (3.5) and assuming that
the limiting equality holds, one could expect that
lim
φ1→∞
lim
(N,R)◦→∞
1
N
E logZ
Γ
(R)
N
(v/
√
φ1) =
v2
2
−Υ(v), (3.6)
where
Υ(v) =
1
2piv2
∫ 2|v|+v2
−2|v|+v2
log(1 + λ)
√
4v2 − (λ− v2)2dλ
and therefore one could conclude that
lim
φ1→∞
lim
(N,R)◦→∞
1
N
E logZ
Γ
(R)
N
(
v√
φ1
) = F(v), (3.7)
where
F(v) = v
2
2
− 2
pi
∫ 1
−1
log(1 + v2 + 2vτ)
√
1− τ2 dτ. (3.8)
It is easy to see that the last integral exists for any real v and that the
limiting function is continuous for all v ∈ R.
3.2 Graph theory Riemann Hypothesis
Regarding the family of finite regular graphs with the vertex degree q+1 (in
other terms, (q+1)-regular graphs), the graph theory analog of the Riemann
Hypothesis can be formulated as follows [13, 28]:
ZΓ(q
−s) has no poles with 0 < Re s < 1 unless Re s = 1/2. (3.8)
It can be shown that (3.8) is equivalent to the condition for the graph Γ
to be the Ramanujan one [20]; more precisely, if a connected regular graph
Γ verifies (3.8), then [13]
ρ′Γ ≤ 2
√
ρΓ − 1, (3.9)
where
ρΓ = max{|λ| : λ ∈ Sp(AΓ)} and ρ′Γ = max{|λ| : λ ∈ Sp(AΓ), |λ| 6= ρΓ}
and where we denoted by Sp(AΓ) the ensemble of eigenvalues of the adja-
cency matrix AΓ of the graph Γ. For any (q + 1)-regular graph ρΓ = q + 1,
so condition (3.9) reads as ρ′Γ ≤ 2
√
q.
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Numerical simulations of [22] lead to the conjecture that the proportion
of regular graphs exactly satisfying the graph theory Riemann Hypothe-
sis approaches 27% as the number of vertices N = #V (Γ) infinitely in-
creases. From another hand, the Alon conjecture for regular graphs proved
by J. Fridman (see [9] and also [6]) says that for any positive ε > 0
1
#GN (q + 1)#
{
Γ : Γ ∈ GN (q + 1), ρ′Γ ≥ 2
√
q + ε
}→ 0, N →∞,
(3.10)
where GN (q + 1) is the family of all (q + 1)-regular graphs with the set of
vertices {1, 2, . . . , N}. This result means that the Riemann Hypothesis (3.8)
is “approximately true” for most of regular graphs of high dimension [13].
It can be shown that (3.8) is equivalent to the statement that for finite
connected (q + 1)-regular graph Γ with q ≥ 2
ZΓ(u) is pole free for
1
q
< |u| < 1√
q
. (3.11)
For the family of irregular graphs, one can formulate the weak graph theory
Riemann Hypothesis saying that [13, 27]
ZΓ(u) is pole free for RΓ < |u| < 1√
dmax − 1
, (3.12)
where RΓ is the radius of the largest circle of convergence of the Ihara zeta
function ZΓ(u) and dmax = dmax(Γ) is the maximum degree of Γ.
Let us return to the Ihara zeta function Z
Γ
(R)
N
of random graphs Γ
(R)
N
(1.8) and consider the conjectured limiting expression for its normalized
logarithm (3.7). It follows from the classical theorems that the limiting
function F(v) (3.8) is continuous for all v ∈ R and therefore has no real
poles. Moreover, the integral expression of the right-hand side of (3.8) can
be continued to a function holomorphic in any domain
C = {v : v ∈ C, |v| < 1− }, 0 <  < 1. (3.14)
From another hand, for any v′ ∈ C such that |v′| = 1 and v′ 6= ±1, there
exists τ ′ such that log(1+v2 +2τv)
√
1− τ2 has a non-integrable singularity
at this point.
Remembering pre-limiting relation v = u
√
φ1 (1.12), we could deduce
from (3.14) that the function Ψ(u) = Ψ(v/
√
φ1) (3.5) has no real poles and
no complex poles u′ such that
|u′| < 1√
φ1
, (3.15)
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but has the poles lying everywhere on the circle |u| = 1/√φ1, u ∈ C except-
ing the regular points −1/√φ1 and 1/
√
φ1.
Now we can formulate a conjecture that the normalized logarithm of the
Ihara zeta function of random graphs Z
Γ
(R)
N
(u) determined by (1.4) with the
spectral parameter renormalized by the average vertex degree, u = v/
√
φ1,
converges in average in the limit N → ∞, R → ∞ and φ1 →∞ (1.6) to a
function F(v) (3.8),
− 1
N
E logZΓ
(
v√
φ1
)
→ F(v); (3.16)
the limiting function F(v) has no poles inside the unit circle {v ∈ C : |v| < 1}.
This proposition is in agreement with (3.12) with the difference that the
value dmax − 1 for non-random graphs is replaced by the averaged vertex
degree dav = φ1 of random graphs. Therefore the statement (3.16) can be
viewed as one more relaxed version of the graph theory Riemann Hypothesis
for the ensemble of infinite random graphs {Γ(R)N }.
A conjecture similar to (3.16) can be put forward for the ensemble of
Erdo˝s-Re´nyi N -dimensional graphs with the edge probability ρ/N . In this
case the averaged vertex degree dav = φ1 in (1.14) and (3.16) is replaced by ρ
and the limiting transition considered is given by N, ρ→∞, ρ = o(N) [16].
Finally, let us stress that convergence (3.4) and the limiting transition
(3.6) for real and for complex v are assumed but not proved rigorously
neither in the present paper nor in [16]. These interesting questions remain
open ones that would require deep studies of fine spectral properties of the
random matrix ensembles, such as the asymptotic behavior of the maximal
eigenvalue of large random matrices A
(R,φ)
N (1.4). In these studies, additional
restrictions could be imposed; these restrictions could be related with the
ratio between N,R and φ1 for the ensemble H
(R)
N (v) and between ρ and N
for the random matrix of [16], where the value ρ = logN is shown to be
critical for the asymptotic behavior of the spectral norm (see [15] for more
details).
4 Appendix: Proof of the upper bound (3.1)
In this section we will show that the moments {m(v,φ1)k } (2.3) and {L(v,φ1)k }
(2.40) verify the Carleman’s condition.
Lemma 4.1 Let C be a constant such that
C ≥ 1 and Cφ1 ≥ 1. (4.1)
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Then for any p ≥ 1, the following upper bound is true,
max
1≤r≤p
Λ(p, r) ≤ (Cv2)p p2p. (4.2)
Proof. We prove (4.2) by recurrence. Assuming that all terms Λ(i, j) of
the right-hand side of (2.41) verify (4.2), we deduce from (2.41) that
Λ(p, r) ≤
(
Cv2
)p
C
r∑
g=1
1
(Cφ1)g−1
(
r − 1
g − 1
)
(p− g)2(p−g)
p−g∑
s=r−g
(
p− s
g
)
, (4.3)
where we have used an obvious inequality s2s(p−s−g)2(p−s−g) ≤ (p−g)2(p−g)
and the well-known identity
j∑
l=0
(
l + i− 1
l
)
=
(
i+ j
i
)
, i ≥ 1. (4.4)
Changing variables in the last sum of (4.3), using a version of (4.4)
p−r∑
i=0
(
g + i
i
)
=
p−r∑
i=0
(
g + i
g
)
=
(
g + p− r + 1
g + 1
)
,
and taking into account (4.1), we can write that
Λ(p, r) ≤ (Cv2)p r∑
g=1
(
r − 1
g − 1
)
(p− g)2(p−g)(p− r + 1)g+1
≤ (Cv2)p pp+1 r∑
g=1
(
r − 1
g − 1
)
(p− g)p−g
≤ (Cv2)p pp+1(p− 1)p−r r−1∑
g′=0
(
r − 1
g′
)
(p− 1− g′)r−1−g′ ≤ (Cv2)p p2p.
Lemma 4.1 is proved. 
It follows from (4.2) that L
(v,φ1)
p ≤ p2p+1 and the series
∑
p≥0(L
(v,φ1)
p )−1/(2p)
diverges. Thus the family of moments
{
`
(v,φ1)
k
}
k≥0
(2.40) verifies the Car-
leman’s condition (see e.g. monograph [1]).
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Lemma 4.2 The following upper bound
max
1≤r≤k
Θ˜(k, r) ≤ (Cv2k)k, k ≥ 1 (4.5)
for any positive C such that
1
C
(
1 +
1
Cv2
)
exp
{
1
Cφ1
}
≤ 1 and 1
Cφ1
(
1 +
1
Cv2
)
≤ 1. (4.6)
Proof. Assuming that all terms of the right-hand side of (2.4) verify
(4.6), we get inequality
Θ(k, r) ≤
r∑
g=1
k−g∑
s=r−g
(
r − 1
g − 1
) g∑
w=0
(
g
w
) k−s−g−w∑
h=0
v2(g+h)
φg+h−11
×
(
w + h− 1
h
)∗ (k − s− g
w + h
) (
Cv2(k − g − w − h))k−g−w−h , (4.7)
where we have used an obvious generalization of (4.4),
j∑
l=0
(
l + i− 1
l
)∗
=
(
i+ j
i
)
, i ≥ 0.
Taking into account that (k − g − w − h)k−g−w−h ≤ (k − g)k−g−w−h and
using elementary inequalities(
k − s− g
w + h
)
≤ (k − g)
w+h
(w + h)!
, w ≥ 0, h ≥ 0
and (
w + h− 1
h
)∗ 1
(w + h)!
≤ 1
h!
, w ≥ 0, h ≥ 0,
we can write that
g∑
w=0
(
g
w
) k−s−g−w∑
h=0
v2(g+h)
φg+h−11
(
w + h− 1
h
)∗(k − s− g
w + h
) (
Cv2(k − g))k−g−w−h
≤ (Cv2(k − g))k−g g∑
w=0
(
g
w
) k−s−g−w∑
h=0
1
h!
· v
2(g+h)
φg+h−11
· 1
(Cv2)w+h
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≤ v
2g
φg−11
(
Cv2(k − g))k−g e1/(Cφ1)(1 + 1
Cv2
)g
. (4.8)
Returning to (4.7) and replacing there the sum over s by k − g + 1, we get
with the help of (4.8) the following inequalities,
Θ(k, r) ≤ e1/(Cφ1)
(
Cv2
)k
C
×
r∑
g=1
(
r − 1
g − 1
)
1
(Cφ1)
g−1 (k − g + 1)(k − g)k−g
(
1 +
1
Cv2
)g
≤ (Cv2)ke1/(Cφ1) 1
C
(
1 +
1
Cv2
)
k
×(k − 1)k−r
r−1∑
g′=0
(
r − 1
g′
)
(k − 1)r−1−g′
(
1
Cφ1
(
1 +
1
Cv2
))g′
≤ (Cv2)ke1/(Cφ1) 1
C
(
1 +
1
Cv2
)
kk−r+1
(
k − 1 + 1
Cφ1
(
1 +
1
Cv2
))r−1
.
Taking into account (4.6), we get (4.5). Lemma 4.2 is proved. 
It follows from (4.5) that the upper bound (3.1) is true and therefore the
family of moments {m(v,φ1)k }k≥0 (2.2) verifies the Carleman’s condition [1].
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