Analisis Ketepatan Waktu Kelulusan Mahasiswa UMN Menggunakan Algoritma Naïve Bayes, dan Regresi Logistik (Studi Kasus: Data Kelulusan Mahasiswa S1 Tahun Akademik 2018 Hingga 2020) by Pangestu, Christian
   
 
 
ANALISIS KETEPATAN WAKTU KELULUSAN 
MAHASISWA UMN MENGGUNAKAN ALGORITMA 
NAÏVE BAYES, DAN REGRESI LOGISTIK 
(Studi Kasus : Data Kelulusan Mahasiswa S1 
Tahun Akademik 2018 hingga 2020) 
SKRIPSI 
 
Diajukan Guna Memenuhi Persyaratan Memperoleh  
Gelar Sarjana Komputer (S.Kom.) 
Christian Pangestu Kuncoro 
00000020896 
PROGRAM STUDI SISTEM INFORMASI  
FAKULTAS TEKNIK DAN INFORMATIKA 
UNIVERSITAS MULTIMEDIA NUSANTARA  
TANGERANG  
2021











Proposal skripsi dengan judul 
 
“ANALISIS KETEPATAN WAKTU KELULUSAN MAHASISWA UMN 
MENGGUNAKAN ALGORITMA NAÏVE BAYES, DAN REGRESI LOGISTIK 




Christian Pangestu Kuncoro 
telah disetujui untuk diajukan pada 








Tangerang, 02 Juli 2021 
Menyetujui, 













Skripsi dengan judul 
 
“ANALISIS KETEPATAN WAKTU KELULUSAN MAHASISWA UMN 
MENGGUNAKAN ALGORITMA NAÏVE BAYES, DAN REGRESI LOGISTIK 




Christian Pangestu Kuncoro 
 
telah diujikan pada hari Selasa, 15 Juni 2021, 
pukul 13.00 s.d. 15.00 dan dinyatakan lulus 
dengan susunan penguji sebagai berikut. 
Ketua Sidang Penguji 










Ketua Program Studi Sistem Informasi - UMN 
 
 





ANALISIS WAKTU KELULUSAN MAHASISWA UMN 
MENGGUNAKAN ALGORITMA NAÏVE BAYES, DAN REGRESI 
LOGISTIK 
(Studi Kasus : Data Kelulusan Mahasiswa S1 Tahun Akademik 2018 hingga 2020 
Universitas Multimedia Nusantara) 
 
ABSTRAK 
Oleh: Christian Pangestu Kuncoro 
 
Pendidikan adalah salah satu hal terpenting di kehidupan manusia, dan di 
dunia pendidikan, umumnya untuk untuk mendapatkan gelar sarjana 
membutuhkan waktu 4 tahun atau 8 semester, dan diploma 3 tahun atau 6 
semester, tapi masih banyak mahasiswa yang lulus tidak tepat waktu, argumentasi 
logis dari penelitian ini adalah observasi atau penelitian untuk memecahkan 
masalah bahwa mahasiswa lulusan UMN dari tahun 2018-2020 mengalami 
penurunan rata-rata IPK, dan mahasiswa yang lulus tepat waktu meningkat, dari 
hal tersebut banyak faktor yang mempengaruhi. Tujuan dari penelitian ini adalah 
untuk mengetahui gambaran umum faktor apa saja yang mempengaruhi, lalu data 
analysis, dan visualisasi sehingga mahasiswa bisa lulus tepat waktu maupun tidak 
tepat waktu pada lulusan mahasiswa UMN tahun 2018-2020. 
 
Metode atau pendekatan yang digunakan untuk memecahkan masalah 
adalah data collection, variabel independen, variabel dependen, CRISP-DM, 
dengan tools SQLYog, untuk menyimpan data, rapid miner untuk data cleaning, 
lalu menghitung akurasi prediksi dengan rapid miner menggunakan algoritma 
Naïve Bayes, dan regresi logistik, menggunakan termasuk metode 10-fold 
validation, dan memvisualisasikan data dengan Tableau. 
 
Kesimpulan hasil akhir yang dikerjakan atau dicapai dari penelitian ini 
adalah untuk projek dapat memproses penyimpanan pentaho mysql sederhana, 
Untuk data mining Kesimpulannya, menyarankan menggunakan model dengan 
akurasi terbesar pada tiap semester pada prodi Sistem Informasi adalah untuk 
Semester 1 menggunakan model IPS–CrossValidationLogisticRegression, lalu 
Semester 2 hingga Semester 7 menggunakan model IPK-NaiveBayes (Normal) 
atau IPK-NaiveBayes (Traning Dengan CrossValidation), untuk Data Visualisasi, 
juga terdapat insight yang akan dibahas lebih lanjut di skripsi ini. 
 














UMN STUDENTS GRADUATION TIME ANALYSIS USING NAÏVE 
BAYES ALGORITHM, AND LOGISTIC REGRESSION ALGORITHM 
(Case Study: Data on Graduation of Undergraduate Students for Academic Year 
2018 to 2020 Multimedia Nusantara University) 
 
ABSTRACT 
By: Christian Pangestu Kuncoro 
 
 Education is one of the most important things in human life, and in the 
world of education, generally to get a bachelor's degree it takes 4 years or 8 
semesters, and a diploma 3 years or 6 semesters, but there are still many students 
who graduate not on time, logical argument from This research is an observation 
or research to solve the problem that UMN graduate students from 2018-2020 
experienced a decrease in the average GPA, and students who graduated on time 
increased, from this many factors influenced. The purpose of this study is to find 
out an overview of what factors influence, then data analysis, and visualization so 
that students can graduate on time or not on time for UMN student graduates in 
2018-2020. 
 
 The method or approach used to solve the problem is data collection, 
independent variable, dependent variable, CRISP-DM, with SQLYog tools, to 
store data, rapid miner for data cleaning, then calculate prediction accuracy with 
rapid miner using nave Bayes algorithm, and regression logistics, using the 
included 10-fold validation method, and visualizing the data with Tableau. 
 
 The conclusion of the final result that is done or achieved from this 
research is for the project to be able to process simple mysql pentaho storage, 
For data mining. 2 to Semester 7 using the GPA-NaiveBayes (Normal) or GPA-
NaiveBayes (Traning With CrossValidation) model, for Data Visualization, there 
are also insights that will be discussed further in this thesis. 
 














Segala puji dan syukur kepada Tuhan Yang Maha Esa yang telah 
mencurahkan hikmat, rahmat, dan pengetahuan sehingga dapat menyelesaikan 
skripsi dengan baik dan lancar. 
Laporan ini disusun sebagai guna memenuhi persyaratan memperoleh gelar 
Sarjana Komputer (S.Kom.) di jurusan Sistem Informasi fakultas teknik dan 
informatika Universitas Multimedia Nusantara, Tangerang. Selain itu, skripsi ini 
juga menjadi acuan dalam mengembangkan kompetensi dan pengetahuan 
terutama dalam bidang analisis dan perancangan sistem. Tujuan dari penyusunan 
laporan ini adalah untuk memberikan informasi dan pengetahuan mengenai 
penerapan metodologi pengembangan sistem dalam sebuah sistem melalui sebuah 
proyek atau data yang didapatkan untuk kepentingan bersama. 
Selama menyelesaikan penyusunan skripsi ini, banyak mendapatkan 
bimbingan, pengarahan dan bantuan yang sangat berharga dari berbagai pihak. 
Maka bertepatan pada kesempatan ini, ingin menyampaikan rasa terima kasih 
yang sebesar-besarnya kepada:  
1. Ibu Ririn Ikana Desanti, S.Kom., M.Kom., selaku Ketua Program Studi Sistem 
Informasi di Universitas Multimedia Nusantara yang telah mendukung dalam 
pembuatan proposal skripsi ini. 
2. Bapak Ir. Raymond Sunardi Oetama, M.C.I.S, selaku Dosen Pembimbing Skripsi. 
3. Seluruh dosen Sistem Informasi di UMN, Orang tua dan anak keluarga tercinta 





4. Seluruh sahabat di program studi S1 Sistem Informasi yang telah membantu dan 
memberikan semangat  dan arahan dalam penyusunan Skripsi ini. 
5. Seluruh sahabat di program studi lain yang telah ikut membantu dan memberikan 
arahan dalam penyusunan laporan ini. 
6. Serta kepada semua pihak yang telah memberikan motivasi serta arahan yang 
tidak dapat disebutkan semua.  
Laporan ini diharapkan dapat bermanfaat bagi pembaca yang membaca skripsi 
ini. Dari laporan skripsi ini sadar bahwa penulisan skripsi ini masih terdapat 
banyak kekurangan dari banyak segi, dan jauh dari kesempurnaan, saran dan 
kritik dapat menjadikan skripsi ini menjadi lebih baik. Oleh karena itu, kritik dan 
saran yang mengembangkan skripsi sangat diharapkan. 
Maka dari itu, dengan harapan semoga skripsi ini berdampak besar sesuai 
tujuan dan manfaat skripsi ini, khususnya bagi mahasiswa dan bagi pembaca 
lainnya, Amin. 
 
                                        Tangerang, 17 Oktober 2020 
 
 











PERNYATAAN ......................................................................................................... I 
HALAMAN PERSETUJUAN ................................................................................... II 
HALAMAN PENGESAHAN .................................................................................... III 
ABSTRAK ................................................................................................................. IV 
ABSTRACT ................................................................................................................. V 
KATA PENGANTAR ............................................................................................... VI 
DAFTAR ISI .............................................................................................................. VIII 
DAFTAR GAMBAR ................................................................................................. XI 
DAFTAR TABEL ...................................................................................................... XIV 
DAFTAR RUMUS .................................................................................................... XV 
BAB I  PENDAHULUAN ......................................................................................... 1 
1.1. Latar Belakang ............................................................................................... 1 
1.2. Rumusan Masalah .......................................................................................... 5 
1.3. Batasan Masalah............................................................................................. 6 
1.4. Tujuan Penelitian ........................................................................................... 7 
1.5. Manfaat Penelitian ......................................................................................... 7 
BAB II LANDASAN TEORI .................................................................................... 9 
2.1. Data Mining ................................................................................................... 9 
2.2. Klasifikasi ...................................................................................................... 10 
2.3. K-fold ............................................................................................................. 11 
2.4. Variabel .......................................................................................................... 12 
2.5. Algoritma Naïve Bayes ................................................................................... 12 
2.6. Confusion Matrix ........................................................................................... 14 
2.7. CRISP-DM ..................................................................................................... 15 
2.8. Algoritma Regresi Logistik Biner .................................................................. 16 
2.9. Data Visualisasi .............................................................................................. 19 





BAB III  METODOLOGI PENELITIAN ................................................................. 22 
3.1. Objek Penelitian ............................................................................................. 22 
3.2. Data Collection............................................................................................... 23 
3.3. Variabel Dependen / Variable Terikat ........................................................... 26 
3.4. Variabel Independen / Variabel Bebas ........................................................... 26 
3.5. Metode Penelitian........................................................................................... 27 
3.6. Alur Penelitian ............................................................................................... 29 
3.6.1. Business Understanding ......................................................................... 30 
3.6.2. Data Understanding ................................................................................ 31 
3.6.3. Data Preperation ..................................................................................... 32 
3.6.4. Modeling ................................................................................................ 33 
3.6.5. Evaluation .............................................................................................. 36 
3.6.6. Deployment ............................................................................................ 36 
BAB IV  ANALISIS DAN HASIL PENELITIAN ................................................... 37 
4.1. Business Understanding ................................................................................. 37 
4.2. Data Understanding ........................................................................................ 37 
4.3. Data Preparation ............................................................................................. 38 
4.4. Modeling ........................................................................................................ 42 
4.4.1. Semester 1 .............................................................................................. 42 
4.4.2. Semester 2 .............................................................................................. 45 
4.4.3. Semester Antara 1 .................................................................................. 48 
4.4.4. Semester 3 .............................................................................................. 52 
4.4.5. Semester 4 .............................................................................................. 55 
4.4.6. Semester Antara 2 .................................................................................. 59 
4.4.7. Semester 5 .............................................................................................. 63 
4.4.8. Semester 6 .............................................................................................. 66 
4.4.9. Semester Antara 3 .................................................................................. 70 
4.4.10. Semester 7 .......................................................................................... 73 
4.4.11. Data Visualisasi .................................................................................. 77 
4.5. Evaluation ...................................................................................................... 82 





5.1. Kesimpulan .................................................................................................... 85 
5.2. Saran ............................................................................................................... 86 
DAFTAR PUSTAKA ................................................................................................ 87 

























Gambar 1.1. Jumlah dan Presentase Prodi Lulusan Tidak Tepat Waktu UMN 
Tahun 2018-2020 .................................................................................................... 2 
Gambar 2.1. Gambar Data Mining .......................................................................... 9 
Gambar 2.2. Gambar K-fold validation ................................................................ 11 
Gambar 2.3. Grafik CRISP-DM ............................................................................ 15 
Gambar 3.1. Grafik CRISP-DM ............................................................................ 29 
Gambar 3.2. Diagram Alir 1 ................................................................................. 31 
Gambar 3.3. Diagram Alir 2 ................................................................................. 32 
Gambar 3.4. Diagram Alir 3 ................................................................................. 33 
Gambar 4.1. Data Skripsi Beserta Tabel ............................................................... 40 
Gambar 4.2. Proses Pemasukan data Dengan Setup Table ................................... 41 
Gambar 4.3. Gambar Database Schema ............................................................... 41 
Gambar 4.4. Data Cleaning ................................................................................... 42 
Gambar 4.5. IPS – CrossValidationLogisticRegression ....................................... 43 
Gambar 4.6. Proses Cross Validation IPS – CrossValidationLogisticRegression 44 
Gambar 4.7. Akurasi IPS – CrossValidationLogisticRegression ......................... 44 
Gambar 4.8. IPK - NaiveBayes (Normal) ............................................................. 45 
Gambar 4.9. Akurasi IPK - NaiveBayes (Normal) ................................................ 46 
Gambar 4.10. IPK - NaiveBayes (Traning Dengan CrossValidation) .................. 46 
Gambar 4.11. Proses Cross Validation IPK - NaiveBayes (Traning Dengan 
CrossValidation) ................................................................................................... 47 
Gambar 4.12. Akurasi IPK - NaiveBayes (Traning Dengan CrossValidation)..... 48 
Gambar 4.13. IPK - NaiveBayes (Normal) ........................................................... 48 
Gambar 4.14. Akurasi IPK - NaiveBayes (Normal) .............................................. 49 
Gambar 4.15. IPK - NaiveBayes (Traning Dengan CrossValidation) .................. 50 
Gambar 4.16. Proses Cross Validation IPK - NaiveBayes (Traning Dengan 
CrossValidation) ................................................................................................... 51 
Gambar 4.17. Akurasi IPK - NaiveBayes (Traning Dengan CrossValidation)..... 51 





Gambar 4.19. Akurasi IPS - NaiveBayes (Normal) .............................................. 53 
Gambar 4.20. IPS - NaiveBayes (Traning Dengan CrossValidation) ................... 53 
Gambar 4.21. Proses Cross Validation IPK - NaiveBayes (Traning Dengan 
CrossValidation) ................................................................................................... 54 
Gambar 4.22. Akurasi IPS - NaiveBayes (Traning Dengan CrossValidation) ..... 55 
Gambar 4.23. IPS - NaiveBayes (Normal) ............................................................ 55 
Gambar 4.24. IPS - NaiveBayes (Normal) ............................................................ 56 
Gambar 4.25. IPS - NaiveBayes (Traning Dengan CrossValidation) ................... 57 
Gambar 4.26. Proses Cross Validation IPK - NaiveBayes (Traning Dengan 
CrossValidation) ................................................................................................... 58 
Gambar 4.27. IPS - NaiveBayes (Traning Dengan CrossValidation) ................... 58 
Gambar 4.28. IPS - NaiveBayes (Normal) ............................................................ 59 
Gambar 4.29. Akurasi IPS - NaiveBayes (Normal) .............................................. 60 
Gambar 4.30. IPS - NaiveBayes (Traning Dengan CrossValidation) ................... 61 
Gambar 4.31. Proses Cross Validation IPK - NaiveBayes (Traning Dengan 
CrossValidation) ................................................................................................... 62 
Gambar 4.32. Akurasi IPS - NaiveBayes (Traning Dengan CrossValidation) ..... 62 
Gambar 4.33. IPS - NaiveBayes (Normal) ............................................................ 63 
Gambar 4.34. Akurasi IPS - NaiveBayes (Normal) .............................................. 64 
Gambar 4.35. IPS - NaiveBayes (Traning Dengan CrossValidation) ................... 64 
Gambar 4.36. Proses Cross Validation IPK - NaiveBayes (Traning Dengan 
CrossValidation) ................................................................................................... 65 
Gambar 4.37. Akurasi IPS - NaiveBayes (Traning Dengan CrossValidation) ..... 66 
Gambar 4.38. IPS - NaiveBayes (Normal) ............................................................ 67 
Gambar 4.39. Akurasi IPS - NaiveBayes (Normal) .............................................. 67 
Gambar 4.40. IPS - NaiveBayes (Traning Dengan CrossValidation) ................... 68 
Gambar 4.41. Proses Cross Validation IPK - NaiveBayes (Traning Dengan 
CrossValidation) ................................................................................................... 69 
Gambar 4.42. Akurasi IPS - NaiveBayes (Traning Dengan CrossValidation) ..... 69 
Gambar 4.43. IPS - NaiveBayes (Normal) ............................................................ 70 





Gambar 4.45. IPS - NaiveBayes (Traning Dengan CrossValidation) ................... 71 
Gambar 4.46. Proses Cross Validation IPK - NaiveBayes (Traning Dengan 
CrossValidation) ................................................................................................... 72 
Gambar 4.47. Akurasi IPS - NaiveBayes (Traning Dengan CrossValidation) ..... 73 
Gambar 4.48. IPS - NaiveBayes (Normal) ............................................................ 74 
Gambar 4.49. Akurasi IPS - NaiveBayes (Normal) .............................................. 74 
Gambar 4.50. IPS - NaiveBayes (Traning Dengan CrossValidation) ................... 75 
Gambar 4.51. Proses Cross Validation IPK - NaiveBayes (Traning Dengan 
CrossValidation) ................................................................................................... 76 
Gambar 4.52. Akurasi IPS - NaiveBayes (Traning Dengan CrossValidation) ..... 76 
Gambar 4.53. Grafik Total Ketepatan Waktu Kelulusan Mahasiswa UMN Tahun 
2018-2020 Berdasarkan Fakultas Dan Prodi......................................................... 77 
Gambar 4.54. Grafik Total Ketepatan Waktu Kelulusan Mahasiswa UMN Tahun 
2018-2020 Berdasarkan Jenis Kelamin ................................................................. 78 
Gambar 4.55. Grafik Rata-Rata IPK Lulus Mahasiswa UMN Tahun 2018-2020 
Berdasarkan Prodi ................................................................................................. 79 
Gambar 4.56. Jumlah dan Presentase Prodi Lulusan UMN Tahun 2018-2020 
Berdasarkan Prodi ................................................................................................. 80 
Gambar 4.57. Grafik Kategori Lulusan Berdasarkan Periode 2018-2020 ............ 81 
Gambar 4.58. Rata-Rata IPK Kelulusan Setiap Tahunnya di UMN Periode 2018-













Tabel 2.1. Struktur Confusion Matrix Secara Umum ........................................... 14 
Tabel 2.2. Tabel Penelitian Tedahulu ................................................................... 19 
Tabel 3.1. Tabel Attribut, Keterangan, dan Tipe Data .......................................... 23 
Tabel 3.2. Perbandingan Algoritma ...................................................................... 27 
Tabel 3.3. Perbandingan Software Data Mining ................................................... 34 
Tabel 3.4. Perbandingan Software Data Visualisasi ............................................. 35 
Tabel 4.1. Hasil Akurasi........................................................................................ 82 






















Rumus 2.1. Rumus Naïve Bayes ........................................................................... 13 
Rumus 2.2. Rumus Performa Model Confusion Matrix ....................................... 15 
Rumus 2.3. Rumus Logistic Regression ............................................................... 17 
 
 
 
 
