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This paper examines the performance of several biased, Stein-like and empirical 
Bayes estimators for the general linear statistical model under conditions of 
collinearity. A new criterion for deleting principal components, based on an 
unbiased estimator of risk, is introduced. Using a squared error measure and Monte 
Carlo sampling experiments, the resulting estimator’s performance is evaluated and 
compared with other traditional and non-traditional estimators. 0 1990 Academic 
Press. Inc. 
1. INTRODUCTION 
In this paper we consider, from an estimation and inference standpoint, 
a new approach to the problem of how to best cope with the problem of 
collinearity in non-experimentally generated data. A new criterion and a 
data based estimation rule are proposed and the corresponding statistical 
implications of using this rule are evaluated. 
1.1. Notation 
Consider the statistical model 
y=Xfl+e, (1.1) 
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where y is a (T x 1) random vector, X is a (T x K) design matrix of rank 
KG T, fl is a (K x 1) vector of unknown location parameters and e is a 
(T x 1) error vector distributed N(0, a’1,). 
The location vector p is unknown and the objective is to estimate it using 
an estimator 6(y) under quadratic loss 
Ufh 6(y), Ql = P(Y) - PI’ QC@Y) - PI, (1.2) 
where Q is a symmetric positive definite weight matrix. The sampling 
performance of the estimator 6(y) is evaluated by its expected loss, or risk, 
PUA h(y), Ql = -WO, WY), Ql>. (1.3) 
For the statistical model (1.1) the estimator b = (X’X) ’ X’y - 
N(fi, a’(X’X)-‘) is best unbiased and, under loss (1.2), is minimax. The 
estimator of the scale parameter b2 = (y - Xb)’ (y - Xb)/( T- K) = s/( T- K) 
is an unbiased estimator of rr2 and s/a’ - $- KI. 
Within the context of the statistical model (1.1 ), denote by V= 
(Vl > v2, .-., vK) the (K x K) matrix whose columns vi are the orthonormal 
characteristic vectors of the symmetric positive definite matrix X’X. Then 
V’ V= T/V’ = Z and V’X’XV = D = diag(d, , . . . . d,), where d, > d2 2 . . . z d, 
are the ordered characteristic roots of X’X. Using V we can transform the 
location parameter space of (1.1) as 
(1.4) 
where Z=XV= (z,, . . . . zK) is the (T x K) matrix of principal components 
with z: = Xv, and z:zi = di and 0 = V’fl. The reparameterized model (1.4) is 
the principal components regression model. 
1.2. The Principal Components (PC) Estimator 
When the X matrix is multicollinear, as passively generated data often 
are, the characteristic roots of X’X may differ substantially in magnitude 
with one or more of the roots being near zero. Consequently, if we use the 
maximum likelihood (ML) estimator of 8, 
6=(Z’Z)-‘Z’y=D-‘Z’y4(8, 02D-‘), 
the covariance matrix 
(1.5) 
cov(8) = Ce = a2D ~’ = a2 diag( l/d,, . . . . l/d,) (1.6) 
may contain some large values, indicating that some of the parameters of 
the location vector 0 may be relatively imprecisely estimated. Because of 
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this, when faced with ill-conditioned or multicollinear data, investigators 
frequently choose to reduce the informational demands on the sample by 
considering only a subspace of the parameter space. In the context of 
principal components regression, in order to improve the precision of 
estimation, it has been suggested that one or more of the zi)s in (1.4) be 
deleted. The remaining model is then estimated by least squares and 
estimates of the fI parameters obtained by the inverse transformation. That 
is, partition Z= (Z, : Z,) =X( V, : V,), where 2, represents the (K-J) 
components to be retained and Z, those J to be deleted. The resulting 
linear statistical model is 
y=Z,@, +Z,6,+e, (1.7) 
where 8, is (K- J) x 1 and 0, is (J x 1) are conformable partitions of 8. If 
we delete the variables relating to 0, then the ML-PC estimator of 8, is 
6, =q’z;y-iqe,, &y). (1.8) 
The resulting principal components estimator of II is b* = Vi@, and is 
equivalent to the restricted least squares estimator of fl in (1.4) subject to 
the sample specific restriction RfI = V;fi = 0 [S]. Consequently we may 
write the principal components estimator of 8 as 
(1.9) 
From an operational standpoint, a rule identifying the J components to 
delete is necessary, and from an inference standpoint, the statistical conse- 
quences of using this and other rules must be evaluated. 
If we use (1.2) as a measure of performance, the risk of the principal 
components estimator can be evaluated in either the fl or 8 parameter 
spaces. If we let @ be the set of J indices of deleted components, under 
squared error (Q = I) loss (SEL) the risk of b* is 
PM, b*, Q = 4 = EC@* -BY Q(b* - PII 
= zq(e,,,- ey vpqe,, - e)] 
(l.lOa) 
Under squared error of prediction loss (Q = X’X) the risk of b* becomes 
p(fi, b*, Q = X’X) = (K-J) o2 + c O;di 
is@ 
(l.lOb) 
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In each case the first term in the risk function is the variance component 
that declines as the number of components deleted increases. The second 
term is the bias component that is nondecreasing as the number of 
components deleted increases. Note that no additional risk is incurred 
from deleting a component if the associated parameter is zero or, under 
prediction loss, if the associated value of the characteristic root is zero. 
1.3. Objectives and Design 
Several principal components selection rules have been suggested in the 
literature (See, for example, [9, 8, 19, 143). The problem of choosing which 
principal components to retain, and which to delete, is equivalent to 
“assigning” an effective rank to the design matrix X. This problem has been 
studied by Vinod [24] (also [25, p. 181]), in the context of ridge 
regression, and the assigned deficiency in the rank of X is called the 
“multicollinearity allowance.” Also the principal components estimator is a 
generalized inverse least squares estimator [ 17; 20; 21, pp. 2943021. As 
such, the choice of which components to retain is equivalent to choosing 
an appropriate generalized inverse for X’X. 
Unfortunately, under traditional measures of loss, these rules have 
unsatisfactory sampling performance and the major question of how to 
“best” select the components to delete remains unanswered (see [lo]). 
Given this situation, in the sections ahead we use: (i) empirical Bayes 
procedures to specify an adaptive principal components estimator and (ii) 
Stein’s [23] unbiased risk estimator (SURE) as a basis for choosing the 
estimation rule and the components to exclude. Analytical and Monte 
Carlo procedures are then used to determine, under a squared error loss 
measure, the risk characteristics and to measure the risk gains of this and 
other competing estimators relative to the ML full model estimator. 
The plan of the paper is as follows: In Section 2 we develop an empirical 
Bayes estimator for the principal components regression model. Section 3 
contains the risk of the empirical Bayes estimator and the corresponding 
(SURE) and an adaptive version of the empirical Bayes estimator that 
truncates the parameter space. In Sections 4 and 5 we describe and sum- 
marize the results of the Monte Carlo sampling experiment that compares 
the performance of several estimation rules and in Section 6 we discuss the 
statistical implications of our results. 
2. BAYES AND EMPIRICAL BAYES PROCEDURES 
We have assumed for the principal components regression model (1.4) 
that y N N(Z0, 0~1,). If, from a Bayesian point of view, it is reasonable to 
assume that the prior uncertainty is proportional to that in the data [26], 
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we may specify a prior distribution rc(O) that is N(a, t2D -I). Under this 
specification and SEL, the mean of the posterior distribution is 
8,=E[BIy] =a+22(22+02)p’ (8-a) 
=a+(l--&)(6-a). 
Since T and a2 are unknown parameters, we can follow the empirical Bayes 
approach [3; 5-7; 2, Chap. 4; 15) and use the marginal distribution of y, 
where y N N(Za, 02Z,+ z*ZD- ‘Z’), as a basis for estimating the unknown 
parameters. Consequently, 
and 
Therefore, 
8=D-‘Z’y-N(a, (a*+z*)D-‘) 
(8-a)’ [(~‘-tz~)D~‘]~~ (&a)-&. 
(2.2) 
(2.3) 
(a2+z2)p’=E 
[ 
K-2 
(8-a)‘D@-a) 1 (2.4) 
and (K-2)/[(@-a)‘D@--a)] is an unbiased estimator of (a’ + 7’) ~ ‘. 
Furthermore, (T- K) c?*/( T - K+ 2) is the best scale invariant estimator 
of cr*. Substituting these results in (2.1) we have the empirical Bayes 
estimator for 8, 
(K-2) 
T-K+2 (@-a)‘D(ha) 1 (6-a). (2.5) 
In the absence of any other prior information, if as a first step we set the 
prior mean a = 0, the following traditional empirical Bayes estimator 
results, 
T-K+2 6’06 
(2.6) 
Under squared error loss this Stein-like estimator is minimax if 
K-2 < 2 tr( X’X) - ’ - 2/d, 
T-K+2’ (T-K+ 2)/d, 
or if 
d,tr(X’X))‘=dKtrDP’>(K/2)+1 
[ 13, p. 2421, where d, is the smallest characteristic root of X’X. In practice 
one would always use the positive part variant of 8,,= [ .] ‘6, where 
C.1’ = max(O, .). The corresponding estimator in the jl space is 
hB = m,. (2.7) 
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Alternatively if some linear restrictions on 8 are available, then a general 
empirical Bayes estimator is specified by Judge, Hill, and Bock [ 151. 
3. A TRUNCATED EMPIRICAL BAYES ESTIMATOR 
In choosing a basis to truncate or partition the location vector 8 or in 
choosing between estimation rules, the choice is usually made in terms of 
the overall expected risk gains. Empirical Bayes rules yield substantially 
smaller risk in certain regions of the parameter space. By selecting a prior 
mean or shrinkage vector for (2.5) that is close to the region of risk 
improvement, meaningful risk gains can be achieved in practice. However, 
since 8 in unknown and the prior mean must be selected before looking at 
the data, there is a question as to how to identify the region of risk 
improvement. In the case of the principal components estimator we make 
use of Stein’s [23] unbiased risk estimator (SURE) as a basis for making 
this shrinkage vector choice and thus choosing the components to delete. 
3.1. An Unbiased Risk Estimator for the Empirical Bayes Estimator 
If we adopt a squared error loss measure such that Q = I in (1.2), the 
risk of estimating 8 using O,, (2.6) with a = 0 is 
p(fj,fj,,, Q=z)=E (ij-e)-(T-K)d2(K-2)fi ’I (T-KS2)8’Dil ~1 
=~2trD-,--2(~--~(~-2)E WJ-0) 
T-K+2 [ 1 6’ D@a’ 
+ (K-2)2 (T-K) 
(T-K+2) +6,f;;2j2], (3.1) 
where we have used the results that (T-K) b2/a2 - &Kj and is 
independent of 8 and (@D6/a’). 
Using results of Stein [23] and Judge, Hill, and Bock [ 151, an unbiased 
estimator of the risk (3.1) is 
8wb,,e=z~=trD~,~ w-2) 2tr.r’ 
a2 T-K+2 6’ 06 
-(K+2)2c 1 (6’06)’ (3.2) 
The corresponding positive rule variant of Cl,, is 
e:.=[~-~]+~=z,,,,(B~D~).o+I,.~,,,(B.De).e,,, (3.3) 
683/32:2-IO 
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where a,=(T-K)8*(K-2)/(T-K+2) and I(.) is a zero-one indicator 
function. The unbiased estimator of the risk for f3,+, is 
Pme,+,,Q=~, 
CT* 
= I,, .,,@’ De) p(0, 0, Q = Z)/a’ 
(3.4) 
3.2. A Rule for Choosing the Dimension of J 
With this background, let us reconsider the principal components model 
(1.4) where the dimension of 0 is (K x 1) and 8, has dimension J-C K. 
Suppose we suspect that there will be a risk gain if we let f!12 =0 and 
truncate the parameter space by imposing these equality restrictions. Thus 
if we put a prior rc0(02) on 8, that has unit mass at zero and denote the 
resulting Bayes estimator as S,,(O,) = 0, the unbiased estimator of the risk 
for this estimator is 
iv,, h,(e,)) = (T-K) 62 lT- K+2) ll6,ll’- tr 0;‘. (3.5) 
If the appropriate dimension of 8, is known, the combined empirical 
Bayes estimator for 8, and S,,(tI,) = 0 should perform well in a frequentist 
risk context. Unfortunately, the proper risk reducing dimension of 8, is 
usually unknown. One solution to this problem, is to combine the results 
in (3.2) and (3.5) as follows: Define the truncated estimator of 0, 
(3.6) 
where the ‘estimator 8,, EB is based on the prior rc(O,) * N(0, x20;‘). The 
unbiased estimator of the risk gain of (3.6) over the ML estimator 8 is 
ael) el, EB? Q=Z)/a*+~(O,,O, Q=Z)/a*-p(8,8, Q=Z)/a’ 
=trD;‘-- e’el 
68 D,%)2 I 
T-K+2 A A 
+(T-K)8* 
8;8,-h-D;‘-ttrD-’ 
T-K+2 = 
s 
&6,-2 tr D;’ 
- ;T1;;;[?s!&(K,+2) @“, j. (3.7) 
I I I 0% D,%12 
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An adaptive empirical Bayes estimator in the principal components 
regression model results when J, the number of ordered components to 
delete, is chosen to maximize (3.7). 
Because of the complicated dependencies, an analytical analysis of the 
statistical implications of using this rule is difficult. Consequently, in the 
next two sections we present and summarize the results of Monte Carlo 
experiments designed to investigate the sampling performance of this 
estimator and to determine the magnitude of the possible comparative risk 
gains offered by this rule. 
The estimators whose sampling performance we investigate are the 
following: 
1. The least squares (LS/ML) estimator 0 = (2’2))’ Z’y. 
2. The empirical Bayes rule (2.7) (EMPBAYES) that shrinks the 
LS-ML estimates towards the origin. 
3. The truncated empirical Bayes estimator (TRUNBAYES), given 
in (3.6), where the choice of the optimum dimension for J= O,..., K- 3 is 
based on maximizing the estimated risk gain relative to that for the LS-ML 
rule. 
4. In order to provide a comparison to conventional model selection 
rules (see [la]) we also evaluate the risk properties of the (AKAIKE) 
pre-test-model selection rule estimator. This estimator, suggested by Akaike 
[ 11, selects the number of ordered principal components to delete by 
selecting the value of J that minimizes the AIC information criterion, 
AIC = 6’ 
T- (K- Ji) 
T 
~expLYK-J,YTl (4.1) 
where Sf is the estimator of a2 from the restricted model and J, is the 
number of components deleted. 
4. THE SAMPLING DESIGN 
In the sampling experiments we consider the performance of alternative 
estimators of 8 under varying degrees of multicollinearity and principal 
component specification error. As a starting point a random design matrix 
was drawn from a standard normal distribution with T= 30 and K= 10. A 
singular value decomposition was then performed, decomposing X as 
X= UD1’2V’, when U is a (T x K) matrix whose columns are the charac- 
teristic vectors associated with the nonzero roots of Xx’, and D and V are 
as previously defined. 
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Given this decomposition, the degree of multicollinearity is controlled by 
specifying alternative values for the characteristic roots of X’X No con- 
stant term was added to the resulting design matrix. The characterisic roots 
employed are presented in Table I. For each case tr(X’X) = C,?E i di = 10 so 
that the total variability in the data remains unchanged from case to case. 
In Case 1 the data are orthonormal. Case 2 exhibits linearly declining roots 
with one near exact linear dependency. In Case 3 there are several roots 
near zero. In Case 4 the roots are in three groupings, one of which has very 
small roots. 
The parameter vector 0 was chosen in four ways. First, 0 = L . c, where 
c is a (10 x 1) vector all of whose values are ( 1/1O)1’2 so c’c = 1, and L is 
a scalar and the length of the parameter vector. Second, 8 = L. c, where c 
is simply a random vector scaled to unit length and c’ = (-0.219, 0.319, 
0.365, 0.085, -0.192, 0.256, -0.440, 0.094, 0.388, -0.504). Third, 
8= L .vK, where vK= (-0.118, 0.225, 0.090, -0.176, -0.253, 0.015, 0.657, 
-0.032, 0.186, -0.604)’ is the characteristic vector of X’X associated with 
the smallest characteristic root. This parameter vector orientation is often 
taken as the “worst case” scenario for ridge-like shrinkage rules. See 
McDonald and Galarneau [ 18, p. 4091. Fourth, 0 = L . v,, where 
v, =(-0.276, 0.167, 0.134, 0.604, -0.163, 0.358, -0.444, -0.251, 0.258, 
-0.176)’ is the characteristic vector of X’X associated with the largest 
characteristic root. This parameter vector orientation is a “best-case” 
scenario for ridge-like shrinkage rules. 
The length parameter L takes the values 0, 1, . . . . 10, 12, 15, 20, 30, and 
40. This results in a range of population R2 = 0’ OO/(W DO + T) values 
from 0 to approximately 0.98. This measure of signal-to-noise is 
appropriate since the regression plane passes through the origin and the 
error variance cr* is chosen to be unity. 
TABLE I 
Characteristic Roots of X’T for Alternative Cases 
Case 1 Case 2 Case 3 Case 4 
1.0 2.000 
1.0 1.778 
1.0 1.556 
1.0 1.333 
1.0 1.111 
1.0 0.889 
1.0 0.667 
1.0 0.444 
1.0 0.222 
1.0 1 x 10-g 
3.2 
3.2 
3.2 
0.1 
0.1 
0.1 
0.1 
1 x lo-9 
1 x lo-9 
1 x 1om9 
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As L increases, the specification error, as meaured by the noncentrality 
parameter O'R'(RD-'R')-' RO/202 associated with the prior information 
Rtl= 0 embodied in each estimator, also increases. Thus as L increases 
from 0 to 40 the appropriateness of shrinking some or all the parameters 
to zero diminishes. 
For each specification of D and 8, 500 samples were generated by adding 
to Ztl a vector of random disturbances from a N(0, I,,) population. The 
GAUSS software [ 121 was used for all computations. The GAUSS random 
number generator RNDNS was used to generate the random disturbances. 
A priori, we expect root configurations 3 and 4 in Table I to be favorable 
to the estimators 8, and AKAIKE that truncate the parameter space. Case 
1 favors the EMPBAYES estimator, which like the conventional Stein- 
rules, shrinks proportionally. Finally, Case 2 is the most difficult for 
shrinkage and truncation rules since there is but one small root. Under 
squared error (Q = I) loss this situation commonly leads to failure of 
conventional, minimax Stein-rules to uniformly improve over LS. Further- 
more, in this case the performance of the truncation rules is uncertain since 
it is not clear, a priori, how many variables should be deleted. 
5. SUMMARY OF MONTE CARLO RESULTS 
In this section we summarize the Monte Carlo results obtained from the 
sampling experiment described in Section 4. In all these are 28 parameter- 
loss function-root configuration scenarios. We found that the relationships 
between the risks of the alternative estimators were not changed substan- 
tially by considering alternative parameter orientations. Consequently, only 
the least favorable orientations’ results are discussed here. Furthermore, the 
basic relationships obtained for root configurations three and four are 
essentially the same. Therefore, only live of the 28 scenarios are discussed 
in detail. Information on particular results not included may be obtained 
from the senior author. 
The first set of results is summarized in Fig. 1. In this “base” case result 
the characteristic roots are all equal to 1.0. For this case the loss weight 
matrix Q = Z= X’X and thus mean squared error and mean squared 
prediction error are identical. In Fig. 1 the empirical risks of the estimators 
relative to that of the LS-ML estimator are presented. As noted earlier the 
horizontal axis, measuring parameter length, measures the specification 
error of the restrictions and signal-to-noise ratio. To give a frame of 
reference for comparisons, the true risk of the LS estimator in this case is 
10.0 and its empirical risk is 9.60 with standard deviation 0.2. 
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In Fig. 1, in terms of the empirical risk function, the simple empirical 
Bayes rule dominates its competitors over all values of the parameter space. 
In a model with’ an orthonormal design matrix and equal parameters, 
proportional shrinkage of all the parameters by the same fraction is 
appropriate. Here, of course, the parameter values are not equal. At the 
origin the risk of EMPBAYES is less than 30% that of LS. As the length 
of the parameter vector increases the specification error implicit in the 
prior restrictions that all the parameters are zero increases and the percent 
of improvement over LS-ML diminishes. In this scenario, as it should be, 
the EMPBAYES estimator has empirical risk less than or equal to that of 
the LS-ML estimator. 
The empirical risk characteristics of the AKAIKE model selection 
estimator in Fig. 1 are classically typical of the discontinuous “pre-test” 
estimators. Close to the origin, where the priors that individual parameter 
values are zero are nearly correct, the risk of AKAIKE is less than that of 
the LS-ML estimator. However, the risk of this pre-test estimator crosses 
the risk of the LS-ML estimator when the parameter vector length is 
approximately 3 (R* = 0.23) rises to a maximum and then approaches the 
risk of the LS estimator from above as the parameter length, R* and 
hypothesis specification error increase. 
Finally, the truncated empirical Bayes estimator TRUNBAYES has risk 
‘.4 1’1’1’1’1’1’1’1’1 
I.0 
/ 
\ 
‘A 
‘. 
L - 
I ,a-./’ 
c,m-.C.-. -.-.-.-.. 
..-’ -.*. T* 
0.6 - / 
j ,/’ 
i ,J’ 
// jT 
-/I /;” 
0.4 - ,’ 0 EMPBAYEs 
-,,d 
. TRUNBAYES 
A AKAIKE 
0.2 I I I ( I, I3 I I I I I I 
0 2 4 6 6 IO I2 I4 I6 
PARAMETER VECTOR LENGTH 
FIG. 1. Empirical risk functions when Q = I, d= d,. 
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virtually identical to that of EMPBAYES at the origin and at the largest 
parameter length, but its empirical risk is somewhat larger up to L = 7 
(R* = 0.62). This performance is very consistent with how the estimator is 
supposed to work. Recall that TRUNBAYES chooses J= 0, 1, 2, . . . . K- 3 
ordered principal components to delete, based on an unbiased estimator of 
the risk. At the origin, either shrinking the parameters towards zero, or 
setting them to zero, is appropriate, as the estimator’s risk indicates. As the 
parameter vector lengthens some components are deleted. This action is 
not as appropriate as retaining them and, under EMPBAYES, shrinking 
towards zero. Consequently, TRUNBAYES does not perform as well as 
EMPBAYES in the intermediate parameter vector region. Finally, when 
the parameter values are “large enough,” TRUNBAYES becomes virtually 
identical to EMPBAYES, as few, if any, components are deleted. The 
empirical risk evidence suggests that the truncated empirical Bayes estima- 
tion is minimax but dominated by the traditional empirical Bayes 
estimator. In each case the estimators performed in a manner consistent 
with expectations, given our knowledge of the characteristic roots and true 
parameter values. 
In Fig. 2 we examine the performance of the three estimators under 
squared error loss and the second characteristic root conliguration is 
assumed. This characteristic root configuration, with just one very small 
root, is the most difficult from the point of view of obtaining a minimax 
estimator. This is emphasized by the fact that the minimaxity condition for 
the empirical Bayes estimator is not satisfied. The true risk of the LS 
estimator is l.Oe + 9 and its empirical risk is 8.81e + 8. The standard devia- 
tion of the risk of the LS estimator is 0.56e + 8, which is greater than that 
of the other estimators, especially near the origin. For example, the 
standard deviation of the risk of EMPBAYES at the origin is 0.187e + 8, 
that of TRUNBAYES is 0.175e + 8 and that of AKAIKE is 0.288e + 8. 
Despite the fact that EMPBAYES is not minimax, under this loss 
function, its empirical risk is less than that of LS risk over the range of 
parameter values considered. At parameter length 40 the population R* is 
0.98. The risks of the estimators TRUNBAYES and AKAIKE are very 
similar up to parameter length 10 (R*=0.77). After this the truncated 
empirical Bayes estimator is risk superior to the AIC estimator. What is 
remarkable about these results is that even at very large signal-to-noise 
ratios the empirical risks of TRUNBAYES and AKAIKE is only 60 and 
70% of that of LS-ML, respectively. These findings are duplicated in the 
other parameter orientation. In this situation all three estimators perform 
well. As expected in this scenario the potential risk gains to truncation are 
loudly signaled. 
In Fig. 3 the estimators’ performance is evaluated under squared error 
loss. The characteristic roots are bunched into two “tiers” with one set 
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FIG. 2. Empirical risk functions when Q = I, d= d, 
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FIG. 3. Empirical risk functions when Q = 1, d= d3. I . . iri l ri  f ti     I,  =  
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being small (condition numbers = 200). Note that all the estimators have 
empirical risks that are superior to that of the LS-ML estimator and that 
TRUNBAYES and AKAIKE have risk functions that are essentially identi- 
cal and have maximum risk that is but 45% of the risk of the least squares 
estimator. 
In Fig. 4 the measure of loss is squared error of prediction and the 
characteristic root configuration has one very small root. The empirical 
risks of EMPBAYES and TRUNBAYES are very similar and over the 
entire range of parameter lengths have empirical risks that are less than 
that of the LS-ML estimator. The AKAIKE rule is dominated by both 
variants of the empirical Bayes rules and exhibits the usual “pre-test” 
estimator risk characteristics. 
Finally, in Fig. 5, the risks of the three estimators are evaluated under 
squared error of prediction loss with the characteristic root configuration 
having two tiers. In terms of empirical risks the truncated empirical Bayes 
rule TRUNBAYES dominates both EMPBAYES and AKAIKE over the 
range of parameter values considered. 
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FIG. 4. Empirical risk functions when Q = X’X, d = d,. 
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FIG. 5. Empirical risk functions when Q = X’X, d = d,. 
6. SUMMARY AND CONCLUSIONS 
In this paper we have considered the use of several biased estimators for 
the parameters of the linear statistical model, in principal components 
form. These estimators fall into two categories. First, estimators that shrink 
all LS-ML parameter estimates towards the origin but do not reduce the 
dimension of the parameter space. In this class are the empirical 
Bayes-Stein-like rule, that shrinks coefficients proportionally, and a limited 
translation estimator (NEWSTEIN) proposed by Dey and Berger [4]. 
In the second class are estimators that truncate the parameter space in 
one way or another by leaving out some principal components. This class 
includes the truncated empirical Bayes rule, a model selection-pre-test 
estimator based on minimizing Akaike’s AIC criterion and an estimator 
(EXTSTEIN) proposed by Judge et al. [ 161 that combines truncation with 
a partitioned Stein estimator. The truncated empirical Bayes rule, intro- 
duced in this paper, is an adaptive data based estimator that uses an 
unbiased estimate of risk to choose the number of principal components to 
delete. 
The Monte Carlo experiments we performed were based on data that 
exhibited varying degrees and types of multicollinearity, four different 
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parameter vector orientations, and a variety of parameter lengths. The 
conclusion we draw on the basis of our sampling experiments is that the 
truncated empirical Bayes estimator has desirable risk properties under 
both squared error and squared error of prediction loss. This conclusion is 
strengthened by the fact that it is independent of the multicollinearity in 
the data. That is, the truncated empirical Bayes estimator performs well in 
all the environments we explored. Furthermore, the truncated empirical 
Bayes rule does not display the typical non-optimal risk characteristics that 
are consistent with pre-test estimators such as AKAIKE and Mundlak’s 
[ 191 rule. The truncated empirical Bayes’ rule, like other truncation rules, 
is not a minimax rule. However, the empirical risk of TRUNBAYES 
exceeded that of LS-ML in only 2 of our 28 experiments and then by 5% 
or less at high R2 values under squared error of prediction loss. This is 
consistent with the general finding that truncation rules perform relatively 
better under squared error loss than squared error of prediction loss. 
The estimators based on the work of Dey and Berger (NEWSTEIN) [4] 
and Judge et al. (EXTSTEIN) [ 161 were not discussed as they have been 
studied elsewhere and behaved exactly as expected. In brief, they performed 
very well under root configurations 3 and 4 and squared error loss, with 
EXTSTEIN behaving like TRUNBAYES and NEWSTEIN as an average 
of EXTSTEIN and EMPBAYES. The estimator EXSTEIN performed the 
best of all rules over much of the parameter space under squared error loss, 
where the characteristic roots were unequal. Interested readers can obtain 
tables presenting complete results from the senior author. 
All these results hold within the context of the principal components 
regression model. More generally, unbiased, or improved estimators of risk 
[ 111 can serve as a basis for choosing sets of linear parametric constraints 
from a “pool” of potential constraints. Thus by following procedures out- 
lined in this paper, a risk superior alternative to preliminary hypothesis 
testing is provided when seeking the optimum set of competing restrictions. 
In this context the chosen set of constraints serves as a basis for choosing 
a restricted estimator towards which a general empirical Bayes estimator 
should shrink. The performance of such rules is the focus of continuing 
research on the practice of combining sample and non-sample information. 
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