Recent work by Hudgins [l] has proposed a neural netwark-based approach to classifying the myoelectric signal (MES) elicited at the onset of movement of the upper limb. A standard feedforward artificial network was trained (using the backpropagation algorithm) to discriminate amongst four classes of upperlimb movements from the MES, acquired from the biceps and triceps muscles. The approach has demonstrated a powerful means of classifying limb function intent from the MES during natural muscular contraction, but the static nature of the network architecture fails to fully characterize the dynamic structure inherent in the MES. It has been demonstrated [2] that a finite-impulse response (FIR) network has the ability to incorporate the temporal structure of a signal, representing the relationships between events in time and providing translation invariance of the relevant feature set. The application of this network architecture to limb function discrimination from the MES is described here.
INT RO D U CTI o N
A dynamic network architecture (and an associated learning scheme) has been proposed by Waibel [3] that addresses these limitations of static networks. A time-delay neural network (TDNN) was applied to phoneme recognition. The phoneme recognition problem resembles the MES classification problem: the nonstationary origin of both signals challenges a classification scheme to incorporate the dynamic structure into its decision space. The scheme described by Waibel, however, neccesitates constraints amongst the network weights during training; a redundant a.rchitecture requiring a prohibitive training regimen results.
Wan [2] has provided an analytical bask of this network architecture -which he termed a "FIR network" -and has described a more elegant (and efficient) training scheme. Wan described the training scheme -tempoml backpropagation -in the context of the problem of time series prediction. This work extends that of Wan to apply the FIR structure and temporal backpropagation to pattern recognition. The case of MES classification is presented as a specific application. The FIR network is very similar to a standard feedforward network, except that each synaptic connection is actually a FIR filter, rather than a simple scalar ( Figure 1 ). The neural network no longer performs a simple static mapping from input to output: internal memory has now been added. Since there are no feedback loops, the network as a whole is still FIR.
'
The coefficients for the synaptic filter connecting neuron i to neuron j i n layer 1 is specified by the vector 
RESULTS
The network was used to classify 240 msec bursts of MES, described above. Initially, the same feature set chosen by Hudgins was used (zero-crossings, trace length, mean absolute value and differential mean absolute value), acquired from each of six 40 msec time frames. Thus, T = 6 and the sum of the FIR network orders must be 5. A three-layer network with Nodes: 4 x 1 2~4 and Orders: 0 : 5 : 0 was specified. The classification performance of the FIR network and a standard backpropagation network were compared: the classification performance of both networks is essentially identical. Using the temporally-segemented, feature-based representation of the MES, the FIR network has demonstrated that it yields at least the classification performance of a static network.
The strength of the FIR network however, is in capturing the temporal structure of a waveform, suggesting a signal representation that is as temporally resolved as possible -perhaps the raw signal itself. To capture the temporal dimension of a waveform pattern, a static network would need to contain many time-delayed inputs and thus, many more weights. Network training complexity grows quadratically and network generalization suffers with additional weights. The FIR network implements the time delays longitudinally; additional time delays (and thus, data points per raw pattern presentation) add to training complexity linearly [2] . A waoeformbased FIR network classification scheme is the subject of current and future investigation. For signals of finite support, as are the MES burst patterns here, a waveform classifier offers significant advantages:
1. It may act as a continuous classifier. The network can be trained on a continuous stream of input data, with an associated continuous desired response, identifying the regions of asserted input patterns. A network trained in this manner would be capable of acting as a on-line classifier, identifying a valid class (limb movement intent) from a continuous waveform input.
2. It m a y be trained to classify using a subset of the entire pattern. Instead of training the classifier to approach a desired response only at the instant the entire waveform fills the network (and zero everywhere else), a weighted mnge of nonzero desired response is given. Specifying the desired response to build from zero (when valid class data is first presented) to a maximum (when the data has filled the network) assigns a confidence mnge on the output of the network.
The network now acts as a sequential classifier: if the output exceeds a confidence threshold, possibly before all data has been presented, a classification result is available. The availability of a result upon a subset of the entire input pattern would decrease the response time of the classifier; sequential classification has been the goal of previous work using amplitude-based schemes [4] . Classification with partial data is not possible using a static network; all data must be presented simultaneously for the result to be meaningful.
Data will be available to illustrate the gains suggested by a waveform-based FIR network classifier.
