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1. Introduction and summary
We say that a vector x = (x1, x2, . . . , xn) ∈ Rn is weakly majorized by a vector y = (y1, y2, . . . , yn) ∈ Rn , in symbols
x ≺w y, if ∑ki=1 x[i] ∑ki=1 y[i] for all k = 1,2, . . . ,n (see [7, p. 10]). If in addition equality holds for k = n then we say
that x is majorized by y, in symbols x ≺m y (see [7, p. 7]). Here the symbol z[i] stands for the ith largest entry of a vector
z = (z1, z2, . . . , zn) in Rn , i = 1,2, . . . ,n.
A vector x = (x1, x2, . . . , xn) ∈ Rn is said to be absolutely weaklymajorized by a vector y = (y1, y2, . . . , yn) ∈ Rn , in symbols
x ≺aw y, if |x| ≺w |y|, where |x| = (|x1|, |x2|, . . . , |xn|) and |y| = (|y1|, |y2|, . . . , |yn|).
It is well known (see [15] and [3]) that for x, y ∈ Rn ,
x ≺m y iff x ∈ convPn y, (1)
x ≺aw y iff x ∈ convPnCn y, (2)
where Pn is the group of n × n permutation matrices, Cn is the group of n × n diagonal orthogonal matrices, and convPn y
and convPnCn y denote the convex hulls of the orbits Pn y = {yp: p ∈ Pn} and PnCn y = {ycp: c ∈ Cn, p ∈ Pn}, respectively.
A real function F deﬁned on Rn is said to be symmetric if
F (xi1 , . . . , xin ) = F (x1, . . . , xn)
for all vectors (x1, . . . , xn) ∈ Rn and permutations (i1, . . . , in) of (1, . . . ,n).
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x ≺m y implies F (x) F (y).
A differential characterization of Schur-convex functions is included in the following Schur–Ostrowski theorem (cf. [1]).
Theorem A. (See Schur [16] and Ostrowski [14].) Assume that F is a symmetric real function having a differential on Rn. Then a
necessary and suﬃcient condition that F be a Schur-convex function on Rn is
(zi − z j)
(
∂ F
∂zi
(z) − ∂ F
∂z j
(z)
)
 0 for z ∈ Rn and i, j = 1,2, . . . ,n. (3)
Statement (3) is called Schur–Ostrowski’s condition (in short, S–O condition).
Let V be a real linear space with inner product 〈·,·〉, and let G be a subgroup of the orthogonal group O (V ) acting on V .
We deﬁne a relation ≺G on V as follows.
For x, y ∈ V , we write
x ≺G y iff x ∈ convGy, (4)
where convGy denotes the convex hull of the orbit Gy = {gy: g ∈ G} (cf. (1) and (2)). The relation ≺G is called group
majorization w.r.t. G , abbreviated as G-majorization [3–6,10,17]. Clearly, ≺G is a preordering on V .
A function F deﬁned on V is said to be G-invariant w.r.t. the group G if
F (gx) = F (x) for x ∈ V and g ∈ G.
A function F deﬁned on V is said to be G-increasing w.r.t. the group G if for x, y ∈ V ,
x ≺G y implies F (x) F (y).
We say that a group G ⊂ O (V ) is a reﬂection group if G is the closure of a subgroup of O (V ) generated by some set of
the reﬂections
Srx = x− 2 〈x, r〉〈r, r〉 r for x ∈ V ,
where 0 = r ∈ V .
Theorem B. (See Eaton and Perlman [5].) Let G be a reﬂection group acting on Rn. Assume that F is a G-invariant real function
possessing a differential on Rn. Then a necessary and suﬃcient condition that F be G-increasing on Rn is
〈z, r〉 · 〈∇ F (z), r〉 0 for z ∈ Rn and r ∈ Rn such that Sr ∈ G, (5)
where ∇ F (z) denotes the gradient of F at z.
The purpose of this paper is to generalize the suﬃciency part of Theorem A on Schur-convex functions and of Theorem B
on G-increasing functions. To do so, we employ separable vectors presented in Section 2. In Section 3 we use separable
vectors in place of majorized ones, and we apply a generalized S–O condition (see Theorem 4). We utilize the obtained result
for cone orderings (see Section 4) and for group-induced cone orderings (see Section 5). Section 6 deals with interpretations
of the results for absolutely weak majorization on Rn and for G-majorization ordering induced by the group of unitary
equivalences acting on the space Mn of complex matrices.
2. Separable vectors
In this largely expository section, we present some terminology concerning the notion of separability of vectors, quoted
from [11–13] with minor modiﬁcations.
Throughout this section, unless otherwise stated, V is a real linear space with inner product 〈·,·〉.
Let e = (e1, . . . , en) be a sequence of vectors in V . Assume v ∈ V and μ ∈ R. Let J1 and J2 be two sets of indices such
that J1 ∪ J2 = {1,2, . . . ,n}. A vector z ∈ V is said to be μ, v-separable (resp. strictly μ, v-separable) on J1 and J2 with
respect to e if
〈z − μv, ei〉 (>) 0 for i ∈ J1, and 〈z − μv, e j〉 (<) 0 for j ∈ J2. (6)
If v is e-positive, i.e., if 〈v, ei〉 > 0 for all i = 1,2, . . . ,n, then (6) means that
〈z, ei〉
〈v, e 〉  (>) μ (>)
〈z, e j〉
〈v, e 〉 for i ∈ J1 and i ∈ J2. (7)i j
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z ∈ V is μ, v-separable (resp. strictly μ, v-separable) on J1 and J2 w.r.t. e.
Notice that a vector z ∈ V is μ, v-separable (strictly μ, v-separable) on J1 and J2 w.r.t. e if and only if P z is
μ, P v-separable (strictly μ, P v-separable) on J1 and J2 w.r.t. e, where P stands for the orthoprojector from V onto
span{e1, e2, . . . , en}.
Example 1. A vector z = (z1, z2, . . . , zn) ∈ Rn is said to be star-shaped if
z1
1
 z2
2
 · · · zn
n
(8)
(see [12, p. 1770]).
We shall show how to interpret the star-shapedness of z as a kind of separability of z.
Let V = Rn with the standard inner product
〈a,b〉 =
n∑
k=1
akbk for a = (a1,a2, . . . ,an) and b = (b1,b2, . . . ,bn). (9)
Take v = (1,2, . . . ,n). Choose e to be the standard orthonormal basis in V = Rn , i.e.,
ek = (0, . . . ,0︸ ︷︷ ︸
k−1 times
,1,0, . . . ,0) for k = 1,2, . . . ,n.
Then (8) can be rewritten as
〈z, e1〉
〈v, e1〉 
〈z, e2〉
〈v, e2〉  · · ·
〈z, en〉
〈v, en〉 .
For arbitrary m ∈ {0,1, . . . ,n}, take μ to be any number between 〈z,em〉〈v,em〉 and
〈z,em+1〉
〈v,em+1〉 (with the convention that〈z,e0〉〈v,e0〉 = −∞ and
〈z,en+1〉
〈v,en+1〉 = ∞). Then (7) is fulﬁlled for J1 = {m+1,m+2, . . . ,n} and J2 = {1,2, . . . ,m}. In other words, z is
μ, v-separable w.r.t. e on J1 and J2 for each m ∈ {0,1, . . . ,n}.
Example 2. In this example we demonstrate that the majorization relation x ≺m y is connected with the μ-separability of
the difference y − x for μ = 0.
Let x = (x1, x2, . . . , xn) ∈ Rn and y = (y1, y2, . . . , yn) ∈ Rn with x1  x2  · · · xn and y1  y2  · · · yn . Assume that x
is majorized by y. That is,
k∑
i=1
(yi − xi) 0 =
n∑
i=1
(yi − xi) for all k = 1,2, . . . ,n (10)
(see Section 1).
Consider V = Rn with inner product given by (9). Put v = (1, . . . ,1) ∈ Rn and
ek = (1, . . . ,1︸ ︷︷ ︸
k times
,0, . . . ,0) for k = 1,2, . . . ,n.
Then (10) reads
〈y − x, ek〉 0 = 〈y − x, en〉 for all k = 1,2, . . . ,n.
Taking μ = 0 one has
〈y − x− μv, ei〉 0 = 〈y − x− μv, e j〉 for i ∈ J1 and j ∈ J2,
where J1 = {1,2, . . . ,n} and J2 = {n}. Thus the vector z = y − x is μ, v-separable w.r.t. e on J1 and J2 for μ = 0 (see (6)).
We return to deﬁnitions.
Let e = (e1, . . . , en) and d = (d1, . . . ,dn) be two sequences of vectors in V . Assume v,w ∈ V and μ,λ ∈ R. Two vectors
a,b ∈ V are said to be similarly separable w.r.t. (μ, v, e;λ,w,d) if there exist index sets J1 and J2 with J1∪ J2 = {1,2, . . . ,n}
such that
(i) a is μ, v-separable on J1 and J2 w.r.t. e,
(ii) b is λ,w-separable on J1 and J2 w.r.t. d
(see [13]).
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i, j = 1,2, . . . ,n.
Observe that if e and d are dual then the vectors of e are linearly independent and so are the vectors of d.
See [11–13] for examples of similarly separable vectors for concrete dual bases e and d in V = Rn and vectors v,w ∈ Rn .
The proof of the forthcoming Lemma 3 is based on the idea of [12, Lemma 2.1] with the additional usage of the ortho-
projector from V onto W . We include it for completeness.
Lemma 3. (Cf. [12, Lemma 2.1].) Let W be a ﬁnite-dimensional subspace of V and e = (e1, . . . , en) and d = (d1, . . . ,dn) be dual bases
in W .
Let a,b ∈ V be similarly separable vectors w.r.t. (μ, v, e;λ,w,d), where v,w ∈ V with 〈v,w〉 > 0, μ ∈ R and λ = 〈b, v〉/〈w, v〉.
Assume a − μv ∈ W and/or b − λw ∈ W .
Then the following inequality holds:
〈a,b〉〈v,w〉 − 〈a,w〉〈b, v〉 0. (11)
Proof. Denote
T (a,b, v,w) = 〈a,b〉〈v,w〉 − 〈a,w〉〈b, v〉.
It is easy to check that
T (a,b, v,w) = 〈v,w〉〈a,b − λw〉.
Moreover, we have
〈v,b − λw〉 = 0.
Hence we get
T (a,b, v,w) = 〈v,w〉〈a − μv,b − λw〉.
But a − μv ∈ W and/or b − λw ∈ W , so
T (a,b, v,w) = 〈v,w〉〈P (a − μv), P (b − λw)〉,
where P : V → W stands for the orthoprojector from V onto W .
Since d and e are dual bases in W , we obtain
T (a,b, v,w) = 〈v,w〉
n∑
k=1
〈
P (a − μv), ek
〉〈
P (b − λw),dk
〉
= 〈v,w〉
n∑
k=1
〈a − μv, Pek〉〈b − λw, Pdk〉.
On the other hand, ek,dk ∈ W , so we derive that
T (a,b, v,w) = 〈v,w〉
n∑
k=1
〈a − μv, ek〉〈b − λw,dk〉. (12)
According to conditions (i)–(ii) there exist index sets J1 and J2 with J1 ∪ J2 = {1,2, . . . ,n} such that
〈a − μv, ei〉 0 for i ∈ J1, and 〈a − μv, e j〉 0 for j ∈ J2, (13)
〈b − λw,di〉 0 for i ∈ J1, and 〈b − λw,d j〉 0 for j ∈ J2. (14)
In consequence,
〈a − μv, ek〉 = 0 and 〈b − λw,dk〉 = 0 for k ∈ J1 ∩ J2. (15)
Because J1 \ J2, J1 ∩ J2 and J2 \ J1 are disjoint sets, and
( J1 \ J2) ∪ ( J1 ∩ J2) ∪ ( J2 \ J1) = {1,2, . . . ,n},
it now easily follows from (12) that
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( ∑
k∈ J1\ J2
〈a − μv, ek〉〈b − λw,dk〉
+
∑
k∈ J1∩ J2
〈a − μv, ek〉〈b − λw,dk〉 +
∑
k∈ J2\ J1
〈a − μv, ek〉〈b − λw,dk〉
)
.
Combining this with (13), (14) and (15) gives
T (a,b, v,w) 0,
as required. 
3. Increasing functions and generalized Schur–Ostrowski condition
In the rest of this paper, unless otherwise stated, V is a real Hilbert space with inner product 〈·,·〉 and norm ‖ ·‖ = 〈·,·〉 12 .
For x, y ∈ V we denote
[x, y] := {z = (1− t)x+ ty ∈ V : t ∈ [0,1] ⊂ R}.
For a function F : A → R with convex A ⊂ V , the symbol ∇h F (z) stands for the directional derivative of F in the direction
h ∈ V at the point z, that is
∇h F (z) := lim
t→0
F (z + th) − F (z)
t
.
By ∇ F (z) we denote the gradient of F at z, that is
∇h F (z) =
〈∇ F (z),h〉 for all h ∈ V ,
provided the map V  h → ∇h F (z) ∈ R is linear and continuous.
Given a convex set A ⊂ V and points x, y ∈ A and w ∈ V we introduce the following classes of real functions on A.
FGSOC(A, x, y) is the set of all differentiable functions F : A → R satisfying the following generalized Schur–Ostrowski
condition (GSOC):
For each μ ∈ R and z ∈ [x, y] there exists μ˜ ∈ R such that
〈z − μv, ei〉 ·
〈∇ F (z) − μ˜v, ei 〉 0 for i = 1,2, . . . ,n. (16)
FIDD(A, x, y;w) is the set of all differentiable functions F : A → R such that
the maps t → ∇y−x F
(
x+ t(y − x)) and t → ∇w F (x+ t(y − x)) are integrable on [0,1]. (17)
In the sequel the following class of functions will be used frequently:
F(A, x, y) =FGSOC(A, x, y) ∩FIDD(A, x, y;w). (18)
So, the notation F ∈ F(A, x, y) means that F : A → R is a differentiable function satisfying GSOC (16) with integrable
directional derivatives as shown in (17).
We are now ready to generalize the suﬃciency part of Theorems A and B (see Section 1).
Theorem 4. Let W be a ﬁnite-dimensional subspace of V and e = (e1, . . . , en) and d = (d1, . . . ,dn) be dual bases in W . Let A ⊂ V
be a convex set and let x, y ∈ A and w, v ∈ V with 〈w, v〉 > 0.
Suppose that for some μ1,μ2 ∈ R and λ = 〈y − x, v〉/〈w, v〉,
〈x− μ1v, ei〉 > 0 for i ∈ J1 and 〈x− μ1v, e j〉 < 0 for j ∈ J2, (19)
〈y − μ2v, ei〉 > 0 for i ∈ J1 and 〈y − μ2v, e j〉 < 0 for j ∈ J2, (20)
〈y − x− λw,di〉 0 for i ∈ J1 and 〈y − x− λw,d j〉 0 for j ∈ J2 (21)
for some index sets J1 and J2 with J1 ∪ J2 = {1,2, . . . ,n}.
Let F ∈F(A, x, y), where F(A, x, y) is deﬁned by (18).
Assume that
y − x− λw ∈ W and/or ∇ F (z) − μ˜v ∈ W for z ∈ [x, y]. (22)
Under the above assumptions, the following three assertions hold.
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F (y) − F (x) 〈y − x, v〉〈w, v〉
1∫
0
〈∇ F (x+ th),w〉dt. (23)
(B) If 〈y − x, v〉 = 0 then
F (x) F (y). (24)
(C) If 〈y − x, v〉 0 and 〈∇ F (z),w〉 0 for z ∈ [x, y], then (24) holds.
Proof. (A) Denote h = y − x. By the Fundamental Theorem of Calculus, we get
F (x+ h) − F (x) =
1∫
0
∇h F (x+ th)dt. (25)
Since F is differentiable on [x, y], we have
∇h F (x+ th) =
〈∇ F (x+ th),h〉 for t ∈ [0,1]. (26)
We shall prove that〈∇ F (x+ th),h〉 1〈w, v〉 〈∇ F (x+ th),w〉〈h, v〉 for t ∈ [0,1]. (27)
Fix arbitrarily t ∈ [0,1]. Denote z = x + th. It follows from (19)–(21) that the vectors z = (1 − t)x + ty and y − x are
similarly separable w.r.t. (μ, v, e;λ,w,d) for μ = (1 − t)μ1 + tμ2, with strict separability of z. More precisely, by adding
(19) multiplied by 1− t and (20) multiplied by t , we obtain
〈z − μv, ei〉 > 0 for i ∈ J1 and 〈z − μv, e j〉 < 0 for j ∈ J2. (28)
Now, by using (28) and (16), we infer that〈∇ F (z) − μ˜v, ei 〉 0 for i ∈ J1 and 〈∇ F (z) − μ˜v, e j 〉 0 for j ∈ J2. (29)
That is, the vector a = ∇ F (z) is μ˜, v-separable on J1 and J2 w.r.t. e.
Moreover, the vector b = y − x is λ,w-separable on J1 and J2 w.r.t. d (see (21)).
It now follows from Lemma 3 via (29), (21) and (22) that (27) holds for all t ∈ [0,1].
For this reason we deduce from (27) and (17) that
1∫
0
〈∇ F (x+ th),h〉dt 
1∫
0
1
〈w, v〉
〈∇ F (x+ th),w〉〈h, v〉dt. (30)
Combining (25), (26) and (30) proves (23).
(B) If 〈y − x, v〉 = 0 then (23) forces (24), as desired.
(C) Likewise, if 〈y − x, v〉 0 and 〈∇ F (x + th),w〉 0 for t ∈ [0,1], then (23) implies (24). This completes the proof of
the theorem. 
In the remarks below we give some comments on the main assumptions of Theorem 4.
Remark 5. In Theorem 4, if the scalars μ1, μ2 are unknown then it is necessary to use the generalized S–O condition with
the preamble:
“For each μ ∈ R and z ∈ [x, y] there exists μ˜ ∈ R such that (16) holds.”
If the scalars μ1, μ2 are known then it is suﬃcient to use a weaker variant of the generalized S–O condition with the
preamble:
“For each t ∈ [0,1], with μ = (1− t)μ1 + tμ2 and z = (1− t)x+ ty ∈ [x, y], there exists μ˜ ∈ R such that (16) holds.”
Remark 6. As can be seen in the proof of Theorem 4, the generalized S–O condition (16) ensures that the gradient map
z → ∇ F (z) preserves the v-separability w.r.t. e in the sense that (28) implies (29) (cf. [12, Theorem 2.2]).
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For each z ∈ [x, y],
〈z, ei〉 ·
〈∇ F (z), ei 〉 0 for i = 1,2, . . . ,n
(cf. condition (5) in Theorem B).
Other values of μ˜ are possible, too. For example, taking
F (z) = ‖z‖2 for z ∈ V ,
we obtain ∇ F (z) = 2z, because ∇h F (z) = 2〈z,h〉 for z,h ∈ V . Then (16) holds for μ˜ = 2μ.
Remark 8. Let V be Rn with the inner product given by (9).
It is interesting that for a class of functions
F (z) =
n∑
k=1
f (zk) for z = (z1, z2, . . . , zn) ∈ Rn, (31)
where f is a differentiable convex function of one variable, our Theorem 4 of Schur–Ostrowski type reduces to [12, Theo-
rem 2.2] (with pk = 1 for k = 1,2, . . . ,n) of Hardy–Littlewood–Polya type.
In fact, for F given by (31) we have
∇ F (z) = ( f ′(z1), . . . , f ′(zn)).
Since f is convex, the usage of the Fundamental Theorem of Calculus (25) can be replaced by the (sub)differential inequality
for convex functions:
f (yk) − f (xk) f ′(xk)(yk − xk) for k = 1,2, . . . ,n,
which gives the estimation
F (y) − F (x) =
n∑
k=1
[
f (yk) − f (xk)
]

n∑
k=1
f ′(xk)(yk − xk) =
〈∇ F (x), y − x〉
(see [2]). Thus the variable z = x+ th ∈ [x, y] in the proof of Theorem 4 is replaced by the given vector x = (x1, . . . , xn).
We present two consequences of Theorem 4.
Corollary 9. The assertions (A), (B) and (C) of Theorem 4 are still true if the conditions (19), (20) and (21) are replaced by
〈x, e1〉
〈v, e1〉 >
〈x, e2〉
〈v, e2〉 > · · · >
〈x, en〉
〈v, en〉 , (32)
〈y, e1〉
〈v, e1〉 >
〈y, e2〉
〈v, e2〉 > · · · >
〈y, en〉
〈v, en〉 , (33)
〈y − x,di〉
〈w,di〉  λ
〈y − x,d j〉
〈w,d j〉 for i = 1,2, . . . ,m, j =m + 1, . . . ,n (34)
for some index m ∈ {0,1,2, . . . ,n} (provided v is e-positive and w is d-positive).
Proof. Take μ1 and μ2 to be arbitrary numbers in the open intervals (
〈x,em+1〉
〈v,em+1〉 ,
〈x,em〉〈v,em〉 ) and (
〈y,em+1〉
〈v,em+1〉 ,
〈y,em〉
〈v,em〉 ), respectively.
Then (32)–(33) imply (19)–(20) for J1 = {1,2, . . . ,m} and J2 = {m + 1,m + 2, . . . ,n}. Apply Theorem 4. 
Corollary 10. The assertions (A), (B) and (C) of Theorem 4 are still true if the conditions (32) and (33) are fulﬁlled and (34) is replaced
by
〈y − x,d1〉
〈w,d1〉 
〈y − x,d2〉
〈w,d2〉  · · ·
〈y − x,dn〉
〈w,dn〉 (35)
(provided v is e-positive and w is d-positive).
Proof. By (35) there exists m ∈ {0,1,2, . . . ,n} such that (34) holds. It is now suﬃcient to use Corollary 9. 
It is worth emphasing that the requirements (32)–(34) and (32)–(33) with (35) are speciﬁc types of the similar separa-
bility of the involved vectors. See [8] and [18] for applications of similar conditions in other contexts.
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We begin with deﬁnitions.
A nonempty set C ⊂ V is called a convex cone if αx + β y ⊂ C for all x, y ∈ C and 0  α,β ∈ R. For a set S ⊂ V , the
symbol cone S denotes the convex cone of all nonnegative ﬁnite linear combinations of vectors in S .
The dual cone D of a convex cone C ⊂ V is deﬁned by
D = dualC = {y ∈ V : 〈x, y〉 0 for all x ∈ C}.
The symbol ri D stands for the relative interior of D .
The cone preordering induced by convex cone C ⊂ V , in symbols C , is deﬁned by
xC y iff y − x ∈ C
for x, y ∈ V .
A real function F : A → R, A ⊂ V , is said to be C-increasing on A if for x, y ∈ A,
xC y implies F (x) F (y).
Theorem 11. Let V0 be a ﬁnite-dimensional subspace of V and (e1, . . . , en) and (s1, . . . , sn) be dual bases in V0 . Let
C = cone{e1, . . . , en1} and D = cone{s1, . . . , sn2 } (36)
be dual cones in V0 with n1  n n2 , where sn+1, . . . , sn2 ∈ V .
Assume w, v ∈ V with 〈w, v〉 > 0. Let x, y ∈ V satisfy
(i) x, y ∈ ri D + span v,
(ii) y − x ∈ c + spanw for some c ∈ C,
(iii) v is orthogonal to c.
Let F ∈F(A, x, y), where A = ri D + span v and F(A, x, y) is deﬁned by (18).
Under the above assumptions, the assertions (A), (B) and (C) of Theorem 4 hold.
Proof. We denote
W = span{e1, . . . , en1}
and
di = P si for i = 1, . . . ,n1,
where P : V → W stands for the orthoprojector from V onto W .
Consider the sequences
e = (e1, . . . , en1) and d = (d1, . . . ,dn1)
of vectors in W . Since (e1, . . . , en) and (s1, . . . , sn) are dual bases in V0, we have
〈ei,d j〉 = 〈ei, P s j〉 = 〈Pei, s j〉 = 〈ei, s j〉 = δi j for i, j = 1, . . . ,n1
(δi j denotes the Kronecker delta). Thus e and d are dual bases of W .
We shall show that conditions (19)–(20) with n replaced by n1 are satisﬁed for some index sets J1 and J2 such that
J1 ∪ J2 = {1, . . . ,n1}.
Note that A = ri D + span v is a convex set.
Since x ∈ ri D + span v (see (i)), we obtain x− μ1v ∈ ri D for some μ1 ∈ R. Hence
〈x− μ1v, ei〉 > 0 for i = 1,2, . . . ,n1,
by D = dual C and (36). This means that x is strictly μ1, v-separable w.r.t. e on J1 = {1,2, . . . ,n1} and J2 = ∅ (the emptyset).
Likewise, it is easily seen that for some μ2 ∈ R, y is strictly μ2, v-separable w.r.t. e on J1 = {1,2, . . . ,n1} and J2 = ∅.
Therefore conditions (19)–(20) (with n1 in place of n) are fulﬁlled.
To show (21), we use (ii) to get
y − x = c + γ w for some c ∈ C and γ ∈ R.
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λ = 〈y − x, v〉〈w, v〉 =
〈c + γ w, v〉
〈w, v〉 = γ .
Consequently,
y − x = c + λw,
which implies y − x− λw ∈ C ⊂ W . Thus (22) is met.
Furthermore, since C = dual D and (36) holds, so we establish
〈y − x− λw, si〉 0 for i = 1,2, . . . ,n2.
In particular, by n1  n2,
〈y − x− λw, si〉 0 for i = 1,2, . . . ,n1. (37)
Because y − x− λw ∈ W we ﬁnd that for i = 1,2, . . . ,n1,
〈y − x− λw,di〉 = 〈y − x− λw, P si〉 =
〈
P (y − x− λw), si
〉= 〈y − x− λw, si〉.
Hence, by (37),
〈y − x− λw,di〉 0 for i = 1,2, . . . ,n1.
That is, condition (21) (with n1 in place of n) holds for J1 = {1,2, . . . ,n1} and J2 = ∅.
It follows from Theorem 4 that the assertions (A)–(C) are true. 
Remark 12. In Theorem 11, assertions (B) and (C) are in the same line as a result of Marshall et al. [9, Corollary 4] based
on the condition〈∇ F (x+ th),h〉 0 for t ∈ [0,1].
5. Applications for GIC orderings
Let V be a ﬁnite-dimensional real linear space with inner product 〈·,·〉 and norm ‖ · ‖ = 〈·,·〉 12 . Let ≺G be a group
majorization generated by a compact group G ⊂ O (V ) (see (4)). We say that ≺G is a group-induced cone ordering (in short,
GIC ordering) if there exists a closed convex cone D ⊂ V such that
(A1) Gx∩ D is not empty for each x ∈ V ,
(A2) 〈x, gy〉 〈x, y〉 for x, y ∈ D
(see [3,4,17]).
Any GIC ordering ≺G , restricted to its convex cone D , is the cone preordering on D induced by C = dual D . Namely, for
x, y ∈ D ,
y ≺G x iff 〈x− y, s〉 0 for s ∈ D iff 〈x− y, si〉 0, i = 1, . . . ,n2, (38)
provided D = cone{s1, s2, . . . , sn2 }.
For instance, for V = Rn with the standard real inner product (see (9)), and G = Pn , where Pn is the group of n × n
permutation matrices, it is known (see [3, Example 2.2]) that for x, y ∈ Rn ,
y ≺G x iff y ≺m x,
and ≺m is a GIC ordering with
D = {a = (a1,a2, . . . ,an) ∈ Rn: a1  a2  · · · an},
si = (1, . . . ,1︸ ︷︷ ︸
i times
,0, . . . ,0), i = 1,2, . . . ,n, sn+1 = −sn,
ei = (0, . . . ,0︸ ︷︷ ︸
i−1 times
,1,−1,0, . . . ,0), i = 1,2, . . . ,n − 1,
D = cone{s1, s2, . . . , sn+1}, n2 = n + 1,
C = dual D = cone{e1, e2, . . . , en−1}, n1 = n − 1.
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Let V0 be a subspace of V and (e1, . . . , en) and (s1, . . . , sn) be dual bases in V0 such that
C = cone{e1, . . . , en1} and D = cone{s1, . . . , sn2 }
are dual cones in V0 with n1  n n2 , where sn+1, . . . , sn2 ∈ V .
Assume w, v ∈ V with 〈w, v〉 > 0. Let x0, y0 ∈ V satisfy
(i) x0, y0 ∈ ri D,
(ii) x0 ≺G y0 ,
(iii) 〈x0, v〉 = 〈y0, v〉.
Put
x = x0 + u + αw and y = y0 + u + βw, (39)
where u ∈ V and α,β ∈ R are such that
u + αw ∈ span v and u + βw ∈ span v. (40)
Let F ∈F(A, x, y), where A = ri D + span v and F(A, x, y) is deﬁned by (18).
Under the above assumptions, the following three assertions hold.
(A)
F (y) − F (x) (β − α)
1∫
0
〈∇ F (x+ th),w〉dt.
(B) If α = β then F (x) F (y).
(C) If α  β and 〈∇ F (z),w〉 0 for z ∈ [x, y], then F (x) F (y).
Proof. In light of Theorem 11 it is suﬃcient to show that conditions (i)–(iii) of Theorem 11 are valid.
It is readily seen from (i) and (39)–(40) that
x, y ∈ ri D + span v.
Thus condition (i) of Theorem 11 is satisﬁed.
By (i)–(ii) and (38), we have y0 − x0 ∈ dual D = C .
Setting
c = y0 − x0 and γ = β − α,
we get 〈c, v〉 = 0 by (iii), and next, by (39),
y − x = y0 − x0 + (β − α)w = c + γ w.
In summary, conditions (ii)–(iii) of Theorem 11 are met.
Using Theorem 11 we conclude that inequality (23) holds, i.e.,
F (y) − F (x) 〈y − x, v〉〈w, v〉
1∫
0
〈∇ F (x+ th),w〉dt.
Simultaneously, we have
〈y − x, v〉
〈w, v〉 =
〈y0 − x0 + (β − α)w, v〉
〈w, v〉 = β − α.
This completes the proof of the part (A) of Theorem 13. The parts (B) and (C) are simple consequences of (A). 
Remark 14. A counterpart of Theorem 13 for u = w = v = 0 and for a ﬁnite reﬂection group G acting on V = Rn corresponds
to Theorem B (see Section 1).
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In the ﬁrst part of this section we interpret Theorem 13 for absolutely weak majorization on Rn . In the second part,
we study G-majorization comparison on the space Mn of complex matrices via weak majorization between the vectors of
singular values of matrices.
Let V = V0 = Rn with inner product given by (9), and G = PnCn , where Pn and Cn are the groups of n × n permutation
matrices and of n × n diagonal orthogonal matrices, respectively.
It is known (see [3, Example 2.3]) that for x, y ∈ Rn ,
y ≺G x iff y ≺aw x,
and ≺G is a GIC ordering with
D = {a = (a1,a2, . . . ,an) ∈ Rn: a1  a2  · · · an  0},
si = (1, . . . ,1︸ ︷︷ ︸
i times
,0, . . . ,0), i = 1,2, . . . ,n,
ei = (0, . . . ,0︸ ︷︷ ︸
i−1 times
,1,−1,0, . . . ,0), i = 1,2, . . . ,n − 1, en = (0, . . . ,0,1),
D = cone{s1, s2, . . . , sn}, n2 = n,
C = dual D = cone{e1, e2, . . . , en}, n1 = n.
Corollary 15. Assume w, v ∈ Rn with 〈w, v〉 > 0. Let x0 = (x01, . . . , x0n) ∈ Rn and y0 = (y01, . . . , y0n) ∈ Rn satisfy
(i) x01 > · · · > x0n > 0 and y01 > · · · > y0n > 0,
(ii) x0 ≺aw y0 ,
(iii) 〈x0, v〉 = 〈y0, v〉.
Put
x = x0 + u + αw and y = y0 + u + βw,
where u ∈ Rn and α,β ∈ R are such that
u + αw ∈ span v and u + βw ∈ span v.
Let F ∈F(A, x, y), where A = ri D + span v and F(A, x, y) is deﬁned by (18).
Under the above assumptions, the assertions (A), (B) and (C) of Theorem 13 hold.
Remark 16. In the case of absolutely weak majorization ≺aw , the subspace spanC is Rn . Therefore for given x0, y0 ∈ ri D
with x0 ≺aw y0, the vector v must be chosen individually for y0 − x0 so that 〈y0 − x0, v〉 = 0.
In contrary, in the case of majorization ≺m , the analogous subspace spanC is (n − 1)-dimensional. Therefore the vector
v = (1, . . . ,1) ∈ Rn is orthogonal to whole subspace spanC . In particular, 〈y0 − x0, v〉 = 0 for all vectors x0, y0 ∈ ri D with
x0 ≺m y0.
Now, consider the real space V = Mn of n × n complex matrices equipped with the real inner product 〈x, y〉 = Re tr xy∗
for matrices x, y ∈ Mn . Take V0 to be the real space Dn of n × n real diagonal matrices.
Let G be the group of all linear maps of the form x → u∗1xu2, x ∈ Mn , where u1, u2 run over the group Un of all unitary
n × n matrices.
By σ(x) = (σ1(x), . . . , σn(x)) we denote the vector of the singular values of x ∈ Mn ordered so that σ1(x)  · · · 
σn(x) 0. It is known that for x, y ∈ Mn ,
x ≺G y iff σ(x) ≺w σ(y)
(cf. [3, Example 2.5]). Moreover, ≺G is a GIC ordering with
D = {a = diag(a1,a2, . . . ,an): a1  a2  · · · an  0},
si = diag(1, . . . ,1︸ ︷︷ ︸
i times
,0, . . . ,0), i = 1,2, . . . ,n,
ei = diag(0, . . . ,0︸ ︷︷ ︸,1,−1,0, . . . ,0), i = 1,2, . . . ,n − 1, en = diag(0, . . . ,0,1),
i−1 times
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C = dual D = cone{e1, e2, . . . , en}, n1 = n,
where diag(a1,a2, . . . ,an) stands for the n × n diagonal matrix with numbers a1,a2, . . . ,an ∈ R on the main diagonal.
Corollary 17. Assume w, v ∈ Mn with 〈w, v〉 > 0. Let x0 = (x01, . . . , x0n) ∈ Rn and y0 = (y01, . . . , y0n) ∈ Rn satisfy
(i) x01 > · · · > x0n > 0 and y01 > · · · > y0n > 0,
(ii) x0 ≺w y0 ,
(iii) v is an n× n complex matrix with purely imaginary diagonal part (e.g., v is a skew-Hermitian matrix and/or v is an off-diagonal
matrix).
Put
x = diag x0 + u + αw and y = diag y0 + u + βw,
where u ∈ Mn and α,β ∈ R are such that
u + αw ∈ span v and u + βw ∈ span v.
Let F ∈F(A, x, y), where A = ri D + span v and F(A, x, y) is deﬁned by (18).
Under the above assumptions, the assertions (A), (B) and (C) of Theorem 13 hold.
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