In this paper we introduce, numerical computation of some iterative techniques for solving system of linear simultaneous equations of 4 or more variables. Many iterative techniques is presented by the different formulae. Using Jacobi method, Seidel method and SOR method and their results are compared. The software, Matlab 2009a was used to find the solution of the linear simultaneous equations having diagonally dominant in coefficient matrix. Numerical rate of convergence of solution has been found in each calculation. It was observed that the Seidel method converges at the 12iteration while Jacobi and SOR methods converge to the exact value of X(x, y, z, t) with error level of accuracy
Introduction
Solving system of linear simultaneous equations is one of the most important and challenging problems in science and engineering applications. It arises in a wide variety of practical applications in Physics, Chemistry, Biosciences, Engineering, etc. System of linear equations arises in various theoretical research fields as well as applications in science and engineering. After the availability of computers, we go to numerical methods which are suited for computer 374 A. HASAN 
operations. Well known techniques of linear algebra such as Gaussian elimination and Gauss
Jordon's methods are utilized to determine a common solution. Specifically, the problem of existence, uniqueness and cardinality of solution of a system of linear equations is well solved in linear algebra. In linear algebra, Iterative solver is an algorithm [1] that can be used to determine the solutions of a system of linear equations to find the rank of a matrix [3] [4] [5] , and to calculate the inverse of an invertible square matrix. Another point of view, which turns out to be very useful to analyze the algorithm. The first part of the algorithm computes an LU decomposition (it is a matrix decomposition which writes a matrix as the product of a lower triangular matrix and an upper triangular matrix. A linear equation system is a set of linear equations to be solved simultaneously.
This system consists of linear equations, each with coefficients, and has unknowns which have to fulfill the set of equations simultaneously. To simplify notation, it is possible to rewrite the equations in matrix notation which are diagonally dominant in coefficients matrix. [6] [7] [8] .Consider a system of n linear algebraic equations in n unknowns where (m=n) (ii) Iterative methods: These methods give a sequence of approximate solutions, which converges when the number of steps tends to infinity. Here we are interested in the case when m = n; particularly when the number of equations are large. A took-kit to solve equations of this type is at the heart of the numerical analysis. Before we present the numerical NUMERICAL COMPUTATION OF SOME ITERATIVE TECHNIQUES 375 methods to solve equation (ii), we have to know the conditions under which the solutions exist.
We then proceed to develop direct and iterative methods for solving large scale problems. We later discuss numerical conditioning of a matrix and its relation to errors that can arise in computing numerical solutions. [6] 
Iterative Techniques
By this approach, we start with some initial guess solution, say (0) , for solution x and generate an improved solution estimate ( +1) from the previous approximation x (k) .This method is a very effective for solving differential equations, integral equations and related problems [4] . Let the residue vector r be defined as
The iteration sequence {x (k) : k = 0,1, … … } is terminated when some norm of the residue ‖r (k) ‖ = ‖Ax (k) − b‖ becomes sufficiently small, ie.
Where is an arbitrarily small number as = 10 −15 another possible termination criterion can be
It may be noted that the later condition is practically equivalent to the previous termination condition. A simple way to form an iterative scheme is Richardson iterations [4] x (k+1) = (I − A)x (k) + b (6) [4] Richardson iterations preconditioned with approximate inversion
Where matrix M is called approximate inverse of A if ‖I − MA‖ < 1 . A question that naturally arises is will the iterations converge to the solution of Ax = b. In this section, to begin with, some well-known iterative schemes are presented. Their convergence analysis is presented next. In the derivations that follow, it is implicitly assumed that the diagonal elements of matrix A are nonzero, i.e. , ≠ 0, if this is not the case, simple row exchange is often sufficient to satisfy this condition. 
Theorem2.1. A matrix A is called strictly diagonally dominant if:
T for, Ax = b: To generate an improved estimate starting from x (k) ;consider the first equation in the set of equations Ax = b, i.e.,
Similarly, using second equation from Ax = b, we can derive
In general, using i th row of Ax = b; we can generate improved guess for the i th element x of as
The above equation can also be rearranged as follows
Where ri (k) is defined by equation (4). In matrix form, the method can be written as
The algorithm for implementing the Jacobi iteration scheme is summarized in Chart 1. 
In general, for i'th element of x, we have
To simplify programming, the above equation can be rearranged as follows
where
In matrix form, the method can be written as
The algorithm for implementing Gauss-Siedel iteration scheme is summarized in Chart2.
Chart 2: Algorithm for Gauss Seidel Iterations
END WHILE
SUCESSASIVE OVER RELAXTION METHOD:
Suppose we have a starting value say y, of a quantity and we wish to approach a target value, say y * by some method. Let application of the method change the value from y to y^. If y^ is between y and y^ which is even closer to y than y * . Then we can approach y * faster by magnifying the change (y^ -y) [3] . In order to achieve this, we need to apply a magnifying factor w > 1 and get * = + (y^ − y)
This amplification process is an extrapolation and is an example of over-relaxation. 
Where zi (k+1) are generated using the Gauss-Seidel method,
Thus, in general, an iterative method can be developed by splitting matrix A. The steps in the implementation of the over-relaxation iteration scheme are summarized in Chart 3. It may be noted that w is a tuning parameter, which is chosen such that 1 < w < 2 [9] Chart 3: Algorithm for Gauss Seidel Iterations Where we have assumed that the iteration matrix H remains constant for each iteration.We given few results above which we require for providing the convergence of the iterative methods. [1 ] 
Numerical Experiments and Comparative discussion
In this section, we employ the various techniques obtained in this paper to solve system of linear simultaneous equations and compare them. We use the stopping criteria | +1 − | < and Table 1 shows that the iteration data obtained for Jacobi method .it is observed that the numerical Table 2 shows that the iteration data obtained for Gauss Seidel method .it was observed that the Thus we can solve the system of linear simultaneous equations of more variable which are diagonally dominant in coefficient matrix by the above techniques.
Executing time:
The execution time of a given task is defined as the time spent by the system executing that task, including the time spent executing run time or system services on its behalf. Thus from the above discussions we see that the Jacobi and SOR method is taking more time in comparison to that of Seidel method to run the program. [11] . SOR method has more error than other Since the Seidel method requires less number of iterations and Jacobi and SOR method 
