Abstract Sulfur dioxide (SO 2 ) emissions from strong volcanic eruptions are an important natural cause for climate variations. We applied our new Lagrangian transport model Massive-Parallel Trajectory Calculations to perform simulations for three case studies of volcanic eruption events. The case studies cover the eruptions of Grímsvötn, Iceland, Puyehue-Cordón Caulle, Chile, and Nabro, Eritrea, in May and June 2011. We used SO 2 observations of the Atmospheric Infrared Sounder (AIRS/Aqua) and a backward trajectory approach to initialize the simulations. Besides validation of the new model, the main goal of our study was a comparison of simulations with different meteorological data products. We considered three reanalyses, i. 
Introduction
Monitoring volcanic SO 2 emissions is important for many reasons. Most notably, sulfate aerosols formed by oxidation of SO 2 have significant impact on radiative forcing and are an important natural cause for climate variations [Lamb, 1970; Robock, 2000; Solomon et al., 2011; Ridley et al., 2014] . Explosive volcanic eruptions can inject SO 2 directly into the stratosphere. The stratospheric sulfate aerosol droplets formed by oxidation of these SO 2 emissions are small, with radii below 1 μm [Bauman et al., 2003] , have low sedimentation velocities, and remain in the stratosphere on time scales from months to years. However, sulfate aerosols may be transported from the troposphere to the stratosphere not only by means of direct injection but also by more complex transport processes such as the Asian monsoon circulation Fromm et al., 2013; Vernier et al., 2013; Fairlie et al., 2014; Vogel et al., 2014] . Observations of volcanic SO 2 as a precursor of stratospheric sulfate aerosols can help to better understand transport processes and to quantify contributions to the stratospheric sulfur budget.
Further motivation to monitor SO 2 arises from the fact that it is often a good proxy for other volcanic emissions, in particular for volcanic ash [Carn et al., 2009; Thomas and Prata, 2011; Sears et al., 2013] . Highly concentrated volcanic ash in eruption plumes can cause extensive damage to aircraft and therefore pose a severe danger to aviation safety [Casadevall, 1994; Miller and Casadevall, 2000; Prata, 2009; Brenot et al., 2014] . Volcanic ash particles are abrasive and can cause damage to propeller engines and scratch cockpit windows. In modern jet engines the ash particles can melt in the combustion chamber, stick to colder parts, and may cause engine failure. Although volcanic ash and SO 2 are sometimes emitted to different altitudes and may separate quickly due to vertical wind shear [e.g., Moxnes et al., 2014] , the presence of volcanic SO 2 was often found to be a good indicator for the presence of volcanic ash. Continuous, global satellite observations of volcanic SO 2 can help to identify potentially dangerous situations for aviation safety. Accurate, model-based forecasts of volcanic Various applications require accurate transport modeling of volcanic emissions on time scales from a few hours up to several weeks. The quality of Lagrangian transport simulations depends on many factors. Among these factors are the accuracy and resolution of the meteorological data driving the simulations [Stohl and Seibert, 1998; Bowman et al., 2013] . Trajectory calculations in Lagrangian transport simulations are either driven by wind fields from global meteorological reanalyses [Kalnay et al., 1996; Dee et al., 2011; Rienecker et al., 2011] or are directly coupled to the output of atmospheric models [Miltenberger et al., 2013; Angevine et al., 2014; Hoppe et al., 2014] . Several meteorological reanalyses are freely available for research purposes, and the question arises how well are they suited to perform Lagrangian transport simulations for volcanic eruption events. In particular, those events that distribute emissions over large areas and may have global impact are of major interest. In this study we performed an intercomparison of four meteorological data products, including three reanalyses, i.e., ERA-Interim, Modern-Era Retrospective Analysis for Research and Applications (MERRA), and National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) Reanalysis Project as well as the ECMWF operational analysis. We selected three strong volcanic eruption events in May and June 2011 with emissions reaching the upper troposphere/lower stratosphere (UT/LS) region as case studies. This comprises eruptions of Grímsvötn (Iceland, 64.4 ∘ N, 17.3 ∘ W), Puyehue-Cordón Caulle (Chile, 40.6 ∘ S, 72.1 ∘ W), and Nabro (Eritrea, 13.4 ∘ N, 41.7 ∘ E).
For all case studies improved SO 2 observations of the Atmospheric Infrared Sounder (AIRS) [Aumann et al., 2003; Chahine et al., 2006] aboard the National Aeronautics and Space Administration's (NASA) Aqua satellite are used to initialize and validate the simulations. The AIRS measurements are particularly sensitive to SO 2 in the UT/LS region, as water vapor effectively blocks 7.3 μm radiance emissions of SO 2 in the lower troposphere. In contrast to instruments measuring in the ultraviolet/visible spectral regions, AIRS provides global coverage at both daytime and nighttime. Carn et al. [2009] and Krotkov et al. [2010] demonstrated the capabilities of the UV Ozone Monitoring Instrument aboard NASA's Aura satellite to detect and track volcanic SO 2 emissions. Here we explore the capabilities of the AIRS instrument. As shown in the case studies, the AIRS observations typically allow us to track the volcanic SO 2 emissions for about 5-10 days, which is the time period covered by our transport simulations, or even longer.
In order to validate our transport simulations, we performed qualitative comparisons of the SO 2 distributions from the model with aerosol observations of the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) [Vernier et al., 2009; Winker et al., 2010] and the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) [Fischer et al., 2008; Griessbach et al., 2014] satellite experiments. For quantitative comparisons we calculated absolute and relative transport deviations [Kuo et al., 1985; Rolph and Draxler, 1990; Stohl et al., 1995] to assess how the simulations based on the different meteorological data products differ from each other. We also calculated the critical success index [Schaefer, 1990; Stunder et al., 2007] to analyze the consistency between the simulations and the AIRS observations. Our findings may be of interest not only for the specific application of transport simulations for volcanic eruption events but also in a broader context of studies focusing on intercomparisons of meteorological reanalyses. One example is the Stratosphere-troposphere Processes And their Role in Climate (SPARC) Reanalysis Intercomparison Project (http://s-rip.ees.hokudai.ac.jp/).
In section 2 we describe the data and methods used in this study. This includes descriptions of the satellite observations, the meteorological data products, and our new Lagrangian particle dispersion model Figure 1 . SO 2 kernel functions for the 1371.5 cm −1 radiance channel of AIRS, which is used to calculate the SO 2 index. Radiative transfer calculations were performed for different atmospheric conditions (see plot key), the nadir geometry, and a 1 km altitude grid.
MPTRAC. In section 3 we present the results for the case studies of the three volcanic eruptions, including altitude-resolved time series of the SO 2 emissions, qualitative comparisons of modeled and observed SO 2 and aerosol distributions, and quantitative assessments of the transport deviations and the critical success index. Discussion and conclusions are provided in section 4. Appendix A introduces the supporting information of this paper, providing animations of the model results and the AIRS satellite data for the three case studies.
Data and Methods

Satellite Observations
In this study we mainly used AIRS/Aqua observations of volcanic SO 2 [Aumann et al., 2003; Chahine et al., 2006; Hoffmann et al., 2014] to initialize and validate the Lagrangian transport simulations. Aqua was launched in May 2002 and operates in a nearly polar, Sun-synchronous orbit at 710 km altitude and 98 min period. The equator crossing of the ascending and descending nodes of the satellite orbits occurs at 01:30 P.M. and 01:30 A.M. local time, respectively. AIRS measures infrared spectra between 3.74 and 15.4 μm in the nadir and sublimb geometry. Each across-track scan consists of 90 footprints and covers 1765 km distance on the ground. The along-track distance between two scans is 18 km. The footprint size varies between 14 × 14 km 2 at nadir and 41 × 21 km 2 for the outermost scan angles. AIRS takes measurements for about 2.9 million footprints per day.
Volcanic SO 2 can be detected fast and effectively from infrared nadir measurements based on brightness temperature differences (BTDs) [Carn et al., 2005; Karagulian et al., 2010; Clarisse et al., 2013] . In the BTD approach one radiance channel is selected, which shows a strong dependence on the target to be measured, i.e., the atmospheric SO 2 concentration. Another channel is selected to compensate for variable background levels of atmospheric radiation. Here we used the BTD identified by Hoffmann et al. [2014] to detect SO 2 from the AIRS measurements. The specific BTD is referred to as SO 2 index (SI) and is based on spectral features of SO 2 in the 7.3 μm wave band, i. e., SI = BT(1407.2 cm −1 ) − BT(1371.5 cm −1 ).
In this definition the SI increases with increasing SO 2 column density. Radiative transfer calculations showed that the SI of Hoffmann et al. [2014] is most sensitive to SO 2 layers at 8 to 13 km altitude (Figure 1 ). Based on an analysis of a 10 year record of AIRS data, Hoffmann et al. [2014] found that SI values larger than 4 K most likely indicate the presence of volcanic emissions. The study also demonstrated that their new SO 2 index is better capable of suppressing background signals than the SO 2 index provided in the NASA operational data products. This is important for our study as the new SI is better suited than the operational index to detect and track decreasing SO 2 concentrations from volcanic eruptions over time. conditions and different altitudes (Figure 1 ), the time series suggests that the largest amount of SO 2 was injected into the UT/LS by the Nabro, followed by the Grímsvötn and the Puyehue-Cordón Caulle. The time series indicates that the volcanic emissions in the case studies typically were detected for time periods of 1-2 weeks. Figure 3 shows a map of local maxima of the SI during the time period from 20 May to 29 June 2011. It illustrates that the SO 2 emissions of the Grímsvötn were distributed by complex transport patterns in the polar summer atmosphere. The Puyehue-Cordón Caulle emissions reached the lower stratosphere and were rapidly transported eastward by the jet stream. The Nabro emissions were captured by the Asian monsoon circulation in the UT/LS. Being located at different latitudes, the three case studies cover rather different atmospheric conditions, even though they occurred in a short period of time. Although Hoffmann et al. [2014] recommended a threshold of 4 K, we here applied less strict detection thresholds of 1.5-2 K for the SI to identify volcanic emissions. This improved the detection rates, in particular for the Puyehue-Cordón Caulle case study with relatively low SO 2 emissions rates. In addition, we applied a filter that reduces the number of false detections caused by deep convective clouds in the AIRS field of view. Following Hoffmann and Alexander [2010] , cloud filtering was applied if 8.1 μm brightness temperatures dropped below 240 K.
In order to validate our transport simulations we made use of aerosol and cloud observations by the CALIOP and MIPAS satellite experiments. CALIOP [Vernier et al., 2009; Winker et al., 2010] aboard the U.S. and French Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) satellite is an active lidar instrument that probes the vertical and along-track structure of clouds and aerosols with unprecedented spatial resolution, i.e., 60 m in vertical direction and 1000 m in along-track direction at 8.2-20.2 km altitude. CALIPSO was launched in April 2006 and like AIRS/Aqua it is part of NASA's A-train constellation of satellites. In this study we analyzed CALIOP browse images of 532 nm total attenuated backscatter and depolarization ratios, and of the "vertical feature mask" (http://www-calipso.larc.nasa.gov/products/lidar/browse_images/production). MIPAS [Fischer et al., 2008] aboard the European Envisat satellite was in operation from March 2002 to April 2012. A Fourier-transform spectrometer is used to measure infrared limb emission spectra (4.15-14.6 μm) at high spectral resolution in the middle and upper atmosphere (6-70 km). Measurements in the "optimized resolution" nominal mode have 1.5 km vertical and 410 km along-track sampling in the UT/LS. The vertical field of view of MIPAS extends over 3-4 km. The aerosol and cloud detection and classification schemes introduced by Griessbach et al. [2014] and Griessbach et al. [2015] make use of the distinct absorption and scattering properties of the particles in the spectral window regions at 8.2, 10.4, and 12.0 μm. MIPAS provides sensitivity to low-particle concentrations and good vertical resolution due to the limb geometry.
Meteorological Data Products
The NCAR/NCEP reanalysis [Kalnay et al., 1996] covers the time period from 1948 onward. The variables provided are horizontal winds, vertical velocity, geopotential height, specific and relative humidity, absolute vorticity, and divergence. Our simulations require only the horizontal winds and the vertical velocity as input. The data are provided every 6 h on 17 standard pressure levels from 1000 to 10 hPa. Note that the vertical velocity is available only up to 100 hPa in the standard product. In the transport simulations with the NCAR/NCEP data we assumed zero vertical velocity above 100 hPa. The vertical resolution in the UT/LS (about 8 to 16 km altitude) varies between 1.3 and 2.8 km. The data are provided on a 2.5 ∘ × 2.5 ∘ horizontal grid. Kalnay et al. [1996] point out that the horizontal winds in the NCAR/NCEP reanalysis belong to the most reliable class of analysis variables that are strongly constrained by observations. They also point out that the vertical velocity is influenced by observational data, but that the model has strong influence on the analysis as well.
MERRA [Rienecker et al., 2011 ] is a NASA reanalysis for the satellite era from 1979 to present. The analysis is based on the Goddard Earth Observing System Data Assimilation System Version 5 (GEOS-5). A key advantage of MERRA is output at frequencies higher than the 6-hourly intervals of other reanalyses. Here we make use of the extensive 3-hourly atmospheric diagnostics on 42 pressure levels from 1000 up to 0.1 hPa. The vertical resolution in the UT/LS varies between 1.0 and 2.8 km. Note that these diagnostics are provided at a coarser horizontal resolution (1.25 ∘ × 1.25 ∘ rather than 0.67 ∘ × 0.5 ∘ ) and on fewer vertical levels (42 rather than 72) compared to the underlying assimilation system. Rienecker et al. [2011] summarize comparisons between MERRA and other reanalyses, showing that there is good agreement in many aspects of climate variability.
ERA-Interim [Dee et al., 2011] is the latest global atmospheric reanalysis produced by ECMWF. This reanalysis covers the time period from 1 January 1979 onward and continues to be extended forward in near real time.
Gridded data products include a large variety of 3-hourly surface parameters and 6-hourly upper air parameters covering the troposphere and stratosphere. Cycle 31r2 of ECMWF's Integrated Forecast System (IFS), introduced operationally in September 2006, was used for the ERA-Interim product. The model uses T255 spectral harmonic representation for the basic dynamical fields and a reduced Gaussian grid (N128) with an approximately uniform horizontal spacing of 79 km. The ERA-Interim data are provided on a 1 ∘ × 1 ∘ horizontal grid. The altitude range extends from the surface up to 0.1 hPa and is covered by 60 model levels. The vertical resolution in the UT/LS varies between 0.7 and 1.2 km. ERA-Interim consists of four analyses per day at 00:00, 06:00, 12:00, and 18:00 UTC. Dee et al. [2011] discuss the analysis increments of ERA-Interim, a figure of merit for the consistency between the forecast model and the observations. For the analysis increments of the zonal wind they found 30 day global averages of up to ±0.45 m/s and standard deviations from 0.4 to 1.6 m/s between the surface and the 40 hPa level.
The fourth meteorological data product considered here is the high-resolution ECMWF operational analysis. In contrast to ERA-Interim, this data product is continuously improved over time by taking into account IFS model updates as well as additional observational data sets. In this study we used a combination of analyses at 00:00 and 12:00 UTC and forecasts at 03:00, 06:00, 09:00, 15:00, 18:00, and 21:00 UTC. Data are provided on 91 model levels from the surface up to 0.01 hPa. The vertical resolution in the UT/LS is about 0.5 km. The horizontal resolution is 0.25 ∘ × 0.25 ∘ . Note that in contrast to the NCAR/NCEP and MERRA data products, which are reported on standard pressure levels, the ECMWF products were obtained on model levels (sigma pressure hybrid coordinate) and had to be interpolated to pressure levels first. This interpolation was performed by means of the Climate Data Operators software [Schulzweida, 2014] , taking surface pressure and geopotential into account. Table 1 summarizes key information on resolution and coverage of the meteorological data products. Figure 4 illustrates the horizontal resolution of the data products based on vertical velocity fields at ∼10 km altitude over East Asia. The maps show that large-and mesoscale features are generally in good agreement in all four products. However, due to its significantly higher resolution, the ECMWF analysis is capable of resolving finer details. One remarkable feature are small-scale convective updrafts that are captured by the ECMWF analysis, but not by the other data products. The differences between the wind and vertical velocity data of the meteorological data products in the UT/LS require detailed assessments of their impact on Lagrangian transport simulations.
Lagrangian Particle Dispersion Model
Lagrangian particle dispersion models are indispensable tools to study atmospheric transport processes. Commonly used models include the Flexible Particle (FLEXPART) model [Stohl et al., 2005] , the Hybrid Single-Particle Lagrangian Integrated Trajectory model [Draxler and Hess, 1998 ], the Lagrangian Analysis Tool [Wernli and Davies, 1997] , the Numerical Atmospheric-dispersion Modelling Environment [Jones et al., 2007] , and the Stochastic Time-Inverted Lagrangian Transport model [Lin et al., 2003] . While all these models are applied to solve similar tasks, they differ in specific choices such as the numerical methods or vertical coordinates. In this study we used the new model MPTRAC, which was recently developed at the Jülich Supercomputing Centre. MPTRAC was primarily designed to conduct trajectory calculations for large numbers of air parcels on massive-parallel computing architectures. We implemented a hybrid-parallelization scheme based on the Message Passing Interface (MPI) and Open Multiprocessing (OpenMP). Aiming at ensemble simulations, the MPI distributed memory parallelization is applied to distribute the ensemble members on the individual compute nodes of a supercomputer. The OpenMP shared memory parallelization is applied to distribute the trajectory calculations of individual ensemble members over the cores of a particular compute node. An advantage of the OpenMP parallelization is that meteorological data need to be stored only once on each compute node. On current multicore nodes (typically having 8 cores and 16 GB memory per node or more) there is sufficient memory left to store location data and additional information for 10 6 to 10 8 air parcels per ensemble member. File-I/O is task local, i.e., the meteorological input data are read and the simulation output data are written to separate files from each node. Currently no interaction between different ensemble members is required, i.e., MPI communication is kept to a minimum and does not limit scalability.
Trajectory calculations for individual air parcels are based on numerical integration of the kinematic equation of motion,
where x denotes the spatial position and v the velocity of an air parcel at time t. In MPTRAC the air parcel locations x are defined by geographic latitude and longitude as horizontal coordinates as well as pressure p as vertical coordinate. The horizontal wind (u, v) and vertical velocity ( =ṗ) at position x and time t are obtained by linear spatial and temporal interpolation of the meteorological data. Equation (2) is solved with the explicit midpoint method,
The time step Δt for the trajectory calculations controls the trade-off between accuracy and speed of the calculations. For our simulations we selected Δt = 120 s, which is sufficiently short so that truncation errors are small, even in the case of the high-resolution wind fields of the ECMWF analysis. This parameter choice was confirmed by repeating trajectory calculations at increasingly finer time steps until the simulation results converged.
The accuracy of trajectory calculations is determined by various factors [Kuo et al., 1985; Stohl et al., 1995; Kahl, 1996; Stohl, 1998; Harris et al., 2005; Bourqui, 2006; Bowman et al., 2013] . The spatial and temporal resolution of the meteorological data, the applied interpolation and integration schemes, and the choice of the vertical coordinate are particularly important: (i) The resolution of the four meteorological data products applied in this study is different, which was already discussed in section 2.2. We used the data products at the resolution at which they are distributed by the centers and made no further effort to assess the influence of differences in spatial and temporal resolution. (ii) Regarding the interpolation of the meteorological data we applied linear interpolation in space and time, which is common in atmospheric trajectory models and consistent with the use of the explicit midpoint method for numerical integration of the trajectory equation [Stohl et al., 2001; Bowman et al., 2013] . (iii) The trajectory calculations with MPTRAC are based on pressure as the vertical coordinate. We perform kinematic trajectory calculations with vertical velocities being obtained from the meteorological data products. On longer time scales diabatic trajectory calculations with vertical velocities being obtained from total diabatic heating rates may be more appropriate [Schoeberl et al., 2003; Krüger et al., 2008; Ploeger et al., 2010] . As mentioned in section 2.2, the MERRA and NCAR/NCEP data are provided on standard pressure levels whereas the ERA-Interim and ECMWF analysis data had to be converted from model to pressure levels first. Note that the upper-and lowermost pressure level of the meteorological data define the boundaries of our simulations. If an air parcel leaves the pressure range covered by the meteorological data, its pressure value is set to the value of the upper or lower boundary, respectively. All air parcels remain in the atmosphere for the entire simulation, i.e., adsorption or deposition is not considered. However, note that the case studies presented here focus on the UT/LS region and that the number of air parcels reaching the top and bottom boundaries during the simulations is negligible.
While the trajectory calculations outlined above are used to represent the advection of air, another module was introduced in MPTRAC to simulate diffusion. Two processes are considered in this module. Ishikawa, 1995; Waugh, 1997; Desiato et al., 1998; Legras et al., 2003 Legras et al., , 2005 Pisso et al., 2009] [Stohl et al., 2005] . However, in contrast to Stohl et al. [2005] we made no distinction between the troposphere and stratosphere, i.e., the same values for D x and D z were applied at all altitudes.
The second process considered in the diffusion module of MPTRAC, being most relevant for long-range simulations, is the parametrization of subgrid scale wind fluctuations. Following the FLEXPART approach [Stohl et al., 2005] , this process is modeled starting from the assumption that wind variances calculated at the grid scale provide a measure for unresolved subgrid scale variances. The subgrid scale variance is calculated for each air parcel as variance of the wind data of its neighboring grid points in space and time, which is downscaled with a fixed scaling factor ( = 0.16, following Stohl et al. [2005] ). As subgrid scale wind fluctuations are correlated in time, a Markov model is used to simulate this process. For instance, the zonal wind fluctuations u ′ with grid scale variance 2 u are obtained from
where r = exp(−2Δt∕Δt met ) is a correlation coefficient depending on the model time step Δt and the time interval Δt met of the meteorological data (3 or 6 h). is a Gaussian random variate with zero mean and unity variance. Meridional wind and vertical velocity subgrid scale fluctuations are calculated accordingly. Drift and density corrections [Stohl et al., 2005 , and references therein] have not been considered.
The third module in MPTRAC is used to represent loss processes of chemical species or aerosols, based on an exponential decay of the mass assigned to each air parcel,
where m represents the mass at time t and t 12 the half life time of the species. Here we used this module to represent loss processes of SO 2 in a simple manner. In the presence of clouds, SO 2 is rapidly absorbed into the liquid phase, leading to SO 2 lifetimes in the order of a few hours [Khokhar et al., 2005] . In cloud-free conditions the oxidation from SO 2 to sulfuric acid takes place via gas phase reactions involving the hydroxyl radical (OH), resulting in much longer SO 2 lifetimes of several days. In the dry stratosphere the concentration of OH is relatively small and SO 2 lifetimes may be on the order of several weeks [Eisinger and Burrows, 1998; Krotkov et al., 2010; Theys et al., 2013] . In our simulations we used a constant lifetime, t 12 = 7 days, to represent SO 2 loss processes in the UT/LS region.
MPTRAC provides simulation output in different ways. The most comprehensive output is complete lists of the positions and additional data of all air parcels at given model time steps. For ensemble simulations this output is usually too large to be stored very frequently. For example, a 10 day simulation with 10 million air parcels with hourly output requires already ∼70 GB of disk space to save just the positions of the air parcels. For ensemble simulations this multiplies accordingly. However, the full output is still useful to create restart files for later model runs. In this paper we mostly present "gridded output." This type of output provides SO 2 column densities on regular horizontal grids, which are obtained by adding the SO 2 mass of all air parcels within the vertical column over a grid box and by normalizing the total mass by the surface area of the box. SO 2 column densities are reported in Dobson Units (DU; 1 DU=2.85 × 10 −5 kg[SO 2 ]/m 2 ). A third type of output used in this study is referred to as "station output." It provides lists of air parcels within a search radius around a given location at each model time step and is used here to infer emission rates.
Results
Estimation of Volcanic SO 2 Emission Time Series
A crucial aspect for our study are the volcanic SO 2 emission time series which form the initial conditions for the transport simulations and are typically not well constrained by direct observations. These initial conditions comprise lists of trajectory seeds, i.e., initial positions and launch times, and the SO 2 mass assigned to the air parcels. A simple approach for initialization are point or box sources with instantaneous or continuous release of emissions. Advanced schemes estimate the SO 2 source term based on inverse modeling and data assimilation techniques [Eckhardt et al., 2008; Kristiansen et al., 2010 Kristiansen et al., , 2012 Flemming and Inness, 2013] . In this study we estimated the altitude-resolved SO 2 emission time series over the volcano based on an analysis of backward trajectories. A recent study by Heng et al. [2016] uses the satellite data and transport model presented here to assess the influence of different initialization strategies for the Nabro case study. The study of Heng et al. [2016] indicates that the release from point-like sources leads to less realistic transport simulations than the backward trajectory approach. Heng et al. [2016] also show that more sophisticated initialization strategies based on importance resampling techniques provide simulation results of comparable quality to our results. The backward trajectory approach used here does not provide the best estimate or optimal source term, but the validation shows that our simulations capture the main features of the atmospheric transport processes in a realistic manner.
The altitude-dependent time series of the volcanic SO 2 emissions at the locations of the three volcanoes were estimated based on the AIRS SO 2 observations described in section 2.1. For each location of an AIRS SO 2 detection after the initial eruption we launched multiple backward trajectories. Here we took into account that the AIRS observations provide accurate information on time and horizontal position, but that altitude information is not available for that data product. We seeded multiple trajectories distributed uniformly between 0 and 25 km altitude at the location of each individual AIRS observation. Horizontal Gaussian scatter with 30 km full width at half maximum (FWHM) of the trajectory seeds was introduced to represent the horizontal sampling and average footprint size of the AIRS observations. Furthermore, we took information on SO 2 mass into account, by choosing the number of trajectory seeds to be linearly proportional to the SO 2 index of the AIRS observations. The initial distribution of trajectory seeds was resampled so that a fixed number of 15 million seeds was obtained for the whole time period of each case study. Backward trajectory calculations were then performed separately for each meteorological data product. From all backward trajectories we considered only those that pass within 75 km distance to the volcano and with a trajectory time of at least 48 h to reconstruct the emission time series. Note that sensitivity tests showed that the simulation results are not very sensitive regarding the specific shape and size of the source area and the travel time of the trajectories.
For each case study we merged the results of the backward trajectory calculations for the different meteorological data products into a common set of trajectory seeds. In order to give all meteorological data products the same weight in the merged initialization, we first resampled the individual data sets to obtain a fixed number of one million trajectory seeds for each data product. During this resampling step we introduced Gaussian scatter of 0.5 km (FWHM) in the vertical and 30 km (FWHM) in the horizontal direction, mainly for the purpose of smoothing of the results. We combined the resampled data sets for the four meteorological data products for each case and assigned the combined 4 million air parcels a total SO 2 mass of 0.35 × 10 9 kg for the Grímsvötn, 0.2 × 10 9 kg for the Puyehue-Cordón Caulle, and 1.5 × 10 9 kg for the Nabro Sigmarsson et al., 2013; Theys et al., 2013; Moxnes et al., 2014] . Note that the main reason for merging the data sets is that the same set of trajectory seeds is needed to be able to calculate transport deviations (section 3.4). Using individual source terms rather than merging the data sets partly improved the simulation results in the CSI analysis (section 3.5). However, the ranking and the absolute differences of the CSI values between simulations with different meteorological data sets were not significantly affected, leading us to the conclusion that the merged source terms can also be used for the CSI analysis. Figure 5 presents the altitude-resolved emission time series that we derived with our initialization approach. For the Grímsvötn we found peak emission rates from 21 May 2011, 22:00 UTC to 22 May 2011, 12:00 UTC at 11-13 km altitude. For the Puyehue-Cordón Caulle the peak emission rates occurred from 4 June 2011, 18:00 UTC to 5 June 2011, 02:00 UTC at 10-14 km. For the Nabro we found peak emissions on 12 June 2011, 12:00 UTC to 13 June 2011, 06:00 UTC at 15-17 km. For the Nabro we also found additional emission events on 14 June 2011 with peak emissions at 9 and 12 km and on 16 June 2011 with emissions at 9-17 km. 
Comparison of SO 2 Horizontal Distributions
In this section we present qualitative comparisons of the SO 2 horizontal distributions from the transport simulations using different meteorological data products with the AIRS satellite data. Figures 6 to 8 show SO 2 column density maps from MPTRAC about 5 days after the initial eruptions of the three volcanoes. The model data are presented on a 0.5 ∘ × 0.5 ∘ horizontal grid. The figures also include maps of the AIRS SO 2 index on the measurement grid of the instrument. The time step of the SO 2 column density maps from the simulations was selected to be in the middle of the time period covered by the AIRS/Aqua overpasses showing the volcanic SO 2 plumes from the eruptions. Note that a time difference of up to ±3.3 h (i.e., up to ±2 satellite orbits) needs to be considered when comparing the model results with the AIRS measurements. Figure 6 shows results for the Grímsvötn case study on 27 May 2011, 06:00 UTC. At this time most of the SO 2 mass is located in a filament of air extending over Canada, Greenland, and Iceland. This feature is in principle well reproduced by the transport simulations with all meteorological data products, although the SO 2 maxima are found in different locations in the simulations and the AIRS measurements. Figure 7 shows results for the Puyehue-Cordón Caulle case study on 9 June 2011, 18:00 UTC. In this case a large SO 2 cloud is located over the southern Indian Ocean. Qualitatively, the ECMWF analysis and ERA-Interim simulations seem to agree better with the AIRS measurements. For NCAR/NCEP and MERRA we found that the north-south separation of air masses at the eastern edge of the SO 2 cloud is not fully reproduced. The northern branch is too weak or missing in these simulations. Figure 8 presents results for the Nabro case study on 17 June 2011, 09:00 UTC. The SO 2 emissions from the Nabro have been captured by the Asian monsoon circulation and are transported northeastward away from the volcano. In this case all simulations show good agreement with AIRS. Minor limitations became evident for the ECMWF analysis and the ERA-Interim simulations, where SO 2 mass from the initial phase of the eruption seems to be missing near the northeastern tip of the plume. Note that the animations provided as supporting information to this paper (see Appendix A) enable comparisons of the model data and AIRS observations at other time steps.
Hoffmann et al.
[2014] performed radiative transfer calculations for SO 2 layers located at different heights that can be used to correlate the AIRS SO 2 index with the SO 2 column density. Based on calculations for SO 2 layers between 10 and 20 km altitude and midlatitude atmospheric conditions, an SO 2 index of 5, 15, or 25 K corresponds to an SO 2 column density of about 10, 35, or 90 DU, respectively. Despite some limitations, including the fact that the radiative transfer calculations are performed for a standard atmosphere and that the SO 2 weighting functions of the AIRS channels are not considered here, Figures 6 to 8 reveal qualitative agreement between the maximum SO 2 indices from AIRS and the maximum SO 2 column densities from the transport simulations. This indicates that the SO 2 total mass estimates used for the initialization (see section 3.1) are consistent with the AIRS observations. However, a closer inspection reveals that the geographical locations of the SO 2 column density maxima in the simulations partly differ from each other and from the AIRS measurements. One possible reason is that our initialization method tries to reproduce the spatial extent of the volcanic SO 2 plumes rather than the exact mass distribution within the plumes.
Comparison of SO 2 Vertical Distributions
The SO 2 vertical distributions from the transport simulations cannot be validated directly with the AIRS measurements as our BTD approach does not provide altitude information. Hence, the results are compared with the CALIOP and MIPAS aerosol observations introduced in section 2.1, assuming that the observed aerosol distributions are indicative for the SO 2 distributions from the simulations. The CALIOP data for the three case studies are shown in Figure 9 . The MIPAS data are presented in Figures 6 to 8. These figures also show maps of air parcel altitudes (for a random sample of 10% of all air parcels) from the transport simulations to enable comparisons with the altitudes of the satellite observations. Figures 6 to 8 show the air parcel altitudes for the simulations driven by the ECMWF analysis. The results for the other meteorological data sets look similar, with mean differences of the altitudes being less than 500-1000 m at the selected time steps. See section 3.4 for a more detailed discussion of transport deviations.
The CALIOP browse image for the Grímsvötn case study (Figure 9 , top) shows three distinct features between 60-73 ∘ N and 37-55 ∘ W at 9-11 km altitude in the 532 nm total attenuated backscatter. Other CALIOP data products show that these features have low depolarization ratios (<0.2) and are classified as a "stratospheric layer," indicating that they are associated with sulfate aerosols rather than ice clouds. Although there is a time difference of about 9 h, the three features seen in the CALIOP vertical cross section are likely related to the SO 2 filament seen in the transport simulations. There is consistency between the CALIOP measured altitudes (9-11 km) and the air parcel altitudes from the transport simulations (9-15 km). Sulfate aerosols were detected in four MIPAS limb scans at 8.6-11.4 km altitude between 01:10 and 02:50 UTC on 27 May 2011. The horizontal locations of these detections are in excellent agreement with the AIRS measurements and the SO 2 horizontal distributions from the transport simulations. The altitudes of the MIPAS detections are consistent with CALIOP and the simulations, considering the broad field of view and vertical sampling of MIPAS.
CALIOP's measurement coverage for the Puyehue-Cordón Caulle case study is very limited during the first 10 days after the eruption. Here we discuss a vertical cross section that was measured on 5 June 2011, around 18:00 UTC about 1200 km to the east of the volcano. The CALIOP browse image shows a stratospheric feature between 40-47 ∘ S and 54-57 ∘ W at 10-15 km altitude (Figure 9 , middle). Depolarization ratios of 0.3-0.5 suggest that this feature is associated with ash particles rather than sulfate aerosols. However, Hoffmann et al. [2014] showed that volcanic ash and SO 2 are good proxies for each other for the Puyehue-Cordón Caulle eruption. In this case the CALIOP observations are compared with the SO 2 source term ( Figure 5 , middle) rather than the model snapshot (Figure 7 ) due to the smaller temporal and spatial distances. We found good agreement between the CALIOP altitudes (10-15 km) and the altitudes of SO 2 peak emission rates (10-14 km) from the simulations. MIPAS observations for 9 June 2011 are shown in Figure 7 . Volcanic ash is detected in nine MIPAS limb scans in the vicinity of the SO 2 cloud between 16:00 and 23:00 UTC. Most MIPAS detections occurred at altitudes from 11.5 to 13.7 km, which is consistent with the transport simulations (10-15 km). Note that small horizontal displacements between the AIRS and MIPAS observations and the transport simulations are due to time differences between the measurements and the model snapshot.
For the Nabro case study we found two features with low depolarization ratios (<0.1) at 44-47 ∘ N and 56-58 ∘ E at 16-18 km (classified as stratospheric layer) as well as 34-40 ∘ N and 53-56 ∘ E at 8-11 km (classified as "tropospheric aerosol") on 17 June 2011, near 22:30 UTC. The CALIOP observations are consistent with the transport simulations, showing a northern filament of the Nabro SO 2 plume at 15-17 km and a southern filament at 9-11 km in this region. Sulfate aerosols have been detected in 18 MIPAS limb scans in the vicinity of the Nabro plume between 02:00 and 09:00 UTC on 17 June 2011. The altitudes of the MIPAS detections are in the range of 9.6-17.4 km, being consistent with the CALIOP observations and the transport simulations.
Assessment of Transport Deviations
Trajectory calculations based on the same initial set of air parcels but for different model configurations are often compared by calculating transport deviations [Kuo et al., 1985; Rolph and Draxler, 1990; Stohl et al., 1995; Stohl and Seibert, 1998; Stohl et al., 2001; Harris et al., 2005; Riddle et al., 2006; Miltenberger et al., 2013] . The absolute horizontal transport deviation (AHTD) and absolute vertical transport deviation (AVTD) at time t are defined as
where N refers to the number of air parcels and (X n , Y n , Z n ) as well as (x n , y n , z n ) refer to the locations of the first and second set of trajectories, respectively. Horizontal distances have been calculated as Euclidean distances between the air parcel locations projected to the surface. Vertical distances have been calculated based on log-pressure altitudes.
Figure 10 presents AHTDs and AVTDs of the six possible combinations of the Lagrangian transport simulations with the four different meteorological data products. Note that this figure shows only the relative differences between the simulations but does not provide validation of their absolute accuracy. The transport deviations have been evaluated at 6 h time intervals from the beginning up to 10 days simulation time. As this is a relatively long time period, it should be noted that once trajectories start to diverge significantly due to initial differences in the wind fields, the following deviations are not only due to wind differences but also due to the fact that the air parcels are located in different flow regimes [Stohl, 1998] . For the Grímsvötn case study the transport deviations are generally lowest, with an AHTD of 1000-1400 km and an AVTD of 500-900 m after 10 days. The Puyehue-Cordón Caulle case study has larger absolute transport deviations than the Grímsvötn case study, i.e., the AHTD grows up to 2200-2800 km and the AVTD grows up to 1000-1600 m. For the Nabro case study the AHTD grows up to 2100-3200 km and the AVTD grows up to 1300-2100 m, which is comparable or even larger than for the Puyehue-Cordón Caulle case study. The growth rates of the transport deviations also vary substantially between the case studies. An AHTD of 1000 km is first exceeded after 3-5 days for the Puyehue-Cordón Caulle, after 4.5-6.5 days for the Nabro, and after 5.5-10 days for the Grímsvötn. An AVTD of 500 m is first exceeded after 1.5-4.5 days for the Nabro, 2-4.5 days for the Puyehue-Cordón Caulle, and 5-10 days for the Grímsvötn.
In summary, Figure 10 reveals substantial deviations between the transport simulations for the different case studies that are mostly related to the different meteorological conditions. However, it is found that the transport deviations between ERA-Interim and the ECMWF analysis or between ERA-Interim and MERRA are usually lowest, meaning that those simulations are in close agreement. In contrast, the largest transport deviations are usually found between the ECMWF analysis and NCAR/NCEP. Larger deviations are also often found between NCAR/NCEP and both ERA-Interim and MERRA. Typically, the six combinations of the AHTDs and AVTDs split into two groups, with the three sets related to NCAR/NCEP being up to a factor of 2 larger than those not related to NCAR/NCEP. The ranking of the transport deviations between the different meteorological data products is mostly consistent between the case studies, despite the different meteorological conditions. 
Assessment of Critical Success Index
We compared our transport simulations with AIRS satellite observations by means of the CSI or "threat score" approach [Schaefer, 1990; Wilks, 2011] . The CSI is a commonly used measure to evaluate the performance of transport simulations for volcanic emissions [Stunder et al., 2007; Webley et al., 2009; Harvey and Dacre, 2015] . The CSI analysis focuses on a comparison of the spatial extent of the observed and modeled volcanic plumes over time. Based on model forecasts and satellite observations being either positive or negative, a 2×2 contingency table of event counts is created. In the contingency table c x counts the number of positive forecasts with positive observations (hits), c y counts the number of negative forecasts with positive observations (misses), and c z counts the number of positive forecasts with negative observations (false alarms). The bias (B) is defined as the ratio of positive forecasts to positive observations,
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The probability of detection (POD) is defined as the ratio of hits to the total number of positive observations,
The false alarm rate (FAR) is defined as the ratio of false alarms to the total number of positive forecasts,
The critical success index (CSI) is defined as the ratio of hits to the total number of forecasts that were actually made (c x + c z ) or should have been made (c y ),
Equation (11) shows that the CSI is a nonlinear combination of both the FAR and the POD. For a perfect simulation the POD will be one, the FAR will be zero, and the CSI will be one. The CSI will be zero if the POD equals zero or if the FAR equals one.
Our CSI analysis is based on model and satellite data being sampled on a 2 ∘ × 2 ∘ horizontal grid. Regarding the model data, we assume a positive forecast if the SO 2 column density in a grid box exceeds a threshold of 1.5 DU for the Puyehue-Cordón Caulle, 2 DU for the Nabro, and 3 DU for the Grímsvötn case study. Regarding the satellite data, we assume a positive observation if the mean SI of the AIRS footprints within a grid box exceeds a threshold of 1.5 K for the Puyehue-Cordón Caulle and 2 K for the Nabro and Grímsvötn case studies. These thresholds have been chosen individually for each case study based on sensitivity tests within ranges of 0.5-10 DU and 0.5-5 K, showing that they provide nearly optimal results in the CSI analysis. Some variation of the thresholds between the case studies is expected: The observation threshold was tuned to compensate for varying numbers of false detections due to deep convective clouds in the AIRS field of view (see section 2.1).
To further reduce the effect of such false detections we performed our CSI analysis only for regions around the volcanoes that are directly affected by volcanic SO 2 emissions (indicated by boxes in Figure 3 ) rather than globally. The forecast threshold for the model data was also adjusted for each case study, because the sensitivity of the AIRS SO 2 index depends on the atmospheric conditions (see Figure 1) . To get the event counts, we accumulated results from multiple grid boxes over 24 h time intervals (starting at 00:00 UTC each day). For this analysis the model was sampled "online" at every time step. An accumulation time interval of 24 h rather 12 h was selected to improve measurement coverage and to obtain more stable results in the analysis. Figure 11 shows time series of event counts for the three case studies. The event counts indicate the total number of positive observations (c x + c y ) and positive forecasts (c x + c z ) within the 2 ∘ × 2 ∘ grid boxes that occurred during the 24 h time intervals. The total numbers of observations and forecasts vary between the case studies. This is not only due to the varying spatial extent of the SO 2 plumes over time but also due to the varying area of the grid boxes and the number of AIRS observation, which both change with latitude. Day-to-day variations are due to data gaps between the AIRS measurement tracks, which is particularly important for the Nabro, being located at low latitudes. Event counts are larger for the Grímsvötn and Nabro case studies (up to 250/day) and lower for the Puyehue-Cordón Caulle case study (100/day). As the number of observations for the Puyehue-Cordón Caulle is limited, the CSI analysis was restricted to a time period of 5 days. A maximum time period of 10 days was selected for the Grímsvötn or the Nabro. Data for the initial phase of the simulations are not considered here, because the start time of the simulations was selected to be 12 h prior to the first observations of volcanic SO 2 in the AIRS data. Comparing the ratio of forecasts and observations, we found that the simulations often have a high bias, in particular at the beginning or toward the end of the simulations. Based on visual inspection of the simulation results, the high bias at the beginning seems to be related to larger spread of the simulated plumes compared to the observed plumes. A possible reason is that the diffusion in the initial phase of the simulations is too strong. This issue might be addressed in more detail in future work. The high bias for the Nabro and Puyehue-Cordón Caulle case studies and the low bias for the Grímsvötn case study at the end of the simulations may be related to the choice of a constant SO 2 lifetime of 7 days for all simulations. The bias varies between 0.6-3.0 for the Grímsvötn, 1.0-2.8 for the Nabro, and 1.2-4.4 for the Puyehue-Cordón Caulle case study. The time series of the CSI values presented in Figure 11 show day-to-day variations that are directly associated with variations of the daily event counts. Note that the CSI is a biased score that is dependent upon the frequency of the event that is forecasted [Schaefer, 1990] . In our case the event counts are varying on a daily base due to differences in sampling and coverage for the different satellite overpasses. To further summarize the results, Table 2 presents POD, FAR, and CSI statistics based on integrated event counts for the entire simulation period (5-10 days) for each case study. This summary shows that the best simulation results were obtained for the Nabro case study (integrated CSI values from 0.21 to 0.31), followed by the Puyehue-Cordón Caulle case study (0.23-0.29), and by the Grímsvötn (0.21-0.25). Table 2 suggests that low PODs are the limiting factor for the Grímsvötn case study, whereas high FARs are the limiting factor for the Nabro and Puyehue-Cordón Caulle case studies. Comparing the four meteorological data products, the best simulation results were obtained with the ECMWF analysis (0.25-0.31), followed by ERA-Interim (0.25-0.29), MERRA (0.23-0.27), and NCAR/NCEP (0.21-0.23).
Discussion and Conclusions
In this study we applied our new Lagrangian particle dispersion model MPTRAC to perform transport simulations for three case studies of volcanic eruption events. The case studies cover the eruptions of the Grímsvötn, Iceland, the Puyehue-Cordón Caulle, Chile, and the Nabro, Eritrea, in May and June 2011. For all case studies satellite observations indicated that substantial amounts of SO 2 were injected into the UT/LS. We used AIRS satellite data to initialize the transport simulations and AIRS, CALIOP, and MIPAS data to validate the results. In addition to validating the new MPTRAC model, an important goal of our study was a comparison of transport simulations that were obtained with different meteorological data products, including the ERA-Interim, MERRA, and NCAR/NCEP reanalyses and the ECMWF operational analysis. The meteorological data products vary in temporal resolution by a factor of 2, in horizontal resolution by a factor of up to 10 × 10, and in vertical resolution in the UT/LS by a factor of up to 5. A direct comparison of vertical velocities showed that the ECMWF analysis is better capable of resolving small-scale convective updrafts than the three reanalyses. For a more detailed assessment of the performance of the meteorological data products in the UT/LS we evaluated the Lagrangian transport simulations for the volcanic eruption events.
A qualitative comparison of SO 2 column density maps from the transport simulations with SO 2 index maps from AIRS showed reasonable agreement. Most of the main features of the volcanic SO 2 distributions seen in the AIRS data are properly reproduced by the simulations. Differences between the simulations and observations were sometimes found when comparing the locations of the local maxima of the modeled SO 2 column densities and the measured SO 2 indices. One possible reason is that our backward trajectory approach for initialization is optimized to reproduce the spatial extent, but not the exact mass distributions of the volcanic SO 2 emissions. However, based on correlations between the SO 2 column density and the AIRS SO 2 index , we concluded that the SO 2 total mass estimates used to initialize the MPTRAC simulations are consistent with the AIRS observations. To validate the SO 2 vertical distributions we compared air parcel altitudes from the simulations with CALIOP and MIPAS aerosol detections. Typically, the altitudes agree within the uncertainties of the lidar and limb satellite measurements. Based on these qualitative comparisons, we concluded that the modeling approach presented here generally provides realistic results for all meteorological data products.
We analyzed two measures that facilitate quantitative comparisons between the different MPTRAC simulations and between the simulations and the AIRS satellite observations. These measures mainly evaluate the spatial extent of the volcanic SO 2 distributions. First, we analyzed transport deviations, which provide a measure of similarity between different transport simulations. In particular, as we used the same initializations for the simulations, this analysis provides information on the wind fields in the meteorological data products. The analysis of transport deviations does not involve any comparison with measurements and is therefore not influenced by any measurement uncertainties. However, note that this type of analysis does not provide any information on which simulation is most realistic. The analysis of transport deviations for the three case studies indicated that the simulation results for the ECMWF analysis, ERA-Interim, and MERRA are usually in close agreement. Absolute transport deviations between these data sets and NCAR/NCEP are up to a factor 2-3 larger. The ranking of the transport deviations between the different meteorological data products is mostly consistent between the case studies. Because of the mostly consistent ranking, we conclude that the temporal and spatial resolution of the meteorological data products is an important factor that controls the transport deviations within each case study. However, note that in addition to sampling errors related to the finite spatial and temporal resolution of the data products, the differences could also point to errors in the gridded winds themselves, as those were derived with the different measurements, models, and data assimilation schemes used at the respective centers. Comparing the transport deviations between the different case studies, we again found variations up to a factor 2-3. Additionally, there is large variability in the temporal growth rates of the transport deviations between the different case studies. When comparing absolute values and growth rates of transport deviations for different case studies, the climatic zones in which the eruptions occur and the individual meteorological conditions need to be considered. Thus, the transport deviations should be evaluated individually for each case study and cannot be directly transferred from one case study to another.
Second, in order to perform a quantitative comparison with observations we analyzed the CSI, which is a commonly used measure of skills for simulations of volcanic emissions. Here we used the AIRS data for both, to create initializations and for comparing with MPTRAC simulations. Strictly speaking, this is not a validation with independent data. However, an advantage of this approach is that it yields consistency in terms of vertical sensitivity and coverage of the observations and model results. This is particularly important as the SO 2 kernel functions of the AIRS observations and therefore the vertical sensitivity and coverage change with the atmospheric conditions and between the different case studies. We performed a fine tuning of simulation parameters such as time-and height-resolved SO 2 emissions estimates and SO 2 lifetimes as well as CSI analysis parameters such as detection thresholds and grid spacing for the three case studies. The daily CSI time series for the three case studies indicate that the best simulation results are obtained for the Grímsvötn (with a maximum CSI of up to 0.52-0.60 for the different meteorological data sets) and the Nabro (0.50-0.54), followed by the Puyehue-Cordón Caulle (0.38-0.44). The CSI values found here are comparable to or better than those presented in other studies on transport simulations of volcanic eruption events. For instance, Stunder et al. [2007] , Webley et al. [2009], and Harvey and Dacre [2015] mostly show CSI values in the range of 0.1-0.5 for their simulations. We found that the Puyehue-Cordón Caulle case study was most difficult to evaluate because both the SO 2 concentrations and the number of AIRS detections of volcanic emissions were relatively low in this case. To increase the number of detections, we lowered the detection threshold, which yields a higher risk of false detections in the AIRS data. For the Grímsvötn case study we found both higher PODs and FARs compared to the other case studies. The CSI time series for the Nabro shows day-to-day variations, which are related to variations in AIRS measurement coverage and data gaps at low latitude and midlatitude. To obtain a more robust measure of the overall quality of the transport simulations, we calculated integrated CSI values over 5 or 10 days time. We found the best performance for the ECMWF analysis (CSI range of 0.25-0.31), followed by ERA-Interim (0.25-0.29), MERRA (0.23-0.27), and NCAR/NCEP (0.21-0.23). The ranking between the simulations with the different meteorological data products is consistent between the case studies. Although there are significant differences in the CSI values between the case studies, the consistent ranking indicates that high temporal and spatial resolution of the meteorological data does lead to improved performance of Lagrangian transport simulations of volcanic emissions in the UT/LS.
The findings of our study relate to other recent work that assessed the impact of different meteorological data products on transport simulations of volcanic emissions in UT/LS. Kristiansen et al. [2012] investigated source term estimations and transport simulations of volcanic ash based on satellite observations for the 2010 eruption of the Eyjafjallajökull, Iceland. In the study of Kristiansen et al. [2012] the transport simulations are based on two different Lagrangian particle dispersion models and have been run for three different meteorological data sets. The study found that the simulation results are generally robust, independent of which dispersion model and meteorological data set is used. However, the study also found occasionally large differences between individual simulations. In contrast, our analysis based on new case studies and other meteorological data products found that the temporal and spatial resolution of the meteorological data has significant impact on the performance of the simulations. Our results may be of interest not only for the specific application of transport simulations for volcanic eruption events but also in the context of other recent work focusing on intercomparisons of meteorological reanalyses, e.g., the studies conducted by Bergman et al. [2013] and Wright and Fueglistaler [2013] or the SPARC Reanalysis Intercomparison Project. In November 2015, the 14 year record of AIRS data covers more than 10 strong volcanic eruptions that are promising candidates for further case studies. Future work may also include meteorological data products from other centers or may focus on assessments of forecasts rather than reanalyses.
