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Summary 
During transmission or storage, signals can be corrupted by errors. 
These errors can be additive noise, but also pulse-shaped distortions, 
the effect of which is only noticeable during short time intervals. In 
the latter case, if the signal is sampled data, groups of samples will be 
erroneous. They can be consecutive or scattered. Very often there are 
indications as to which samples are distorted. In those cases one can 
try to restore the errors. In this thesis some restoration methods for 
unknown samples with known positions are presented. These restora-
tion methods are linear, that is they try to estimate the unknown sam-
ples as linear combinations of known neighbouring samples. They are 
also adaptive. This means that the weighting coefficients are adapted 
to the local (statistical) behaviour of the signal. The methods pre-
sented in this thesis can be applied as error concealment techniques 
for digital audio signals, speech signals and digital images. 
As a basis for the restoration methods described in this thesis, 
a linear minimum variance estimation method is derived first. This 
is a general statistical method, which can be used for every signal 
that is a realization of a stationary stochastic process. However, it 
is non-adaptive, since the signal spectrum, or equivalently the auto-
correlation function, has to be known in advance. It is of theoretical 
interest, since it provides relations between the signal spectrum and 
the restoration error. The estimates for the unknown samples are 
weighted sums of the known samples. It is also possible to obtain 
them as the solutions of a system of linear equations. 
After the discussion of the general linear minimum variance esti-
mation method, five special cases are discussed separately. In these 
cases the signal spectrum can be parametrized and the systems of 
equations from which the estimates for the unknown samples can be 
χ Summary 
solved follow directly from the signal parameters and the known sam­
ples. The resulting restoration methods are made adaptive by esti­
mating the signal parameters from the incomplete data. In some cases 
iterative estimation procedures for parameters and unknown samples 
are developed, because the parameters and the unknown samples can­
not be estimated independently. The special cases discussed are sam­
ple restoration methods for autoregressive processes, speech signals, 
band-limited signals, multiple sinusoids and digital images. For all 
these cases results are presented in the form of graphs, tables and 
photographs. 
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Chapter 1 
Introduction 
1.1 The restoration problem 
Signals generated at one place are often needed at another. The sci-
ences dealing with the required transportation are Information The-
ory and Communication Theory. They describe the preprocessing to 
adapt a signal to the transportation medium, called the channel, the 
actual transportation, called transmission and the postprocessing re-
quired to recover the original signal. A channel can be, for instance, 
a radio channel or an optical fibre. Transportation of signals in time, 
better known as storage, can be regarded as transmission and is also 
a subject of Information and Communication Theory. In this respect, 
storage media, such as Compact Disc® [36] or computer memories, 
can be seen as transmission channels; however, the word 'transmis-
sion' is reserved for geographical signal transportation. Examples of 
preprocessing are channel coding and modulation. A channel code is 
also called an error correcting code. Examples of postprocessing are 
demodulation and channel decoding. If a digital representation of a 
signal is transmitted, channel coding is often used to protect it against 
errors occurring during transmission. The basic idea behind channel 
coding is that additional bits, that make it possible to detect and 
sometimes correct a certain amount of transmission errors, are added 
to the signal [50]. Modulation is the conversion into a signal that can 
successfully be transmitted through the channel. A large variety of 
modulation methods, adapting both analogue and digital signals to 
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various types of channels, exist. A well-known example of modulation 
is the following. An electrical audio signal, which contains frequen-
cies in the range of 0-2Ü kHz, cannot be transmitted directly through 
a radio channel, but only after a translation to a higher frequency 
range. This can, for instance, be achieved with AM modulation. 
Unfortunately, transmission channels and storage media often in-
troduce errors. For digital signals, channel coding is the tool to cor-
rect or at least detect these errors1. This thesis provides solutions 
for the cases where errors introduced in digital signals during trans-
mission or storage are not corrected but only detected so that some 
of the received samples are distorted. This happens, for instance, 
if the probability of errors is so high that the correction capacity of 
the channel code is exceeded. The distorted samples are called the 
unknown samples. Because the channel errors are detected, their 
positions are known. The solutions provided here consist in the com-
putation of estimates for the unknown samples from their neighbour-
hood. The process of estimating and substituting new values for the 
unknown samples is called (sample) restoration or interpolation. The 
techniques can, of course, also be applied on analogue signals that are 
corrupted by errors of a short duration, such as scratches on an ana-
logue record. In that case, they must be sampled before restoration 
and the positions of the pulse errors must be detected in some way. 
In this thesis unknown samples are estimated as linear combina-
tions of known samples in their neighbourhood. As a consequence, 
the solutions do not work for signals consisting of pure data symbols, 
such as ASCII characters, for which linear combining makes no sense. 
Signals that can be restored are for instance signals from physical 
sources, such as speech, music and images. 
1.2 Restoration methods 
The research on sample restoration methods described in this thesis 
started in the early days of Compact Disc. Although the audio signal 
For analogue signals as well, methods exist to protect the signal against errors. 
An example is the Dolby Noise Reduction® system often used in cassette players 
to reduce tape noise. 
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F i g u r e 1.1: Examples of possible patterns of unknown samples. The left example 
shows a burst, the right example shows a scattered pattern. 
on a compact disc is protected against errors caused by scratches on 
the disk or imperfections in the disk material by an error correcting 
code [15], it was thought that additional protection was desirable for 
those cases where the channel errors could not be corrected but only 
detected. 
The problem was stated as follows. A finite sequence of samples 
of a digital audio signal, sampled at 44.1 kHz, is available. Some 
samples are labelled as unknown. They can be adjacent, this is called a 
burst, or have scattered positions. The unknown samples are situated 
approximately in the middle of the sequence. Examples of patterns 
of unknown samples are shown in Figure 1.1. The problem was to 
find replacements for the unknown samples, such that no errors can 
be heard. 
Several methods have been tried. Very simple ones, such as lin­
ear interpolation or Lagrange-like curve fitting, were rejected, because 
they produced clearly audible errors. The first method that was more 
or less satisfactory was a restoration method based on the assumption 
that the signal was band-limited [18,7], or, in other words, that the 
highest frequency occurring in the signal is lower than half the sam­
pling frequency. This method is not really successful, since it gives 
numerical problems when the product of the number of unknown sam-
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pies and the bandwith becomes too high2. The best method found 
so far for this application is based on the assumption that the sig-
nal can be satisfactorily described with a certain signal model: the 
autoregressive process [17,49]. With this method it is possible to re-
store successfully bursts of up to 32 unknown samples in compact disc 
signals. 
It turned out later that the expected problems did not occur. 
There are indeed uncorrectable channel errors, but the resulting num-
ber of unknown samples is usually so small that a simple restoration 
method such as linear interpolation suffices. Other applications for 
the proposed restoration method exist; it can, for instance, be used 
in recording studios to restore signals from scratched old analogue 
records or from tapes with drop-outs. 
When applied to speech signals, the results of this method are im-
pressive. It is possible to restore in a speech signal, sampled at 8 kHz, 
bursts of up to 12.5 ms or 100 unknown samples. The method would 
have been a good solution to a problem occurring in Mobile Automatic 
Telephony, where, due to fading, errors of this length often occur in 
the received signal. A problem however is, that for this large number 
of unknown samples the method involves so many operations that it 
cannot be realized in real-time operating hardware. To evade this 
problem, the method was simplified by using another signal model: it 
was assumed that speech is quasi-periodic, which roughly means that 
it is approximately periodic, but it may vary slightly in period and 
waveform [11, page 184]. A definition of quasi periodic signals is given 
in Chapter 4. The resulting method is extremely simple, gives good 
results and can be implemented in current technologies [47]. 
Eventually it was found that the sample restoration methods for 
autoregressive processes, band-limited signals and speech signals can 
all be regarded as special cases of a general statistical sample restora-
tion method, that minimizes the expected restoration error energy. 
The estimates for the unknown samples are obtained as the solutions 
of a system of linear equations. The right-hand side of this system 
consists of linear combinations of the known samples. The weighting 
coefficients used to obtain the right-hand side and the coefficients of 
This part of the research was conducted by Guido Janssen and Lorend Vries, 
the author's participation started directly after the invention of this technique. 
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the left-hand side are directly related to the signal spectrum. Of many 
classes of signals, including autoregressive processes, band-limited sig-
nals and quasi period signals the spectrum can be characterized or 
described with a few parameters. For the signal classes that have 
been mentioned so far, these parameters can be used to construct di-
rectly the system of equations from which the unknown samples can 
be solved. 
Starting from this general method, it is possible to derive sample 
restoration methods for other signal classes, for example for sums of 
sinusoids [48]. 
In addition to the methods to restore samples in one-dimensional 
signals, a two-dimensional variant of the restoration method for au-
toregressive processes has been developed. With this method blocks 
of up to 8 x 8 unknown pixels3 in a digital image can be restored. 
This makes the method suitable to restore errors occurring during 
the transmission of coded images. To reduce the bit rate, images are 
often coded before transmission or storage. Coding in this case is 
source coding [19], also called data compression. In modern image 
coding systems images are often divided into blocks, for instance of 
8 x 8 pixels, which are coded as a whole. The effect of an uncorrectable 
error is that a whole block is distorted. The method proposed here 
can be used to restore the distorted blocks. 
At the beginning of this section it was stated that the aim was to 
find replacements for the unknown samples in a digital audio signal, 
such that no errors can be heard. This suggests that properties of 
the human observer are taken into account. This is not true; the 
approach in this thesis is signal theoretical. Models of the human 
auditive system exist, but are hard to combine with signal theoretical 
results, especially because it is difficult to express the sensitivity of the 
human ear to restoration errors in signal theoretical terms. Human 
perception has been taken into account in so far that the parameter 
choices of the various methods have been adapted during listening 
tests. 
3A digital image is regarded as a two-dimensional array of picture elements, 
called pixels. A pixel in a monochrome image represents a local luminance value 
and is usually in the range 0-255. According to the CCIR 601 standard a digital 
TV image consists of 576 lines each containing 720 pixels. 
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Intuitively it is clear, and it will be shown later, that if the num-
ber of unknown samples increases, the restoration error also becomes 
larger. This means that the restoration errors will only be inaudible if 
the patterns of unknown samples are not too large. What is too large 
in this respect depends on the signal and on the restoration method. 
1.3 Survey of the literature 
It is surprising that the restoration problem of this thesis is not well 
covered in the signal-processing literature. Most of the literature on 
sample restoration is on the restoration of samples in band-limited, 
usually low-pass, signals [12,32,18,7]. Some statistical sample restora-
tion techniques are discussed in [45,22,35,24]. Two papers [28,38] 
discuss restoration methods based on waveform substitution for, re-
spectively, speech signals and digital audio signals that are recorded 
on tape. 
Typical examples of reconstruction methods for band-limited sig-
nals are given in [12,32,18,7]. In [12] an iterative procedure is proposed 
that can be used for interpolation as well as extrapolation. Initial es-
timates for the unknown samples are chosen, the signal is restricted 
to its assumed frequency band, and the signal values at the positions 
of the unknown samples are used as new estimates. This procedure is 
repeated until satisfactory results are obtained. The methods derived 
in [32,18,7] are essentially the same, the result is that the unknown 
samples are solved from a linear system of equations. In [32] this is 
derived starting from the method described in [12]. In [18,7] the out-
of-band energy is minimized. The latter papers also give analyses of 
the, rather disappointing, numerical robustness of this method. 
In the statistical restoration methods of [45,22,35,24] further as-
sumptions are made about the statistics of the signal. A state space 
model, that has to be known in advance, is assumed in [35,24]. In [35] 
a restoration method based on this model is derived for continuous-
time signals, and [24] discusses a restoration method for discrete-time 
signals of which a burst of samples is unknown. Paper [45] describes 
an adaptive restoration method that assumes no signal model. It deals 
with restoring discrete-time speech signals of which every nth sample 
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is unknown. In [22] it is assumed that the signal is an autoregressive 
process with known parameters. It describes a method for restoring 
one unknown sample. 
The waveform substitution methods of [28,38], like the restoration 
method for speech signals of this thesis, are based on the presence of 
a basic periodicity in the signal. Their somewhat heuristic approach 
is to substitute for the unknown samples a group of samples from the 
past, taking into account the periodicity that is present in the signal. 
The methods described in [32,18,7,45,22] can all be derived from 
the general restoration method presented in Chapter 2 of this thesis. 
The state space approach of [35,24] is somewhat different. However, as 
in this thesis, minimum variance estimates are found for the unknown 
samples and, provided that the same amount of available data is used, 
the results must be the same. 
1.4 The contents of the thesis 
In Chapter 2 a general statistical method is discussed to restore m 
unknown samples occurring in a signal segment of length N. As spe-
cial cases five other methods are discussed in Chapters 3-7. They are 
sample restoration methods for respectively: autoregressive processes, 
speech signals, band-limited signals, sums of sinusoids and digital im-
ages. 
The method of Chapter 2 is general, because no other assump-
tions about the available signal segment are made, than that it is 
part of a realization of a stationary stochastic process [39], and that 
the autocorrelation function of the signal is known. The first step is 
the derivation of linear minimum variance estimates for the unknown 
samples. This means that the unknown samples are estimated as lin-
ear combinations of known samples, the weighting coefficients being 
chosen such that the estimation error has minimum variance. 
After manipulating the expressions for the estimates, it is found 
that the weighting coefficients can be solved from a system involving 
the N xN autocorrelation matrix of the signal. The explicit computa-
tion of the weighting coefficients can be skipped and the m unknown 
samples can be solved directly from a linear system of m unknowns. 
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This is important for the special cases discussed in this thesis, because 
to construct this system and solve it requires less computations than 
to compute the weighting coefficients. 
Two important cases can be distinguished. The first is that there 
exists one unique set of weighting coefficients, or, equivalently, a 
unique system of equations from which the unknown samples can 
be solved. This is the case if the Ν χ N autocorrelation matrix has 
full rank; it is called the regular case. If the Ν x N autocorrelation 
matrix does not have full rank, it is still possible to find weighting 
coefficients, or a system of equations, to estimate the unknown sam­
ples. However, they may not be unique. Under certain conditions, it 
is then possible to make an error-free restoration. This is called the 
singular case. For both cases statistical analyses of the restoration 
errors are given and relations with the signal spectra are discussed. 
Examples of restoration methods in the regular case are the restora­
tion method for autoregressive processes, for digital images and for 
speech signals. Examples of restoration methods in the singular case 
are the restoration methods for band-limited signals and for sums of 
sinusoids. 
The general restoration method described above cannot be ap­
plied very well if the Ν χ N autocorrelation function is not known 
in advance. To make the method adaptive by estimating the Ν x N 
autocorrelation matrix from the data is not practical for two reasons. 
First, to estimate reliably the Ν χ N autocorrelation matrix, a seg­
ment of data which is considerably larger than N samples is required 
[39], and the number of operations needed to compute the autocor­
relation matrix would be far too high. Furthermore, the number of 
operations that have to be performed on the autocorrelation matrix 
is of the order JV2, which, in practical cases, is also too high. 
In the special cases discussed in this thesis, the signals are mod­
elled in some way. In this respect a signal model is not a description 
from which the signal can be generated completely, but a parametriza-
tion of signal properties. For instance, a signal that can be modelled 
as an autoregressive process can be regarded as the output of an all-
pole filter, fed with white noise. The signal parameters in this case 
are the order of the filter, the filter coefficients and the variance of 
the noise. For an effective model the number of model parameters is 
i .5 . Notations 9 
much smaller than the amount of data. The use of models effectively 
reduces the number of operations required to compute estimates for 
the unknown samples, because the system of equations from which the 
unknown samples are solved can be obtained directly from the model 
parameters and the known samples. Also, to estimate the model pa­
rameters from the available data is more efficient than to estimate the 
Ν x N autocorrelation matrix. 
In the case of band-limited signals the parameters determine to 
which frequency bands the signal is confined. It is assumed that these 
are known in advance. In the other cases the parameters have to 
be estimated from incomplete data. In the cases of autoregressive 
processes, sums of sinusoids and digital images this leads to biased 
estimates. In those cases an iterative procedure is applied. Parame­
ters and unknown samples are estimated in turn, until a satisfactory 
restoration result is obtained. 
The methods for restoration of unknown samples in autoregressive 
processes and speech signals are discussed in great detail. For these 
methods analyses of numerical robustness and of the possibilities of 
implementations in hardware are made. 
The various restoration methods are discussed in separate chap­
ters. Results, in the form of figures and tables, are presented in these 
chapters. The more complicated mathematical derivations are de­
ferred to appendices. Chapter 8 is a concluding chapter. 
1.5 Notations 
This section gives the notational conventions that are used throughout 
the thesis. First general notations for scalars, vectors etc. are given, 
then specific symbols, always used to denote the same parameter, are 
introduced. 
The symbols IN, ZL, JR. and(C denote respectively the sets of the 
natural numbers, the integers, the real numbers and the complex num­
bers. The lower and upper case roman and Greek letters are reserved 
for scalars. The lower case bold face roman letters are reserved for 
vectors and the upper case bold face roman letters are reserved for 
matrices. For example, α, Β, η and Δ are scalars, e is a vector and 
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D is a matrix. The vector e of length η has elements 
e,, г = l , . . . , n . 
The m χ η matrix D has elements 
dij, г = l , . . . , m , j = Ι , . , . , η . 
Vector and matrix transposition is denoted by the superscript T, as 
in e T and D T . The 2-norm [13] of a vector or matrix is given by || · ||. 
The inverse of the matrix M is M " 1 . The determinant of M is |M | . 
The inverse of the matrix M T is M - 7 . The sum of the elements of 
the main diagonal of a square matrix is called the trace. The trace 
of the matrix M is denoted by trace(M). The symbol I is used for 
the identity matrix, 0 is an all-zero vector or matrix of appropriate 
sizes, i* is the kth unit vector, of which all elements are equal to zero, 
except г* = 1. The null space A/(Q) of an m χ η matrix Q is defined 
by [13] 
>/(Q) = {хбШ.п | Qx = 0 } . 
The range £(Q) of an m χ η matrix Q is defined by [13] 
£(Q) = {y G IRm | y = Qx, x G IRn} . 
The rank of the matrix Q is denoted by rank(Q). The orthogonal 
complement of a vector space S С Ш.т is denoted by [13] 
5 Х = {у e IRm I y T x = 0, χ e 5} . 
The space spanned by the vectors Vi,..., v
n
 is denoted by 
span{v 1,...,v„}. 
The order of magnitude of a number q is denoted by 0{q). The 
function ¿(x), x G Ш., denotes the Dirac delta function, ¿ ,^ к G TL, is 
the Kronecker delta function. 
A sampled data sequence is denoted by a lower case roman letter 
with a subscript. For instance s, is the ith sample of the sampled data 
sequence 
s,, j = - 0 0 , . . . , + 0 0 , 
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and 
sk, k = l , . . . , i V , 
is a segment taken from this sequence. A set of filter coefficients is 
denoted as a segment of data, for instance 
ht, I = 0, . . . , g , 
is possibly the set coefficients of a finite impulse response filter of 
order q and length q + 1. 
Scalars, vectors, matrices and signal values can be stochastic vari-
ables, in which case they will be underlined. For instance, u is a 
stochastic vector. Estimates for unknown samples or parameters are 
denoted with a circumflex. For instance, â is the estimate for the pa-
rameter vector a. The probability density functions of the stochastic 
variable y and of the stochastic vector u are ρ
ν
(·) and Pu(·). The sta­
tistical expectation operator is denoted by £{·}. The expected value, 
also called the mean, of stochastic variable y is denoted by μ, or μ
ν
, 
the variance of y is denoted by σ 2, or σ 2 . The subscripts are used only 
if confusion would otherwise occur. In the literature different defini­
tions exist for autocorrelation and autocovariance functions [39,34]. 
Here the term autocovariance function is not used. The autocorrela­
tion function of the stationary stochastic signal д,, г = — o o , . . . , +oo, 
is denoted by R(k), or R,,(k) and defined by 
R{k) = £{(s, - ß){si+k - μ)} , к = - o o , . . . , +00. 
In most of the cases discussed in this thesis, μ is assumed to be equal 
to zero and 
R(k) = ¿"{s.A+jk}. 
The spectrum of the signal s,, i = — o o , . . . , +oo, is denoted by S($), 
or S„(0) and defined by [39] 
oo 
s{e) = Σ Щк)ех.р[-} к)
у
 -π < θ < ж. 
к=-оо 
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List of symbols 
The following list summarizes the specific symbols used throughout 
this thesis. If a symbol is not found in this list, it is probably described 
in the first part of this section explaining the more general notations. 
N Length of the segment of available data, 
containing the unknown samples. 
Si, i = l,...,N Segment of data, containing the un­
known samples. 
s Vector in which the segment of data is 
arranged. 
m Number of unknown samples. 
t(t), г = 1 , . . . , m Positions of the unknown samples. 
u,, i = 1 , . . . , І Segment of data, with zeros substituted 
at the positions of the unknown samples. 
ν Vector in which the segment of data is 
arranged, with zeros substituted at the 
positions of the unknown samples. 
x Vector in which the unknown samples 
are arranged. 
R(k), к = — o o , . . . , -|-oo Signal's autocorrelation function. 
^ ( ^ ) , |0| < π Signal spectrum. 
R Signal's Ν x N autocorrelation matrix. 
e Restoration error vector. 
E Restoration error covariance matrix. 
1.5. Notations 13 
M, TV Vertical and horizontal sizes of a block 
of available image data, containing the 
unknown pixels. 
Sij, Block of image data, containing the un-
t = 1 , . . . , M, known pixels. 
j = li...,N 
(ii(г),¿2(1))» i = 1,· · · ,m Vertical and horizontal positions of the 
unknown pixels. 
V Set of the indices of the unknown sam-
ples. For instance, in the one-dimen-
sional case V = {t(l),· • · ,t(m)}. 
W Set of the indices of the available sam-
ples, including the unknown ones. For 
instance in the one-dimensional finite 
caseW = {1 , . . . , JV} . 
W \ V Set of the indices of the available sam-
ples, excluding the unknown ones. 
14 
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Chapter 2 
Linear minimum variance 
estimation 
2.1 Introduction 
In this chapter a general statistical sample restoration method for one-
dimensional sampled data is presented1. The method is called general, 
because no further assumptions about the signal are made than that 
it is a realization of a stochastic process that is stationary up to order 
2 [39] and that its autocorrelation function is known. Stationarity 
roughly means that the statistical properties of the stochastic signal 
are independent of time. A stochastic signal 
Sj, i = - o o , . . . , + 0 0 , 
is stationary up to order 2 if the first and second order moments 
¿"{θ,}, £{θ,·θ > + 4 } 
are independent of j . Precise definitions of (complete) stationarity 
and stationarity up to order ρ are given in [39]. Stationarity is a 
more severe requirement than stationarity up to a certain finite order, 
but many stochastic signals are not even stationary up to order 2. 
1
 Parts of the contents of this chapter have been published before in [48], co-
authored with A.J.E.M. Janssen. 
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Fortunately, in this thesis it is sufficient to assume that the signal 
is stationary up to order 2 on a segment of length TV. This type 
of stationarity is called local stationarity. For N not too high, this 
requirement can be met in many practical cases. The maximum value 
of N for which a segment can be considered stationary depends on 
the kind of stochastic signal. 
The segment of data that is available is denoted by 
s,, j = l,...,N. 
This segment contains m unknown samples, at the known positions 
t(i), г = 1 , . . . ,m. 
In this chapter no further restrictions are put on the positions of the 
unknown samples. 
In Section 2.2 linear minimum variance estimates are derived for 
the unknown samples. The term linear refers to the fact that the 
unknown samples are estimated аз linear combinations of the known 
ones. The estimates are called minimum variance estimates, because 
they are chosen such that the variance of the estimation error is min­
imized. It is shown that the weighting coefficients can be solved from 
Wiener-Hopf-like equations [34]. These are rearranged in a more con­
venient form, giving more insight into the relation of the coefficients 
to the signal's autocorrelation function. It is shown that their explicit 
computation can be avoided and that the unknown samples can be 
directly obtained as the solutions of a system of m linear equations 
with m unknowns. The right-hand side of this system consists of 
linear combinations of the known samples. The weighting coefficients 
used to obtain the right-hand side of the system and the coefficients of 
the left-hand side are directly related to the signal spectrum. For the 
special cases that are discussed in Chapters 3-7 the signal spectra can 
be described or characterized with only a few parameters. In those 
cases these parameters can be used to construct the system of equa­
tions directly. This approach is computationally more efficient than 
the computation of one set of weighting coefficient for every unknown 
sample. 
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In Section 2.3 interesting relations with the signal spectrum are de-
rived under the assumption that the segment of available data has in-
finite length. This section is of more than just theoretical importance, 
because its results are sometimes also valid if just a finite amount of 
data is available. Section 2.4 discusses the restoration error and the 
restoration error covariance matrix. Section 2.5 summarizes the main 
results of this chapter and gives conclusions. 
2.2 Derivation of estimators 
Let s,, t = 1 , . . . ,N be the available segment of data with unknown 
samples at positions £(1) , . . . , t (m) . Let V, W and W \V denote 
respectively the set of indices of the unknown samples, the set of the 
indices of all the available samples including the unknown ones and 
the set of the known samples. The available segment is part of a 
realization of a stochastic process s, that has zero-mean. Coefficients 
hti}, г = l , . . . , m , j G W \ V, 
have to be computed so that θ ^ ) , . . . ,5((
т
) are estimated by 
5
Φ ) = Σ ^ j ^ , г '= l , . . . , m . (2.1) 
jew\v 
There is just one set of coefficients hti} and there are infinitely many 
realizations of st. In order to get the average best performance, the 
/i M must be optimized over all the realizations. This can be done by 
choosing the coefficients such that they minimize the total variance 
of the statistical restoration error, defined by 
¿{ÎAw-aw) '}· (2·2) 
Note that in (2.2) estimates and original data are stochastic variables. 
The θφ) follow from (2.1) by replacing Sj by s
r
 The stochastic esti­
mates st(,) are called estimators. On substitution of (2.1) into (2.2) 
one obtains for the total variance of the statistical restoration error 
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the expression 
£ [ Ε /ι,,Λ.Λ/ - *) - 2 Σ ^Αθ--ί(ι))+σΜ. (2.3) 
Here І2(·) is the autocorrelation function of the stochastic signal s, 
and o2
s
 is the signal variance. Expression (2.3) is quadratic in the /ι
Μ
, 
and if there is a minimum, it can be found by setting the derivatives 
with respect to the к
Хі] equal to zero. The hXt] that minimize (2.3) 
then follow as solutions of m resulting sets of linear equations, each 
with N — m unknowns, given by 
E httJR{k - j) - R{t{i) - к) = 0 , A; G W \V, i = l , . . . , m . (2.4) 
зе\ \ 
The index i numbers the sets of equations, the index к numbers the 
equations. These equations show a great resemblance to the Wiener-
Hopf equation [34]. The general approach in estimation problems of 
using linear estimates to minimize error variance has been popular 
ever since its introduction by Wiener around 1940 [51] and, at the 
same time but independently, by Kolmogorov [25]. The reason for its 
popularity is probably that the weighting coefficients can be obtained 
easily as the solutions of a set of linear equations. 
If the coefficients h1i} can be solved from (2.4), this chapter on 
linear minimum variance estimation can slop at this point. However, 
this still has to be shown. Furthermore, manipulating these equations 
a little leads to results that provide more insight. Note that the ht¡J 
can be regarded as the coefficients of an m χ N matrix Η of which not 
all elements have been specified. To define this matrix Η completely, 
choose for the unspecified coefficients 
_ f - 1 , if г = l , . . . , m , j ' ~ - t ( i ) , , 
*·>-{ 0, i f i = l , . . . , m , j € V , j > t ( í ) . [¿-b) 
The Ν χ N autocorrelation matrix R of the stochastic signal s, is 
defined by 
rli} ^R{i-j), i,j = l,...,N. (2.6) 
Autocorrelation matrices are symmetric, non-negative definite and 
Toeplitz [13]. These are all matrix properties which will be of use later. 
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Some of the properties of autocorrelation matrices are discussed in 
Appendix A. The (N — m)xN m a t r i x R ' is a submatrixof R, obtained 
by deleting the rows with indices i ( l ) , . . . ,£(m). The equations (2.4) 
can now be written down in a matrix form 
R ' H r = 0, (2.7) 
where 0 is the (TV — m) χ m all-zero matrix. 
It must be verified whether an m χ N matrix Η satisfying (2.5) 
and (2.7) always exists. For least squares problems, where expressions 
of the form 
|| A x - b | | 2 
are minimized, it can be shown [13,26] that there is always a solution, 
though possibly not a unique one. Here, the expression (2.3) that is 
minimized, is of the form 
x
T C x + 2 c T x + d, 
and for arbitrary non-negative definite С and с it is not clear in 
advance whether there is a solution2. In Appendix B, however, it is 
shown that in this case there always exists a, possibly not unique, 
matrix H . In this appendix some other properties of the solutions of 
the system (2.7) are also given. It must be remarked that the fact that 
a set of weighting coefficients can always be found does not guarantee 
good restoration results. This will become clear from Example 1. 
The m rows of H belong to the null space [13] .V(R') of R'. If 
R' has full rank, then .V(R') has dimension m, otherwise it has a 
dimension greater than m. The proof given in Appendix В that a 
matrix H satisfying (2.5) and (2.7) exists is based on the fact that 
.V(R') always contains a set of m independent vectors g i , . . . , g
m
 that 
can be arranged in an m χ N matrix 
(2.8) 
2This problem has a solution if and only if с € ^(C) . 
*r 
τ 
от 
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1 0 
0 1 
- 1 0 
- 1 
0 
1 
, R' 
9 
σί 
a 
~ ~2 
r 
1 0 
- 1 0 
- 1 
1 
with a full rank m χ m submatrix G, defined by 
9i,] = 9i,t{j), i = l , . . . , m , j = l , . . . , m . (2.9) 
As a consequence, H follows from 
H = - G ^ G . (2.10) 
E x a m p l e 1 Consider the stochastic signal 
7Γ 
sk = acos(k—h φ), к = — o o , . . . , +oo. 
The amplitude a and the phase φ are stochastic, <?{α2} = σ^. The 
phase has a uniform probability distribution on the interval [—π,π). 
Assume that a segment of length 3 is available, of which the second 
sample is unknown. The matrices R and R' are given by 
R = 
The vectors [0,1,0] 7 and [1,0, l]T are a basis for the null space of Ti', 
and 
Η = [a,-l,a], 
where a is an arbitrary scalar. It is easily seen that the estimate for 
the unknown second sample in any sequence of 3 samples is always 
0. From (2.38) in Section 2.4 it follows that the expected restoration 
error is ^ , which equals the signal variance. This illustrates that even 
though a set of weighting coefficients can be found, the interpolation 
results are poor. 
E x a m p l e 2 Consider the stochastic signal 
7Г 
Sb = acos(k—h^»), к = — o o , . . . , + o o . 
6 — 
The amplitude a and the phase φ are as in Example 1. Assume that 
a segment of length S is available, of which the second sample is un­
known. The matrices R and R' are given by 
Ì>/3 Ì 
R = a < · 
2 
1 
ι 
2 
;л/3 
Іл/З 
Ίΐ·=
σ
° 
2 
1 № 
ι 
L 2 
Іл/З 
2.2. Derivation of estimators 21 
The vector [— Jg , ! ,— Ò^\T is a basis for the null space ofR!, and 
H - f 1 ι 1 
It is easily seen that the estimate for the unknown second sample in 
any sequence of 3 samples is always correct: the expected restoration 
error is 0. The reason will become clear in Section 2.4-
The matrix G plays an important role in this thesis. It will be 
shown later in this section and in Section 2.3 how the elements of G 
can be computed directly from the signal's Ν χ N autocorrelation 
matrix or, equivalently, from the signal spectrum. In the special cases 
of the general sample restoration method of this chapter, that are 
discussed in the following chapters, the signal spectrum is described 
or parametrized with only a few parameters. The approach is, in all 
those cases, to derive the matrix G directly from these parameters. 
The calculation of the weighting coefficients H in (2.10) can be 
skipped, and the unknown samples can be solved directly from a sys­
tem of equations. If G is computed directly from the signal's param­
eters, this approach saves computations, because solving a system of 
equations requires less operations than inverting a matrix, as is re­
quired in (2.10). The segment of available samples $,, i = 1 , . . . ,JV, 
can be arranged in a vector s. Let ν be the vector obtained from s 
by substituting zeros in the positions of the unknown samples, and 
finally, let χ be a vector of estimates for the unknown samples defined 
by 
Xi = St(i), г = l,...,m. (2.11) 
Then χ follows from 
x = H v = - G - 1 G v . (2.12) 
Multiplying both sides of (2.12) by G gives 
G x = - G v = - z , (2.13) 
from which the unknown samples can be solved directly. The m vector 
ζ is called the syndrome, its elements are linear combinations of the 
22 Chapter 2. Linear minimum variance estimation 
known samples. Especially in the adaptive restoration methods of 
Chapters 3-7, this approach is convenient. Then the coefficients of the 
system (2.13) are obtained directly from signal parameter estimates, 
and the number of operations required to compute χ directly from 
(2.13) is less than via the intermediate computation of H . 
It will now be investigated how G is related to the signal's auto­
correlation function. 
The rows of G (2.8) belong to >/(R'). Since .V(R) С .V(R'), they 
belong either to A/(R) or to a subset Τ of IR^, defined by 
Τ = {χ I (Rx), =0,i€W\VA [ (Rx) t ( i ) , . . . , (Кх)<(т)]Т # θ } . 
(2.14) 
Two interesting cases can be distinguished. The first is called the 
regular case. If the Ν χ N autocorrelation matrix R has full rank, G 
can be derived from 
R G r = [ i ( ( 1 ) ) . . . , i f ( m ) ] . (2.15) 
The rows of G are columns of the inverse of the N x N autocorrelation 
matrix and G has elements 
gti] = ( R - 1 ) ^ , ) ^ ) , г,У = 1 , . . . , т . (2.16) 
Since it was assumed that R has full rank, R is positive definite and 
has a positive definite inverse. From (2.16) it follows that G is a 
principal submatrix of R _ 1 and is also positive definite [31]. In this 
case the rows of G all belong to T. Note that in Example 1 the rows 
of G also belong to T, but that R does not have full rank. 
The second case of interest is when R has a rank less than or equal 
to N — m. Then, if the rows of G can all be chosen from .V(R), G 
must be a non-trivial solution of 
R G r = 0. (2.17) 
This is called the singular case. For both the regular and the singular 
case elegant expressions for the restoration error are derived in Section 
2.4. Note that in Examples 1 and 2 the R's both have rank 2, but 
in Example 1 the row of G cannot be chosen from .V(R), whereas in 
Example 2 it can. 
S.S. Infinite segments of data 23 
It is shown in Appendix A that an autocorrelation matrix of finite 
dimensions is only singular if it is the autocorrelation matrix of a 
stochastic signal consisting of a finite number r of sinusoids. In this 
case the autocorrelation matrix has maximum rank 2r, independent of 
its dimensions. In all other cases an autocorrelation matrix of finite 
dimensions is regular. Note that in Examples 1 and 2 the signals 
consist of one sinusoid and the rank of the autocorrelation matrices 
is two. In practice however, it can happen that for increasing N the 
Ν x N autocorrelation matrix becomes almost singular. As is also 
shown in Appendix A, this happens if the signal spectrum 5(θ) is 
zero over some subinterval of [Ο,π] or, in other words, if the signal is 
in some sense band-limited. This behaviour can also be explained with 
the Szegö limit theorem [14,20), from which it can be concluded that 
for N —» oo the eigenvalue distribution of R and the value distribution 
of 5{θ), —π < θ < π, coincide. Therefore, for increasing N, R will 
become almost singular. The Szegö limit theorem is used again and 
clarified in Section 2.4. 
2.3 Infinite segments of data 
So far, the number of samples used to estimate the unknown samples 
has been finite. If R , G and H are allowed to be infinite matrices, the 
previously obtained results apply also for the estimation of unknown 
samples in an infinite sequence. In that case some relations with the 
signal spectrum can be derived. Even though the assumption that 
an infinite sequence of data is available is not realistic, the results of 
this section have practical value. If R is infinite, usually G will also 
be infinite. In the cases discussed in this thesis, however, even for an 
infinite R a finite G can be found, or G can be approximated by a 
finite matrix. In this section only the regular and the singular case, 
as defined in Section 2.2, are considered. 
In the regular case the j t h row gj of G follows from 
R-g, = щ,)· 
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If R is infinite, this can be written as a convolution 
f) Д(*)(
Ь
),-* = $_«,). (2.18) 
Jlc=-oo 
In the singular case the j t h row gj of G follows from 
If R is infinite, this can be written as a convolution 
£ ЩкКга-ъ = 0. (2.19) 
k=-oo 
In both the regular and the singular case the rows of G become shifted 
versions of a sequence gk, and the elements of G satisfy 
».j =0,-«(.). (2-20) 
In the regular case gk, к = — oo, . . . , + oo, follows from 
1 /·«· 1 
5(0) 
Or, equivalently, 
9k =
 2 π ƒ * 5 ( ö ) expQM) dff, Ä = - o o , . . . , +00. (2.21) 
(2.22) 
G^") = Σ 9k exp(-jflfc) 
fc= — oo 
1 
5(0)' 
In the singular case </*, A; = —oo,..., +oo, follows from 
— Г С{е*9) 3{ ) ехрЦ к) άθ = 0. (2.23) 
The submatrix G of G follows from 
9i,} = 9t(])-t(t), ij= 1,.. ·, m. (2.24) 
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In the case of bursts of unknown samples, G is Toeplitz. The syn­
drome z, defined in (2.13) is the result of a convolution 
oo 
2
« = Σ 9k-t(i) vk, г'• = l , . . . , m . (2.25) 
k=-oo 
Here vit, к = — o o , . . . , oo, is the available signal with zeros substituted 
for the unknown samples. 
Usually the sequence gk of (2.21) or (2.23) has infinite length, 
but if 8(θ)~ι is a finite length polynomial in &)", as is the case for 
autoregressive processes of finite order and for quasi-periodic speech 
signals, then gk is also of finite length. In that case, if on either side 
of the pattern of unknown samples are enough correct samples, the 
results of this section apply. If the length of g к is 2p + 1, then on 
either side of the unknown samples there must be at least ρ correct 
samples. In Appendix A it is shown that if the signal consists of a 
finite number of sinusoids, gk is also of finite length, and if the signal 
is band-limited, g^ can be approximated with the impulse response of 
a finite length selective filter. 
The sequence gk of (2.21) has some interesting properties that will 
help in understanding the adaptive restoration methods of Chapters 
3, 4 and 7. If 8(θ) is a rational function in eJ", its z-transform S(z) 
can be written as 3 
8{ζ)
-
σ
 νυητη·
 ( 2
·
2 6 ) 
Here U(ζ) and V (ζ) are polynomials in ζ with leading coefficients 
equal to one, that have their zeros inside the unit circle of the z-
plane. Consequently U(z~1) and V(z~1) have their zeros outside the 
unit circle of the z-plane, σ2 is a positive constant. As a consequence 
of this, gk can be written as 
1 œ 
9к= , Х]а(О
і + А ;, к = - o o , . . . , + o o , (2.27) 
σ
 ι=ο 
3 T h e notations S (ζ) and 3(θ) are inconsistent, but will only be used in this 
section. 
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where a; is a sequence, defined by 
a, 
0, / < 0, 
1, / = 0, (2.28) 
The sequence a*, к — 0, . . . , oo, can be obtained by minimizing as a 
function of а*, к = 1,. . . , oo, the expression 
(2.29) 
The result is a system of equations, in the finite case known as the 
Yule- Walker equations [33,29], 
oo 
]Г akR{l - к) = -R{1), I = 1, . . . , oo. (2.30) 
In the adaptive cases discussed in Chapters 3,4 and 7 estimates for 
(2.29), obtained from a finite segment of data, are minimized as a 
function of a finite number of coefficients a^. The results are sets of 
equations similar to (2.30), involving estimates for the R(k). The g к 
are then computed by using (2.27). Now consider the expression 
(2.31) 
l = - o o 
This expression can be written in the form 
oo / oo 
53 І Г а * і-
к
 + 2σ2χτζ + <72xTGx. (2.32) 
l=-oo \ * = 0 
Only the second and the third term of (2.32) involve unknown samples, 
ζ is defined in (2.25). The first, infinite, term only involves known 
samples. It is clear that the solution χ of (2.13) also 'minimizes' 
(2.32). In the adaptive cases discussed in Chapters 3, 4 and 7 a similar 
expression, obtained from a finite segment of data, is minimized as 
a function of x. In those cases the estimate for (2.29) and the finite 
version of (2.32) are given by the same expression. 
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2.4 The restoration error 
The linear minimum variance estimates derived in the previous sec­
tion were chosen such that their overall performance is statistically 
optimal over the realizations of s,, t = —οο,. . . ,+oo. Since the ac­
tual restoration error depends on the realization, a general statement 
on the restoration error must be in statistical terms. In this section 
expressions are presented for the variance of the restoration error, de­
fined in (2.2), and expressions for the error covariance matrix E are 
derived. If χ and χ are vectors containing the samples at positions 
t(l),...,i(m) and their estimators, then the statistical restoration er­
ror e is given by 
e = x - x , (2.33) 
and E is defined by 
E = < f { ( x - x ) ( x - x ) T ) } =<f{ee T } . (2.34) 
The variance of the restoration error is given by 
4 Σ ( 5 Φ ) - ^(,))2J = trace(E) = e r e . (2.35) 
The estimator χ is given by χ = Η ν (2.12). By using (2.5) this can 
be written as 
¿ = HB + X. (2.36) 
It follows from 
£{e} = H£{s} = 0 (2.37) 
that the estimators are unbiased. On substitution of (2.36) into (2.34) 
and by using (2.10) one obtains 
E = (f{HssTHT} 
= H R H r 
= G - 1 G R G 7 G - T . (2.38) 
In the regular case, on substitution of (2.15), it follows that 
E = G - 1 . (2.39) 
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In the singular case, on substitution of (2.17), it follows that 
E = 0. (2.40) 
In the singular case an error-free restoration is possible. In the reg­
ular case the restoration error depends via (2.16) on the signal's au­
tocorrelation function. It must be remarked at this point that, even 
though theoretically an error-free restoration in the singular case is 
possible, the restoration results can be disappointing. The quality of 
the restoration is determined not only by the statistical restoration 
error variance, but also by the numerical robustness of the applied 
restoration method. In the adaptive cases of Chapters 3-7, model 
parameters are estimated from the available data, and with these 
parameters the system (2.16) is constructed. Errors will occur in the 
estimated parameters and in the constructed system. Their influences 
on the restoration results depend greatly on the sensitivity to errors 
of χ in (2.16), which is determined by the condition number [13,53] of 
G. It turns out, for example, that the 'error-free' restoration method 
for band-limited signals of Chapter 5 is much more sensitive to errors, 
than the restoration method for autoregressive processes of Chapter 
3 that is not 'error-free'. 
Intuitively it can be understood that if m increases, the restora­
tion error in the regular case increases as well. It is also intuitively 
clear that the error variance of each individual restored sample will 
always be less than or equal to the signal's variance І2(0), because an 
error variance І2(0) is already obtained by substituting zeros for the 
unknown samples, and a linear minimum variance estimate will, by 
nature, at least have the same performance. For a burst of unknown 
samples and a Toeplitz G, which happens if the segment of data is 
infinite or if gif from (2.21) has finite length and the unknown samples 
are embedded in a sufficiently large amount of known samples, some 
results on the variance of restoration error can be derived4. 
The first result that can be obtained is a symmetry property of 
the error variance of the restored samples. If G is Toeplitz, it is also 
persymmetric, which means that 
g%,) = 9m+\-]<m+l-%· 
These results are also derived in [17], co-authored with A.J.E.M. Janssen and 
L.B. Vries, for the special case of autoregressive processes. 
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It is a property of persymmetric matrices that their inverses are also 
persymmetric. Therefore, the error covar lance matrix E is persym­
metric, and in particular e,, = e
m + 1_, i m + 1_,, or 
φ ,
2 } = £{4 ,1- . } · (2-41) 
This shows the symmetrical behaviour of the error variances of the 
restored samples in the case of bursts of unknown samples. 
If the eigenvalues of G are denoted by λ^ . . . , X
m
, with 
A i < . . . < A
m
, 
then the total error variance is given by 
τη -ι 
trace(E) = tracetCT1) = £ —. (2.42) 
. = i λ « 
According to the Szegö limit theorem [14,20], for any function F(·), 
continuous on the set 
С{ ) = Σ 9* exp(-jífc), \θ\ < π 
fc=-00 
one has 
1 m 1 r* 
Ά^Μ - ^ЦР{СЩ)) a. (2.43) 
Taking -F(a) = a - 1 , and by using (2.22), one finds 
1 m 1 / ·* 
lim V m . ) = - / 8(θ) άθ 
= R{0). (2.44) 
Hence, 
lim — <f{eTe} = R(0). (2.45) 
This shows that for long bursts of unknown samples the error variance 
per sample approaches the signal variance, which is also expected 
intuitively. 
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The restoration error can be analysed in more detail if the stochas­
tic signal 3jt, к = — o o , . . . , +00, is Gaussian; then e has a probability 
density function 
pe(e) =
 ( ^ e x p r ~ H · (2·46) 
It is a rather tedious but straightforward exercise to find for the vari­
ance of e T e the expression 
ΤΠ. -ι 
var(e T e) = 2 £ (2.47) 
1 = 1 A t 
For large m, by using the Szegö limit theorem (2.43) with F{a) = a"2 
one finds 
J im - v a r ^ e ) = 2 -L Γ (3(θ))2 dö. (2.48) 
2.5 Conclusions 
In this chapter it has been shown that linear minimum variance es-
timators for the values of unknown samples in a segment of sampled 
data can always be derived if 
• the positions of the unknown samples are known and, 
• the segment is taken from a realization of a stochastic process 
that is stationary up to order 2 on this segment6 and, 
• the Ν χ N autocorrelation matrix of the signal, where І is the 
segment length, is known. 
0 T h i s is not a necesstiry condition. Linear minimum variance estimates can 
still be obtained if the signal is not stationary. In that case the autocorrelation 
coefficients R(k - j) and R(t(i) — k) in (2.3) and (2.4) must be replaced by the au-
tocovariance coefficients C(k,j) — ¿{sf-Sj} and C( t ( i ) , k) = S{st^^sk}, respectively. 
The results of Section 2.2 and Appendix В remain mostly valid if the autocorre­
lation matrix R is replaced by the autocovariance matrix C, with с,
 3 = £{3,3^}, 
г,] = Ι,.,.,Ν. For non-stationary signals the relations with the signal spectrum 
can no longer be made. 
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The estimates for the unknown samples are linear combinations of 
the known samples. In this chapter it has been shown how the weight­
ing coefficients that are required to make these linear combinations 
can be obtained. Two methods have been presented. The first is to 
derive the weighting coefficients directly from the N x N autocorrela­
tion matrix. The second is to build a system of equations from which 
the unknown samples can be solved. The left-hand side of this system 
depends on the autocorrelation matrix, the right-hand side depends 
linearly on the known samples and also on the autocorrelation matrix. 
The latter case is the basis for the restoration methods discussed in 
Chapters 3-7. 
Two interesting cases have been discussed. In the first case, called 
the regular case, the Ν χ N autocorrelation matrix has full rank. In 
the second case, called the singular case, the Ν χ N autocorrelation 
matrix has a rank less than or equal to N — m, where m is the number 
of unknown samples. In the latter case the restoration error is always 
equal to zero. The case where the Ν χ N autocorrelation matrix has 
a rank between N — m and N has not been discussed. 
The case that the available segment of data has infinite length has 
been discussed. This seems an unpractical case, but it will turn out 
for the cases discussed in Chapters 3-7 that, even though it is assumed 
that the segment length has infinite length, only a finite number of 
known samples is required to estimate the unknown samples. Fur­
thermore, in this case interesting relations with the signal spectrum 
can be derived. 
The general restoration method as it has been presented in this 
chapter is not practical, because it requires knowledge of the signals 
Ν χ N autocorrelation matrix. Interesting signals, such as audio and 
video signals have statistics that vary in time. In those cases the 
autocorrelation matrix is unknown and has to be estimated. Unfor­
tunately, for a reliable estimate of the N x N autocorrelation matrix 
a segment is required with a length that is much greater than І . 
Estimation of the autocorrelation matrix in this case requires many 
operations. A second problem is that to obtain the weighting coeffi­
cients or to build the system of equations from which the unknown 
samples can be solved, the autocorrelation matrix has to be inverted. 
This also requires many operations. For these reasons the method 
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presented in this chapter must not be seen as a practical one; it is 
merely a theoretical tool that can be used for analysis purposes. Still 
it provides the basis for the other restoration methods presented in 
Chapters 3-7. One of the results of this chapter was that the un-
known samples can always be obtained as the solutions of a set of 
equations. In the cases discussed in Chapters 3-7 the signal spec-
trum can be described or characterized with only a few parameters 
that can be estimated directly from the available data. It will turn 
out in Chapters 3-7 that the system of equations can be derived di-
rectly from these parameters and the known samples. The adaptive 
restoration procedure that is followed in those cases is first to esti-
mate the parameters6 , second to build the system of equations, and 
third to solve this system. In the cases discussed in Chapters 3 and 
6 the parameters cannot be estimated reliably, because the segment 
contains unknown samples. This problem is overcome by making the 
restoration method iterative. 
c T h e method of Chapter 5 on sample restoration in band-limited signal is an 
exception. There it is assumed that the bandwidth is known. 
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Autoregressive processes 
3.1 Introduction 
In this chapter an adaptive restoration method for unknown samples 
in autoregressive processes is derived1. The autoregressive process is 
important in signal modelling. Many real-life signals can be modelled 
successfully as autoregressive processes. For instance in the fields of 
spectral estimation [23,33] and speech coding [41] the autoregressive 
process is often used as a signal model. The results of this chapter, 
presented in Section 3.8, show that for sample restoration purposes it 
is also a good model for music signals. 
The organization of this chapter is as follows. Section 3.2 gives 
the definition of an autoregressive process and gives expressions for 
its spectrum. In Section 3.3 linear minimum variance estimators for 
the unknown samples are derived. This comes in fact down to finding 
the sequence gk from (2.21) for an autoregressive process. For autore-
gressive processes some remarks on the restoration error, additional 
to the ones of Section 2.4, can be made. This is done in Section 3.4. In 
adaptive cases the parameters of the autoregressive process are gener-
ally unknown. Therefore, in Section 3.5 the method is made adaptive. 
The result is an iterative procedure, in which alternatingly the param-
eters and the unknown samples are estimated from the available data. 
'The contents of this clmpter have bee« published before in [17], co-authored 
with A.J.E.M. Janssen and L.B. Vries. 
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This method is related to another iterative statistical estimation pro­
cedure, the EM algorithm [8,55,2] and to Newton-Rapson's method. 
The relations are discussed in Appendix E. Section 3.6 discusses com­
putational aspects. The autoregressive model is a special case of the 
more general autoregressive-moving average model. The restoration 
of autoregressive-moving average processes is not discussed in this 
thesis. The reason in given in Section 3.7. Results are presented in 
Section 3.8. 
3.2 Autoregressive processes 
It is assumed that s*, к = — oo, . . . , +oo, is a realization of a stationary 
autoregressive process sk, к = - o o , . . . , + o o . This means that there 
exist a finite positive integer p, called the order of prediction, real 
numbers αο,αι,. . . ,ap, OQ = 1, called the prediction coefficients, and 
a zero-mean white noise process ek, к = — oo, . . . ,+oo, called the 
excitation noise, with variance a¿, such that 
ρ 
Σ α / ^ - ί = е
к
, к = - o o , . . . , + 0 0 . (3.1) 
1=0 
No further assumptions are made about the probability density func­
tion of the е
к
, к = — oo, . . . , +oo, than that they are continuous zero 
mean stochastic variables. For notational convenience, it shall be 
agreed that a* = 0 for к < 0 or к > p. The spectrum 5(0) of the 
autoregressive process of (3.1) is given by 
l E L o ^ e x p H M ) ! 2 
E, p
=
_ p ft i«p(-j«) ' ( 3 " 2 ) 
where 
ρ 
h = X]a f ca f c + (. (3.3) 
k=0 
5(0) = 
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F i g u r e 3.1: Example of a third order autoregressive process as the output of an 
all-pole filter excited with white noise. 
An autoregressive process can be regarded as the output of an all-pole 
filter with a transfer function 
1 _ 1 
¿ И ~ ELVexp(-j0/)' 
excited with zero-mean white noise with variance σ*. An example 
with a third order filter is shown in Figure 3.1. It can be seen that 
this filter generates samples sk satisfying (3.1) if this expression is 
rewritten as 
ρ 
Ik =йк -Y^aiâk-i, к = - o o , . . . , + o o . (3.4) 
1=1 
Expression (3.4) and Figure 3.1 also illustrate another way to look 
at autoregressive processes. The right term of the right-hand side of 
(3.4) and the output of the large adder in Figure 3.1, both taken with 
a minus-sign, can be regarded as a prediction of sky based on the ρ 
previous samples. In that case the excitation noise sample ek is the 
prediction error. This clarifies why ρ and the OQ, . . . ,αρ are called the 
order of prediction and the prediction coefficients, respectively. The 
zeros of the polynomial 
A{z) = ¿ α , ζ - ' , ζ 6Φ, (3.5) 
ί=ο 
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are the poles of the filter. They must be within the unit circle of the 
complex plane. 
3.3 Linear minimum variance estimates 
Throughout the whole chapter, it is assumed that 
P+ 1 < t ( l ) < •·• < t[m) < N-p. (3.6) 
This means that it is assumed that there are guard spaces of at least 
ρ correct samples on either side of the pattern containing the un­
known samples. Estimates for the unknown samples for arbitrary 
i ( l ) , . . . , i (m) can also be found, but the results are mathematically 
less elegant and also less good. On substituting (3.2) into (2.21) it 
follows for gk that 
_ Í jsbk, -p<k<p, 
\ 0, otherwise. 
Because er? appears on both sides of the system (2.13), is it just as 
convenient to define 
„ _ / ¿kl - P < к < ρ, ,
 λ 
9к
~ \ 0, otherwise. ^ ^ 
The vector χ of unknown samples can be solved from the system (2.13) 
G x = - z , 
with 
9y,} — bt{,)-t(x), i,j = l , . . . , m , (3.8) 
and 
ρ 
ζ
*= Σ
 6
*
υ
*-ί( .) , * = l , . . . , m . (3.9) 
k=-p 
Note that here a restoration method that assumes the availability 
of an infinite segment of data is applied, but that the resulting se­
quence gic has finite length. It is allowed to apply this method if 
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(3.6) holds, which means that it should be guaranteed that the un­
known samples are embedded in a suificienUy large neighbourhood of 
known ones. In general, if more known samples are used to estimate 
the unknown samples, statistically the restoration error will decrease, 
however, since the length of ^ from (2.21) is determined by the order 
of prediction p, if (3.6) holds, increasing N will not help any further. 
3.4 The restoration error 
The error covariance matrix E is given by 
E = a
e
2 G - 1 , (3.10) 
with G defined in (3.8). The relative restoration error variance per 
sample E, defined by 
antrace ( О - 1 ) 
is a measure for the performance of the restoration method. 
The following example demonstrates that the performance of this 
method is higher for autoregressive processes with a peaky spectrum, 
of which the zeros of (3.5) are close to the unit circle, than for autore­
gressive processes with a smooth spectrum. In Section 3.6 simulation 
results are presented that also illustrate this property. 
E x a m p l e 3 Consider a second order autoregressive process, that has 
poles at positions 
рехр(±]ф), 0 < ρ < 1, 0 < φ < π. 
The prediction coefficients are given by 
OQ = 1, αϊ = — 2¿>cos(<£), ог = ρ2. 
There is one unknown sample at position t(l). The restoration error 
variance is given by 
όο 1 + Vcos2(</>) + p*' 
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It is more interesting to evaluate the relative error variance per sam-
óle, which for this example is given by 
Ε-
 σ
· 
b0R{0) ' 
The signal variance R{0) can be obtained by evaluating 
1 r σ 2 
R(0) = — i .
 λ
 '
 ι χ
 dz. 
v
 ' 2π] J\Z\=I zA(z)A(z-1) 
The result is 
Ä(0) = σ ' ' " 21 + ρ< 1 
1 -ρ2 1-2р2со8(2ф) +ρ4 
Combining the results, one obtains 
σ] _ 1 - ρ2 1 - 2ρ2 cos{2<t>) + ρ4 1 - ρ4 
b0R{0) 1 + ρ2 1 + 2ρ2 cos(2</>) + ρ4 + 2ρ2 - 1 + ρ4' 
From this result it can be seen that if ρ approaches one, the relative 
restoration error variance becomes very small. In the limit case of a 
signal consisting of sinusoids, the poles are on the unit circle. It is 
shown in Chapter 2 that in that case the restoration error is zero. 
The phenomenon that autoregressive processes with a peaky spec­
trum can be restored with a smaller error than autoregressive pro-
:esses with a smooth spectrum can also be observed for other pat­
terns of unknown samples and higher order processes. However, a 
general proof for other patterns of unknown samples seems difficult. 
In Appendix С it is shown that for one unknown sample and an au­
toregressive process of order ρ the relative restoration error variance 
has the following upper bound: 
M ( o ) - ι + (ПГ=і ft)2 ' l ' ' 
Here Pi is the modulus of the ith zero of A(z) in the z-plane. If the 
ο,, ι' = l , . . . , p , are close to one, in which case the spectrum is cer­
tainly peaky, the upper bound for the relative error variance becomes 
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small. This result is intuitively pleasing, because if a signal spectrum 
is flat the signal has the character of white noise and becomes unpre­
dictable; if the spectrum is peaky some frequencies in the signal will 
be dominant and the signal becomes better predictable. 
It is shown in Appendix С that (3.12) holds with the equality sign 
if and only if Л (г) = 1 — apz~p. In that case the autoregressive process 
has poles 
(Xk = \ap\ï' es~ïk, к - l , . . . , p , 
if Op > 0, or 
l i / Τη L· ι η_Λ 
а
к
 = |ap|?eJV » ν), к = Ι , . - . , ρ , 
if Op < 0. The spectrum of this process is the flattest that can be 
realized with an autoregressive process of order ρ and therefore the 
signal is the least predictable. 
3.5 Adaptive restoration 
Until now the parameters, prediction coefficients and order of predic­
tion, were assumed to be known. In practical cases this is often not 
the case, and then both parameters and unknown samples have to 
be estimated from the available, incomplete, data. A problem arises 
here. Methods exist for estimating the parameters from complete data 
[23,33], and, as has been shown in Section 3.3, there are also methods 
of estimating unknown samples if the parameters are known, but there 
are no methods known for estimating both parameters and unknown 
samples from incomplete data. In this section a method of doing this 
is developed. It is related to a statistical estimation procedure, the 
EM algorithm. This relation is discussed in Appendix E. 
The first problem is to estimate the order ρ of the autoregressive 
process. Even in the case of complete data, order estimation is trou­
blesome. Some methods exist, for instance [l], but they do not work 
well for music signals, which was the first application of the restora­
tion method of this chapter. Some о priori knowledge of the order 
of prediction must be used, but if this is not available, for music the 
rather heuristic choice ρ = 3m gives good results for m up to 16; 
for higher m, ρ can be fixed to 50. This relation has been obtained 
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experimentally. Its use can be motivated by the reasoning that on 
either side of the pattern of unknown samples ρ samples are linearly 
combined into estimates and it seems sensible to make the amount of 
data proportional to the number of unknown samples. 
For notational convenience the notation 
a = \a
u
...,ap\
T 
is adopted. The estimation of the prediction coefficients and of the 
unknown samples χ is expressed as a minimization problem, where 
estimates â and χ are chosen such that 
Q(a.x)= Σ (t^k-) = Σ «* (3-13) 
k=p + l \l=0 J k=p+l 
is minimal as a function of a and x. Except for a scaling factor, 
the expression (3.13) is an estimate for (2.29). It is also a finite 
approximation of (2.31). Once â and χ are obtained, σ* is estimated 
by 
&l = l Q(â,ft). (3.14) 
jv — ρ — m 
The particular choice for minimizing Q(a,x) to obtain estimates 
for a and χ is further motivated by the following facts. First, assuming 
that the data are complete, if s = [ s i , . . . , s¡sr\T and u = [ s i , . . . , Sp]T 
then, under the hypothesis that the sample values have a Gaussian 
probability density function, minimizing Q(a ,x) with respect to a 
turns out to be the same as maximizing the log likelihood function 
L(a,<7e2) =log(pB |u(s|u,a,<7e2)) (3.15) 
as a function of a and σ 2 . This is a common procedure for estimating 
a and σ 2 . This claim is proved in Appendix D. Second, assuming 
that the prediction coefficients are known, as is the case with (2.31), 
Q(a,x) is minimized by the linear minimum variance estimates for 
the unknown samples, which is easily seen, since 
Ν / Ρ \ 2 
Q(a,x) - Χ] ij^W-i) + 2 x T z + x T G x , (3.16) 
A=p+1 \/=0 / 
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with ζ from (3.9), G from (3.8). In Appendix D it is also shown 
that minimizing <2(a,x) as a function of χ is equivalent to finding 
minimum variance estimates or maximum a posteriori estimates for 
the unknown samples under the assumption that the samples have a 
Gaussian probability density function. 
Since Q(a,x) involves fourth order terms, such as a(2Swm), the min­
imization with respect to a and χ is a non-trivial problem. Good 
results are obtained with the following iterative minimization proce­
dure. One chooses an initial estimate χ( 0 ), for instance χ ( 0 ' = 0, for 
the unknown samples. Next, one minimizes Ç)(a,x(0)) as a function 
of a to obtain a first estimate â^1) for the vector of prediction coeffi-
cients. Then one minimizes Q ( â ' 1 \ x ) as a function of χ to obtain a 
first estimate χ^1) for the vector of unknown samples. The procedure 
can be repeated by computing â^2 ,^ χ ( 2 ' , â^3 ,^ χ ( 3 ' and so on, until 
a satisfactory restoration result has been obtained. If the algorithm 
is applied to digital audio, with for instance N = 512, m = 16 and 
ρ = 50, just the computation of χί 1) suffices. It is clear that in this 
way Q(a,x) decreases to some non-negative number. One may hope 
that the sequence of values of Q(a,x) thus obtained converges to its 
global minimum. Unfortunately, it seems very hard to prove any def­
inite result in this direction. In Example 4 a convergence result for 
the case m = 1, ρ = 1 is given. Further remarks on the convergence 
of this sequence are made in Appendix E. This iterative minimization 
procedure closely resembles a maximum likelihood parameter estima­
tion algorithm, well known in statistics: the EM algorithm [8,55,2]. 
It is also closely related to Newton-Rapson's method for minimizing 
functions [5]. These resemblances are discussed in Appendix E. 
The two minimization steps of the iterative procedure, one with 
respect to the parameters, one with respect to the unknown samples, 
are both feasible since (5(a,x) is quadratic in a for known χ and 
quadratic in χ for known a. In fact, it can be shown that 
Q(a, x) = CQ.O + 2 a T c + a 7 ' C a . (3.17) 
Here 
c,,j = Σ Sk-tSk-j· (3.18) 
k=p+l 
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The ρ vector с from (3.17) is defined by с = [сод,... ,Co iP]T and the 
ρ χ ρ matrix С has elements c M , i,j — Ι , . , . , ρ . The matrix С is 
sometimes called the autocovariance matrix and this method of finding 
prediction coefficients is known as the autocovariance method [33]. 
Minimizing (3.17) as a function of the prediction coefficients leads to 
the following system of equations: 
Câ - - с , (3.19) 
from which â can be solved with efficient methods [33]. The system 
(3.19) is a finite version of (2.30), with the R(i — j) replaced by es-
timates c . j . If it is assumed that the sk are equal to zero outside 
the interval к = I , . . . , /V, and the summation in (3.18) is taken over 
к G Ж, then it can be shown that 
1 
— e,,, =R{i-j), 
where R(j) is a, biased, estimate for R(j). The resulting estimation 
method for the prediction coefficients is then called the autocorrela­
tion method, and the system (3.19) is solved by the Levinson-Durbin 
algorithm [23,33,29]. A comparison between these methods is made in 
[23,33]. As is seen from (3.16), Q(a,x) is minimized by the solution χ 
of the system (2.13) G x •= - z . On substitution of (3.19) into (3.14), 
it follows easily that 
* '
=
 /V 1 (co,o + â r c ) . (3.20) 
1\ — ρ - m 
Also, on substitution of sle and stit\ = stft\ + e,, г = l , . . . , m , into 
(3.14) and by writing the Q(á,x) thus obtained in the form (3.16), 
and by using the expression (3.10), it can be shown that 
Q(a,x) }=o¿e. (3.21) N - ρ — m 
Or, in words, the estimate (3.14) for σ | is unbiased. 
The vector χ that minimizes (3.16) can also be obtained as the 
solution to a problem in the frequency domain. Assume that the 
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samples Sk equal zero outside the interval 1 < к < N. It is then easily 
verified that the expression 
oo / ρ \ 2 
Σ Σ
α<-5*-< ( 3 · 2 2 ) 
is still of the form (3.16) and in fact that only the first term has 
changed slightly. Therefore, (3.22) is also minimized by the vector χ 
that minimizes (3.16). By using Parseval's equality it can be shown 
that 
\N -1 2 1 fir " ^ 1 
;г- / Σ s *Hiexp( -jOk) А{е> )\
2
а 
//.^"''"(Γ"'*'1'"·«»») 2nJ-* е S {θ) 
Intuitively, by minimizing (3.23) as a function of the unknown sam­
ples, one forces the restored signal to have little (or much) spectral 
"nergy in those regions of the frequency domain, where 3(θ) is small 
(or large). This brings out a relation with the sample restoration 
method for band-limited signals of [18], discussed in Chapter 5, where 
the restoration is such that the spectral energy of the restored signal 
is concentrated as much as possible in the assumed baseband of the 
original signal. It should be noted that the integral in (3.23) can be 
related to the work of Itakura and Saito [16] on distortion measures 
for spectral densities. 
E x a m p l e 4 This example illustrates the convergence behaviour of the 
restoration method of this chapter. Consider the signal segment con­
sisting of N — 11 samples, 
Sn =- [294,201,199,110,139, ?, 76,-101,-172, - 7 5 , - 2 1 8 ] r , 
which is depicted in Figure 8.2. In this segment the sample at position 
t — 6 is unknown. The samples are taken from a realization of an 
autoregressive process, with ρ — 1, сц = -0.9 and a¿ = L O E + 04. 
The original value of SQ is s^ = 37. For this simple case, it is easily 
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F i g u r e 3.2: Example sequence. 
verified that αχ, according to (3.19), follows from 
c
o} + £t(z¿-i + Xt+l) 
αϊ = -
c
( 0 )
 + Î 2 
c l , l ι χ < 
(3.24) 
Яеге CQ I and Cjд are as co,i and сц in (3.18), but with St = 0. Л/so, 
it, according to (2.13), follows from 
Xt = 1 + â\ 
(3.25) 
The minimum of Q(ai,Xt) is at the intersection of (3.24) and (3.25). 
It can be checked that the curves (3.24) and (3.25) in general only in-
tersect at one point of the ài,Xt plane, so that the function Q(ai,Xt) 
has one global minimum. Figure 3.3 shows the curves (3.24), denoted 
by (A) and (B), and the curve (3.25), denoted by (C) for the data 
sequence вц, curve (A), and for the sequence s j, curue (B). The se­
quence S5 ÍS the subsequence of length N = 5 of Sn, given by 
sg = [110,139, ? , 7 6 , - 1 0 l ] T . 
For sn one has CQ ] = 175,219, c\{ = 210,133, and for s5 one has 
cjj! = 7,614, c[0i = 35,298. The curve (3.25) does not depend on N, 
but, via CQ J and c\ {, the curve (3.24) does. 
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F i g u r e 3.3: Convergence for long and short data sequences. 
The sequences â\ , xt that are obtained when Q(ai,xt) is mini-
mized iteratively are shown in Table 3.1 for the sequences sb and З ц . 
The iteration steps are shown in Figure 3.3, as well as the values of 
(αι ,χ ( ) and ( α / , x? )· 
Convergence is much faster for в ц . The reason is that in Su the 
initial estimate of a^ is already very close to a^. This is due to the 
relatively higher number of known samples because of which the bias 
(0) , (u) · , 
m со ι ana c\ [ is less. 
The final value of it is not very good, but starting with the true 
value of a^ would have given an estimate xt = 107, identical with the 
value obtained with Зц. As in Example 3, it is interesting to evaluate 
the value of the relative error variance E, defined in (3.Í1), for known 
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i 
1 
2 
3 
4 
5 
85 ' Зц 
»Г' 
-0.22 
-0.46 
-0 60 
-0.63 
-0.64 
x
(,> 
xt 44 
82 
95 
97 
97 
* · > * ! " 
-0.83 
-0.89 
-0.89 
-0.89 
-0.89 
106 
107 
107 
107 
107 
T a b l e 3.1: Intermediate estimation results for a long and a short data sequence. 
Ci. In this case one has 
a] _ l-a\ 
~~ boR{0) ~ 1 + o î ' 
For Οχ = 0.9 the relative error variance is approximately 0.10. This 
indicates that for values of αχ that are not very close to 1, as is the 
case here, the estimates for the unknown samples are not very reliable. 
3.6 Computational aspects 
In this section the computational aspects of the calculation of â in 
(3.19) and χ in (2.13) are considered. This is of interest if the al­
gorithm described in this chapter is implemented as an integrated 
circuit. Based on the results described in this section and on fixed-
point simulations done by the author of this thesis, proposals for an 
integrated circuit have been made by two students of the University 
of Louvain [4З]2. They implemented a version of the algorithm ca­
pable of restoring maximally 16 unknown samples in a sequence of 
512 samples, assuming that the order of prediction ρ equals 50. They 
arrived at chip sizes varying between 100 mrn2 and 150 m m 2 in the 
3μ η-well CMOS process. 
It should be noted that linear systems need to be solved for the 
estimation of both prediction coefficients and unknown samples. If 
2Tlie source text of the FORTRAN program perfonning the fixed point simula­
tions is included in this reference. 
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the order of prediction ρ is chosen approximately 3m, then the need 
for eflkiency is more urgent for estimating the prediction coefficients 
than the unknown samples. 
The computation of â in (3.L9) is a well-known problem. In Sec-
tion 3.5, two types of approaches were mentioned, the autocorrelation 
and the autocovariance method. In the 1С proposal [43] the auto­
correlation method is used, implemented in 16-bit block-floating [54] 
arithmetic. For both methods efficient system-solving algorithms exist 
[23,33]. The number of operations required is 0{p2) for both meth­
ods. Apart from these, other methods exist, that can also be used 
here to compute the prediction coefficients from the data [33]. The 
numerical properties of some of these methods are discussed in [4]. A 
substantial proportion of the computations required to compute the 
prediction coefficients is needed to compute С and с if the autoco­
variance method is used, or to compute the autocorrelation function 
estimate R{j) if the autocorrelation method is used. In both cases the 
volume of operations required is O(Np), which is generally much more 
than the volume of operations required to solve the system (2.13) for 
the prediction coefficients. This volume of computations can be re­
duced by using fast, number-theoretic, correlation methods. In the 
1С proposal [43] a different approach has been taken. To compute a 
reliable autocorrelation estimate, the 16-bit precision of the signal Sk 
is not required [37]. The autocorrelation function in [43] is computed 
with an input signal in 6-bit precision; this does not reduce the num­
ber of operations, but faster and smaller multipliers or look-up tables 
can be used to speed up the computation and to reduce the chip size. 
Experiments have shown that the restoration results are not much 
influenced by this simplification. 
For the calculation of χ in (2.13) it makes sense to analyse the 
matrix G, defined in (3.8) in some detail. It can be seen that G is 
a symmetric matrix, with constant values 6o on its main diagonal. 
Furthermore, in Section 2.2 it was shown that G is positive definite. 
The fact that G is positive definite allows one to use Cholesky 
decomposition [13,52] of G for solving χ from (2.13) in 0(ms) oper­
ations. In the case of a burst of unknown samples G is Toeplitz, so 
that the system (2.13) can be solved more efficiently in 0 ( m 2 ) oper­
ations by the Levinson algorithm [27,13]. Even in the case of a more 
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general pattern of unknown samples, G is related to a Toeplitz ma­
trix, so that the system (2.13) can be solved more efficiently than by 
Cholesky decomposition by using generalized Levinson algorithms [6]. 
However, this requires rather involved mathematics and does not lead 
to a less complicated hardware implementation, since the generalized 
Levinson algorithm to be used depends strongly on the pattern of un­
known samples. For these reasons only the solution of χ from (2.13) 
by using Cholesky decomposition is considered. 
Tn a Cholesky decomposition the matrix G is decomposed as a 
product 
G = L I / , (3.26) 
or as a product 
G - L D L T . (3.27) 
In (3.26), L is a lower triangular m χ m matrix, in (3.27) L is a lower 
triangular m χ m matrix with constant values 1 on its main diagonal, 
and D is a diagonal τη χ m matrix with d,it — /,
2
,, г = 1, . . . , m . The 
systems 
G x = L L T x = - z 
and 
G x - L D L 7 * = - ζ 
are now solved by subsequently solving by back substitution of у and 
у from Ly - - z and from Ly - -z, respectively, and χ from L T x = у 
and L T x — D ' y respectively. Both forms of Cholesky decomposition 
take 0 ( m 3 ) operations. A drawback of the decomposition (3.26) is 
that it requires the computation of square roots. On the other hand, 
as is shown further on, the elements of L in (3.26) satisfy bounds that 
are more convenient if an implementation in fixed point is envisaged. 
For the elements of the matrices L and D , one has the following 
results: 
1
 < IJJ = V ^ - A » ' .7 = 1,...,™, (3.28) 
m 
] Г / , 2 ; - 6 0 , j = • ! , . . . , m, (3.29) 
so that 
| / J < \Ao-l , г- 1,...,.; - 1 , j = l , . . . ,m. (3.30) 
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On substitution of ltiJ = li,3JdhJ into (3.30), and by using (3.28), one 
obtains 
| / , , ; , | < \ A o - l , t = ! , . . . ,> - 1 , j = l , . . . , m . (3.31) 
The bounds (3.29), (3.30) and the right-hand bound of (3.28) can be 
derived by using results of [53, Section 7] and by the fact that </,, = ÒQ, 
г' = 1,. . . , m. The left-hand bound was not known to the authors of 
[17] and is derived in Appendix F. 
In a fixed-point implementation it is more convenient to solve the 
system 
G'x = -z ' , 
where 
G' = } G 
bo 
and 
because the absolute values of the elements of G' are all bounded by 
1. Then 
G' = VL,T = LD'L T , 
where 
L ' = Î - L . D ' ^ D . 
уоо «о 
On substituting this into (3.28), (3.29) and (3.30) one obtains 
І г ^ ^ ^ ^ ^
1
' І = 1,···.™, (3.32) 
V 0 o 
m 
I X , = bo, j - l , . . . , m , (3.33) 
i - l 
so that 
|/;j < 1, i = l , . . . , i - l , j = l,...,m. (3.34) 
Now the L'L' decomposition of G' has the advantage over the LD'Ii T 
decomposition that the absolute values of the elements of L' are 
bounded by 1, and that the fixed-point operations ran be performed 
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without prescaling. The lower bound in (3.32) is important because 
the l'j j , j = 1 , . . . , m , are divisors in the process of back substitution 
and accuracy will be lost if they are too small. For digitized music it 
has turned out experimentally that 6o has rather modest values, say 
bo < 4, so that the /J(J do not become too small. 
3.7 Autoregressive-moving average pro­
cesses 
The question may arise as to why in this thesis a sample restoration 
method is presented for autoregressive processes and not for the, more 
general, class of autoregressive-moving average processes. There are 
two important reasons that make the autoregressive-moving average 
model unattractive as a basis for a sample restoration method, both 
of them will be discussed in this section. 
An autoregressive-moving average process sk, к = — o o , . . . , +00, 
is defined by the following expression: 
P я 
X] oiSfc-i = Σ ciek-!> fc = - 0 0 > · • ·. + 0 0 · (3.35) 
1=0 ¿=o 
In (3.35) q is the order of the moving average part of the process, the 
Co, . . . , c i are the moving average coefficients, and, like in (3.1), the 
efc, к = — o o , . . . , +00, is a zero-mean white noise process. A moving 
average process has a spectrum 
Qffli - l£f=oCiexp(-jW)r 
|E¡ = oajexp(-J0/) | 
and it can be seen as the output of a filter with a transfer function 
Cje3") _ LUpCieM-m 
excited with zero-mean white noise with variance o¿. 
The first reason that the autoregressive-moving average model is 
unattractive is that estimation of the moving average coefficients is 
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difficult. It is shown in Section 3.5 that estimating prediction coef­
ficients of an autoregressive process is a quadratic problem with a 
unique solution. This is not the case with estimating moving aver­
age coefficients. Some iterative solutions exist [33], but convergence 
cannot be guaranteed. Furthermore, the computation of the moving 
average coefficients requires substantially more computations than the 
computation of the prediction coefficients of an autoregressive process. 
The second reason that this model is unattractive is that the sequence 
Γ | E f
=
o ^ e x p ( - j ^ ) | 2 , . „ „ ,0 , 
9k = / 7=^ , .....a exp(jflfc) dfl, k= - o o , . . . , + o o , 
J—τ \>.; ciexDl — \ΘΙ)\ -«• I E ? = o
c < e x p ( - J 
that is required to build the system (2.13) is not of finite length. This 
means that either a truncated version of the sequence g^ must be used, 
introducing an error in the syndrome ζ in (2.13), or the matrix G must 
be computed from (2.15). The latter solution is computationally very 
unattractive. 
A practical approach to the restoration of autoregressive-moving 
average processes is to assume that they can approximately be mod­
elled as an autoregressive process of a higher order. 
3.8 Results 
In this section the performance of the adaptive restoration method for 
autoregressive processes is considered for the following test signals: 
1. Artificially generated realizations of an autoregressive 
process of 10th order w i th a peaky spectrum. Table 3.2 
and Figure 3.4 show the prediction coefficients and the spec­
trum. Ten statistically independent sequences of 512 samples 
each were used. The excitation noise sequences were uncor-
related pseudo-random sequences with a Gaussian probability 
density function with zero mean and unit variance. The patterns 
of the unknown samples were bursts of lengths m = 1,4,16,50. 
2. Artificially generated realizations of an autoregressive 
process of I0tfl order w i th a s m o o t h spectrum. Table 3.2 
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and Figure 3.4 show the prediction coefficients and the spec­
trum. The ten statistically independent sequences of 512 sam­
ples that were used were generated in the same manner as the 
test signals described under 1. The patterns of the unknown 
samples were bursts of lengths m — 1,4,16,50. 
3. M u l t i p l e s i n u s o i d s . A sequence of 512 samples, given by 
s
n
 = 1005ΐη(0.23πη + О.Зтг) + 60 8Ϊη(0.4πη + О.Зтг) (3.36) 
was used. The patterns of the unknown samples were bursts of 
lengths m — 4,8,14,16. 
4. D i g i t a l a u d i o s ignals . Bursts of 4,6 or 16 unknown samples, 
occurring at a rate of ] 0 s _ 1 in a fragment of 36s taken from 
a Compact Disc recording of Beethoven's Violin Concerto have 
been restored. The sample frequency of the signal was 44.1 kHz, 
so that a burst of 16 samples had a duration of 0.36 ms. 
5. D i g i t i z e d s p e e c h s ignals . Bursts of 100 unknown samples, 
occurring at a rate of 10s _ 1 in 10 English sentences of male and 
female speech have been restored. The sample frequency of the 
signal was 8 kHz, so that the bursts had a duration of 12.5 ms. 
6. Arti f icial ly g e n e r a t e d r e a l i z a t i o n s of a n a u t o r e g r e s s i v e 
p r o c e s s c o r r u p t e d by p s e u d o - r a n d o m w h i t e noise . To the 
sequences described under 1 pseudo-random white noise with 
zero mean was added. Signal-to-noise ratios of 40 dB and 20 dB 
are considered. The pattern of unknown samples was a burst of 
length 16. 
7. S i n u s o i d s c o r r u p t e d by p s e u d o - r a n d o m w h i t e no i se . To 
the sequences described under 3 pseudo-random white noise was 
added. Signal-to-noise ratios of 40 dB and 20 dB are considered. 
The patterns of the unknown samples were bursts of lengths 
m = 4,8,14,16. 
The test signals 1-7 were restored with the aid of the two following 
versions of the adaptive restoration method for autoregressive pro­
cesses: 
S.8. Results 53 
г 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
prediction cot 
peaky spectrum (l) 
a, 
0.10000000000000D+01 
-0.84538931513857D+00 
0.761588318198250(00 
0.129778496262920 (-00 
0.30387326386341O-02 
0.85694798229335D-01 
0.140427075691320+00 
0.871153491658021) 01 
-0.42344306979864D-01 
-0.2342747700569304 00 
-0.301867891853060-01 
fficients 
smooth spectrum (2) 
a, 
0.10000000000000D-I01 
-0.718580917867790400 
0.5502475598982404-00 
0.797002190174660-01 
0.15862374294460O-02 
0.38023237227971D-01 
0.52962003577618D-01 
0.279271849801770-01 
-0.115384224413590-01 
-0.54262006831786O-01 
-0.59430061398161D-02 
T a b l e 3 .2 : Prediction coefficients of the autoregressive processes used as test 
signals 1 and 2 in this section. 
F i g u r e 3.4: Peaky spectrum of test signal 1 and smooth spectrum of test signal 
2. 
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1. The m e t h o d using the autocovariance m e t h o d to obta in 
the prediction coefficients. This method is denoted by C ^ , 
where ι' denotes the number of iterations. 
2. The m e t h o d using the autocorrelat ion m e t h o d to obtain 
the prediction coefficients. This method is denoted by R^\ 
where t denotes the number of iterations. 
The results are presented after one and after three iterations. For all 
test signals the performances of the adaptive restoration methods are 
judged by means of the relative quadratic restoration error E: 
fr _ i Σ,^ι (5«(.) - *(•)) , ν 
E
 " і .
Г
лг о · í 3 · 3 7 ) 
Since 
£
 \ Σ (êt(.) _ Щг)) \ = " ' t r a c e ( G - 1 ) , 
the relative quadratic restoration error E can be seen as an estimate 
for the relative restoration error variance per sample E defined in 
(3.11). The (averaged) value of È is presented for the test signals in 
Tables 3.3-3.11. Diagrams of some typical restoration results are pre-
sented in Figures 3.5-3.14, together with the original signals, in which 
the correct values of the unknown samples have been substituted. In 
the figures the original signal is marked by a ( l ) , the restoration re-
sult is marked by a (2), the positions of the unknown samples are 
indicated on the time axis. Besides the tables and the figures, the 
performances of the adaptive restoration method on the music signals 
and the speech signals are also evaluated by listening tests. 
For the test signals 1 and 2 the restoration results are compared 
with those obtained by using the true prediction coefficients. In the 
tables this method is denoted by F, where F stands for fixed coeffi-
cients. In the case of one single unknown sample, this non-adaptive 
restoration method amounts to the method presented in [22]. 
The tables and figures show restoration errors for various segment 
lengths and prediction orders. The true prediction orders of the artifi-
cially generated autoregressive processes and of the multiple sinusoids 
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m 
1 
4 
16 
50 
Ρ 
10 
10 
10 
10 
Ν 
512 
512 
512 
512 
F 
0.79Ε-02 
0.12Ε-01 
0.26Ε-01 
О.бОЕ-01 
CUI 
0.90Е-02 
O.llE-01 
0.27Е-01 
0.61Е-01 
С'
31 
0.72Е-02 
0.13Е-01 
0.2fiE-01 
0.56Е-01 
дШ 
0.90Е-02 
0.13Е-01 
0.28Е-01 
0.62Е-01 
Д'
3
' 
0.79Е-02 
0.12Е-01 
0.26Е-01 
0.57Е-01 
Table 3.3: Average restoration errors with known coefficients and after 1 and 3 
iterations for 10 realizations of an autoregressive process of order 10 with a peaky 
spectrum (test signal 1). 
are known in advance. For the autoregressive processes the prediction 
order is 10, for the multiple sinusoids the prediction order is twice the 
number of sinusoids in the signal, in this case ρ = 4. For these signals 
the true prediction order is used in most cases, though a higher predic­
tion order is sometimes tried to achieve improvement in the restora­
tion quality. For the music and the speech signal ρ = min(3m + 2,50) 
is chosen. This rather arbitrary choice gives good results. The pat­
tern of the unknown samples is always a burst. It has turned out that 
as a rule general patterns of unknown samples are usually restored 
with a smaller error than bursts with the same number of unknown 
samples. 
The tables and figures give rise to the following remarks. From 
Tables 3.3 and 3.4 it is seen that the restoration errors for both adap­
tive methods do not differ significantly from the restoration errors 
for the restoration method that uses the true prediction coefficients. 
It seems that the estimation of the prediction coefficients from the 
incomplete data does not influence the quality of the restoration. It 
is also seen from Tables 3.3 and 3.4 that more than one iteration 
does not give a significant improvement. However, if the segment 
length N is smaller, more iterations do give an improvement, as can 
be seen from Tables 3.6 and 3.7. This phenomenon could also be ob­
served in Example 4. Here results close to those of Tables 3.3 and 3.4 
are obtained after three iterations. In general, the restoration errors 
for autoregressive processes with a peaky spectrum are substantially 
smaller than for processes with a smooth spectrum. 
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m 
1 
4 
16 
50 
Ρ 
10 
10 
10 
10 
Ν 
512 
512 
512 
512 
F 
0.31Ε+00 
0.50Ε+00 
0.99Ε+00 
O . l l E + 0 1 
C(lì 1 C7,3) 
0.34E+00 
0.62E+00 
O.IOE+Ol 
O. l lE+01 
0.32E+00 
0.62E+00 
0.10E+00 
O. l lE+01 
Д '
1
» 
0.34E+00 
0.62E+00 
O.lOE+0] 
O. l lE+01 
Л'
3
» , 
0.32E+00 
0.61E+00 [ 
O.lOE+01 
0.11 E + 0 1 
Table 3.4: Average restoration errors with known coefficients and after 1 and 3 
iterations for 10 realizations of an autoregressive process of order 10 with a smooth 
spectrum (test signal 2). 
m ρ 
16 I 4 
16 i 10 
Ν 
512 
512 
С'
1
» 
0.64Е-02 
0.16Е-06 
С
1 3
' ' Я '
1
' 
0.28Е-28 | 0 .78Е-01 
0.30Е-05 
діз) 
0 .16Е-01 
0.17Е-06 
Table 3.5: Average restoration errors after 1 and 3 iterations for a sum of 2 
sinusoids (test signal 3). For p=101 after 3 iterations the autocovariance matrix is 
almost singular. 
m 
16 
Ρ 
10 
N С« 1 ' 
64 0 .42Е-01 
С
13
» 
0.23Е-01 
ЯІН ! ДО) 
0.63Е-01 0.25Е-01 
Table 3.6: Average restoration errors after 1 and 3 iterations for 10 short real­
izations of an autoregressive process of order 10 with a peaky spectrum (test signal 
1)· 
For sinusoids the restoration error is theoretically zero. Indeed, 
Table 3.5 shows very small restoration errors for methods C^1) and 
C( 3). The poorer results for R^, R^\ ρ = 4 can be explained by 
the fact that the autocorrelation method uses a biased estimate for 
the autocorrelation function. This has less influence on the result if 
ρ is chosen higher. If the autocovariance method is used to estimate 
the prediction coefficients, ρ must not be chosen too high. For af­
ter more than one iteration the autocovariance matrix will become 
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m 
16 
Ρ 
4 
Ν 
64 
cm 
0.52Ε+00 
C{3) 
0.58Ε-20 
m 
16 
ρ '' N \ i? 1 1 ' 
10 ì 64 0.56Ε-01 
Д<3| 
0.70Е-03 
T a b l e 3.7: Average restoration errors after 1 and 3 iterations for a short sequence 
of a sum of 2 sinusoids (test signal 3). 
m 
4 
6 
16 
Ρ 
14 
20 
50 
Ν 
128 
192 
512 
Д І І І 
0.98E-02 
0.16E-01 
0.19E-01 
T a b l e 3 .8: Average restoration errors for a fragment of Beethoven's Violin Con­
certo (test signal 4). 
m 
100 
Ρ 
50 
Ν 
512 
я·
1
' 
0.56Е+00 
T a b l e 3 .9 : Average restoration en-ors for 10 English sentences pronounced by a 
male and a female voice (test signal 5). 
almost singular and the prediction coefficients can no longer be cal­
culated straightforwardly by solving the system (3.19). As can be 
seen from Tables 3.3, 3.4, and 3.11, for other signals than multiple 
sinusoids there are no significant differences between the restoration 
results obtained by using the autocovariance or the autocorrelation 
method. 
For the music signal the relative quadratic restoration errors for 
the adaptive restoration methods are of the same orders of magnitude 
as those for the autoregressive processes with a peaky spectrum, which 
can be seen from Table 3.8. The high value for the relative quadratic 
restoration error for the speech signal in Table 3.9 can be explained as 
follows. In popular speech models [41], speech is assumed to consist of 
voiced parts, where the speech signal is highly periodic, and unvoiced 
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parts, where the speech can be modelled as an autoregressive process 
of order approximately 12. In the voiced case the speech spectrum 
contains many sharp equidistant peaks, and the restoration results 
are similar to those obtained with autoregressive signals that have a 
peaky spectrum. In the unvoiced case, the speech spectrum is rather 
flat, and the restoration results are similar to those obtained with 
autoregressive signals with a smooth spectrum. As can be seen from 
Table 3.4 and Figure 3.7, these results are rather poor, especially 
if the bursts are large. The relative quadratic restoration error in 
Table 3.9 is averaged over 20 sentences and the high value is caused 
by the presence of unvoiced and silent fragments. However, the poor 
restoration results for unvoiced and silent fragments do not cause 
any audible disturbance in the restored speech. Figure 3.14 shows a 
typical restoration result for voiced speech. 
Listening tests have revealed that the restoration errors in the 
test signals 4, but also in many other signals, are practically inaudi-
ble. After increasing the burst length from 16 to 50 the restoration 
results are still quite good for most music signals, although some 
restoration errors become audible. For the speech signals bursts can 
be restored up to 100 unknown samples without audible errors. In 
the case of speech signals it may seem curious that the method still 
works for bursts of these lengths (which represent time intervals of 
durations up to 12.5 ms), since the length N of the segment used 
to estimate the prediction coefficients represents a time interval of 
more than 60 ms which is generally too long for a speech signal to 
be assumed stationary. However, some speech sounds, for instance 
vowels, can be assumed stationary for several hundreds of millisec-
onds, and for these the method performs well. Other speech sounds, 
especially the plosive sounds, / b / , / d / , / g / , / p / , / t / and / k / , can 
only be assumed stationary for a few milliseconds and cannot be re-
stored correctly. Still, the errors made here do not seem to reduce the 
subjective restoration quality, possibly because of masking effects. 
With a decreasing signal-to-noise ratio the restoration results of 
the adaptive restoration methods deteriorate slightly. However, they 
still do not differ significantly from the results that could be obtained 
if the true prediction coefficients were used. This can be seen from 
Tables 3.10 and 3.11. 
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SNR 
40 dB 
40 dB 
20 dB 
20 dB 
m 
16 
16 
16 
16 
Ρ 
10 
20 
10 
20 
Ν 
512 
512 
512 
512 
F 
0.26E-01 
0.42E-01 
C d ) 
0 .27E-01 
0.28E-01 
0.42E-01 
0.45E-01 
R^ 
0.28E-01 
0.30E-01 
0.43E-01 
0.46E-01 
Table 3.10: Average restoration errors for various signal-to-noisc ratios and or­
ders of prediction with known coefficients after 1 iteration for 10 realizations of an 
autoregressive process of order 10 with a peaky spectrum (test signal 6). 
SNR 
40 dB 
40 dB 
20 dB 
20 dB 
m 
16 
16 
16 
16 
Ρ 
4 
10 
4 
10 
TV 
512 
512 
512 
512 
C d ) 
0.84Ε-02 
0.12Ε-03 
0.38Ε+00 
O.lOE-01 
(7(3) 
0 .40E-03 
O . l l E - 0 3 
0.33E+00 
O . l l E - 0 1 
RM 
0.87E-01 
0.12E-03 
0.44E+00 
O.lOE-01 
діэ) 
0 .21E-01 
0.12E-03 
0.40E+00 
0 .10E-01 
Table 3.11: Average restoration errors for various signal-to-noise ratios and orders 
of prediction for a sum of sinusoids (test signal 7). 
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Sl<,Sk 
58 60 62 
- t 1·1045] 
F i g u r e 3 . 5 : Original (1) and restored (2) autoregressive process with a peaky 
spectrum, m=16, p=10, N=512, autocovariance method, 1 iteration, Ê=0.23E-01 . 
s ) f . s ( ( 
t MCTsl 
F i g u r e 3 .6 : Original (1) and restored (2) autoregressive process with a smooth 
spectrum, m=16, p=10, N=512, autocovariance method, 1 iteration, Ê=0 .10E+01 . 
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F i g u r e 3 .7 : Original (1) and restored (2) autoregressive process with a peaky 
spectrum, m = 1 6 , p=10, N=64, autocovariance method, 1 iteration, E=0.38E-01. 
150 г 
Sfc.S* 
8 10 12 
f l-IO's] 
F i g u r e 3 .8 : Original (1) and restored (2) autoregressive process with a peaky 
spectrum, m = 1 6 , p = 1 0 , N=64, autocovariance method, 3 iterations, E=0.12E-01. 
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200 
Sfc.Sfc 
10 12 
·- t l-IO'sl 
F i g u r e 3 .9 : Original (1) and restored (2) test signal 3, m=16 , p=10, N=64, 
autocovariance method, 1 iteration, E=0.52E+00. 
200 
Sfr.S, 
t 1-10 s i 
F i g u r e 3 .10 : Original (1) and restored (2) test signal 3, m=16 , p=10, N=64, 
autocovariance method, 3 iterations, E=0.58E-02. 
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200 
s*-S/t 
·• t MO s 1 
Figure 3.11: Original (l) and restored (2) signal 7, SNR=20 dB, in=16, p=10, 
N=512, autocovariance method, 1 iteration, E=0.10E-01. 
18 20 22 2A 26 
^ fl-K's] 
Figure 3.12: Original (1) and restored (2) music signal, m=6, p=20, N=192, 
autocorrelation method, 1 iteration, Ê=0.59E-02. 
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sk.sk 
54 56 58 60 62 
• f l-ICT's 1 
Figure 3.13: Original (!) and restored (2) music signal, m=16! p=50, N=512, 
autocorrelation method, 1 iteration, E=0.22E-01. 
1000 
Sk.Sk 
t [-10 s 1 
Figure 3.14: Original (1) and restored (2) speech signal, m=100, p=50, N=512, 
autocorrelation method, 1 iteration, E=0.70E-01. 
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Chapter 4 
Speech signals 
4.1 Introduction 
In this chapter an adaptive restoration method for unknown samples 
in a digitized speech signal is derived1. The problem of unknown 
samples in speech signals occurs in car telephony systems, known as 
Mobile Automatic Telephony systems, where dips may occur in the re-
ceived Mobile Automatic Telephony signal. The reason is that the car 
drives through a pattern of standing waves and when passing through 
a node no signal is received for a short period of time. The length of 
this period depends on the speed of the car. During these dips the 
speech is heavily distorted. If the speech signal is sampled, bursts 
of samples are erroneous. Their positions can be derived from the 
received carrier signal, which also contains a dip. The erroneous sam-
ples are considered to be unknown and have to be restored. The burst 
length ¿error and the length of the error-free intervals ¿correct depend 
on the vehicle speed v. Figure 4.1 shows this dependence for a speech 
signal that has been frequency modulated on a carrier frequency of 
300 MHz2. The sampling frequency of digitized speech is 8 kHz. From 
Figure 4.1 it follows that the burst length m varies between about 8 
at a speed of 100 km/h and about 100 at a speed of 3 km/h . 
From the results presented in Section 3.8 it is clear that the restora-
'The contents of this chapter has been published before in [47]. 
2Figure 4.1 is derived from an original produced by Dr. L. Kittel, Philips Kom-
munikations Industrie, Nürnberg. 
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IO1 
1 0 - 4 | — I , , — I 
IO1 IO2 
— ь - [km/h] 
F i g u r e 4 . 1 : Vehicle speed versus burst length (A) and vehicle speed versus length 
of error free interval (B). 
tion method for autoregressive processes presented in Chapter 3 is 
very well capable of restoring large patterns of unknown samples in 
speech signals. A problem is, however, that for these large patterns 
the number of operations that is required to solve the system (2.13) 
becomes very high. Assuming that the error pattern is a burst, the 
number of operations required is 0(m2). This is high, considering 
that in realistic cases m can be as high as 100, and present-day hard­
ware is not capable of solving the system in real time at the required 
rate. For this reason, another algorithm has been developed for sam­
ple restoration in speech signals. This algorithm tries to exploit the 
specific properties of speech. Its main assumption is that speech is 
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often quasi-periodic. As is the case with the restoration method for 
autoregressive processes, a function is minimized with respect to the 
unknown samples, but in this case the method is not iterative. The 
unknown samples are solved from a linear system of equations in O(m) 
operations. The results obtained with this method are of the same 
quality as the results obtained with the restoration method for au­
toregressive processes, but the required hardware is substantially less 
complex. 
The contents of this chapter are as follows. In Section 4.2 the 
properties of the speech signal that are of importance for the restora­
tion problem are discussed. The algorithm is derived in Section 4.3 
and implementational aspects are discussed in Section 4.4. Finally, in 
Section 4.5 restoration results are shown. 
4.2 The speech signal 
Speech is often modelled as the output of a time-varying all-pole filter, 
either excited by white noise, in which case the speech is called un­
voiced, or by an approximately periodic sequence of pulses, in which 
case the speech is called voiced [41,11]. The 'period' of this sequence 
is called the pitch period, Tp. Its duration is between 2 ins and 20 ms, 
which, at a sampling frequency of 8 kHz, corresponds to a number of 
samples q that is between 16 and 160. The order ρ of the all-pole fil­
ter is usually chosen somewhere between 10 and 16. Unvoiced speech, 
according to this model, is an autoregressive process. Figure 4.2 gives 
a diagram of the speech production system according to this model. 
Figure 3.1 shows an example of an all-pole filter or order ρ = 3. Fig­
ures 4.6 and 4.8 of Section 4.5 show examples of voiced speech, Figure 
4.10 shows an example of unvoiced speech. 
The use of this model is motivated as follows. The all-pole fil­
ter models the transfer function of the vocal tract, consisting of the 
cavities through which the sound is passed [11]. If during speech pro­
duction the vocal chords are brought into resonance, the pressure at 
the beginning of the vocal tract varies pulse-wise and the speech is 
voiced. This is the case for all the vowels and some of the consonants, 
for example /b/, /m/, /n/, /z/. If the air passes the vocal chords 
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A(z) 
voiced/unvoiced 
Figure 4.2: Model of the speech production system. 
without causing them to resonate, the air flow at the beginning of the 
vocal tract is turbulent; one could say that the pressure variations 
resemble white noise, and the speech is unvoiced. This is the case for 
example with the consonants / s / and /f/. The plosive sounds, such as 
/ t / and / p / , are not incorporated in this model. The model is often 
used in speech coding [41]. 
4.3 The restoration method 
The speech model of Section 4.2 is still too complicated to be used 
as a basis for a sample restoration algorithm that can be imple-
mented in real-time operating hardware. According to this model 
two restoration methods are required: one for unvoiced speech, this 
can be the sample restoration method for autoregressive processes, 
and one for voiced speech. Apart from that , before every restoration 
a voiced/unvoiced decision has to be taken. In general, this decision 
is not very reliable. Experiments have shown that the penalty for 
restoring voiced speech as if it were unvoiced is high, whereas the 
penalty for restoring unvoiced speech as if it were voiced is minimal. 
Therefore, the first simplification is that the signal is always assumed 
to be voiced. The choice of a sample restoration method comes down 
to the choice of a matrix G, as is defined in Section 2.2. In this case 
G depends on the coefficients a,, i - 0 , . . . ,p of the all-pole filter and 
the autocorrelation function of the sequence of almost periodic pulses 
ill i_L 
^w 
-k^rt 
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that excite the all-pole filter. A G computed in this way would be 
similar to the matrix G for autoregressive processes, and therefore 
would not lead to a less complex implementation. For that reason, a 
second simplification is introduced by ignoring the transfer function 
д щ and assuming that the speech signal is quasi-periodic. In this 
case this means that the sample sk resembles closely the sample sk_qi 
where q is the pitch period, expressed in sample distances. This can 
be expressed by 
s.k-csk_q = ek, k = q + Ι,.,.,Ν. (4.1) 
Here с is called the pitch coefficient, for which it is assumed that 
0 < с < 1, (4.2) 
and the ek are zero-mean white noise samples. In (4.1) it is assumed 
that the pitch period does not change over the available segment of 
data sk, к = 1,...,JV. The third simplification is that only bursts 
of unknown samples are considered. For the application in Mobile 
Automatic Telephony this is not really a restriction. It is assumed 
that for every value of q 
q+l< t(l), t{m) = i ( l ) + m - l < J V - < 7 . (4.3) 
Since the pitch period q varies between çmin = 16 and qmnx = 160, this 
implies that 
W x + 1 < «(I), t(m) = t ( l ) + m - 1 < N -
 Ятях
. (4.4) 
This means that there is a guard space of at least q
max
. = 160 samples 
on either side of the burst. 
The stochastic signal sk in (4.1) has a spectrum 
2 
* '
 _
 - c exp(j0c) + (1 + с2) - с exp(- j0ç) ' ^ ' ^ 
so that , if q and с are known, the sequence gk (2.21) can be defined 
by 
1, k = 0, 
gk=\ α = - ϊ τ ^ ' 1*1 = 0> (4·6) 
0, otherwise. 
70 Chapter 4- Speech signals 
In this manner the vector χ of unknown samples can be solved from 
a system (2.13) 
Gx = - z , 
with the m χ m matrix G defined by 
9*j 
1, » '=i , 
a, I*-.71 = 0, ( 4 · 7 ) 
0, otherwise, 
and the syndrome ζ defined by 
Zi = «(«((,)_, + «»(,·)+,), i = 1, - - -, m. (4.8) 
From the definition of α in (4.6) it follows that — J < α < 0. Note 
that G is the identity matrix if m < q. In that case each estimate for 
an unknown sample is found as a weighted sum of two known samples. 
The same result can be obtained by minimizing as a function of χ 
the function 
N 
Q,(c,x)= £ {sk-csk^Y. (4.9) 
fc=i+l 
This function resembles the function Q(a,x) of (3.13). The pitch 
coefficient с is in fact a prediction coefficient, and just as Q(a,x) is 
quadratic in a for known χ and quadratic in χ for known а, С7(с,х) 
is quadratic in с for known χ and quadratic in χ for known c. 
For the estimation of the pitch period q and the pitch coefficient c, 
many methods have been proposed in the literature, some of them in 
[41]. A popular one is to minimize <5,(с,χ) for known χ as a function 
of q and с This implies that for every q in the range q = 16,.. ., 160, 
Qq(c,x.) is minimized as a function of c. It can be shown that this is 
equivalent to finding the q for which the sequence 
РАЯ) = ^ r - ^ T ' . Я = 16,.. . , 160 (4.10) 
is maximal. This sequence is often called the normalized correlation 
function. The pitch coefficient is then found as 
с = p.{q). (4.11) 
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t MCTs] 
Figure 4.3: Normalized correlation function obtained with the original data se­
quence. 
Since the sequence θ*, к — 1 , . . . , Ν, contains unknown samples, q and 
с cannot be estimated in this way. A solution might be to minimize 
С
я
(с,х) iteratively аз a function of q, с and x, in much the same way 
as in Chapter 3, but this would complicate the method too much. 
Experiments have shown two important phenomena, which allow fur­
ther simplifications. The first is that the position q of the maximum 
p
s
(q) in the sequence p,{q), q = 1 6 , . . . , 160 does not change signifi­
cantly if the sequence contains unknown samples that are set equal to 
zero. This implies that q can be estimated in the presence of unknown 
samples. The second phenomenon is that the restoration result is not 
sensitive to changes in с as long as с is close to 1. Therefore, с does 
not have to be estimated, but can be fixed in advance at a fairly high 
value, say с = 0.9. A value of с very close to 1 sometimes leads to 
audible clicks. These occur if a wrong value for q has been estimated, 
which occasionally happens. A fixed value for с leads to a simpler 
pitch estimation, as is shown in the next section, and also to a simple 
method of solving the system (2.13), as is shown in Section 4.4. 
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Estimation of q is in fact the estimation of the periodicity present 
in the signal. This is not influenced by some non-linear instantaneous 
transformations on the signal. For instance, instead of the signal sjt a 
clipped version of the signal, defined by 
[ + 1 , sk> f„ 
4=1 0, - t , <
 Sk < t„ (4.12) 
( - 1 , Sk < -t„ 
can be used. Here t, is a positive threshold which may be taken 
to be dependent on the samples Sk, к = 1 , . . . , JV, for instance t3 = 
0 .5 | s t |
m a x
. The computation of the sequence pi(q), q = 1 6 , . . . , 160, 
requires simpler hardware than the computation of the sequence p,(q), 
q — 1 6 , . . . , 160, because no multipliers are needed. A disadvantage is 
that the Pj{q) obtained in this way is no longer a good estimate for c, 
but this is no problem here since с can be fixed in advance. With a 
good choice for <,, for instance t, = 0.5|5<;|
т л х
 works well, the sequence 
/?3,(fc), к = 1 6 , . . . , 160, has sharper peaks than (4.10) and therefore 
sometimes gives even better estimates for q. This is illustrated in 
Figures 4.3 and 4.4, where the sequences p^k) and рт,{к) are given for 
the data sequence of Figure 4.6 of Section 4.5. 
4.4 Efficient implementation 
To find the estimates for the unknown samples the pitch period q has 
to be estimated, the system (2.13) has to be built and it has to be 
solved. In Section 4.3 it has been shown that by using clipped data 
the pitch estimation can be made computationally efficient. In this 
section the building of the system (2.13) and the method of solving it 
are considered. 
Since the pitch coefficient с has been taken as fixed, α is also known 
in advance. The computation of the right-hand side of (2.13) by using 
(4.8) is already very simple and need not be further simplified. The 
system in this case is solved by a well-known technique called LU 
decomposition [13], in which G is written as a product LU, where L 
is a lower triangular matrix, containing 1's on its main diagonal and U 
is an upper triangular matrix. It is shown that, because α is known in 
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F i g u r e 4.4: Normalized correlation function obtained with the clipped data se­
quence. 
advance, the matrix G does not have to be computed explicitly and 
that the unknown samples can be solved in 0(m) operations. The 
system 
G x = L U x = - z 
is solved by first solving y, using back substitution, from 
Ly = - z 
and then by solving x, again by using back substitution, from 
U x = y. 
For the matrices L and U the recurrence relations 
U M = < 
1, j = i = 1,...,9, 
1 -
 ц
 α 2
 , j = г = q + l , . . . , m , 
a, ¿ = i" + g, ι = l , . . . , m - g , 
0, otherwise 
(4.13) 
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and 
'.,; 
1, j = i = l , . . . , m , 
- , У = i-q, i = q+ 1, (4.14) 
0, otherwise 
can be derived. The matrices L and U are sparse, as is G. 
E x a m p l e 5 For the case that m = 7 and q — 3 the LU decomposition 
of G is given by 
о 
0 
0 
α 
0 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
0 
1 - α 2 
0 
О 
о 
о 
а 
О 
О 
1 - а 2 
О 
О 
О 
О 
а 
О 
О 
1 - а 2 
О 
,5 J 
The LU decomposition of G is related to the decomposition LD'L T 
of Section 3.6. In fact, one has 
and 
U = D'L ti τ 
From these expressions and by using (3.32) and (3.34) and the fact 
that 0 < с < 1, it follows that 
ω,,, > (4.15) 
and that 
K-q\ < i- (4.16) 
The u,, are divisors, and from (4.15) it follows that they do not be­
come too small. 
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The fact that both L and U are sparse simplifies the back sub-
stitution. The estimates for the unknown samples are calculated by 
evaluating the expressions 
_ Í z,, i = l,...,g, 
\ 2, - / , , ,_ , ,y,- , , i = q + l,...,m, 
and 
_ , "m + l - i m + 1-
'•m+l-i — u 4.. 1 4.. (Ут+1-t - Q ^ m + l + g - . ) , » = 9 + 1 , . . . , 
" m + l — ι m + 1—ι ' 
To compute y and χ it is convenient to store the sequences 
= {
 1
 h k = 0
' 
m. 
μ-k 
ι 'TOmax · Qn 
and I 0, A; = 0, Uk — \ i i 
α μ * - ! , к = 1, . . . , m
m a
x + 9, min · 
Неге m
m a x
 denotes the maximum allowed burst length and the symbol 
l
—' denotes integer division. The vectors у and χ are now computed 
by 
_ Í 2,, г = l , . . . , ç , 
\ ζ, -i/f.-ij^y,-,, i' = ç + l , . . . , m , 
and by 
j _ i М(т-і)-г?)Утіі+1-., ί = 1,...,9, 
m + 1 _ ,
 \ ^(т-і )-г7)(Ут+1-і - " ^ m + l + ï - · ) ) t = Ç + l , . . . , m . 
The number of operations required to compute χ is O(m). This pro­
cess of back substitution can be visualized as follows. The syndrome 
ζ is taken as the input sequence for a recursive digital filter in zero 
state with one time-varying coefficient Uk-rq· The first m output sam­
ples of this filter are reversed in time and used as the input of another 
recursive filter in zero state with a time-varying gain factor ßk^q- The 
first m output samples of this filter are the estimates for the unknown 
samples. The filter structure is shown in Figure 4.5. The input is the 
sequence v, the first part computes the syndrome. The switch only 
closes at instants ¿(1) — g , . . . , t{rn) — q. 
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t{i) - q 
z-q 
* 
Reverse uTV-? ¿> z-q J 
ИХ)»-
ßk+q 
a 
Figure 4.5: Sample restoration filter. 
4.5 Results 
From listening tests it can be concluded that in most cases the restora-
tion method is capable of restoring bursts of up to 100 unknown sam-
ples in male and female speech. Compared with the results obtained 
on the same material with the method for autoregressive processes of 
Chapter 3 hardly any degradation can be heard. Inspection of the re-
stored signals shows that in the rare cases where audible errors occur, 
these are caused by a wrong pitch estimate. Some typical restoration 
results are given in Figures 4.6-4.11. Figures 4.6,4.8 and 4.10 show 
segments of N = 512 samples of the original signals, without errors. 
The first two are examples of voiced speech, the third is unvoiced. 
In these signals, bursts of m = 100 samples, located at the centre, 
were distorted and restored again. The pitch coefficient was fixed at 
с = 0.9, the threshold for clipping t, was set to t
s
 — 0.5|sfc|m
ax
. The 
restored signals are shown in Figures 4.7, 4.9 and 4.11, respectively. 
The positions of the restored samples are marked on the time axis. It 
can be observed from Figure 4.11 that a 'noisy periodic' restoration 
was found, with a period of approximately 2.8 ms. This corresponds 
to the estimated pitch period of 2.75 ms. This effect occurs because 
the signal is assumed to be periodic, and therefore a periodic restora­
tion is obtained. This effect was not audible in listening tests. 
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F i g u r e 4.6: Original voiced speech segment. 
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F i g u r e 4.7: Restored voiced speech segment. 
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Figure 4.8: Original voiced speech segment. 
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Figure 4.9: Restored voiced speech segment. 
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F i g u r e 4 .10 : Original unvoiced speech segment. 
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F i g u r e 4 . 1 1 : Restored unvoiced speech segment. 
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Chapter 5 
Band-limited signals 
5.1 Introduction 
This chapter describes and analyses a sample restoration method for 
band-limited signals that has been published and analysed before in 
[18,7]. The reason that it is included in this thesis is that it can be 
seen as a special case of the general sample restoration method of 
Chapter 2. The method is derived in Section 5.2. In Section 5.3 an 
analysis of its numerical robustness is given. It turns out that even 
though this method is theoretically capable of an error-free sample 
restoration, it is so sensitive to numerical (rounding) errors and to 
deviations from the original assumption of band-limitedness that it is 
of no practical value if the product of bandwidth and the number of 
unknown samples is too high. This is demonstrated in Section 5.4 by 
some examples. 
5.2 The restoration method 
A signal is called band-limited if the signal spectrum 5(θ) is identical 
with 0 on one or more finite subintervals of [Ο,π]. It is shown in 
Appendix A that in that case the infinite autocorrelation matrix is 
singular and that for N large enough the NxN autocorrelation matrix 
can be considered eis singular. First assume that an infinite segment 
of samples s^, к = — o o , . . . , + o o , is available and that the samples 
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at positions i(t), t = l , . . . , m are unknown. A sequence (/*, к = 
— o o , . . . , o o , with a Fourier transform G{e?e) has to be found such 
that (2.23) 
¿£G(e")5(i)de = 0. 
By applying (2.24) and (2.25) the system (2.13) 
G x = - z 
can be built and solved for the unknown samples. The G(e' i) chosen in 
[32,7,18] is such that it is identical with 0 on every subinterval of [0, π] 
where 5(0) > 0, and it is identical with 1 on at least one subinterval 
of [0, π], so that G{e?e) is the frequency transfer function of an ideal 
band-pass filter. In practice gjt, к = — o o , . . . , + o o , is approximated 
by a finite sequence. To achieve this, several methods exist [10,40]. 
A simple method is to truncate the infinite sequence θ* and multiply 
it by a window function; it is also possible to find a finite sequence 
gk by using more advanced design methods for selective filters. The 
restoration results do not depend much on the approximation method 
that has been chosen to obtain a finite sequence gk, к — — ρ , . . . , ρ , 
and to simplify the analysis here д^, к = — ρ , . . . , ρ , is a truncated 
version of an ideal bandpass filter. Furthermore, it assumed that the 
signal is lowpass, as is the case in [32,18,7]. Similar derivations can 
be made for highpass and bandpass signals. The coefficients g^ then 
follow from 
sin(afc7r) 
9k = h , k= - ρ , . , . , ρ . (5.1) 
κπ 
Here a, 0 < a < 1, is the signal bandwidth, relative to half the 
sampling frequency. In [7] the influence of windowing the </* obtained 
in this way is analysed. 
The G derived from the g^ of (5.1) is positive definite, because 
G{^e) > 0; see Appendix A. Its eigenvalues are in the open interval 
(0,1), as follows easily from the fact that both G and I —G are positive 
definite. As has been shown in Chapter 2, sample restoration methods 
for signals with a singular autocorrelation matrix give theoretically 
a perfect restoration. It is shown however in Section 5.4 that the 
restoration method for band-limited signals of this chapter is not at 
all a good restoration method from a robustness point of view. The 
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analysis of Section 5.3 shows that this method is very sensitive to 
out-of-band components, such as white noise, in the signal and that 
it is also sensitive to inaccuracies in the syndrome z. 
5.3 Numerical robustness 
The analysis of this section is made for a burst of unknown samples, 
which is the most critical case. Better results are obtained for more 
scattered patterns of unknown samples. 
The numerical errors in the system (2.13) occur in z, not in G, 
which is known in advance, and can be stored in the required precision. 
First assume that, due to rounding errors, instead of ζ a vector z' has 
been obtained. By using the results of [13, Section 2.5], it can be 
derived that 
II x - x 11 A
m a x
 || z' - ζ || ^ 1 |1 z' - ζ [| 
II x II - A
min || ζ || Amin || ζ || " [0-¿) 
Неге, Х
т
ях and X
m
i
n
 are the maximum and minimum eigenvalues of G , 
the latter approximation is a consequence of the fact that Х
тлх
 = 1. 
In [44,7] it is derived that 
Amin — constant exp(—απιπ). 
This shows that when the product am increases, the influence of 
rounding errors in ζ increases exponentially. 
A more detailed statistical analysis can be made if it is assumed 
that the segment s*, fc = 1 , . . . , І , is corrupted by white noise. It is 
then possible to analyse the influence of the out-of-band noise. The 
in-band noise is not taken into account, because it cannot be distin­
guished from the signal. Assume that the signal is corrupted by white 
noise samples 
where nlk is the in-band component of the noise and rij j. is the out-of-
band component of the noise. If the variance of the white noise is σ%, 
then the out-of-band component of the noise has variance (1 — ajtr^. 
Let 
Щ = [^2,t(l)i· •· »^.((m)] · 
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It can be derived that 
e = x - x = - G - 1 ( I - G ) n 2 . 
The error covariance matrix is given by 
E = £{eeT} 
= (G-1-l)£{ninl}(G-l-l)T 
= (ΐ-α)σΙ(Ι-0)ά->(1-ά)τ 
= (i-oKu 
Ai 0 
0 ( 1 - A m ) 2 u
1 (5.3) 
Here 
U = [ u 1 , . . . , u m ] T 
is an m χ m matrix of which the columns are the eigenvectors u, 
of the matrix G associated with the eigenvalues λ,. It is of interest 
to analyse how the restoration error in this case behaves spectrally. 
Define the error spectrum Ε(θ) by 
Ε[θ) = ζ· 
Then it follows that 
m - l 
k=o 
Е{ ) = [1,е", . . . ,е | ( т - 1 )*] т Е 
- J * 
- j (m- l ) 
and with 
one obtains 
m - l 
Ut{z) = J2(u')k+iz ^ t ' = l , . . . , m , 
ik=0 
E(e) = (l-a)alt[^—^\ut(^) 
ι=1 Λ · 
(5.4) 
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The weighting factors ^1" '' in (5.4) are very close to 0 for small t, 
since then the λ^  approach 1, and are very high for t close to m since 
then the λ, approach 0. From the discussion in Appendix A it follows 
that the Fourier transform Ui(eJe) concentrates its energy in the in­
terval (απ, π] and that the Fourier transform С/^Де1') concentrates its 
energy in the interval [Ο,απ). It is shown in [44,7] that X
m
 <C X
m
-i 
and therefore the weighting factor of 
u
m
(Je)\2 
in (5.4) is much larger than the other weighting factors. From this 
it can be concluded that the spectral energy of the restoration error 
is concentrated in the low frequencies. And the error spectrum is 
approximated by 
Ε(θ) = (1 - α)σΙ ^ Ц ^ \u
m
(e><)\2 . (5.5) 
A similar result, namely that the restoration error in this case is 
pulse-shaped, is derived in [7]. The following example illustrates this 
behaviour. 
E x a m p l e 6 Consider a burst of length m = 8 and a signal band-
limited to an, with a = 0.7. Assume that the signal is quantized with 
stepsize Δ = 1, then it can be assumed that the quantization noise 
is uniformly distributed over the interval [—1,|] and the noise has a 
variance σ^ — ^ . The eigenvalues of G and the weighting factors of 
(5.3) are given in Table 5.1. Note that approximately a fraction a of 
the eigenvalues is close to 0 and a fraction 1 — a is close to 1. This 
is a consequence of the Szegö limit theorem [1^,20], see also Section 
2.4- It is seen from Table 5.1 that the weighting factor of 
Us(¿e)\2 
is approximately 200 times larger than the next largest weighting fac-
tor. It can also be seen that the relative error in the syndrome in (5.2) 
can be amplified 2 χ IO8 times and that the total variance of the error 
caused by the additive quantization noise comes down to approximately 
(ΐ-α)σ2
η
{1
 *
б)2
 = 0 . 5 3 x IO7. 
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г 
1 
2 
3 
4 
5 
6 
7 
A, 
0.99E+00 
0.89E+00 
0.44E+00 
0.70E-01 
0.38E-02 
0.90E-04 
O.lOE-05 
8 J 0.47E-08 
л. 
O.lOE-03 
0.14E-01 
0.71E+00 
0.12E+02 
0.26E+03 
O.llE+05 
O.lOE+07 
0.21E+09 
Table 5.1: Eigenvalues and weighting factors for a signal with a relative bandwidth 
0.7 
\US(¿°)\23 
Figure 5 .1 : Modulus of the Fourier transform of the eigenvector associated with 
the smallest eigenvalue of G, belonging to a signal with relative bandwidth 0.7. 
The spectral energy of the restoration error is concentrated in the low 
frequencies. This is illustrated by Figure 5.1, showing the modulus of 
the Fourier transform 
of us = [0.025,0.143,0.374,0.583,0.583,0.374,0.143,0.025]7'. 
5.4 Results 
From Example 6 it has become evident that the restoration method for 
band-limited signals is not suitable for restoring bursts in relatively 
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wide-band signals even if the bursts are of moderate sizes. In this 
section the performance of this method is evaluated for small bursts 
of 4 and 6 samples and for a larger burst of 14 samples. The bandwidth 
is απ, a = 0.54. The following test signals were used in the evaluation: 
1. Mult ip le sinusoids. A sequence of 512 samples, given by 
(3.36) in Section 3.8 was used. The patterns of the unknown 
samples were bursts of lengths m — 4,6,14. 
2. Digita l audio signals. Bursts of 4 and 6 unknown samples, 
occurring at a rate of 10 s _ 1 in a fragment of 36 s taken from 
a Compact Disc recording of Beethoven's Violin Concerto were 
restored. The sample frequency of the signal was 44100 Hz. 
3. Prefiltered digital audio signals. The signal and the pat­
terns of unknown samples were the same as in test signal 2, 
apart from the fact that before the patterns of unknown sam­
ples were inserted, the signal was band-limited to half the sample 
frequency. 
4. Sinusoids corrupted by pseudo-random whi te noise. To 
the sequences described under 3 pseudo-random white noise was 
added. Signal-to-noise ratios of 40 dB and 20 dB are considered. 
The patterns of the unknown samples were bursts of lengths 
m — 4,6,14. 
These test signals are the same as in Chapter 3, so that a comparison 
between the methods can be made. For all test signals the perfor­
mance is evaluated by means of the relative quadratic restoration 
error E, defined in (3.37). As in Section 3.8, the results are presented 
in tables and figures. In the figures the original signals are marked by 
a (1), the restored signals are marked by a (2). Table 5.2 shows the 
performance on multiple sinusoids with various signal-to-noise ratios, 
test signals 1 and 4. The relative quadratic restoration error E is an 
estimate for 
я = ( 1_ в )4(Ц*=)!, 0
's
 Ám 
of which the value is included in Table 5.2. Table 5.3 shows the per-
formance on the digital audio signal without prefiltering, test signal 2, 
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F i g u r e 5.2: Original (1) and restored (2) segment of a sum of two sinusoids, 
SNR=40 dB, m=6, test signal 4. 
Slr.Sfr 
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F i g u r e 5.3: Original (1) and restored (2) segment of a digital audio signal without 
prefiltering, m=6, test signal 2. 
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m 
4 
6 
14 
signal-to-iioise ratio 
oo 
È 
0.53E-13 
0.85E-06 
0.86E-02 
E 
0 
0 
0 
40 dB 
E 
0.32E-01 
0.16E+02 
0.36E+03 
E 
0.4fiE-01 
0.41E+01 
0.50E+04 
20 dB 
Ë 
0.14E+01 
0.21E+04 
0.15E+05 
E 
0.46ЕЧ01 
0.41E+03 
0.50E+06 
T a b l e 5.2: Average restoration errors for various signal-to-noise ratios for a sum 
of sinusoids (test signals 1,4). 
m 
4 
6 
non-prefiltered ¡ prefiltered 
0.35E-01 
0.21E+01 
0.10E-03 
0.88E-02 
Tab le 5.3: Average restoration errors for digital audio signals, with and without 
prefiltering (test signals 2,3). 
and on the digital audio signal with prefiltering, test signal 3. Figure 
5.2 shows a restoration result obtained on two sinusoids corrupted 
with white noise, test signal 4, the signal-to-noise ratio is 40 dB. Fig-
ure 5.3 shows a result obtained on the non-prefiltered digital audio 
signal, test signal 2. From the tables and figures it can be concluded 
that the restoration method for band-limited signals performs well if 
the number of unknown samples is low, say less than 5, and if it is 
guaranteed that the signal is band-limited. The method is very sensi-
tive to out-of-band components in the signal. It can be observed from 
both figures that the error is pulse-shaped, as has been derived in [7] 
and Section 5.3. 
An advantage of this method over the method for autoregressive 
processes of Chapter 3 if the bursts are small is that fewer computa-
tions are required because the g¿, к = — ρ , . . . ,p is known in advance 
and that for the allowed patterns of unknown samples the G - 1 can 
be computed and stored in advance. The total number of operations 
for one restoration then equals 0((2p + l ) m ) . 
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Chapter 6 
Multiple sinusoids 
6.1 Introduction 
In this chapter a sample restoration method for signals consisting of 
a number of r sinusoids is presented1. The restoration method is 
derived in Section 6.2. It is an example of a restoration method for 
signals that have a singular autocorrelation matrix. The method is it-
erative, like the restoration method for autoregressive processes, and 
it has a similar performance. In the noise-free case it has a faster 
convergence, but it is more sensitive to the presence of noise and 
to wrong assumptions about the number of sinusoids present in the 
signal. Results showing this behaviour are presented in Section 6.3. 
The method is not described and analysed in the same detail as the 
methods presented in Chapters 3-5. The reason is that it has only 
been derived as a special case of the general restoration method of 
Chapter 2, to demonstrate that starting from a given signal model a 
restoration method can be found. The method has no evident appli-
cations, it is numerically complex, since it requires the computation 
of eigenvectors, and it seems more sensible to use in its place the 
method for autoregressive processes, which is computationally more 
attractive and less sensitive to noise. 
1A brief version of the contents of this chapter has been published before in [48], 
co-authored with A.J.E.M. Janssen. 
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6.2 The restoration method 
First, linear minimum variance estimates for the unknown samples 
are derived, assuming that the signal spectrum or the autocorrelation 
function are known. In fact, in this case it is only required that the 
number of sinusoids present in the signal and their frequencies be 
known. Afterwards the method is made adaptive. 
Assume that a segment of data St, к = Ι,.,.,ΛΓ, is available, 
of which the samples at positions f ( l ) , . . . ,t(m) are unknown. This 
segment is a realization of a stationary stochastic process 
r 
sk = ^2Ats'm(etk + ф), к — — o o , . . . , +oo. 
i = l 
The phases φ have a uniform probability density function on the 
interval [—π,π). The amplitudes Л, may also be stochastic, this is 
of no influence on the further results. The frequencies Θ, are in the 
interval (Ο,ττ). The autocorrelation function of this signal is given by 
r
 A2 
^{к) = X] — L cos(0,A;), к = — o o , . . . , +oo, 
x = l 2 
and the spectrum by 
3{θ) = π ¿ 4" Ш -9) + W + Θ)), -η<θ<π. 
t = l ¿ 
Figure A.2 in Appendix A shows an example of a spectrum of a signal 
containing two sinusoids. The (p+ 1) χ (p+ 1) autocorrelation matrix 
R, ρ > 2r, of this signal has maximum rank 2r. The eigenvalues 
Ä2r+i, . . . , λρ+ι are all equal to 0. Furthermore, if U2 r +i, . . . ,Up+i are 
the eigenvectors associated with these eigenvalues then, with 
ρ 
Ut{z) = X;(u,)fc+1z-\ » = l , . . . , p + l , 
fc=0 
one obtains 
. τ 
λ, = u, Ru, 
= ¿ Γ S(9)\ut(¿°) 
¿Ж J-ie 
= 0, t ' = 2r + l , . . . , p + 1. (6.1) 
2 
di 
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This shows that the Fourier transforms [/.(e·"), г = 2r + 1, . . . ,p + 1, 
have zeros at the frequencies of the sinusoids present in the signal, 
and also that with 
G{e>e) = \Ut{e>e)\2, ¿ 6 { 2 r + l , . . . , p + l } , 
or 
p+i-|*l 
9k = Σ (u,) j (u,) J + | f c | , t'G { 2 r + l , . . . , p + 1 } , A; = - ρ , . . . , p , 
J = l 
a finite length g^, к = — ρ , . . . ,ρ is obtained. The g^, к — — ρ , . . . ,ρ 
obtained in this way can be used to build the system (2.13) 
Gx = - z , 
that can be solved for the unknown samples. Because G(^e) > 0, G 
is positive definite. If the number of sinusoids is not precisely known 
in advance, ρ must be chosen such that it is guaranteed that ρ > 2r 
and 
p+i- |* | 
9k = Σ ( u P + i M u P + i W l · * = - Ρ » · · · ι Ρ · ( 6 · 2 ) 
J = l 
It will turn out in Section 6.3 that in the presence of noise, too high 
a choice for ρ leads to poorer results. 
In general the eigenvectors or even the (p + 1) χ (p + l) autocorre­
lation matrix R are unknown. In that case both Up+i and χ have to 
be estimated from the data. This can be done by using an adaptive 
version of this restoration method that consists in minimizing 
Ν / ρ \ 2 
Q ( À , u , x ) = Σ Σ > + ι * * - ι - A ( U T U - I ) (6.3) 
k=p+l \l=0 / 
as a function of λ, u and x. As in Chapter 3, x, = θφ), г — 1 , . . . , m . 
The particular choice for minimizing <3(λ,υ,χ) to obtain estimates 
for u and χ can be motivated as follows. First, assuming that the 
data are complete, Ç)(A,u,x) is written as 
Q(Ä,u,x) = u T C u - λ ( u T u - l ) . (6.4) 
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Here 
лг 
k=p+l 
Note that the definition of с
м
 differs slightly from the one in (3.18) 
and that С is non-negative definite. This function has stationary 
points at u = Û, satisfying 
CÛ = λΰ, u T u = 1. (6.5) 
From (6.5) it follows that û is an eigenvector of C. At the stationary 
points one has 
<2(λ,ΰ,χ) = λ. (6.6) 
From this it follows that û must be chosen as the eigenvector asso-
ciated with the minimum eigenvalue Àp+1 of C. The matrix С is an 
unbiased estimate for (N — p)R, and the minimization of Q(Ä,u ,x) 
as a function of u can be regarded as the estimation of Up+i in (6.2). 
Assuming that λ and u are known, Q(A,u,x) is written as 
Ν / ρ \ 2 
С ( Л , и , х ) = £ Х > , + 1 т ч _ ( + 2 x T z + x r G x . (6.7) 
k=p+l V|=0 / 
This function is the same as (3.16). It is minimized by choosing χ = x, 
where χ the solution of (2.13), which is the linear minimum variance 
estimate for χ for known u. 
Minimizing (6.3) as a function of λ, u and χ is even more compli­
cated than minimizing (3.13), and in this case too an iterative proce­
dure is used. Starting from an initial estimate χ(0) for the unknown 
samples, x^0^ = 0 for instance, one computes subsequently in every 
iteration step, assuming that χ is known, the minimum eigenvector 
of С and the eigenvector associated with it and, assuming that λ and 
u are known, an estimate for the unknown samples. As is the case 
with <3(a,x) in Chapter 3, <3(A,u,x) decreases to some non-negative 
number, but it is hard to check whether the minimum thus reached 
is global. It turns out in Section 6.3 that the number of iterations 
required for a good restoration result is usually 3. 
In fact, Q(X,u,x) should decrease to 0, but if noise is present in 
the signal, this value is not reached. If white noise with variance σ2 
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is present in the signal, the matrix С is altered such that one has 
«f{C} = ( J V - P ) ( R + a 2 I ) . 
From this it would follow that u remains unchanged and λ ί= (JV — 
ρ)σ 2 , so that this method is rather insensitive to the presence of white 
noise. The results of Section 6.3 demonstrate that this is not true, 
especially if the number of sinusoids is assumed too high. The reason 
for this is that actually it is not an identity matrix that is added to 
С and that the off-diagonal components of this matrix distort the u 
[46]. 
Computationally this method is not attractive, since in each itera­
tion step an eigenvalue and an eigenvector have to be computed, which 
requires 0((p + l ) 4 ) operations. A possibly more efficient method to 
compute these iteratively is given in [3], but even then the number of 
operations required makes this method unattractive. 
6.3 Results 
The following test signals were used to evaluate the performance of 
the restoration method for multiple sinusoids: 
1. Mult ip le sinusoids. Sequences of 64 and 512 samples, given 
by (3.36) in Section 3.8 were used. The patterns of the unknown 
samples were bursts of lengths m = 16. 
2. Sinusoids corrupted by pseudo-random w h i t e noise. To 
the sequences described under 3 pseudo-random white noise was 
added. Signal-to-noise ratios of 40 dB and 20 dB are considered. 
The patterns of the unknown samples were bursts of lengths 
m = 16. 
These signals were restored by using the restoration method described 
in this chapter. The averaged relative quadratic restoration errors 
E, defined in (3.37), after 1 and 3 iterations are presented in Table 
6.1. For ρ the values 4 and 10 are taken, respectively, assuming the 
presence of 2 and 5 sinusoids. From Table 6.1 it can be seen that in the 
noiseless case the method performs well; compared with the results of 
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m 
16 
16 
16 
16 
16 
16 
16 
16 
16 
16 
16 
16 
Ρ 
4 
10 
4 
10 
4 
10 
4 
10 
4 
10 
4 
10 
TV 
64 
64 
512 
512 
64 
64 
512 
512 
64 
64 
512 
512 
SNR 
oo 
oo 
oo 
oo 
40 dB 
40 dB 
40 dB 
40 dB 
20 dB 
20 dB 
20 dB 
20 dB 
1 iteration 
0.19E-02 
0.13E-03 
0.65E-08 
0.15E-07 
0.58E-02 
0.40E-01 
0.94E-02 
0.23E-02 
0.76E+00 
0.19E+01 
0.96E+00 
0.46E+00 
3 iterations 
0.16E-27 
0.15E-30 
0.61E-28 
0.48E-02 
0.12E-01 
0.92E-02 
0.12E-02 
0.35E+00 
0.66E+00 
0.90E+00 
0.18E-I-00 
Table 6 .1 : Average restoration errors for various signal-to-noise ratios (test signals 
1,2). For p=10, N=512 after 3 iterations in the noise-less case, the autocovariance 
matrix was almost singular. 
the restoration method for autoregressive processes shown in Tables 
3.6,3.7 it shows a somewhat faster convergence. If noise is present 
and the number of sinusoids is assumed too high, its performance is 
poorer than that of the method for autoregressive processes shown in 
Table 3.11. 
Taking into account the complexity, the sensitivity to noise and the 
fact that even in the noiseless case the performance of the restoration 
method for multiple sinusoids is only slightly better than that of the 
restoration method for autoregressive processes, it can be concluded 
that the latter method is to be preferred to the former one. 
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Digital images 
7.1 Introduction 
In this chapter a sample restoration method is presented for mono­
chrome digital images, a digital image being defined here as a two-di­
mensional sequence of samples s,·,,· called picture elements or pixels. 
According to the CCIR 601 standard an image consists of 576 lines, 
each containing 720 pixels. The pixels are 8-bit integers, representing 
luminance values in the range 0-255. In stj the subscript t is the 
number of the line, the subscript j is the number of the pixel on that 
line. The θ
Μ
 can be seen as the elements of a 576 x 720 matrix. 
The restoration method of this chapter is closely related to the one 
for autoregressive processes, described in Chapter 3. As is the case 
with the method of Chapter 3, it assumes a predictive signal model 
and it exploits the information contained in the correct pixels neigh­
bouring the pixels to be restored. The method is capable of restoring 
single unknown pixels as well as random groups. Experiments have 
shown that it is possible to restore a block of 8 χ 8 lost pixels em­
bedded in a block of 20 χ 20. In modern picture coding systems [19] 
blocks of 8 χ 8 pixels are often coded and transmitted as a whole. 
In the event of an uncorrectable transmission error a complete block 
might be lost. An interesting application of the technique described 
here is concealment of these transmission errors. Another application 
is restoration of old, scratched pictorial material, such as films and 
photographs. 
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The method presented in this chapter is based on a predictive im­
age model. This model is not merely a two-dimensional extension 
of the autoregressive process that is used as a model in Chapter 3, 
but it is adapted to the non-stationary character of the image sig­
nal. Section 7.2 describes the signal model used here. This model 
involves parameters that have to be estimated; parameter estimation 
is discussed in Section 7.3. 
The derivation of linear minimum variance estimates for the un­
known samples, which amounts in this case to the derivation of a 
two-dimensional function G(0i,Θ2), is skipped. Starting from the sig­
nal model of Section 7.2 the adaptive restoration method is presented 
directly. The restoration method is iterative. In each iteration step 
model parameters and pixel values are estimated. The restoration 
is such that the estimated pixel values fit the previously estimated 
model parameters as well as possible. Chapter 7.4 describes how this 
is done. 
For tests, images from popular sequences called CAR and TEENY 
have been used. Pictures and a description of the results are given in 
Chapter 7.5. 
7.2 A predictive image model 
The essence of linear prediction on images is that a pixel can be 
accurately estimated as a linear combination of neighbouring pixels. 
This is expressed mathematically by the following expression: 
¿2 at,i5t-fc,j-i = e t , j , αο,ο = 1· (7.1) 
range(fc,/) 
As in Chapter 3, the coefficients ak ι are called prediction coefficients, 
ett} is called the prediction error, and range(A;,/) denotes the extent 
of the prediction filter. Since αο,ο = 1, (7.1) can be rewritten in such 
a way that s,i} is expressed as the sum of neighbouring pixels and 
е1 7 ) the prediction error. The prediction coefficients are chosen such 
that the energy of the residual signal is minimal. The prediction is 
accurate if the prediction error is small compared to the pixel values. 
Predictive models are used in image coding systems [19,30]. 
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In Chapter 3 it is assumed that the prediction error is white noise. 
In that case the signal is called an autoregressive process. If e, i ; in 
(7.1) is zero-mean white noise the signal s,
 ; is a two-dimensional au­
toregressive process. However, due to the character of image signals, 
their prediction error is not white noise and images cannot be mod­
elled as autoregressive processes. 
For the extent of the prediction filter, denoted by range(A;,/), there 
are several possibilities [9], seven of which are important here. In the 
first case Ta.nge(k,l) is defined by 
0 < к < ρ, (7.2) 
О < / < q. 
This is called upper-left quarter-plane prediction. Here, ρ and q are 
positive integral numbers, determining the number of prediction co­
efficients. In all the cases of quarter plane prediction they are also 
the vertical and horizontal orders of prediction. In the second case 
range{k,l) is defined by 
0 < к < ρ, (7.3) 
-q < I < о. 
This is called upper-right quarter-plane prediction. In the third case 
range(fc,/) is defined by 
- p < A ; < 0 , (7.4) 
-q < I < 0. 
This is called lower-right quarter-plane prediction. In the fourth case 
range(A;,/) is defined by 
- Ρ < к < 0, (7.5) 
0 < I < q. 
This is called lower-left quarter-plane prediction. In the fifth case 
range(A;,Z) is defined by 
0 < к < ρ, (7.6) 
-q < l < q, 
( Μ ) тЧо,-<?),. . . ,(ο,ι). 
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* * • · · • • • • • * * * * * 
* * · · · * * · · · * * · * * 
* * * * * 
* * * * * 
Figure 7 .1: The extents of prediction of (from left to right) upper-left quar-
ter-plane prediction, upper half-plane prediction and four-sided prediction. The 
predicted pixel is denoted by a · and the pixels used to predict this pixel are de-
noted by a *. The other pixels are denoted by a •. 
This is called upper half-plane prediction. The vertical order of predic-
tion is now p, the horizontal order of prediction is 2q. More precisely, 
this type of prediction is an example of asymmetrical upper half-plane 
prediction, because more information from the left is used than from 
the right. In the sixth case range(A;,Z) is given by 
-p<k<p, (7.7) 
0 < / < q, 
{k,l)¿(-p,0),...,(l,0). 
This is called left-hand half-plane prediction. The vertical order of 
prediction is now 2p, the horizontal order of prediction is q. In the 
seventh case T&nge(k,l) is given by 
- p < j f c < p , (7.8) 
- ? < / < ? • 
This is called four-sided prediction. The vertical order of prediction 
now is 2p, the horizontal order of prediction is 2q. There are other 
possibilities [9], but they are not considered here. 
In Figure 7.1 the extents of prediction of three of the seven cases 
mentioned above are depicted for ρ = 2, q = 2. Quarter-plane and 
half-plane prediction are used in image coding [19,30]. An extensive 
analysis of the consequences of the choice of range(A;,J) is given in [9]. 
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The predictive model described so far is not well-suited to describe 
digital images accurately. In the first place, an image is not a station­
ary signal. Its properties are not constant over the image. The set 
of prediction coefficients is only locally valid, say for a block of up to 
20 χ 20 pixels. This means that only for that block does it produce 
a prediction error with minimal energy. For the next block a new set 
of coefficients is required. In the second place, the pixel values are 
luminance values. They are usually represented in the range [0,255]. 
Their mean value is not equal to zero and this deviation from the 
model influences the quality of prediction. Also the mean value is 
not constant over an image, but varies spatially. A better predictive 
model is given by 
Σ <ikAsi-k,,-i -μ) = et<j, (7.9) 
range(fc,{) 
00,0 = 1) 
1 < г < M, 
l<j<N. 
Here M and N are the dimensions of the block for which the predictive 
model is valid and μ denotes the mean value within the block. For 
small blocks, say up to 8 χ 8 pixels, μ can be considered a constant; 
for larger blocks the assumption that the pixel values are fluctuating 
around a mean value is not always true. In that case it can be assumed 
that the pixel values fluctuate around a slanted plane. The model is 
then given by 
£ ak>l{si-kl3-i-{k1 + k2{i-k) + k3{j-l))) = eti], (7.10) 
range(/c,I) 
00,0 = 1, 
ι < i: < м, 
In (7.10) the plane is described by the expression ki + А^ г + k3j and 
ki,k2,k
s
 are called the plane coefficients. 
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7.3 Parameter estimation 
In this section methods used to estimate the parameters introduced in 
Section 7.2 are discussed. Throughout the section it will be assumed 
that there are no unknown samples. The methods discussed in this 
section are of use in Section 7.4, where the restoration method is 
made adaptive and parameters as well as unknown pixels have to be 
estimated. 
The parameters of the models (7.1), (7.9), and (7.10) are the orders 
of prediction, or the related integers p, q, the prediction coefficients 
α , ; , and the mean μ or the plane coefficients Α ,^Α ,^Α .^ The accuracy 
of the estimates for these parameters is determined by the estima­
tion method and by the dimensions Μ, N of the block of data. For a 
stationary image a larger block means an increased accuracy of esti­
mated parameters. Unfortunately, realistic and interesting images are 
seldom stationary and if the block's dimensions exceed certain bounds 
the prediction error will increase. The reason is that the variety of 
structures that can be present in the block cannot be modelled with 
one set of prediction coefficients. The values of M,N for which a 
block can be considered stationary depend on the kind of image and 
no strict rules can be given as to how to choose M, N. In this thesis 
the maximum values for Μ, N that are used are M = 20, І = 20, 
but it is questionable if a block of this size can still be considered 
stationary. 
Another problem is the estimation of the orders of prediction. The 
best known method is described in [l], but the author's experience 
with this method is not good. In Chapter 3 the order of prediction 
is a function of the number of unknown samples; in the present case 
good results are obtained with fixed orders of prediction, determined 
by the choice ρ = 2, q = 2. 
In the case of the simplest model, given in (7.1), the prediction 
coefficients can be obtained by minimizing 
£ ? a ( a ) = Σ [ Σ β*.«-.-^-ι) = Σ <r (7-11) 
range(:,j) \range(*:,/) / range(i,j) 
Here a is a vector in which the unknown prediction coefficients have 
been arranged, see Appendix G, and range(i', j) denotes those е,
і; that 
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can be calculated given a block οϊ Μ χ N pixels and range(fc,í) in 
(7.1). This expression is quadratic in the unknown prediction coeffi-
cients and can be minimized by taking the derivatives with respect to 
the unknowns, setting these equal to zero and solving the estimates 
â for the prediction coefficients from the resulting linear system of 
equations. This procedure for estimating prediction coefficients is the 
same as the one of Chapter 3. It was mentioned there that efficient 
system-solving algorithms exist for the latter step. In the present case 
that is still an open question. In Chapter 3 the system matrix is the 
signals autocovariance matrix, which has much structure that can be 
exploited when solving the system. In the present case this matrix 
also contains autocovariance coefficients, but the structure is less ob-
vious and it is not clear if it can be exploited similarly. In [30,9] other 
methods are suggested for estimating prediction coefficients for two-
dimensional prediction, some of which can be implemented efficiently. 
More details on the system of equations that has to be solved are 
given in Appendix G. The minimum QA{â) of Qa(a), the estimated 
prediction error energy, is often used as an indication of the quality of 
the prediction. The quality of prediction is considered better if Qa(â) 
is lower. 
Minimizing the energy of the prediction error cannot be used to 
estimate α*,/ and μ от кі,к2,кз in the models (7.9) or (7.10), because 
in these cases this function is not quadratic in the unknowns. An 
iterative minimization procedure can be tried, but this would lead 
to an undesirable increase of complexity. The following procedures 
give good results. In the case of the model (7.9), μ is estimated by 
minimizing 
M лг 
^ Η = Σ Σ ( * , ; - Μ ) 2 . (7.12) 
t = l j = l 
The result is of course that the estimate μ for μ is the mean value of 
the block. In the case of the model (7.10) к = [ki, k-i, кз]т is estimated 
by minimizing 
Μ N 
Qk(k) = Σ Σ > < , ; - (*i + k2i + M ) 2 · (7.13) 
t = l j = l 
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As a result the estimate: к = [έ^ fc2, k3\T for к can be solved from the 
following set of linear equations 
¿i 
k 
¿з 
= 
ΣΜ,; St,3 
Σ,,, »«и 
. Σ,,, У«.j . 
The summations in (7.14) are over all the known pixels in the block. 
After computation of μ or ¿1,^2)^3 the auxiliary signal 
5
«,j = s«,i - A, (7.15) 
in the case of (7.9) and 
Ki - s*,i - (^ i + h* + з^У) ( 7 · 1 6 ) 
in the case of (7.10) can be substituted for sti} in respectively (7.9) or 
(7.10). Then the same approach as in the case of (7.1) can be taken 
and (7.11) with s,pj substituted for stt: can be minimized as a function 
of the prediction coefficients. 
7.4 The restoration method 
It is assumed that a block containing the pixels s,^, i = Ι , . , . , Μ , 
j = I,...,Ν, is available. In this block m pixels at the positions 
(¿ і( г ) 'М г ))> '' = 1ι· · • > m ! a r e unknown. To ensure that the unknown 
pixels are embedded in a sufficiently large neighbourhood of known 
pixels it is required that 
ρ < ti(i) < M - p+ 1, г = l , . . . , m , (7.17) 
q < Í2(0 <N-q + l, г = 1 , . . . , m, 
in the cases of quarter-plane prediction, 
ρ < ti(i) < M - p+ 1, г = 1 , . . . ,m, (7-18) 
2q < f 2(0 < N -2q+l, i = l , . . . , m , 
in the case of upper half-plane prediction, 
2p < ^(1) < M - 2 p + 1, i = l , . . . , m , (7.19) 
q < ¿2(0 < N — q + l, г = 1,. . . , m , 
Σ,,, » Σ,,, i'2 Σ.,, ϋ 
. Σ,., У Σ,., ϋ Σ,., i2 
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in the case of left half-plane prediction and 
2p <ti(i) < M - 2 p + 1, » = l , . . . , m , (7.20) 
2q < Í2(0 < N - 2q + 1, i = 1 , . . . , m, 
in the case of four-sided prediction. If the conditions in (7.17), (7.18), 
(7.19), or (7.20) are not satisfied, good restoration is still possible, 
but the results are notationally less satisfactory. For notational con-
venience the unknown pixels are in a vector x, defined by 
Xi = StiiO.taM' г = Ι,.,.,τη. (7.21) 
The estimate for χ is denoted by x. 
First it is assumed that the model parameters are known. As a 
model the predictive model of (7.10) is used. Of course, the other 
two models (7.1) and (7.9) can also be used, but the derivations are 
similar and a separate discussion will not provide more insight. Fur­
thermore, the model of (7.10) is the most elaborate and has given 
the best looking results. In general, the model parameters are not 
known in advance, but have to be determined from the available, but 
incomplete, data. Therefore a method is given for determining both 
the parameters and the lost pixels from the available data for some 
extent of prediction. 
Estimates for the unknown pixels are chosen such that the result­
ing signal satisfies the assumed predictive model as well as possible 
in a quadratic sense. This means that, like the method of Chapter 3, 
the expression 
Q x ( x ) = Σ ( Σ а/кЛ*.-*,,-і - (*ι + M * - *) + M ¿ - О))) 2 
range(«,j') range(fc,¿) 
(7.22) 
is minimized as a function of x. 
The function Qx(x) is quadratic in the elements of x. It can be 
minimized by setting the derivatives with respect to the elements of 
χ equal to zero and by solving χ from the resulting system 
Gx = - z 
of m equations with m unknowns. This system is denoted in the same 
way as the system (2.13). 
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The positions of the unknown samples satisfy one of the relations 
(7.17), (7.18), (7.19), or (7.20). Because of this, the system matrix 
and the right-hand side of the set of equations take a convenient form, 
as in (2.19). First define 
Яі.з = Σ
 ak,iak+i,i+3· (7.23) 
range(A:,¡) 
Here range(/¡;,/) and range(z,j) are chosen such that the a^j and 
ak+lii+J in the summation are defined. For range(t,y) it can be derived 
that 
- p < г < ρ, (7.24) 
-q<j< Я, 
in the cases of quarter-plane prediction, 
-P < i < Ρ, (7.25) 
-2q <j< 2q, 
in the case of upper half-plane prediction, 
- 2 p < г < 2p, (7.26) 
-g<j< q, 
in the case of left half-plane prediction, and 
- 2 p < г < 2p, (7.27) 
-2(7 < j < 2q, 
in the case of four-sided prediction. Now G follows from 
G
»j· = Лі(0-'іО).М«)-*9(Л' l ' 'J = 1. · · · . " » . (7·28) 
and ζ follows from 
2
. =11»*.'5*-«і(«).І-«а(·)· ( 7 · 2 9 ) 
k,l 
Here v,i} is the auxiliary signal 5, ; , with zeros at the positions of the 
unknown pixels. The range of к and / in this summation are such 
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that the gkj in the summation are defined. The vector ζ in (7.29) is 
called the syndrome. 
Estimation of the unknown pixels will now be discussed for the case 
where the parameters are also unknown. The parameters involved 
are p, q, the plane coefficients кі,к2,кз and the prediction coefficients 
atj. Next to these, the block's dimensions Μ,N must be chosen. 
The orders of prediction are chosen fixed, the other parameters are 
estimated. The block's dimensions are chosen in dependence on the 
number of unknown pixels. The number of known pixels should be 
such that reliable estimates for the prediction coefficients can be made. 
There is no strict rule as to how to determine this number, but good 
results are obtained for instance with a block of 20 χ 20 pixels with 
8 x 8 pixels missing and with a block of 16 χ 16 pixels with 4 x 4 pixels 
missing. The choice of M, І is not very critical, but if they are chosen 
too large the block of pixels can no longer be considered stationary 
and the prediction coefficients will not correctly represent the local 
structure in the block; if they are chosen too small, the estimates 
for the prediction coefficients will not be accurate. The orders of 
prediction have been chosen according to ρ = 2,q = 2. This choice 
has given the best looking results. Smaller ρ and q give errors on the 
edges. Larger ρ and q give inaccurate estimates for the prediction 
coefficients, because the ratio of the amount of data and the number 
of prediction coefficients becomes unfavourable. 
Unfortunately the parameters and the lost pixels cannot be esti­
mated independently. As in Chapter 3, an iterative estimation proce­
dure is tried with good results. Because the plane coefficients are also 
involved, the procedure described here differs slightly from the one of 
Chapter 3. 
First, from the incomplete data, an initial estimate for k, k^0', is 
computed. This is done by minimizing Qk(k) in (7.13), leaving the 
terms containing unknown samples out of the summation. The next 
step can be to determine initial estimates for the unknown pixels by 
choosing 
*,%),»,(.) = M0) + *SO)*i(0 + ¿з 0 )ЫО, * = 1, · · ·, m, (7.30) 
and then to derive first estimates for the prediction coefficients by 
applying the method described in Section 7.3. Better results however 
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are obtained by choosing an initial estimate â(0) for the prediction 
coefficients, defined by 
αί3 = 1, oSfi = - « , α«? = - a , af j = a 2 , (7.31) 
atJ = 0, otherwise. 
Here a is a real number close to 1, for instance a = 0.999. On 
substitution of k^0) and â(0) into <5x(x) in (7.22) an initial estimate 
χ(ΰ) for the unknown pixels is derived by minimizing this function as 
has been described previously in this section. A possible explanation 
for the fact that initial estimates for the unknown pixels obtained 
in this way give better results than those from (7.30) is that the 
estimated prediction coefficients adapt to structures, say edges, in 
the block. If the initial estimates of (7.30) are used, artificial edges 
can be introduced at the boundaries of the error pattern. This would 
bias the estimated prediction coefficients which would lead to a biased 
result. If the initial estimates for the prediction coefficients of (7.31) 
are used to obtain initial estimates for the unknown pixels, then the 
transitions in the luminance values at the boundaries of the error 
pattern are smooth, and no artificial edges are introduced. In fact, 
in many cases, for instance when the number of unknown pixels is 
small, or when there is not enough time to compute better estimates, 
or when a medium quality restoration is good enough, calculations 
can be stopped here and this initial estimate can be used as a final 
one. 
Once an initial estimate for the unknown pixels has been obtained, 
the procedure is continued as follows. The estimated pixel values are 
substituted into s,^, and Qk(k) is minimized as a function of к in the 
manner that has been described in Section 7.3. This leads to a first 
estimate k^) for the k. Then stJi (7.16), is calculated and substituted 
into Q a ( a ) in (7.11). This function is minimized as a function of a 
as has been described in Section 7.3. This leads to a first estimate 
â( l) for the prediction coefficients. These are substituted into Q(x) 
in (7.22), which is minimized as a function of a. This leads to a first 
estimate x'1) for the unknown pixels. 
This procedure can be continued by calculating ί ο 2 ' , â^2', x^2', к ' 3 ' , 
â^3), з о 3 ) , . . . until a satisfactory result is obtained. In practical cases 
three iterations turn out to give good results. 
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The iterative restoration method can be used with one of the ex-
tents of prediction mentioned in Section 7.2. Experiments show that if 
a predictive model based on for instance upper half-plane prediction, 
(7.6), is used, some errors may occur in blocks containing horizontal 
structures, and, on the other hand, if left-hand half-plane prediction, 
(7.7) is used, errors may occur in blocks containing vertical struc-
tures. In general, it can be said that the choice for one extent of 
prediction introduces errors in structures that cannot be described 
with a prediction filter of this extent. 
At first, it was expected that the errors mentioned in the previ-
ous paragraph could be avoided by using four-sided prediction (7.8), 
but this turned out not to be true. Two other approaches have been 
tried. First two first estimates for the prediction coefficients were es-
timated, ál/) and â} , assuming respectively an upper and a left-hand 
half-plane predictive model. The model with the lowest estimated pre-
diction error energy was then chosen to be used further on. This gave 
a clearly visible improvement. However the best results were obtained 
as follows. Four first estimates for the prediction coefficients were es-
timated, â',, , âj,^» â,r ' and â,, ', assuming respectively an upper-left, 
upper-right, lower-right and a lower-left predictive model. The model 
with the lowest estimated prediction error energy was then chosen 
to be used further on. A possible explanation for the phenomenon 
that the simplest models perform best is that the ratio of parameters 
and available data is higher than in the case of half-plane, or four-
sided prediction, which leads to better estimates for the prediction 
coefficients. 
The method that has been presented in this chapter can be briefly 
summarized as follows. 
• Choose the block sizes M,N, depending on the error pattern. 
For instance, M = 20, І = 20 for a block of 8 χ 8 lost pixels 
and M = 16, N = 16 for a block of 4 χ 4 missing pixels. 
• Choose ρ = 2,q — 2. 
• Compute initial estimates k ^ , â(0) and χ( 0 ). 
• Compute the four quarter-plane predictors â},, , â ^ , â l r and 
â,, and their respective total prediction error energies Qa(àuì ), 
110 Chapter 7. Digital images 
Q a ( â ^ ) , Qa(â1r ) and Qa(âii ). Choose for further estimation 
the quarter-plane with the smallest prediction error energy. 
• Compute iteratively k( 2 U( 2 >,x( 2 ) ,k ( 3 ) , â ( 3 \x ( 3 ) , . . . until a sat-
isfactory result is obtained. In practical cases three iterations 
turn out to give good results. 
Whether or not this method has any practical value is determined 
by its numerical properties. The computational complexity, or num-
ber of operations required for one restoration, must be known as well 
as the numerical precision required for each operation. If the compu-
tational complexity is high, it is of interest to know whether efficient 
algorithms exist for the steps into which the method can be divided. 
As has been done in for the method of Section 3 [43], the numerical 
precision can be assessed experimentally. For this method, this still 
has to be done. 
From now on only quarter-plane prediction is considered. To 
build the complete system (7.14) from which the plane coefficients 
are solved, 3MN operations are required. Note that the matrix ele-
ments, in fact even the inverse of the system matrix, can be stored 
in advance and need not be computed. This is not true when an 
initial estimate for the plane coefficients is calculated, because then 
the unknown pixels, which may have varying positions, are not taken 
into account in the summations. The number of additional operations 
that is required for this is small and will be neglected. The most in-
teresting application of the algorithm is restoration of a block of 8 χ 8 
pixels to conceal transmission errors in an image coding system. In 
that case the system matrix is also known in advance because there 
is a fixed error pattern. 
In Appendix G it is shown how the system of equations from which 
the prediction coefficients are solved is built. From (G.6) in Appendix 
G it can be seen that the number of operations required to build 
this system equals r(r + l ) ( M — p){N — q), where r is the number 
of prediction coefficients. It can be shown that this number can be 
reduced to approximately 
rmin(p + l,q + l ) ( M - p)(iV - q). 
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To build the system (2.13) the coefficients gti] in (7.23) have to be 
calculated. This requires 
i ( p + l ) ' ( g + l ) ' - i ( p + l)(7 + l) 
operations. The syndrome (7.29) is the result of a convolution of the 
coefficients </,, with the known pixels, which requires m ( 2 p + l ) ( 2 ç + l ) 
operations. 
There are three system-solving operations: calculation of the plane 
coefficients, calculation of the prediction coefficients and calculation of 
the lost pixels. In the calculation of the plane coefficients the inverse 
of the system matrix can be stored in advance and only 9 operations 
are required. 
In all other cases1 the system matrix is positive definite and the 
systems can be solved by Cholesky decomposition, whose numerical 
properties have been studied extensively [13]. The number of oper-
ations required for this type of system-solving is 0 ( * n 3 ) , where η is 
the number of equations and unknowns. 
The number of operations required for calculating the prediction 
coefficients using Cholesky decomposition is approximately 0 ( | r 3 ) , 
which is relatively small since there are only 8 prediction coefficients. 
The calculation of prediction coefficients in this manner is generally 
referred to éis the autocovariance method [30]. For the one-dimensional 
case efficient methods of solving the system exist. It is not clear to 
the author whether these methods also exist for the two-dimensional 
case. If in (G.6) the pixel values outside the block of data are set equal 
to zero and if the summation is over all the integers, the method is 
called the autocorrelation method. For this method it can be shown 
that the systems matrix is block-Toeplitz and efficient system-solving 
algorithms using a number of operations 0(min(p + l,q + l ) r 2 ) [6] 
exist. For small p, q it may very well be that Cholesky decomposition 
is the most efficient method of solving the system. 
The number of lost pixels may be as high as 64, and in this case the 
number of calculations needed to solve the system for the estimates of 
the lost pixel values becomes very high. If the lost pixels only occur 
In fact, including the case of the calculation of the plane coefficients. 
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in blocks, then the systems matrix is block-Toeplitz and the number 
of operations required to solve the system is 0 ( m 2 2 ) [6]. 
If it is assumed that M = N = 20, ρ = q = 2 and that there is a 
block of 8 χ 8 unknown pixels, then the number of operations required 
per iteration is approximately 44,000, to which the estimation of the 
lost pixels contributes approximately 33,000 operations. Also, it turns 
out that Cholesky decomposition is the most efficient way to obtain 
the prediction coefficients. Including the computation of the initial 
estimate, some 176,000 operation are required to restore a block of 
8 x 8 pixels. For an image containing 576 lines of 720 pixels this means 
that concealment of one block increases the number of operations per 
pixel by ±0.43. If the maximum allowed increase is 5 operations per 
pixel, then 11 blocks, or 0.17% of the blocks can be restored. 
7.5 Results 
This section gives results of the final restoration method as presented 
in Section 7.4. The test images used here were an image from the 
sequence TEENY2 and an image from the sequence CAR3, both ac­
cording to the CCIR 601 standard. The original test images are shown 
in Figures 7.2 and 7.11. The results were obtained by computer sim­
ulations. Two types of errors were restored: blocks of 4 x 4 unknown 
pixels and blocks of 8 χ 8 unknown pixels. In the first case the images 
were divided into blocks of 16 χ 16 pixels of which the centre blocks 
of 4 χ 4 pixels were distorted. In the second case the images were 
divided into blocks of 20 χ 20 pixels of which the centre blocks of 8 x 8 
pixels were distorted. The distorted images are shown in Figures 7.3, 
7.7, 7.12, 7.16. For both error patterns the initial restoration and the 
result after 3 iterations were computed, using block sizes of 16 χ 16 
pixels for the error patterns of 4 χ 4 pixels and block sizes of 20 χ 20 
pixels for the error patterns of 8 x 8 pixels. For the orders of pre­
diction ρ = 2,q = 2 is chosen. The restoration results are shown in 
Figures 7.4, 7.5, 7.8, 7.9, 7.13, 7.14, 7.17, 7.18. Figures 7.6, 7.10, 7.15, 
7.19 show the 4-times magnified differences between the reconstructed 
2Popular at Philips Research Laboratories. 
3Ofteii used in the European image processing community. 
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F i g u r e 7.2: Original image from sequence TEENY. 
images obtained after 3 iterations and the original images. 
The results obtained after 3 iterations on the error patterns of 
4 x 4 pixels can be qualified as very good; hardly any errors can be 
seen. The results obtained after 3 iterations on the error patterns 
of 8 χ 8 pixels are less good; some errors can be seen, but they can 
still be qualified as reasonably good. The restoration of the image 
taken from the sequence CAR in this case shows more errors than the 
restoration of the image taken from the sequence TEENY. It can be 
observed that errors occur when the block of pixels that is used to 
determine the parameters contains a complicated structure, such as 
crossing lines or a digit from the car's licence plate. 
Looking at the differences between the restored and the original 
images, it can be observed that more errors occur than are directly 
seen. The method seems to generate restored pixels, which may not 
always be the right pixels but the human observer does not perceive 
them as erroneous. 
If the local structure of the image is not too complicated, and 
if very good results are not required, then the initial estimates can 
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Figure 7.3: Distorted image from sequence TEENY. The error pattern contains 
4 x 4 pixels. 
F igure 7.4: Reconstructed image from sequence TEENY. The error pattern con-
tains 4 x 4 pixels. The initial estimates are shown. 
7.5. Results 115 
F i g u r e 7 . 5 : Reconstructed image from sequence TEENY. The error pattern con-
tains 4 x 4 pixels. The results after 3 iterations are shown. 
F i g u r e 7 .6 : Reconstruction errors from sequence TEENY. The error pattern 
contains 4 x 4 pixels. The results after 3 iterations are shown. 
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F i g u r e 7 .7: Distorted image from sequence TEENY. The error pattern contains 
8 x 8 pixels. 
F i g u r e 7 .8 : Reconstructed image from sequence TEENY. The error pattern con-
tains 8 x 8 pixels. The initial estimates are shown. 
7.5. Results 117 
F i g u r e 7 .9 : Reconstructed image from sequence TEENY. The error pattern con-
tains 8 x 8 pixels. The results after 3 iterations are shown. 
F i g u r e 7 .10 : Reconstruction errors from sequence TEENY. The error pattern 
contains 8 x 8 pixels. The results after 3 iterations are shown. 
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F i g u r e 7 . 1 1 : Original image from sequence CAR. 
F i g u r e 7 .12 : Distorted image from sequence CAR. The error pattern contains 
4 x 4 pixels. 
7.5. Results 119 
Figure 7.13: Reconstructed image from sequence CAR. The error pattern con-
tains 4 x 4 pixels. The initial estimates are shown. 
F igure 7.14: Reconstructed image from sequence CAR. The error pattern con-
tains 4 x 4 pixels. The results after 3 iterations are shown. 
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Figure 7.15: Reconstruction errors from sequence CAR. The error pattern con-
tains 4 x 4 pixels. The results after 3 iterations are shown. 
F igure 7.16: Distorted image from sequence CAR. The error pattern contains 
8 x 8 pixels. 
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F i g u r e 7 .17 : Reconstructed image from sequence CAR. The error pattern con-
tains 8 x 8 pixels. The initial estimates are shown. 
F i g u r e 7 . 1 8 : Reconstructed image from sequence CAR. The error pattern con-
tains 8 x 8 pixels. The results after 3 iterations are shown. 
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F i g u r e 7 .19 : Reconstruction errors from sequence CAR. The error pattern con­
tains 8 x 8 pixels. The results after 3 iterations are shown. 
serve as restorations. It must be remarked that the results for error 
patterns of 8 χ 8 pixels are rather poor, especially in the image taken 
from the sequence CAR. 
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Chapter 8 
Concluding remarks 
In this thesis methods have been discussed for restoring unknown 
sample values with known positions in various kinds of signals. All 
these methods can be regarded as special cases of a general linear 
minimum variance estimation method. This general method has been 
discussed separately. It is not of much practical value, because it re-
quires knowledge of the signal spectrum or the signal's autocorrelation 
function. It is to be seen as an analysis tool providing insight into the 
sample restoration problem; for instance, it supplies information on 
the restoration error. 
Five adaptive restoration methods are discussed as special cases of 
this general method; they are sample restoration methods for autore-
gressive processes, speech signals, band-limited signals, sums of sinu-
soids and digital images. The restoration methods for autoregressive 
processes, speech signals and digital images are the most successful. 
The restoration method for autoregressive processes can also be used 
to restore successfully speech signals, band-limited signals and sums 
of sinusoids; moreover the method for sample restoration in digital 
images can be seen as an extension of this method. However, for 
speech signals, in which very large bursts of unknown samples can 
occur, it is computationally too involved. Therefore another method 
has been developed especially for speech signals. 
The method for sample restoration in band-limited signals is ex-
tremely sensitive to the presence of noise or other out-of-band com-
ponents in the signal and is only suitable for the restoration of small 
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patterns of unknown samples in relatively narrow-band signals. Only 
in these cases does it give results that are better than the results 
obtained with the sample restoration method for autoregressive pro-
cesses. An advantage then is that it requires far fewer computations 
than all the other methods. The restoration method for multiple si-
nusoids is also rather sensitive to the presence of noise. Furthermore, 
it requires a good knowledge of the number of sinusoids present in 
the signal. Compared with the restoration method for autoregressive 
processes, it gives slightly better results on noiseless signals, but if 
the signals are corrupted by white noise the restoration method for 
autoregressive processes turns out to be better. Apart from that , 
the restoration methods for sums of sinusoids requires the computa-
tion of eigenvalues and eigenvectors, which makes it computationally 
unattractive. 
The sample restoration method for unknown pixels in digital im-
ages can be seen as a two-dimensional extension of the restoration 
method for autoregressive processes, which has especially been a-
dapted to the non-stationary character of digital image signals. In 
fact, at first the author did not believe that a successful sample 
restoration method for images could be based on a predictive model, 
but the experiments have proved him wrong. 
The restoration methods for autoregressive processes, speech sig-
nals and digital images have been designed with certain applications 
in mind. The method for autoregressive processes is designed to re-
store lost samples in digital audio signals, such as may occur in a 
Compact Disc signal; the method for speech signals can be used in 
Mobile Automatic Telephony and the method for digital images can 
be used to restore transmission errors in digital images that have been 
coded with a block-based transform coding method. Of these three 
methods the feasibility of a hardware implementation has been shown 
to some extent, for the first two even in great detail. Some of them 
require more elaborate arithmetic, such as system-solving. This is 
more complicated than the now commonly used digital filtering oper-
ations, but it can be realized in state-of-the-art technology. Therefore, 
if the applications are considered important, design engineers should 
be able to implement these methods. 
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The autocorrelation matrix 
In this appendix the conditions under which the NxN autocorrelation 
matrix R is singular are investigated. First it must be remarked that 
R is non-negative definite, which means that for every u 6 ГО. 
N 
u
TRu = Σ R(k - 0«*«* ^ 0· (Ал) 
k,l=l 
Here R(k), к = — o o , . . . , +oo, is the signal's autocorrelation function. 
A proof is given in [34]. If only the '>'-sign holds in (A.l), R is called 
positive definite. Equivalent to the statement that R is non-negative 
definite for any N is the statement that the signal spectrum 8(θ), 
—π < θ < π is non-negative. This is also shown in [39,34]. The 
autocorrelation matrix R is singular if for some u G ГО. , u φ О 
u ^ R u = 0. 
Define U(z) by 
N-l 
U{z) = Σ uk+iz~k, ζ e<D, 
k=0 
then it can be shown that 
u
r R u = -Î- Г S {θ) [/(ei') 
ΖΤΓ J -ir 
de. (A.2) 
Since S (в) > 0 and [^(eJ")]2 > 0, for -тг < θ < π, u T R u can only 
be equal to zero if U(eJe) is non-zero in the regions where 5(0) equals 
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5(0), 
\u{^)\21·0 
Î „ 
0 
Figure A . l : Example of a spectrum (S) and a Fourier transform (U), belonging 
to a signal with a singular autocorrelation matrix. 
zero and the Fourier transform U(^e) equals zero in the regions where 
5(θ) is non-zero. Because U(z) is a polynomial of degree N — 1 with 
real coefficients, it can have maximally jV — 1 zeros on the unit circle 
of the z-plane, occurring in conjugated pairs. This implies that for 
u
T R u to be zero, 3(θ) must differ from zero for maximally N — 1 
values of Θ, and therefore it must be a sum of delta functions, at 
positions 
θ = ±θι,±θ2,... , ± ö r , 
with 2r < N — 1. The possibilities of zeros at ±π are not taken into 
account. The autocorrelation function is in this case 
r
 A2 
Κ{ΙΪ) = Σ ' соа(к і), к = - o o , . . . , + o o . (А.З) 
j = i 2 
This is the autocorrelation function of a signal consisting of r sinu­
soidal components with random amplitude and phase, and Αι is the 
amplitude of the Ith sinusoidal signal component. This is the only case 
in which a signal's autocorrelation matrix is really singular. However, 
there are other cases in which the autocorrelation matrix is almost 
singular. This is particularly so if R(k) is the autocorrelation matrix 
of a band-limited signal s
v
 j = - o o , . . . , + o o . If, for signal is low-
pass, then (A.2) can be made small by choosing u such that |{/(eJe)| 
is very small in the region where 5{θ) is non-zero. Functions ideally 
suited for this purpose are the discrete prolate spheroidal wave func­
tions, [44]. Slightly less well-suited for this purpose, but illustrative 
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Figure Α.2: Example of a spectrum (S) and a transfer function (U), belonging 
to a signal with an almost singular autocorrelation matrix. 
as an example, is a ^(e^ ') that is the transfer function of a high-pass 
filter that has a maximum attenuation in the pass-band of Sj. There 
is a vast amount of signal processing literature, e.g. [10,40], on the 
design of filters that can do that very well. A stop-band attenuation 
of a filter of length 40, for instance, can easily be in the range of 60dB 
[40], so that for this example a u can be found such that 
u
T R u « „ , ч 
-_; - < IO" 6 Д О . 
An indication of the singularity of a matrix is its condition number 
/c, which, for positive definite symmetric matrices, can be defined by 
[13] 
Χ
™ (A.4) 
к 
^ Г Т І І Г 
Here A
m a x
 and Л
т і п
 are respectively the maximum and minimum eigen­
values of the matrix. If к is high, the matrix is almost singular. Since, 
f o r R , 
and 
max u
3 R u > RÍO). 
min u R u , 
llu||»=l 
for к in the example above, where и(е)в) is the transfer function of a 
filter with a stop-band attenuation of 60dB, one has к > IO6, which 
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is generally considered to be very high. In these cases it is sometimes 
more convenient to treat the finite-sized autocorrelation matrix as 
singular. Figures A.l and A.2 show examples of signal spectra and 
transfer functions U(e^e) for a singular autocorrelation matrix and for 
an almost singular autocorrelation matrix, respectively. 
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Properties of estimators 
First it is shown that an m x iV matrix Η satisfying (2.5) and (2.7) 
always exists. From (2.7) it follows that the m rows of H must belong 
to the null space [13] >/(R') of R'. If R' has full rank, then .A/(R') 
has dimension m, otherwise it has a dimension greater than m. For 
the null spaces of R' and R one has 
JY(R) С A/ÍR'). 
Assume that A/(R') has dimension η > т. Let the rows of the η χ 
N matrix G be a basis of ^/(R') 1 . If H exists, its rows are linear 
combinations of the rows of G. This means that equivalent to the 
existence of H is the existence of an m χ η matrix A, such that 
H = A G . 
Define the η χ m matrix G by 
9t,j = 9i,t(j), t = 1 , . . . , n, j = 1 , . . . , m. 
The matrix A must satisfy 
A G = - I , 
1Note that the sizes of the matrices G and G in this appendix are different from 
those of the matrices G and G introduced in Section 2.2. 
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where I is the m χ m identity matrix. This system of equations has 
solutions for A if rank(G) = m. It is shown that always rank(G) = m 
and therefore, A, and equivalently H, exist. Suppose that 
rank(G) < m. 
Then there is a vector w € IRm, w φ 0, such that 
Gw = 0. 
Define the N vector w by 
Щ(і) = ai, » = l , . . . , m , 
wj = 0 , j e w \ v . 
Obviously, Gw = 0, and w e .V(R')·1. Since [13, page 5] 
.V(R')1 = £ (R ' T ) , 
it follows, by using the fact that R is symmetric, that 
w 6 R{R,T) с R{RT) = £ ( R ) . 
Therefore, for some y G JRN 
Ry = w φ 0. 
Since w,• = 0, j 6 W \ V, it follows that R'y — 0, or equivalently, 
y 6 .A/(R'), but now there is a contradiction, because y G M{R') and 
w e >/(R')x,but 
yTW = y
TRy > o, 
since Ry φ 0 and R is non-negative definite. This means that the 
assumption rank(G) < m is wrong and that a set of weighting coeffi­
cients can always be found. 
Some other interesting properties of the solutions of the system 
(2.7) can be derived. Let 
г τ ι 
Si 
G = î 
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and 
Si 
~T gn 
The rows of G belong either to .V(R) or the subset Τ of IR^, defined 
in (2.14) Assume, without loss of generality, that 
g l i , gm' G Τ, 
and that 
gm'+l»---ign G .V(R). 
First it is shown that m' < m. Since .A/(R) С .V(R'), the vectors 
g
m
i + i , . . . ,gn
 a r e
 a basis for .A/(R). Now, clearly 
so that 
rank(R) < rank(R') + m, 
N - (η-m') <{N -n) + m, 
or 
m < т. 
Furthermore, the first m' rows of G have full rank τη'. The proof is 
as follows. Assume that the first m' rows of G have a rank less than 
m'. Then there is at least one linear combination g' of g i , . . . , g m ' 
with 
9t(i) = 0 ' г = l,...,m. 
Since g' Ε Τ, this implies that 
g ' T R g ' = o. 
This is a contradiction, because R is non-negative definite and R g ' / 
0. Therefore the assumption that the first m' rows of G are not of 
full rank is false. 
Also, if m' > 0, then there are precisely m — m' independent vectors 
•
n
 gm'+ii · · · ign· To proof this, assume that there are m" > m — m' 
independent vectors in gm'+i, • • • ,gn· Without loss of generality it can 
be assumed that those vectors are g
m
'+i» • · • »gm'+m"· Furthermore, 
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note that if g, G Τ and g; G .V(R) then also g, + g, G T. Now there 
is at least one linear combination g' G Τ of vectors gi,...,gm' and 
gm'+li · · · > gm'+m» SUch t h a t 
?{(,) = 0, j ' = l , . . . , m . 
But then, 
g' rRg' = o. 
This is not true, because g' G Τ and therefore, the assumption that 
there are more than m — m' independent vectors in g
m
<+i) · · · ign · 8 
false. 
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The restoration error 
In this appendix the upper bound (3.12) 
g?
 < ι - (ΠΓ=1 Ρ,)2 
b0R(0) - 1 + (ПГ=1 P.)2 
for the relative restoration error variance is derived. This upper bound 
is valid for the case of one unknown sample and an autoregressive 
process of order p. 
Note that since the order of the autoregressive process is p, one has 
that Cp т^  0. For 60 = l + aj + . . . + ap (3.3) it follows straightforwardly 
that 
bo > 1 + e j . (C.l) 
A similar expression for —γ* is more difficult to obtain. It comes 
in fact as a by-product of the Levinson-Durbin [23,33,29] algorithm. 
On multiplying both sides of (3.1) by sk_m, m = 0 , . . . , p , and by 
taking the expected value, one obtains after some manipulations the 
so-called Yule- Walker equations [29j: 
R(p)
a =
 _
г
(р). (C.2) 
Here R(p) is the ρ χ ρ autocorrelation matrix, defined by 
rfj = Д(г-У), i J = l,...,p, 
r(p) is a vector of autocorrelation coefficients, defined by 
rW = \R(l),...,R(p)}T, 
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and a is the vector of prediction coefficients, defined by 
a = [α 1 , . . . ,αρ] Γ . 
The Levinson-Durbin algorithm is an iterative procedure to solve 
(C.2) for a in ρ iteration steps [29]. In the ith iteration step the 
system 
R(0
a
(·) = _
Γ
(·) 
is solved for a^) by using the already obtained a^'- 1 '. Here R ^ 
and r(') are defined as above, with ρ replaced by t. The Levinson-
Durbin algorithm also computes σ% in ρ iteration steps. Starting from 
(a
e
2)(0) = Д(0), in the ith iteration step (o2
e
)W is computed by 
{al)U = (1 - ( α ί 0 ) ' ) ^ ) ^ 1 ) . (C.3) 
The coefficient o, is often called the ith reflection coefficient. For 
a polynomial A(z) (3.5) of order p, with all its zeros inside the unit 
circle of the complex plane, one has that 
Ι α ί ' ^ Ι , ¿= l , . . . ,p . 
The result of the Levinson-Durbin algorithm are sequences 
1 aW a(p) 
and 
д(о),к 2 ) ( 1 , , . . . ,("?) ( р ) , 
with a(p) = a and (σ?)^ = σ^. By repeatedly using (C.3) one obtains 
Д(0) 1 
o¡ " ( l - í a i ^ U - í a ^ . - . í l - í a ^ ) ' 
Because а^ = ap φ 0 and |α, | < 1, this gives 
Я(0) ! /^ χ 
« ' ГГЦ'
 {CA) 
The polynomial A(z) in (3.5) can also be written as 
A{z) = (1 - а
і г
-
] ) ( 1 - α,ζ-1)... (1 - ^ г ' 1 ) , 
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where the α,, г = Ι , . , . , ρ , are the complex zeros. For ap it follows 
that 
Up = O i t t z . . . Qp. 
Because A(z) has real coefficients, the zeros occur in conjugated pairs 
and, if a, = p, exp(j^,), then 
Op = PiP-t-.-Pp. (C.5) 
Combining (C. l) , (C.4), and (C.5) gives 
о]
 < І - ( П Г = 1 Р , ) 2 
б0я(о) - і + (ПГ= 1л)2 ' 
The polynomial 
1 - apz~
p 
heis zeros 
OLk = |ap | '-e j»' , r fc, fc = Ι , . , . , ρ , 
if Op > 0, or 
a* = |ap|feH•?"'•*£), /с = Ι , . , . , ρ , 
if Op < 0. It is obvious that for this polynomial (C.l) holds with the 
equality sign. It follows from the Levinson-Durbin algorithm that 
ο ,
( , ,
= 0 , ¿ = Ι , . , . , ρ - 1 , 
if and only if 
a, = 0, ι = Ι , . , . , ρ - 1, 
therefore (C.4) also holds with the equality sign. Consequently, (3.12) 
holds with the equality sign. 
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Appendix D 
Analysis of Q(a,x) 
D.l Statistical parameter estimation 
It is shown that, under the assumption that the signal sk has a Gaus­
sian probability density function, the log likelihood function (3.15) is 
maximized as a function of a by minimizing Q(a,x) for known x. 
It is assumed that the ek, к = — o o , . . . , +00 (3.1) are independent 
and have probability density functions 
Рчі
е) = 7 s = e x P \-1Гг ' k ~ -00,...,+00. (D.l) 
The log likelihood function that is usually taken to get maximum 
likelihood estimates for σ^ and a from a sequence 9 = \s\,... ,SN}T is 
l o g ( p 8 ( s | ^ , a ) ) , the logarithm of the joint probability density function 
of s. The log likelihood function in (3.15) differs slightly from this one. 
However, it can be shown that for large N, compared to p, one may 
approximate the more commonly used log likelihood function by the 
one given in (3.15) [21]. 
To express L(o^,a) in terms of Q(a,x) one observes that 
Ps|u(s|u,tf
e
2
,a) = p ä | i + i i I ; ,N | , IP
 > 1 ( ( (вр + 1 , . . . ,5 Л Г |5і, . . . ,5р,ст е 2 ,а) 
=
 Ps,,+2, .¿л,!*,, , f I 1 + 1 ( 5 p + 2 i - - 4 5 j v | 5 i , . . . , 5 p + i , f f e , a ) 
X P\+iK. .аД НІ5!» · · · ι 5 ρ» σ 6 '
3 ) · 
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Furthermore, 
P'H-il'i. .»„(Ар+іІ5і'---,-8
р
,а
е
2
,а) 
Ρ., ,+, ίΣ^ο^βρ+ι-ΐ) 
By repeatedly applying the above reasoning, one finds that 
Pi|u(s|u,<7
e
2
,a) = Í — ^ = j exp Í - — Q ( a , x ) j . (D.2) 
Therefore, 
L(ala) = -(TV - p j log^v^) - гЦс(а,х). (D.3) 
Maximizing L ( a 2 , a ) as a function of a is the same as minimizing 
Q(a,x) as a function of a. This proves the claim. Furthermore, a j 
can be estimated by maximizing L(al,a) as a function of σ 2 . This 
gives the estimate of (3.14) if m = 0 is taken. 
D.2 Statistical sample estimation 
It is shown that, under the hypothesis that the excitation noise sam­
ples have probability density functions (D.l) , finding the minimum 
variance estimate for x, with given a and sjt, к = I,..., Ν, к φ 
í ( l ) , . . . , í (m) , is the same as minimizing <5(a,x) as a function of x. 
To this end one can use the well-known fact from statistical estima-
tion theory that the minimum variance estimator xm v of x , given v , 
follows from [39] 
Xmv = £ { x | v } . 
It is straightforward to show that 
/ , ч Ps|u(s|u) 
Px|v(x ν = -'- • p . 4 
Pv |u(vu) 
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By using (D.2), one can express the right-hand side of (D.4) in terms 
of Q(a,x). More specifically, one has for xm v 
where D is a constant such that. 
4 
J* 
exp Í -Q(a,x) I dx = 1. 
It follows from a standard fact about Gaussian integrals that Q(a,x)1 
a quadratic form in x, is minimized by xm v in (D.5). This proves the 
claim. 
Since xmv also maximizes Px|v(x|v) as a function of x, it is also a 
maximum a posteriori estimate for x. This follows further from (D.4) 
and (D.2). 
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A p p e n d i x E 
Minimiza t ion of <3(a,x) 
E. l Convergence properties 
Iterating the restoration method of Chapter 3 comes down to con-
structing two sequences á^k', х ^ of vectors of prediction coefficients 
and sample estimates, respectively. In the kth step â^*' and x'*) are 
obtained by minimizing Q(a,x(* - 1)) with respect to a and Q(à^k\x) 
with respect to x, respectively. That is 
Q,â(fc) ¿(*-ih = m i n Q i a , * ^ - 1 ) ) , 
aeIR" 
Q{à^,^k)) = minvQ(â(fc\x). 
xeIR"v 
It was found that iterating the method improves the results if 
the number of available samples is relatively small. Although the 
method converges rapidly in practice, it does not seem easy to prove 
satisfactory convergence results. It can be shown that, when the se-
quence â^ ) , χ Μ converge, the limit point ( â ^ ^ x ^ 0 0 ' ) is a stationary 
point. However, Q(a ,x ) may have several of such points. For the 
asymptotic speed of convergence, the Hessian Ή.^00' at ( â ^ ^ x ^ 0 0 ' ) is 
relevant. Letting 
Г А ^ A(fc) 1 H ( t )
= ^ V ífó ' (ЕЛ) 
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A1* 
where 
{k) _ 3»Q(âW,xW) 
5a2 
w _ ¿>2Q(â(*),xW) 
A l
·
2
 " ""'длдх' ' 
А ( ч _ a
2g(âW,xW) 
it follows that 
AS*] = 2 C « 
( А Й ) ^ - 2(e,% ; ) + / [ í+ ( ( í )) , i = l , . . . , P , j = l , . . . , m , 
A g = 2G(fc). 
Here C(*) and Gw are the matrices С and G from (3.17) and (3.8), 
respectively, computed with (a,x) — (à^k\x^), and, with St^) = xt , 
i = 1 , . . . , τη, 
(к) -А (к) 
1=0 
(=0 
In the neighbourhood of (â^00^, x^00') Q(a,x) is given by 
Q(a,x) S Q{â(°°\xW)-t - ( а - а ^ ^ А і . ^ а - а ^ ) 
¿è 
+ (a - âi~)) rA l i 2(x - x(oo)) + І (x - i ( o o ) ) T A 2 , 2 (x - χί~)). 
It follows that 
χ<*> = χί«) + A ^ A ^ A r J A i ^ x ^ - 1 ' - χ ί 0 0 ' ) . 
The speed of convergence is determined by the eigenvalues of 
JJ = А2
і
2А 1 і 2А |дАі | 2 · 
A condition guaranteeing linear convergence is that eigenvalues of 
D T D are all less than 1. It does not seem easy to check on this 
condition. 
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E.2 The EM algorithm 
Assume that the excitation noise samples have probability density 
functions (D.l). Consider the log likelihood function (D.3). The EM 
algorithm [8,55,2] aims at finding estimates for parameters and un­
known samples from incomplete data by maximizing the (log) likeli­
hood function. For the present situation it can be described as follows. 
Starting with initial estimates (σ?)^, a(ü), one constructs sequences 
{dlYk\ ài*), к = 1,2,..., by choosing in the kth step (âe2)W, а<*>, in 
such a way that 
is maximal at 
(a
e
2
,a) = ((âe2)W,â«). 
Heuristically, one would like to maximize L(tf2,a), but this is impos-
sible, since one does not know s completely. 
To show the connection with the iterative restoration method, it 
is necessary to evaluate 
ф(*
е
2
,а) | ,а2,а} 
The conditional expectation in this expression refers to the conditional 
probability density function 
Px|v(x|v) = '.„'. exp ' (27г) Î σ^1 \ 2σ( 
Here χ is the linear minimum variance estimate of Chapter (3). It 
follows that 
<f | L ( a
e
, a ) | v , < , a ) = -(TV - p) \оф
е
\/2ж) ^ ^ . 
It is a tedious but straightforward calculation to show that 
ε{Q(á,x) J v,ae2,a} = antrace ((¿(а))"1 (с(а))) +Q(â,x). (E.2) 
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Here the notations G(a) and G(á) denote that G from (3.8) are com-
puted with prediction coefficients a and à, respectively. Combining 
the results, one finds 
£{L(âe2,a)|v,ae2,a} = {Ν - ρ) log(àe\/2^) 
trace((G(a))-(G(â,))-Ç§il. 201 
Maximizing Í{L(â2,â)|v,CT2,a} is the same as minimizing the right-
hand side of (E.2). Hence the difference between the EM algorithm 
and the restoration method is reflected by the first term on the right-
hand side of (E.2). It is noted that the minimization of the right-hand 
side of (E.2) is more complicated because of the presence of this first 
term. 
E.3 Newton-Rapson's method 
Newton-Rapson's minimization method [5] applied to Q(a,x) comes 
down to the construction of a sequence of vectors 
, A: = 0 , 1 , . . . , 
of which the /:ift vector is computed from the (A: — l)"1 by 
X<*> 
â ( * - l ) 
xt*-1) 
Э
29(а<*-ЧД(*-П) Э3<3(*<*-",*<*-1>) 
За
2
 ЗаЗх 
a'Qtâ'*-1',*'*-") a'qti'*-1»,*'*-") 
ЗхЗа d x 2 
aQfâ'*-'),*'*-") 
da 
Э9(& ( t - l ) i ( k - l ) ì 
da 
or, by using (E.l), 
ài*) 1 â ( * - i ) 
χΙ*"
1 ) 
- ( H Í * - 1 ) ) " 1 
2C(*-1)â(A; - 1) + гс«*-1) 
2G(*-1)x(A: - 1) + гг^*"1) (Е.З) 
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Here c(fc-1) and z^ - 1) are computed with x ^ - 1 ' and â^*"1 .^ The rela-
tion with the restoration method of Chapter 3 becomes evident when 
H**-1) in (E.3) is modified by setting 
As a result, one obtains 
It is easily verified that, starting from initial estimates â ^ = 0 and 
χ(0) = 0, a sequence 
0 
0 ) 0 1 
г ai 1) ι 
» 
' â(2) ' 
Ä ( l ) ) 
is obtained, where in this sequence the а ^ , х ^ are identical with 
those obtained with the algorithm described in Chapter 3. 
Cl*-1) 
0 
0 • — i 
1) 
c
( * - i ) 
z
( * - i ) (E.4) 
ΙΊΟ 
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Appendix F 
Decomposition of G 
In this appendix, the left-hand inequality of (3.28) is derived. First 
note that 
G = A T A , (F. l) 
where A = [ a i , . . . , a
m
] is a (i(m) — t[l) + ρ + 1) χ m matrix, defined 
by 
a
«,J = (aj)« = ai(j)-t(l)-t+P+b 
the a, being the prediction coefficients, with a, = 0 for i < 0 or 
t > p. Since A has full rank, one has A = QR-, where Q is a 
(<(m) — i ( l ) + ρ + 1) x m matrix, consisting of m orthogonal columns 
q,, г — 1 , . . . , m , and R is an upper triangular m χ m matrix. This 
decomposition is generally referred to as QR decomposition [13]. On 
substituting A = Q R into (F.l) one obtains 
G = R T Q r Q R = L T D L , 
where L and D are as in (3.27). Clearly, <і]і} = | | q, | | 2 . The QR 
decomposition of A can be done iteratively. In the j t h step, q, is 
found by subtracting from а ; its projection on to s p a n { q i , . . . ,о ,_і} : 
qj = a J - L· TÍ 
* = І І І Ч ; І І 2 ' 
Because 
s p a n { q 1 , . . . , q J _ i } = s p a n i a x , . . . ,β,-χ}, 
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one has 
И**» ΙΓ =
 с
 ,
min
 J l a J - y ir 
yespan{qi, ,^,-ί] 
min II a , - y (I2 
ί
 з
-
1
 ν 
= min а ; + Σ
 wkak · 
Since (a})t(})-t(i)+p+i = OQ = 1 and (ak)t(,)-t(i)+p+i = 0 for к = 
1,. . . , j , it follows easily that 
|| 4j ll2> 1,J = i , . . . , m . 
This proves the left-hand inequality of (3.28). 
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Appendix G 
Two-dimensional predictors 
To obtain the prediction coefficients atj the function 
<?.(*)= Σ ( Σ β*,ι«.-^-ι)' (G-l) 
range(:,j) range(t,l) 
is minimized аз a function of the unknown prediction coefficients. For 
notational convenience, these are arranged into the vector a. Since 
οο,ο = 15 (G-l) c a n be rewritten as 
Q.(a)= Σ К ; + Σ ам^,;-02· (G.2) 
range(ij) range(ílc,í),fc,¡5¿0,0 
Assume that a has elements 
a» = α*(ι),ΐ(ι)7 * = 1 ) · · · > r · ( G . 3 ) 
Неге r is the number of unknown prediction coefficients and the se­
quences fc(t),/(t), i — l , . . . , r , determine how the prediction coef­
ficients are mapped on to the elements of the vector a. A formal 
introduction of the use of this kind of mappings to estimate two-
dimensional prediction coefficients as one-dimensional vectors is given 
in [42]. Now (G.2) can be rewritten as 
г 
С(а) = Σ (s..j + Σ Ο « 5 · - * Η ^ - Ή ) 2 · (G-4) 
range(i,j) n-l 
This function is now minimized as a function of a by computing the 
derivatives with respect to the elements of a, setting these equal to 
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zero and solving the resulting system of r linear equations with r 
unknowns 
C â = - с . (G.5) 
Here 
Cu,« = ¿2 ^ Ι - Μ Ό Λ - Ή 5 » - * ^ ) . . ? - ' ^ ) ' (G· 6 ) 
range(i,j) 
where the г χ г matrix С has elements Cji;, i,j = l , . . . , r , and the 
vector с is given by с = [CQ^,. .. ,с0іГ\
т
. As is the case in [17], С 
and с both consist of autocovariance coefficients, but С is no longer 
structured in the same convenient way, and it is not clear whether 
efficient inversion algorithms for matrices of this type exist. This 
method is generally referred to as the autocovariance method [30]. 
If the pixel values outside the block are set equal to zero, and the 
range(t, j) is over all the integers, then С is a block-Toeplitz matrix, 
and the method is called the autocorrelation method. For this method 
fast system-solving algorithms exist [6]. 
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Samenvatting 
Gedurende transmissie en opslag kunnen signalen storing ondervin-
den. Deze storing kan bijvoorbeeld additive ruis zijn, maar kan ook 
bestaan uit pulsvormige fouten, waarvan het effect slechts merkbaar 
is gedurende korte periodes. In het laatste geval, als sprake is van een 
bemonsterd signaal, zullen groepjes monsters fout zijn. Deze kunnen 
opeenvolgend of verspreid zijn. Erg vaak zijn er aanwijzingen welke 
monsters gestoord zijn. In die gevallen is het mogelijk de fouten te 
restaureren. In dit proefschrift worden enige methoden gegeven om 
onbekende monsters met bekende posities te restaureren. Deze me-
thoden zijn lineair, dat wil zeggen dat de onbekende monsters geschat 
worden als lineaire combinaties van bekende monsters in hun omge-
ving. Zij zijn ook adaptief. Dat betekent dat de wegingscoëfficienten 
aangepast worden aan het lokale (statistische) gedrag van het sig-
naal. De methoden in dit proefschrift kunnen worden toegepast om 
fouten te verhullen in digitale audiosignalen, spraaksignalen en digi-
tale beelden. 
Als basis voor de restauratiemethoden uit dit proefschrift wordt 
eerst een lineaire minimum-variantieschattingsmethode afgeleid. Dit 
is een algemene statistische methode, die kan worden gebruikt voor 
elk signaal dat een realisatie is van een stationair stochatisch process. 
Deze methode is echter niet adaptief, omdat het signaalspectrum, of 
de autocorrelatiefunctie, van het signaal vooraf bekend moeten zijn. 
Deze methode is van theoretisch belang, omdat er relaties uit volgen 
tussen de restauratiefout en het signaalspectrum. De schatters voor de 
onbekende monsters zijn gewogen sommen van de bekende monsters. 
Zij kunnen ook worden gevonden als de oplossingen van een stelsel 
lineaire vergelijkingen, dat wordt afgeleid uit het signaalspectrum en 
de bekende monsters. 
15« ùamenvatting 
Na de behandeling van de algemene lineaire minimum-variantie-
schattingsmethode worden vijf speciale gevallen afzonderlijk behan-
deld. In deze gevallen kan het signaalspectrum worden geparame-
trizeerd en de stelsels vergelijkingen waaruit de onbekende monsters 
kunnen worden opgelost volgen direct uit de signaalparameters en 
de bekende monsters. De resulterende restauratiemethoden worden 
adaptief gemaakt door de parameters te schatten uit de incomplete 
data. In sommige gevallen zijn iteratieve schattings procedures voor 
parameters en onbekende monsters ontwikkeld, omdat parameters en 
onbekende monsters niet onafhankelijk kunnen worden geschat. De 
speciale gevallen zijn restauratiemethoden voor autoregressieve pro-
cessen, spraaksignalen, bandbegrendse signalen, sommen van sinussen 
en digitale beelden. Voor alle gevallen worden resultaten gegeven in 
de vorm van grafieken, tabellen en foto's. 
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ERRATUM 
The pictures of Figures 7.2 and 7.8 in 
Chapter 7, pages 113 and 116 have been 
interchanged. The "Original image from 
sequence TEENY." of Figure 7.2, page 113 
is printed in Figure 7.8, page 116, and the 
"Reconstructed image from sequence 
TEENY..." of Figure 7.8, page 116, is printed 
in Figure 7.2, page 113. 

Stellingen 
behorende bij het proefschrift van 
R.N.J. Veldhuis 
Nijmegen, 20 juni 1988. 
1. Een restauratiemethode voor onbekende signaalmonsters die schat-
ters met foutvariantie nul oplevert, is niet noodzakelijkerwijs een 
goede restauratiemethode. 
(Dit proefschrift) 
2. Onbekende monsters uit autoregressieve processen worden beter 
geschat naarmate de polen van het proces dichter bij de eenheids-
cirkel in het complexe vlak liggen. 
(Dit proefschrift) 
3. Of een lineaire minimum-variantieschatter voor onbekende signaal-
monsters goed is, hangt af van de restaureerbaarheid van het sig-
naal. 
(Dit proefschrift) 
4. De 'pitch'-periode is een voldoend gegeven voor restauratie van 
onbekende monsters in een spraaksignaal met telefoonkwaliteit. 
(Dit proefschrift) 
5. 'Pixel-recursieve' bewegingsschatters zijn gebaseerd op een gebrek-
kig bewegingsmodel, op een gebrekkig beeldmodel, op gebrekkige 
gradiëntenschatters en op niet gegarandeerd stabiele optimalisatie-
methoden. Het is dan ook wonderlijk dat zij af en toe bruikbaar 
blijken. 
6. Om de kwaliteit van gecodeerde beelden te beoordelen definiëren 
beeldbewerkers vaak als signaal/ruis-verhouding de uitdrukking: 
1 0 l o g 1 0 % 
Hierin is Spp het waardebereik waarbinnen de pixels worden ge-
representeerd en σΐ de gemeten gemiddelde kwadratische codeer-
fout. Vaak geldt Spp — 255. Aangezien in deze uitdrukking het 
signaalvermogen niet voorkomt, is deze benaming onjuist. 
7. Bij beeldcodering wordt vaak gebruik gemaakt van de discrete co­
sinustransformatie (DCT). Een veel geopperde verklaring voor de 
goede resultaten die met deze transformatie worden verkregen, is 
dat de DCT de (optimale) Karhunen-Loèvetransformatie (KLT) 
benadert. Deze verklaring is niet goed. In de eerste plaats voldoet 
het beeldsignaal niet aan de vereiste vooronderstelling van sta-
tionär iteit. In de tweede plaats benadert de DCT de KLT pas 
als de blokgrootte oneindig wordt, terwijl praktisch de blokgrootte 
veelal 8 χ 8 of 16 x 16 pixels is. Een betere verklaring voor dit 
fenomeen zou kunnen zijn dat een aantal basisfuncties van de DCT 
goed aansluiten bij de menselijke waarneming. 
8. Onnodig gebruik van de claxon in het verkeer kan worden voor­
komen door claxons binnen de auto even luid te laten klinken als 
daarbuiten. 
(Geformuleerd tijdens een fietsvakantie) 
9. De uitspraak dat uitzonderingen de regel bepalen ligt dichter bij de 
waarheid dan de uitspraak dat uitzonderingen de regel bevestigen. 
10. Jezelf voor iemand wegcijferen kan uiteindelijk tot gevolg hebben 
dat je voor die persoon niet meer bestaat. 
(Gesprekken met Nannie Beernink) 
11. In het dankwoord van een proefschrift bedankt de promovendus 
vaak zijn of haar partner voor de gedurende de laatste jaren be­
trachte verdraagzaamheid. Dit kan op een verdienste van de part­
ner duiden maar ook op een Onverdienste' van de promovendus. 
(Gesprekken met Nannie Beernink) 

