Abstract
Introduction
In this paper, we consider the problem of providing per connection end-to-end delay (and throughput) guarantees in high speed networks. Various scheduling policies have been suggested in the literature for this purpose. Among them, policies based on Fair Queueing, alternatively known as Generalized Processor Sharing (GPS) 17, 11, 121, have attracted special attention since they guarantee throughput to individual connections and provide smaller end-to-end delay bounds than other policies, for connections that cross several nodes. A key factor in obtaining these smaller delay bounds is the ability to take into account (delay) dependencies in the successive nodes that a connection has to cross, which is in general very difficult to do with other policies.
One notable attempt at addressing this general problem is that of [6] which introduced the concept of service burstiness, and used it to provide a framework to characterize service disciplines and evaluate their end-to-end delay performance. However, the generality of the framework in [6] did not result in as tight end-to-end delay bounds as those obtained by focusing on a specific policy. For example, the bounds available based on the techniques of [6] are no better than the looser bounds found in [12] .
In this paper we concentrate on Rate-Controlled Service (RCS) disciplines, which have also been proposed in the literature [14] to provide performance guarantees to individual connections. In this class of service disciplines, the traffic of each connection is reshaped at every node to ensure that the traffic offered to the scheduler arbitrating local packet transmissions conforms to specific characteristics. In particular, it is typically used to enforce, at a node inside the network, the same traffic parameter control as the one performed at the network access point, which is based on the parameters negotiated during connection establishment. Reshaping makes the traffic at each node more predictable and, therefore, simplifies the task of guaranteeing performance to individual connections; when used with a particular scheduling policy, it allows the specification of worst case delay bounds at each node [14] . End-to-end delay bounds can then be computed as the sum of the worst case delay bounds at each node along the path. The main advantages of an RCS discipline, especially when compared to GPS, are simplicity of implementation and flexibility. Also, in the single node case the RCS discipline that uses the Non Preemptive Earliest Deadline First (NPEDF) scheduling policy, is known to be optimal [8] . However, for the more interesting case of general networks with many nodes, optimality does not hold. In section 4.1 we show with simple examples that when a connection has to cross many nodes, GPS outperforms the "naive" ratecontrolled NPEDF discipline. As a result, it has been argued that despite its potentially greater complexity, a GPS-based service discipline should be the solution of choice to provide performance guarantees to individual connections (see for example [3] ).
A key result of this paper is to establish that RCS disciplines can be designed so as to outperform GPSbased ones, even in a network environment. This is achieved by proper selection of the traffic reshaping performed a t each node. Specifically, any end-to-end delay bounds that can be guaranteed by the GPS discipline, can also be achieved by an RCS discipline by using a simple algorithm to determine how to reshape at each node. The sum of the worst case delay bounds of this RCS discipline is then no larger than the delay guarantees provided by the GPS discipline. We also show that RCS dlisciplines have the additional flexibility of providing end-to-end delay bounds that cannot be guaranteed tly the GPS discipline. Furthermore, because of traffic reshaping, the network buffer requirements of RCS disciplines are in general significantly smaller than those of the GPS discipline (see [6] for related discussions). Based on these advantages and their implementation simplicity, we believe that RCS disciplines are very effective candidates for providing end-to-end performance guarantees to individual connections in integrated services networks. The paper is structured as follows. In Section 2 we introduce our traffic model, and in particular our assumptions concerning the input traffic, as well as the general structure oi our shapers. Section 3 is dedicated to the description of RCS disciplines and to the derivation of several results concerning the delay guarantees that, can be provided given the traffic and shaper models of Section 2. Section 4 is devoted to a comparison with the GPS service discipline. Section 4.1 considers first the simpler version of GPS, i.e., Rate Proportional Processor Sharing (RPPS), as it is of greater practical significance, while Section 4.2 considers the more cornplicated case of general GPS for which similar results are established. A brief conclusion summarizes the main findings of this paper as well as outlines a couple of related results that can be found in [9] . For the sake of brevity, the proofs to the Lemmas and Propositions have not been included in this paper, but they can be found in [9] .
System Model and Definitions
We consider a store-and-forward network comprised of packet switches in which a packet scheduler is available at each output link. Traffic from a particular connection entering the switch passes through a packetizer and a traffic shaper before being delivered to the scheduler, as indicated in Figure 1 . The traffic shaper regulates tratffic, so that the output of the shaper satisfies certain pre-specified traffic characteristics.
Traffic 
Z(T.).
More precisely, the traffic shaper outputs packets in order with each packet being released at the smallest time t such that
The traffic shapers that we use in this paper can be constructed from the simple (a, p)-regulators of [4] . The (a, p)-regulator has also been described in the literature in terms of a token bucket (or leaky bucket), with p being the rate of token accumulation, and a denoting the bucket depth.. In general, we will be using shapers whose output is a concave, increasing (Le,, f ( t 1 ) < f t 2 whenever tl < : t 2 ) , piecewise linear function with 8 ' nite number of sllopes, K . We are interested in these types of shapers because they are a generalization of the shapers adopted by the the Internet [13] and ATM standards [l] . ' These shapers can also be easily implemented by passing the traffic through a series of K (a,,p,)-regulators [5] . Let [5, 91 , that this arrangement is equivalent to a traffic shaper A3 with envelope
Equivalence here means that for any input traffic pattern, the delay of every packet from the time it enters A1 to the time it exits A2 is identical to the delay of the packet in d3.
Rate-Controlled Service Disciplines
We are interested in a generalized form of the class of Rate-Controlled Service disciplines introduced in [14] . In that work, it is assumed that connections whose traffic satisfies certain burstiness constraints enter the network at various nodes. A node can have several output links, each of which contains a scheduler that decides the order in which packets are transmitted. At each node along the path of a connection, traffic is reshaped to conform to its original envelope before it enters the appropriate scheduler. Based on the traffic envelope of the connection, upper bounds on the scheduling delays at each node can be guaranteed. It is also shown in [14] , that for the traffic shapers considered there, reshaping the traffic to its original envelope does not introduce extra delays. Therefore, an upper bound on the end-to-end packet delay is simply the sum of the scheduling and propagation delays.
In this paper, we study the following general class of service disciplines. The traffic of connection n entering the network has an envelope function vn (7) .
At node m, the traffic of connection n is shaped by a traffic shaper 4". Traffic shapers A m are of the general type considered in Section 2, and different traffic shapers can be used for the same connection at different nodes. The connection traffic exiting AT enters a scheduler at the appropriate output link at node m, and it is scheduled for transmission to the next node or t o its destination. We develop e n d -b e n d delay bounds based on the scheduling policies at each node as well as the form of the traffic shapers A". These bounds will then be used to provide delay guarantees t o each connection. In the rest of this paper, we use the term service discipline to denote the operation of the system consisting of the traffic shaper as well as the scheduler. We are interested in designing service disciplines of the type described above, so that endto-end delay guarantees can be provided as efficiently as possible.
We assume that the nodes are output queueing switches, and without loss of generality, that there is no delay inside the switch. In other words, the only delay that a packet incurs at a switch is due to queueing at the output link. Let Cm!' be the set of connections passing through output link I of node m. Given A;, n E P i ' , and the scheduling policy employed at link 1 at node m, we assume that a delay bound on the scheduling delay 0," is known for each connection n E C " 1 ' . The scheduling delay includes both queueing and transmission time of a packet. For example, bounds of this form can be developed for the general traffic shapers of this paper, when the Earliest Deadline First (EDF) scheduling policy is employed, by a straightforward extension of the method in [15, 81 (see also Theorem 1 in Section 4 in this paper). We also assume that an upper bound on the propagation delay of link I is T'. Knowledge of the bounds 0," and T' alone are not enough to provide bounds on the endto-end packet delays. We still have to account for any additional delays incurred in the traffic shapers and this is done based on the following proposition. 
Proposition 1 A s s u m e that the output of traffic shaper A1 enters a s y s t e m S where it is k n o w n that the delay experienced by these packets is upper bounded by D s . T h e output of s y s t e m S enters shaper As. T h e total delay, d.,, that packet i ezperiences from the t i m e it exits A1 t o the t i m e it exits A 2 is upper bounded by
It is important to note that the delay bounds 0," depend on the choice of the traffic shapers A;. However, it is not clear whether there is any benefit in having this flexibility in specifying the shaper envelopes. In the next proposition we show that for the same connection it does not pay to have different shapers at the various nodes. First we make the following simple but important observation. Note: According to Proposition 2 we can restrict our attention to disciplines that use identical shapers at all nodes. In the rest of this paper, we consider disciplines However, one should not conclude from (9) that the end-to-end delay guarantees are minimized by choosing r,(~) as the envelope for all the traffic shapers so that D ( t , A,) = 0. In fact, as we will see in the next section, this choice may be quite inappropriate.
As in the policies proposed in [14] , the delay bounds in (9) are basically a slum of the worst case delays at each node along the path of a connection. However, an individual packet may not encounter the worst case delay a t each node. Therefore, one may suspect that these bounds are overly pessimistic and lead to inefficient allocations compared to bounds for other disciplines, that take into account delay dependencies between nodes along the path. As mentioned earlier, the impact of delay dependencies is in general difficult to evaluate but can be accounted for in some instances. In particular, it can be done for the GPS discipline [7, 11, 121 , which is one of the reasons that tight bounds can be obtained for this discipline. This argument about the inefficiency of worst-case delay assignment relative to GI?S was also mentioned in [14] .
In the next section we address this issue, by demonstrating that with a suitable choice of shaper envelopes the RCS discipline can provide the same end-to-end delay guarantees that the best delay bounds of GPS can provide. More specifically, we show that for a given set of connections, and their associated paths, the RCS discipline can provide the same end-to-end delay bounds as the GPS discipline. In addition, we show that the RCS discipline can accept a set of connections with associated delay requirements, that cannot be accepted by GPS. This demonstrates the advantage of RCS disciplines over GPS in providing efficient end-to-end delay guarantees.
Comparison with GPS
In this section, we complare the performance of the GPS service discipline to the performance of the RCS disciplines introduced in the previous section. In order to compare two service disciplines, we need to define the performance measure which is of interest to us. The ability of a discipline to provide efficient end-toend delay guarantees to a. given set of connections, is best quantified by the notion of schedulable region. Assume that we have NT connections in a communication network, with the same scheduling discipline, The schedulable region of discipline a is the set of all vectors b that are schedulable under a. Note that the schedulable region of a service discipline depends on the envelope functions m ( r ) and the paths P,. We say that service discipline X I is at least as good as the discipline a2, if the schedulable region of a1 is a superset of a2, for any given set of connections and paths. If, in addition, there is a set of connections, paths and associated delay bounds that can be guaranteed by all but not by a2, we say that a1 is better than a2.
Before we proceed with the comparison of RCS and GPS disciplines, recall that in order to completely specify the RCS discipline, we need to specify the scheduling policy that will be used to arbitrate the transmission of packets on the link. The NPEDF scheduling policy has the largest schedulable region among the class of non-preemptive policies in the single-node case [8] , and is therefore the most efficient to use when considering RCS disciplines. The schedulable region is defined here with respect to scheduler delays only. The schedulable region for N connections that are entering the scheduler through traffic shapers with envelopes Z,(T) = L + 6, + pnr, 1 5 n 5 N , and contending for an output link of speed T , is given by Theorem 4 in [8], which we repeat here for convenience, slightly rephrased to conform to our definitions and notation. 
Theorem 1 T h e NPEDF policy i s optimal among the class of non-preemptive scheduling policies when the connection n traffic entering the scheduler has envelope & ( r )
whenever Di, 5 . . . 5 Di,.
Achieving RPPS Delay Guarantees
In this and the next section, we assume for comparison purposes that the traffic of connection n, entering the first node packetizer has envelope Tn(7 = 6, + pnr. Therefore, the envelope of the traffic t h at enters the first traffic shaper is ?n(T) = L + 6, + PnT.
We also assume that propagation delays are zero. For definitions and notations relating to GPS the reader is referred to [ll, 121 . Recall from Section 3, that C"?' is the set of connections that pass through the output link 1 of node m. Denoting the speed of this link as r"", we will assume throughout the rest of this section the stability condition pn 5 rmJ.
nECm8'
The GPS policy operates by allocating weight 4 :
for connection n whose traffic crosses node m. These weights are used to determine the rate at which traffic from connection n is served when a set B" of connections is backlogged at the output link 1 of node m through which connection n passes. Specifically, the service rate of connection n is given by where for simplicity in notation we denote r m J 1 as rm when there is no possibility of confusion. PGPS is a non-preemptive policy that tracks GPS. In general the procedure developed in [ll] to obtain delay bounds given the weights, q5: , is complicated and imposes certain restrictions on the q5r. Moreover, it becomes even more cumbersome in the practically more important inverse procedure of specifying appropriate weights, in order to satisfy predetermined delay bounds. However, a simple bound can be obtained in the special Therefore, when M = 2 we already have Bn/T4, 2 1.52, and for large M , on/D: >_ 22.67. As was mentioned in Section 3, this discrepancy is due t o the fact that the bounds for RPPS take into account delay dependencies at the various nodes, while the bounds for the RCS disciplines are based on independently summing the worst case bounds at each node.
The previous example notwithstanding, we show next that we can design RCS disciplines that provide the same delay guarantees as RPPS, by employing traffic shapers with envelopes that are, in general, different from that of the input traffic. From the above argument we see that if the delay bounds in (10) are required by the connections in the network, then the RCS discipline a, proposed above can be used. Its implementation is simpler than that of RPPS. In addition, .it provides the flexibility of easily specifying other delay bounds, whereas the bounds in RPPS are tied to the rate pn of a connection.
If the end-to-end delay requirements of a connection are smaller than (lo), a slightly more general version of RPPS can be used. Rather than providing a rate of pn to connection n, better delay performance can be obtained by giving it it rate of gn 2 pn, at each node.
The end-to-end delay bound is then given by, RCS 6 iscipline ?r can guarantee the same delays as
The previous analysis still applies with very little modification and can be used to specify an RCS discipline that guarantees the bounds in (13). In this case, all traffic shapers have envelopes X ( T ) = L + gn7 and the delay guarantees a.t the scheduler of node m are,
Observe that, the schedulability check for RPPS is now gl _< r m , m = 1 , . . ., M , where CF denotes the set of connections that are multiplexed on the same link as connection n at node m. This implies that some amount of bandwidth viz. T~ -CiEC,-91, cannot be utilized by RPPS. This bandwidth can be used by an RCS discipline to accept additional connections that require relatively larger end-to-end delay guarantees. At the end of this section we provide a specific example of this benefit of RCS disciplines over the more general GPS disciplines.
Achieving GPS Delay Guarantees
In [12, Section VIII], tight bounds on per connection packet delays are developed for GPS under a fairly general assignment of weights, @, called Consistent Relative Session Treatment (CRST). These bounds are achieved in certain node configurations, and even in the special case of RPPS they can be much tighter than those provided by (110). However, the calculation of the bounds is much1 more cumbersome as they take into account the effect of all the other connections along a connection's path. We will show that even with these tight bounds, an RCS discipline can be designed that guarantees the same delay bounds.
To simplify the discussion and to avoid obscuring the main idea of the argument, we assume a continuous flow model, i.e., paclcetization is not taken into account. Therefore, we colnsider the GPS policy (instead of PGPS), and assume that the RCS discipline uses the EDF scheduling policy instead of NPEDF .
this assumption basically amounts to setting L = 0.
The development of GI's bounds for connection n is based on the Universal Service Curve (USC for that connection [12, Section VIII]. Just as Sn(t) c h aracterizes the service that connection n receives at a single node, the USC of a connection characterizes the end to end service that it reaeives. We summarize here the method by which the USC is obtained when all the nodes use a GPS discipline.
[E].
As far as the design of traffic s 6 apers is concerne d , We are now ready t o design an RCS discipline that is a t least as good as GPS. Consider first the design of traffic shapers. Recall from the beginning of Section 4.1, that for the purpose of comparison with GPS we assume that the envelope of connection n traffic entering the first traffic shaper is of the form
In ( 
Class (b). Connection n belongs to this class --f
w h e n ,
In this case, the delay bound for connection n traffic under GPS is paga94 (see It can be verified that the specified delays can be guaranteed by the EDF policy at each node by first
showing that the specified delays are guaranteed when the RCS discipline at each node uses GPS as the scheduling policy (see [9] for details). Since EDF is better than GPS in the single node case, it will follow that the same delay guarantees can at a minimum be provided when the EDF scheduling policy is employed. Next, we need to establish that the end-to-end delay guarantee of the RCS discipline as given by it can be easily seen that h,, = h r . Taking into account (18) and (19), we conclude the correctness of imilar arguments can be made for a connection that belongs to class (b). The main difference is that we now draw lines with slope pn. Figure 3 illustrates the construction in this case. Note: In the course of the previous argument we showed that the delay guarantees provided by a pure GPS policy can also be achieved by an RCS discipline working with worst case delays at each node, where the scheduling policy at each node is GPS. If we replace GPS with the (simpler) EDF scheduling policy at each node, we are not only assured that we can still guarantee the GPS end-to-end delays, but we also create a service discipline that is better than GPS. This is due '17J. 0 ; = --+ -.
T -Pl
T -P1 The difference between the GPS and EDF delay guarantees for connection 2 is which can be quite large. Similar examples can be given for the packetized model when comparing PGPS to NPEDF. In this section., we have shown how ('proper" selection of the traffic. shapers allows us to construct an RCS discipline that outperforms GPS.
Conclusions andl Other Results
In this paper, we have established that RCS disciplines offer a powerful solution to provide end-toend delay and throughput guarantees in high speed networks. We showed that the main disadvantage of these service disciplines, namely that of summing worst case delays at each node to determine end-toend delay bounds, can be overcome through ('proper" reshaping of the source traffic. In particular, we have shown that controlling the peak rate of a connection as a function of its end-to-end delay requirement, is critical to efficient network &OS provisioning. We also illustrated how this reshaping can be performed in the specific case of designing RCS disciplines that outperform GPS. This is significant since the bounds available for GPS policies take dependencies between nodes into account.
In general, we would like to construct the '(smallest" shaper for a given traffic stream and specified shaper delay. The benefit of choosing a small shaper envelope, is that the smaller envelope will allow the scheduler to accomodate more connections. In [9] it is shown that the minimal shaper envelope is uniquely determined by the input traffic envelope, Zn (7) , and While the use of traffic shapers at each hop results in a reduction of jitter and buffer requirements a t each node, it introduces extra delays, when there is no congestion in the network. The resulting increase in the average delay may be undesirable to some applications. In [9] we describe some simple modifications to the RCS discipline that make it work conserving, without compromising the end-to-end delay guarantees that can be provided. This is achieved by allowing packets which have not cleared their shapers to be transmitted on the link, whenever it is idle. In [9] we show that this modification of the service discipline does not violate the end-to-end delay guarantees that have been provided. However, it is important to note that in this case, larger buffers will be required at each switch, since the traffic at the scheduler can no longer be characterized by the shaper envelopes.
In summary, we have demonstrated that RCS disciplines are not only efficient, but also offer the flexibility to accommodate a wide range of implementation constraints. For example, it is possible to use different schedulers and shapers at different nodes depending on the capabilities available locally. Finally, note that the greater flexibility of RCS disciplines also introduces new and interesting problems, e.g., how to best split a given end-to-end delay budget into local delay bounds, and addressing them is the topic of ongoing work.
