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Abstract
Let φ :S → D be a proper holomorphic map from a connected complex surface S onto the open unit disk D ⊂ C, with 0 ∈ D as
its unique singular value, and having fiber genus g > 0. Assume that in case g  2, φ :S → D admits a deformation φ′ :S′ → D
whose singular fibers are all of simple Lefschetz type. It has been conjectured that the factorization of the monodromy f ∈Mg
around φ−1(0) in terms of right-handed Dehn twists induced by the monodromy of φ′ :S′ → D has the least number of factors
among all possible factorizations of f as a product of right-handed Dehn twists in the mapping class group (see [M. Ishizaka, One
parameter families of Riemann surfaces and presentations of elements of mapping class group by Dehn twists, J. Math. Soc. Japan
58 (2) (2006) 585–594]). In this article, the validity of this conjecture is established for g = 1.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let φ :S → D be a proper holomorphic map from a connected complex surface S onto the open unit disk D ⊂ C,
with 0 ∈ D as its unique singular value. The restriction φ :S − φ−1(0) → D − {0} is therefore a locally trivial fiber
bundle whose fiber is diffeomorphic to a closed connected orientable surface of genus g. From now on we assume
that g  1 and that S is minimal (i.e. S does not contain smooth rational curves having selfintersection −1). In some
special cases, it is possible to morsify this map, i.e. to deform it into a new map φ′ :S′ → D with a finite number
of singular values, and such that each singular fiber is either of simple Lefschetz type (i.e. it contains exactly one
critical point and φ′(z,w) = z2 + w2 in appropiate local coordinates near the critical point and its image in the
disk), or of smooth multiple type. We remark that maps with fiber genus g = 1 can always be morsified (see [10]).
The map φ′ :S′ → D is called a morsification of φ :S → D, and a morsification will be called special if either
(i) g  2 and it does not contain smooth multiple fibers, or (ii) g = 1. It is easily seen that the number of simple
Lefschetz fibers in a special morsification of φ :S → D (if it exists) equals Eφ = χ(S)−(2−2g) = χ(singular fiber)−
χ(regular fiber) where χ denotes the Euler characteristic, and is therefore independent of the (special) morsification.
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monodromy along a loop surrounding positively and once the unique critical value 0 ∈ D) as a product of Eφ right-
handed Dehn twists. The fact that the number of factors is independent of the choice of special morsification suggests
that these factorizations should be somehow distinguished among the possible factorizations of the total monodromy
in terms of right-handed Dehn twists, in the corresponding mapping class group. It has been conjectured by one of the
authors and by M. Ishizaka [3] that any factorization of the total monodromy of φ :S → D in terms of right-handed
Dehn twists has at least Eφ factors. In this article we prove that the conjecture holds in the g = 1 case, as a result of
a careful combinatorial study of the usual presentation of the modular group PSL(2,Z) as the free product Z2 ∗ Z3.
A counterexample for each g  2 has been given by Ishizaka (see [3]).
The problem considered in this article is an instance of a class of problems collectively called growth problems in
group theory. These can be described as follows. Let G be a group and S ⊂ G such that every f ∈ G can be written
as f = s1 · · · sr where each si belongs to S. The S-length of f is defined as
lS(f ) := min{r: f = s1 · · · sr for some si ∈ S}
and the stable S-length of f is defined as
‖f ‖S := lim
n→∞
lS(f
n)
n
.
The goal is to calculate or estimate these numbers in terms of some information about the element f . The cases where
G =Mg and S is respectively the collection Tg of torsion elements, the collection Cg of all commutators, the collec-
tion D+g of right-handed Dehn twists, and the collection PD+g consisting of the positive powers of right-handed Dehn
twists, have been recently studied because they arise naturally in several topological contexts (see [6,5,8,11,1] and the
references therein). For instance, the case S = D+g is related to questions about the geography of closed symplectic
4-manifolds, and the case S = PD+g is related to the differential topological analogues of Szpiro’s inequality. (This
inequality measures the obstruction to the clustering of critical points in an elliptic semistable fibration over a curve
[7].)
This article is organized as follows. Section 2 gives the basic definitions and the key classical results used in the
rest of the paper. Section 3 presents the technical combinatorial results necessary for the proof of the main result. The
main result is proven in Section 4.
2. Preliminaries
2.1. Kodaira’s classification of singular fibers
In this section S will denote a non-compact complex surface and D the open unit disk in the complex plane.
Definition 1. By a family of curves of genus g we will mean a triple (φ,S,D) where φ : S → D is a proper surjective
holomorphic map with a finite number of critical values q1, . . . , qn ∈ D, such that the preimage of each regular value
is a compact connected Riemann surface of genus g. If g = 1 the family is also called a family of elliptic curves.
Two families (φ1, S1,D) and (φ2, S2,D) of curves of genus g are said to be topologically (resp., C∞) equivalent
if there exist orientation preserving homeomorphisms (resp. diffeomorphisms) h : S1 → S2 and h′ :D → D such that
φ2 ◦ h = h′ ◦ φ1.
A family is called minimal if S does not contain any (−1)-curve.
For a given family of curves of genus g we choose a closed disk of radius 0 < r < 1 centered at the origin, Dr ,
such that all the critical values lie in its interior, and denote by q0 the point (r,0). By Cr we will denote the boundary
of this disk with its standard counterclockwise orientation. As usual,
ρ :π1
(
D − {q1, . . . , qn}, q0
)→Mg
will stand for the monodromy representation where Mg denotes the mapping class group of a closed connected
oriented 2-manifold of genus g (model of a regular fiber). The anti-homomorphism ρ is determined by its action on
any basis of the rank n free group π1(D − {q1, . . . , qn}, q0). Let {[γ1], . . . , [γn]} be a standard basis consisting of the
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value qi . We can always choose the γi ’s in such a way that (for an appropiate numbering of the qi ’s) the product
[γ1] . . . [γn] equals the class of Cr . In this article we will only be concerned with the case g = 1. In this case the
mapping class groupM1 is isomorphic to SL(2,Z).
Each fiber φ−1(q) =∑miXi will be regarded as a (effective) pull-back divisor, where the Xi ’s are its irreducible
components and the mi ’s are their corresponding multiplicities. Let us recall that the multiplicity m of φ−1(q) is
defined as the greatest common divisor of the mi ’s, and the divisor is called simple or multiple according as m = 1 or
m> 1.
Definition 2. Following Kodaira [4], by the type of the fiber φ−1(q) we will mean the homeomorphism type of
the pair (φ−1(q),
∑
mi[Xi]) consisting of the (triangulable) topological space φ−1(q) and the homology class in
H2(φ−1(q),Z) determined by the 2-cycle
∑
mi[Xi]. (In general, two pairs (X,α) and (Y,β) where X,Y are topo-
logical spaces, and α ∈ H∗(X,Z) and β ∈ H∗(Y,Z) are said to have the same homeomorphism type if there is a
homeomorphism f :X → Y such that f∗ :H∗(X,Z) → H∗(Y,Z) sends α to β .)
We will rely heavily on the following classical result of Kodaira (see [4], Theorem 6.2).
Theorem 3. Let (φ,S,D) be a minimal family of elliptic curves and q a critical value of φ. Then the type of the fiber
φ−1(q) is one (and only one) of the following.
mI0: mX0, m > 1, where X0 is a non-singular elliptic curve.
mI1: mX0, m 1, where X0 is a rational curve with an ordinary double point.
mI2: mX0 +mX1, m 1, where X0 and X1 are non-singular rational curves with intersection X0 ·X1 = p1 + p2.
II: 1X0 where X0 is a rational curve with one cusp.
III: X0 +X1 where X0 and X1 are non-singular rational curves with X0 ·X1 = 2p.
IV : X0 +X1 +X2, where X0,X1,X2 are non-singular rational curves and X0 ·X1 = X1 ·X2 = X2 ·X0 = p.
The rest of the types are denoted by mIb, b  3, I ∗b , II∗, III∗, IV∗ and are composed of non-singular rational
curves X0,X1, . . . ,Xs, . . . such that Xs · Xt  1 (i.e. Xs and Xt have at most one simple intersection point) for
s < t and Xr ∩ Xs ∩ Xt is empty for r < s < t . These types are therefore described completely by showing all
pairs Xs, Xt with Xs ·Xt = 1 together with ∑miXi .
mIb: mX0 + mX1 + · · · + mXb−1, m = 1,2,3, . . . , b = 3,4,5, . . . , X0 · X1 = X1 · X2 = · · · = Xs · Xs+1 = · · · =
Xb−2 ·Xb−1 = Xb−1 ·X0 = 1.
I ∗b : X0 + X1 + X2 + X3 + 2X4 + · · · + 2X4+b where b  0, and X0 · X4 = X1 · X4 = X2 · X4+b = X3 · X4+b =
X4 ·X5 = X5 ·X6 = · · · = X3+b ·X4+b = 1.
II∗: X0 + 2X1 + 3X2 + 4X3 + 5X4 + 6X5 + 4X6 + 3X7 + 2X8, where X0 · X1 = X1 · X2 = X2 · X3 = X3 · X4 =
X4 ·X5 = X5 ·X7 = X5 ·X6 = X6 ·X8 = 1.
III∗: X0 + 2X1 + 3X2 + 4X3 + 3X4 + 2X5 + 2X6 +X7, where X0 ·X1 = X1 ·X2 = X2 ·X3 = X3 ·X5 = X3 ·X4 =
X4 ·X6 = X6 ·X7 = 1.
IV∗: X0 +2X1 +3X2 +2X3 +2X4 +X5 +X6, where X0 ·X1 = X1 ·X2 = X2 ·X3 = X2 ·X4 = X3 ·X5 = X4 ·X6 = 1.
It is known that the conjugacy class of ρ([γi]) depends only on the type of the fiber φ−1(qi). The following table
contains a matrix representative of the monodromy and the Euler characteristic of each type (cf. [12]):
Type Matrix representative χ
mI0
[
1 0
0 1
]
0
mI1
[
1 1
0 1
]
1
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[
1 2
0 1
]
2
II
[
1 1
−1 0
]
2
III
[
0 1
−1 0
]
3
IV
[
0 1
−1 −1
]
4
mIb
[
1 b
0 1
]
b
I ∗b
[−1 −b
0 −1
]
b + 6
II∗
[
0 −1
1 1
]
10
III∗
[
0 −1
1 0
]
9
IV∗
[−1 −1
1 0
]
8
(1)
2.2. Morsification
Definition 4. By a deformation of a family of elliptic curves (φ,S,D) we will mean a surjective proper holomorphic
map Φ :S→ D ×Δ , where S is a three-dimensional complex manifold and Δ = {z ∈ C: |z| < }, and such that
1. Its general fibers are elliptic curves.
2. The composition S Φ→ D ×Δ pr2→ Δ does not have critical points.
3. If Dt := D × {t}, St := Φ−1(Dt ) and Φt := Φ|St :St → Dt then the families (φ,S,D) and (Φ0,S0,D0) are
topologically equivalent.
Furthermore, the deformation (Φ,S,D × Δ) is called a morsification of the family (φ,S,D) if for any t = 0, each
singular fiber of the map Φt : St → Dt is of type mI0 (m > 1) or I1.
Let (Φ,S,D × Δ) be a deformation. For each t ∈ Δ we choose a number in the interval (0,1), rt , and a disk
Drt with counterclockwise oriented boundary Crt and the point Qt = (rt ,0), with r0 = r and such that all the critical
values of Φt are contained in Drt . In what follows we will use the fact that for every t ∈ Δ , ρt ([Crt ]) is a conjugate
of ρ0([Cr0]) in SL(2,Z), where ρt denotes the monodromy representation of the family (Φt ,St ,Dt ). Furthermore, all
the St are diffeomorphic to S0 which, in turn, is diffeomorphic to S.
According to a result of Moishezon (see Theorems 8 and 8a of [10]), each family of elliptic curves admits a mor-
sification. The number of singular fibers N(Φ, t) (with t = 0) of type I1 of a member (Φt ,St ,Dt ) of a morsification,
is actually independent of Φ and t . To see this it is sufficient to prove that N(Φ, t) only depends on the Euler charac-
teristic of St . Indeed, χ(St ) is equal to the sum χ(Φ−1t (Dt −
⋃
Di)) + χ(Φ−1t (
⋃
Di) where the Di ’s are pairwise
disjoint disks centered at the critical values and contained in Dt . Each Φ−1t (Di) deformation retracts to its central
(singular) fiber and therefore its Euler characteristic equals 1, if it is of type I1, or 0 if it is of type mI0. This is
because in the first case the central fiber has the homeomorphism type of a one-pinched torus, and in the second
case it has the homeomorphism type of a torus. Now, since Φ−1t (Dt −
⋃
Di) is the total space of a fiber bundle
having D −⋃Di as base and fiber a torus, its Euler characteristic is χ(D −⋃Di)χ(torus) = 0. On the other hand,
χ(Φ−1t (
⋃
Di)) = ∑χ(Φ−1t (Di)) and this last sum is equal to the number of fibers of type I1 in the family. This
number will be denoted by N(φ).
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In this section we recall some basic facts about the group SL(2,Z), of all the 2 × 2 matrices with integral entries
and determinant equal to 1, and about the modular group PSL(2,Z), defined as the quotient SL(2,Z)/{±Id2×2} by
the subgroup generated by minus the identity matrix. We will also prove some properties about sequences of elements
in this group that are essential for the proof of our main theorem (stated below), reprove some of the theorems are
used there and prove some new and stronger versions of these. For the sake of completeness we have included proofs
and references to all the basic results. Standard references for this material are [10], [2] and [9].
Let u denote the matrix
( 1 1
0 1
)
. The main result asserts that the nth power of u cannot be written as a product of
r < n conjugates of it in SL(2,Z).
Theorem 5. Let n be a positive integer. If un = g1 · · ·gr , where each gi is a conjugate of u in SL(2,Z), then r  n.
This theorem is an immediate corollary of the following slightly more general result about the modular group.
Theorem 6. Let π : SL(2,Z) → PSL(2,Z) be the canonical homomorphism and n a positive integer. If π(u)n =
g1 · · ·gr where each gi is a conjugate of π(u), then r  n.
In what follows we will refer to particular elements (classes) in PSL(2,Z) by specifying one of its representatives.
It is a well known fact that there is an isomorphism Z2 ∗ Z3 → PSL(2,Z) taking each factor to the subgroup
generated by the elements ω = ( 0 1−1 0), and b = ωu, respectively. Hence,
G = PSL(2,Z) = 〈ω,b| ω2 = b3 = 1〉.
From this we see that the abelianization of G is Z2 × Z3 and consequently that the abelianization of SL(2,Z) is Z12,
with any conjugate of the matrix u being sent to 1.
It also follows that each element A in this group can be written uniquely as a product A = tk · · · t1, where each
ti is either ω,b, or b2 and no consecutive pair ti ti+1 is formed either by two powers of b or two copies of ω. We
call the product tk · · · t1 the reduced expression of A, and k the length of A, and we will denote it by l(A). Let
B = t ′1 · · · t ′l be the reduced expression of B. If exactly the first m− 1 terms of B cancel with those of A, i.e. t ′i = t−1i ,
for 1 i m − 1, and if mmin(k, l), then AB = tk · · · tmt ′m · · · t ′l and tmt ′m has to be equal to a non-trivial power
of b. This is because if tm were not a power of b then it would have to be ω and therefore tm−1 would be a first or
second power of b, and so would be t ′m−1. Hence, t ′m would also have to be ω but in this case there would be m instead
of m − 1 cancellations at the juncture of A and B . Thus, tm and t ′m are both powers of b and since there are exactly
m− 1 cancellations their product must be non-trivial. Thus, the reduced expression for AB is of the form
AB = tk · · · tm+1br t ′m+1 · · · t ′l , r = 1 or 2, if mmin(k, l). (2)
Let s1 denote the element bωb. The shortest conjugates of s1 in G are precisely s0 = b2(bωb)b = ωb2 and s2 =
b(bωb)b2 = b2ω. The element s1 is trivially a conjugate of itself of length 3 and it can be easily seen that if g is a
conjugate of greater length its reduced expression is of the form Q−1s1Q, where Q is a reduced word that begins
with ω (see [2]), and l(g) = 2l(Q)+ 3. We will call a conjugate of s1 (“conjugate” will always mean conjugate of s1
in G) short if g ∈ {s0, s1, s2}, otherwise it will be called long. With this notation we want to observe that Theorem 6
is equivalent to the following assertion.
Theorem 7. Let n be a positive integer. If sn1 = g1 · · ·gr , where each gi is a conjugate of s1, then r  n.
Let us demonstrate the equivalence between Theorems 6 and 7.
Proof. Let cb(A) = b−1Ab denote conjugation by b. This is an automorphism of G that sends u = ωb to b2ωb2.
The map ϕ :Z2 ∗Z3 → Z2 ∗Z3 defined by sending ω to itself, and b to b2, that is, ϕ = Id ∗ ψ, where ψ is the
automorphism of Z3 that sends b to b2, is an automorphism that maps b2ωb2 to s1. The composite of these two
automorphisms transforms any equation un = g1 · · ·gr into an equation of the form sn1 = g′1 · · ·g′r , where each g′i is a
conjugate of s1. This clearly implies the equivalence of both assertions. 
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of s1.
Definition 8. We will say that two conjugates g and h of s1 join well if l(gh)max(l(g), l(h)).
In [2] (Lemma 4.10) the following result is proved.
Lemma 9. Suppose that g = tk · · · t1 and h = t ′1 · · · t ′l are the reduced expressions of two conjugates of s1 that join
well. When gh is calculated either:
1. no cancellation occurs, and in this case tk · · · t1t ′1 · · · t ′l is the reduced expression of gh , or
2. exactly the first m − 1 terms of g and h cancel out, in which case m  min(k, l). Moreover, if g is short or
h is short, then they have to be s2 and s0, respectively. If both are long with reduced expressions of the form
g = Q−11 s1Q1 and h = Q−12 s1Q2, hence with lengths equal to 2l(Qi) + 3, then the reduced expression of gh is
of the form
gh = tk · · · tm+1br t ′m+1 · · · t ′l , r = 1 or 2,
and the inequality (2) can be improved to m  min((k − 1)/2, (l − 1)/2) which implies that m − 1 
min(l(Q1), l(Q2)).
Now suppose that g and h are two conjugates that do not join well, and are not both short. The next lemma shows
that in this case there exist g′ and h′ conjugates of s1 such that gh = g′h′ and such that l(g′) + l(h′) < l(g) + l(h)
([2], Proposition 4.15).
Lemma 10. Suppose that g and h are conjugates of s1 which satisfy the inequality l(gh) < max(l(g), l(h)), and
assume that at least one of them is a long conjugate. Then l(h) = l(g). If l(h) > l(g), the elements g′ = ghg−1, h′ = g
are conjugates of s1 and satisfy:
1. gh = g′h′, and
2. l(g′)+ l(h′) < l(g)+ l(h).
If instead, l(h) < l(g), then the same conclusion holds taking g′ = h, and h′ = h−1gh.
The replacement of the pair (g,h) by the pair (g′, h′) is called a Hurwitz move. Using this lemma we can prove
that a product g1 · · ·gr of conjugates of s1 can always be changed into a product g′1 · · ·g′r of conjugates of s1 in which
each pair of consecutive terms joins well.
Proposition 11. Let {g1, . . . , gr} be a set of r conjugates of s1. Then there exists a set of r conjugates {g′1, . . . , g′r} of
s1 such that g1 · · ·gr = g′1 · · ·g′r and either they are all short, or any two consecutive terms g′i , g′i+1 join well.
First, we need to know how to handle pairs of consecutive short conjugates that do not join well.
Claim 12. Let si1si2 · · · sil be a product of short conjugates where there is at least one pair of two consecutive terms
that do not join well. Then the product si1si2 · · · sil is equal to another product sj1sj2 · · · sjl , with the same number of
terms, where the first conjugate sj1 can be chosen arbitrarily from the set {s0, s1, s2}. In a similar way, si1si2 · · · sil is
equal to another product of short conjugates with the same number of terms where the last conjugate can be chosen
arbitrarily.
Proof. We use induction on l. For l = 2 a direct computation shows that the pairs s2s0, s0s1, and s1s2 are the only
ones that do not join well, and their product is equal to b, and from this the claim readily follows. Now let l > 2. If
the first pair does not join well, the same argument as before could be applied. Hence, we may assume that there is a
pair that does not join well in the product si · · · sil . Then, by induction we can change this product by a new product2
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may choose sj2 to be s1 ( s2, s0, respectively) so that the first pair does not join well and therefore can be changed
again by a pair whose first term can be chosen arbitrarily.
A similar argument shows that si1si2 · · · sil can be changed into another one with the same number of terms where
the last conjugate can be chosen arbitrarily. 
Proof of Proposition 11. Among sets of r conjugates {g′1, . . . , g′r} such that g1 · · ·gr = g′1 · · ·g′r we may choose one
such that the sum
∑r
i=1 l(g′i ) is as small as possible. If all g′k are short we are done. If not, any one g′k which is long
has to join well with any term (if any) before or after it, for otherwise by Lemma 10, the corresponding pair could be
changed by another one making the sum
∑r
i=1 l(g′i ) smaller.
On the other hand, let si1 · · · sil be a product of consecutive short conjugates that appears in g′1 · · ·g′r . If this product
precedes a long conjugate g′k , i.e., if si1 · · · sil g′k is a segment of the product g′1 · · ·g′r , then, by the previous lemma any
pair of consecutive elements of si1 · · · sil joins well or we can change this product by sj1sj2 · · · sjl , where sjl can be
chosen arbitrarily. If the reduced expression of g′k is of the form ωbet3 · · · tm, e = 1,2, we may choose sjl = s2 so that
sjl and g′k do not join well. Applying again Lemma 10 we could change the pair g′k−1, g′k by another one making the
sum
∑r
i=1 l(g′i ) smaller. Similarly, if the reduced expression of g′k is of the form beωt3 · · · tm, then if e = 1, we could
choose sjl equal to s2 so that sjl and g′k do not join well, and if e = 2, sjl can be chosen as s1. Hence, we conclude
that any pair of consecutive elements of si1 · · · sil must join well. The argument is entirely similar if g′ksi1 · · · sil is a
segment of the product g′1 · · ·g′r . Thus, we see that if a set {g′1, . . . , g′r} with minimal sum
∑r
i=1 l(g′i ) contains at least
one long conjugate then all consecutive pairs in it must join well. This proves the proposition. 
Let us define the left end of each conjugate g, left(g), as follows: If g is long of the form g = Q−1s1Q, define
left(g) = Q−1s1. If g is s0 = ωb2, s1 = bωb, or s2 = b2ω, we define its left end as ω,b, b2, respectively.
Lemma 13. If in the product P = g1 · · ·gr of conjugates any two consecutive terms gi, gi+1 join well then the reduced
expression of P is of the form left(g1)t2 · · · tl , with each ti is one of b, b2 or ω.
Proof. We prove this by induction on r , the assertion being trivial for r = 1. We distinguish several cases.
1. g1 = s0. Since g1 and g2 join well the conjugate g2, if short, should be equal to s0 or to s2. In the first case,
by the induction hypothesis we must have that the reduced expression for g2 · · ·gr is of the form ωt2 · · · tl , and
consequently
g1 · · ·gr = ωb2ωt2 · · · tl = left(s0)t ′2 · · · t ′k,
and the result holds. On the other hand, if g2 equals s2 then g2 · · ·gr = b2t2 · · · tl and the results also holds, since
g1 · · ·gr = ωbt2 · · · tl = left(s0)t ′2 · · · t ′k.
Finally, if g2 is long, let us say g2 = Q−1s1Q then g2 · · ·gr = Q−1s1t2 · · · tl . But since g1 and g2 join well the
reduced expression of Q−1 cannot start with bω. Hence, it starts with b2ω or with ω. In either case the reduced
expression for g1 · · ·gr has the form
ωbωt4 · · · tk = left(s0)t ′2 · · · t ′k, or ωb2ωt4 = left(s0)t ′2 · · · t ′v.
2. g1 = s2. In this case, if g2 if short, it must be s2 or s1 and in either case the reduced expression of g1 · · ·gr is of
the form b2ωb2t4 · · · tl , b2ωbt4 · · · tl , respectively, and the result holds. If g2 is long, by Lemma 9 (2) and since g1
and g2 join well, no cancellation can occur and the reduced expression of g1 · · ·gr has the form b2ωt2 · · · tv and
the result also holds.
3. The case g1 = s1 can be treated in exactly the same way as the previous case.
4. g1 is long. If g2 is short, by Lemma 9 either it has to be s2, or no cancellation occurs. In the latter case the
result follows immediately. In the former, the reduced expression of Q cannot end in ωb, since in this case g1
and g2 would not join well. Thus Q = Rωb2, or Q = Rbrω, r = 1,2. By induction g2 · · ·gr = b2t2 · · · ts , and
consequently P = Q−1s1Rωbt2 · · · ts , or P = Q−1s1Rbrωb2t2 · · · ts . In each case the reduced expression of the
product starts with left(g1).
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lation occurs, or the number of terms that cancel out in the product g1g2 is  min(l(Q1), l(Q2)). By induction
g2 · · ·gr = Q−12 s1t2 · · · ts , and in either case the reduced expression of P = g1 · · ·gr starts with Q−11 s1. 
Proof of Theorem 7. Let us suppose by contradiction that there exists n > 0 and a factorization of sn1 as a product of
less that n conjugates of s1. Let us choose n as small as possible such that there is a counterexample. By Proposition 11,
after a finite number of Hurwitz moves we may assume that sn1 = g1 · · ·gr where either all the gi ’s are short, or they
all join well. In the first case, let Nω : G → N be the function that counts the number of times ω appears in the reduced
expression of A. From (2) it readily follows that Nω(AB)Nω(A)+Nω(B), and by a trivial induction that
Nω(A1 · · ·Ar)Nω(A1)+ · · · +Nω(Ar). (3)
But for each si , i = 0,1,2, we have that Nω(si) = 1. A direct computation shows that Nω(sn1 ) = n. Hence,
n = Nω(sn1 ) = Nω(g1 · · ·gr)Nω(g1)+ · · · +Nω(gr) = r,
a contradiction.
Hence, we may assume that all pairs gi, gi+1 join well. If g1 = s1, we could cancel out a power of s1 on each
side of equation sn1 = g1 · · ·gr and obtain in this way a new counterexample with a smaller n. We notice that the
reduced expression of sn1 is bωb
2ω · · ·b2ωb. By the previous lemma the reduced expression of g1 · · ·gr has the form
left(g1)t2 · · · tl , therefore g1 cannot be equal to s0 or s2 since left(s0) = ω and left(s2) = b2. Thus, g1 has to be long
and in this case left(g1) = Q−1bωb. But this would imply that in the reduced expression of sn1 the string bωb would
appear which happens only if n = 1, a contradiction. 
4. Proof of the main result
Let φ :S → D be a family of elliptic curves having φ−1(0) as its unique singular fiber and Φ :S → D × Δ be
a morsification for this family. Let ρt :π1(D − {q1,t , . . . , qk,t },Qt ) → SL(2,Z) be the monodromy representation of
the member Φt :St → D of the family with t = 0. Then we have
ρt
([Crt ])= ρt([γ1,t ] · · · [γk,t ])= ρt([γk,t ]) · · ·ρt([γ1,t ])= ρt([γiN ,t ]) · · ·ρt([γi1,t ])
where N = N(φ) and γi1, . . . , γiN are the paths surrounding the fibers of type I1. Each ρt ([γij ,t ]) is a conjugate of u,
and corresponds to the class of a right-handed Dehn twist along some essential simple closed curve in the model fiber.
With this notation we have the following result.
Theorem 14. Let φ :S → D be a family of elliptic curves having φ−1(0) as its unique singular fiber. Then the shortest
factorization of ρ([Cr ]) as a product of (classes) of right-handed Dehn twists has N(φ) terms.
Proof. By Theorem 3 the singular fiber is of one of the types: mIb (with m = 1 and b > 0 or m > 1 and b  0), I ∗b
(with b 0), II, II∗, III, III∗, IV , IV∗. We divide the proof into the following cases.
1. The singular fiber has type II, II∗, III, III∗, IV or IV∗. According to Table (1), the Euler characteristic χ(φ−1(0))
in these cases is a number bigger than 1 and strictly smaller than 12. Suppose by contradiction that there exists a
factorization ρ([Cr ]) = g1 · · ·gs in terms of conjugates of the matrix u, with 0 s < N(φ), and let Φt :St → D
with t = 0 be a member of some morsification of φ. The already mentioned fact that ρ([Cr ]) and ρt ([Crt ]) are
conjugate of each other, implies that there exists a factorization ρt ([Crt ]) = g′1 · · ·g′s in terms of conjugates of
the matrix u. But we also know that ρt ([Crt ]) = ρt ([γiN ,t ]) · · ·ρt ([γi1,t ]) where each factor is a conjugate of u.
Since each conjugate of u corresponds to 1 in the abelianization Z12 of SL(2,Z), ρt ([Crt ]) would correspond
simultaneously to (the classes of) s and N(φ) in Z12, implying that s ≡ N(φ) (mod 12). But this is impossible
because 0 s < N(φ) < 12.
2. The singular fiber has type mIb with m = 1 and b > 0 or m > 1 and b  0. According to table (1) the Euler
characteristic χ(φ−1(0)) in these cases is equal to b making N(φ) = b, and ρ([Cr ]) is conjugate to the matrix
ub =
[
1 b
0 1
]
. (4)
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0  s < N(φ). This would imply that ub is conjugate to the product g1 · · ·gs with s < b. This in turn implies
that a relation of the form ub = g′1 · · ·g′s where each g′i is a conjugate of u and s < b, holds in SL(2,Z). But this
contradicts Theorem 5.
3. The singular fiber has type I ∗b with b 0. According to table (1) the Euler characteristic χ(φ−1(0)) in these cases
is equal to b + 6 making N(φ) = b + 6, and ρ([Cr ]) is conjugate to the matrix −ub . Suppose by contradiction
that there exists a factorization ρ([Cr ]) = g1 · · ·gs in terms of conjugates of u with 0 s < N(φ). This implies
that a relation of the form
−ub = g′1 · · ·g′s (5)
where each g′i is a conjugate of u and s < b + 6, holds in SL(2,Z). If we apply the natural map from SL(2,Z) to
its abelianization Z12, to both sides of Eq. (5) we see that b + 6 ≡ s ( mod 12 ). This is due to the fact that the
matrix −I can be written as a product of 6 conjugates of u. On the other hand, applying Theorem 6 to the relation
π(u)b = π(g′1) · · ·π(g′s), we see that b s. So b s < b+ 6 and this is incompatible with the fact that b+ 6 and
s are congruent modulo 12. 
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