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In this paper we generalize the path cohomology of digraphs to a locally finite
digraph G = (V,E). We prove a Hodge Decomposition Theorem and show some
relations with the p-lazy Random Walk.
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1 Path Cohomology of Digraphs
In this section we present the definition of path cohomology for a locally finite digraph G = (V,E)
with coefficients in field K as a generalization of [2]; in which the theory was developed to finite
digraphs. We point out that the name cohomology is due to the fact that it is dual to the homology
path theory, also presented in [2] as well as in [3]. We also emphasize that it is done in analogy
to the de Rham cohomology, for differentiable manifolds.
Definition 1.1. A digraphs G = (V,E) is said to be locally finite if, for each vertex v ∈ V , v
figures in at most a finite number of edges in E.
Every digraph here mentioned is assumed to be locally finite.
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Definition 1.2. For each non-negative integer p, a p-form on the set V of vertices is any appli-
cation on the sequences {ik}pk=0 of p+ 1 vertices over the field K.
We denote the sequences {ik}pk=0 simply by i0 · · · ip, without delimiters between the vertices.
They are also called elementary p-path over V .
Definition 1.3. The space of all formal K-linear combination of all elementary p-path over V is
denoted by Λp = Λp(V ). Its elements are called p-paths on V .
It is easy to see that the K-linear space of all p-forms is dual to Λp, and it is denoted by
Λp = Λp(V ).
We will restrict ourselves to the Hilbert space of the square-integrable forms, i.e.,
l2(Λp) := {f : Λp → K;
∑
x∈Λp
f2(x) <∞}.
with the canonical inner product
〈f, g〉 =
∑
x∈Λp
f(x)g(x).
Definition 1.4. Define the linear operators d : Λp−1 → Λp, exterior differential, and ∂ : Λp →
Λp−1, boundary operator, by
df(i0 · · · ip) =
p∑
q=0
(−1)qf(i0 · · · îq · · · ip),
∂f(i0 · · · ip) =
∑
k∈V
p+1∑
q=0
(−1)qf(i0 · · · iq−1kiq · · · ip);
in which îq means the omission of the index iq.
Lemma 1.5. We have that d2 = 0.
Proof. We have by p ≤ 1 that
d2f(i0 · · · ip) =
p∑
q=0
(−1)qdf(i0 · · · îq · · · ip)
=
p∑
q=0
(−1)q
q−1∑
r=0
(−1)rf(i0 · · · îr · · · îq · · · ip) +
p∑
r=q+1
(−1)r−1f(i0 · · · îq · · · îr · · · ip)

As (−1)q(−1)r−1 = (−1)q+r−1 = −(−1)q+r, we have that the RHS of the equality above is equal
to ∑
0≤r<q≤p
(−1)q+rf(i0 · · · îr · · · îq · · · ip)−
∑
0≤q<r≤p
(−1)q+rf(i0 · · · îq · · · îr · · · ip).
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By switching q and r in the last sum we see that the twos sums cancel out, whence d2f(i0 · · · ip) =
0.
Definition 1.6. The forms in ker d are said to be closed. And those in Im d are said to be exact.
Proposition 1.7. If f ∈ l2(Λp−1) then df ∈ l2(Λp).
Proof. Observe that
‖df‖2 =
∑
i0,··· ,ip∈V
df(i0 · · · ip)2 =
∑
i0,··· ,ip∈V
 p∑
q=0
(−1)qf(i0 · · · îq · · · ip)
2
=
∑
i0,··· ,ip∈V
p∑
q=0
p∑
r=0
(−1)q+rf(i0 · · · îq · · · ip)f(i0 · · · îr · · · ip)
=
∑
i0,··· ,ip∈V
p∑
q=0
(f(i0 · · · îq · · · ip)2 +
∑
r<p
(−1)q+rf(i0 · · · îr · · · iq · · · ip)f(i0 · · · ir · · · îq · · · ip)+
+
∑
r>p
(−1)q+r−1f(i0 · · · îq · · · ir · · · ip)f(i0 · · · iq · · · îr · · · ip)).
Inverting the indices in the latter sum, the last two sums cancel wach other. This way:
‖df‖2 =
∑
i0,··· ,ip∈V
p∑
q=0
f(i0 · · · îq · · · ip)2 = ‖f‖2 <∞.
Proposition 1.8. the operators d and ∂ are adjoint with respect to the fixed inner product.
Proof. Given f a (p − 1)-form and g a p-form on G, with p > 0,
〈df, g〉 =
∑
i0···ip∈Λp
df(i0 · · · ip)g(i0 · · · ip) (1)
=
∑
i0···ip∈Λp
p∑
q=0
(−1)qf(i0 · · · îq · · · ip)g(i0 · · · ip) (2)
=
∑
i0···ip−1∈Λp−1
p∑
q=0
∑
k∈V
(−1)qf(i0 · · · ip−1)g(i0 · · · iq−1kiq · · · ip−1) (3)
=
∑
i0···ip−1∈Λp
f(i0 · · · ip−1)∂g(i0 · · · ip−1) = 〈f, ∂g〉. (4)
Corollary 1.9. ∂2 ≡ 0.
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We say that an elementary p-path i0 · · · ip is allowed on G if (ik, ik+1) ∈ E for k = 1, · · · , p − 1.
Otherwise it is said to be not allowed.
A p-form is said to be allowed if it is null on every K-linear combination of not allowed
elementary p-paths.
Definition 1.10. For any non-negative integer p, the space of p-allowed forms is the subspace of
l2(Λp),
Ap(V ) := {f ∈ l2(Λp) : f is allowed}.
It is clear that f being allowed does not mean that df or ∂f is also allowed.
We will then restrict ourselves to the following space
Ωp(V ) := {f ∈ Ap : df ∈ Ap+1 and ∂f ∈ Ap−1}.
This way we have the chain complexes
0→ Ω0 d0−→ · · · dp−2−−−→ Ωp−1 dp−1−−−→ Ωp dp−→ · · · (5)
and
0→ Ω0 ∂0←− · · · ∂p−2←−−− Ωp−1 ∂p−1←−−− Ωp ∂p←− · · · (6)
Definition 1.11. We define over the complex 5 the path cohomologies by
Hn :=
ker dn
Im dn−1
.
It is well defined by Lemma 1.5.
2 The Discrete Laplacian and Harmonic Forms
In the de Rham Theory one can define, over the spaces of forms, the Hodge Laplacian by
∆ = dδ + δd;
in which d is the exterior differential and δ is the codifferential. This Laplacian is globally defined
and it is strongly related to the manifold topology. Our goal in this section is to define a Laplacian
over digraphs, which is a generalization of the classic discrete Laplacian and present some basic
results.
Definition 2.1. The Laplacian (or Laplace operator) is the linear operator over Ωp given by
∆ := d∂ + ∂d.
Proposition 2.2. The Laplacian is self-adjoint.
Proof. It follows directly from the fact that d and ∂ are adjoint.
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Exemplo 3. Let G = (V,E) be a locally finite digraph and f ∈ Ω0, that is, its domain is a subset
of the vertices set V . Then,
∆f(x) = ∂df(x) =
∑
k∼x
(df(kx)− df(xk)) =
∑
k∼x
(f(x)− f(k)− f(k) + f(x)) = 2
∑
k∼x
(f(x)− f(k)).
Therefore,
∆f(x) = 2(m(x)f(x) −
∑
y∼x
f(y)). (7)
This way, the Laplacian here defined is a multiple of the classical discrete Laplacian (see [7]).
Proposition 2.4. Let f be a p-form. Then, ∆f = 0 iff df = 0 and ∂f = 0.
Proof. Clearly df = 0 and ∂f = 0 imply ∆ϕ = 0. Now,
〈∆f, f〉 = 〈(d∂ + ∂d)f, f〉 = 〈df, df〉+ 〈∂f, ∂f〉 = ‖df‖2 + ‖∂f‖2 .
This way ∆f = 0 means that df = 0 and ∂f = 0.
Definition 2.5. A p-form f is said to harmonic if
∆f = 0.
And we set the space of harmonic p-forms as
Hp := {f ∈ Ωp : ∆f = 0}
Lemma 2.6. f ∈ Hp iff f ∈ (Im d)⊥ ∩ ker d.
Proof. Suppose That f ∈ (Im d)⊥ ∩ ker d. Then df = 0 and
‖∂f‖2 = 〈∂f, ∂f〉 = 〈f, d∂f〉 = 0,
because f ∈ (Im d)⊥. Then, by Proposition 2.4, ∆f = 0.
Now suppose that ∆f = 0. Then, again, by Proposition 2.4, f ∈ ker d ∩ ker ∂. This way
〈f, dg〉 = 〈∂f, g〉 = 0.
So f ∈ (Im d)⊥ ∩ ker d.
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3 The Hodge Theorem
Our goal is to prove the following theorem to locally finite digraphs, under certain hypotheses;
which will be dealt later.
Theorem 3.1 (Hodge Theorem). Let G be a locally finite and connected digraph such that there
are x0 ∈ V and C ≥ 0 with ∆d(·, x0) ≥ −C. Then every path cohomology class has a unique
representative that minimizes the norm. This is called the harmonic representative.
We will deal with this theorem in analogy to what is done in [1] (chapter 8) to the Hodge
Theorem on manifolds. It follows – as will be shown – from the following theorem; which will be
proved in the next section.
Theorem 3.2. There are linear operators H (harmonic projection) and G (Green’s operator)
on Λp, for all p, that are characterized by the following properties:
1. H(α) is harmonic;
2. G(α) is orthogonal to the space of harmonic forms;
3. α = H(α) + ∆G(α).
Corollary 3.3. There is an orthogonal direct sum
Λp = ∆(Λp)⊕Hp = d∂(Λp)⊕ ∂d(Λp)⊕Hp = d(Λp)⊕ ∂(Λp)⊕Hp.
We now show prove the Theorem 3.1 as a consequence of Theorem 3.2.
Proof. Let f be an exact form. By Theorem 3.2 it can be written
f = H(f) + ∆G(f) = H(f) + d∂G(f) + ∂dG(f).
Since H(f) is harmonic,
〈∂dG(f),H(f)〉 = 〈dG(f), dH(f)〉 = 0.
Furthermore,
〈∂dG(f), d∂G(f)〉 = 〈dG(f), d2∂G(f)〉 = 0.
Then
‖∂dG(f)‖ = 〈∂dG(f), f〉 = 〈dG(f), df〉 = 0.
Thus f = H(f) + d∂G(f) is cohomologous to the harmonic form H(f).
For uniqueness, let f1 and f2 be two harmonic forms in the same cohomology class that differ
by the exact form dg, i.e., f1 − f2 = dg. Then
〈dg, f1 − f2〉 = 〈g, ∂f1 − ∂f2〉 = 0,
given the fact that harmonic forms are in ker ∂. Therefore dg = 0 and f1 = f2.
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4 The Heat Equation
In this section we will prove the Theorem 3.2. The pictorial idea behind this proof is that a given
initial temperature, given by a form u0, should spread through the digraph “uniformly”; i.e., to u0
should converge to a harmonic form. To do so we shall solve the Cauchy Problem (CP):{
∂
∂t
u+∆u = 0
u(0, x) = u0(x)
on [0, T [×V with initial condition u0 ∈ Ωp.
A map p :]0,∞[×V p+1 × V p+1 → R is said to be fundamental solution to the heat equation,
∂
∂t
u+∆u = 0,
if for any bounded initial condition u0 ∈ Ωp, the function
u(t, x) =
∑
y∈V
p(t, x, y)u0(y), t > 0, x ∈ V
is differentiable in t, satisfies the heat equation, and if for any allowed path x,
lim
t→0+
u(t, x) = u0(x).
We shall, for now on, consider the usual metric on connected digraphs. That is, d(x, x) = 0
and, if x 6= y, there is a finite number of vertices x = x0 ∼ x1 ∼ · · · ∼ xk = y ∈ V which connect
x and y. Then, d(x, y) is the smallest number k of such vertices.
Finally, the following theorem takes place. It is stated on [7] to 0-forms, only. But, with minor
modifications, it its proof holds to p-forms for any non-negative integer p.
Theorem 4.1. Let G = (V,E) be a locally finite and connected digraph such that there are x0 ∈ V
and C ≥ 0 with ∆d(·, x0) ≥ −C. Then the following holds true:
• There is a unique fundamental solution p :]0,∞[×V p+1 × V p+1 → R of the heat equation.
• G is stochastically complete, i.e. ∑
y∈V
p(t, x, y) = 1
for any t > 0 and any allowed path x.
• For every u0 ∈ l1 and the corresponding bounded solution u of (CP) we have∑
x∈V
u(t, x) =
∑
x∈V
u0(x)
for any t > 0.
We will then divide the proof of 3.2 in the following propositions.
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Proposition 4.2. If u(t, x) is a general solution of the heat equation, then ‖u(t, x)‖2 is (non-
strictly) decreasing.
Proof.
∂
∂t
‖u(t, x)‖2 = 2〈 ∂
∂t
u, u〉 = −2〈∆u, u〉 = −2(‖du‖2 + ‖∂u‖2) ≤ 0.
Let
Tt(u0) :=
∑
y∈V
p(t, x, y)u0(y)
with p as in Theorem 4.1. This is, as we have seen, the only solution to (CP).
Proposition 4.3. The semigroup property Tt1+t2 = Tt1Tt2 holds.
Proof. It holds because u(t1 + t2, x) can be obtained by solving the heating equation with intial
condition u(t2, x) and then evaluating it at t1.
Proposition 4.4. Tt is formally self-adjoint.
Proof. As
∂
∂t
〈Ttα, Tτβ〉 = 〈 ∂
∂t
Ttα, Tτβ〉 = −〈∆Ttα, Tτβ〉
= −〈Ttα,∆Tτβ〉 = 〈Ttα, ∂
∂τ
Tτβ〉 = ∂
∂τ
〈Ttα, Tτβ〉,
we can write 〈Ttα, Tτβ〉 = g(t+ τ). Thus,
〈Ttα, β〉 = g(t+ 0) = g(0 + t) = 〈α, Ttβ〉.
Proposition 4.5. Ttα converges to a harmonic form H(α).
Proof. We have
‖Tt+2hα− Ttα‖2 = 〈Tt+2hα− Ttα, Tt+2hα− Ttα〉 =
‖Tt+2hα‖2 + ‖Ttα‖2 − 2〈Tt+2hα, Ttα〉.
Applying 4.3 and then 4.4, we have
〈Tt+2hα, Ttα〉 = 〈Tt+hα, Tt+hα〉 = ‖Tt+hα‖2 .
Therefore,
‖Tt+2hα− Ttα‖2 = (‖Tt+2hα‖ − ‖Ttα‖)2 − 2(‖Tt+hα‖2 − ‖Tt+2hα‖ · ‖Ttα‖).
By (4.2), ‖Ttα‖2 converges. Thus, ‖Tt+2hα− Ttα‖2 can be taken arbitrarily small. As l2 is
complete, Ttα converges, in l
2, to a form H(α) ∈ l2.
8
To prove that H(α) is indeed harmonic, one just need to take τ > 0 and note that the relation
Ttα = TτTt−τα implies, taking the limit t→∞, that TτH(α) = H(α). Then TtH(α) is constant
on t. Therefore,
0 =
∂
∂t
TtH(α) =
∂
∂t
H(α) = −∆H(α).
Thus, H(α) is indeed harmonic.
Furthermore,
〈Hα, β〉 = lim
t→∞
〈Ttα, β〉 = lim
t→∞
〈α, Ttβ〉 = 〈α,Hβ〉.
Then, H is self-adjoint.
Proposition 4.6. Tt is compact for any t.
Proof. Let {φi}i be an enumerable orthonormal basis of l2(Λp). Then φi(x)φj(y) is also an
enumerable orthonormal basis of l2(Λp × Λp). Define then
pi,j =
∑
x,y∈V
p(t, x, y)φi(x)φj(y),
so that
p(t, x, y) =
∞∑
i,j=1
pi,jφi(x)φj(y).
Now, we define
pn(x, y) =
n∑
i=1
∞∑
j=1
pi,jφi(x)φj(y),
and
Tn(u(x)) =
∑
y∈V
pn(x, y)u(y).
This way, the image of Tn is a finite dimensional subspace of l
2(Λp).
As every operator whose image is finite dimensional is compact, Tn is compact.
Also, we have
‖(Tt − Tn)u‖2 =
∥∥∥∥∥∥
∑
y∈V
(p(t, x, y)− pn(x, y))u(y)
∥∥∥∥∥∥
2
=
∑
x∈V
∑
y∈V
(p(t, x, y) − pn(x, y))u(y)
2 ≤∑
x∈V
∑
y∈V
(p(t, x, y)− pn(x, y))2.
∑
y∈V
u2(y)

=
 ∑
x,y∈V
(p(t, x, y) − pn(x, y))2
∑
y∈V
u2(y) =
∞∑
i=n+1
∞∑
j=1
|pi,j|2. ‖u‖2 .
As ‖p‖2l2 =
∑∞
i,j=1 |pi,j|2 < ∞, the sum above tends to zero as n → ∞. Thus, Tn → Tt with
respect to operator norm. Therefore we can evoke the theorem below.
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Theorem 4.7. Let A : X → Y be a linear map and An ∈ L(X,Y ) be a sequence of compact
linear maps such that An
n→∞−−−→ A with respect to operator norm. Then A is compact.
Its proof can be found in [4], page 408.
Proposition 4.8. The Green’s operator, given by the integral,
G(f) =
∫ ∞
0
(Ttf −Hf)dt
is well defined. Moreover, the following equality takes place
∆G(f) = f −Hf.
Further, G(f) is orthogonal to the space of harmonic forms for any f .
Proof. To show that the Green’s operator is well define we must show that ‖Ttf(x)−Hf(x)‖
decay rapidly enough.
It is a well known fact that if T is a compact self adjoint operator on a Hilbert space, V , and
m(T ) := sup{|〈Tx, x〉| : x ∈ V, ‖x‖ ≤ 1},
then either m(T ) or −m(T ) is the greatest eigenvalue of T and
‖T‖ = |m(T )|
holds true.
This way, the maximum of the variational problem:
m(Tt) := sup
{|〈Ttf, f〉| : ‖f‖ ≤ 1 and Hf = 0},
has solution. We call this maximum by β(t) and the correspondent maximum value by λ(t).
By semigroup property, T2tβ = λ
2(t)β. On the other hand, T2tβ = λ(2t)β. Thus, λ(t + t) =
λ(t) · λ(t). Therefore the function λ(t) is multiplicative and then λ(t) = e−λ1t, with λ1 > 0.
Moreover, the minus sign is given by the fact that Ttβ converges to Hβ = 0 as t→∞.
As ‖Ttα−Hα‖ = ‖Tt(α−Hα)‖ ≤ ‖Ttβ‖, we have ||Ttα−Hα|| ≤ e−λ1t ‖β‖ ≤ e−λ1t. Therefore
it decays rapidly enough.
Now,
∆G(α) =
∫ ∞
0
∆(Ttα−Hα)dt =
∫ ∞
0
∆Ttαdt = −
∫ ∞
0
∂Ttα
∂t
dt = α−H(α).
At last, let g be a harmonic form. Then
〈G(α), β〉 =
∫ ∞
0
〈(Tt −H)α, β〉dt =
∫ ∞
0
〈α, (Tt −H)β〉 = 0.
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5 Elementary Paths Orientation
Definition 5.1. Let G = (V,E) be a digraph. The d-paths of the form ±ei0···id are called oriented
elementary d-path of G whenever ei0···id is an elementary d-path of G.
Furthermore we say that ei0···id and −ei0···id have opposite orientations. And we denote the set
of all oriented elementary d-paths on G by G±d . The set of elementary d-paths will be denoted by
G+d and the one of those with reverted orientation by G
−
d .
Definition 5.2. Given a elementary d-path v = ei0···id on the digraph G = (V,E), we say that an
elementary d-path w is a neighbour of v if for some k ∈ V and for some r, q ∈ {0, 1, · · · , p}
w =
{
(−1)q+r+1e
i0···îr···iq−1kiq···id
, if r < q
(−1)q+re
i0···iq−1kiq···îr ···id
, if r ≥ q.
Furthermore, we say that a sub-digraph G′ of G is a d-component of G if for any two elementary
d-paths v, v′ there exists a chain of d-paths v = v0 ∼ v1 ∼ · · · ∼ vn = ±v′.
If G is a d-component itself we say that G is d-connected.
Definition 5.3. Given an elementary allowed and oriented elementary d-path v we define as its
valence the d-form
m(v) = |{w : ±w ∼ v}|.
We will, for now on, restrict ourselves to a fixed d-connected and d-regular digraph G of limited
valence; i.e., there is a integer N > 0 such that m0(v) ≤ N for any v ∈ V . That implies that for
any d > 0 there is a M > 0 such that m(v) ≤M for any v ∈ G±d .
We will then fix the following inner product over Ωk:
〈f, g〉 =
∑
w∈Gk
ω(w)f(w)g(w); ∀f, g ∈ Ωk;
where ω : G±• →]0,∞[ is the weight function given by
ω(f) =

1
m(w)
, if w ∈ G±d
1, otherwise.
With respect to this inner product explicit computations show that the adjoint of ∂ is the d
operator given by
df(i0 · · · ip) = 1
ω(i0 · · · ip)
p∑
q=0
(−1)qω(i0 · · · îq · · · ip)f(i0 · · · îq · · · ip).
We highlight that the valence m is bounded – so it is well defined.
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Thus, explicitly,
〈f, g〉 =

∑
w∈Gk
ω(w)f(w)g(w), f, g ∈ Ωk, k 6= d
∑
w∈Gd
f(w)g(w)
m(w)
f, g ∈ Ωd
and
df(i0 . . . ik) =

m(i0 . . . ik)
k∑
q=0
(−1)qf(i0 · · · îq · · · ik), k = d
k∑
q=0
(−1)q f(i0 · · · îq · · · ik)
m(i0 · · · îq · · · ik)
, k = d+ 1
k∑
q=0
(−1)qf(i0 · · · îq · · · ik), otherwise.
We define then the upper and the lower Laplacian respectively by:
∆+ = ∂d
∆− = d∂
It is clear that all facts proven to the Laplacian trough this paper holds for the normalized
Laplacian ∆ := ∆+ +∆−.
Proposition 5.4. For any elementary d-path i0 · · · id in G,
∆+f(i0 · · · id) = f(i0 · · · id)−
∑
v∼(i0···id)
f(v)
m(v)
and
∆−f(i0 · · · id) = m(i0 · · · id)
d∑
q=0
∑
k∈V
p∑
r=0
r 6=q
(−1)q+rf(i0 · · · ir−1k · · · îq · · · id)
Proof. Explicit calculations give:
∆+f(i0 · · · id) = ∂df(i0 · · · id) =
∑
k∈V
d∑
q=0
(−1)qdf(i0 · · · iq−1kiq · · · id) =
f(i0 · · · id) +
∑
k∈V
d∑
q=0
q−1∑
r=0
(−1)q+r f(i0 · · · îr · · · iq−1kiq · · · id)
m(i0 · · · îr · · · iq−1kiq · · · id)
+
+
∑
k∈V
d∑
q=0
p∑
r=q
(−1)q+r+1 f(i0 · · · iq−1kiq · · · îr · · · id)
m(i0 · · · iq−1kiq · · · îr · · · id)
=
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f(i0 · · · id)−
∑
v∼(i0···id)
f(v)
m(v)
and
∆−f(i0 · · · id) = d∂f(i0 · · · id) = m(i0 · · · id)
d∑
q=0
(−1)q∂f(i0 · · · îq · · · id) =
m(i0 · · · id)
d∑
q=0
∑
k∈V
p∑
r=0
r 6=q
(−1)q+rf(i0 · · · ir−1k · · · îq · · · id).
Proposition 5.5. The spectrum of ∆+ is contained in [0,M + 1].
Proof. Assume that λf(v) = (∆+f)(v). As f ∈ l2, |f(w)| is limited and, therefore, has a maximum
point u ∈ G±d (say).
By Proposition 5.4,
λf(u) = (∆+f)(u) = f(u)−
∑
v∼u
f(v)
m(v)
.
Thus,
|λf(u)| ≤ |f(u)|+
∑
v∼u
|f(v)|
m(v)
≤ (M + 1)|f(u)|
(since m(u) ≤M).
6 The p-lazy Random Walk and Expectation Process
Definition 6.1. The p-lazy random walk on G starting on the d-elementary path v∗ is the
Markov chain on Ωd(G) with transition probabilities
P(Xn+1 = v
′|Xn = v) =

p, v′ = v
1− p
m(v)
, v′ ∼ v
0, otherwise.
We denote the probability that the random walk which starts at v reaches w at time n by
pvn(w).
Definition 6.2. For d ≥ 2, the expectation process on G starting at v is the sequence of
d-forms {Evn}∞n=0 defined by
Evn(w) = pvn(w) − pvn(−w).
The name “expectation” is due to the fact that for any d-form f ,
E[f ] =
∑
w∈G±
d
pvn(w)f(w) =
∑
w∈G±
d
pvn(w)f(w) =
∑
w∈G+
d
Evn(w)f(w).
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Moreover, we have
pvn+1(w) = pp
v
n(w) +
∑
u∼w
(1− p)
m(u)
pvn(u).
Then we have the following definition.
Definition 6.3. We define the transition operator by
(Af)(w) = pf(w) +
∑
u∼w
(1− p)
m(u)
f(u).
Proposition 6.4. The transition operator is given by
A = I − (1− p)∆+.
Where I denotes the identity.
So that
Evn = AnEv0 = (I − (1− p)∆+)nEvn.
Proof. It follows trivially from Proposition 5.4,
Proposition 6.5. The spectrum of A is contained in [p−M(1− p), 1].
Proof. By Proposition 6.4 we have that
Af(w) = λf(w) iff f(w)− (1− p)∆+f(w) = λf(w).
But the last equality is equivalent to
∆+f(w) =
(
1− λ
1− p
)
f(w).
By Proposition 5.5 we have that (
1− λ
1− p
)
∈ [0,M + 1].
Thus λ ∈ [p−M(1− p), 1].
Proposition 6.6. There is a positive integer K s.t. the expectation process satisfies
1
K
≤ ‖Evn‖ ≤ max (|p−M(1− p)|n, 1)
Proof. We have that
Evn(w) = AnEv0 (w).
And ‖Ev0 ‖ = ‖1v‖ = 1√m(v) ≤ 1; where
1v(w) :=

1, w = v,
−1, w = −v,
0, otherwise.
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Then, by Proposition 6.5,
‖Evn‖ = ‖AnEv0 ‖ ≤ ‖An‖ ≤ max (|p−M(1− p)|n, 1) .
For the lower bound, let v = i0 · · · id, fix 0 ≤ q ≤ d and define
f = d1
i0···îq···id
=
∑
w∼v
m(w)1v .
So f ∈ ker∆+, since f ∈ Im d, and ‖f‖2 = ∑w∼vm(w). Note that, as G has bounded valence,
there is a positive integer K s.t. ‖f‖2 ≤ K. Since ∆+ decomposes w.r.t the orthogonal sum
Ωd = ker∆+ ⊕ Im∆+ so does A. Thus,
‖Evn‖ = ‖An1v0‖ ≥ ‖projker∆+(1v)‖ ≥
∣∣∣∣〈 f‖f‖ ,1v
〉∣∣∣∣ = |f(v)|‖f‖m(v) ≥ 1K .
Proposition 6.7. The expectation process {Evn}n converges to Ev∞ := projker∆+(1v). So if the
homology of G is trivial, Ev∞ is exact.
Proof. Since A decomposes w.r.t. the orthogonal sum Ωd = ker∆+ ⊕ Im∆+ and A|ker∆+ =
I|ker∆+ , this means that An converges to the orthogonal projection projker∆+ . Thus
Ev∞ = projker∆+(Ev0 ) = projker∆+(1v).
So Ev∞ is closed. Therefore, if the homology of G is trivial then it is exact.
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