Abstract-PID controllers have been widely used for various process control systems represented by chemical processes. Recently, from viewpoint of productivity improvement and cost reduction, it has demands to establish the PID controller retained a desirable performance over time on steady-state in spite of changes in the system property. In this paper, a design of performance-driven model predictive PID controller is proposed, which automatically adjusts the user-specified parameter within the GPC-PID controller based on the control performance assessment. According to the proposed algorithm, the PID controller is re-tuned in order to obtain desirable system performance only if the practically performance index to assess control loop exceeds a user-defined threshold. The effectiveness of the proposed control scheme is numerically evaluated by a computer simulation example.
I. INTRODUCTION
For various process control systems represented by refinery processes and chemical processes, PID controllers have been very widely used from viewpoint that the controller structure is so simple and plain [1] . Recently, from rapid progress in computer technology and/or influence of system nonlinearity, high control technologies such as Generalized Predictive Control (GPC) law [2] have been applied mainly in process industries. The researches of GPC-based PID (GPC-PID) controller concerned with self-tuning [3] and auto-tuning [4] have been proposed . Although user-specified parameters contained into GPC law are greatly effected for control performance, the method of adjusting those parameters is less researched, then the parameters with desirable performance have been decided after repeated trial and error.
On the other hand, from viewpoint of both productivity improvement and cost reduction, the control performance assessment (CPA) have been widely researched [5] [6] [7] , in which the performance of the control loop on steady-state are assessed and monitored regularly using operating data. A change of the plant environment causes undesirable control performance, then it is necessary that the plant parameters are re-estimated by system identification and the PID parameters are re-tuned so as to obtain the desirable control performance. The system identification, however, are burdened with the plant in order to inflict additive signal or to interrupt operating plant, it is requested to establish a method regulating the PID parameters in order to obtain a desirable performance from viewpoint of CPA.
In this paper, a new design of performance-driven model predictive PID controller is proposed. The user-specified parameter included in GPC law is automatically adjusted in order to obtain desirable control performance on steady-state, and PID controller parameters are designed based on GPC law. The system parameters are estimated by which system identification is carried out only if the practically performance index to assess the control loop exceeds a user-defined threshold. According to the proposed algorithm, the number of times that system identification is executed is substantially less than that of conventional self-tuning controller so that this is the advantage of the proposed scheme. This paper is organized as follows. In section II, a design of PID parameters based on GPC law is explained. It is shown in section III that GPC-PID controller is superior to conventional controllers from a point of the control performance on steadystate, the design benchmark of weighting factor included in the cost function, which is one of the user-specified parameters, is presented based on CPA, and the proposed control algorithm is summarized. Finally, a practical simulation is provided to verify the validity of the proposed scheme.
II. MODEL-PREDICTED PID CONTROLLER

A. System Description
In the case of process control, the system is generally described as "first order plus a time-lag" system such as following equation:
where K, T and L denote the system gain, the time-constant and the time-lag, respectively. Furthermore, the time-lag element can be approximated by first order system, then the following design-oriented model is considered:
The discrete-time transfer function model with sampling time T s [sec] corresponding to Eq.(2) is obtained as
where
u(k), y(k) and χ(k) are the control input, the system output and Gaussian white noise with mean zero and variance σ 2 χ , respectively. Moreover, z −1 and ∆ denote backward-shift
) and differencing operator (∆ := 1 − z −1 ), respectively. Eq. (3) is called CARIMA (Controlled Auto-Regressive and Integrated Moving Average) model and is utilized to obtain PID parameter.
B. PID controller
The following PID control law is considered:
where K P , T I , T D of PID controller denote the proportional gain, the integral time and the derivative time, respectively. And e(k) is the control error signal represented as following equation using the reference signal w(k) given by step function,
For simple consideration, Eq.(6) can rewrite as follows:
The performance of control loop is greatly influenced by PID parameters (K P , T I , T D ) provided with Eq.(6) or Eq. (8) . GPC law, one of model predictive control, described following section is used in order to regulate the PID parameters.
C. GPC-PID control law
It provides the following cost function to be minimizing:
where N 2 -N 1 , N u and λ(j) denote the predictive horizon, the control horizon and the weighting factor, respectively, and E[ · ] is a notation of expectation. For simplicity, we set as
The control law to minimize the cost function of Eq. (10) is given by following equation:
where F j (z −1 ) and s j are calculated following Diophantine equations:
And p j is obtained as
where R is a following matrix which consists of coefficients in Eq. (16):
Though the coefficient in third term of Eq. (11) is one order polynomial, it can be replaced approximately into static gain defined as ν. Then Eq. (11) can be given by the following equation:
Since Eq. (8) is equivalent as Eq.(19), therefore PID parameters based on GPC law are given approximately by following equations:
The GPC law includes two user-specified parameters, the predictive horizon N and weighting factor λ, which have great influences on the control loop performance. It is known that the predictive horizon N which set up a value corresponding to sum the time-constant T and the time-lag L obtains a good control performance. The method of regulate the weighting factor λ have been proposed such as the research to adjust based on robust statistics. but almost decide on the appropriate value after repeated trial and error. Then, the methodology to adjust λ based on CPA is investigated at the following section.
III. A DESIGN OF PERFORMANCE-DRIVEN PID CONTROLLER
A. Control performance on steady-state
In chemical or refinery processes, stability of the control loop on steady-state is more important than traceability on transient-state. Recently, to decrease operating cost for environment problem and energy-saving measure has been also strongly requested. Then, it means very effective that the performance of operating controllers on steady-state is assessed by taking operating data, control error e(k) and control difference input ∆u(k), into account.
The following discrete-time model corresponding to Eq.(1) is considered now:
d is the time-delay on discrete-time, and ξ(k) denotes Gaussian white noise with mean zero and variance σ 
Therefore, the variances of control error e(k) and control difference input ∆u(k) on steady-state are calculated using H 2 norm [8] :
B. Control performance of GPC-PID control law
As see from Eq.(10), a set of the variances of the control error and the control difference input to minimize cost function J is calculated by which the weighting factor λ is regulated. Control performance curve parameterized by λ is obtained when the vertical axis is the variance of control errorσ The control performances of these typical control schemes on steady-state are plotted in Fig.1 within the control performance curve of GPC-PID control law. From this figure, it is clear that it has a relation to trade-off between the variance of control errorσ 2 e and the variance of control difference input σ 2 u , consequently this curve is called "trade-off curve" [6] [7]. This result implies that the control performance based on GPC-PID control law on steady-state is greatly influenced on the value of weighting factor λ. Moreover, it is clear that the performances of the typical control schemes are placed on or in the upper part of the trade-off curve. From this result, the control performances of the GPC-PID control law include that of these typical control schemes according as the weighting factor λ are adjusted properly. That is, it is necessary that appropriate λ is regulated in order to obtain the desirable control performance.
C. Adjustment of weighting factor λ
Especially in process control, taking characteristic on steady-state into consideration, it is expected that the balance of both traceability and robustness (stability) is kept over time on steady-state. Moreover, these desirable balance may change as depending on the situation caused by product quality and/or operation cost. Then, the method to regulate λ corresponding to desirable control performance on trade-off curve is discussed follows.
It is known that a set of PID parameters regulated by ZN scheme is sensitive on transient-state and that by CHR1 scheme gets the response with hardly zero overshoot. These characteristic is equivalent to that of GPC-PID control law, that is, decreasing λ gets a oscillatory response, whereas increasing λ a stability response. Therefore, it is implicated that the overshoot at transient-state correlates with λ.
It is necessary to take account of the overshoot M 0 in determining λ. The control performances of each λ so as to obtain the overshoots which are defined as M 0 = 8, 20, 40, 60, 80, 100[%] are plotted with GPC-PID trade-off curve in Fig.2 . According as the M 0 decrease, the more robustness PID parameters are obtained. It has been experimentally ascertained that those similar characteristics are obtained at the system parameters (K, T, L) for practical use. The algorithm to regulate λ from M 0 is as follows: STEP 1 Determine the system gain K, the time-constant T , and the time-lag L of system parameters. STEP 2 Set up M 0 to a desirable value and λ to an appropriate value initially. STEP 3 Calculate PID parameters corresponding to λ using Eq.(21)-(23) STEP 4 Return to STEP 3 according as the λ is changed, until the overshoot obtained from control loop step response is equal to M 0 . The above algorithm to regulate λ, however, is calculated the step response by trial and error, λ can be simply solved for which λ and M 0 are in a one-to-one ratio. Using M 0 is the advantage to easily deal with and to become familiar with.
Note that the response with overshoot M 0 [%] would result, if the reference signal w(k) lead to change. In the case of chemical plant, it needs to be operated under the condition that the overshoot of the response is less than 20[%]. Therefore, it is necessary that the control loop applies a structure to suppress the overshoot, such as I-PD tuning scheme, if the desirable performance must attain the condition corresponding to the overshoot be more than 20[%].
D. Index of CPA
A lot of the researches about an index of control performance assessment have been proposed [5] [6] [7] . In case that system parameters of process are known in advance or estimated high-accuracy, the control performance on steadystate is able to be estimated to calculate Eq. (28) and (29). Now, it is considered that the control performance,σ 2 e and σ 2 u , at current time k is placed in a point P at Fig.3 . The variances of the control error and control difference input at time k obtained from practical operating data are given by
where M e and M u denote the length of the error variance and the difference input variance, respectively. Those measured values are distributed around the point P and within a region. Therefore, the variances of operating data are kept in the region satisfied as
If both σ 2 e (k) and σ 2 u (k) does not turn out within the above regions, then it implicit that the plant parameter changed.
Under the consideration mentioned above, the following CPA indices [5] are defined:
If η e (k) and η u (k) are close to one, then the control performance is fine, while close to zero or infinity, then one get worth. If these values may exist within the following userdefined regions:
it is judged that the current control performance is good.
E. System identification
The expected valuesα 1 (k),β 0 (k),β 1 (k) corresponding to the coefficients of Eq.(25) are calculated by the following weighted least square method
whereθ 
Therefore, expected values of system parameters at time k are calculated following equations [12] :
F. Algorithm The procedure concerned above is summarized below: STEP 1 Estimate system parameters using Eq.(35) . STEP 2 Derive λ from the algorithm described at subsection III-C. 
IV. SIMULATION EXAMPLE
The validity of the proposed algorithm is verified by a computer simulation. It is assumed that the control object is given by Eq.(1).
The simulation condition are mentioned follows: It is defined that system parameters (K, T , L) change on time as . Immediately after system identification is carried out when each index of CPA exceeds the user-defined range, the control performance cannot be assessed correctly. Therefore, we define that the useless estimate of system parameters is not executed until a enough amount of sample data are measured, which we set 500 [step] .
The results of above condition are shown in Fig.6 , the change of the time-lag L occurs a degradation of the indices η e (k) and η u (k), and takes this occasion to identified the system. Furthermore, by the cause for the change of the time-constant T , η e (k) exceed the user-defined threshold. Finally, the change of the system gain K causes the system identification by reaction of only η u (k). Therefore, only either η e (k) or η u (k) reacts occasionally, so that for which sense the change of system quickly, it is effective to assess the control performance using both η e (k) and η u (k).
For the purpose of comparison, the behavior of the conventional self-tuning GPC-PID controller was examined except that λ was fixed as 30 and the system identification was executed every step. The results are shown in Fig.7 . While the system parameters are changing, the responses of the control loop are unstable gradually for which λ is not re-adjusted appropriately. Therefore, the validity of the proposed algorithm is verified. Taking a computational cost and/or a load of control loop into consideration, it had better avoid regulating PID parameters every step. From point of view, it is clear that the proposed scheme is very useful.
V. CONCLUSIONS
In this paper, a new performance-driven predictive PID control scheme has been proposed, in which self-tuning structure is driven based of CPA and PID parameters are regulated using GPC-PID control law. The utilize of the control performances based on GPC-PID control law on steady-state is indicated to compare with that of the typical control schemes, and the algorithm which the weighting factor λ of user-specified parameter is adjusted from viewpoint of the control performance is proposed. The practical indices assessed the control performance are indicated and the algorithm which the system identification is carried out based on CPA indices and PID parameters are adjusted is considered. Finally, the validity of the proposed scheme are verified by the computer simulation. The proposed algorithm employs well-known parameters in general so that are very useful and helpful for plant worker. It needs further consideration about which the proposed scheme is applied to an experimental plant.
