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INFINITE END-DEVOURING SETS OF RAYS WITH
PRESCRIBED START VERTICES
J. PASCAL GOLLIN AND KARL HEUER
Abstract. We prove that every end of a graph contains either uncountably
many disjoint rays or a set of disjoint rays that meet all rays of the end and
start at any prescribed feasible set of start vertices. This confirms a conjecture
of Georgakopoulos.
1. Introduction
Looking for spanning structures in infinite graphs such as spanning trees or
Hamilton cycles often involves difficulties that are not present when one considers
finite graphs. It turned out that the concept of ends of an infinite graph is crucial
for questions dealing with such structures. Especially for locally finite graphs, i.e.,
graphs in which every vertex has finite degree, ends allow us to define these objects
in a more general topological setting [2].
Nevertheless, the definition of an end of a graph is purely combinatorial: We call
one-way infinite paths rays and the vertex of degree 1 in them the start vertex of the
ray. For any graph G we call two rays equivalent in G if they cannot be separated
by finitely many vertices. It is easy to check that this defines an equivalence relation
on the set of all rays in the graph G. The equivalence classes of this relation are
called the ends of G and a ray contained in an end ω of G is referred to as an ω-ray.
When we focus on the structure of ends of an infinite graph G, we observe
that normal spanning trees of G, i.e., rooted spanning trees of G such that the
endvertices of every edge of G are comparable in the induced tree-order, have a
powerful property: For any normal spanning tree T of G and every end ω of G
there is a unique ω-ray in T which starts at the root of T and has the property that
it meets every ω-ray of G, see [1, Sect. 8.2]. For any graph G, we say that an ω-ray
with this property devours the end ω of G. Similarly, we say that a set of ω-rays
devours ω if every ω-ray in G meets at least one ray out of the set.
End-devouring sets of rays are helpful for the construction of spanning struc-
tures such as infinite Hamilton cycles, as done by Georgakopoulos [3]. He proved
the following proposition about the existence of finite sets of rays devouring any
countable end, i.e., an end which does not contain uncountably many disjoint rays.
Note that the property of an end being countable is equivalent to the existence of
a finite or countably infinite set of rays devouring the end.
Proposition. [3] Let G be a graph and ω be a countable end of G. If G has a
set R of k ∈ N disjoint ω-rays, then it also has a set R′ of k disjoint ω-rays that
devours ω. Moreover, R′ can be chosen so that its rays have the same start vertices
as the rays in R.
For the proof of this proposition Georgakopoulos recursively applies a construc-
tion similar to the one yielding normal spanning trees to find rays for the end-
devouring set. However, this proof strategy does not suffice to give a version of this
proposition for infinitely many rays. He conjectured that such a version remains
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2true [3, Problem 1]. We confirm this conjecture with the following theorem, which
also covers the proposition above.
Theorem 1. Let G be a graph, ω a countable end of G and R any set of disjoint
ω-rays. Then there exists a set R′ of disjoint ω-rays that devours ω and the start
vertices of the rays in R and R′ are the same.
Note that, in contrast to the proposition, the difficulty of Theorem 1 for an
infinite setR comes from fixing the set of start vertices, since any inclusion-maximal
set of disjoint ω-rays devours ω.
Moreover, we shall sketch at the beginning of Section 3 an example of why it is
necessary to require the end to be countable.
2. Preliminaries
All graphs in this paper are simple and undirected. For basic facts about finite
and infinite graphs we refer the reader to [1]. If not stated differently, we also use
the notation of [1].
For two graphs G and H we define their Cartesian product G×H as the graph on
the vertex set V (G)×V (H) such that two vertices (g1, h1), (g2, h2) ∈ V (G×H) are
adjacent if and only if either h1 = h2 and g1g2 ∈ E(G) or g1 = g2 and h1h2 ∈ E(H)
holds. If H consists just of a single vertex h, we may write G×h instead of G×H.
We define the union G∪H of G and H as the graph (V (G)∪V (H), E(G)∪E(H)).
Any ray T that is a subgraph of a ray R is called a tail of R. For a vertex v and
an end ω of a graph G we say that a vertex set X ⊆ V (G) separates v from ω if
there does not exist any ω-ray that is disjoint from X and contains v.
For a finite set M of vertices of a graph G and an end ω of G, let C(M,ω) denote
the unique component of G−M that contains a tail of every ω-ray.
Given a path or ray Q containing two vertices v and w we denote the unique
v –w path in Q by vQw. Furthermore, for Q being a v –w path we write vQ¯ for
the path that is obtained from Q by deleting w.
For a ray R that contains a vertex v we write vR for the tail of R with start
vertex v.
We use the following notion to abbreviate concatenations of paths and rays.
Let P be a v –w path for two vertices v and w, and let Q be either a ray or another
path such that V (P )∩ V (Q) = {w}. Then we write PQ for the path or ray P ∪Q,
respectively. We omit writing brackets when stating concatenations of more than
two paths or rays.
3. Theorem
Before we prove Theorem 1, we show the necessity of assuming the considered end
to be countable. Let R denote a ray and K1,ℵ1 the star with center c and ℵ1 many
leaves `α for all ordinals α < ℵ1. Now we define G = R ×K1,ℵ1 . By definition, G
contains uncountably many disjoint rays. Furthermore, all rays in G belong to a
unique end ω. For reasons of cardinality, a countable set of rays devouring ω cannot
exist in G. But not even for all uncountable sets R of disjoint ω-rays we can find a
set R′ of ω-rays that devours ω such that the start vertices of the rays of R and R′
coincide. Take any partition X ∪ Y = ℵ1 into uncountable sets X and Y . Let
R := {R × `β ; β ∈ X}, which then prescribes the set of start vertices. Suppose
there is a set R′ of disjoint rays with the same start vertices devouring ω. For every
γ ∈ Y there needs to be a ray in R′ containing a vertex of R × `γ . By definition
of G this ray has to contain a vertex of R×c. Hence in order to hit every ray R×`γ
for γ ∈ Y we need uncountably many rays of R′ each hitting the countable vertex
set of R× c. This is a contradiction.
3For the proof of Theorem 1 we shall use the following characterisation of ω-rays.
Lemma 2. Let G be a graph, ω an end of G and Rmax an inclusion-maximal set
of pairwise disjoint ω-rays. A ray R ⊆ G is an ω-ray, if and only if it meets rays
of Rmax infinitely often.
Proof. Let W denote the set
⋃{V (R) ; R ∈ Rmax}.
If R is an ω-ray, then each tail of R meets a ray of Rmax since Rmax is inclusion-
maximal. Hence R meets W infinitely often.
Suppose for a contradiction that R is an ω′-ray for an end ω′ 6= ω of G that
contains infinitely many vertices of W . Let M be a finite set of vertices such that
the two components C := C(M,ω) and C ′ := C(M,ω′) of G−M are different. By
the pigeonhole principle there is either one ω-ray ofRmax containing infinitely many
vertices of V (C ′) ∩ V (R) ∩W , or infinitely many disjoint rays of Rmax containing
those vertices. In both cases we get an ω-ray with a tail in C ′, since we cannot
leave C ′ infinitely often through the finite set M . But this contradicts the definition
of C. 
The idea of the proof of Theorem 1 is to build the end-devouring set of rays
in countably many steps while fixing in each step only finitely many finite paths
as initial segments instead of whole rays, but ensuring that they can be extended
to rays. In order to guarantee that the set of rays turns out to devour the end,
we also fix an inclusion maximal set of vertex disjoint rays of our specific end,
so a countable set, and an enumeration of the vertices on these rays. Then we
try in each step to either contain or separate the least vertex with respect to the
enumeration that is not already dealt with from the end with appropriately chosen
initial segments if possible. Otherwise, we extend a finite number of initial segments
while still ensuring that all initial segments can be extended to rays. Although it
is impossible to always contain or separate the considered vertex with our initial
segments while being able to continue with the construction, it will turn out that
the rays we obtain as the union of all initial segments actually do this.
Proof of Theorem 1. Let us fix a finite or infinite enumeration {Rj ; j < |R|} of
the rays in R. Furthermore, let sj denote the start vertex of Rj for every j < |R|
and define S := {sj ; j < |R|}.
Next we fix an inclusion-maximal set Rmax of pairwise disjoint ω-rays and an
enumeration {vi ; i ∈ N} of the vertices in W :=
⋃{V (R) ; R ∈ Rmax}. This is
possible since ω is countable by assumption.
We do an inductive construction such that the following holds for every i ∈ N:
(1) P is is a path with start vertex s for every s ∈ S.
(2) P is = s for all but finitely many s ∈ S.
(3) P i−1s ⊆ P is for every s ∈ S.
(4) For every s = sj ∈ S with j < min{i, |R|} there is a wis ∈W ∩ (P is \P i−1s ).
(5) P is and P
i
s′ are disjoint for all s, s
′ ∈ S with s 6= s′.
(6) For every s ∈ S there exists an ω-ray Ris with P is as initial segment and s
as start vertex such that all rays Ris are pairwise disjoint.
If possible and not spoiling any of the properties (1) to (6), we incorporate the
following property:
(∗) ⋃
s∈S
P is either contains vi−1 or separates vi−1 from ω if i > 0.
We begin the construction for i = 0 by defining P 0s := s =: P
−1
s for every s ∈ S.
All conditions are fulfilled as witnessed by R0sj := Rj for every j < |R|.
Now suppose we have done the construction up to some number i ∈ N. If we
can continue with the construction in step i + 1 such that properties (1) to (6)
4together with (∗) hold, we do so and define all initial segments P i+1s and rays Ri+1s
accordingly. Otherwise, we set for all s ∈ S
P i+1s := sR
i
sw
i
s if s = sj for j < min{i+ 1, |R|} and
P i+1s := P
i
s otherwise,
where wis denotes the first vertex of W on R
i
s \ P is which exist by Lemma 2. With
these definitions properties (1) up to (5) hold for i + 1. Witnessed by Ri+1s := R
i
s
for every s ∈ S we immediately satisfy (6) too. This completes the inductive part
of the construction.
Using the paths P is we now define the desired ω-rays ofR′. We set R′s :=
⋃
i∈N P
i
s
for every s ∈ S and R′ := {R′s ; s ∈ S}. Properties (1), (3) and (4) ensure that R′s
is a ray with start vertex s for every s ∈ S, while we obtain due to property (5)
that all rays R′s are pairwise disjoint. Property (4) also ensures that all rays in R′
are ω-rays by Lemma 2.
It remains to prove that the setR′ devours the end ω. Suppose for a contradiction
that there exists an ω-ray R disjoint from
⋃R′. By the maximality of our chosen
set of ω-rays Rmax, we know that R contains a vertex vj for some j ∈ N. Without
loss of generality, let vj be the start vertex of R. Let P be an R –
⋃R′ path
among those ones that are disjoint from
⋃
s∈S sP¯
j+1
s for which vjRp is as short
as possible where p denotes the common vertex of P and R. Such a path exists,
because all rays in R′∪{R} are equivalent and ⋃s∈S sP¯ j+1s is finite by property (2).
Let t ∈ S and q ∈ V (G) be such that V (P ) ∩ V (R′t) = {q}. Furthermore, let R∗
be an ω-ray with start vertex r∗ ∈ R such that R∗ is disjoint from ⋃s∈S R′s and
P (pRr∗) ∩R∗ = {r∗} for which vjRr∗ is as short as possible. Since p and pR are
candidates for r∗ and R∗, respectively, such a choice is possible. Now we are able
to point out a contradiction because we could have incorporated property (∗) in
the construction without violating any of the other properties in step j + 1. For
this we define
Pˆ j+1t := (tR
′
tq)P (pRr
∗) and Rˆj+1t := Pˆ
j+1
t R
∗ ;
and replace in step j + 1 the ray Rj+1t by Rˆ
j+1
t , the path P
j+1
t by Pˆ
j+1
t and for all
s ∈ S \ {t} the ray Rj+1s by R′s while keeping P j+1s as it was defined (cf. Figure 1).
By this construction properties (1) to (6) are satisfied.
vj
r∗ p R
P
q
tS 3 s
R′ 3 R′s
P j+1s P
j+1
t
R∗
R′t
Figure 1. Sketch of the situation above with Rˆj+1t highlighted in grey.
5Now we show that (∗) holds as well. Suppose for a contradiction that there exists
an ω-ray Z disjoint from
⋃
s∈S P
j+1
s with start vertex vj . First note that Z is dis-
joint from r∗Rp ⊆ P j+1t . Let us now show that Z is also disjoint from pR ∪
⋃
s∈S R
′
s.
Otherwise, let z denote the first vertex along Z that lies in pR ∪⋃s∈S R′s. How-
ever, z cannot be contained in pR, as this would contradict the choice of r∗, and
it cannot be an element of
⋃
s∈S R
′
s since this would contradict the choice of p.
But now with Z being not only disjoint from pR ∪ ⋃s∈S R′s but also from r∗Rp,
we get again a contradiction to the choice of r∗. Hence, we would have been able
to incorporate property (∗) without violating any of the properties (1) to (6) in
step j + 1 of our construction. This, however, is a contradiction since we always
incorporated property (∗) under the condition of maintaining properties (1) to (6).
So we arrived at a contradiction to the existence of the ray R since by (∗) every
ray containing vj meets the initial segments of rays fixed in our construction at
step j + 1. Therefore, the set R′ devours the end ω. 
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