Whether attention to a local part of a visual display can prevent access to semantic information in form matching tasks with objects was studied. A first picture containing a line segment (the reference) was followed by 2 lateral objects also containing a line segment (a target and a distractor). Participants matched the line segments according to either their orientation or color. Effects of semantic information were assessed by manipulating the semantic relations among the pictures surrounding the reference, target, and distractor. Semantic information affected performance in the orientation matching task, but not in the color matching task. Results suggest the existence of separate selection mechanisms in vision. Selection of local colors for response purposes can be based on inhibition of the form pathway (eliminating semantic effects on matching). Selection within the form pathway can involve a bias toward global shape (the picture). Once attention is allocated to global shape, associated semantic representations are activated and semantic effects on matching emerge.
People's ability to identify more than one visual object at a time is limited; processing costs occur when people are asked to identify two stimuli presented simultaneously relative to when they are presented sequentially (Duncan, 1984) . This selectivity in vision is necessary in order for coherent actions to be made within environments containing multiple objects (Allport, 1987) .
Multiple Attentional Mechanisms
The results of recent neurophysiological and neuropsychological studies suggest that selection in vision may be achieved by several independent mechanisms. Behavioral and electrophysiological evidence shows that area V4 and the inferotemporal cortex of monkeys are involved in different aspects of selective attention driven by the spatial location of the attended stimulus, the task demands, and the difficulty of the task (see Walsh & Perrett, 1994 , for a review). For instance, Moran and Desimone (1985) found that the firing of cells in area V4 of the monkey's brain could be selectively tuned according to whether the monkey attended to the location of a target stimulus. In particular, the size of a cell's receptive field could be effectively reduced by attention to location. More recently, Chelazzi, Miller, Duncan, and Desimone (1993) reported that selection on the basis of properties of objects (e.g., their shape This work was supported in part by grants from the Ecole des Hautes Etudes en Sciences Sociales and the Medical Research Council.
Correspondence concerning this article should be addressed to Glyn W. Humphreys, Cognitive Science Research Centre, University of Birmingham, School of Psychology, Birmingham B 15 2Tr, England, or to Muriel Boucart, Hopitaux Universitaires de Strasbourg, INSERM (U405), Dtpartement de Psychiatrie I, 67091 Strasbourg Cedex, France. Electronic mail may be sent via Internet to g.w.humphreys@bham.ac.uk or to boucart@alsace.u-strasbg.fr. and color) was realized in a different way. They found maintained firing of cells in the inferotemporal cortex according to whether cells responded selectively to the properties of expected target stimuli. Chelazzi et al. (1993) suggested that this maintained firing acts as a "template" used to give a competitive advantage to target over nontarget stimuli presented simultaneously in the visual field. Hence, selection by location and by other properties of objects may be based on separate brain mechanisms: The attentional activity of V4 neurons is modulated by the spatial location of the attended stimulus, whereas the activity of inferotemporal cells is driven by the object of attention.
Neuropsychological evidence for independent mechanisms of selection in vision comes from recent studies of patients with forms of "visual neglect." Humphreys and Riddoch (1995) reported evidence on a male patient with bilateral lesions who showed neglect on either the left or fight side of space according to how visual stimuli were encoded. There was neglect on the left side of stimuli represented as single perceptual wholes and neglect of the fight side of spatial areas in which stimuli were represented as separate perceptual objects. For example, the patient neglected the left sides of words and objects when asked to identify individual stimuli; he neglected the fight side of a page containing multiple objects or words (and made leftneglect errors to individual stimuli he tried to identify), and there was neglect of right-side letters in words when the task was to identify the letters present rather than to read the whole word. Interestingly, cuing the patient to attend to the left of individual objects reduced his left neglect in object identification, but neither left nor right cues to individual objects had an effect on his fight neglect of areas containing multiple objects. Cuing the patient to the fight side of spatial areas containing multiple objects reduced his fight neglect, but neither right nor left cues to areas containing multiple objects had an effect on his left neglect of individual stimuli. These separate effects of cuing are consistent with the patient showing independent effects of selective attention on two forms of representation, one in which stimuli are coded as parts of a single object and one in which stimuli are coded as separate perceptual objects.
Apparently, attention in vision can operate independently on different representations in different neural areas. Support for this account can be found in recent studies using positron emission tomography, showing separate areas of activation in the prestriate cortex when participants attended to color, orientation, and movement in visual displays (Corbetta, Meizin, Dodmeyer, Shulman, & Petersen, 1991) .
Evidence for different mechanisms of selection in behavioral studies on normal participants is less clear. However, Boucart and Humphreys (1994) reported findings consistent with this proposal. They were interested in whether attention to the physical properties of objects could prevent the objects accessing stored semantic representations. Their paradigm involved a sequential comparison task in which a centrally displayed reference object was followed by two objects (one was a target and the other a distractor) presented left and right of fixation. Participants had to match the reference picture to one of the two lateral pictures (to the targe0 on the basis of some prespecified physical property. Boucart and Humphreys also varied the semantic relations between the reference stimulus and the target (they could be physically identical, semantically related, or semantically unrelated) and between the reference stimulus and the distractor (they could be either semantically related or unrelated). When the task required participants to attend to the global orientation, size, or shape of the pictures, performance was affected by the semantic relations among the reference, the target, and the distractor objects. Reaction times (RTs) were faster when reference and target objects were related relative to when they were unrelated; RTs were slowed when reference and distractor objects were related relative to when they belonged to different semantic categories. That is, attention to the physical properties of objects failed to prevent the objects from accessing semantic memory. By contrast, semantic effects were eliminated when reference and target stimuli were matched on the basis of their color, luminance, or both. These contrasting results were not due simply to differences in RTs in the tasks. Boucart and Hurnphreys (1994) used a relatively difficult luminance discrimination task, in which RTs were longer than those found for matches based on the global orientation or size of the stimuli, yet no effect of the semantic relations between the pictures emerged. Humphreys's (1992, 1994) results are consistent with there being independent processing of different properties of visual stimuli, with color and luminance being processed independently of form information (Livingstone & Hubel, 1987) . Attention to color and luminance can filter out access to semantic information derived from the formprocessing pathway. However, within the form pathway, participants cannot prevent access to semantic information by attending to the global shape of objects. This last result might follow if attention within the form domain involved the application of some form of "attentional window" to visual displays, within which there was high-resolution processing (cf. Eriksen & Yell, 1985) . By fitting this window to the spatial area for the whole object, the whole object gains rapid access to stored semantic knowledge. By contrast, attention to color and luminance operates on pathways separate from those concerned with processing form information and may involve selective suppression of the form pathway, preventing form information from being accessed.
Attention to Local Areas or to Independent
Pathways?
Results of a recent study by Boucart, Humphreys, and Lorenceau (1995) , however, present a more complex pieture. Boucart et al. used objects composed of two colors (red and green) randomly distributed on the outline contour of pictures. One of the two colors was present in the majority of pixels making up the reference object (e.g., two thirds of the pixels were red and the rest green or the reverse), and participants had to select the target on the basis of whether it contained the same dominant color as the reference object (for the distractor, the other color was dominant). Although the task required selection on the basis of the colors of the objects, semantic effects were apparent. Boucart et al. proposed that, rather than the processing of color or form being critical, the important factor was whether participants attended to the global shape of stimuli. In the studies of Boucart and Humphreys (1994) , in which color matching of reference and target objects was required, participants could have attended to a local part of the objects because the pictures were drawn with a single color. Attention to a local part, not attention to a color pathway, may prevent access to semantic properties for objects. The color-matching task used by Boucart et al. (1995) required integration across the spatial area covered by the whole object; once attention is paid to the whole object, access to semantic information may not be prevented.
However, there is an alternative account that still maintains a special role for attention to a color pathway. This account proposes that the critical factor in the color matching task of Boucart et al. (1995) is that color has to be integrated along the bounding contour of objects. Such integration may be achieved only by coupling information from the form and color systems; for instance, activation of object form may be required to select the spatial areas over which color is integrated within the color pathway. Once global object form information is activated, access to semantic representations, and semantic effects on decision making, cannot be prevented. In tasks in which color and form information need not be coupled (e.g., those in which integration of color information across bounded spatial areas is not required), attention to local color still minimizes access to semantic information from form by enabling the form pathway to be selectively inhibited.
It may even be that color has a particularly important role to play in selective attention to local parts of objects. Nu-merous studies have now shown that people find it difficult to attend to local parts of objects and to ignore more global shapes. Thus, in classic studies using compound letters, with separate identities at the global and local levels, responses to the identity of local letters are affected by the identity of the global letter but often not vice versa (Navon, 1977; Podrouzek, Modigliani, & Di Lollo, 1992; Pomerantz, 1983) . This advantage for the global over the local properties of form may be because global properties are conveyed by low spatial frequency components in images, which are extracted more rapidly than are high spatial frequency components (Bonnet, 1988; Hughes, 1986; Kinchla & Wolfe, 1979) . Consistent with this, physical parameters known to affect the processing of low and high spatial frequencies, such as eccentricity (Grice, Canham, & Boroughs, 1983) , angular size (Kinchia & Wolfe, 1979) , exposure time (Paquet & Merikle, 1984) , and density (Martin, 1979; Podrouzek et al., 1992) , affect the magnitude of the global interference. In addition, decision (Miller, 1981) or attentional mechanisms (Robertson, Egly, Lamb, & Kerth, 1993; Ward, 1982) may be differentially sensitive to global information. Results of studies of neurologically impaired patients suggest that both perceptual and attentional mechanisms might play a role, with each involving different regions of the cortex (Lamb, Robertson, & Knight, 1989 , 1990 Robertson & Delis, 1986; Robertson & Lamb, 1991) . Global "dominance" in processing visual form may be difficult to avoid. Grice et al. (1983) found that it can be avoided if participants can selectively fixate on, and attend to, a local stimulus; however, when the location of target stimuli is unpredictable, global dominance occurs. When the target's location is unpredictable, participants may adopt a relatively broad setting on any attentional window, with the result that there is rapid access to semantic and identity information associated with the global shapes. This might be avoidable if participants can selectively attend to local color information involving inhibition of the form pathway.
In the current research, we used a variant of the paradigm developed by Boucart and Humphreys (1994) . Instead of asking participants to attend to a physical property of the global form of the objects (its orientation, shape, or size), we used a matching task based on a physical property of a local line segment drawn inside the pictures. This procedure was designed to test whether attention to local color would prevent processing of global information from the surrounding object (and automatic access to semantic information from the objects) under circumstances in which participants find it difficult to attend to local shape information. In the current research, local and global information is not equivalent to that referred to in investigations using compound stimuli because local information here is not a part of the global configuration. The line and the surrounding picture are independent objects. Nevertheless, the surrounding spatial environment does influence the processing of a local stimulus also for independent objects. For instance, global background information affects the identification of a single object in visual scene perception. This effect occurs regardless of whether the local object is semantically related or unrelated relative to isolated objects (Biederman, 1981; Boyce & Pollatsek, 1992) and even when the object is surrounded by a meaningless background (Boyce, Pollatsek, & Rayner, 1989) . Here, the line is termed local and the object global simply because the line covers a local spatial area within the larger structure of the object.
A second point assessed in the current research was whether automatic access to semantic information from shape would be prevented only when color information could be used for response purposes, when participants could inhibit form-processing pathways, We contrasted performance when participants responded to color with when color was used as the selection cue, but responses were still made to form information (the line's orientation). In this latter situation, the form pathway cannot be inhibited, and automatic access to semantic information, based on attention to global shape properties, may still take place. This pattern of results would suggest that attention to local color, and inhibition of the form pathway, is a special mechanism operating independently of attentional mechanisms in the form domain (which, at least when set broadly, are captured by global properties of shape).
In all the experiments, the location of the target object was uncertain, encouraging participants to adopt a relatively broad attentional setting within the form domain (el. Grice et al., 1983) . In Experiment 1, we examined whether there would be automatic access to semantic information under these conditions, even when participants matched reference and target objects on the basis of local form information (i.e., the orientation of a line located within an outline drawing; see Figure 1 ). Automatic access to semantic information was found when the reference, target, and distractor objects were larger, but not when they were smaller than the to-be-matched line. This demonstrates that access to semantic information from targets and distractors depends on a type of global dominance, in which attention is drawn fu'st to the global shape of objects. In Experiment 2, participants matched local lines on the basis of their color. In Experiment 3, local lines differed in color from the surrounding objects (as in Experiment 2), but responses were contingent on line orientation, not color. Comparisons of Experiments 2 and 3 tested whether attention to color leads to inhibition of form processing only when color information was used for responding.
General Method

Participants
The participants were 75 undergraduates in psychology from the University Pads V Rent Descartes who participated for course credit and 41 students or members of the medical staff of the Department of Psychiatry in Strasbourg, All participants were naive about the purpose of the experiment. All had normal or corrected-to-normal vision. Participants were assigned randomly to one of the seven experiments. No participant served in more than one experiment.
Stimuli
A set of 16 outline drawings of objects was used. It included 8 animals (i.e., rabbit, mouse, bear, hen, fox, fish, crocodile, and tortoise) and 8 vehicles (i.e., car, lorry, plane, sailing boat, hellcopter, train, tank, and tractor). A line segment was drawn inside the pictures, and its length and color were varied across the experiments. (These parameters are discussed in the Procedure section.) The outline contour of the object was always 1 pixel wide, and the line segment was always 2 pixels wide. At a viewing distance of 57 era, the mean angular size of the pictures was 2.12 ° vertically (ranging from 1.6 ° to 2.7 °) and 3.06 ° horizontally (ranging from 2.6 ° to 3.5°).
Apparatus
The pictures were displayed on a color video monitor. They were generated through a Hewlett-Packard (Vectra RS/20C) microcomputer equipped with a VGA (Video 7) graphic card. The screen resolution used in the expetiments was 640 × 480 pixels. The stimuli were presented in black on a light gray background. In a dark room the luminance of the outline drawings was 0.02 cd/m 2, and the luminance of the background was 31.1 ed/m 2. A fixation point subtending 0.037 ° was centrally displayed. Two keys connetted to the computer were used for responses.
Procedure reference picture and the picture containing the target were either physically identical, physically different but semantically related, or semantically unrelated. For each of these three target conditions, there were two distractor conditions. The picture containing the distractor was either semantically related or semantically unrelated to the reference object. The six experimental conditions are shown in Figure 1 . For each of the six conditions, each of the 16 reference objects was presented once with the target located on the left and once with the target located on the tight, thus yielding 32 trials per condition. For the condition with physically identical reference and target pictures, the 16 different reference objects were repeated, with each presented once on the tight and once on the left of fixation. For semantically related pictures, each of the 8 objects from the two semantic categories was associated randomly with one of the 7 objects belonging to the same semantic category. The pairs were randomly chosen to generate 16 different pairs with the target on the left and the same 16 pairs with the target located on the tight of fixation. For semantically unrelated pictures, each of the 8 reference objects from the two semantic categories was associated randomly with 1 of the 8 items from the other semantic category. Sixteen pairs were presented with the target located left of fixation, and the same pairs were used with the target located on the tight. The same procedure was used to build the conditions involving the reference object and the object containing the distractor. The spatial location of the target, the semantic category of the reference object, the orientation of the line segment, the three target conditions, and the two distractor conditions were equally and randomly represented.
On each trial, a fixation point was displayed for 500 ms and followed 500 ms later by a reference picture. The reference picture was displayed centrally for 150 ms (nine frames). After a 500-ms delay, during which the fixation point was re-presented, a pair of pictures appeared simultaneously to the left and tight of fixation. They were located 3 ° (center to center) from fixation and were displayed for 150 ms. Participants were instructed to attend to the line segment drawn inside the three pictures (the centrally displayed reference object and the two lateral pictures) and to ignore the surrounding pictures. In Experiments 1A, 1B, 1C, and 3, the matching task was based on the orientation of the line segment. The line drawn inside the reference was either oblique or horizontal. One of the lateral pictures contained a line that had the same orientation as the reference (the target); the other lateral picture contained a line having an otientation different from that of the reference (the distraetor). Examples are shown in Figure 1 . In Expetiments 2A and 2B, the matching task was based on the color of the line segment. In these experiments, the line segment always was horizontal. In all experiments, participants responded by pressing the left or the fight response key according to the spatial location of the target.
The onset of the lateral pictures activated the clock of the computer, which was stopped when the participant pressed a response key. Participants were given 24 practice trials on the task. The practice session was followed by a single block of 192 trials.
Errors were indicated by the word ERREUR displayed centrally for 300 ms both in the practice and in the experimental session. The interttial interval was set at 2,000 ms after the execution of the response. An entire session lasted about 20 min.
Design
There were six matching conditions determined by the semantic relations between the reference picture and (a) the picture containing the target and (b) the picture containing the distractor. The Experiment 1A: Orientation Matching--Line
Matched to Picture
Method
A line segment coveting the whole length of the picture was drawn on each outline drawing. The length of the line segment varied from 80 to 100 pixels according to the angular size of the pictures. The 16 stimuli were drawn once with an oblique line segment and once with a horizontal line segment. Participants were asked to match the stimuli on the basis of the orientation of the line segment regardless of the surrounding objects. Examples of the stimuli are presented in Figure 1 .
Results
RTs longer than 2,000 ms and shorter than 150 ms were discarded. These limits were chosen so that less than 1% of the data would be eliminated. Analyses of variance (ANOVAs), using SYSTAT 5.0, were conducted on the correct RTs and on the error rates with both participants (F1) and reference objects (F2) as random variables. There were five within-subjects variables: the spatial location of the target (left vs. fight), the semantic category of the pictures (animals vs. vehicles), the orientation of the line segment (oblique vs. horizontal), the semantic relations between the pictures surrounding the reference and the target lines (physically identical, semantically related, or semantically unrelated), and the semantic relations between the pictures surrounding the reference and the distractor lines (semantically related vs. semantically unrelated).
The mean RT was 509 ms, and the mean error rate was containing an oriented line segment (the reference) was centrally displayed for 150 ms and followed 500 ms later by two pictures containing a line segment. The lateral pictures were displayed simultaneously for 150 ms to the left and right of fixation. Participants were asked to decide which of the two lateral line segments (left or right) had the same orientation (oblique or horizontal) as the reference. In this example, the target (same orientation) is always on the left. The six experimental conditions were determined by the semantic relations between the picture surrounding the reference line and the picture surrounding the target (physically identical, physically different and semantically related, or semantically unrelated) and between the picture surrounding the reference and the picture surrounding the distractor (different orientation). For each of the three target conditions, the picture surrounding the reference and the picture surrounding the distractor were either semantically related (left column) or semantically unrelated (fight column).
6.8%. (Mean RTs and error rates are reported in parentheses.) Performance was equivalent for left (506 ms and 6.7%) and fight (512 ms and 6.9%) targets. There was no significant difference in performance between animals (507 ms and 6.7%) and vehicles (511 ms and 6.9%). No significant difference was found between responses to oblique (513 ms and 7.4%) and to horizontal (504 ms and 6.3%, Fs < 1 for RTs and errors) lines. There were no significant interactions between these variables and the other experimental variables. The results presented in Figure 2 were averaged over target location, semantic category, and orientation of the line segment. Performance was affected by the semantic relations between the reference object and the picture containing the target line segment: RTs, El(2, 28) = 35.2, p < .001, and F2(2, 30) = 27.79, p < .001; errors, Fl(2, 28) = 6.7, p < .004, and F2(2, 30) = 6.2, p < .024. RTs and errors increased from the physically identical condition to the condition in which the pictures surrounding the reference and the target were semantically related (481 ms and 4.8% vs. 517 ms and 7.2%: RTs, FI(1, 14) = 30, p < .001, and F2(1, 15) --38.4, p < .001; errors, FI(1, 14) = 7.3, p < .016, and F2(2, 15) = 16.06, p < .001. RTs increased when the pictures surrounding the reference and target stimuli were unrelated than when they were semantically related (529 ms and 8.3%): RTs, FI(1, 14) = 5.7, p < .03, and F2(1, 15) = 3.91, p < .064; errors, Fs < 1.
The semantic relations between the pictures containing the reference and the distractor did not significantly affect performance (semantically related, 513 ms and 7.3%; semantically unrelated, 505 ms and 6.2%; Fs < 1 for RTs and errors).
Discussion
The results show that the matching of local line orientations within pictures was affected by physical and semantic relations between the pictures surrounding the reference and target lines, although it was unaffected by the semantic relations between the pictures surrounding the reference and the distractor stimuli.
The effect of the relations between the pictures surrounding the reference and target lines demonstrates that participants did not selectively process the line segments within the stimuli. Apparently, participants found it difficult to ignore global information, specifying the identities of the objects, even though the task required responses only to local line segments.
This result is consistent with the studies discussed in the introduction showing global dominance (Navon, 1977; Pomerantz, 1983) . It also is possible that the processing of the local, internal line segments might have been impaired by the local segments composing the outline contour of the object. In a recent study using compound letters, Podrouzek et al. (1992) found that lateral masking of small letters by other small letters composing the global letter played a role in the faster overall RTs to the global letter and in the global on local interference effect (see also Martin, 1979) .
The benefits from physical and semantic relations between the pictures surrounding the reference and target stimuli presumably arise because physical and semantic matching operated before the outcome of matches based on local line orientations. Any lateral masking due to local lines having different orientations to the outline contour of pictures might also have played a role because it would selectively retard the processing of local orientation information from the line segment.
Unlike previous matching tasks based on the global shape , the global orientation, or the global size (Boucart & Humphreys, 1994) of objects, no effect of the semantic relations between the reference and distractor stimuli was observed. This suggests that the explicit processing of global information, in the previous research, led to more efficient activation of stored object representations than in the current research, in which global form was not coded explicitly and in which participants were required to attend only to local orientation information. Nevertheless, that some effects of the semantic and physical relations between the stimuli emerged indicates that global form was still processed.
In Experiment 1A, the length of the line segment was as long as the picture. This may not provide the optimal conditions for attending to local orientation information, which might be facilitated by using yet smaller internal lines. This was tested in Experiment lB.
Experiment 1B: Orientation Matching--Line Smaller
Than Picture
Method
The procedure was the same as that used in Experiment 1A, except that the length of the line segment was reduced. Unlike in Experiment 1A, it did not cover the whole length of the pictures hut was centered inside the picture. Its length was fixed at 20 pixels. The width was 2 pixels. An example is shown in Figure 3 .
Results
The mean RT was 564 ms, and the mean error rate was 5%. Matching was slower when the target was located on the left than when it was located on the right (573 vs. 555 ms), FI(1, 14) = 7.98, p < .013, and F2(1, 15) = 8.6, p < .01. There was no difference between the two spatial locations in terms of accuracy (left = 4.9%, right = 5.1%). No significant difference in performance was observed between the two semantic categories (animals = 562 ms and 5.4%, vehicles = 565 ms and 4.6%). RTs were longer and the error rate was higher for oblique line segments than for horizontal line segments (581 ms and 5.7% vs. 547 ms and 4.3%): RTs, FI(1, 14) = 8.82, p < .01, and F2(I, 15) = 40.46, p < .001; errors, F1 < 1 and F2 < 1.5. There were no significant interactions between these variables and the other experimental variables. The results presented in Figure 4 were averaged over target location, semantic category, and the orientation of the line segment.
The main effect of target condition was significant both for RTs, Fl(2, 28) = 20.3,p < .001, and F2(2, 30) = 12.81, p < .001, and for errors, Fl(2, 28) = 3.5, p < .08, and F2(2, 30) = 3.26, p < .05. The shortest RTs and the lowest error rates occurred with physically identical stimuli (536 ms and 3.2%), followed by the condition in which the pictures containing the reference and target lines were semantically related (572 ms and 5.5%): RTs, FI(1, 14) = 37.5, p < .001, and F2(1, 15) = 20.73,p < .001; errors, FI(1, 14) = 4.3, p < .055, and F2(1, 15) = 3.55, p < .076. The longest RTs and the highest error rates occurred with semantically unrelated pictures (582 ms and 6.2%); however, the difference in performance between semantically related and semantically unrelated pictures was not statistically significant.
There was a significant main effect of the distractor condition on RTs but not on errors. Matching times were longer when the picture containing the distractor line was semantically related to the reference object than when it was semantically unrelated (573 and 5.5% vs. 551 ms and 6.2%): RTs, FI(1, 14) = 12, p < .004, and F2(1, 15) = 8.51, p < .01.
The mean RT was 55 ms longer in Experiment 1B than in Experiment 1A, FI(1, 28) = 2.36, ns, and F2(1, 30) = 88.8, p < .001, but the error rate was slightly lower (by 1.8%, both Fs < 1.5) in Experiment lB. No significant interactions were observed between experiment and target condition (Fs < 1) and between experiment and distractor condition: RTs, Fl(2, 56) = 2.98, p < .09, and F2(2, 60) = 1.86, ns; errors, Fs < 1.
REFERENCE
TARGET DISTRACTOR Figure 3 . Example of the stimuli used in Experiment lB. The attended line segment was smaller than the picture.
Discussion
Like in Experiment 1A, there was an advantage for line matching when the pictures surrounding the reference and target lines were physically identical relative to when they were nonidentical. In Experiment 1B, there was no facilitation for semantically related targets over semantically unrelated targets, although performance was affected by the semantic relations between the pictures surrounding the reference and distractor lines. RTs were longer when the picture containing the distractor was semantically related to the reference stimulus relative to when the pictures were unrelated. The fact that effects of both form (the advantage for physically identical items) and semantic information (the interference from semantically related distractors) were again found here, with smaller line segments than in Experiment 1A, suggests that the processing of the surrounding objects in Experiment 1A was not due to the line segment being as long as the picture. When the internal lines were as long as the surrounding pictures, participants might have found it difficult to focus attention on the relevant local part. Here, lines were four or five times smaller, but still participants apparently could not prevent form and semantic information being activated by the pictures surrounding the line. Participants were unable to process the line segments without also processing the surrounding more global forms. However, before concluding this, we needed to ensure that activation of semantic and form information from the pictures was due to an inability to attend selectively to local form information rather than it simply being the case that all form information is able to affect matching responses irrespective of the nature of the selection cue (at least when the selection cue is based on form rather than, say, color or luminance; see Boucart & Humphreys, 1994) . To test this in Experiment 1C, the critical lines were longer than the pictures. If evidence for automatic access to semantic information in Experiments 1A and IB resulted from difficulties in restricting attention to local information, we would expect semantic effects to be minimized when the pictures are small relative to the size of the lines.
Experiment 1C: Orientation Matching--Line Longer Than Picture
Method same as that used in Experiment 1A. An example is shown in Figure 5 .
Results
The mean RT was 445 ms, and the mean error rate was 3.1%. Performance was not affected by the spatial location of the target (left = 446 ms and 3.2%, fight = A.A.~ ms and
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The size of the 16 pictures was half that of the pictures used in Figure 5 . Example of the stimuli used in Experiment 1C. The Experiments 1A and lB. The length of the line segments was the attended line segment was longer than the picture. 3%). There was no significant difference in performance between animals (445 ms and 3.7%) and vehicles (445 ms and 2.5%). RTs were unaffected by the orientation of the line segment, but accuracy was higher for horizontal than for oblique lines (445 ms and 2.3% vs. 444 ms and 3.1%), FI(1, 14) = 6.22,p < .026, and F2(1, 15) = 8.22,p < .011. There were no significant interactions between these variables and the other experimental variables. The results presented in Figure 6 were averaged over target location, semantic category, and the orientation of the line segment. The main effect of target condition was significant both for RTs, Fl(2, 28) = 13.1,p < .001, and F2(2, 30) = 12.09, p < .001, and for errors, Fl(2, 28) = 6.7, p < .004, and F2(2, 30) = 6.42, p < .004. It resulted mainly from an advantage for physically identical stimuli relative to nonidentical stimuli. The mean RTs and error rates for identical stimuli were 428 ms and 1.6%, whereas they were 451 ms and 3.1% for semantically related pictures: RTs, FI(1, 14) = 13.2, p < .001, and F2(1, 15) = 16.15, p < .001; errors, FI(1, 14) = 7.5,p < .015, and F2(1, 15) = 9.81,p < .007. There was no difference in performance between semantically related and semantically unrelated pictures (for the latter condition, 457 ms and 4.8%, both Fs < 1 for RTs and F1 and F2 < 2.5 for errors). RTs and the error rates were equivalent regardless of whether the picture containing the distractor and the reference object were semantically related (446 ms and 3.2%) or not ('!.'!. A, ms and 3%).
A comparison of Experiment 1C with Experiment 1A, with identical size line segments, showed a reliable benefit (64 ms) for Experiment 1C relative to Experiment 1A, FI(1, 28) = 3.89, p < .059, and F2(1, 30) = 211, p < .001; accuracy also was higher (by 3.7%), FI(1, 28) = 6.11, p < .02, and F2(1, 30) = 18.15, p < .001. The interaction between experiment and target condition approached significance for RTs, Fl(2, 56) = 2.86, p < .065, and F2(2, 60) = 3.03, p < .056, but not for errors. No interaction was found between experiment and distractor condition (Fs < 1.5 for RTs and errors).
Discussion
Increasing the length of the target line relative to the picture eliminated semantic interference. There was no facilitation attributable to semantic relations between the pictures surrounding the reference and target lines and no interference from semantically related distractors. There remained an effect of physical identity, however. This indicates that some aspects of the picture's form were processed but that perhaps insufficient form information might have been processed to activate stored semantic representations.
Overall RTs were shorter and accuracy was higher in Experiment 1C than in Experiment 1A. The longer RTs in Experiment 1A were most likely attributable to a higher degree of lateral masking of the target line by the surrounding outline contour of the objects relative to when the target line extended beyond the outline contour (in Experiment 1C). Results of Experiments 1A and 1B show that attention to local information (the target line) was not sufficient to prevent semantic information from being processed. By contrast, results of Experiment 1C suggest that semantic effects do not always arise when participants attend to form information in the current paradigm, but they do under conditions of global dominance (in Experiments 1A and 1B but not in Experiment 1C). Global dominance might have been attributable to several factors here, including attentional priority given to the larger pictures over the smaller target lines, the masking of local lines by the global target pictures, or both. In Experiment 1C, the lower identifiability of the picture might have provided a temporal advantage to the processing of line orientation relative to the processing of semantic information from the object. This point was examined in a control naming task (in Experiment 1D). We also tested whether the effect of semantic relations between stimuli found in Experiments 1A and 1B would result from semantic or from form similarity because physical similarity may be correlated with members of the same semantic category (in Experiment 1E). In Experiments 2 and 3, we explored whether attention to global shape can be prevented when participants attend to and use color rather than form information for responding. Stimuli. The stimuli were the large pictures used in Experiment 1A and the small pictures used in Experiment 1C. The length of the line segment was the same in the two types of pictures. An oblique line segment was drawn on half of the pictures (16 large and 16 small). The line was horizontal on the other half. Procedure. A f'Lxation point was centrally displayed for 500 ms. It was followed, 500 ms later, by a single picture displayed centrally for 150 ms. The picture was presented for 150 ms. Participants were asked to name the picture. They were told that a line segment was drawn on the object but that they had to ignore it. Participants were told that both exact names and category names were accepted as response. They spoke into a microphone connected to a voice key. The voice key was connected to the computer. Half the participants were presented with 4 animals and 4 vehicles as large pictures and the other 4 animals and 4 vehicles as small pictures. The reverse order was used for the other half of the participants. In both groups, pictures were presented once with a horizontal line segment and once with an oblique line segment. The two orientations of the line segment and the two sizes of the pictures were distributed randomly.
Results and Discussion
Large pictures were named significantly faster than small pictures (794 vs. 878 ms), FI(1, 15) = 19.86, p < .001, and F2(1, 15) = 16.86, p < .001. The longer identification time for small pictures could account in part for the lack of semantic interference observed in Experiment 1C because, with the small pictures, information about the orientation of the target line might have been available before semantic information derived from the object. However, the relative speed of access to semantic information could not explain completely the presence or absence of semantic interference in Experiments 1 because large pictures should have been less masked by the small line segment (in Experiment 1B) than by a segment that was the same length as the object (in Experiment 1A ). Yet, semantic interference was equally large in the two structures. Stimuli. The stimuli were the 8 animals and the 8 vehicles used in the previous experiments. There was no line segment drawn on the pictures. Procedure. A fixation point was displayed for 500 ms and followed 500 ms later by a pair of pictures displayed to the left and fight of futation. Participants were asked to rate the two pictures on the basis of their physical similarity, including the global shape and local physical attributes, and to ignore the semantic relations between the stimuli. The rating was based on a 7-point scale ranging from 0 (very different) to 6 (very similar). The pair of pictures was displayed until a response was made. The keyboard of the computer was used for responding. Each of the 8 pictures from each semantic category was associated once with the seven pictures from the same semantic category and once with the 8 pictures from the other semantic category (without repetition; e.g., carrabbit vs. rabbit-car). There were thus 28 pairs of animals, 28 pairs of vehicles, and 64 animal-vehicle pairs.
On average pairs of animals were judged more similar than pairs of vehicles (3.05 vs. 2.02), FI(1, 9) = 45.9, p < .001, and F2(1, 15) = 5.4, p < .035, and animal-vehicle pairs (3.05 vs. 1.67), FI(1, 9) = 32.6, p < .001, and F2(1, 15) = 22.6, p < .001. Pairs of vehicles also were rated as being more similar than animal-vehicle pairs (2.02 vs. 1.67), FI(1, 9) = 6,p < .036, and F2(1, 15) = 2.2, ns. The global effect of pair type was significant, Fl(2, 18) = 30.33, p < .001, and F2(2, 30) = 8.48, p < .001. For animals and vehicles, the effect of similarity was mainly due to three pictures (fox, bear, and mouse for animals and car, train, and tractor for vehicles). Except for these pictures, there was a high between-subjects variability in the pairs judged to be similar. We tested whether the similarity rating was correlated (a) with the RTs observed for semantically related and unrelated target and reference pairs in Experiment 1A and (B) with the RTs observed for semantically related and unrelated reference and distractor pairs in Experiment lB. Spearman rank order correlation coefficients (rs) were used for this measure. If the effect of semantic relations between stimuli were attributable to physical similarity, RTs should be faster for semantically related target and reference pairs having a high physical similarity rating in Experiment 1A. Also, in Experiment 1B, RTs should be longer for semantically related reference and distractor pairs having a high similarity rating. There were 64 semantically related and 64 semantically unrelated pairs of pictures in each Experiment (see the General Method section). Because the same pairs were used when the target (or distractor) was located to the left and fight of fixation, the RT for each pair was averaged over the two spatial locations, thus yielding 16 pairs of animals, 16 pairs of vehicles, and 32 pairs of unrelated stimuli (animal-vehicle). None of the correlations were significant: In Experiment 1A the correlations were .255 for the 16 pairs of animals, .160 for the 16 pairs of vehicles, and .046 for the 32 animal-vehicle pairs; the overall correlation between the similarity rating and the RTs for the 64 pairs was .064. In Experiment 1B, the correlations were .264 for the 16 pairs of animals, .502 for the 16 pairs of vehicles, and .086 for the 32 pairs of unrelated stimuli. Even though physical similarity might have played some role in performance, the low level of similarity involved (3.05 for animals and 2.02 for vehicles), and the lack of significant correlation between RTs and the physical similarity ratings, suggest that it cannot completely explain the effect of semantic relations between stimuli found in the matching tasks.
Experiment 2A: Color Matching--High Discriminability
In Experiment 2A, we used the stimuli from Experiment 1B (with relatively large pictures to relatively small target lines), but we asked participants to match line segments in reference and target stimuli on the basis of their color.
Me~od
The stimuli were the same as those used in Experiment 1B, except that the line segment was colored red or green. The outline contour of the objects was always black, and the line segment was always horizontal. Participants had to match the line segments drawn in the pictures on the basis of their color instead of their orientation. Participants responded by pressing the left or the right key according to the spatial location of the picture containing a line segment having the same color as that of the line in the reference object.
Results
The mean RT was 405 ms, and the mean error rate was 2.1%. There was no significant difference between left targets (405 ms and 1.8%) and fight targets (405 ms and 2.4%). Performance was similar for the two semantic categories (animals = 408 ms and 2.1%, vehicles = 401 ms and 2.1%). No significant difference was found between the two colors (red = 409 ms and 2.2%, green = 400 ms and 2%). There was no interaction between these variables and the other experimental variables. The results presented in Figure 7 were averaged over target location, semantic category, and color.
Unlike in the previous experiments, no effect of target condition was observed. Performance was similar regardless of whether the object surrounding the target line seg- ment was physically identical to the reference (401 ms and 2.2%), physically different and semantically related (407 ms and 1.6%), or semantically unrelated (407 ms and 2.7%; both Fs < 1 for errors). Performance also was unaffected by the semantic relations between the reference object and the picture containing the distractor line segment (semantically related = 406 ms and 2.3%, semantically unrelated = 403 ms and 1.9%). The data from Experiment 2A (the color matching task) were compared with those from Experiment 1B (the orientation matching task), in which line segments were matched in length. RTs were faster in the color matching task (by 159 ms), FI(1, 28) = 27.9, p < .001, and F2(1, 30) = 704.3, p < .001, and accuracy was higher (by 2.9%), FI(1, 28) = 7.2, p < .01, and F2(1, 30) = 28.63, p < .001, relative to the orientation matching task. There also were reliable interactions between task and picture conditions. Experiment interacted with both the target condition, Fl(2, 56) = 11.3, p < .001, and F2(2, 60) = 10.56, p < .001, for RTs, and Fl(2, 56) = 2.67, p < .078, and F2(2, 60) = 2.58, p < .07 for errors, and the distractor condition, Fl(2, 56) = 6.3, p < .02, and F2(2, 60) = 4.4, p < .044, for RTs and Fs < 1.5 for errors.
Discussion
When target line segments were colored and a color matching task was used, there were no effects of either physical identity or semantic relations between the pictnres surrounding the reference, target, and distractor lines. This result is similar to that reported by Boucart and Humphreys (1994) , who used a color-matching task based on the color of outline drawings of objects. In Experiment 2A, we chose optimal conditions for semantic interference to appear because the surrounding picture had a larger angular size than the line segment and semantic interference had been found in these conditions in an orientation matching task (Experiment 1B). Nevertheless, semantic effects were eliminated.
However, note that the mean RT was shorter in the color matching task than in all orientation matching tasks. Because the two colors (red vs. green) were easy to discriminate, and the two colored line segments emerged easily from the surrounding picture, it might be that the lack of semantic interference was attributable to color processing being completed before semantic information from the object became available for decision. These points were examined (a) in Experiment 2B using colors that were more difficult to discriminate and (b) in Experiment 3 using a colored line segment that emerged from the surrounding black picture in an orientation matching task.
Experiment 2B: Color Matching--Low Discriminability
Method
The stimuli and the line segment were the same as those used in Experiment 2A. The only difference was that two colors were more difficult to discriminate. The line segments were colored in light blue or in light green. Participants were asked to decide which of the two lateral line segments had the same color as the line drawn in the reference picture.
Results
The mean RT was 545 ms, and the mean error rate was 3.4%. No significant main effect of the spatial location of the target was found (left = 548 ms and 3.2%, right = 542 ms and 3.7%; Fs < 1). RTs and accuracy were equivalent for animals (543 ms and 3.8%) and vehicles (546 ms and 3%). Blue line segments were matched faster but less accurately than green segments (532 ms and 4.2% vs. 558 ms and 2.7%): RTs, FI(1, 14) = 10.8, p < .005, and F2(1, 15) = 8.27, p < .012; errors, Fs < 1.5. No interaction was found between these and the other experimental variables. The results presented in Figure 8 were averaged over target location, semantic categories, and the color of the line segment.
RTs and errors were equivalent for the condition of physical identity (545 ms and 3.3%), for semantically related items (544 ms and 2.9%), and for semantically unrelated items (544 ms and 4%; Fs < 1 for RTs and errors). Performance was not affected by the semantic relations between the pictures surrounding the reference and the picture contalning the distractor (semantically related = 547 ms and 3.7%, unrelated = 543 ms and 3.4%). No interaction was observed between target condition and distractor condition.
The results of Experiment 2B were compared with those of Experiment 1B (orientation matching on a small black line) and with Experiment 2A (color matching on easily discriminable colors). There was no significant difference in RTs and in accuracy between Experiment 1B (564 ms and 5%) and Experiment 2B (545 ms and 3.4%; Fs < 1.5 for both RTs and errors). Experiment interacted with target condition for RTs, Fl(2, 56) = 11.3, p < .001, and/;'2(2, 60) = 10.7, p < .001, but not for errors (Fs < 1). The interaction between experiment and distractor condition was not statistically significant, FI(1, 28) = 3.42, p < .075, and F2(1, 30) = 1.5, ns, for RTs and Fs < 1 for errors.
The comparison of the two color matching tasks showed an effect of the color discriminability. RTs were significandy longer (by 140 ms) with blue and green line segments than with red and green line segments, FI(1, 28) = 32.5, p < .001, and F2(1, 30) = 115.6, p < .001. There was no significant difference between experiments in the error rate, which was globally low. No interaction was found between experiment and target condition or between experiment and distractor condition.
Discussion
The results of Experiment 2B show that making the two colors more difficult to discriminate increased the averaged RT but still did not result in semantic interference. Performance was not affected by the semantic relations between the pictures surrounding the line segments, and there was not even an advantage for physically identical items. This result indicates that the lack of semantic interference in Experiment 2A was not attributable to the relative speed of processing of color and semantic information. Rather, it suggests that attention to local color information inhibits the processing of global form information from the surrounding picture.
In Experiment 3, we tested whether the lack of semantic interference observed in the color matching tasks would be attributable to participants being able to attend selectively to a color processing pathway for response purposes. The stimuli matched those used in the color matching tasks, but participants matched target lines on the basis of their orientation, not their color. Participants could use color to select the target line, but not for response purposes. Because form information (orientation) is necessary for responding, participants may be prevented from inhibiting form pathways. Under this circumstance, semantic effects may still arise.
Experiment 3: Orientation Matching--Red Line in Black Picture
Method
The stimuli and the line segment were the same as those used in Experiment 1B and 2A. The only difference from Experiment 1B was that the target line was another color: red in a black outline drawing of an object. The only difference relative to Experiment 2A was that orientation matching was used instead of color matching as the participants' task. Participants were asked to decide which of the two lateral line segments had the same orientation (oblique or horizontal) as the line in the reference picture. The line segments were always red.
Results
The mean RT was 530 ms, and the mean error rate was 4.2%. There was no effect of the target location (left = 530 ms and 4.3%, right = 530 ms and 4.1%). Performance was equivalent for the two semantic categories (animals = 530 ms and 3.9%, vehicles = 530 ms and 4.4%). There was a slight tendency for horizontal line segments to be matched more accurately than oblique lines (532 ms and 3.7% vs. 528 ms and 4.6%; Fs < 1). No interaction was found between these and the other experimental variables. The results presented in Figure 9 were averaged over target location, semantic categories, and the orientation of the line segment.
The main effect of target condition was significant both for RTs, Fl(2, 28) = 21.1, p < .001, and F2(2, 30) = 8.66, p < .001, and for errors, Fl(2, 28) = 5.48, p < .009, and F2(2, 30) = 9.58, p < .001. RTs and errors increased from the condition in which the picture surrounding the reference and the picture surrounding the target were physically identical (508 ms and 2.3%) to the conditions in which they were physically different and semantically related (530 ms and 4.5%): RTs, FI(1, 14) = 23.03, p < .001, and F2(1, 15) = 9.59,p < .007; errors, FI(1, 14) = 3.2,p < .08, and F2(1, 15) = 3.7, p < .073. RTs and errors again increased from the condition in which the pictures were semantically related to the condition in which they were semantically unrelated (552 ms and 5.6%): RTs, FI(1, 14) = 12.5, p < .003, and F2(1, 15) = 4.05, p < .062; errors, FI(1, 14) = 2.7, ns, and F2(1, 15) = 5,29, p < .036.
Performance was not significantly affected by the relations between the picture surrounding the reference and the picture surrounding the distractor (semantically related = 533 ms and 4.6%, semantically unrelated = 527 ms and 3.7%: Fs < 1.5). There was a tendency for an interaction between the target and distractor conditions: RTs, Fl(2, 28) = 3.3, p < .054, and F2(2, 30) = 4.2, p < .024; errors, FI(2, 28) = 3, p < .064, and F2(2, 30) = 2.15, ns. As can be seen from Figure 9 , this was attributable mainly to the unrelated target condition. In that condition alone, RTs were longer and the error rate higher when the picture surrounding the reference and the picture surrounding the distractor were semantically related than when they were unrelated (564 ms and 7.1% vs. 540 ms and 4.2%): RTs, FI(1, 14) = 3.58, p < .079, and F2(1, 15) = 2.56, ns; errors, FI(1, 14) = 3.3, p < .087, and F2(1, 15) = 5.4, p < .034.
Comparisons were made between Experiment 3 and Experiments 1B and 2B. RTs were 34 ms shorter in Experiment 3 than in Experiment lB. The difference was significant for pictures, but not for participants as a random variable, F1 < 2 and F2(1, 30) = 8.41,p < .001. There was no significant difference in accuracy (0.8%) between the two experiments. Most importantly, there was no interaction between experiment and target condition, Fl(2, 56) = 1.07, ns, and F2(2, 60) = 1.61, ns, for RTs and Fs < 1 for errors, and between experiment and distractor condition, Fl(2, 56) = 1.41, ns, and F2 < 1 for RTs and FI < 1 and F2(2, 60) = 2.53, ns, for errors. The effects of the physical and semantic relations between the pictures did not differ across the experiments.
Comparisons of Experiment 2B and Experiment 3 showed that RTs were 15 ms faster in the orientation matching task (in Experiment 3) than in the color matching task (in Experiment 2B), F1 < 1 and F2(1, 30) = 3.66,p < .065. There was no significant difference in accuracy between the two experiments (0.8%; Fs < 1). Experiment interacted with target condition for RTs but not for errors, Fl(2, 56) = 10.58, p < .001, and F2(2, 60) = 4.6, p < .014. No significant interaction was found between experiment and distractor condition.
Discussion
In contrast to when participants were required to match target lines for color (in Experiments 2A and B), performance was affected by the physical and semantic relations between the pictures here. RTs were faster when the pictures surrounding the reference and target lines were physically identical and when they were semantically related relative to when they were semantically unrelated. Also, when reference and target pictures were unrelated, RTs were slowed when the picture surrounding the distractor was semantically related to the picture surrounding the reference relative to when they belonged to different semantic categories. Results of this experiment show that a salient color difference between local and global stimuli (in this case, internal lines and surrounding pictures) was insufficient to prevent semantic information from the global stimuli becoming activated. Nevertheless, the color difference between the internal line and the surrounding picture in Experiment 3 facilitated performance relative to when the line and the picture were the same color (in Experiment 1B). Apparently, participants were able to use the color difference between the line and the picture to help select the line more easily, but this had no effect on semantic interference. Again, this suggests that the mechanism underlying semantic interference here was not based on relative speed of processing of form and color information. We expand on the implications of these results for understanding the mechanisms of selection in vision next.
General Discussion
On the basis of previous studies showing semantic effects in form matching tasks (Boucart & Hurnphreys, 1992 , we conducted eight experiments designed to test the importance of global dominance in producing semantic effects on matching and the relations between mechanisms of selection using color and form information.
Global Dominance and Semantic Processing of Objects
On the basis of results from previous studies, we suggested that when participants attend to the global properties of objects (their overall orientation, size, or shape), there is automatic access to stored semantic representations, with consequent effects of the semantic relations between the stimuli even on physical matching tasks . In the picture matching procedure we have used, participants could adopt a "distributed" mode of attention (cf. Treisman, 1993) because the pictures surrounding the target and distractor lines were presented away from the fovea and the location of the target was unpredictable. Under this circumstance, attention may be captured by the global properties of form, even when the task requires attention to local information (the line segment). This proposition was supported by the data from Experiment 1 here, which required participants to match for orientation lines internal to pictures. Nevertheless, effects of the physical and semantic relations between the stimuli occurred when the lines were internal to the pictures (Experiments 1A and 1B). When the lines were longer than the pictures and extended beyond them, semantic effects on matching were eliminated (although effects of physical identity between reference and target stimuli remained, indicating that some processing of the picture forms still took place).
The global dominance apparent in Experiments 1A and 1B may be due to several factors. When the pictures were larger than the lines, the lines may have been subject to lateral masking, slowing down their processing relative to the processing of the pictures. Indeed, keeping line length constant, overall RTs were faster when the pictures were smaller than the lines (in Experiment 1C relative to Experiment 1B). In addition, there may be attentional priority given to more global over more local forms (Robertson et al., 1993; Ward, 1982) . Whichever the case, the net result will be that participants attend to the global shapes of the pictures, which then activate their associated semantic representations.
Although the current evidence indicates that participants attended to the global shape of the pictures surrounding the reference and the target lines, the magnitude of the semantic effects were smaller than in our prior studies in which the tasks required matching on the global properties of shapes; in addition, effects of both the semantic relations between reference and target pictures and between reference and distractor pictures were not always reliable (in contrast to the effects reported by . From this, we presume that tasks requiring the explicit matching of global shape, and attention to be sustained to global properties of objects, lead to more effective activation of stored object representations than tasks in which attention is first drawn to the global properties of shapes (as we suggested earlier) and then focused on local properties (the internal line).
Selection by Color and Form
Global dominance, of the surrounding pictures over the internal lines, is not inevitable. In Experiments 2A and 2B, the line and the pictures differed in color and the task required color matching. In these experiments, effects of both the physical and semantic relations between the pictures were eliminated, replicating previous studies using color matching (Boucart & Humphreys, 1994) . This effect occurred regardless of whether colors were easy or difficult to discriminate. Moreover, matching the difficulty of the orientation and the color matching tasks did not produce semantic interference in the color matching task, suggesting that the lack of semantic interference was not attributable to the output of color processing being available before semantic information from the pictures.
However, color matching per se does not seem crucial. Boucart et al. (1995) had participants match stimuli on the basis of the percentage of a particular color integrated across a shape boundary; semantic effects on matching were found. Furthermore, color differences between local and global stimuli are not sufficient to eliminate activation of semantic representations. In Experiment 3, local lines differed in color from their surrounding pictures, but the task involved the matching of line orientations; semantic effects again were apparent. On the basis of these results, we conclude that what is crucial is the coupling together of the task (e.g., in which color can be used directly for response purposes) and the fact that color does not need to be integrated along a global contour for matching to take place. When local color information can be used directly for responding, participants may inhibit form-processing path-ways, preventing the pictures surrounding the reference, target, and distractor lines from activating their stored representations. We suggest that form-processing pathways are not inhibited when (a) color has to be integrated along the global contour of the picture (as in Boucart et al., 1995) or (b) local lines are matched for form information (orientation). When form pathways are not inhibited, attention in the form domain initially may be captured by global shape, at least under the current display conditions. This initial capture may be sufficient for semantic representations to be activated, even if the selection of local elements is facilitated subsequently by color differences between the local elements and the surrounding global shapes (as in Experiment 3).
These arguments are consistent with recent proposals that there may be independent mechanisms of selection in vision (Duncan, 1996; Humphreys, Olson, Romani, & Riddoch, 1996; Humphreys & Riddoch, 1994) . Here, we suggest the existence of at least two mechanisms relating to selection by color and by form. Selection by color involves the inhibition of form-processing pathways, such that activation within color pathways alone may determine responses. This selection strategy can be used when tasks require matching across local spatial areas, but not when color must be integrated along a contour for matching to occur (as in Boucart et al., 1995) . Selection in the form domain operates independently of selection by color (involving inhibition of the form pathway) and is involved in the current matching task whenever the form pathway is not inhibited. Under the current conditions, selection by form is subject to global dominance in which global forms are selected initially (and activate their associated semantic representations) and form information that is spatially more local is selected later in time. We propose that, even when local forms can be selected by color differences relative to their global forms (as in Experiment 3), selection operates within the form domain. This might be captured by spatial, "zoom lens" models of visual selection (Eriksen & Yell, 1985) in which attention in the form domain is based on the application of an "attentional window," within which stimuli are subject to high-resolution processing. Under conditions of distributed attention (as here), the window is focused from global to local form over time (Navon, 1977) . This focusing process can be facilitated by local color, but, providing the task requires form processing (as in Experiment 3), there remains fast, automatic access to global form properties and associated semantic representations. In contrasting circumstances, color matching may require integration along a contour (as in Boucart et al., 1995) . We propose that the form pathway cannot be inhibited under this circumstance because activation in the form pathway is needed to select the spatial area over which color information (in the color pathway) is integrated. Because the form pathway is not inhibited, selection within this pathway operates and is biased toward global shape. To explain the resultant semantic effects on color matching (see Boucart et al., 1995) , we propose that semantic representations, once activated, make their outputs available to decision mechanisms. In a task requiring responses based on a target's location, as in the current research, location responses are biased by the semantic relations detected between reference and either target or distractor objects. When reference and target pictures are related semantically, the response for the target's location is supported; when reference and distractor pictures are related, the response for the distractor's location is supported. Such automatic influences on decision mechanisms may be eliminated only when participants can prevent input to the form pathway from taking place by selective inhibition of the form pathway. A framework illustrating the proposed relations between selection by form and by color is given in Figure 10 .
The account we have proposed supposes that there are independent processing pathways for form and color informarion (Livingstone & Hubel, 1987; Maunsell & Newsome, 1987) but that activation within one pathway can influence activation in the other. Neurophysiological evidence for cross-influences across pathways comes from work showing lateral connections between area V3 containing cells selective to form information and area V4, more specialized in the processing of color information (see Ungerleider, 1989, and Zeki, 1990 , for reviews), and from studies showing that some cells in the inferotemporal cortex respond to joint properties of color and form (Tanaka, Saito, Fukada, & Moriya, 1991) . These latter cells may form the neurophysiological substrate on which joint color-form influences operate. Neuropsychological evidence for such cross-tasks can be found in the study of an achromatopsic patient reported by Humphreys et al. (1992) . This patient was markedly impaired at color matching, presumably because of damage within the color processing system or to outputs from this system to decision mechanisms. Nevertheless, detection by the patient of a luminance-defined edge Figure 10 . A single framework for understanding the relations between selection by color and by form. In this framework, there are separate processing pathways for color and form information, but activation within each pathway can be coupled to activation within the other pathway to influence selection (a). In addition, another form of selection can involve inhibition of the form pathway (b), when participants can attend to and use color information alone for response purposes.
was facilitated if a color difference also was present than if it was absent. Such a facilitation effect may come about by activation in the color system being mapped onto common locations in the form processing system (for the detection of luminance defined edges), even if outputs from the color system are impaired. There are two final points concerning the relations between our results and others in the literature. We found that a color difference between the local line and the global picture shape failed to produce effective filtering when participants responded to line orientation. This contrasts with a prior report by Humphreys (1981a) on selection by color. Humphreys had participants respond to the orientation of a member of a pair of double bracket stimuli [(), ((,) (, or )) ]. When the brackets were the same color, responses to the target brackets were affected by the orientation of the other (distractor) brackets (see also Humphreys, 1981b; Pomerantz & Schwaitzberg, 1975) . This effect was eliminated when the brackets differed in color and participants could reliably attend to the color of the target brackets. However, there are several differences between that study and the current experiments. First, in Humphreys's study, participants could attend reliably to one particular color across trials; here (in Experiment 2), the target color was cued by the reference object. It may be that color selection is more efficient when a template is maintained across trials than when it is established on each trial (cf. Cbelazzi et al., 1993) . Second, the measures of response interference (between brackets with opposite orientations in Humphreys, 1981a) and semantic effects on matching (the current research) tap different levels of processing. It may be possible to eliminate one without the other. For example, Driver and Tipper (1989) showed that response interference in letter identification tasks could be eliminated without necessarily affecting negative priming (slowed responding to targets that were rejected as distractors on prior trials). Third, the difference reflects the degree of global dominance in the two studies. We used stimuli in which participants responded to a local part within a larger, global whole. The bracket stimuli used by Humphreys (1981a) do not have an equivalent hierarchical structure, in that there is not a separate global shape independent of the nature of the local part. Attention to the global shape of the stimuli, within the form domain, may be particularly difficult to prevent when the global form surrounds and can be encoded separately from the color-cued internal part. Fourth, there was less positional uncertainty concerning the target location in Humphreys (1981a) than in our research (e.g., target lines always appeared within 1 ° of visual angle of fixation). As a consequence, a broader setting of the attentional window in the form domain may have been adopted here, leading to more pronounced global dominance.
Our findings also may appear to contrast with Stroop color-word interference tasks in which lexical information from the word impairs the naming of the color of the word in incongruent conditions (e.g., red written in green; McLeod, 1991), whereas we found that, when responding to color, semantic interference was eliminated. In fact, although our matching task and the Stroop paradigm differ on several points, our results are not incompatible with those classically observed in the color-word interference task. In particular, color naming requires access to semantic information derived through the form pathway. Under this circumstance, selection of color by inhibition of the form pathway may not occur because inhibition of the form pathway may lead to reduced accessibility to semantic information.
Overall, we suggest that there are independent mechanisms for selection in vision in separate form and color processing pathways. Selection by color can involve inhibition of the form pathway, which then prevents the bias for selection in the form pathway to be captured by global shape (at least under conditions of positional uncertainty concerning the target's location). However, this can be done only when local color is used for response purposes. Selection by pathway inhibition provides one way in which actions can be made efficiently to particular types of image properties.
