Abstract. Time and length scales of beach variability have been quantified using 16 years of beach surveys sampled at the Army Corps of Engineers' Field Research Facility, located on the U.S. Atlantic coast. Between 50% and 90% of the bathymetric variability at this site was explained by alongshore-uniform response over the approximately 1 km alongshore span of the surveys. Although the incident wave height variance was dominated by frequencies at or higher than 1 cycle/yr, more than 80% of the bathymetric variance at all cross-shore locations was explained by frequencies <1 cycle/yr. Interannual cycles consisting of sandbar formation, migration, and decay contributed to the lowfrequency variability. The observed behavior can be explained by a simple, heuristic model. The model assumes that bars migrate toward a wave height dependent equilibrium position. This position was shown to coincide with the wave "breakpoint." Additionally, the rate of bar response is taken to be variable and was empirically determined to be proportional to the wave height cubed. The net effect of a variable response rate is to shift the expected long-term mean sandbar position offshore, toward the equilibrium position associated with the largest waves. The model explained up to 80% of the observed bar position time series variance and up to 70% of the variance of bar crest velocity time series, which were extracted from three different sandbars. Characteristic bar response times (related to the inverse of the response rate) were found to be long relative to the characteristic timescale of the forcing (1 year in our case). As a result, transient response (i.e., bar position far from equilibrium) tended to persist for many cycles of the forcing. Transient bar behavior appears in the observations when bars formed near the shoreline or when outer bars decayed and inner bars faced a changed wave climate. While the present model is able to explain the evolution of these transients, it does not contain a mechanism for their introduction.
Introduction
On most natural beaches, unconsolidated sediments are arranged by wave action into a set of patterns, known collectively as the beach morphology. Most common are sandbars, which, typically, are shore parallel to rhythmic or irregular shoals. Sandbars are often found at locations having surf zones, whose width is modulated by variations in the incident wave climate. Changes in sandbar morphologies in association with changing wave conditions are often striking (Figure 1 ) and have been extensively documented [e.g., Sonu, 1969 Sonu, , 1973 Short, 1975 ; Wright and Short, 1984; Lippmann and Holman, 1990] . A primary goal of nearshore processes research has been to develop a set of predictive models for the generation and evolution of sandbar morphology under wave forcing. However, a prerequisite to this work is the development of a simplified description of the morphology in terms of a small number of param- which postulates that sandbars form at the location of initial wave breaking [Dean, 1973; Dally, 1987] or that existing bars would migrate toward this location [Sallenger et al., 1985; Sallenger and Howd, 1989 ]. Some studies found that changes in bar crest position were correlated with changes in wave conditions [Wright et al., 1985; Lippmann and Holman, 1990 ], suggesting that bathymetric evolution was dominated by the same weekly to seasonal timescales characteristic of wave-forcing variability (e.g., Figure 2 ).
In the variable wave climate observed in nature, beaches PLANT [Lippmann et al., 1993] ). Ruessink and Kroon [1994] (hereinafter referred to as RK94) provide a good example of long-timescale variability, based on an analysis of 30 years of annual beach profile surveys, collected over a 100-km-long coastline in Netherlands. They describe interannual sandbar cycles in these data consisting of bar generation near the shoreline, net seaward propagation, and final decay when sandbars reached the outer extent of the surf zone. Surprisingly, seaward sandbar migration took place without significant net sediment loss or gain from the system as a whole. Although the pattern of seaward migration was uniform over many kilometers of the coastline, Wijnberg and Terwindt [1995] showed that the characteristic duration of interannual sandbar cycles could change dramatically across sharp geographic boundaries. For example, the duration of sandbar cycles changed from about 15 to 4 years on opposite sides of a jetty despite similar forcing and geologic conditions. Long-term, seaward bar migration has also been observed on the U.S. east coast at the Army Corps of Engineers Field Research Facility (FRF), located at Duck, North Carolina. Using 3 years (1981) (1982) (1983) ) of the survey data at this site, Birkemeier [1985] [1993] observed that the decay of an outer bar was followed within 1 year by rapid offshore migration of an existing inner bar and generation of a new sandbar near the shoreline. These transitions occurred synchronously with large storm waves, where the wave height was several times the annual average. However, there were many apparently similar storms that did not precipitate new sandbar cycles.
The primary objective of the present study is to determine if a simple equilibrium beach response model can yield accurate predictions of interannual bar migration when forced with realistic, weekly to seasonally varying wave conditions. In the next section (section 2) a simple, heuristic, equilibrium model for cross-shore bar migration is developed and used to establish quantitative predictions that can be compared with observed sandbar response. In section 3 an extensive data set of more than 400 bathymetric surveys, collected over a 16-year period at the FRF, is introduced and described statistically. Using an approach similar to that of RK94, time series of sandbar properties needed to test the equilibrium model are extracted from the bathymetric data. In section 4 the migration of sandbar crests in response to variations in incident wave height is compared to predictions based on the equilibrium model. Discussion and conclusions follow in sections 5 and 6, respectively.
Equilibrium Theory
Beach morphology reaches equilibrium when time-averaged sediment transport gradients vanish everywhere. If we consider alongshore-uniform models, the cross-shore sediment trans-port must vanish everywhere. Process-based equilibrium models were derived by Bowen [1980] and Ballard and Inman [1981] . In these models, sediment transport was considered to be driven by several simple processes, including the tendency for offshore (downslope) transport driven by "stirring" due to oscillatory currents and the tendency for net onshore transport driven by a skewed velocity distribution or a mean current, At equilibrium the rate of sediment transport reduces to zero (if transport also vanishes at either the offshore or onshore boundary) and the resulting equilibrium profile can be found from a balance of the above terms. These process-based equilibrium models predict a monotonic cross-shore profile (e.g., h ---x 2/3, where h is depth and x is distance from the shoreline).
It seems reasonable that more complex morphologic patterns, such as shore-parallel and crescentic sandbars, may also represent equilibrium morphologies. In these cases a perturbation to the underlying concave profile could be provided by net transport driven by low-frequency wave modes [Bowen, 1980; Bowen and Huntley, 1984] . Holman and Bowen [1982] showed that realistic equilibrium (barred) bathymetries over a two-dimensional (2-D) horizontal domain could be produced in the presence of forcing from sets of edge wave modes.
Precise calculations of equilibrium morphologies require a complete description of the forcing and sediment transport at all locations, a daunting task. However, assuming that sandbars do approach an equilibrium state and that bar morphology is adequately described by only the cross-shore position of the bar crest (bar shape is assumed unchanging), it is possible to construct an idealized, equilibrium model to predict bar migration. One of the simplest such models constrains a bar to migrate toward a (time dependent) equilibrium position at a rate determined by both a (time dependent) response time and the instantaneous distance of the bar from the equilibrium position: 
where H is the wave height. In addition, we will assume that the equilibrium position of the bar crest is also a function of wave height:
Xeq(t ) --a2S(t). (3b)
This formulation (3b) is most readily viewed as a breakpoint hypothesis if a 2 relates the wave height at breaking to the cross-shore location of the breakpoint. However, it makes no ad hoc assumptions about the magnitude of a 2 and so could also be consistent with any other process that scales with wave height.
We 
Spatial Patterns of Variability
The use of the single morphologic parameter, Xc, to describe profile variability is only strictly valid for an alongshoreuniform sandbar having a fixed cross-shore spatial structure. We tested this assumption by estimating the fraction of the total temporal variance that was alongshore uniform. First, the three-dimensional bathymetric data, Z(x, y, t), were decomposed into a time-mean bathymetry (•) and deviations from the mean (Z'), Z(x, y, t) = z' (x, y, t) + 2(x, y). The shapes of these profiles in the north and south regions were similar, and hence they were similar to the data set average (Figure 6b ). Variance was low at the onshore limit of the surveys (in the dunes and back beach), and it was high The frequency content of each signal was examined by calculating the band-averaged spectra from each time series (Figure 9) . At all locations, more than 70% of the bathymetric variability was attributed to frequencies lower than 1 cycle/yr (the first two frequency bands). These frequencies accounted for more than 90% of the variability at the offshore locations.
To examine the alongshore nature of variations, the squared coherence and phase shift were calculated between northsouth pairs of time series extracted from the same mean depth but separated by approximately 1 km alongshore. In most cases where the coherence was high, phase shifts were near zero. Thus large-scale, alongshore-progressive features (which would appear as a linear trend in the phase versus frequency) were not responsible for the long-term sandbar cycles.
Profile response in the northern region was not always coherent with the response in the southern region. At the higher frequencies (f > 1 cycle/yr), low coherences may have been due to the reversing migration direction of sandbars. That is, if bars simply propagated offshore and the sample locations were offset relative to the initial crest position, the coherence would be high and the phases would increase with increasing frequency. Instead, since the direction of bar migration changed, the actual phase shifts changed sign, leading to poor coherence averaged over the entire record. The alongshore coherence was poor even at low frequencies at the inner two locations. If long-term sandbar cycles were responsible for low-frequency variations, then some characteristics of these cycles must have differed on either side of the pier. Differences in beach response on either side of the pier were quantified by examining the cross-shore-lagged correlation between profiles (rather than elevations at particular points) in the north and south regions (Figure 10a ). If beach response were uniform alongshore, correlations would be high (near 1) with the maximum at zero lag. Figure 10b shows that while there were extensive periods of high correlation at nearly zero lag, sections of the records also showed poor correlation and/or maximum correlation at unusually high lags (Figure 10c Table   1 .
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The amplitudes and wavelengths of all the sandbars exhibited large fluctuations. Significant amplitude and wavelength changes occurred over timescales that were comparable to the timescales of significant bar position changes. There were occasional, striking variations in bar wavelength, which resulted when bars divided (forming SPAWs). This occurred in 1988 (bar 2) and in 1992 (bar 3). In 1986 the wavelength of bar 2 doubled, as the inner bar apparently merged with the outer bar. Although interesting, we will not examine the variations of all bar parameters. Specifically, the model that we will test does not account for any changes in bar amplitude or wavelength.
Equilibrium Model Evaluation
The equilibrium models (equations (2c) and (4f)) make specific predictions about the relationships between the wave height (the forcing) and the bar response. We chose to represent the forcing with an estimate of the rms wave height at breaking. This choice for the forcing allows us to test the breakpoint hypothesis. We assume that the wave height at breaking is proportional to the water depth (Hi, = )'hi, [ Thornton and Guza, 1982] , where h l, is the depth at breaking). Using this assumption and linear wave theory, the estimated wave height at breaking is [Komar, 1974] (8) maximum predicted (equation (2c)) phase lag for bar response forced by wave height, and implies that the response time of this bar was long compared to the annual cycle (transient response could be relatively important). Bar 2 and bar 3 crest positions were both significantly correlated to wave height, at lags of i and 2 months. These lags correspond to normalized response times (a/to) of about 2 and 0.5, respectively. If the bar response times were truly constant, transient behavior would be expected to persist for less than half a year (bar 2) or as long as several years (bar 3). The response of bar 4 lagged behind the wave height fluctuations by 3 months, suggesting that the response time was again long compared to the annual cycle. Interestingly, the maximum correlation in this case was negative and indicated that large waves were correlated with onshore migration. The fact that bars 1 and 4 had longer response times may be related to the fact that both were outer bars, which were located in greater mean water depths (Table 1) and were potentially less influenced by wave action.
Variable Response Time Assumption
The variable response time model (equation ( As a final step before testing the model, we determined an optimum value for the power p. Figure 15a shows the beach response rate plotted against the monthly averaged breaking wave height. (The response rate was represented arbitrarily by the rms of the rate of change of the bathymetry, estimated over both the north and south study regions. Profile differences were estimated for survey pairs having a sample interval less than 60 days and at least 50% coverage of the profile between 0 and -8 m.) From a least squares regression of the data in log space (after subtracting a noise floor) it was found that p ---3 provided the best fit to the data (Figure 15b ). However, it should be noted that the results that follow are only weakly sensitive to p and will be similar for any p > 0. based on pier-end observations were not necessarily representative of the wave conditions in the vicinity of bar 3. As a result, the model skill was not significant in the bar 3 case unless it was applied to mild wave conditions. Neglecting the data for which wave heights were greater than 1.5 m, the model skill was again found to be significant (27% of variance explained, Figure 19) . Again 
Discussion
There is little doubt that the primary forcing for sandbar variability comes either directly or indirectly from offshore waves. Moreover, variations in ocean wave energy occur on storm and seasonal scales, with very little statistical variation from year to year (e.g., Figure 2 and Table 1 ). Thus it is one of the paradoxes of nearshore processes that sandbar variability is predominantly interannual in the face of this intra-annual forcing.
The model herein provides a simple solution to this problem. The proposed model suggests that sandbar migration is in the direction of an equilibrium position, consistent with traditional equilibrium thinking. However, an additional feature of the model is that the rate of migration also depends on wave height. The introduction of this rate term has two consequences. First, it yields a phase lag between variations in wave forcing and bar response that is consistent with observations of intra-annual variations (Figure 14) . Second, a finite response time implies that transients in the system, such as the generation of a new sandbar at a location that is far from its equilibrium location, can take a substantial amount of time to decay, yielding potentially large interannual signals. From the data, response time estimates were found to range from 0.2 to 1 year, with the longest response time associated with an outer bar. This suggests that outer bars may be more likely to exhibit a transient component of response and is consistent with the greater dominance of interannual variance at greater depths.
The breakpoint has been suggested in previous studies as a location for bar formation, primarily because wave breaking can drive processes such as undertow. It is suggested that undertow leads to sediment convergence at the breakpoint, forming the bar. The validity of this theory has not been demonstrated, although undertow has been linked to offshore bar migration [Thornton et al., 1996] . The model presented here makes no assumption about the role of breaking per se, just that the processes that drive bar response can be scaled by wave height. However, when the data were analyzed for a best fit estimate of a* the predicted equilibrium location was 2, found to be consistent with the wave breakpoint.
While this model is quite successful in being able to predict the evolution of a bar system through both a transient period as well as subsequent annual cycles, it does not explain the origin of the transients. The formation of sandbars, usually near the shoreline, and the decay of bars offshore remain observed but not well-explained phenomena that deserve much further research.
Conclusions
We have analyzed 16 years of surveyed beach elevations sampled at the Army Corps of Engineers' Field Research Facility, located on the U.S. Atlantic coast. Surveys were conducted within a region that spanned approximately 1 km alongshore and 1 km cross-shore and extended to depths greater than 8 m. This site typically had one or two sandbars, which varied from shore parallel to irregular. The 16-year mean and variance of the surveyed bathymetry were mostly homogeneous in the alongshore direction, except for anomalies near a pier (variance increased by factor of 2). In the cross-shore direction the variance was highest between the mean shoreline position and a mean depth of 3 m. Greater than 80% of the elevation variance was alongshore uniform within 300-m-wide (alongshore) subregions to the north and south of the pier. Between 50% and 90% of this variance was explained by alongshore-uniform response over the approximately 1 km alongshore span of the surveys (omitting the central 400 m). Alongshore variability was highest near the shoreline.
The incident wave height variance was dominated by frequencies at or higher than 1 cycle/yr (96% of variance), while more than 80% of the bathymetric variance at all cross-shore locations was explained by frequencies lower than 1 cycle/yr. Long-term sandbar cycles were at least partly responsible for the low-frequency variability. Three of the four sandbars in the northern half of the study area exhibited interannual cycles consisting of sandbar formation, seaward migration, and offshore decay. Similar patterns were observed in the south half, although two additional sandbar cycles occurred there.
An empirical, equilibrium model was formulated, which explained interannual sandbar response driven by predominantly annual forcing. The model assumed that bars migrate toward an equilibrium position that is scaled by wave height. Additionally, it assumes that bar migration occurs at a rate that is proportional to the wave height raised to the p th power (p = 3 yielded the best fit). The response of the bar position is phase lagged and damped, relative to the dominantly annual wave forcing. If the characteristic bar response time is long relative to the timescale of the forcing, any transients introduced into the system may persist for many cycles of the forcing. In addition, introduction of a wave height dependent response time shifts the mean bar position (after decay of a transient response) toward the equilibrium position associated with the maximum wave height. Transient bar behavior could be introduced when bars form near the shoreline or when outer bars decay and inner bars face a changed wave climate. The model did not contain a mechanism for introducing these transients.
Two free parameters, a characteristic response time and an equilibrium position scale, were estimated by minimizing the squared deviation between the equilibrium model prediction and the observed bar velocities. The calibrated model explained up to 80% of the observed bar position variability and between 25 % and 70% of the bar velocity variance of the three sandbars that were the focus of this study. The estimated response times for the three bars varied between 0.2 and 1 times the dominantly annual timescale of the forcing. Outer bars had longer response times. The estimated equilibrium location was consistent with a breakpoint position. first two terms on the right-hand side of (A9)) and the variance actually recovered by the interpolation process (the last term).
Appendix B: Significance of Correlation Estimates
Consider two time series that are uncorrelated. We wish to estimate a critical correlation value, 0crit(Ot, n *), such that the probability is c• that an estimate of the correlation exceeds this level by chance, owing to sampling errors in the sample statistics. Thus, if a correlation estimate exceeds the critical value, we may reject, with 100 (1 -a) percent confidence, the hypothesis that the true correlation is, in fact, zero. Using knowledge of the distribution of correlation estimates, we can estimate the critical value. In applications to real observations the number of observations n usually exceeds the true degrees of freedom n* because observations are serially correlated (i.e., not statistically independent) [Jenkins and Watts, 1969 We want to test the null hypothesis that a sample correlation estimate belongs to a population having zero true correlation. The sample correlation must fall below a critical correlation value, which can be calculated from the (1 -a) percentage point of the chi-square distribution:
2 __
Pcr,t X•(i --a)/n* (B3)
Since 0 is chi-square distributed with 1 degree of freedom, the mean (expected value (O)) is l. We use this relationship to estimate n * by assuming a constant proportionality factor such that n*= •n.
Inserting (B4) into (B2) yields 3, which can be used to estimate n* required in (B3):
In an application to the time-lagged correlation estimate, there are many estimates of ()2n) (one at each lag), so we 
