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Predicting missing links in real networks is an important problem in network science to which
considerable efforts have been devoted, giving as a result a vast plethora of link prediction methods
in the literature. In this work, we take a different point of view on the problem and study the
theoretical limitations to the predictability of missing links. In particular, we hypothesise that there
is an irreducible uncertainty in link prediction on real networks as a consequence of the random
nature of their formation process. By considering ensembles defined by well-known network models,
we prove analytically that even the best possible link prediction method for an ensemble, given by
the ranking of the ensemble connection probabilities, yields a limited precision. This result suggests
a theoretical limitation to the predictability of links in real complex networks. Finally, we show that
connection probabilities inferred by fitting network models to real networks allow to estimate an
upper-bound to the predictability of missing links, and we further propose a method to approximate
such bound from incomplete instances of real-world networks.
I. INTRODUCTION
Limits of predictability, the degree to which a system’s
state can be correctly forecasted, have been explored in
different contexts, including weather and climate [1], hu-
man mobility [2], and biological evolution [3]. One of
the causes that undermines perfect predictability in these
systems—apart from lack of information, observational
errors, or variability in their environmental conditions—
can be found in the inherent randomness of some of the
processes and phenomena that shape their organization
and behavior.
In complex networks [4], randomness not only domi-
nates the dynamical interactions between the states of
nodes in many dynamical processes [5], which limits the
ability to predict specific configurations of dynamical
states at any given time [6], but also link formation. The
structure of complex networks is far from deterministic
and can be modeled in a stochastic framework where the
likelihood of links to exist is characterized probabilisti-
cally. The set of link probabilities defines a network en-
semble, that can be studied to gain insight into some
specific network that can be considered to be an instance
of such ensemble instead of an independent entity.
This uncertainty in the likelihood of connections repre-
sents an intrinsic feature of networks that affects the pre-
dictability of their structure [7]. Link prediction meth-
ods [8, 9] are able to give information about missing or fu-
ture interactions in networks by exploiting the non-trivial
∗The two authors contributed equally to this work.
regularities in their organization—heterogeneous degree
distributions, high levels of clustering, degree-degree cor-
relations, communities—, at the local or at the global
level. Different link prediction methods typically give dif-
ferent results on the same network and, although some
methods may comparatively perform better than others,
it is not clear which is the best precision that can be
achieved.
Our hypothesis is that, regardless of how much link
prediction methods improve, they will always present an
irreducible lack of accuracy in real networks as a conse-
quence of the random nature of link-formation processes.
In this work, we address the question of what is the best
possible link prediction method for a given network en-
semble, and what is its maximal expected precision. We
find that, if a network is an instance of a network ensem-
ble, the best link prediction method simply corresponds
to ranking the likelihoods of missing links according to
the corresponding connection probabilities given by the
ensemble model, which suggests a theoretical limitation
to the predictability of links in real complex networks.
We name this strategy the Optimal Strategy (OS) for
link prediction. We first prove that the OS gives the best
possible link prediction method in networks belonging to
model ensembles. Then, we show that inferred connec-
tion probabilities in well-fitted network models allow to
estimate the limit to the predictability of missing links
in real networks.
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2II. THE OPTIMAL STRATEGY FOR A
RANDOM GRAPH ENSEMBLE
Our goal in this section is to calculate the upper-bound
for the maximal accuracy attainable by any link predic-
tion method in networks whose connectivity is described
in probabilistic terms. We compute the accuracy in terms
of precision, which measures the fraction of correctly pre-
dicted links as compared to the total number of missing
links. We consider ensembles EN defined as sets of net-
works G of N nodes generated by assigning undirected
links between pairs of nodes i and j with independent
pairwise probabilities {pij}, where the indices run from
1 to N . Therefore, every network in the ensemble is
weighted by a probability P (G), given by
P (G) =
∏
i<j
p
aij
ij (1− pij)1−aij , (1)
where the adjacency-matrix entries {aij} take the value
aij = 1 if i and j are connected or aij = 0 otherwise.
Therefore,
∑
G P (G) = 1.
Given a graph G, we construct observed graphs Gobs by
removing a fraction q of links selected randomly. A link
prediction methodM can be regarded as a map Gobs 7→
Ginf , or Ginf =M(Gobs), that produces a new graph Ginf
by adding predicted links to Gobs such that both G and
Ginf have the same number of links (we assume that the
number of missing links is known to the link prediction
method). Let Q ≡ Q(G,Gobs, Ginf) be the precision of
the prediction, defined as the fraction of predicted links
that belong to G. Thus, if Ginf = G, Q = 1.
For a given ensemble EN , the optimal link prediction
method, that is, the one maximizing the expected pre-
cision 〈Q〉 in link prediction experiments over ensemble
instances, is the one that generates Ginf from Gobs by
adding the links according to the connection probabili-
ties {pij} ranked in decreasing order. To prove it, we
compute the expected precision as
〈Q〉 =
∑
G
∑
Gobs
P (G,Gobs)Q(G,Gobs, Ginf)
=
∑
Gobs
P (Gobs)Q¯(Gobs, Ginf),
(2)
where P (G,Gobs) is the joint probability distribution for
a graph G in the ensemble and an observed graph Gobs.
We have defined Q¯(Gobs, Ginf) as the expected precision
of the link prediction method over all possible original
graphs yielding Gobs upon random removal of links. No-
tice that, in the summation over original graphs G, we
must take into account that Ginf is independent of G;
this is the crucial property leading to a limit to the pre-
dictability of missing links. Indeed, since more than one
original network G can generate the same Gobs upon ran-
dom link removal, it is impossible for any link prediction
method, which maps Gobs into the same inferred net-
work Ginf regardless of the original G, to give a perfect
prediction.
We now ask which is the link prediction method M
that maximizes the expected precision for a given ob-
served graph. After some calculations (see Appendix A),
we find that the average over graphs of the ensemble of
the precision given Gobs can be expressed as the scalar
product of two vectors,
Q¯(Gobs, Ginf) =
1
L
v¯ · vinf , (3)
where L is the number of missing links in Gobs with re-
spect to G. The dimension of the vectors equals the num-
ber M of potential links (disconnected pairs of nodes)
in Gobs. If we enumerate the ensemble probabilities
as {pl}, we can write v¯ =
(
qp1
1−p1+qp1 , . . . ,
qpM
1−pM+qpM
)
,
where each entry gives the probability that the corre-
sponding link, missing inGobs, is inG. The entries in vec-
tor vinf =
(
ainf1 , . . . , a
inf
M
)
correspond to the adjacency-
matrix elements of Ginf for the set of potential links of
Gobs.
The precision is then maximized when the vectors are
maximally aligned. By definition of the link prediction
method M, vinf is a vector containing L values equal
to one, while the rest of entries are zero. Clearly, the
maximum value for the precision will be obtained if its
non-zero entries are placed at the same positions where
the L largest components of v¯ are located. Therefore,
given that v¯i > v¯j ⇔ pi > pj , the best link predic-
tion method, the Optimal Strategy (OS), is the one that
adds the L missing links according to the highest connec-
tion probabilities in the ensemble. Moreover, we see that
the expected optimal precision for the observed graph is
given by the mean of the L largest components of v¯, that
is, by
Q¯(Gobs, G
opt
inf ) =
1
L
L∑
l=1
qpl
1− pl + qpl , (4)
where now index l runs over the set of potential links
of Gobs with the corresponding probabilities ordered in
decreasing order.
Finally, from the expression above, we observe that
the expected optimal precision goes to zero as the num-
ber of missing links decreases and it converges to the
mean of the top-L0 connection probabilities in the en-
semble —where L0 stands for the number of links in the
original graph G—, when q is maximal. In fact, the pre-
cision curve is an increasing function of the number of
removed links. This apparently counter-intuitive result
stems from the fact that, as the fraction of missing links
q increases, the ratio of missing links over potential links
in Gobs, given by
qL0
N(N−1)/2−(1−q)L0 , increases and so the
probability of missing an actually missing link decreases.
Therefore, the statistical power of the method, i.e. the
probability that the prediction of a missing link is cor-
rect, increases with q.
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FIG. 1: a-d: Precision as a function of the fraction of missing links for different link prediction methods on networks of four
different ensembles. For each ensemble and value of the fraction of missing links q, we generated 10 networks G and, for each
one of them, we generated 100 incomplete networks Gobs on which the link prediction methods were applied. The shaded
areas represent the standard deviation of the results. The pij curves correspond to the theoretical limit computed through
numerical simulations which implement the Optimal Strategy. In all cases, we have set N = 1000 nodes. Also, except for
the ER ensemble, we have set 〈k〉 = 10 and power-law degree distributions with exponent γ = 2.5. a: ER networks with
p = 0.2. b: Soft Configuration Model. c: S1 model with β = 1.5. d: Degree-corrected Stochastic Block Model with λ = 0.5
and 7 equiprobable blocks. e-f : Comparison between the OS predictability curve (analytical estimation) and the Structural
Consistency index [7] (details in Appendix D).
A. The Optimal Strategy on network ensembles
defines the OS predictability curve
We compared the predictability curve given by the
Optimal Strategy (OS predictability curve), computed
through numerical simulations (see analytical estima-
tion in Appendix C), against the precisions of several
link prediction methods on different network ensembles.
We consider six widely applied link prediction methods.
Four of them—Common Neighbors (CN) [10], Adamic-
Adar (AA) [11], Resource Allocation (RA) [12], and
Cannistraci-Hebb (CH) [13]—exploit local connectivity
patterns, while the other two—Structural Perturbation
Method (SPM) [7] and Fast probability Block Model
(FBM) [14]—are global (see Appendix B for details).
First, we considered the variant of the Erdo˝s-Re´nyi
(ER) model where all pairs of nodes have the same con-
nection probability p [15, 16]. We observe that link pre-
diction in ER networks is insensitive to the link predic-
tion method used. This result is easily understood from
our theoretical analysis, as all possible distributions of
the L values equal to one among the (otherwise zero)
different components of vector vinf yield the same scalar
product v¯ · vinf/L and, hence, the same precision. Thus,
all methods must give as a result the same precision curve
as the Optimal Strategy, which is supported by numeri-
cal evidence in Fig. 1a, where we report the precision as
a function of the fraction of missing links for the different
link prediction methods. Hence, we can now claim from
strong theoretical grounds that ER networks are unpre-
dictable, as conjectured in Ref. [7]. The curves also show
that the link prediction accuracy in ER networks is very
low, in accordance with previous reports [7, 17].
We also considered the soft Configuration Model
(sCM) [18], producing maximally random graphs with a
given expected degree sequence, the S1 model [19], pro-
ducing maximally random geometric graphs with given
expected degree sequence and level of clustering, and the
degree-corrected Stochastic Block Model (dc-SBM) [20],
a generalized block model that accounts for hetero-
geneities in the degrees to generate networks with given
mesoscopic structure, see details in Appendix E. The re-
sults are shown in Fig. 1b, Fig. 1c, Fig. 1d, respectively.
As expected, the Optimal Strategy —the best possible
method— gives the best results in all cases. All ensem-
ble models show link prediction accuracies significantly
above those for the ER ensemble, being the S1 ensemble
the one with the highest predictability and, at the same
time, the one in which link prediction methods perform
worse.
Our analysis emphasises the importance of identifying
correctly the ensemble to which a given network belongs
for an accurate prediction of missing links. To further
illustrate this point, we infer the ensemble connection
probabilities in the soft CM from observed, incomplete
networks and then use the resulting ranking as a link pre-
diction method, which we name the Configuration Model
Assumption (CMA). These connection probabilities are
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FIG. 2: Precision as a function of the fraction of missing links for different link prediction methods on eight real-world networks.
For each network and value of the fraction of missing links q, we generated 100 incomplete networks Gobs on which we applied
the link prediction methods. The pij curves correspond to the precisions given by the simulations of the Optimal Strategy
using the ranking of the inferred probabilities. a-d: Using the S1 model. e-h: Using the Dc-SBM model. In all plots, the
shaded areas represent the standard deviation of the results, typically larger for smaller networks.
easy to estimate. In the soft CM, each node i is as-
signed an expected degree which coincides approximately
with the resulting degree ki obtained in realizations of
the model. Hence, after randomly removing a fraction
q of links from an ensemble network, we expect the ob-
served degree of every node to become kobsi ≈ (1 − q)ki.
Thus, given the observed degrees kobsi in the incomplete
graph, we can estimate the original-network degrees and
approximate the connection probabilities accordingly us-
ing their definition, Eq. (E1) (see Eq. (E2)). We then
use the inferred probabilities as scores in link prediction
experiments on synthetic networks belonging to all the
considered ensembles. As the results in Fig. 1b-d show,
the CMA method works extremely well for networks
belonging to the soft CM ensemble, achieving a preci-
sion curve higher than any other link prediction method,
nearly matching the theoretical maximum given by the
OS predictability curve. However, the same link pre-
diction method fails when used on completely different
networks, like the S1-model ensemble networks. Interest-
ingly, the results for CMA are comparable to other link
prediction methods on dc-SBM networks, mainly due to
their explicit resemblance with the assumptions in the
sCM model (see Appendix E for details).
Finally, we compared the OS predictability curve with
the structural consistency index, see Fig. 1e-h. No-
tice that the structural consistency index, introduced in
Ref. [7] is not a link prediction method but it was pro-
posed to estimate the link predictability of a network
based on the assumption that removing a small subset of
links at random from the given network does not change
its structural features (further details in Appendix D).
However, our results show that the Structural Consis-
tency index gives bounds that are impossible to achieve
(see, for instance, the results for the ER ensemble and for
low values of q in the sCM and the dc-SBM ensembles).
Furthermore, it underestimates limits to link predictabil-
ity that are actually surpassed by some of the methods
used, like CMA in the sCM ensemble.
III. LIMITS TO LINK PREDICTION IN REAL
NETWORKS
Taken together, the results in the previous section sup-
port the claim that identifying the model that describes
accurately the connectivity structure of a real network
would give the best link prediction precision by applying
the OS, as long as the underlying ensemble connection
probabilities can be inferred from the observed graph.
A. The OS predictability curve in real networks
In general, the inference of the ensemble connection
probabilities from an observed real graph considered as
incomplete is a very difficult problem for models other
than the soft CM. Nevertheless, we can still evaluate the
predictability curve for real data using information given
by the original graph. The main idea is to infer the en-
semble probabilities from the original network, before any
links have been removed, and to use them to apply the
Optimal Strategy on link prediction experiments. The
resulting precisions hence indicate the limits of an ideal
5model-based link prediction strategy, that is, in which
the ensemble probabilities can be inferred from the in-
complete network.
In this subsection, we apply the aforementioned ap-
proach on eight different real networks (see Appendix
F for details). We infer the connection probabilities of
the most suitable ensemble model (the one that best re-
produces their topologies) before links are randomly re-
moved. Finally, we compare the inferred OS predictabil-
ity curve, obtained by applying the Optimal Strategy
using the inferred ensemble probabilities, with the re-
sults given by link prediction methods as a function of
the number of missing links. The comparison is shown
in Fig. 2. Notice that the OS predictability curve, in ad-
dition to indicating the potential of a model-based link
prediction approach, can be used to benchmark currently
existing link prediction methods, as their precisions can
now be compared against a theoretical upper-bound—
namely, the precision of the Optimal Strategy using the
probabilities of an ensemble of very similar networks to
the real one (given by the inferred probabilities) averaged
over random link removals.
The Music, Drosophila, WTW, and Internet networks
are well described by the S1 model, due to their heteroge-
neous degree distributions and high levels of clustering.
These networks were embedded in the underlying geome-
try assumed in the model by finding the parameters that
maximise the likelihood for the real graphs to be gen-
erated by the model, following the same approach as in
Refs. [21, 22]. Once the angular positions of the nodes
in the underlying one-dimensional sphere, or circle, and
the hidden degrees are found, the S1-model connection
probabilities (see Eq. (E3) in Appendix E) between all
pairs of nodes define an ensemble of networks which are
similar to the real one. We use these probabilities to
compute the OS predictability curves shown in Fig. 2a-
d, which lay well above the precisions obtained by other
link prediction methods.
A similar result is observed on the four datasets well
described by the dc-SBM, as depicted in Fig. 2e-h, where
we show the results for the Florida Food Web, Word Ad-
jacency, Karate, and Polbooks networks. To compute the
connection probabilities of a given network, it is fitted to
a dc-SBM to find its community structure using a sta-
tistical inference and a Monte Carlo sampling [23]. This
procedure computes the number of groups, K, and the
group assignment, g, for the network. Then, the connec-
tion probability of every pair of nodes is computed by
Eqs. (E4) and (E8). Results in Fig. 2e-h show that, even
if fluctuations are more important than in the previous
scenario, the precisions obtained by the different link pre-
diction methods are still lower than the OS predictability
curve.
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FIG. 3: Inference of predictability on eight different real-world
networks. The dashed curves show the mean precisions given
by the pij , that is, the OS predictability curves, as in Fig. 2.
For each network, we considered 10 incomplete networks with
q0 = 0.1, and for each incomplete network, we computed its
inferred predictability. The solid curves and shaded areas rep-
resent the average and standard deviation of such estimations
over the 10 networks.
B. Approximating the OS predictability curve
from an observed network
The OS predictability curve presented in the last sub-
section measures how predictable a network is when as-
sumed to belong to some specific model. However, its in-
ference presents an evident difficulty as it requires knowl-
edge of the original network, which is obviously inaccessi-
ble —as it is to be predicted— to compute the ensemble
probabilities pij . To overcome this issue, we propose a
method to estimate the OS predictability curve directly
from the observed network structure by computing a set
of connection probabilities that approximate those in the
original ensemble.
Suppose that network Gobs has been generated by re-
moving a fraction q0 of links from an original network G.
We select the most suitable probabilistic network model
(the one that best reproduces the topological features of
Gobs) and fit it to Gobs to obtain the set of connection
probabilities pobsij . Let Eobs be the number of links in
Gobs. Since there is a fraction q0 of missing links from
6G, the expected number of links in the complete graph is
E = Eobs/(1 − q0). Hence, the number of missing links
when a fraction q of links is removed from G and a new
graph G˜ is produced is L˜ = qEobs/(1− q0).
Next, we rank all links in Gobs in decreasing order ac-
cording to their connection probabilities pobsij , that we
relabel as pobsij ↔ pl, such that pl > pl+1, ∀l. Now, the
method proceeds by a cumulative sequential computa-
tion using the ordered list of probabilities of the expected
number of non-links of G˜, H, and the expected number
of non-links of G˜ that would exist in G, T . When H ≈ L˜
(that is, after predicting the top-ranked L˜ links) the ex-
pected precision can be estimated as 〈Q〉 = T/H. Hence,
after initializing H and T to zero, we visit every pair of
nodes l = 1, . . . and compute their corresponding incre-
ments. Two different situations need to be considered
differently:
1. The two nodes in pair l are connected in Gobs. In
this case, the link must surely exist inG. Therefore,
in the ensemble of G˜ networks, the link does not ex-
ist (and counts as a correct prediction) with prob-
ability q, so every time one such link is visited, we
must update Tnew = Told + q and Hnew = Hold + q.
2. The two nodes in pair l are not connected in Gobs.
There are two possible reasons for the link not to
be observed:
a. The link belongs to G, but has been removed
from it with probability q when producing G˜.
The probability that the link is in the original
network is q0pl/(1 − pl + q0pl), so that the
probability for it not to belong to G˜ is
P
(
a˜l = 0, al = 1|aobsl = 0
)
= q
q0pl
1− pl + q0pl . (5)
b. The link does not belong to G, and therefore it
cannot exist in G˜. Since the probability that
the link does not exist in G is (1 − pl)/(1 −
pl+q0pl) the corresponding probability simply
reads
P
(
a˜l = 0, al = 0|aobsl = 0
)
=
1− pl
1− pl + q0pl . (6)
With these two results, we can readily update T
and H. Since T accounts for the expected number
of correct predictions, only case a. contributes, that
is,
Tnew = Told + q
q0pl
1− pl + q0pl . (7)
As for H, both cases contribute, and so
Hnew = Hold +
1 + (qq0 − 1)pl
1− pl + q0pl . (8)
The results of the inferred OS predictability curve as
compared with the original one are shown in Fig. 3 for the
real networks and the corresponding ensemble network
models reported in Fig. 2. In all networks, the quality
of the inferences is very good, both for the S1 network
model ensemble and for the dc-SBM ensemble.
IV. DISCUSSION
Link prediction in real networks remains a major chal-
lenge. A clear indicator is given by the current predic-
tion accuracy of the methods in experimental tests where
a part of the links is randomly removed, with precisions
typically far from its absolute maximum, even for the
best methods. Part of this seemingly poor performance
is explained by the intrinsic unpredictability of networks,
whose links are formed following processes that can be
mimicked by stochastic connectivity rules determining
the likelihood of interactions. Our probabilistic approach
to the predictability problem makes sense as far as this
assumption is fulfilled.
We have proven here that the Optimal Strategy for
link prediction on networks belonging to some model en-
semble simply corresponds to ranking the likelihood of
missing links according to the connection probabilities
given by the model. Our numerical simulations support
our theoretical assertions, as the Optimal Strategy out-
performs all the link prediction methods used on differ-
ent network ensembles. This implies that identifying the
model that best describes the connectivity of a given
incomplete network and inferring the ensemble connec-
tion probabilities generating the complete network would
yield the best link prediction accuracies. We have also
proven this claim by designing such link prediction strat-
egy for soft Configuration Model networks, the CMA
method, which gives, by far, the best predictions on such
graphs, nearly reaching the theoretical maximum. Since
the Configuration Model misses several key properties of
real networks, like the high level of clustering, we do not
expect the CMA method to perform well in real situ-
ations. However, our results serve as a proof of prin-
ciple motivating to pursue a similar line of model-based
link prediction methods with some more realistic network
models, like the S1 and the dc-SBM. Furthermore, be-
sides the insights that our approach provides to the link
prediction problem, the precision of the Optimal Strat-
egy yields a novel indicator of the inherent predictability
of network models.
In real networks, we propose a method to assess their
predictability based on the assumption that they are well
described by probabilistic network models. Hence, by in-
ferring the corresponding model ensemble probabilities
and by measuring the precision of the Optimal Strategy
with them, we obtain the OS predictability curve. This
curve can be used as a benchmark to assess the good-
ness of link prediction methods, as it allows for their
performances to be contrasted against the best possible
7performance over classes of networks which are statisti-
cally similar to the one under study. The inference of the
OS predictability curve is, however, a difficult task in
real networks. On the one hand, its reliability is subject
to the congruency between the network and the proba-
bilistic model that best describes the network structure.
Typically, a network model can describe correctly the ob-
served connectivity structure of a real system only to a
limited extent. On the other hand, it may happen that
some particular link prediction method, more tailored for
a single network, yields a better result than the Optimal
Strategy. Yet, in terms of the ensemble, such a method
would be overfitted and perform worse on average on the
set of similar networks defined by the same set of pij .
This has clear implications, for instance, in the predic-
tion of missing links as future events in time-evolving
networks. A link prediction method that is overfitted to
specific realizations, like present network snapshots, will
certainly fail more easily in foreseeing future connections.
A different issue is that, in situations in which one
may want to assess to what extent a given real network,
regarded as incomplete, can be predicted, the ensemble
probabilities cannot be directly inferred from the original
network, as it is unknown. Given that it is in general very
difficult to infer the original ensemble probabilities from
the incomplete network—which could be further used for
actual link prediction—for models other than the sCM,
we propose a method to approximate the OS predictabil-
ity curve, based on probabilities calculated from the ob-
served network, with good accuracy. We remark that
a good approximation of the OS predictability curve is
not a guarantee that the calculated probabilities are ac-
curate enough to apply the Optimal Strategy as an effi-
cient link prediction method. This is, for instance, the
case of the S1 ensemble in the real-network experiments
shown in Fig. 2, for which the Optimal Strategy works
well when using the inferred probabilities of the complete
network but gives bad results (not shown) when using
the ones calculated from the incomplete networks. The
reason for this phenomenon can be understood from the
description of the method presented in Section III B. In
the approximation of the OS predictability curve, only
the highest numerical values of the connection probabil-
ities are used, without any mention whatsoever to the
pair of nodes they refer to. Hence, as long as the dis-
tribution of the values of the highest probabilities is not
drastically perturbed by the link removal—that is, if the
highest values of the probabilities inferred on the original
and incomplete networks exhibit similar distributions—
the OS predictability curve can be estimated, even if the
specific probabilities corresponding to the removed edges
change considerably and, as a result, they do not enable
a good link prediction.
V. ACKNOWLEDGEMENTS
We thank M. E. J. Newman for kindly sharing with
us the code to estimate the probabilities of connection in
the degree corrected stochastic block model. We thank
Maria´n Bogun˜a´ for helpful discussions. G. G.-P. acknowl-
edges financial support from the Academy of Finland via
the Centre of Excellence program (Project no. 312058 as
well as Project no. 287750), and from the emmy.network
foundation under the aegis of the Fondation de Luxem-
bourg. R. A. acknowledges the support of the interna-
tional affairs of K. N. Toosi University of Technology and
M. A. S. and the University of Barcelona for their sup-
port during her visit. M. A. S acknowledges support
from a James S. McDonnell Foundation Scholar Award
in Complex Systems; Ministerio de Ciencia, Innovacio´n
y Universidades of Spain project no. FIS2016-76830-C2-
2-P (AEI/FEDER, UE); and the project Mapping Big
Data Systems: embedding large complex networks in low-
dimensional hidden metric spaces – Ayudas Fundacio´n
BBVA a Equipos de Investigacio´n Cient´ıfica 2017.
Appendix A: Details of the derivation of the optimal
prediction for a graph ensemble
We simplify the notation by enumerating all potential
links (disconnected pairs of nodes) in Gobs, such that
their ensemble probabilities can be writen as pl, where
the index l runs from 1 to the number of pontential links
M . Given the corresponding adjacency matrix elements
{al}1≤l≤M ofG, for every potential link l P (al = 1|aobsl =
0) = P (al = 1, a
obs
l = 0)/P (a
obs
l = 0) = qpl/(1−pl+qpl),
where we have used Bayes’ rule. Then, the probability for
any graph G compatible with the observed graph Gobs,
P (G|Gobs), can be expressed in terms of the set of pairs
as
P (G|Gobs) =
M∏
l=1
(1− pl)1−al(qpl)al
1− pl + qpl . (A1)
Let us furthermore define the vector v = (a1, . . . , aM ),
which characterizes the set of potential links in G, and
the analogous vector vinf = (a
inf
1 , . . . , a
inf
M ) for Ginf . With
these two vectors, we can now express the precision as
Q(G,Gobs, Ginf) =
1
L
v · vinf , (A2)
where L =
∑
l al is the number of missing links in Gobs
with respect to G. Hence, we can express Q¯(Gobs, Ginf)
8in Eq. (2) as
Q¯(Gobs, Ginf) =
=
∑
G|Gobs∈S(G)
P (G|Gobs)Q(G,Gobs, Ginf)
=
∑
G|Gobs∈S(G)
M∏
l=1
(1− pl)1−al(qpl)al
1− pl + qpl
1
L
v · vinf
=
 ∑
G|Gobs∈S(G)
M∏
l=1
(1− pl)1−al(qpl)al
1− pl + qpl v
 · vinf
L
,
(A3)
where S(G) stands for the set of subgraphs of G. In the
above calculation, we have used the linearity of the scalar
product and neglected the fluctuations in the number of
missing links (we assume that all original graphs generat-
ing the observed graph upon random link removal with
probability q have approximately the same number of
links, L = q
∑
i pi, with the sum now taken over all pairs
of nodes). One could actually give an exact result, with
no assumptions or approximations about the number of
missing links, by defining the precision as the fraction
of inferred links actually belonging to the original graph
(true positive rate). In that case, both L and the inferred
vector are the outcome of the link prediction method and
the above expression is exact.
Let us call the vector within the parenthesis in the
equation above v¯. Its n-th component can be computed
as ∑
G|Gobs∈S(G)
M∏
l=1
(1− pl)1−al(qpl)al
1− pl + qpl an =
=
1∑
a1=0
· · ·
1∑
aM=0
M∏
l=1
(1− pl)1−al(qpl)al
1− pl + qpl an =
=
qpn
1− pn + qpn
∏
l 6=n
(
qpl
1− pl + qpl +
1− pl
1− pl + qpl
)
=
qpn
1− pn + qpn .
(A4)
Hence, v¯ =
(
qp1
1−p1+qp1 , . . . ,
qpM
1−pM+qpM
)
.
Appendix B: link prediction methods used in this
work
Common Neighbours (CN) [10]: Local link pre-
diction method in which the pairs of unconnected
nodes with more neighbours in common are more
likely to be connected by a link. Hence, links are
ranked according to the score given by
CN(x, y) = |Γ(x) ∩ Γ(y)|, (B1)
where |.| is the cardinality of the set and Γ(x) is
the set of neighbours of node x.
Adamic Adar (AA) [11]: Modification of CN
link prediction method which assigns more weights
to the less-connected common neighbors. In this
case, the score is given by
AA(x, y) =
∑
z∈(Γ(x)∩Γ(y))
1
log |Γ(z)| , (B2)
where z runs over the common neighbours of x and
y.
Resource Allocation (RA) [12]: This local link
prediction method is based on resource allocation
dynamics in complex networks [24]. It measures
the similarity between unconnected nodes x and y
by the number of resources that node y can receive
from node x. To that end, the common neighbours
of the given nodes are considered as transmitters,
which distribute a unit of resource equally among
all of their neighbours. Therefore, the RA similar-
ity index is given by
RA(x, y) =
∑
z∈(Γ(x)∩Γ(y))
1
|Γ(z)| . (B3)
Cannistraci-Hebb (CH) network automata
model [13]: Local and parameter-free link pre-
diction method which considers local-communities
to compute the similarity scores in a given net-
work. The local-community for each pair of nodes
is defined as the subgraph consisting of the com-
mon neighbours of the nodes under analysis and
the links among them. For each pair of uncon-
nected nodes x and y, the CH score is computed
as
CH(x, y) =
∑
z∈(Γ(x)∩Γ(x))
|ϕ(z)|
|Γ(z)| , (B4)
where ϕ(z) is a subset of neighbours of z which
also belong to the common neighbours of x and y.
Therefore, this method not only employs the set
of common neighbours, but also considers the links
between them to compute the similarity indices.
Structural Perturbation Method (SPM) [7]:
This global link prediction method assumes that
the structural features of a given network will be
consistent before and after perturbing its adjacency
matrix. A fraction pH of links are randomly se-
lected to partition the links of the network into
a perturbation set, ∆E, and remaining set, ER.
The adjacency matrix of the network is, therefore,
A = AR + ∆A, where AR and ∆A are the adja-
cency matrices of the remaining and the perturba-
tion sets, respectively. The links of ∆E are used
to perturb AR. Applying the first-order approxi-
mation, the perturbed matrix can be calculated by
9keeping fixed the eigenvectors of AR, xk, and cor-
recting its eigenvalues, λk, as λk+∆λk, where ∆λk
are computed as
∆λk ≈ x
T
k ∆Axk
xkTxk
. (B5)
Finally, the perturbed matrix is given by
A˜ =
N∑
k=1
(λk + ∆λk)xkx
T
k , (B6)
where N is the number of nodes in the network. By
taking the average of the perturbed matrices over
independent perturbation sets ∆E, we obtain the
matrix 〈A˜〉, the elements of which corresponding to
non-observed links yield the required scores to be
used for link prediction. In this work, we set pH to
0.1.
Fast probability Block Model (FBM) [14]:
This global link prediction method is based on the
general idea of partitioning the nodes of a complex
network into different groups and computing the
similarity of unconnected nodes by considering the
groups to which they belong. To sample a subset
of relevant partitions from all possible ones, FBM
employs a greedy method in which the network is
randomly divided into two blocks. For each block,
the subset of nodes that form the largest clique are
iteratively removed and create a new block. Finally,
the subset of remaining nodes that do not belong
to any clique form another block together. After
sampling 50 partitions, the FBM score is computed
as
FBM(x, y) =
1
|P |
∑
p∈P
F (gx, gy), (B7)
where
F (α, β) =

rα
2rα − lα , α = β
lαβ
rαβ + lαβ
, α 6= β
(B8)
In the above expressions, P is the set of sampled
partitions. For each partition p, gx and gy are the
particular blocks to which x and y belong. lα is
the number of links between the nodes belonging
to block α and rα is the maximum number of pos-
sible links among them. lαβ is the number of links
between blocks α and β and rαβ is maximum num-
ber of possible links among them.
Appendix C: Theoretical OS curve
Let ensemble EN be characterised by the set of connec-
tion probabilities {pl}, where index l runs over all possi-
ble pairs of N nodes such that pl ≥ pl+1, ∀l. If links are
removed with probability q, the probability for an edge l
not to belong to Gobs is given by the sum of the probabili-
ties for it not to belong toG, P
(
al = 0, a
obs
l = 0
)
= 1−pl,
and for it to belong to G and being randomly removed,
P
(
al = 1, a
obs
l = 0
)
= qpl, that is,
P
(
aobsl = 0
)
= 1− pl + qpl. (C1)
Now, in order to compute the expected precision of the
Optimal Strategy, the basic idea is to compute the ex-
pected number of correct predictions, T , when following
the ranking of probabilities until the expected number of
non-observed links, H, matches the expected number of
missing links, L = q
∑
l pl. Hence, we initialise both T
and H to zero and, for every link l = 1, . . ., we update
them as
Tnew = Told + P
(
al = 1, a
obs
l = 0
)
= Told + qpl (C2)
and
Hnew = Hold +P
(
aobsl = 0
)
= Hold + 1− pl + qpl. (C3)
When H ≈ L, the precision can be computed as 〈Q〉 =
T/H. Notice that, for the ER model, pl = p, ∀l, and
hence the expected precision is 〈Q〉 = qp1−p+qp , which
agrees with the exact value.
Appendix D: Structural consistency index
The Structural Consistency index [7] measures the in-
trinsic predictability of a given network. The calculation
of this index is similar to SPM but, instead of being ap-
plied on an incomplete network to predict its missing
links, it is applied on the complete network. To that
end, a fraction of links is randomly selected from the
complete network with adjacency matrix A and set of
links E to construct the perturbation set (∆E and ∆A).
The remaining links define ER and AR through the rela-
tions E = ER + ∆E and A = AR + ∆A. The perturbed
matrix A˜ is then computed using Eqs. (B5) and (B6),
respectively. All the links in U − ER are ranked in de-
scending order based on their scores in A˜, where U is
the universal set of links. Finally, the top-L links EL are
selected to compute the structural adjacency index as
σc =
|EL ∩∆E|
|∆E| , (D1)
where L = |∆E|.
Appendix E: Details of network ensemble models
The soft Configuration Model (sCM): In the
soft Configuration Model [18], each node i is as-
signed an expected degree κi, and each pair of
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nodes i and j is connected according to the en-
semble connection probabilities given by
pij =
µκiκj
1 + µκiκj
, (E1)
with µ a free parameter controlling the number
of resulting edges in the network. If one takes
µ = 1/(〈k〉N), then the degree of every node i in
the generated networks, ki, is approximately its ex-
pected degree, ki ≈ κi.
Given the degrees kobsi in an observed graph which
has been produced by removing a fraction q of
nodes from a complete graph in the CM ensem-
ble, we can estimate the expected degrees and the
connection probabilities in the complete graph from
Eq. (E1) as
p˜ij =
kobsi k
obs
j
(1−q)〈kobs〉N
1 +
kobsi k
obs
j
(1−q)〈kobs〉N
. (E2)
The geometric S1 network model: In the S1
model [19], every node i is characterized by a hid-
den degree and an angular coordinate (κi, θi) rep-
resenting the popularity and similarity dimensions.
The angular coordinate is distributed at random
in similarity space, which is taken to be a one-
dimensional sphere, or circle, of radius R adjusted
to have a density of nodes equal to 1. Every pair
of nodes is connected with a probability
pij =
1
1 +
(
R∆θij
µκiκj
)β , (E3)
where ∆θij stands for the angular separation be-
tween the nodes in the similarity circle, and the
parameters µ and β control the average degree of
the network and its level of clustering, respectively.
In the limit of N → ∞, and for large degrees, the
expected degree 〈ki〉 of a node i in the generated
network is its hidden degree 〈ki〉 = κi.
The degree-corrected Stochastic Block
Model (dc-SBM): In the dc-SBM model [25],
each node i is assigned an expected degree ki and
a group gi determining the community to which
it belongs, which is chosen in an arbitrary way.
Then, parameter θ for every node i is computed as
θi =
ki
κgi
, (E4)
where κgi is the sum of the degrees of all the nodes
in group gi. Therefore, each group g fullfils the
constraint ∑
i∈g
θi = 1. (E5)
Finally, ω is a matrix of size K ×K controlling the
number of links between pairs of groups, where K
is the total number of groups. Each element of the
matrix is calculated as
ωrs = λω
planted
rs + (1− λ)ωrandomrs , (E6)
where ωrandomrs corresponds to a random network
with specific expected degree sequence, ωrandomrs =
κrκs/2m, where m is the total number of links in
the network. On the other hand, ωplantedrs generates
group structure. For example, in a network with
four groups, this matrix is given by
ωplanted =
κ1 0 0 00 κ2 0 00 0 κ3 0
0 0 0 κ4
 . (E7)
When λ = 0 links are placed among pairs of nodes
at random considering the degree sequence, while
when λ = 1links are located within communities.
Therefore, any other values for λ will result in a
combination of the above extremes.
In the dc-SBM model, the number of links placed
among two nodes i and j follows a Poisson distribu-
tion with mean θiθjωgi,gj . However, in the sparse-
network limit, the probability for multi-edges to oc-
cur is generally low, so θiθjωgi,gj is simply taken to
be the connection probability. Since these amounts
can be larger than 1, in this work, we consider
pij =
θiθjωgi,gj
1 + θiθjωgi,gj
. (E8)
Appendix F: Description of real networks datasets.
Music [26]: The nodes in the Music network rep-
resent codewords extracted for every single chord in
a large set of songs, and directed links connecting
consecutive codewords represent transitions among
them. To sparsify the network, the disparity fil-
ter [27] is applied with parameter α = 0.01. Finally,
we consider an undirected version of network by re-
placing bidirectional links with undirected ones.
Drosophila [28]: Nodes represent neurons within
the Drosophila optic medulla and links represent
fiber tracts connecting neurons.
WTW [29]: Backbone of the international trade
network in 2013, where nodes represent countries
and links are placed among significant trade part-
ners.
Internet [30]: Internet topology at the level of
Autonomous Systems (AS) level corresponding to
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June 2009 and collected by the Cooperative As-
sociation for Internet Data Analysis (CAIDA). We
removed nodes with degree lower than 5 to produce
a reduced size version.
Florida Food Web [31]: Food web in the Florida
Bay ecosystem, in which every directed link con-
nects a prey to its predator. We consider the undi-
rected version of this network created by placing
an undirected link between every pair of nodes con-
nected by at least a single directed link.
Word Adjacency [32]: Adjacency network where
nodes represent a selected set of common nouns
and adjectives in the novel of David Copperfield
by Charles Dickens, and links are placed between
adjacent pairs of words in the book.
Karate [33]: Social network of a karate club mem-
bers where each link connects a pair of members
who communicate outside the club.
Polbooks [34]: Nodes of this network represent
the books on the topic of the US politics and links
represent the pairs of books bought on Amazon by
the same customers.
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