University of Central Florida

STARS
Electronic Theses and Dissertations, 2004-2019
2011

Structural Health Monitoring For Damage Detection Using Wired
And Wireless Sensor Clusters
Thomas Terrell
University of Central Florida

Part of the Civil Engineering Commons

Find similar works at: https://stars.library.ucf.edu/etd
University of Central Florida Libraries http://library.ucf.edu
This Masters Thesis (Open Access) is brought to you for free and open access by STARS. It has been accepted for
inclusion in Electronic Theses and Dissertations, 2004-2019 by an authorized administrator of STARS. For more
information, please contact STARS@ucf.edu.

STARS Citation
Terrell, Thomas, "Structural Health Monitoring For Damage Detection Using Wired And Wireless Sensor
Clusters" (2011). Electronic Theses and Dissertations, 2004-2019. 1978.
https://stars.library.ucf.edu/etd/1978

STRUCTURAL HEALTH MONITORING FOR DAMAGE DETECTION USING
WIRED AND WIRELESS SENSOR CLUSTERS

by

THOMAS TERRELL
B.S.C.E. University of Central Florida, 2009

A thesis submitted in partial fulfillment of the requirements
for the degree of Master of Science
in the Department of Civil, Environmental and Construction Engineering
in the College of Engineering and Computer Science
at the University of Central Florida
Orlando, FL

Spring Term
2011

Major Professor: Dr. Necati Catbas

© 2011 Thomas Terrell

ii

ABSTRACT
Sensing and analysis of a structure for the purpose of detecting, tracking, and evaluating
damage and deterioration, during both regular operation and extreme events, is referred to as
Structural Health Monitoring (SHM). SHM is a multi-disciplinary field, with a complete system
incorporating sensing technology, hardware, signal processing, networking, data analysis, and
management for interpretation and decision making. However, many of these processes and
subsequent integration into a practical SHM framework are in need of development. In this
study, various components of an SHM system will be investigated. A particular focus is paid to
the investigation of a previously developed damage detection methodology for global condition
assessment of a laboratory structure with a decking system. First, a review of some of the current
SHM applications, which relate to a current UCF Structures SHM study monitoring a full-scale
movable bridge, will be presented in conjunction with a summary of the critical components for
that project. Studies for structural condition assessment of a 4-span bridge-type steel structure
using the SHM data collected from laboratory based experiments will then be presented. For this
purpose, a time series analysis method using ARX models (Auto-Regressive models with
eXogeneous input) for damage detection with free response vibration data will be expanded upon
using both wired and wireless acceleration data. Analysis using wireless accelerometers will
implement a sensor roaming technique to maintain a dense sensor field, yet require fewer
sensors. Using both data types, this ARX based time series analysis method was shown to be
effective for damage detection and localization for this relatively complex laboratory structure.
Finally, application of the proposed methodologies on a real-life structure will be discussed,
along with conclusions and recommendations for future work.
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CHAPTER 1. INTRODUCTION
1.1

Structural Health Monitoring (SHM)

Design of structures in the 21st Century has seen an ever increasing focus on
sustainability. Development of a sustainable infrastructure will utilize technological advances
from various fields and serve as a tremendous benefit to our society. Yet, the condition of our
current aging infrastructure and recent natural disasters highlight safety as a current primary
concern, calling for efficient inspection and maintenance operations. Structural Health
Monitoring (SHM), the research area focusing on condition assessment of different structures,
offers a proactive approach to monitoring the state of our infrastructure, aiding in both safety and
sustainability.
While many formal definitions of SHM have been proposed, the one most suitable to this
study defines SHM as the measurement of the operating and loading environment, as well as the
critical responses of a structure to track and evaluate the symptoms of incidents, anomalies,
damage and/or deterioration that may affect operation, serviceability, or safety and reliability
(Aktan et al. 2000). The intention of SHM is to provide objective information for decisionmaking on safety and serviceability, as it relates to the structure being monitored. This goal is
accomplished through monitoring the behavior of the structure, whether aerospace, mechanical,
or civil, and extracting information from the sensor data.
1.2

SHM Applications and Systems in General

The first modern SHM applications began within the aerospace industry during the late
1970’s and early 1980’s. Since as early as 1980, SHM and vibration-based damage assessment
1

of bridges and buildings have existed in the civil engineering community (Farrar and Worden
2007). More recently, with advances in SHM technology, SHM has expanded throughout the
engineering disciplines, making it more interdisciplinary than ever before. A complete and
successful SHM application, therefore, must also consider the socio-organizational and nontechnical challenges which are highly interrelated with both the fundamental knowledge needs
and technological needs (Catbas et al. 2004).
An SHM system can be considered to be comprised of two main components: (1) Sensing
and Data Acquisition and (2) Data Analysis and Decision-Making. Each of these is discussed
briefly.
In general, the data collected from an SHM system includes the response of the structure
at different locations and information about the environmental and operational conditions. Strain,
displacement, acceleration, and rotation are examples of potential measurements related to the
structural response. Measurements related to the environmental and operational conditions may
include temperature, humidity, barometric pressure, and wind speed. The sensor network and
data acquisition (DAQ) system properties are components of the sensing and data acquisition
step and are application specific. Nonetheless, the type and quantity of sensors have a direct
effect on the accuracy and reliability of the monitoring process. Storage and archival of data is
the final step of data acquisition. Logical and effective data management methods are essential to
avoiding problems and preventing loss of critical information.
Upon collection of data, various methodologies are used to extract useful information
about the structure and its performance. Without this step, the data collected is only sensor
measurement values, which themselves do not describe the condition of the structure. Once

2

information is extracted from the data, this information can be used for decision-making
regarding the safety, reliability, maintenance, operation, and future performance of the structure.
In addition to the analysis of experimental data, the data analysis process may require modeling
and simulation. These models can then be used for comparison purposes with experimental
findings, predicting future performance, etc.
1.3

Use of SHM for Damage Detection

Damage detection refers to a broad research area, and it can be utilized for different
purposes, such as validation of the properties of a new structure and long-term monitoring of an
existing structure. Damage detection is also a key component of SHM, with a variety of research
studies existing which explore various detection methods. A thorough review of civil
infrastructure SHM applications and associated damage detection methods can be found in
Brownjohn et al. (2004). In order to detect damage, it is first necessary to define what is meant
by the term damage. Any structural or material change that affects the behavior of the structure
adversely and shortens its operation life may be considered damage. In this study, the types of
damage measured are limited specifically to those most commonly experienced by bridges:
boundary condition changes of the structure and local stiffness loss. Damage of these types is
typically the result of structural or material altering processes, for example: corrosion or scour.
However, the type of damage capable of being detected, using the methodology presented in this
study, is not limited to only these two types. Any damage resulting from a structural or material
change that affects the dynamic properties of a structure during the monitoring period, in theory,
can be identified using the presented methodology.

3

In addition, it is also important to have a gage for the success of a damage detection
methodology. A previous dissertation from Rytter defined four levels of damage identification,
which are: (1) detection of the damage, (2) localization of the damage, (3) quantification of
damage, and (4) decision making (Rytter 1993). These four damage identification levels are now
often used as criteria for how effective a given methodology is at predicting damage.
1.4

Objective and Scope

As previously stated, SHM offers a proactive approach to monitoring the state of our
infrastructure, thus supporting the future goals of sustainability, in addition to addressing the
current safety-related needs of our aging infrastructure. Development of novel damage detection
methodologies, coupled with introduction of new sensor technologies provides the opportunity to
expand the damage detection options available in the context of SHM. It is widely accepted that
a single sensing technology or data analysis method cannot solve every SHM problem.
Therefore, this study will serve to contribute to the existing methodologies.
Time series analysis methods using AR (Auto- Regressive), ARX (Auto-Regressive with
eXogeneous input), and ARMA (Auto-Regressive Moving Average) models are examples of
damage detection methodology options, and they have been employed by various researchers
(Sohn and Farrar 2001; Lu and Gao 2005; Omenzetter and Brownjohn 2006). These offer the
distinct advantage of requiring only data from the undamaged structure during the training phase.
In a prior research study, Dr. Catbas’s research team proposed a time series methodology
implementing ARX models. The proposed methodology developed a series of ARX models for
reference locations, that used adjacent location acceleration values as inputs, to model the free
response of different sensor clusters for damage detection (Gul and Catbas 2009). The current
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study, using both wired and wireless acceleration data, will expand this methodology to a more
complex structure containing structural decking, where the system’s degrees of freedom are not
as clearly defined.
First, a review of some of the current SHM applications, which relate to a current
University of Central Florida (UCF) SHM study for monitoring a full-scale movable, will be
presented in conjunction with a summary of the critical components for that project. Next, the
theoretical background of the time series based damage detection methodology is discussed. This
damage detection methodology was applied in two separate laboratory studies in order to
investigate its effectiveness for damage detection utilizing clusters of wired and wireless
accelerometers. The first series, Series 1, utilized clusters of wired accelerometers only. Series 2
occurred approximately one month after Series 1 and utilized both wired and wireless sensor
clusters separately. Damage detection using the wireless sensor clusters will implement a sensor
roaming technique to maintain a dense sensor field. Details of the laboratory studies will then be
presented. Finally, the results of both laboratory studies will be provided with interpretation and
comparisons.
1.5

Organization of the Thesis

The organization of the thesis is as follows:
In Chapter 2, a review of relevant Structural Health Monitoring research relating to ARX
models and wireless sensor technology is performed. The review serves as an introduction to
real-life SHM applications and provides perspective for how damage detection methods relate to
SHM systems as a whole. Review of the literature reveals that Gul and Catbas (2009) is the only
published study implementing ARX models for damage detection through use of acceleration
5

values as model inputs. The research reviewed also demonstrates wireless sensor technology as
an emerging field, with potential for practical implementation into full-scale SHM systems.
Following this literature review is a summary of the full-scale application of an SHM system
conducted by the University of Central Florida Systems and Structures Research Team. A
summary of the details of this project and insight gained from the implementation of a wired
system on a dynamic structure are provided.
Chapter 3 presents a review of the employed data analysis techniques. A brief theoretical
background of time series modeling is provided, and the ARX model type is introduced as a
preferred selection in SHM applications. The concepts of time series modeling are then related to
structural dynamics through the equation of motion for an N DOF linear dynamic system,
representing the basis of the methodology proposed by Gul (2007). A flowchart, outlining the
procedure of how Damage Features are obtained in this study, is presented at the end of this
chapter.
In Chapter 4, the details of one of two laboratory studies, conducted to expand upon the
ARX model based damage detection methodology, are described. The structure used in the
investigation and the wired sensor network are introduced along with the experimental method.
The chapter concludes with a thorough review of the data analysis method steps.
Chapter 5 is dedicated to presentation of the results from the first laboratory study.
Damage detection is first displayed using a Damage Feature (DF) trend plot. However, another
method utilizing the Averaged DF Distances provides a better visual representation of damage at
each sensor location. All the results are then displayed using this presentation format and
corresponding interpretations of the results are made.
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In Chapter 6, the details of the second laboratory study are provided. This study is very
similar to the first study, however wireless sensors are utilized in addition to wired sensors. The
Imote2 wireless accelerometers and associated software are introduced. Details of the
investigation that are different from the first study are described. Concluding the chapter is a
verification of the wireless data with wired data.
Chapter 7 presents the results and interpretations from the second laboratory study.
Discussion of the individual results is made in reference to the results from the previous study.
Further discussion of the wireless results is provided, along with a summary of the results from
both studies. Lastly, a very recent real-life SHM investigation of the wireless sensor network is
introduced.
Finally, Chapter 8 provides a summary of the thesis and presents the conclusions from
the investigation of the time series model-based damage detection method. Recommendations for
future studies are also presented.

7

CHAPTER 2. STRUCTURAL HEALTH MONITORING APPLICATIONS
With SHM being a multidisciplinary field of research spanning over three decades, a
tremendous variety of research exists. Much of this research has been either purely analytical or
only laboratory based, however, research demonstrating full-scale application of SHM systems
has become more common as of recently. In the past, signal reliability and power supply issues
were serious limiting factors for application of wireless sensors on a full-scale. Research
contributions and technological advances in wireless sensor technology have begun to offer
wireless sensors as a viable alternative to their wired counterparts (Farinholt et al. 2010),
although, there are still major questions to be answered. Utilization of wireless sensors
encourages further development of damage detection methodologies that implement time series
analysis. Time series analysis and other methods can be embedded on the wireless nodes, leading
to onboard analysis of data and thus, drastically reducing power supply demands associated with
wireless data transfer.
This chapter will provide a brief review of relevant research utilizing wired and wireless
sensor technology. Included in this review will be discussion of select studies that have, in some
form, implemented damage detection algorithms in the wireless sensor technology. Review of
these studies will hopefully provide some insight into the capabilities of SHM, wireless sensor
technology, and how the research presented in this study may be applied in a full-scale
application. Lastly, the full-scale application of an SHM system conducted by the University of
Central Florida Structures Research Team will be discussed. The structure under study was a
movable bascule bridge, located in Ft. Lauderdale, Florida. A summary of the details of this
project, in addition to insight gained from the implementation of a wired system on a structure of
the type will be provided.
8

2.1

Related Work

Review of the literature shows that use of ARX models for SHM, as proposed by Gul and
Catbas (2009), has been limited to that study. However, the use of time series models, in general,
for damage detection is not a new concept. Sohn et al. (2000) introduced a novel approach to
damage detection, which modeled dynamic signals recorded on two different mechanical
systems under various damage conditions using Autoregressive (AR) time series models. From
statistical examination of changes in the AR model coefficients, they were able to identify data
coming from a damaged system. The results of this early study provided inspiration for similar
research. For example, in the study by Owenzetter and Brownjohn (2006), Auto-Regressive
Integrated Moving Average (ARIMA) models were used to analyze static strain data from a
bridge in service and during its construction. The results of this study again demonstrated the
capability of using time series models as a damage detection method; although, it also revealed
limitations of the methodology in detecting the nature, severity and location of damage.
Another study used ARMA models and a statistical pattern classifier, which was based on
analysis of the structure’s response in the time domain. The statistical classifier algorithms were
trained using the coefficients from the ARMA model. The approach was demonstrated on three
different experimental structures, and in all investigations, was found to be capable of identifying
structural change and separating different damage cases from one another.
Time series based damage detection methodologies have also been utilized in junction
with wireless sensor technology. Some of the most relevant wireless technology research is
summarized in the following studies.

9

A recent study by Sazonov, et al. (2010), addressed the issue of ensuring synchronous
data acquisition across wireless nodes in large, spatially distributed networks.

Time

synchronization of sensor-acquired vibration responses is essential for application of mode
shape-based damage detection; yet, synchronization is a challenge as network size increases. In
the study, a detailed description of a novel wireless sensor network architecture is provided,
which was shown, through field application on a bridge in New York, to be capable of
reconstructing the mode shapes of the structure (Sazonov, Krishnamurthy et al. 2010). This study
is an example of the type of research that is improving the practical implementation of wireless
sensor technology in SHM systems.
A study dating back to 2003, conducted by Tanner (2003), provides a perspective of one
of the commercially available wireless sensor systems and associated capabilities at that time. In
this study a wireless sensor system referred to as “Motes”, developed at University of California
Berkeley, was employed on a limited scale laboratory structure. Despite the researchers
demonstrating an AR-ARX/SPRT algorithms’ (Sohn and Farrar 2001) success using a traditional
wired DAQ system, implementation of the same method was unsuccessful in the off-the shelf
wireless system. Several reasons for this “failure” are provided and include: limited sensor
resolution range, inability of system to simultaneously sample multiple channels, and limited
flash memory size. It, however, was stated that most of these issues could be easily remedied by
selecting sensors and an analog-to-digital converter that were better suited to the application
(Tanner 2003). A comprehensive review of wireless SHM for civil structures references an
academic prototype in 2003 that may in fact have been capable of handling complex algorithms
(Lynch 2007). The question remains, though, to whether these proper capabilities were available
in a commercially available wireless sensor.
10

One of the earliest examples of a successful full-scale field application of a wireless
sensor network is provided by Lynch Et al. (2004). In this study, a wireless sensor network
employed on an isolated highway bridge, tested under impact loading from an impact hammer, is
described. The sensors were equipped to execute an on-board FFT analysis of the forced
vibration response time-history data. The researchers were successful in identifying the primary
modal frequencies, as shown through validation of both the time history data and frequency
domain signals with a traditional parallel installed wired system (Lynch et al. 2004).
Recent advances in the application of time series analysis damage detection
methodologies are described by Haitao and Mita (2009). Their research utilizes the distance
measures of autoregressive (AR) models as damage indicators in an experimental study. The
Itakura Distance and Cepstral Distance, both initially developed to measure the similarities
between voice segments, were applied to vibration data collected from a 5-story steel structure
subjected to ambient vibration from a shaker table. The results from the study suggested the need
for the use of a pre-whitening filter. Nonetheless, from this method, it was concluded that
damage in the structure could be detected and localized with sufficient confidence (Haitao and
Mita 2009).
One of the most intriguing studies utilizing wireless sensors for SHM is very recent and
by Shamim and Gregory (2009). In this study, the researchers deployed a dense network of 64
wireless accelerometers for a period of 3 months on the Golden Gate Bridge. Including testing
and debugging, there were a total of 174 data collection runs of the network. The data was
analyzed using both the peak picking method and an ARMA model. The ARMA model was used
for extraction of the vibration modes of the main span from ambient vibration data. The high
spatial density of the sensor network allowed for accurate identification of the first three modes
11

in each direction (Shamim and Gregory 2009). More importantly, however, this study
demonstrates that practical application of wireless sensors in SHM is in the very near future, if
not already here.
2.2

UCF Structures Research- FDOT Project

In Catbas et al. (2010), the University of Central Florida System and Structures Research
Team and author describe a full-scale implementation of an SHM system on a movable bridge.
At the time of writing, this is an on-going study. Key details of this project are presented in this
section for comparison with the related studies, described, and to provide perspective for the
damage detection analysis of this study and its relation to full-scale SHM system application.
The author will share insight gained from his experiences on this project. These studies also
provided basis for the author’s interest in SHM application on bridge-type structures.
2.2.1

Purpose and Overview

Florida has the largest population of movable bascule bridges in the country, with a total
of 133. This unique type of civil infrastructure has particular maintenance and repair needs, due
to it utilizes machinery to open a portion of the bridge, allowing for passage of waterborne
traffic. This persistent mechanical motion, coupled with the often costal location of the structures
makes bascule bridges particularly susceptible to corrosion and damage. According to Florida
Department of Transportation (FDOT) Engineers, the resulting rehabilitation and repairs can cost
roughly 100 times more than of a fixed bridge per square feet basis. These inspection and
maintenance needs make movable bridges ideal candidates for demonstrating a Structural Health
Monitoring (SHM) framework. For this reason, the structural research team of Dr. Necati Catbas
developed a monitoring framework on a representative case-study bascule bridge locating in Fort
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Lauderdale, Florida. This case-study provided the opportunity to investigate feasible sensing
technologies, sensor distribution meshes, and various damage detection algorithms, with the
overall goal of designing an SHM system which can improve bridge safety, enhance efficiency
and enable effective, proactive, low cost maintenance.
The case-study movable bridge was the West-bound span of two parallel spans on
Sunrise Boulevard in Ft. Lauderdale, which was constructed in 1989. It has double bascule
leaves with a total span length of 117 ft and a width of 53.5 ft, carrying three traffic lanes. Each
leaf is 70-ft long and 40-ft wide. The bridge opens about 10 to 15 times a day.

West

Figure 1: Sunrise Bridge
2.2.2

SHM System

A comprehensive SHM framework, consisting of a total of 160 wired sensors, was
deployed on the bridge to monitor the structural, mechanical, and electrical components.
Structural components are mainly monitored with accelerometers, high speed strain gages and
slow speed vibrating wire strain gages. The mechanical and electrical components are monitored
with accelerometers, strain rosettes, tiltmeters, microphones, infrared temperature sensors,
ampmeters, video cameras, and pressure gages. Video cameras and a weather station are also
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part of the monitoring system. Table 1 provides a summary of the installed sensors. Figure 2
highlights some of the monitored components.
Table 1: Sunrise Blvd. Bridge Installed Sensor Summary

Sensor type

Structural
Sensors

Mechanical and Electrical
Sensors

Total

High-speed Strain Gage

36

0

36

Vibrating Wire Strain

36

0

36

Strain Rosette

6

16

22

Tiltmeter

4

4

8

Accelerometer

16

24

40

Pressure Gage

0

4

4

Microphone

0

6

6

Infrared Temperature

0

2

2

Video Camera

1

1

2

Ampmeter

0

3

6

Weather Station

1

0

1

Total

100

60

160

Gearbox

Main Girders & Floor Beams

Trunnion

Live Load Shoe

Rack and Pinion

Electrical Motor

Figure 2: Some of the Monitored Bridge Components
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Since the two leaves of the movable bridge are physically separated from one another,
two separate DAQ units are required. Each unit is comprised of the various components
necessary for successful data acquisition in this system, including: NI SCXI Chassis, Campbell
Scientific CR1000, PC, Modem, Wireless Router, GPS Timing Synchronization Device, and
UPS. Permanent protective and temperature-humidity-controlled-enclosures, located in both
machinery rooms at each side of the bridge, house the equipment. The sensors are connected by
weather proof cables and specially designed connectors to the individual DAQ’s. The waterway
passage separating the two leaves eliminates the ability to synchronize the data using a
traditional wired connection. Therefore, data transmission between the leaves of the bridge is
accomplished through wireless communication, in junction with two GPS units for time
synchronization. Figure 3 shows an overview of the scheme used for data transmission.

DAQ

DAQ

Figure 3: Scheme Used for Data Transmission
This is the point in the typical review of an SHM application where the focus would shift
towards the data collected, analysis, and then subsequent results and conclusions. However,
instead the author would like to address the less commonly discussed issues, yet still very
important, related to full-scale application of an SHM system. These issues consist of the details
of the field installation process, the required lab preparation, and the challenges of SHM on a
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movable bridge. The reader is directed to Catbas et al. (2010) for a thorough review of the
various damage detection methodologies that have been applied using data obtained from this
study. Figure 4 provides an overview of the different strategies utilized on the movable bridge,
and what topics are discussed in the suggested reference.

Figure 4: Different Analysis Strategies for Different Components of the Movable Bridge (Catbas
et al. 2009)
2.2.3

Movable Bridge Application Challenges

2.2.3.1 Technical Challenges
The technical challenges associated with field implementation of an SHM system for
bridges are commonly related to installation, operation, and maintenance of the various
components of the monitoring system. Ideally, an SHM system should be designed to operate
accurately and reliably, with minimal maintenance, for the entire duration for which the structure
will be monitored. Meeting this standard requires careful consideration of these issues and an
incorporation of some degree of flexibility and redundancy into the system during the initial
design of the system.
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Movable bridges, by definition, are dynamic structures. For the Sunrise Blvd. Bridge, the
bascule leaves are opened at every half and full hour if requested by boat owners (Figure 5-Left).
The waterway underneath the bridge limited access to the bridge’s underside and further
complicated the overall difficulty of installation. Therefore, a snooper truck, which is shown in
Figure 5 (Right), was used for all installation of sensors and cabling.

Figure 5: Bridge Opening During Sensor Installation (Left) and Snooper Truck Used for
Installation (Right)
Operation of the snooper truck required training by FDOT personnel and lane closures.
These lane closures and use of FDOT equipment resulted in a very strict time schedule for the
installation process.
The harsh environmental conditions typical of coastal regions and found at the Sunrise
Blvd. Bridge present the conditions for deterioration and damage of the SHM system hardware
through corrosion. Combined with the dynamic nature of bridge openings, the selected system
was required to be robust and durable.
2.2.3.2 Non-technical challenges
In addition to the technical challenges described above, there are also many non-technical
issues to consider that are no less critical for ensuring the success of a project. These challenges
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are commonly associated with communication and coordination between the various parties
involved in such projects, safety, access, security, logistics, scheduling, and weather related
issues. Especially for a movable bridge application, like the one described here, there are special
considerations and coordination required, such as informing the Coast Guard for marine traffic
regulations. As previously stated, during normal operation, the movable bridge is opened every
half and full hour if requested by boat owners. However, the bridge could not be opened this
often during sensor installation, since the snooper truck was on the bridge and it was not very
practical to open the bridge every 30 minutes. Therefore, the Coast Guard was informed in
advance about the fieldwork, so that they could announce a change in the opening hours.
Nevertheless, the bridge still required periodic openings during the sensor installation. The
installation time and certain requirements, such as clearing the bridge, were carefully considered
during the field operations.

Figure 6: Research Team Cleared from Bridge During an Opening
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Another non-technical consideration that may appear quite obvious, but should be
mentioned because it can have a dramatic impact on installation, is weather. Afternoon
thunderstorms are nearly an everyday occurrence during the summer months in Ft. Lauderdale,
Florida. These thunderstorms posed a serious threat to the research team, in particular, those
operating the snooper truck. For this reason, the lightning risk was monitored by sophisticated
equipment that provided the research team with the frequency and proximity of lightning strikes
in the area. Thunderstorms can flare-up very quickly, and considering that the Sunrise Blvd.
Bridge is a metal structure, safety measures were in place to ensure a quick clean-up and
evacuation to safety. Careful consideration of these technical and non-technical challenges was
made and is reflected in the selection of instrumentation hardware and the installation process.
2.2.4

Lab Preparation and Field Installation

Any field application of an SHM system will require some degree of lab preparation. The
specifics of this preparation process will greatly depend on the type of application and selected
hardware. The selected framework for the Sunrise Blvd. Bridge application consisted of a
complex array of wired sensors. In a lab situation it is common to connect individual sensors to
the DAQ using individual wires. However, in real-world application, where the sensor to DAQ
distances are much greater, connecting each sensor separately to the DAQ with its own cable is
impractical. For this project, groups of sensors and their individual cables at a particular location
were bundled together and routed into mini-junction boxes attached to the bridge girders. Large
multiconductor cables with PVC outer jackets, rated for outdoor use and sunlight and oil
resistance, relayed the bundled sensor signals to main junction boxes located in the machinery
rooms. From the main junction boxes, the sensor channels were sorted and connected to the
proper DAQ terminal block channels. This signal routing process is summarized in Figure 7.
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Considering the previously discussed technical challenges, this signal routing framework
required substantial lab preparation.
Mechanical Room

Underside of Bridge

Sensors

Mini-Junction
Multiconductor
Box
Cable

Main Junction Box

DAQ

Figure 7: Sensor to DAQ Signal Routing Layout
2.2.4.1 Laboratory Preparations
The selected multiconductor cables were delivered in 500 and 1000 foot spools. Before
the cable could be installed on the bridge, the following tasks were executed: (1) Measurement
and cutting cable to proper length segments, (2) Labeling and re-bundling of each cable, and (3)
Cable ends preparation, which included the removal of a small length of outer jacket,
determination and labeling of each twisted pair, and wire stripping and tinning of each wire.
The use of mini-junction boxes enabled a critical option during the installation procedure:
the opportunity to install the sensor group and main cable at separate times. Each mini-junction
box consisted of a male and female half. The sensor wire bundle was prepared and connected to
the proper terminals in the male half and the individual wires comprising the main
multiconductor cable were connected to the proper terminals in the female half.
The main junction boxes located in the mechanical rooms were prepared with their
various components: Cable strain reliefs, cable sorters, DIN rails, and terminal blocks. Each of
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these components was methodically labeled to ensure proper connection during the field
installation.
Lastly, the DAQ terminal blocks were connected to pre-labeled sensor wires. These wires
were later connected to the appropriate terminals in the main junction box during the field
installation. This was an important step because terminal block preparation requires removal of a
protective cover and access to the inner electronics board, providing the opportunity for
contamination if the procedure was done in the field. Figure 8 (a-d) provides a summary of the
hardware laboratory preparations.

a) Prepared Multiconductor Cable

b) Prepared Mini-Junction Box (male half)

c) Main Junction Box

d) Prepared DAQ Terminal Block

Figure 8: Hardware Lab Preparations
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2.2.4.2 Field Installation
The sensors on the structural elements were installed with the help of the previously
described snooper truck to reach the underneath locations (Figure 9). Figure 10, an example
picture, shows some of the installed sensors, such as vibrating wire strain gages, dynamic strain
gages, a strain rosette, and an accelerometer. Figure 10 also shows a top view of some of the
sensors and mini-junction box on the bottom flange. The installation procedure for strain gages
and rosette gages was as follows: (1) Grind a small surface area with a grinder, (2) Weld the
gages by using Micro-dot welder, and (3) Paint the sensors against rust. The installation
procedure for the accelerometer and tiltmeter was as follows: (1) Grind the surface, (2) Epoxy
the gage, and (3) Paint the sensor against rust. Lastly, ampmeters, infrared temperature sensors
and microphones were directly installed in the mechanical rooms using epoxy or c-clamps.
Mechanical room sensor installation did not require use of the snooper truck.

Figure 9: Sensor Installation Under the Bridge
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VW and dynamic strain gages

Strain Rosette

Accelerometer
VW and dynamic
strain gages

Figure 10: Installed Sensors at the Girder, Specially Designed Connectors, Vibrating Wire and
High-speed Strain Gages
2.2.5

Insight Gained

The experience gained from performing a full-scale SHM system installation on a
movable bridge was invaluable. While it would be impossible to share everything learned
through the process, the bulleted list below highlights some of the key lessons learned.
•

Instrumentation of a movable bridge takes considerably more time than estimates
would suggest

•

Wired systems and associated signal routing can become significantly complex

•

Extreme attention to detail is essential to avoid sensor connectivity issues

•

Bridge dynamics present a lot of stress on installed components

•

Secure bonding of sensors and redundant securing of cables is vital
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CHAPTER 3. DATA ANALYSIS TECHNIQUES FOR DAMAGE
DETECTION
Generally, the methods which exist for damage detection using Structural Health
Monitoring (SHM) data fall into two broad categories: (1) Parametric model methods and (2)
Non-parametric model methods. Parametric model methods generally assume that a model
representing the system is known prior to data collection: the a priori model. Non-parametric
model methods, unlike parametric model methods, do not require knowledge of the structural
parameters, ie., nodes, member stiffness, and mass. In other words, an exact model of the system,
defined by a finite set of structural parameters, does not need to be known. A non-parametric
model still has parameters, however, these parameters are not directly related to the physical
characteristics of the system (Gul 2009). Damage detection in this study uses a non-parametric
modeling method.
In non-parametric model methods for SHM, a combination of time series modeling and
statistical patter recognition is often used. First, a time series model which appropriately
describes the healthy system is defined. This is then used to identify when the system’s condition
has changed. In this manner, a model is constructed for a healthy/baseline condition, and when
data from the damaged structure is input into the model, the model outputs are likely classified as
outliers; thus, indicating the potential presence of damage. This can be described as a “black
box” model approach. Because the parameters in such models have no direct physical
interpretation, rather, only are used as a means to describe the properties of the input-output
relationships of the system, black-box models have general applicability. Therefore, many
resources exist for the development of such models using computer software.
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There are various types of ready-made black-box models available, however, the
selection of which particular time series model to use requires an understanding of the dynamics
and noise characteristics of the physical system to be modeled. The basic concepts of time series
modeling, as they relate to this study, are presented below. More detailed discussion about the
theory can be found in the literature (Pandit and Wu 1993; Box et al. 1994; Ljung 1999).
3.1

Time Series Modeling

Time series modeling is the statistical modeling of a sequence of data points that are
measured at successive times spaced at uniform time intervals. Time series modeling makes it
possible to model a system that cannot be easily modeled based on physical insights. A variety of
standard models have been developed, which by experience are known to be able to handle a
wide range of different system dynamics. If it is assumed that the noise and input are subjected to
the same dynamics, the relationship between the system’s input, output, and error terms can be
represented by a linear time series model using the difference equation shown in Eqn. (1) (Ljung
1999).

y(t) + a 1 y(t - 1) + ... + a na y(t - na )
= b1u(t - 1) + ...+ bnbu(t - nb ) + e(t) + c1e(t - 1) + ...+ cnc e(t - nc )

(1)

where, y(t) is the model output, u(t) is the noise-free input to the model, and e(t) is the error term.
The coefficients, ai, bi, and ci are the unknown model parameters, and the model orders are given
by na, nb, and nc. It is assumed that the components comprising the error term are independent
and identically distributed (i.i.d.). A reduced form of this equation is shown in Eqn. (2).
A(q)y(t) = B(q)u(t) + C(q)e(t)
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(2)

where, A(q), B(q), and C(q) are polynomials in the shift, or delay, operator q-1 as shown in Eqn.
(3) below.

A(q) = 1 + a1 q -1 + a 2 q -2 +  + a na q -na
B(q) = 1 + b1 q -1 + b2 q - 2 +  + bnb q - nb

(3)

C(q) = 1 + c1 q -1 + c 2 q - 2 +  + c nc q - nc
The model shown in Eqn. (2) is referred to as an ARMAX model (Auto-Regressive Moving
Average model with eXogenous input). A(q)y(t) represents an AutoRegression, C(q)e(t)
represents a Moving average of noise, and B(q)u(t) represents an external input.
By adjusting the model orders, different time series models are defined. The ARX model,
which is used in this study, is obtained by setting nc equal to zero. In other words, the disturbance
dynamics are not modeled. The ARX model structure is shown in Eqn. (4).
(4)

A(q)y(t) = B(q)u(t) + e(t)

where, again, y(t) is the model output, u(t) is the noise-free input to the model, and e(t) is the
error term.
Instead of an ARXMAX model, the ARX model was the type of time series model
selected for this study, since modeling of the disturbance dynamics did not effect the end results
significantly (Gul 2009). ARX model estimation is one of the most efficient of the polynomial
estimation methods due to the fact that it is the result of solving linear regression equations in
analytic form (Instruments 2009), thus, suggesting it as a preferred selection in SHM
applications. For this study, the model order of the output, na, was set to one, since in the utilized
methodology it was only necessary to describe the output at individual time steps. The remaining
model order, nb, pertains to the number of previous input values used.
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This model order

(generally shown with p) determines the number of past values used to estimate the value at t
(Box et al. 1994). The next section describes time series modeling as it relates to structural
dynamics.
3.2

Time Series Modeling for Structural Dynamics

It is seen from Eqn. (4) that a time-series ARX model describing a physical structure can
be developed if both the inputs and outputs of the system for a time series are defined. While the
structure’s outputs can be defined easily enough using available sensing technology, defining the
structure’s inputs becomes an issue of practicality for SHM of civil infrastructure. Therefore,
developing methodologies to extract damage features from output-only data is very important for
such applications. A time series based methodology to detect and locate damage using ouputonly data was proposed by Gul and Catbas (2011).
The core premise of the methodology, presented in that study and used in this study, is
that output of a degree of freedom (DOF) for a linear dynamic system is related to the outputs of
the neighboring DOFs. In other words, the neighboring DOFs outputs can be used as inputs in
the development of a time series model. In terms of use with the ARX model, the input term u(t)
in Eqn. (4) can be expressed by a series of our system’s outputs. This concept is explained by
examining the equation of motion for an N DOF linear dynamic system, shown in Eqn. (5) and
expressed in expanded matrix form in Eqn. (6) (time, t is omitted).

[M ]x(t ) + [C ]x (t ) + [K ]x(t ) =

f (t )

 m11  m1N   x1   c11  c1N   x1   k11  k1N   x1   f1 
   +        +        =   
  

   
  
  

m N 1  m NN  xN  c N 1  c NN   x N  k N 1  k NN   x N   f N 
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(5)

(6)

Where, [M] is the mass matrix, [C] is the damping matrix, and [K] is the stiffness matrix. The
vectors x(t ), x (t ), x(t), and f(t) are acceleration, velocity, displacement, and the external forcing
functions respectively. If the first row of Eqn. (6) is expressed separately, the force term
eliminated for free response case, and then rearranged, as in Equations 7-8, it is shown that the
free-response acceleration output of the 1st DOF is expressed by the excitation force on the 1st
DOF, physical parameters of the structure, and the outputs of the other DOFs.

[m11 x1
x1 =

 m1N xN ] + [c11 x1  c1N xN ] + [k11 x1  k1N xN ] = f1

(m12 x2

 m1N xN ) + (c11 x1  c1N xN ) + (k11 x1  k1N xN )
m11

Therefore, each row of Eqn. (6) can be thought of as a sensor cluster, composed of a
reference DOF and its surrounding DOFs. Based on these concepts, if different ARX models are
created for different clusters of sensors, then damage features can be selected for each of these
models to detect damage. In the ARX model expressed in Eqn. (5), the y(t) term is the freeresponse acceleration of the reference channel of a sensor cluster, u(t) is the free-response
acceleration responses of all the DOFs in the same cluster, and e(t) is the error term.
3.2.1

Free-Response of Structure

To be clear, the development of Eqn. (8) is only valid if we are considering a free
response of the structure case, where the forcing term of Eqn. (6) can be eliminated. An infinite
number of force inputs could be applied to the structure to generate a free-response; however,
application of an impulse force of very short duration is the most preferred type of input, in
general. A primary reason for this preference is that a very short duration impulse force in a
given range of magnitudes is easy to consistently apply. In addition, a properly applied impulse
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(7)

(8)

force on the structure will excite many of the structural modes, thus ensuring that the free decay
time response data is descriptive of the entire structural system. The process for applying an
impulse force, as well as sample free-response acceleration data is provided in Chapter 4.
3.3

Damage Feature (DF)

As discussed earlier, numerous approaches exist for extracting damage features from
SHM data using a time series analysis. The damage feature(s) itself, however, also varies. In Gul
and Catbas (2011), two different types of damage features (DFs) were extracted from the ARX
models. The first approach was based on a direct comparison of the “B” term coefficients of the
ARX model. While this method was demonstrated to be successful at giving exact information
about the existence, location, and severity of the damage for simple models, this approach was
not effective for complex models or with addition of data noise. The second approach used the
difference in the ARX model fit ratios, Eqn. (9), as the DF (Gul and Catbas 2011).

Damage Feature (DF) =

FR Healthy − FR Damaged
FR Healthy

× 100

(9)

where the fit ratio is expressed by Eqn. (10).


{y}− {yˆ} 
Fit Ratio (FR) =  1 −
× 100
{y}− {y} 

{y} is the measured output, { ŷ }is the predicted output, { y }is the mean of {y} and
|{y}−{ ŷ }| is the norm of {y- ŷ }.
This method proved to be much more effective for extracting information about the
existence and location of the damage for more complex models. It also gave information about
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(10)

the relative severity of the damage; although, direct damage quantification was not achieved. For
this reason, the approach using the fit ratio will be used for identifying damage from the
laboratory data. Figure 11 shows a flowchart of how the DF is obtained in this study at a single
sensor location for a single data trial. In this way, DF’s can be found for all sensor locations,
providing a display of which locations have potential damage.
First, a sensor cluster composed of a reference channel and adjacent channels must be
defined. The sensor clusters defined must be the same for all conditions. The reference channel
represents the location for which a DF will be developed. In this study, a reference channel
represents a specific accelerometer location. Next, the total size of the sensor cluster is defined
by selecting the adjacent channels, which in this study correspond to neighboring accelerometers.
This selection may vary depending on the structure type, but for the purposes of this study, it was
found that selecting only adjacent channels that were very close to the reference channel proved
to be most effective. Acceleration data is collected from the structure under healthy/baseline
conditions. The ARX Baseline model parameters are defined and the adjacent channel
acceleration data is then used to create a baseline ARX model. This model is then used to predict
the acceleration for the reference channel. A fit ratio is determined by comparing this predicted
acceleration to the actual reference channel acceleration. This is known as the healthy fit ratio,
FRHealthy. Since the baseline ARX model was developed using the healthy condition acceleration
data, as long as the structural conditions remain the same, then the predicted acceleration for the
reference channel should very closely fit the actual reference channel acceleration, resulting in a
high fit ratio.
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= > 90

= < 90

Figure 11: Flowchart of Damage Feature Determination
Acceleration data from the same defined sensor clusters is continuously collected, and the
adjacent channel acceleration data is input into the baseline ARX model. Again, the modelpredicted reference channel acceleration is compared to the actual reference channel acceleration
and a fit ratio is found. Each new fit ratio is compared to the healthy fit ratio and a DF is
generated. For a healthy structure, all new predicted reference channel acceleration data should
remain to be in close fit with the actual reference channel acceleration, resulting in a high fit ratio
and thus, a low DF value. However, if the properties of the structure change, then it is anticipated
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that the predicted reference channel acceleration will no longer fit closely with the actual
reference channel acceleration, resulting in a lower fit ratio and thus, a high DF value.
In addition to the DF’s alone as indicators of damage, another method utilizing the DF’s
was used in this study to better visually display the presence and severity of damage at a
particular sensor location. The plot that is generated is called the Averaged DF Distance plot. For
better ease of understanding, this method, along with the associated equation, will be discussed
in more detail in the Analysis Procedure Section of Chapter 4.
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CHAPTER 4. LABORATORY STUDIES: SERIES 1
4.1

4-Span Bridge-type Structure

The laboratory setup used in this study was a 4-span bridge-type structure, shown in
Figure 12. Although not a scaled down bridge model, its responses are representative of typical
values for medium-span bridges (Zaurin 2009). The structure serves as a platform for testing and
evaluating new sensing technologies, data collection systems, and damage detection algorithms,
in a controlled environment, prior to full-scale implementation. It has two 120 cm approach end
spans (Figure 12 (Right) (Shaded in Blue)) and two 304.8 cm main inner spans. Only the two
inner spans were instrumented with sensors and analyzed for damage. Two HSS 25x25x3
girders, separated 60.96 cm from each other, support a 3.18 mm thick, 120 cm wide steel deck.
The steel deck is connected to the girders using sets of four ¼ inch bolts and plates. Through this
configuration the girders are only connected to one another by means of the deck. The supports
can easily be changed to roller, pin, or fixed boundary conditions, and the girder deck connection
can be adjusted at different locations by removing bolts to modify the stiffness of the structure
(Figure 13).

Figure 12: 4-Span Structure in Lab (Left) and Schematic of Structure (Right)
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Figure 13: 4-Span Structure Supports (Left) and Bolt Removal (Right)
4.2

Finite Element Model

A finite element (FE) model of this 4-Span structure was developed in a previous project
and is used in this study to assist in verification of experimental results (Figure 1). In this way,
the dynamic properties obtained from the experimental data can be validated. The model was
constructed using both frame and shell sections. The two main girders were defined as custom
rectangular frame sections with dimensions corresponding to those of the actual structure. The
decking was defined using a Shell section type. There are 1,248 individual elements composing
the decking. As in the actual structure, the decking is composed of three separate sections, which
span the full internal two spans. The decking is connected to the main girders in a representative
manner, similar to that of the actual structure, where a series of bolts and plates are used. A
series of linear links, with all directions fixed, connect the Shell elements to the main girders at
the bolt locations.
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Figure 14: 4-Span SAP2000 Model
4.2.1

Natural Frequency Comparison

The natural frequencies of the first 30 vertical modes for the Baseline condition of the FE
model structure were obtained. A summary of the natural frequencies of the structure are
provided in Table 2. The mode shapes of the first 4 modes obtained using structural analysis
software are displayed in Figure 15.
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Table 2: Summary of the First 30 Modes Identified Using FE Model
Mode No.

Frequency (Hz)

Mode No.

Frequency (Hz)

1

4.91

16

19.87

2

7.85

17

20.88

3

9.32

18

21.04

4

9.79

19

21.76

5

14.35

20

21.88

6

14.05

21

22.34

7

15.16

22

22.91

8

15.20

23

23.15

9

15.46

24

23.61

10

15.92

25

24.13

11

17.37

26

26.23

12

17.86

27

26.88

13

17.89

28

27.3

14

18.68

29

28.92

15

19.18

30

28.99

Mode 1: 4.91 Hz

Mode 2: 7.85 Hz

Mode 3: 9.32 Hz

Mode 4: 9.79 Hz

Figure 15: First 4 Modes of the Baseline Condition
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The dynamic properties from the FE model correspond well with those obtained from the
experimental data. The natural frequencies of the experimental structure were obtained by taking
the Fast-Fourier Transform (FFT) of free-response vibration data collected from the structure and
by then applying a point-picking procedure to identify the modes. From this procedure, the first 3
modes of the structure were clearly identified (Figure 16) and match well with the first 3 modes
identified from the FE model. Many of the higher frequency modes are detected, as well, from
the experimental data. However, because of the large number of localized modes from the deck
of the 4-span structure in close proximity of one-another, these higher order modes could not be
matched exactly with the corresponding FE model obtained modes.

Mode 1 (4.69 Hz)

Mode 2 (7.50 Hz)
Mode 3
(8.44 Hz)

19.05Hz

25.00Hz

22.19Hz

16.56 Hz

Figure 16: FRF Data for Baseline Condition and Identified First 3 Modes
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4.3

Wired Sensors and Configurations

In the Series 1 laboratory study, the 4-span structure was instrumented only with wired
accelerometers. For this series, a total of sixteen PCB accelerometers, model 603C01, were
installed along the bottom of the two girders. These sensors provide a measurement range of ±50
g and a broadband resolution of 350 μg. Further specification information may be found in the
appendix. Figure 17 shows the sensor locations on the structure. Hot glue was used to fasten the
accelerometers to the underside of the girder at the location of the bolt connections, providing a
quick, yet secure bond. Figure 18 shows an installed sensor.
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Figure 17: Experimental Setup with Sensor Locations
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(#) Sensor Location

Figure 18: Installed Wired PCB Accelerometer
These sensors remained attached to the structure at these locations during the entirety of
the testing, with the exception of the accelerometers at the bolt removal locations. A total of 16
different sensor clusters were created, one for each reference channel, and are summarized in
Table 3.
Table 3: Inputs and Outputs of the ARX Models
Sensor Cluster
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

Output of the ARX Model
(Reference Channel)
N1
N2
N3
N4
N5
N6
N7
N8
N9
N10
N11
N12
N13
N14
N15
N16
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Inputs of the ARX Model
(Adjacent Channels)
N1, N2, N9, N10
N1, N2, N3, N9, N10, N11
N2, N3, N4, N10, N11, N12
N3, N4, N5, N11, N12, N13
N4, N5, N6, N12, N13, N14
N5, N6, N7, N13, N14, N15
N6, N7, N8, N14, N15, N16
N7, N8, N15, N16
N1, N2, N9, N10
N1, N2, N3, N9, N10, N11
N2, N3, N4, N10, N11, N12
N3, N4, N5, N11, N12, N13
N4, N5, N6, N12, N13, N14
N5, N6, N7, N13, N14, N15
N6, N7, N8, N14, N15, N16
N7, N8, N15, N16

4.4

Experimental Method

An impact hammer was used to excite the structure during a series of trials for each of the
damage scenarios. The PCB Model 086D20 short-sledge impact hammer, with force sensor and
tip, was used to apply the impulse force and is shown in Figure 19. The impulse force was
supplied to the system by applying a moderate impact tap to the structure of relatively consistent
magnitude.

Figure 19: Impact Hammer (Left) and Application of Impact on Structure (Right)
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Figure 20: Four Impact Locations for Series 1 Lab Studies
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For each damage scenario three data sets were collected, each with 3 adequately spaced
impacts at four different locations, totaling 12 impact trials per data set. Impacts were applied on
the decking of the 4-span structure right next to the bolt connections and directly above the
girders. The impact locations are shown by the red circles in Figure 20.
While it is possible to determine the input into the system for each impact trial, through
measurement of the forces at the hammer tip, in this study, data was not recorded from the
hammer tip and the input was left as an unknown. The reason for this is that, as previously
stated, the input of the ARX model is simply the acceleration output of the adjacent channel
sensors.
Seven separate damage cases were implemented on the laboratory setup and are shown in
Figure 21. Based on feedback from Department of Transportation (DOT) engineers, these
damage cases represent some of the most common damages affecting bridge performance. Cases
1- 5 involve changes in the boundary conditions to fixed connections, and can therefore be
considered global damage. Damage of this type is representative of when roller or pin supports
of a bridge experience corrosion or are blocked by debris. Case 1 (Figure 21a) modified the
boundary conditions from a pin connection at the left support to a fixed connection. Case 2
(Figure 21b), expanded the damage from Case 1 to also modify the boundary conditions at the
middle support from a roller to a fixed connection. Case 3 (Figure 21c) applied a fixed
connection to only the middle support, and Cases 4 and 5 (Figure 21d and Figure 21e) were
symmetrical versions of DC1 and DC2. Cases 6 and 7 simulate localized damage with loss of
connectivity between the girder and deck. In Case 6 (Figure 21f), 4 bolts, corresponding to a
single grid-deck connection point, were removed. In Case 7 (Figure 21g), a total of eight (8)
bolts were removed (4 each) at two girder-deck connections.
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b) DC2

a) DC1

c) DC3

d) DC4

e) DC5

f) DC6

g) DC7

Figure 21: The Seven Applied Damage Scenarios (DC1-DC7)
4.5

Data Acquisition System and Configuration

The 16 PCB accelerometers were connected individually to an acquisition system from
VXI and Agilent Technologies using BNC cables. A signal conditioner from PCB Piezotronics
conditioned the continuous electrical signal before it was discretized into finite values by the
digitizer. A PC link then enabled the data to be stored on the desktop PC. DAQ Express software
was used for controlling the data acquisition and recording. Using this software the following
parameters were established:
• 320 Hz Sampling Rate
• 1 Hz AC Coupling
• 0.5 V Input Range for All Channels
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• Proper Accelerometer Sensitivity Values
• Start Recording on 0.005V Trigger; Trigger Slope- Positive; Trigger Delay of 0.02sec
4.6

Analysis Method

Complete analysis of the data can be divided into 4 main steps: (1) Collection, archival
and pre-processing of raw data, (2) ARX Baseline model development and generation of DF’s,
(3) Threshold determination, and (4) Damage identification plots creation. Each of these steps is
described in more detail below.
4.6.1

Collection, Archival, and Pre-processing of Raw Data

Raw data from the wired accelerometers was collected and saved in .txt format using the
previously described DAQ. These files were then organized on a single computer. The algorithm
was then used to prepare the impact data for execution of the ARX modeling code. Preparation
of the data consisted of importing and reorganizing the raw data into the proper matrices and
variables. Since it is necessary that the ARX models be generated based on only the free
response of the structure (not the impact event itself), the other step in pre-processing is
windowing the data to only the free response. Windowing of the free vibration region of the data
was done by locating the maximum acceleration value of the impact and then selecting a starting
point for the window, shifted 20 data points to the right, thus ensuring that the impulse input
itself was not modeled. Figure 22 shows a sample of free-response acceleration data from one
accelerometer.
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Figure 22: Sample Acceleration Data; Raw (Top) and Free-Response (Bottom)
4.6.2

ARX Baseline Model Development and Generation of DF’s

The next step of the data analysis was execution of the developed Matlab ARX modeling
code. Two versions of the code were developed for this study and used, one for wireless data,
which uses the roaming technique, and one for the wired data. Both versions of the code
implemented the built-in Matlab System Identification Toolbox function “ARMAX”. Both the
model order and time step of the data were specified, and upon execution of the code, ARX
baseline models were developed for each reference channel for each impact trial. Selection of a
proper model order can be considered an iterative process, requiring optimization between high
fit ratios and processing time. Next, DF matrices were generated for each of the seven damage
scenarios and for the other baseline/healthy condition trials. The figure below shows an example
of one of the DF matrices that was developed.
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DF for Sensor 4 for Impact 3

Figure 23: Sample DF Matrix Developed for a Single Damage Scenario
The 16 columns of the DF matrix, shown in the red box in Figure 23, represent each of
the reference channels. These correspond with the 16 sensor locations of Figure 17. The 15 rows
of the DF matrix, shown in the green box in Figure 23, represent each of the impact trials, 3 data
sets of 5 impacts each. Lastly, the individual cells of the DF matrix represent the generated DF
for a reference channel from one of the impact trials. These results can also be plotted
graphically, providing a visual trend of the DF’s of each reference channel. Figure 24 shows a
sample of a DF Trend plot.

DF for Sensor 4 for Impact 3

Figure 24: Sample DF Trend Plot
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4.6.3

Threshold Determination

Prior to damage identification with noisy data, a threshold for the DF must be established
to distinguish changes in the DF due to damage from changes as a result of noise in the data.
Noise or disturbance can enter the data in a variety of forms and ways, and the issues related to
noise and filtering are full topics for discussion themselves. Therefore, in this study we will
assume that proper filtering was applied by the DAQs and that this threshold determination was
used to distinguish any residual noise from actual structural damage. To determine the threshold
level, the DFs of at least one undamaged, baseline, data set are found with respect to another
undamaged, baseline, data set and plotted. The DFs resulting from the one baseline compared to
another baseline represent the amount of noise in the system. A single threshold value is then
selected based on this DF trend plot. This value then serves as a reference for any future DF’s,
with a value above the threshold indicating the potential for damage.
4.6.4

Damage Identification Plots Creation

While the DF trend plot can be used for detecting damage at a particular sensor location,
the process is somewhat time consuming and does not visually present the data in an informative
way. Therefore, another method, that visually displays the presence and severity of damage at a
particular sensor location in a bar chart format, was used. This Averaged DF Distance plot
condenses the series of DF’s for a sensor location in the DF trend plot into a single representative
value. The averaged DF distance for each reference channel is determined by first finding the
mean of the inlier DF values for the set corresponding to t0<t< t1 (Figure 25).
A DF value is an inlier if it is under the pre-determined threshold value and an outlier if
it is above the threshold. Next, the mean of the outlier DF values for the set corresponding to
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t1<t<t2 is computed. The difference between the mean of the two sets is the Averaged DF
Distance.

Outlier Set

Damage
Feature

Mean of Outliers
(t1<t<t2)

Averaged
DF
Distance

Inlier Set
Inlier

Threshold

Mean of Inliers (t0<t<t1)
t0<t<t1

t1<t<t2

Figure 25: Distance between Two Damage Feature Sets
Averaged DF distances are determined for each sensor location and the results are plotted
in a 3-D bar chart, as shown in the sample figure below.
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Figure 26: Sample Averaged DF Distance Plot
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8

Plotting the data in this form makes it easier to pinpoint the approximate area where
damage exists. For example, in Figure 26, at location 3 and 4 in both lanes 1 and 2 the presence
of damage is being indicated more so than at the other sensor locations. The final results of the
Series 1 study are provided in the next chapter.

48

CHAPTER 5. RESULTS AND INTERPRETATIONS: SERIES 1
In this chapter the results of the Series 1 laboratory study will be presented. The analysis
method presented in Chapter 4 will be used for analysis of the experimental data. First, the
selected parameters of the ARX Baseline models will be described. Next, determination of the
threshold value will be shown. Once this threshold level has been determined, the analysis results
of the first three damage scenarios will be presented using DF trend plots. Finally, the results of
all 7 damage scenarios will be presented and discussed using the Averaged DF Distance plots.
5.1

ARX Baseline Model Parameters

The model order, p, of the Baseline ARX models corresponds to the nb term of Eq. (5)
and was determined through an iterative process. Model orders of p=20, 30, 40, 50, and 70 were
all investigated. However, a model order of p=50 was selected due to optimization between high
fit ratios and processing time. This model order was used to develop all Baseline ARX models of
the Series 1 study. The results shown in the following sections correspond to the first data set,
which consists of 12 impact trials.
5.2

Threshold Determination

To set the threshold level, the DFs of four sets of undamaged, baseline, data were found.
As discussed previously, the DFs resulting from the one baseline compared to another baseline
represent the uncertainty in the process (experiment, data, and analysis). The DFs for the second
through fifth Baseline cases are shown in Figure 27.
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Threshold

Figure 27: Threshold Level for Series 1 Lab Study
The total DF data set was comprised of 768 data points. With selection of 5 as a threshold
level, only 9 data points were above this threshold, resulting in approximately 99% confidence
value. Therefore, a DF of 5 was used as the threshold to identify damage, shown with the dashed
red line in Figure 27.
5.3

Damage Feature (DF) Trend Plots

The first damage case (DC1) was the boundary condition change at the left supports
(N1and N9 in Figure 17). The damage features matrix for Damage Case 1 (DC1) was found
using the analysis procedure outlined in Chapter 4. Figure 28 shows the corresponding DF Trend
plot.
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Node 1
Node 9
Node 10

Node 2

Figure 28: DC1 DF Trend Plot for Series 1 Lab Study
From inspection of this plot, it is observed that the DFs for Node 1 and 9 are considerably
higher than the other nodes. This shows that there has been some structural change in the bridge
model, having the biggest impact around these regions. Considering the damage case applied,
these results can be deemed successful. It can also be seen that the DFs for Node 10 and Node 2
are also higher than the other nodes, although they are not as high as Node 9 and Node 1.
Actually, all of the DFs are above the threshold DF level of 5. These results make sense due to
the fact that DC1 was a global damage case, thus resulting in structural property changes at all
sensor locations.
Figure 29 displays the DF results of the damage detection analysis for damage case 2
(DC2). Damage case 2 extended the boundary condition changes to the middle support (just to
the right of N4 and N12 in Figure 17). As in the damage case 1 results, the DFs for Node 1 and
Node 9 are higher than the other nodes for DC2. In addition, the nodes positioned in between the

51

left support and middle supports (Nodes 2, 3, 4, 10, 11 &12) all have notably higher DFs then the
other nodes.

Node 1

Node 9
Node 10

Node 3 Node 2

Node 11

Node 12

Node 4

Figure 29: DC2 DF Trend Plot for Series 1 Lab Study

Node 13

Node 12

Figure 30: DC3 DF Trend Plot for Series 1 Lab Study
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The damage detection analysis results for damage case 3 (DC3) are shown in Figure 30.
Damage case 3 was the boundary condition change at the middle supports only (between N4 and
N5 and N12 and N13 in Figure 17). The results of DC3, displayed using the DF Trend plot, are
not as visually obvious as those of DC1 and DC2. From inspection of the plot it can be seen that
Node 13 and Node 12, locations nearest the boundary condition change, have higher DFs than
the other nodes. Yet, this the trend cannot be considered clear. These observations are exactly
what led to the implementation of the other method for displaying the results from the damage
detection analysis.
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5.4

Averaged Damage Feature (DF) Distance Plots

Plotting the data using the Averaged DF Distance method, which was described in the
Analysis Procedure section of Chapter 4, results in a much clearer visual representation of the
damage magnitude at each sensor location. Figure 31 displays the damage detection analysis
results for damage case 1. As in the DF Trend plot for DC1 (Figure 28), Nodes 1 and 9 are
showing larger values than the other nodes, thus indicating damage at this region. Visual
inspection of Figure 31 reveals that the indication of damage decreases the farther the sensor
location is from the damage location. For example, Nodes 7, 8, 15, and 16, in Figure 17 are the
farthest from the damage and have the smallest Averaged DF Distances. These results intuitively
make sense, as it is expected that the dynamic properties of the structure are less affected at
greater distances from the boundary condition changes.
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Figure 31: DC1 Averaged DF Distance Plot for Series 1 Lab Study
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Figure 32: DC2 Averaged DF Distance Plot for Series 1 Lab Study
When the damage detection analysis results of damage case 2 are plotted, using the
Averaged DF Distances, a similar trend to DC1 is seen and shown in Figure 32. The sensor
locations nearest to the boundary condition change at the left supports continue to indicate the
greatest presence of damage, as in DC1. The additional boundary change of the middle supports,
however, causes an overall increase of the damage detection level in all sensors. Referencing the
y-axis magnitude of both Figure 31 and Figure 32, it is shown that there is an increase of ~10
Averaged DF Distance values throughout all sensor locations. Again, these results are consistent
with the applied damage. If the boundary conditions of the structure are modified further from
the baseline/healthy condition, it is expected that the entire structure should indicate this global
change.
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Figure 33 shows the results of the damage case 3 analysis. In comparison to the DF Trend
plot for DC3, this current display of the results is much more explanatory. The sensor locations
in the region of the middle supports, where the boundary conditions were modified, are
indicating a higher detection of damage. Noting the scale change of the y-axis, the Averaged DF
Distances are substantially lower in magnitude in the region of damage for DC3 in comparison
with those of DC1 and DC2. Although the damage scenario of DC3 represents a global condition
change, fixing the pin supports at the middle location has drastically less impact on the structure
in comparison to fixing the pin supports at the span ends. The reason for this is that girders over
the middle supports are continuous, and due to symmetry of the structure, these middle pin
supports are much more “fixed” in nature to begin with than the end of span pin supports.
Therefore, changing the boundary condition to fixed at the middle supports has a less
distinguishable effect on the structure dynamics.
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Figure 33: DC3 Averaged DF Distance Plot for Series 1 Lab Study
56

DC4-Averaged Distances for Each Sensor Location
100

Lane 2

Averaged Distance

90

Lane 1

80
70
60
50
40
30
20
10
0
1

2

3

4

5

6

7

8

Sensor No.

Fixed

Pinned
Fixed

Figure 34: DC4 Averaged DF Distance Plot for Series 1 Lab Study
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Figure 35: DC5 Averaged DF Distance Plot for Series 1 Lab Study
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Damage case 4, symmetrical to DC2, modified the boundary conditions at both the
middle and right supports. The results of the damage detection analysis are shown in Figure 34,
and as expected, are very symmetrical to the results of DC2, Figure 32. Damage case 5, which
consisted of changed boundary conditions at the right support, was a symmetrical version of
DC1. The DC5 results are shown in Figure 35.
Rather than discussing in detail the results of DC4 and DC5, which contain the same key
observations as the results of DC2 and DC1, a comparison of the symmetrical damage cases will
be shown in Figure 36. From this figure it is seen that the Averaged DF Distance trends in DC4
and DC5 correspond very well with those of DC2 and DC1. These results help to qualify this
damage detection method as consistent.
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Figure 36: Symmetrical Damage Cases- Averaged DF Distance Plot Comparison
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Moving away from the global damage scenarios, localized damage results of damage
cases 6 and 7 will be presented next. Damage case 6 removed the 4 bolts at the Node 3 girder
deck connection, thus simulating localized damage with loss of connectivity between composite
sections. The results of the damage detection analysis for damage case 6 are presented in Figure
37. Inspection of this figure shows that the region surrounding the damage location is displaying
a higher detection of damage, while the remaining sensor locations show relatively consistent,
low damage levels. It is also demonstrated that the magnitude of the damage detection is much
more moderate in comparison with DC1, DC2, DC4, and DC5, suggesting that quantification of
the severity of damage may be possible using this damage detection method if some
improvements, which are not in the scope of this study, are made.
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Figure 37: DC6 Averaged DF Distance Plot for Series 1 Lab Study
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Lastly, the results of damage case 7 which involved the removal of 4 more bolts from the
structure at Node 6 are presented in Figure 38. As in DC6, the results seen in DC7 demonstrate
that higher damage values were again detected at the region surrounding the damage locations.
This is seen from the increase in the Averaged DF Distance values in both lanes at sensor
locations 5 and 6. It should be noted that the additional structural condition changes in DC7
significantly increased the magnitude of damage detection values across all sensor locations.
Also, despite localized damage occurring in only one lane of both DC6 and DC7, the damage
detection analysis was not able to isolate the damage to a particular lane. This is somewhat
expected since the stiffness for the other lane is also reduced due to the decking system.
However, seeing higher Dfs for the damaged lane would have increased the value of the results
significantly.
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Figure 38: DC7 Averaged DF Distance Plot for Series 1 Lab Study
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CHAPTER 6. LABORATORY STUDIES: SERIES 2
In the Series 2 study, the 4-span structure was instrumented with both wired and wireless
accelerometers. The laboratory study details for Series 2 were nearly the same as those for Series
1. The structure, damage scenarios, and wired sensor system were identical to those in Series 1.
Therefore, this chapter will only cover those details of the lab study which are different for
Series 2.
6.1

Wireless Sensors and Configuration
6.1.1

Imote2 Accelerometer

The wireless sensors used in the laboratory experiment were the Imote2 accelerometers,
which consist of 4 main components: an Imote2 main board that provides the radio and
processor, an ISM400 (formerly SHM-A) sensor board, a battery board, and an Antenova Mica
2.4 GHz SMD external antenna. With the exception of the external antenna, all of these
components are manufactured by MEMSIC. The supplied battery board had an attached 3x AAA
battery holder, however, due to short battery lives these were replaced by aftermarket 3 x D
battery holders. Each Imote2 sensor was attached securely to a circular aluminum base plate,
which was then affixed to the four-bolt deck-grid connection using hot glue. Due to the weight of
the battery packs, they were placed on the laboratory floor during testing, in order to not add
additional mass to the structure. Figure 39 shows installed Imote2 sensors.
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Figure 39: Installed Imote2 Wireless Accelerometers
The heart of the Imote2 is the SHM specifically designed ISM sensor board with onboard
3-axis accelerometer, temperature, humdity and light sensors. Tailored to SHM, the ISM400 was
developed as part of the University of Illinois structural health monitoring project. This sensor
provides user selectable sample rates of 25, 50, 100, and 280 Hz and anti-aliasing filters. Further
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specifications regarding the Imote2 and associated ISM400 sensor board can be found in the
Appendix.
6.1.2

Wireless Sensor Roaming Technique

Wireless accelerometers collected acceleration data from the same 16 sensor locations
shown in Figure 17, however, since only eight wireless accelerometers were available during the
experiments, data collection was performed using a roaming technique. This roaming technique
consisted of collecting data from a set of seven Imote2 sensors in six separate sensor
configurations, each requiring its own testing. While in comparison to the wired accelerometers
this did increase the total testing time quite significantly, however, it also provided the same
sensing mesh density, while only using half the sensor quantity. It was felt that such a roaming
technique would prove quite useful in real-life SHM applications, where sensor mesh density is a
constraint and sensor quantities are an issue.
6.1.3

Wireless Sensor Configuration

The six sensor configurations allow for the exact same sensor cluster definitions as in the
wired accelerometers. The key difference is that the data used for each baseline ARX model
development was collected from different testing trials. The 16 defined sensor clusters, one for
each reference channel, are summarized in Table 4 in terms of Wireless sensor number and
configuration (Convention: Configuration – Wireless Sensor Number).
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Table 4: Inputs and Outputs of the ARX Models
Sensor Cluster
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

Reference Channel
(Config. – Sensor No.)
1-1
1-2
2-3
3-1
4-2
5-3
6-1
6-2
1-4
1-5
2-6
3-4
4-5
5-6
6-4
6-5

Adjacent Channels
(Config. – Sensor No.)
1-1, 1-2, 1-4, 1-5
1-1, 1-2, 1-3, 1-4, 1-5, 1-6
2-1, 2-2, 2-3, 2-4, 2-5, 2-6
3-1, 3-2, 3-3, 3-4, 3-5, 3-6
4-1, 4-2, 4-3, 4-4, 4-5, 4-6
5-1, 5-2, 5-3, 5-4, 5-5, 5-6
3-1, 3-2, 3-3, 3-4, 3-5, 3-6
6-1, 6-2, 6-4, 6-5
1-1, 1-2, 1-4, 1-5
1-1, 1-2, 1-3, 1-4, 1-5, 1-6
2-1, 2-2, 2-3, 2-4, 2-5, 2-6
3-1, 3-2, 3-3, 3-4, 3-5, 3-6
4-1, 4-2, 4-3, 4-4, 4-5, 4-6
5-1, 5-2, 5-3, 5-4, 5-5, 5-6
3-1, 3-2, 3-3, 3-4, 3-5, 3-6
6-1, 6-2, 6-4, 6-5

Figure 40 shows the six configurations for the wireless accelerometers with reference to
the attached wired accelerometers. Note that each configuration contains a seventh sensor that
serves as a referencing node, aiding in providing data from the entire structure. Information from
this referencing node, although not used in this study, can be later used to splice data from the
individual trials together.
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Figure 40: Six Wireless Sensor Configurations
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6.2

Experimental Method

While the same seven damage scenarios of the Series 1study were also investigated in the
Series 2 study, the impact locations and number of data sets differed. In the Series 2 study, a total
of three impact data sets containing 5 impacts each were collected for all 6 sensor configurations
under each damage scenario. The PCB Model 086D20 short-sledge impact hammer was again
used, however, the impact was applied to the decking of the 4-span structure in the middle area
between the two girders, rather than above each girder. The impact locations for each sensor
configuration are shown by the red circles in the previous figure, Figure 40. Pictures of the first
two configurations are shown in Figure 41.
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Figure 41: Wireless Sensor Configurations 1 and 2 on 4-Span Structure; Configuration 1 (Top)
and Configuration 2 (Bottom)
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During testing, acceleration data was collected simultaneously from both the wired and
wireless accelerometers using two separate DAQ systems. The configurations for the wired
accelerometers are the same as those discussed in Chapter 4, therefore, the focus of the
subsequent section will be on the wireless accelerometer system.
6.3

Wireless Data Acquisition System and Configuration

The two sensor types require separate and very different Data Acquisition Systems for
proper collection of acceleration data. The wireless accelerometer DAQ system is not as visually
apparent as the wired system. Rather than having a mainframe unit that controls conditioning,
communication, data collection, and storage, the wireless system uses software and the wireless
accelerometer sensor boards for these same tasks. Collection of acceleration data using the
Imote2 sensors requires a network of at least two sensors. This network consists of one or more
leaf nodes, which are connected to the structure to collect data, and one gateway node which
connects to the PC through a USB cable and serves as a gateway between the wireless sensor
network and the computer. Data collection from the gateway node to the PC requires an
interface/debug board, IIB2400. This board provides two serial port (UART) interfaces through
the USB connection to the PC. One communicates output and debug commands while the other
communicates data. While a standard desktop PC with the Windows operating system can be
used for connection with the gateway node, use of a laptop PC offers greater flexibility and is
nearly essential for temporary field implementations of the wireless system.
The sensor network, interface/debug board, USB cable and PC are the only hardware
comprising a complete wireless DAQ. The software necessary for an operable wireless network,
however, is more complex than its wired counterpart. Complete details of the software and
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operation of the Imote2s is out of the scope of this study, however, a summary of the critical
software and its purposes will be provided in the following section.
6.3.1

Imote2 Network Software

The Imote2s used in this study were acquired from the University of Illinois at UrbanaChampaign (UIUC) and were pre-configured with the Linux, TinyOS platform/boot loader. The
Imote2 sensor network relies on software available for download through the Illinois Structural
Health Monitoring Project (ISHMP) website. The ISHMP website, at the time of writing,
contains three user guides to help users use the Imote2 system. There is a basic “Getting Started
Guide for New Users”, which can be used to configure Imote2s and establish a simple working
network of sensors; though, this set-up was found to be limiting for our purposes (Spencer 2011).
Therefore, the “Getting Started for Advanced Users and Developers” and “Imote2 for Structural
Health Monitoring: User’s Guide” were utilized (Agha and Spencer 2011; Spencer 2011).
These guides required an initial group of software to first be installed which was core to
full functionality of the network. UIUC also provides an ISHMP Services Toolsuite which
contains various programs that are executed during operation. Utilization of this Toolsuite for
proper sensor network operation was, and continues to be at the time of writing, a team effort of
the UCF Systems and Structures research group.
Cygwin is the first of the core programs required. The Cygwin software environment
provides UNIX-like functionality and command-line interface on a Windows PC. The TinyOS
operating system used by the Imote2s is downloaded and installed through Cygwin. TinyOS
requires Cygwin to work on a Windows system.
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The NesC Compiler is another piece of software that is needed. The NesC compiler
translates applications and TinyOS platform files from the NesC language in which they were
written to the plain C language. According to the guide, programming the Imotes is much easier
in NesC than programming it directly in C.
The last core software for functionality of the Imote2s is the Wasabi tool suite. The
Wasabi tool suite from Intel contains the compiler and related tools needed to create binary
images of Imote2 applications from the C code created by the NesC compiler.
With the core software installed, the ISHMP Services Toolsuite was then downloaded.
This Toolsuite provides a library of customizable services for creating a range of SHM
applications for networks of smart sensors. In addition, the Toolsuite provides a number of tools
and utilities to aid in the development of deployable applications. The two most used software
components from this package are imote2comm and RemoteSensing. The imote2comm tool is a
command-line replacement for Windows HyperTerminal and it can be thought of as the gateway
between the computer and base node. The RemoteSensing application is the most basic program
used for data collection. It is used to acquire synchronized acceleration data from a network of
sensors and allows modification to various sensing parameters.
6.3.2

Imote2 Network Configurations

In this study, a sampling rate of 280 Hz was used for all data collection using the Imote2
wireless accelerometers. The Imote2s communicate in the 2.4 GHz frequency band, which is the
same as Wi-Fi networks. Therefore, selecting the proper communication channel for the network
is critical in areas where an 802.11 (Wi-Fi) network is present. In this study, a Radio Channel of
15 was used for all sensors, as selection of either channel 15, 20, 25 or 26 was suggested for least
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interference. The literature states the typical communication range for Imote2 nodes using
external antennas, when line-of-sight is possible, is ~150m, however, preliminary testing
indicated that communication errors were a possibility (Spencer 2011). For this reason the radio
power was set to a maximum parameter value of 31.
6.4

Wireless Accelerometer Signal Quality Verification

Signal quality was a major concern with using the wireless accelerometers for this time
series analysis-based damage detection method. In order to validate the signal as adequate for
use with this method, the wireless signal from the 4-span structure was compared to a
corresponding wired accelerometer signal in both time and frequency domains. Output of the
RemoteSensing application, however, is not in units of acceleration. The data must be shifted by
an offset value and scaled by an appropriate scale factor in order to transform the collected
sensor data into acceleration units. These constants vary slightly between each sensor board. To
obtain these constants the ISHMP has provided a “Calibration Guide” and corresponding
Calibration program (Jang and Rice 2009).

Figure 42: Wireless and Wired Accelerometers Attached to Shaker Table
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A dynamic calibration of all the sensors was performed during the initial stages of the
wireless sensor network setup. The provided Calibration program requires that the wireless
acceleration data be compared to a reference accelerometer. In this study, both a wireless
accelerometer and wired accelerometer were mounted to a bracket fastened to a shaker table
Figure 43.
The shaker table, controlled by VXI System, was used to excite both accelerometers in a
sinusoidal motion for a duration of 20 seconds between a 1.5 Hz and 2.0 Hz frequency. Using
this method for the 3 axes of measurement for all accelerometers, the offset and scale factors
were determined for each sensor by a trial-and-error process using the Calibration program.
Table 5 below summarizes the Imote2 calibration constants found from this procedure.
Table 5: Initial Imote2 Calibration Constants
Sensor
18

22

34

100

132

145

Axis
X
Y
Z
X
Y
Z
X
Y
Z
X
Y
Z
X
Y
Z
X
Y
Z

Offset
11145
20370
20050
7900
20900
20800
7300
21000
21100
69500
20000
20100
8000
20900
21100
7800
20400
20500
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Scale
5300
7100
7000
7300
7500
7600
7800
6500
7300
7700
7060
7500
7400
7500
7300
7100
7500
7500

During testing of the 4-span structure, only acceleration data from the z-axis was collected
by the wireless accelerometers, since the wired accelerometers were uniaxial. The predetermined
calibration constants for the z-axis were then used in junction with the Calibration code to
compare the impact response signals in frequency and time domains. The Calibration code was
selected for use in this process because it automatically accounts for the difference in sampling
rates, generates power spectral density (PSD) and time domain plots, and provides the
corresponding correlation coefficients. Single impacts under DC1, DC2, DC3, and DC6 from
three locations were selected for verification (N2, N12, and N7 of Figure 17). It should be noted
that a noticeable difference was expected between the wired and wireless data, as a result of the
difference between the installation locations of each sensor. The wired accelerometers were
installed on the underside of the girders, while the wireless accelerometers were installed on the
topside of the girder, but on top of the bolted connection (Figure 43).

Figure 43: Wired Vs Wireless Accelerometer Installation Locations
Results of the verification study show that there is sufficient correlation between the wired
and wireless signals. The verification results for N12 from DC0, DC1, DC2,and DC6 are
provided in the following figures. Please refer to the Appendix for the complete results.
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Figure 44: Time History and PSD Comparison- Baseline N12
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Figure 45: Time History and PSD Comparison- DC1 N12
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Figure 46: Time History and PSD Comparison- DC2 N12
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Figure 47: Time History and PSD Comparison- DC6 N12
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CHAPTER 7. RESULTS AND INTERPRETATIONS: SERIES 2
In this chapter the results of the wired and wireless sensor clusters from the Series 2
laboratory study will be presented in separate sections. For each section the selected Baseline
ARX model parameters and the determination of the threshold value will first be shown. Upon
determination of this threshold value, the analysis results of the all seven damage scenarios will
be presented using the Averaged DF Distance plots. The format and presentation of the results
are very similar to that of the Series 1 lab study. Therefore, this chapter will highlight the
differences between the two studies.
This chapter will conclude with a short summary of an additional wireless sensor test that
was performed very recently on a full-scale structure. The details of the experiment will briefly
be described and some collected data will be presented.
7.1

Wired Accelerometer Sensor Clusters

7.1.1

ARX Baseline Model Parameters

As in Series 1, the model order, p, of the Baseline ARX was determined through an
iterative process. Model orders of p=20, 30, 40, 50, and 70 were all investigated. However, a
model order of p=50 was again selected due to optimization between high fit ratios and
processing time. This model order was used to develop all wired sensor Baseline ARX models of
the Series 2 study. The results shown correspond to the first data set, which consists of 5 impact
trials.
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7.1.2

Threshold Determination

To set the threshold level, the DFs for another set of undamaged, baseline, data were
found. As discussed previously, the DFs resulting from the one baseline compared to another
baseline represent the amount of noise in the system. The DFs and determined threshold value of
5 are shown in Figure 27.

Threshold

Figure 48: Threshold Level for Wired Series 2 Lab Study
7.1.3

Wired Accelerometer Averaged Damage Feature (DF) Distance Plots

In general, the results from the Series 2 lab study for the wired sensor clusters very
closely resemble those of the Series 1 lab study. Figure 49 shows the results of both damage case
1 and 2 for the wired sensor clusters.
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DC1-Average Distances for Each Sensor Location

DC2-Averaged Distances for Each Sensor Location
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Figure 49: Wired Sensor Cluster Results Series 2 Lab Study; DC1 (Left) and DC2 (Right)
As before, higher damage levels were indicated near the left supports, at the location
where the boundary conditions were modified. The addition of damage to the middle support,
again, had the impact of increasing the damage detection levels at all sensor locations. However,
there is a key difference between these results and those from the Series 1 study. In the Series 1
lab study, in all the damage scenarios where boundary conditions were changed at the left and
right supports (DC1, DC2, DC4, and DC5), the locations with the highest indication of damage
were located at the span ends (N1, N8, N9, N16 of Figure 17). In the Series 2 lab study, this
trend is not as clear, nor always true. In Figure 49 (left), showing the DC1 results, for example,
the highest indication of damage is at sensor location 2 in both lanes, not at sensor location 1. In
Figure 49 (right), showing the DC2 results, the levels of damage detection at location 1 are
higher than DC1, however, still not as pronounced as they were in the corresponding Series 1
case, Figure 32.
There are a few potential reasons for this discrepancy. The most plausible reason relates
to the variation in the location of impact between the two series. Series 1 impact locations were
on the decking next to the bolt connections and directly on top of the girders. The Series 2
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impacts were applied to the decking, but in between the two girders. It is possible that the
impulse excitation, when applied to the center of the decking, has difficulty in consistently
exciting all modes of the structure at the girder sensor locations. Another possible reason for the
discrepancy in results is that boundary condition changes may have not been applied in the exact
same format as before.
Figure 50 displays the results of the damage case 3 analysis. In comparison with the same
results of Series 1, the results of Series 2 more clearly indicate damage in the region around the
middle supports (sensor locations 4 and 5).
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Figure 50: Wired Sensor Cluster Results Series 2 Lab Study- DC3
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DC4-Averaged Distances for Each Sensor Location

DC5-Averaged Distances for Each Sensor Location
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Figure 51: Wired Sensor Cluster Results Series 2 Lab Study; DC4 (Left) and DC5 (Right)
Presented in Figure 51 (Left and Right) are the damage detection analysis results for
damage cases 4 and 5, respectively. While the results of DC5 closely correspond with both the
symmetrical damage scenario, DC1, from Series 2 and the DC5 results of Series 1, DC4 appears
slightly different. However, despite these minor differences, the highest damage values are still
at the sensor locations between the damage, consequently, still indicating the damage regions.
The localized damage scenarios, presented in Figure 52, also confirmed the results of the
previous test. An important difference was that the magnitudes of the damage levels in both DC6
and DC7 were higher than in the corresponding cases of the Series 1 study. This fact may
indicate that connectivity loss between the girder and deck can cause excessive vibration
differences, thus leading to the indication of more severe damage. This possibility should be kept
in mind when analyzing the results of a real structure.
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DC6-Averaged Distances for Each Sensor Location
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Figure 52: Wired Sensor Cluster Results Series 2 Lab Study; DC6 (Left) and DC7 (Right)
7.2

Wireless Accelerometer Sensor Clusters
7.2.1

ARX Baseline Model Parameters

The Baseline ARX model parameters for the wireless sensors were also determined
through an iterative process. Model orders of p=20, 30, 40, 50, 70, 100 and 120 were all
investigated. However, a model order of p=70 was selected due to optimization between high fit
ratios and processing time. This model order was used to develop all wireless sensor Baseline
ARX models of the Series2 study. It should be noted that in order to eliminate problems with the
ARX model generation, a 3% white noise was added to the signal. While the addition of noise
may appear counter-intuitive, this procedure of adding noise was found to be helpful in previous
studies that had problems generating ARX models. Likewise, this addition of noise is accounted
for by development of the threshold level. The results shown correspond to a data set consisting
of 5 impact trials. Very similar results were generated when using 15 impact trials. Using the
larger data set helped to average-out minor variations amongst the 5 individual impact trials.
However, it was decided to generate the results using only 5 impact trials in order to demonstrate
application of the method.
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7.2.2

Threshold Determination

To set the threshold level, the DFs for two other sets of undamaged, baseline, data were
found. The DFs along with the determined threshold value of 12 are shown in Figure 27.

Threshold

Figure 53: Threshold Level for Wired Series 2 Lab Study
7.2.3

Wireless Accelerometer Averaged Damage Feature (DF) Distance Plots

A large component of this study was the investigation of the ARX damage detection
method using wireless sensor clusters, since a previous study implementing wireless sensors in
this way had not been conducted. In particular, the roaming of the sensor clusters and generation
of DF matrices from separate impact trials, were main elements of the Series 2 lab study.
Overall, the results from the wireless sensor clusters damage detection analysis were satisfactory.
Detection of damage was successful and localization of the damage was possible, although not as
clear as in the wired results.
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Damage detection for damage case 1, for the wireless sensor clusters, is displayed in
Figure 54. From this figure, it is shown that there is a higher concentration of high Averaged DF
Distance values at the left span sensor locations. As in the Series 2 wired results for DC1, the
location closest to the damage did not have the highest damage detection. For the wireless sensor
cluster this trend is even more noticeable. Two important points should be made, however: (1)
The presence of damage is indicated throughout the structure, and (2) The largest damage
indication values are located in the region of the global damage. Bearing both of these points in
mind, these results can be deemed successful.
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Figure 54: Wireless Sensor Cluster Results Series 2 Lab Study- DC1
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Successful results were also realized in damage case 2 for the wireless sensor clusters
(Figure 54). Comparing these results with those of DC1 for the wireless sensor clusters, it is seen
that damage detection levels increased in the vicinity of the middle supports. Therefore, despite
the initial display of damage detection for the left support damage appearing different, the
additional boundary condition change at the middle support had the exact same impact on the
data as in both the wired sensor cluster results.
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Figure 55: Wireless Sensor Cluster Results Series 2 Lab Study- DC2
The results from damage case 3 for the wireless sensor clusters could be considered even
more explanatory than in the wired results previously seen. These results, shown in Figure 56,
indicate a bell type curve of damage detection values, centered on the region of damage.
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Figure 56: Wireless Sensor Cluster Results Series 2 Lab Study- DC3
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Figure 57: Wireless Sensor Cluster Results Series 2 Lab Study; DC4 (Left) and DC5 (Right)
Progressing to the symmetrical damage cases, DC4 and DC5, Figure 57 (Left and Right)
displays both results, respectively. In both of these result plots, it is seen that detection of
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damage is made; however, the indication of the region of damage, while still distinguishable, is
not as clear as in the wired results.
Finally, Figure 58 presents the results for the localized damage for the wireless sensor
clusters. The results from DC6 are shown in Figure 58 (Left), and the results from DC7 are
shown in Figure 58 (Right). From inspection of the DC6 results, the highest damage detection
levels are seen centered at the region of damage application. And when compared with the
corresponding Series 2 wired results, similar trends in the values are seen. This comparison of
results is made in Figure 59. The damage detection values of DC7 showed good correlation with
both of the wired sensor cluster data sets. As in the Series 2 wired results, the damage detection
values were at a higher magnitude than those from the Series 1 study.
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Figure 58: Wired Sensor Cluster Results Series 2 Lab Study; DC6 (Left) and DC7 (Right)
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Figure 59: DC6 Series 2; Wired Sensor Clusters (Left) and Wireless Sensor Clusters (Right)
7.3

ARX Results Summary

To serve as a good reference, the next 3 pages are a comparative summary of all the
results. Series 1 wired results are provided in the left column. Series 2 wired results are provided
in the middle column, and Series 2 wireless results are provided in the right column.
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DC2-Averaged Distances for Each Sensor Location
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Figure 60: Results Comparison: DC1 & DC2; Wired Series 1 (Left), Wired Series 2 (Middle) and Wireless Series 2 (Right)
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Figure 61: Results Comparison: DC3 & DC4; Wired Series 1 (Left), Wired Series 2 (Middle) and Wireless Series 2 (Right)
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Figure 62: Results Comparison: DC5 & DC6; Wired Series 1 (Left), Wired Series 2 (Middle) and Wireless Series 2 (Right)
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7.4

Further Discussion on Wireless Results

A cumulative look at all the wireless results is shown in Figure 60, Figure 61, Figure 62,
and Figure 63. Cross examination of the wireless sensor cluster results with both sets of wired
results reveals a few disparities. The most obvious difference is that the wireless results
consistently have lower levels of damage detection at the span ends (N1, N9, N8, N16). For
example, Figure 60 shows that for DC1, damage detection for both wired data sets (Left and
Middle Column) at the left support was significantly higher than at locations nearest to the right
support. However, for the wireless data (Right Column), damage detection at the left span ends
was not as distinguishable. A similar trend is seen in the other damage cases where damage
detection is expected to be greatest at the span ends. The possible reasoning behind these
discrepancies has been investigated.
One possible reason for discrepency relates to how the sensor clusters are defined near
the boundaries. The defined sensor clusters for the span end only contain a total of 4 adjacent
channels, rather than the typical 6 adjacent channels defining the other locations. Therefore, the
development of the Baseline ARX models for the reference channels at the span ends only utilize
4 input sets. Consequently, it is typical for the healthy condition fit ratios to be lower for the
nodes representing the span ends. This trend has been observed in each of the three tests. For the
wireless tests, the lower accuracy of the Baseline ARX models at the span ends may have
magnified the inaccuracies of the data. Inaccuracies of the wireless data were another topic of
investigation.
The verification study of the wireless sensor signals in, Chapter 6, compared the time
history and frequency domain content of the wireless and wired data at 3 locations. This
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investigation demonstrated that the wireless sensors had fairly good correspondence with the
wired sensors, as seen through identification of the major modes. For this reason, the wireless
sensor data was deemed as adequate for application of the damage detection analysis. However,
examination of the signals in the frequency domain revealed that the wireless sensors lacked
identification of some of the higher frequency modes. This trend was seen across all the damage
cases that were inspected. To further explore this matter, an impact from each of the end span
nodes (N1, N9, N8, N16) under DC0 was examined in the frequency domain. The PSD’s of N1
and N9 are shown in Figure 64. The frequency content of the end span nodes was compared to
the other nodes from the verification study to see if any causative variation could be identified.
Close examination of the plots did not reveal any noticeable explanation for the end span nodes
having lower damage detection levels. Investigation of the wireless data remains ongoing.

Figure 64: PSD Plots of N1 and N9 from DC0
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7.5

Wireless Sensor Real-life Test

The same set of Imote2 wireless sensors was very recently deployed on a full-scale
structure. The Sunrise Blvd. Bridge, which was described in Chapter 2 (Figure 1), was the
structure that was used for testing. The purpose of these tests was to further investigate the
capabilities of the functioning wireless sensor network. The wireless accelerometers were used to
collect traffic data from the bridge. A method known as Random Decrement could then be used
to normalize the data and obtain the pseudo free-responses from the collected ambient data (Gul
and Catbas 2008). The pseudo free-responses could then be examined in the frequency domain to
identify the modes of the structure, used to generate a set of Baseline ARX models, and set a
damage threshold. Since these tests were conducted very recently, the processing of the results
remains as a future work to be completed. For now, the wirelessly collected ambient traffic data
will be presented.
7.5.1

Experimental Method

A total of 7 Imote2 wireless accelerometers were temporarily installed on the bridge
decking in two different configurations using hot glue. These two configurations are shown in
Figure 65. A total of ten minutes of traffic vibration data was collected during two 5 minute tests.
All parameters of the wireless DAQ system, explained in Chapter 6, were kept the same, and a
sampling rate of 280Hz was used. Figure 67 shows one of the seven installed Imote2
accelerometers installed during the Configuration 1, 5 minute traffic data collection test. Note
that the left lane was closed by FDOT personnel in order to have the accelerometers installed on
the decking locations over the main girder.
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Figure 65: Wireless Sensor Configurations on Sunrise Blvd. Bridge
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Figure 66: Wireless Sensor Traffic Data on Sunrise Blvd. Bridge
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7.5.2

Wireless Acceleration Data Collected

The Imote2 calibration constants that were determined from the dynamic calibration
procedure, and presented in Table 5, were applied to the East and West Leaf collected data.
Scaled ambient vibration data from the Configuration 1 test is presented in Figure 67, below. The
data from all East Leaf wireless data channels is shown. Collected data from the West Leaf is
displayed in Figure 68.

Figure 67: Sunrise Blvd. Bridge Wireless Data- East Leaf (Configuration 1)
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Figure 68: Sunrise Blvd. Bridge Wireless Data- West Leaf (Configuration 2)
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CHAPTER 8. SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS
FOR FUTURE WORK
The primary objective of this thesis was to investigate a time series based damage
detection method in the context of Structural Health Monitoring (SHM), using wired and
wireless sensor clusters. In this methodology, ARX models were developed from different sensor
clusters by using the free response of the baseline structure. The output of each sensor in a
cluster was used as an input to the ARX model, which was then used to predict the output of the
reference channel of that sensor cluster. Subsequent acceleration data from that sensor cluster
was input into the same ARX model, and the reference channel output was again predicted.
Comparison of the predicted outputs in terms of a fit ratio is used as a Damage Feature.
The ARX model damage detection methodology was expanded upon in this study to
investigate a more complex structure than previously studied. The wireless sensor investigation
further tested the methodology and employed a sensor roaming technique to maintain a dense
sensor distribution using fewer sensors. An emphasis on application of damage detection, as a
component to a full-scale SHM framework, was also made. This study can be divided into 4
main parts: (1) a literature review of SHM applications, including a full-scale SHM project by
the UCF Systems and Structures Research Team, (2) a review of the data analysis techniques
employed, (3) a description of Series 1 laboratory tests using wired sensors and results, and (4) a
description of Series 2 laboratory tests using both wired and wireless sensors, followed by
presentation of the corresponding results.
The literature review of relevant research focused more specifically on wireless sensor
applications in SHM, in order to highlight the importance of expanding the ARX model damage
detection methodology to this rapidly growing field of study. The research examined
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demonstrated how far wireless sensor technology has come since its first integration with SHM.
In particular, the recent research, deploying a large network of wireless sensors on the Golden
Gate Bridge, expressed the potential for wireless technology as a practical option in full-scale
SHM systems. Next, the full-scale application of an SHM system conducted by the University of
Central Florida Systems and Structures Research Team was discussed. A summary of the details
of this project and insight gained from the implementation of a wired system on a dynamic
structure were provided. This case-study and literature review provided context for the ARX
model damage detection methodology.
In the review of the employed data analysis techniques, a brief review of the concepts of
time series modeling, as they relate to this study, was presented. A model known as the ARMAX
(Auto-Regressive Moving Average with eXogenous input) model was investigated, and through
the assumption that disturbance dynamics were not necessary to be modeled, the ARX model
structure was introduced. After relating time series modeling to structural dynamics, the
development of Damage Features was described in relation to the ARX model fit ratios. Lastly, a
flowchart outlining the procedure of how the DFs are obtained in this study was provided.
Two separate series of laboratory studies were conducted to expand upon the ARX
model-based damage detection methodology. The first series of tests used wired accelerometers
on a 4-span laboratory structure. A series of impulse/impact forces was applied and the free
response vibration data for the structure was obtained. The ARX model damage detection
analysis was then applied to this data and DF plots were generated. In order to provide a much
clearer visual representation of the damage magnitude at each sensor location, the Averaged DF
Distance plot was introduced and implemented to present all of the damage detection results of
the study.
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The results from the Series 1 study showed that the ARX model damage detection
methodology was effective at detecting and locating the region of damage. The presence of
damage was indicated by Averaged DF Distance values. The location of damage was indicated
by larger Averaged DF Distance values at the nodes closest to the damaged location. Both global
and local damage types were able to be detected, as shown in the results. Thus, the Series 1 study
demonstrated that this methodology could be successfully expanded to a more complex structure
than previously examined.
In the second series of laboratory studies, wireless sensors were utilized on the same
structure. Wired data was also collected for verification purposes. The Imote2 wireless
accelerometers used in this study were introduced. A sensor roaming technique was used to
collect acceleration data from the entire structure using six separate sensor configurations. Both
wired and wireless acceleration data was analyzed using the ARX model based damage detection
method and results in the form of Averaged DF Distance plots were generated. These plots were
compared for the seven experimental damage cases. The results of the wired Series 2 study were
in very close correspondence with the wired results from the Series 1 study. A few minor
discrepancies were noted.
The results of the wireless Series 2 study also indicated that damage could be
successfully detected through application of the ARX model based method. Results from the
wireless data, however, showed a lower quality of damage localization capabilities.
Discrepancies between the wireless and wired results were noted. Possible reasons for these
differences were suggested and investigation into these issues was described. Despite the
wireless sensor cluster damage detection results not being quite as clear as those from the wired
tests, they can still be considered a proof of concept success.
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Summarizing the results, it is shown that the ARX based method is very promising for
damage detection implementation in the context of SHM.

8.1 Recommendations for Future Work
The most immediate step for future research is implementation of the ARX based damage
detection method with ambient vibration data from the 4-span laboratory structure. The random
decrement method, described in Chapter 7, can be applied to the ambient vibration data, which
was collected during the Series 2 study. The results from this new analysis can then be compared
with the results from this study. The random decrement method can also be applied to the data
collected from the recent investigation of the wireless sensor network conducted on the Sunrise
Blvd. Bridge. A damage threshold level can then be established by using the presented ARX
model methodology to generate Baseline ARX models. This threshold and set of Baseline ARX
models could be used to screen future data sets for the presence of damage.
In parallel with this research, the Imote2 wireless accelerometers and network software
can be further developed. Signal reliability of the sensors can be improved through more intricate
signal verification studies. In this manner, the source of the damage detection discrepancies can
hopefully be identified and resolved. The wireless sensors in this study were successful at
collecting and transmitting data, however, only operating at a basic level. There is a lot of room
for improvement in terms of functionality of the wireless sensors. Many of the applications of the
ISHMP Services Toolsuite remain to be utilized. For example, much research is left on
implementing modal processing or damage detection on the sensors themselves. However, such
options would greatly improve the efficiency of the wireless network by decreasing power
consumption.
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With these two areas of research further developed, the next step would implement the
wireless sensor network and ARX model damage detection methodologies on a full-scale
structure and as a component of a complete SHM system application. Application of this type
would be more long-term than the wireless data collection test that was performed recently. In
this way, the robustness of the methodologies and technology can be tested by the environmental
factors affecting real-life SHM applications.
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