Abstract-An important task in multiple-criteria decision making is how to learn the weights and parameters of an aggregation function from empirical data. We consider this in the context of quantifying ecological diversity, where such data is to be obtained as a set of pairwise comparisons specifying that one community should be considered more diverse than another. A problem that arises is how to collect a sufficient amount of data for reliable model determination without overloading individuals with the number of comparisons they need to make. After providing an algorithm for determining criteria weights and an overall ranking from such information, we then investigate the improvement in accuracy if ranked 3-tuples are supplied instead of pairs. We found that aggregation models could be determined accurately from significantly fewer 3-tuple comparisons than pairs.
I. INTRODUCTION
The aggregation of the numerical features of a data set into a single representative value is an important step when decisions are to be made based on large amounts of information. In ecology, it is useful to quantify biodiversity and other community features so that we can objectively measure how environments change in response to disturbances like fire, climate change, human interference etc. Since there are no precise mathematical definitions for a notion like diversity, however, different indices are employed by different researchers with their choice often leading to different conclusions when it comes to informing sustainability practices [15] .
We can assess the extent to which current environmental indices used to quantify diversity reflect intuitive evaluations in the framework of learning aggregation models from empirical data. The problem of parameter determination from observed examples has been a recent focus of the fuzzy sets and decision making community [1] , particularly for more complex functions such as the Choquet integral [3] , [8] , [13] . Once an aggregation model has been learned, it can then be used to evaluate unknown instances, or its parameters can be interpreted for analyzing datasets. In particular, learning the weights of an aggregation function allows us to understand the relative importance and relationships between variables.
In some situations, empirical data is available in terms of instance vectors and observed or desired output, however eliciting such information from experts can be impractical. When learning functions to model human judgement, it is more intuitively appealing to collect data in terms of pairwise comparisons. For example, we can ask experts to state whether A should have a higher, lower, or similar evaluation to B. Of course, the number of pairwise comparisons in order to obtain a complete ranking would often be prohibitive in practical contexts, however we can adapt existing weight identification techniques in order to find an aggregation function that best fits the data.
In our setting, we intend to ask individuals to make intuitive judgements about the biodiversity of example communities by providing numerical information about species populations and species interactions. Other numeric information is also available (although it won't be shown) that can be used to characterize each community, i.e. the existing indices used to quantify diversity. A difficulty arises in how to collect sufficient data from individuals that will lead to reliable analyses. We want to minimize the number of comparisons they are asked to make, whilst keeping the cognitive load of each comparison relatively low. To this end, we propose the collection of 3-tuple rankings rather than pairwise comparisons. The results of this paper based on synthetic and existing data sets will be used to inform our future data collection.
We compare the effectiveness of collecting pairwise preferences and 3-tuples in terms of how much information is required in order to determine a reliable weighting vector and overall ranking of the alternatives. We will firstly give an overview of the preliminary concepts concerning aggregation functions and data fitting required for the rest of the paper. In Section III we will outline our method for determining the weighting vector and overall evaluations over the instance set (which we also make available as a software library in the R programming language) and then in Section IV we conduct a number of numerical experiments to investigate the effect of fitting parameters and how many pairwise or 3-tuple preference sets are required in order to determine feature importance reliably. We give a discussion of the results and plans for future research in V before concluding. We found that the use of 3-tuple information allows high accuracy to be obtained with significantly fewer comparisons than pairwise information. The practical upshot of this is that we don't have to overload survey participants (or experts in the general scenario) with too many questions in order to build our aggregation models.
II. PRELIMINARIES
In this section, we provide the necessary background on aggregation functions and approaches to learning their associated weighting vectors from data.
A. Aggregation functions
Aggregation functions are often used in decision making and analysis to summarize a set of inputs with a single output subject to various desirable properties (see the recent monographs, [4] , [9] , [14] ). Aggregation functions can be considered over any real interval or discrete ordered space, and a number of extensions to other domains have also been investigated, however we will contain ourselves to inputs and outputs given over the unit interval, [0, 1].
] is a function non-decreasing in each argument and satisfying f (0, . . . , 0) = 0 and f (1, . . . , 1) = 1.
We are particularly interested in the class of averaging aggregation functions, which are bounded by their minimum and maximum inputs, i.e. an aggregation function f is considered to be averaging where
Averaging aggregation functions are also idempotent, i.e. f (t, t, ..., t) = t.
The weighted arithmetic mean (also referred to as the average) and the median are both widely used in various fields as summary statistics, however in the research concerning the theory of aggregation functions, these are often considered as specific cases of more general classes. In particular, we can consider the quasi-arithmetic means and ordered weighted averaging (OWA) operators [16] .
Definition 2: For a strictly monotone continuous generating function φ : [0, 1] → [−∞, ∞] and weighting vector w, the weighted quasi-arithmetic mean is given by,
Special cases include weighted arithmetic means, where φ(t) = t, weighted power means where φ(t) = t q and weighted geometric means (i.e.
The weights w i are usually non-negative and sum to one.
Definition 3: For a weighting vector w, the ordered weighted averaging (OWA) operator is given by,
where the parentheses (.) indicate a reordering of the inputs such that
Special cases include the maximum when w = (1, 0, . . . , 0), the minimum when w = (0, . . . , 0, 1) and the median if w i = 1 for i = n+1 2 and 0 otherwise where n is odd, and w i = 0.5 for i = n 2 , n 2 + 1 and 0 otherwise where n is even. A number of the indices used in ecology to model diversity are actually themselves aggregation functions. For example, indices referred to as the Simpson and Shannon calculations for evenness were shown to be equivalent to weighted power means [10] .
Clearly, an important issue in the application of aggregation functions is the specification of the weighting vector w. We will now look at techniques for defining w based on empirical data.
B. Learning aggregation weights from data
In previous work we have focused on fitting a function f to data based on an objective equation that minimizes the difference between observed values y k and predicted values f (x k ) in some norm. An appealing approach is to minimize the least absolution deviation (LAD) or L 1 distances, since this can be converted into a linear program [1] , [5] .
A dataset is supplied with K observed instances represented as rows (x k1 , x k2 , ..., x kn , y k ). We then represent the differences between the predicted and observed output values (the residuals) in terms of their positive and negative components (in each case, one component will be zero), i.e.
The residuals are then incorporated into equality constraints and used in the objective equation, i.e.
Weighted quasi-arithmetic means and functions involving a reordering of the variables such as the OWA can be fit in the same manner with generator transformations to the observed data. Although the functions themselves are not linear, the problem remains linear in terms of the transformed data. It should be noted that some bias will occur depending on the behavior of the generator transformation used.
We will now look at adapting these weight identification techniques in order to fit functions from comparison data.
III. LEARNING WEIGHTS FROM PAIRWISE AND 3-TUPLE COMPARISONS
To fit data based on pairwise comparisons, we consider an adaptation of the methods provided in [1] , [5] that led to the formulation of Problem (4) .
For the target data set containing K instances x k = (x k1 , . . . , x kn ) to be evaluated, we consider a subset of pairwise comparisons P, where (i, j) ∈ P denotes the judgement that f (x i ) should be greater than f (x j ). We hence are looking for a function that satisfies f (x i ) > f (x j ), ∀(i, j) ∈ P as much as possible.
Once again we can represent the problem in terms of the residuals and so for each pair (i, j), we let f (
ij where either the positive or negative residual will be zero. We note that while we wish to maximize the r + ij values, each r − ij represents the degree to which the (i, j) judgement is violated. Our adapted optimization problem becomes,
The value λ is a penalty parameter and can be used to control how much we allow the supplied pairwise judgements to be violated.
Preservation of ordering was also incorporated into the fitting process in [1] , [2] by either adding additional linear constraints such that f (x i ) − f (x j ) ≥ 0 or including terms equivalent to λr − ij in the objective function. The main difference here is that we only have pairwise comparison information to guide the fitting process, so we also attempt to simultaneously maximize the difference between these pairs.
The optimization of (5) will not be a linear program in general unless f (x i ) − f (x j ) can be represented linearly in terms of the weights. For the weighted arithmetic mean, there is no problem, since we just have
For quasi-arithmetic means defined with respect to a generator g, we can instead replace f (x i ) − f (x j ) in each of the constraints with
This is equivalent to the approach we take when fitting generated functions to observed values, however we note that since (5) treats r + ij and r − ij differently, we need to ensure that g is increasing. This does not restrict us in the functions we have available to us, however, since g(t) and −g(t) generate the same QAM, e.g. − log t and log t are both generators of the geometric mean.
If, rather than pairwise comparisons, we are supplied with 3-tuples, i.e. f (x i ) > f (x j ) > f (x k ), we can build P by incorporating the pairs (i, j) and (j, k). The pair (i, k) could also be included in P , however we note that this information becomes redundant in terms of our fitting algorithm, since
We can use the set P and (5) in order to learn the weighting vector w, which can then be used to evaluate new instances, pairwise comparisons, or even provide a complete ranking of a given input set.
IV. EXPERIMENTAL EVALUATION
In this section we run a number of numeric experiments with synthetic and real datasets in order to evaluate the benefit of comparisons provided as 3-tuples rather than pairs.
From a given dataset, we use the R programming language [12] to randomly build the set P and implement the fitting algorithm. Each time the fitting is run, the weighting vector, average absolute difference, root mean squared error (RMSE) and Spearman's rank correlation are calculated. All of the entries in the following tables give the averaged result after running the test with the same parameters 100 times.
A. Synthetic data built from an underlying aggregation function
For these experiments, we start by building a random 5-variable dataset with K instances and determine the output values according to an underlying aggregation function with weighting vector w. We firstly look at the influence of the λ parameter, then investigate the improvement in fitting accuracy as the number of pairs/3-tuples is increased. We then investigate the case of fitting to a dataset generated by different aggregation functions. Tables I-II show how the accuracy of the determined aggregation function improves as the penalty parameter λ is increased. The datasets relating to both tables were generated from a weighted arithmetic mean with weighting vector w = (0.4, 0.2, 0.2, 0.1, 0.1). For the experiments in Table I , 20 pairs or 20 3-tuples were sampled and then used for fitting, while 50 pairs/3-tuples were used for the results in Table II . We see that there is quite a steady improvement as λ is increased from 1 to 2 and then again from 2 to 5. The improvement is less significant as λ is increased to 10 and for the 3-tuple data the accuracy actually worsened when λ was increased from 10 to 50. This is perhaps due to over-fitting. 2) Increasing the number of pairs: Using the value of λ = 5, we again generate data with a W AM using the same weighting vector as given in the previous subsection. Tables III-V show the effect of increasing the number of pairs/3-tuples sampled for data sets with K = 100, 200 and 500 instances. It is quite interesting to note that the number of pairs required to obtain similar accuracy to the number of triples is sometimes between 5 to 10 times as many, e.g. the results for collecting 200 pairs when K = 100 are approximately the same as those obtained for collecting 20 3-tuples. In some cases this difference isn't quite so pronounced, however clearly the collection of 3-tuple comparisons builds a structure into the fitting problem beyond the fact that a 3-tuple essentially contains the information of 3 pairwise comparisons. 3) Different aggregation functions: We now investigate the potential of the proposed method for fitting aggregation functions other than the weighted arithmetic mean. In Tables VI-VIII we consider data generated by an OWA (with weighting vector w = (0.4, 0.3, 0.2, 0.1, 0)), a weighted power mean with p = 3 and a weighted geometric mean, both of the latter with w = (0.3, 0.2, 0.1, 0.1, 0.3).
1) Effect of penalty parameter:
As would be expected, fitting the OWA to the data generated by an OWA achieves lower average errors and higher Spearman correlations. The average weighting vectors when fitting the WAM tended to be more or less equally distributed (due to the random sampling over the domain space), while the OWA weighting vectors attributed more importance to the second highest input. For fitting using pairs, the average OWA weighting vector was w = (0.077, 0.681, 0.239, 0.002, 0), while for fitting triples it was w = (0.156, 0.571, 0.261, 0.012, 0).
For the data with outputs generated by weighted power means and weighted geometric means, the use of these functions again achieved better accuracy, although with similar weighting vectors to those determined when fitting the weighted arithmetic mean. This shows that the penalty factor λ is sufficient to ensure that good accuracy is obtained, even with bias from the generating function in terms of positive or negative residuals, i.e. that we maximize the difference between the generator transformed inputs
rather than the actual function values. 
B. Real data sets
We now test the fitting algorithms on some sample datasets where there is no precise relationship between the input and output values. We use the data sets referred to as machine (also called CPU) [6] and auto-mpg [11] which both have continuous numeric output variables. The aim for the machine dataset is to predict an overall computer performance from a number of attributes relating to memory, cache, channels etc. For the auto-mpg, we predict the miles-per-gallon from characteristics such as the weight, number of cylinders etc. We standardized the inputs and outputs so that they ran between 0 and 1. For the machine dataset, we further transformed the machine cycle time variable using x = 1 − x as this was negatively correlated with the output. We also did this for the cylinders, displacement and weight variables in the auto-mpg dataset.
The machine dataset has 209 instances, while auto-mpg has 392. We sampled 100 random pairs, and 50 random 3-tuples for machine, 200 pairs and 100 3-tuples for auto-mpg, and learned the weights for a weighted arithmetic mean with a penalty factor of λ = 5. We provide the average results after running the experiment 100 times in Tables IX-X. Note that for each experiment we collect half as many 3-tuples as pairwise comparisons (so the data is fit using an equally sized training set P). In all cases, the use of 3-tuples provided superior Spearman correlation, however when fitting the power mean to the machine dataset and the OWA to the auto-mpg data set, slightly lower average absolute deviations were achieved. On the auto-mpg data set, fitting the geometric mean always resulted in all weight being allocated to the first variable and the results are identical. While the weighted power mean produced the worst fitting accuracy for the machine dataset, it had the highest Spearman correlation for auto-mpg.
The weighting vectors for the fitted OWAs for both datasets tended to distribute the majority of the weight between the second and third largest variables. For the machine dataset, while the WAM and power means allocated more weight to the maximum main memory variable, the geometric mean gave more weight to the variable relating to cache memory. This difference could be explained by the tendency of the geometric mean to favor lower values while the power mean favors high values (i.e. the variables with higher weight may tend to be lower/higher than the target variable).
For the auto-mpg dataset, the WAM and geometric mean allocated the majority of weight to the first variable (number of cylinders) while the power mean gave most to the second (displacement) variable.
Both of these datasets contain a number of monotonicity violations [7] , which also should be kept in mind when interpreting the fitting results.
V. DISCUSSION
Fitting functions from 3-tuple comparisons showed significant improvement over fitting using pairwise comparisons. In our project concerning how intuitive assessments of biodiversity match up with existing environmental indices, we can feel confident that asking survey participants to provide 3-tuple assessments will provide more useful data for our fitting and analyses. Setting the penalty factor to between 5 and 10 and using between a quarter and half as many 3-tuples as instances in the target data set also seemed to provide suitable accuracy without overfitting.
The fitting algorithms here could also be adapted in order to provide ordinal rankings based on pairwise comparisons. In the case of ordinal classes, we are likely to have more pairs of instances judged to be equivalent. These judgements f (x i ) = f (x j ) can easily be incorporated into the set P by adding f (x i ) ≥ f (x j ) and f (x j ) ≥ f (x i ). Although the aggregation functions will still be fit to continuous numeric values, each class can be associated with a given output range and instances classified accordingly.
VI. CONCLUSION
We proposed the collection of ranked 3-tuples over pairwise comparisons when learning aggregation functions from empirical data. The motivation behind this is that we want to request as little data as possible from survey participants or experts (so that the data collection is not too onerous) whilst still being able to build aggregation models that can be reliably used to perform analyses of datasets. After showing how the learning method could be implemented in the R programming language, we ran a number of numerical experiments on synthetic and real datasets to gauge the influence of various parameters in the fitting problem. We found that the use of 3-tuples incorporates more meaningful information concerning the relationship between the input vector and output and hence provides superior accuracy to the use of pairs. We will use the results from this paper to guide our future ecological research on the modeling of biodiviersity.
