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Abstract
Dialog management (DM) is a crucial
component in a task-oriented dialog sys-
tem. Given the dialog history, DM pre-
dicts the dialog state and decides the
next action that the dialog agent should
take. Recently, dialog policy learning has
been widely formulated as a Reinforcement
Learning (RL) problem, and more works
are focus on the applicability of DM. In
this paper, we survey recent advances and
challenges within three critical topics for
DM: (1) improving model scalability to fa-
cilitate dialog system modeling in new sce-
narios, (2) dealing with the data scarcity
problem for dialog policy learning, and (3)
enhancing the training efficiency to achieve
better task-completion performance . We
believe that this survey1 can shed a light
on future research in dialog management.
1 Introduction
Many efforts have been made to develop
highly intelligent human-machine dialog sys-
tems since research began on artificial intel-
ligence (AI). Alan Turing proposed the Tur-
ing test in 1950[1]. He believed that machines
could be considered highly intelligent if they
passed the Turing test. To pass this test, the
machine had to communicate with a real per-
son so that this person believed they were talk-
ing to another person. The first-generation
dialog systems were mainly rule-based. For
example, the ELIZA system[2] developed by
MIT in 1966 was a psychological medical chat-
bot that matched methods using templates.
The flowchart-based dialog system popular in
the 1970s simulates state transition in the di-
alog flow based on the finite state automaton
1This survey is translated by Alibaba
Clouder International Team based on
https://developer.aliyun.com/article/741450.
(FSA) model. These machines have transpar-
ent internal logic and are easy to analyze and
debug. However, they are less flexible and
scalable due to their high dependency on ex-
pert intervention.
Second-generation dialog systems driven by
statistical data (hereinafter referred to as the
statistical dialog systems) emerged with the
rise of big data technology. At that time, re-
inforcement learning was widely studied and
applied in dialog systems. A representative ex-
ample is the statistical dialog system based on
the Partially Observable Markov Decision Pro-
cess (POMDP) proposed by Professor Steve
Young of Cambridge University in 2005[3].
This system is significantly superior to rule-
based dialog systems in terms of robustness.
It maintains the state of each round of dialog
through Bayesian inference based on speech
recognition results and then selects a dialog
policy based on the dialog state to generate
a natural language response. With a rein-
forcement learning framework, the POMDP-
based dialog system constantly interacts with
user simulators or real users to detect errors
and optimize the dialog policy accordingly. A
statistical dialog system is a modular system
not highly dependent on expert intervention.
However, it is less scalable, and the model is
difficult to maintain.
In recent years, with breakthroughs in deep
learning in the image, voice, and text fields,
third-generation dialog systems built around
deep learning have emerged. These sys-
tems still adopt the framework of the sta-
tistical dialog systems, but apply a neural
network model in each module. Neural net-
work models have powerful representation and
language classification and generation capa-
bilities. Therefore, models based on natu-
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ral language are transformed from generative
models, such as Bayesian networks, into deep
discriminative models, such as Convolutional
Neural Networks (CNNs), Deep Neural Net-
works (DNNs), and Recurrent Neural Net-
works (RNNs)[5]. The dialog state is ob-
tained by directly calculating the maximum
conditional probability instead of the Bayesian
a posteriori probability. The deep reinforce-
ment learning model is also used to optimize
the dialog policy[6]. In addition, the success
of end-to-end sequence-to-sequence technology
in machine translation makes end-to-end di-
alog systems possible. Facebook researchers
proposed a task-oriented dialog system based
on memory networks[4], presenting a new way
forward in the research of the end-to-end task-
oriented dialog systems in third-generation di-
alog systems. In general, third-generation dia-
log systems are better than second-generation
dialog systems, but a large amount of tagged
data is required for effective training. There-
fore, improving the cross-domain migration
and scalability of the model has become an
important area of research.
Common dialog systems are divided into the
following three types: chatting systems, task-
oriented dialog systems, and QA systems. In
a chatting systems, the system generates in-
teresting and informative natural responses to
allow human-machine dialog to proceed[7].
In a QA systems, the system analyzes each
question and finds a correct answer from its li-
braries[8]. A task-oriented dialog (hereinafter
referred to as a task dialog) is a task-driven
multi-round dialog. The machine determines
the user’s requirements through understand-
ing, active inquiry, and clarification, makes
queries by calling an Application Program-
ming Interface (API), and returns the cor-
rect results. Generally, a task dialog is a se-
quence decision-making process. During the
dialog, the machine updates and maintains
the internal dialog state by understanding user
statements and then selects the optimal ac-
tion based on the current dialog state, such as
determining the requirement, querying restric-
tions, and providing results.
Task-oriented dialog systems are divided by
architecture into two categories. One type is
a pipeline system that has a modular struc-
ture[5], as shown in Figure 1. It consists of
four key modules:
• Natural Language Understanding (NLU):
Identifies and parses a user’s text input to
obtain semantic tags that can be under-
stood by computers, such as slot-values
and intentions.
• Dialog State Tracking (DST): Maintains
the current dialog state based on the dia-
log history. The dialog state is the cumu-
lative meaning of the dialog history, which
is generally expressed as slot-value pairs.
• Dialog State Tracking (DST): Maintains
the current dialog state based on the dia-
log history. The dialog state is the cumu-
lative meaning of the dialog history, which
is generally expressed as slot-value pairs.
• Dialog Policy: Outputs the next system
action based on the current dialog state.
The DST module and the dialog policy
module are collectively referred to as the
dialog manager (DM).
• Natural Language Generation (NLG):
Converts system actions to natural lan-
guage output.
This modular system structure is highly in-
terpretable, easy to implement, and applied in
most practical task-oriented dialog systems in
the industry. However, this structure is not
flexible enough. The modules are independent
of each other and difficult to optimize together.
This makes it difficult to adapt to changing ap-
plication scenarios. Additionally, due to the
accumulation of errors between modules, the
upgrade of a single module may require the
adjustment of the whole system.
Another implementation of a task-oriented
dialog system is an end-to-end system, which
has been a popular field of academic research
in recent years[9][10][11] (Figure 2). This type
of structure trains an overall mapping relation-
ship from the natural language input on the
user side to the natural language output on the
machine side. It is highly flexible and scalable,
reducing labor costs for design and removing
the isolation between modules. However, the
end-to-end model places high requirements on
the quantity and quality of data and does not
Figure 1: Modular structure of a task-oriented dialog system[41]
provide clear modeling for processes such as
slot filling and API calling. This model is
still being explored and is as yet rarely applied
in the industry. With higher requirements on
product experience, actual dialog scenarios be-
come more complex, and DM needs to be fur-
ther improved. Traditional DM is usually built
in a clear dialog script system (searching for
matching answers, querying the user intent,
and then ending the dialog) with pre-defined
system action space, user intent space, and di-
alog body. However, due to unpredictable user
behaviors, traditional dialog systems are less
responsive and have a greater difficulty dealing
with undefined situations. In addition, many
actual scenarios require cold start without suf-
ficient tagged dialog data, resulting in high
data cleansing and tagging costs. DM based
on deep reinforcement learning requires a large
amount of data for model training. According
to the experiments in many academic papers,
hundreds of complete sessions are required to
train a dialog model, which hinders the rapid
development and iteration of dialog systems.
To solve the limitations of traditional DM,
researchers in academic and industry circles
have begun to focus on how to strengthen the
usability of DM. Specifically, they are working
to address the following shortcomings in DM:
• Poor scalability
• Insufficient tagged data
• Low training efficiency
We will introduce the latest research results
in terms of the preceding aspects.
2 Cutting-Edge Research on Dialog
Management
2.1 Shortcoming 1: Poor Scalability
As mentioned above, DM consists of the DST
and dialog policy modules. The most rep-
resentative traditional DST is the neural be-
lief tracker (NBT) proposed by scholars from
Cambridge University in 2017[12]. NBT uses
neural networks to track the state of complex
dialogs in a single domain. By using represen-
tation learning, NBT encodes system actions
in the previous round, user statements in the
current round, and candidate slot-value pairs
to calculate semantic similarity in a high di-
mensional space and detect the slot value out-
put by the user in the current round. There-
fore, NBT can identify slot values that are not
in the training set but semantically similar to
those in the set by using the word vector ex-
pression of the slot-value pair. This avoids the
need to create a semantic dictionary. As such,
the slot values can be extended. Later, Cam-
bridge scholars further improved NBT[13][44]
by changing the input slot-value pair to the
domain-slot-value triple. The recognition re-
sults of each round are accumulated using
model learning instead of manual rules. All
data is trained by the same model. Knowledge
is shared among different domains, leaving the
total number of parameters unchanged as the
number of domains increases. Among tradi-
tional dialog policy research, the most repre-
sentative is the ACER-based policy optimiza-
tion proposed by Cambridge scholars[6][14].
By applying the experience replay tech-
nique, the authors tried both the trust re-
gion actor-critic model and the episodic natu-
ral actor-critic model. The results proved that
Figure 2: End-to-end structure of a task-oriented dialog system[41]
Figure 3: Example of a dialog with new intent[15]
the deep AC-based reinforcement learning al-
gorithms were the best in sample utilization
efficiency, algorithm convergence, and dialog
success rate.
However, traditional DM still needs to be
improved in terms of scalability, specifically in
the following three respects:
1. How to deal with changing user intents.
2. How to deal with changing slots and val-
ues.
3. How to deal with changing system ac-
tions.
2.1.1 Changing User Intents
If a system does not take the user intent into
account, it will often provide nonsensical an-
swers. As shown in Figure 3, the user’s ”con-
firm” intent is not considered. A new dialog
script must be added to help the system deal
with this problem.
The traditional model outputs a fixed one-
hot vector of the old intent category. Once a
new user intent not in the training set appears,
vectors need to be changed to include the new
intent category, and the new model needs to
be retrained. This makes the model less main-
tainable and scalable. One paper[15] proposes
Figure 4: Comparison of various models at differ-
ent noise levels
a teacher-student learning framework to solve
this problem. In the teacher-student training
architecture, the old model and logical rules
for new user intents are used as the teacher,
and the new model as a student. This archi-
tecture uses knowledge distillation technology.
Specifically, for the old intent set, the proba-
bility output of the old model directly guides
the training of the new model. For the new in-
tent, the logical rules are used as new tagged
data to train the new model. In this way, the
new model no longer needs to interact with
the environment for re-training. The paper
presented the results of an experiment per-
formed on the DSTC2 dataset. The confirm
intent is deliberately removed and then added
as a new intent to the dialog body to verify
whether the new model is adaptable. Figure 4
shows the experiment result. The new model
(Extended System), the model containing all
intents (Contrast System), and the old model
are compared. The result shows that the new
model achieves satisfactory success rates in ex-
tended new intent identification at different
noise levels.
Of course, systems with this architecture
need to be further trained. CDSSM[16], a pro-
posed semantic similarity matching model, can
identify extended user intents without tagged
data and model re-training. Based on the nat-
ural description of user intents in the training
set, CDSSM directly learns an intent embed-
ding encoder and embeds the description of
any intent into a high dimensional semantic
space. In this way, the model directly gen-
erates corresponding intent embedding based
on the natural description of the new intent
and then identifies the intent. Many models
that improve scalability mentioned below are
designed with similar ideas. Tags are moved
from the output end of the model to the input
end, and neural networks are used to perform
semantic encoding on tags (tag names or nat-
ural descriptions of the tags) to obtain certain
semantic vectors and then match their seman-
tic similarity.
A separate paper[43] provides another idea.
Through man-machine collaboration, manual
customer services are used to deal with user
intents not in the training set after the system
is launched. This model uses an additional
neural parser to determine whether manual
customer service is required based on the di-
alog state vector extracted from the current
model. If it is, the model distributes the cur-
rent dialog to online customer service. If not,
the model makes a prediction. The parser ob-
tained through data learning can determine
whether the current dialog contains a new in-
tent, and responses from customer service are
regarded as correct by default. This man-
machine collaboration mechanism effectively
deals with user intents not found in the train-
ing set during online testing and significantly
improves the accuracy of the dialog.
2.1.2 Changing Slots and Slot Values
In dialog state tracking involving multiple or
complex domains, dealing with changing slots
and slot values has always been a challenge.
Some slots have non-enumerative slot values,
for example, the time, location, and user
name. Their slot value sets, such as flights or
movie theater schedules, change dynamically.
In traditional DST, the slot and slot value set
remain unchanged by default, which greatly
reduces the system scalability.
Google researchers[17] proposed a candidate
Figure 5: Concept tagger structure
set for slots with non-enumerative slot values.
A candidate set is maintained for each slot.
The candidate set contains a maximum of k
possible slot values in the dialog and assigns a
score to each slot value to indicate the user’s
preference for the slot value in the current di-
alog. The system uses a two-way RNN model
to find the value of a slot in the current user
statement and then score and re-rank it with
existing slot values in the candidate set. In
this way, the DST of each round only needs to
make a judgment on a limited slot value set,
allowing us to track non-enumerative slot val-
ues. To track slot values not in the set, we
can use a sequence tagging model[18] or a se-
mantic similarity matching model such as the
neural belief tracker[12].
The preceding are solutions for non-fixed
slot values, but what about changing slots in
the dialog body? In one paper[19], a slot de-
scription encoder is used to encode the natu-
ral language description of existing and new
slots. The obtained semantic vectors repre-
senting the slot are sent with user statements
as inputs to the Bi-LSTM model, and the iden-
tified slot values are output as sequence tags,
as shown in Figure 5. The paper makes an
acceptable assumption that the natural lan-
guage description of any slot is easy to ob-
tain. Therefore, a concept tagger applicable
to multiple domains is designed, and the slot
description encoder is simply implemented by
the sum of simple word vectors. Experiments
show that this model can quickly adapt to new
slots. Compared with the traditional method,
this method greatly improves scalability.
With the development of sequence-to-
sequence technology in recent years, many re-
searchers are looking at ways to use the end-to-
end neural network model to generate the DST
results as a sequence. Common techniques
such as attention mechanisms and copy mech-
anisms are used to improve the generation ef-
fect. In the famous MultiWOZ dataset for
multi-domain dialogs, the team led by Profes-
sor Pascale Fung from Hong Kong University
of Science and Technology used the copy net-
work to significantly improve the recognition
accuracy of non-enumerative slot values[20].
Figure 6 shows the TRADE model proposed
by the team. Each time the slot value is de-
tected, the model performs semantic encoding
for different combinations of domains and slots
and uses the result as the initial position in-
put of the RNN decoder. The decoder directly
generates the slot value through the copy net-
work. In this way, both non-enumerative slot
values and changing slot values can be gener-
ated by the same model. Therefore, slot values
can be shared between domains, allowing the
model to be widely used.
Recent research tends to view multi-domain
DST as a machine reading and understand-
ing task and transform generative models such
as TRADE into discriminative models[45][47].
Non-enumerative slot values are tracked by a
machine reading and understanding task like
SQuAD[46], in which the text span in the dia-
log history and questions is used as the slot
value. Enumerative slot values are tracked
by a multi-choice machine reading and under-
standing task, in which the correct value is
selected from the candidate values as the pre-
dicted slot value. By combining deep context
words such as ELMO and BERT, these new
models obtain the optimal results from the
MultiWOZ dataset.
2.1.3 Changing System Actions
The last factor affecting scalability is the diffi-
culty of pre-defining the system action space.
As shown in Figure 7, when designing an elec-
tronic product recommendation system, you
may ignore questions like how to upgrade the
product operating system, but you cannot
stop users from asking questions the system
cannot answer. If the system action space
is pre-defined, irrelevant answers may be pro-
vided to questions that have not been defined,
greatly compromising the user experience.
In this case, we need to design a dialog pol-
icy network that helps the system quickly ex-
pand its actions. The first attempt to do this
was made by Microsoft[21], who modifies the
classic DQN structure to enable reinforcement
learning in an unrestricted action space. The
dialog task in this paper is a text game mis-
sion task. Each round of action is a single sen-
tence, with an uncertain number of actions.
The story varies with the action. The author
proposed a new model, Deep Reinforcement
Relevance Network (DRRN), which matches
the current dialog state with optional system
actions by semantic similarity matching to ob-
tain the Q function. Specifically, in a round of
dialog, each action text of an uncertain length
is encoded by a neural network to obtain a
system action vector with a fixed length. The
story background text is encoded by another
neural network to obtain a dialog state vector
with a fixed length. The two vectors are used
to generate the final Q value through an inter-
active function, such as dot product. Figure 8
shows the structure of the model designed in
the paper. Experiments show that DRRN out-
performs traditional DQN (using the padding
technique) in the text games ”Saving John”
and ”Machine of Death”.
In another paper[22], the author wanted to
solve this problem from the perspective of the
entire dialogue system and proposed the In-
cremental Dialogue System (IDS), as shown in
Figure 9. IDS first encodes the dialog history
to obtain the context vector through the Dia-
log Embedding module and then uses a VAE-
based Uncertainty Estimation module to eval-
uate, based on the context vector, the confi-
dence level used to indicate whether the cur-
rent system can give correct answers. Simi-
lar to active learning, if the confidence level
is higher than the threshold, DM scores all
available actions and then predicts the proba-
bility distribution based on the softmax func-
tion. If the confidence level is lower than the
threshold, the tagger is requested to tag the
response of the current round (select the cor-
rect response or create a new response). The
new data obtained in this way is added to the
data pool to update the model online. With
this human-teaching method, IDS not only
supports learning in an unrestricted action
space, but also quickly collects high-quality
data, which is quite suitable for actual pro-
Figure 6: TRADE model framework
Figure 7: Example of a dialog where the dialog
system encounters an undefined system action[22]
duction.
2.2 Shortcoming 2: Insufficient
Tagged Data
The extensive application of dialog systems
results in diversified data requirements. To
train a task-oriented dialog system, as much
domain-specific data as possible is needed, but
quality tagged data is costly. Scholars have
tried to solve this problem in three ways: (1)
using machines to tag data to reduce the tag-
ging costs; (2) mining the dialog structure to
use non-tagged data efficiently; and (3) opti-
mizing the data collection policy to efficiently
obtain high-quality data.
2.2.1 Automatic Tagging
To address the cost and inefficiency of man-
ual tagging, scholars hope to use supervised
learning and unsupervised learning to allow
machines to assist in manual tagging. One
paper[23] proposed the auto-dielabel architec-
ture, which automatically groups intents and
slots in the dialog data by using the unsuper-
vised learning method of hierarchical cluster-
ing to automatically tag the dialog data (the
specific tag of the category needs to be man-
ually determined). This method is based on
the assumption that expressions of the same
intent may share similar background features.
Initial features extracted by the model in-
clude word vectors, part-of-speech (POS) tags,
noun word clusters, and Latent Dirichlet al-
location (LDA). All features are encoded by
the auto-encoder into vectors of the same di-
mension and spliced. Then, the inter-class dis-
tance calculated by the radial bias function
(RBF) is used for dynamic hierarchical clus-
tering. Classes that are closest to each other
are merged automatically until the inter-class
distance between the classes is greater than the
threshold. Figure 10 shows the model frame-
work.
In another paper[24], supervised clustering
is used to implement machine tagging. The
author views each dialog data record as a
graph node and sees the clustering process as
the process of identifying the minimum span-
ning forest. The model uses a support vec-
tor machine (SVM) to train the distance scor-
ing model between nodes in the QA dataset
through supervised learning. It then uses the
structured model and the minimum subtree
spanning algorithm to derive the class infor-
mation corresponding to the dialog data as the
hidden variable. It generates the best cluster
structure to represent the user intent type.
Figure 8: DRRN model, in which round t has two candidate actions, and round t+1 has three candidate
actions
Figure 9: The Overall framework of IDS
2.2.2 Dialog Structure Mining
Due to the lack of high-quality tagged data for
training dialog systems, finding ways to fully
mine implicit dialog structures or information
in the untagged dialog data has become a pop-
ular area of research. Implicit dialog struc-
tures or information contribute to the design of
dialog policies and the training of dialog mod-
els to some extent.
One paper[25] proposed to use unsupervised
learning in a variational RNN (VRNN) to au-
tomatically learn hidden structures in dialog
data. The author provides two models that
can obtain the dynamic information in a dia-
log: Discrete-VRNN (D-VRNN) and Direct-
Discrete-VRNN (DD-VRNN). As shown in
Figure 11, xt indicates the t−th round of di-
alog, ht indicates the hidden variable of the
dialog history, and zt indicates the hidden vari-
able (one-dimensional one-hot discrete vari-
able) of the dialog structure. The difference
between the two models is that for D-VRNN,
the hidden variable zt depends on ht−1, while
for DD-VRNN, the hidden variable zt depends
on zt−1. Based on the maximum likelihood of
the entire dialog, VRNN uses some common
methods of VAE to estimate the distribution
of a posteriori probabilities of the hidden vari-
able zt.
The experiments in the paper show that
VRNN is superior to the traditional HMM
method. VRNN also adds the dialog structure
information to the reward function, support-
ing faster convergence of the reinforcement
learning model. Figure 12 shows the transi-
tion probability of the hidden variable zt in
restaurants mined by D-VRNN.
CMU scholars[26] also tried to use the VAE
method to deduce system actions as hidden
variables and directly use them for dialog pol-
icy selection. This can alleviate the problems
caused by insufficient predefined system ac-
tions. As shown in Figure 13, for simplic-
ity, an end-to-end dialog system framework is
used in the paper. The baseline model is an
RL model at the word level (that is, a dia-
log action is a word in the vocabulary). The
model uses an encoder to encode the dialog
history and then uses a decoder to decode it
and generate a response. The reward func-
tion directly compares the generated response
statement with the real response statement.
Compared with the baseline model, the latent
action model adds a posterior probability in-
ference between the encoder and the decoder
and uses discrete hidden variables to represent
the dialog actions without any manual inter-
vention. The experiment shows that the end-
to-end RL model based on latent actions is su-
perior to the baseline model in terms of state-
Figure 10: Auto-dialabel model
Figure 11: D-VRNN and DD-VRNN
Figure 12: Dialog stream structure mined by D-
VRNN from the dialog data related to restaurants
ment generation diversity and task completion
rate.
2.2.3 Data Collection
Recently, Google researchers proposed a
method to quickly collect dialog data[27] (see
Figure 14): First, use two rule-based simula-
tors to interact to generate a dialog outline,
which is a dialog flow framework represented
by semantic tags. Then, convert the seman-
tic tags into natural language dialogs based on
templates. Finally, rewrite the natural state-
ments by crowdsourcing to enrich the language
expressions of dialog data. This reverse data
collection method features high collection effi-
ciency and complete and highly available data
tags, reducing the cost and workload of data
collection and processing.
This method is a machine-to-machine
(M2M) data collection policy, in which a wide
range of semantic tags for dialog data are gen-
erated, and then crowdsourced to generate a
large number of dialog utterances. However,
the generated dialogs cannot cover all the pos-
sibilities in real scenarios. In addition, the ef-
fect depends on the simulator.
In relevant academic circles, two other
methods are commonly used to collect data
from dialog systems: human-to-machine
(H2M) and human-to-human (H2H) . The
H2H method requires a multi-round dialog be-
tween the user, played by a crowdsourced staff
member, and the customer service personnel,
played by another crowdsourced staff mem-
ber. The user proposes requirements based
on specified dialog targets such as buying
an airplane ticket, and the customer service
staff annotates the dialog tags and makes re-
sponses. This mode is called the Wizard-of-
Figure 13: Baseline model and latent action model
Figure 14: Examples of dialog outline, template-based dialog generation, and crowdsourcing-based dialog
rewrite
Oz framework. Many dialog datasets, such as
WOZ[5] and MultiWOZ [28], are collected in
this mode. The H2H method helps us get di-
alog data that is the most similar to that of
actual service scenarios. However, it is costly
to design different interactive interfaces for dif-
ferent tasks and to clean up incorrect annota-
tions. The H2M data collection policy allows
users and trained machines to interact with
each other. This way, we can directly collect
data online and continuously improve the DM
model through RL. The famous DSTC2&3
dataset was collected in this way. The perfor-
mance of the H2M method depends largely on
the initial performance of the DM model. In
addition, the data collected online has a great
deal of noise, which results in high clean-up
costs and affects the model optimization effi-
ciency.
2.3 Shortcoming 3: Low Training
Efficiency
With the successful application of deep RL in
the Go game, this method is also widely used
in the task dialog systems. For example, the
ACER dialog management method in one pa-
per[6] combines model-free deep RL with other
techniques such as Experience Replay, belief
domain constraints, and pre-training. This
greatly improves the training efficiency and
stability of RL algorithms in task dialog sys-
tems.
However, simply applying the RL algorithm
cannot meet the actual requirements of dialog
systems. One reason is that dialogs lack clear
rules, reward functions, simple and clear ac-
tion spaces, and perfect environment simula-
tors that can generate hundreds of millions of
quality interactive data records. Dialog tasks
include changing slot values, actions, and in-
tents, which significantly increases the action
space of the dialog system and makes it dif-
ficult to define. When traditional flat RL
methods are used, the curse of dimensional-
ity may occur due to one-hot encoding of all
system actions. Therefore, these methods are
no longer suitable for handling complex di-
alogs with large action spaces. For this rea-
son, scholars have tried many other methods,
including model-free RL, model-based RL, and
human-in-the-loop.
2.3.1 Model-Free RL - HRL
Hierarchical Reinforcement Learning (HRL)
divides a complex task into multiple sub-tasks
to avoid the curse of dimensionality in tradi-
tional flat RL methods. In one paper[29], HRL
Figure 15: The HRL framework of a task-oriented
dialog system
was applied to task dialog systems for the first
time. The authors divided a complex dialog
task into multiple sub-tasks by time. For ex-
ample, a complex travel task can be divided
into sub-tasks, such as booking tickets, book-
ing hotels, and renting cars. Accordingly, they
designed a dialog policy network of two layers.
One layer selects and arranges all sub-tasks,
and the other layer executes specific sub-tasks.
The DM model they proposed consists of
two parts, as shown in Figure 15:
• Top-level policy: Selects a sub-task based
on the dialog state.
• Low-level policy: Completes a specific di-
alog action in a sub-task.
The global dialog state tracker records the
overall dialog state. After the entire dialog
task is completed, the top-level policy receives
an external reward.
The model also has an internal critic mod-
ule to estimate the possibility of completing
the sub-tasks (the degree of slot filling for sub-
tasks) based on the dialog state. The low-
level policy receives an intrinsic reward from
the internal critic module based on the degree
of completion of the sub-task.
For complex dialogs, a basic system action
is selected at each step of traditional RL meth-
ods, such as querying the slot value or confirm-
ing constraints. In the HRL mode, a set of
basic actions is selected based on the top-level
policy, and then a basic action is selected from
the current set based on the low-level policy,
as shown in Figure 16. This hierarchical divi-
sion of action spaces covers the time sequence
Figure 16: Policy selection process of HRL
constraints between different sub-tasks, which
facilitates the completion of composite tasks.
In addition, the intrinsic reward effectively re-
lieves the problem of sparse rewards, acceler-
ating RL training, preventing frequent switch-
ing of the dialog between different sub-tasks,
and improving the accuracy of action predic-
tion. Of course, the hierarchical design of ac-
tions requires expert knowledge, and the types
of sub-tasks need to be determined by experts.
Recently, tools that can automatically discover
dialog sub-tasks have appeared[30][31]. By us-
ing unsupervised learning methods, these tools
automatically split the dialog state sequence of
the whole dialog history, without the need to
manually build a dialog sub-task structure.
2.3.2 Model-free RL - FRL
Feudal Reinforcement Learning (FRL) is a
suitable solution to large dimension issues.
HRL divides a dialog policy into sub-policies
based on different task stages in the time di-
mension, which reduces the complexity of pol-
icy learning. FRL divides a policy in the space
dimension to restrict the action range of each
sub-policy, which reduces the complexity of
sub-policies. FRL does not divide a task into
sub-tasks. Instead, it uses the abstract func-
tions of the state space to extract useful fea-
tures from dialog states. Such abstraction al-
lows FRL to be applied and migrated between
different domains, achieving high scalability.
Cambridge scholars applied FRL[32] to task
dialog systems for the first time to divide the
action space by its relevance to the slots. With
this done, only the natural structure of the
action space is used, and additional expert
knowledge is not required. They put forward
a feudal policy structure shown in Figure 17.
The decision-making process for this structure
is divided into two steps:
1. Determine whether the next action re-
quires slots as parameters.
2. Select the low-level policy and next action
for the corresponding slot based on the
decision of the first step.
In general, both HRL and FRL divide the
high-dimensional complex action space in dif-
ferent ways to address the low training effi-
ciency of traditional RL methods due to large
action space dimensions. HRL divides tasks
properly in line with human understanding.
However, expert knowledge is required to di-
vide a task into sub-tasks. FRL divides com-
plex tasks based on the logical structure of
the action and does not consider mutual con-
straints between sub-tasks.
2.3.3 Model-Based RL
The preceding RL methods are model-free.
With these methods, a large amount of weakly
supervised data is obtained through trial and
error interactions with the environment, and
then a value network or policy network is
trained accordingly. The process is indepen-
dent of the environment. There is also model-
based RL, as shown in Figure 18. Model-
based RL directly models and interacts with
the environment to learn a probability transi-
tion function of state and reward, namely, an
environment model. Then, the system inter-
acts with the environment model to generate
more training data. Therefore, model-based
RL is more efficient than model-free RL, es-
pecially when it is costly to interact with the
environment. However, the resulting perfor-
mance depends on the quality of environment
modeling.
Using model-based RL to improve training
efficiency is currently an active field of re-
search. Microsoft first applied the classic Deep
Dyna-Q (DDQ) algorithm in dialogs[33], as
shown by the figure (c) in Figure 19. Before
DDQ training starts, we use a small amount
of existing dialog data to pre-train the policy
model and the world model. Then, we train
DDQ by repeating the following steps:
• Direct RL: Interact with real users online,
update policy models, and store dialog
data.
• World model training: Update the world
model based on collected real dialog data.
• Planning: Use the dialog data obtained
from interaction with the world model to
train the policy model.
The world model (as shown in Figure 20) is
a neural network that models the probability
of environment state transition and rewards.
The inputs are the current dialog state and
system action. The outputs are the next user
action, environment rewards, and dialog ter-
mination variables. The world model reduces
the human-machine interaction data required
by DDQ for online RL (as shown in figure (a)
of Figure 19) and avoids ineffective interac-
tions with user simulators (as shown in figure
(b) of Figure 19).
Similar to the user simulator in the dialog
field, the world model can simulate real user
actions and interact with the system’s DM.
However, the user simulator is essentially an
external environment and is used to simulate
real users, while the world model is an internal
model of the system.
Microsoft researchers have made improve-
ments based on DDQ. To improve the authen-
ticity of the dialog data generated by the world
model, they proposed[34] to improve the qual-
ity of the generated dialog data through ad-
versarial training. Considering when to use
the data generated through interaction with
the real environment and when to use data
generated through interaction with the world
model, they discussed feasible solutions in a
paper[35]. They also discussed a unified di-
alog framework to include interaction with
real users in another paper[36]. This human-
teaching concept has attracted attention in the
industry as it can help in the building of DMs.
This will be further explained in the following
sections.
2.3.4 Human-in-the-Loop
We hope to make full use of human knowl-
edge and experience to generate high-quality
data and improve the efficiency of model train-
ing. Human-in-the-loop RL[37] is a method
to introduce human beings into robot train-
ing. Through designed human-machine inter-
action methods, humans can efficiently guide
the training of RL models. To further im-
prove the training efficiency of the task dialog
systems, researchers are working to design an
Figure 17: Application of FRL in a task-oriented dialog system
Figure 18: Model-based RL process
effective human-in-the-loop method based on
the dialog features.
Google researchers proposed a composite
learning method combining human teaching
and RL[37] (as shown in Figure 21), which
adds a human teaching stage between super-
vised pre-training and online RL, allowing hu-
mans to tag data to avoid the covariate shift
caused by supervised pre-training[42]. Ama-
zon researchers also proposed a similar hu-
man teaching framework[37]: In each round
of dialog, the system recommends four re-
sponses to the customer service expert. The
customer service expert determines whether
to select one of these responses or create a
new response. Finally, the customer service
expert sends the selected or created response
to the user. With this method, developers can
quickly update the capabilities of the dialog
system.
In the preceding method, the system pas-
sively receives the data tagged by humans.
However, a good system should actively ask
questions and seek help from humans. One
paper[40] introduced the companion learning
architecture (as shown in Figure 22), which
adds the role of a teacher (human) to the tra-
ditional RL framework. The teacher can cor-
rect the responses of the dialog system (the
student, represented by the switch on the left
side of the figure) and evaluate the student’s
response in the form of intrinsic reward (the
switch on the right side of the figure). For
the implementation of active learning, the au-
thors put forward the concept of dialog de-
cision certainty. The student policy network
is sampled multiple times through dropout to
obtain the estimated approximate maximum
probability of the desired action. Then the
moving average of several dialog rounds is cal-
culated through the maximum probability and
used as the decision certainty of the student
policy network. If the calculated certainty is
lower than the target value, the system deter-
mines whether a teacher is required to correct
errors and provide reward functions based on
the difference between the calculated decision
certainty and the target value. If the calcu-
lated certainty is higher than the target value,
the system stops learning from the teacher and
makes judgments on its own.
The key to active learning is to estimate
the certainty of the dialog system regarding
its own decisions. In addition to dropping out
policy networks, other methods include using
hidden variables as condition variables to cal-
culate the Jensen-Shannon divergence of pol-
icy networks[22] and making judgments based
Figure 19: Three RL architectures
Figure 20: Structure of the world model
Figure 21: Composite learning combining super-
vised pre-training, imitation learning, and online
RL
on the dialog success rate of the current sys-
tem[36].
3 Dialog Management Framework
of the Intelligent Robot
Conversational AI team
To ensure stability and interpretability, the in-
dustry primarily uses rule-based DM models.
The Intelligent Robot Conversational AI Team
at Alibaba’s DAMO Academy began to ex-
plore DM models last year. When building a
real dialog system, we need to solve two prob-
lems: (1) how to obtain a large amount of di-
alog data in a specific scenario and (2) how to
use algorithms to maximize the value of data.
Currently, we plan to complete the model
framework design in four steps, as shown in
Figure 23.
Step 1: First, use the dialog studio inde-
pendently developed by the Intelligent Robot
Conversational AI team to quickly build a di-
alog engine called TaskFlow based on rule-
based dialog flows and build a user simulator
with similar dialog flows. Then, have the user
simulator and TaskFlow continuously interact
with each other to generate a large amount of
dialog data.
Step 2: Train a neural network through su-
pervised learning to build a preliminary DM
model that has capabilities basically equiva-
lent to a rule-based dialog engine. The model
can be expanded by combining semantic sim-
ilarity matching and end-to-end generation.
Dialog tasks with a large action space are di-
vided using the HRL method.
Step 3: In the development phase, make
the system interact with an improved user
simulator or AI trainers and continuously en-
hance the system dialog capability based on
Figure 22: The teacher corrects the student’s response (on the left) or evaluates the student’s response
(on the right).
Figure 23: Four steps of DM model design
off-policy ACER RL algorithms.
Step 4: After the human-machine interac-
tion experience is verified, launch the system
and introduce human roles to collect real user
interaction data. In addition, use some UI de-
signs to easily introduce user feedback to con-
tinuously update and enhance the model. The
obtained human-machine dialog data will be
further analyzed and mined for customer in-
sight.
At present, the RL-based DM model we de-
veloped can complete 80% of the dialog with
the user simulator for moderately complex di-
alog tasks, such as booking a meeting room,
as shown in Figure 24.
4 Summary
This article provides a detailed introduction of
the latest research on DM models, focusing on
three shortcomings of traditional DM models:
• Poor scalability
• Insufficient tagged data
• Low training efficiency
To address scalability, common methods for
processing changes in user intents, dialog bod-
ies, and the system action space include se-
mantic similarity matching, knowledge dis-
tillation, and sequence generation. To ad-
dress insufficient tagged data, methods in-
clude automatic machine tagging, effective di-
alog structure mining, and efficient data col-
lection policies. To address the low training
efficiency of traditional DM models, methods
such as HRL and FRL are used to divide ac-
tion spaces into different layers. Model-based
RL methods are also used to model the envi-
ronment and improve training efficiency. In-
troducing human-in-the-loop into the dialog
system training framework is also a current fo-
cus of research. Finally, we discussed the cur-
rent progress of the DM model developed by
the Intelligent Robot Conversational AI team
of Alibaba’s DAMO Academy. We hope this
summary can provide some new insights to
support your own research on DM.
Figure 24: Framework and evaluation indicators of the DM model developed by the Intelligent Robot
Conversational AI team
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