Abstract-Reduced Palm intensity function is introduced for track extraction algorithms of filters based on finite point process models to compensate for the spatial, or pair, correlation among detected targets in the Bayes posterior process. Pair correlation function along with intensity and the reduced Palm intensity functions of the Bayes posterior process for the PHD filter are derived. An example is given for which reduced Palm intensity function is used to resolve targets not separated in the posterior intensity function.
INTRODUCTION
Filters based on finite point process models such as probability hypothesis density (PHD) filter [1] and the intensity filter (iFilter) [2] bypass the need to explicitly enumerate the measurement-to-target assignments required for multi-target tracking by propagating a Poisson point process (PPP) approximation of the joint multi-target state. In particle implementations of such filters, individual target states are extracted from the peaks of the intensity function of the approximating PPP by various methods, such as k-means clustering [3] [4] [5] [6] , Gaussian mixture fitting by expectationmaximization [7] , [8] , and the CLEAN method of radio astronomy and its variants [9] , [10] that have been adapted to target tracking. Alternatively, several recently proposed sequential Monte Carlo (SMC) methods do not require explicit clustering for peak extraction [11] , [12] .
Spatial, or pair, correlation between targets is an inevitable by-product of the finite point process multi-target state model and the measurement process. This is a Bayesian statement. It is proved by deriving an explicit expression for the pair correlation function from the Bayes posterior point process. This result implies that track extraction methods that do not compensate for correlation between detected targets are theoretically biased, although the bias is undoubtedly of little practical significance in many situations. Nevertheless, the concern is pertinent to any method based solely on the PHD, or intensity, of the PPP approximating process.
New (to tracking) methods are introduced that lead to a finite point process called the reduced Palm process [13] , [14] , [15] . The intensity function of this process is the reduced Palm intensity. The reduced Palm process is conditioned on those targets that are determined, by an appropriate detection procedure, to be present. The reduced Palm process and its intensity compensate for the correlation effects attributed to known detected targets. Said another way, well-defined target detection procedures should compensate for the interaction between detected targets in the Bayes posterior process.
Derivation of the conditional intensity function of the reduced Palm process requires calculation of second and higher factorial moments of the Bayes posterior process, while the intensity or PHD filter measurement update steps use only the first moment of the Bayes posterior process to derive the approximating PPP. Track extraction algorithms generally use the intensity function of the approximating PPP to estimate the states of targets that are present. For well-separated targets, the information loss in the PPP approximation is negligible; however, for nearby targets, higher factorial moments carry pertinent information that is discarded by the approximating process. Conditioning on already determined targets through reduced Palm approximation ameliorates pair correlation effects between known targets. For example, the measurement update using a high variance (low SNR) sensor may provide a single intensity peak in the neighborhood of two nearby targets. A track extraction algorithm working only with the intensity function will provide co-located target state estimates. In contrast, conditioning on the presence of a target at the peak of the original intensity function leads to the reduced Palm process, and the intensity function of the reduced Palm process often has a peak at a different location (assuming the target measurements are resolved). Therefore, the reduced Palm intensity function addresses well known resolution issues of filters based on finite point process models.
Calculation of reduced Palm intensity amounts to putting notches in the intensity surface in a neighborhood around the detected targets. The size and shape of the notches depend on the predicted intensity as well as the measurement likelihood functions. Thus, the Palm filter is a kind of whitening filter which may resolve targets that are not separable through the predicted intensity function.
The outline of this paper is as follows: The probability generating functional (PGFL) of a finite point process and its functional derivatives are introduced as a method of information extraction from point process models in Section II. The PGFL of the reduced Palm process is derived in Section III. In Section IV, the joint PGFL of two finite point processes is given and used to find the PGFL of the Bayes posterior of a point process conditioned on another. The PHD filter joint target and measurement process PGFL is used to derive pair correlation and reduced Palm intensity functions of the PHD filter in Section V. In Section VI, reduced Palm intensity function is introduced as a method to resolve nearby targets merged in the posterior intensity function. A numerical example is presented in Section VII, and concluding remarks are given in Section VIII.
II. PROBABILITY GENERATING FUNCTIONAL
The event space ( ) of a finite point process is the set of all ordered pairs of the form ( , { , … , }). The event space is called the "Grand Canonical Ensemble" and the number n is called the canonical number. For = 0, the event is (0, ∅). For ≥ 1, the event corresponds to ! equally likely ordered events of the form ( , ( ) , … , ( ) ) , ∈ ( ) where ( ) denotes the set of all permutations of the first n positive integers.
Consider a real-valued function ℎ on the state space , the probability generating functional (PGFL) of is defined as:
where ( , , … , ) = ( ) ( , … , | ) is a mixed type distribution in which ( ) defines the pmf (probability mass function) of the random number of points and the ( , … , | ) is the conditional pdf of the n-tuple ( , … , ).
Simply put, the PGFL is the expectation of the random product ∏ ℎ( ) and it is only evaluated for functions ℎ such that (1) is absolutely convergent. Moyal [16] (Theorem 4.1) proves that for symmetric probability distributions that are invariant under point order permutations, the PGFL determines a finite point process uniquely. The next section describes the mechanics of functional differentiation of the PGFL as a method of information extraction from a point process model.
A. Derivatives of the Probability Generating Functional
The functional derivative of [ℎ] with respect to variation is defined by:
Here is a specified real valued function on .
Since integrals and sums are absolutely convergent, using (2) gives,
Specifying the variation ( ) = ( ) ≡ ( − ) to be Dirac delta function with a point mass at = ∈ S defines the derivative of the probability generating functional to be:
Using the sampling property of Dirac delta function, the symmetric structure of ( , , … , ) and relabeling arguments gives:
Higher derivatives can be derived using the same mechanics. The result is [17] :
Derivatives of the PGFL with respect to any finite number of Dirac delta impulses provide a mechanism to recover the pdf of the point process. For example, the kth derivative of the PGFL evaluated at ℎ = 0 gives
This is the pdf of the unordered (symmetric) event { , … , }.
Moreover, PGFL evaluated at ℎ = generates the probability generating function (PGF) of the canonical number of points of the point process [17] .
B. Factorial Moments of the Probability Generating Functional A special case of (6) With Dirac delta impulses at distinct locations, the higher derivatives evaluated with ℎ(. ) = 1 give factorial moments of the point process:
The factorial moments (Moyal [16] ) are the key to understanding Palm filters and pair correlation functions of point processes.
III. REDUCED PALM PROCESS
The Palm distribution formalizes conditioning on a point of the process. Intuitively speaking, it describes the distribution of the population given that there is a member at a specified location. The Palm process includes this member in realizations of the process. Its theory was developed by C. Palm [19] in early work in the area of telephone communication, and further developed and generalized by others (see [19] and references therein). For the purpose of track extraction however, what is of more interest is the distribution of the population excluding the member given at the specific location. This distribution defines the reduced Palm process.
Let the pdf ( , , … , ) be described as:
Because of the symmetric structure of , given a fixed set = { , … , } and an arbitrary = { , … , } ,, the probability that an event produced by the process has + distinct members given by the set
In this expression the coefficient ! counts the number of ways in which + members can be assigned to fixed balls centered at x's. Finding the conditional probability of the event that point process has additional members in infinitesimal balls centered at each element of the set = { , … , } given that the event has k distinct members in infinitesimal balls centered at each element of the set = { , … , } involves integrating out , … , for all possible states and for all canonical numbers t. That is, when the limit in (12) exists the reduced Palm pdf is defined as:
Let = + , then (12) can be rewritten as:
The denominator of (13) is equal to the kth factorial moment given in (10).
A. Probability Generating Functional of the Reduced Palm Process
The probability generating functional of the reduced Palm process can be written using the conditional probability model defined in (13) . With the required index changes, the reduced Palm PGFL is equal to:
Since [ ] ( , … , ) is independent of the summation and the integration, (14) is proportional to the functional derivative of [ℎ] with respect to k distinct Dirac delta impulses located at , … , given by (7) . The PGFL of the reduced Palm process is then derived to be the ratio of the th derivative of the PGFL with the th factorial moment.
Functional derivatives of the PGFL with respect to Dirac delta impulses correspond to conditioning that realizations of the point process include a specified set of members. The factorial moment in the denominator acts as a (Bayesian) normalizing factor. This means that the ordinary intensity function is a reduced Palm intensity of first order, and that the PHD filter is a first order Palm filter.
Reduced Palm process events exclude members of the specified conditioning set. The Palm process events are formed from the reduced Palm process events by concatenating the specified set members to each event. The reduced Palm process is more suitable to track extraction purposes and is also notationally simpler.
Example: PGFL of the Reduced Palm Distribution for the PPP
The PGFL of the PPP with the intensity function ( ) is given by [17] :
[ℎ] = exp ( (ℎ( ) − 1) ( ) ) (16) Using the results of section 2.A, the functional derivative of
[ℎ] with respect to a Dirac delta function at can be derived. The result is:
Using (14)- (17), it is straightforward to derive the well-known result that the PGFL of reduced Palm process is equal to that of the original PPP.
Furthermore, the derivatives of the PGFL of the PPP have the factorized form
Due to the factorized form of (19) , the PGFL of the reduced Palm process is equal to the PGFL of the original PPP,
This is a restatement of the well-known independent scattering property of PPPs [2] .
IV. BAYES POSTERIOR PGFL FOR TWO PROCESSES
Let Υ be a finite point process with events ( , , … , ) ( ) , where the measurement space is in general unrelated to the target state space . Extending the definition (1) of the PGFL for to the joint point process (Υ, ) with events in the Cartesian product space ( ) × ( ) gives
The products in (21) are defined to be one for = 0 and = 0 . For ℎ(. ) = 1 or (. ) = 1 , the PGFL of the joint process reduces to the PGFL of the single process.
The pdf of the conditional process |Υ is defined by
Taking the functional derivatives of 
Similarly, using (22),
Therefore, similar to the PGFL of the reduced Palm process, the PGFL for the Bayes posterior process can be derived by differentiating the PGFL of the joint process:
The functional derivatives of the Bayes posterior PGFL with respect to Dirac delta impulses with ℎ(. ) = 1 give the factorial moments. The first factorial moment is known as the intensity function and gives the expected target count per unit space.
Due to the factorized form (19) and since [1] = 1 , factorial moments of the PPP have the factorized form (27). Due to this structure, only the first moment is required to derive all factorial moments of a PPP:
This property however does not hold for general processes.
The process of special interest for target tracking is the Bayes posterior process itself, not the Poisson approximations of the intensity and PHD filters. The next section will show that the moments of the Bayes posterior process of such filters do not factorize as in (27), thereby indicating correlation between targets.
The PPP approximation that takes place at the measurement update discards the correlation effects. Therefore, track extraction methods that work solely on the intensity of the approximated Bayes posterior are theoretically biased. The reduced Palm process of the Bayes posterior is introduced in the next section to compensate for the correlation effects through conditioning.
V. TARGET PAIR CORRELATION FUNCTION
In this section the PGFL of the Bayes posterior process will be used to derive important properties of the posterior distribution such as its conditional intensity and pair correlation function. The PGFL of the joint event for the PHD filter before the measurement update approximation is carried out is derived in [17] as
A. Bayes Posterior Process Let = ( , , … , ) denote the k measurements reported by the sensor. Then the conditional PGFL of process Ξ on measurement set can be found by carrying out the functional derivatives of (23) using the PGFL (24). The result is
[ , ]
The resulting PGFL has a factorized form. It is the product of the PGFL of a thinned PPP with the PGFLs of k independent binomial processes.
B. Pair Correlation Function
The pair correlation function of a point process is defined as the ratio of the second factorial moment and the first moment (the intensity) at two distinct locations (30) [13] , [20] . Pair correlation is a non-negative function.
For PPPs, since its moments factorize as in (27), the pair correlation function is always equal to 1. A pair correlation value that is greater than one indicates attraction between targets at the points and , whereas a value that is less than one indicates repulsion between them. The pair correlation function can be derived by taking the functional derivatives of the PGFL of the Bayes posterior process with ℎ(. ) = 1. Partition (29) as
and
By using the chain rule, the first (functional) derivative of the conditional process can be shown to be:
This leads to the first derivative
where
Using (31)-(37), the first moment of the posterior process can be shown to be:
Similarly, in order to derive the second moment of the Bayes posterior, the second (functional) derivative of the PGFL is needed. Using the chain rule, second derivative is:
From (39), the second factorial moment of the posterior process is equal to:
From (38) and (41) the pair correlation function of the Bayes posterior process is derived in (42).
From (40) it can be seen that the cross-derivative , is never positive, so that ≤ 1 . (The term cross-derivative refers to mixed partial derivatives where differentiation with respect to each variable is done at most once [21] ).
Since ≤ 1 the pair correlation function of the Bayes posterior process is always repulsive in the neighborhood of a target that is detected by the sensor (i.e., a target that generates a sensor measurement). Given a detected target, the Bayesian posterior likelihood of another target existing nearby is less than that of a Poisson target process. This correlation effect and information is stored in higher factorial moments of the Bayes posterior process, but it is discarded at the PPP approximation of measurement update for PHD and intensity filters. The pair correlation function described here is related to, but different from, the multi-target covariance density defined in [22] . We use the pair correlation function for track extraction, while [22] used the covariance density to derive a second-order filter to compensate for the deficiencies of the first order (PHD) filter. The resulting second order filter was assessed as too complex for practical applications.
VI. TRACK EXTRACTION VIA REDUCED PALM INTENSITY

A. Single Track Reduced Palm Intensity
For track extraction, the biasing effects of correlation between targets can be partially compensated by conditioning on the tracks already extracted. The reduced Palm intensity gives the intensity function of the Bayes posterior process conditioned on the extracted targets. Let = { } be an extracted target state. Recall that ν is the measurement set. Using (15) the PGFL of the Bayes posterior process conditioned on this target state can be calculated as the normalized first functional derivative:
From the conditional PGFL, the reduced Palm intensity can be derived using (9) as:
(44) Direct calculation shows:
Written in terms of the spatial correlation function, this is
The conditional factorial moment
gives the intensity function of the target process that is "reduced" by the extracted target. Extracted targets are determined by a separate detection procedure.
B. Multiple Track Reduced Palm IntensityFunctions
Starting with the extracted two track event = { , }, using (15) the reduced Palm intensity can be calculated as:
To find the numerator of (47), differentiating (39) leads to
where, from (40), the term , , is equal to:
Using (9), the conditional intensity at is therefore: 
For calculating the reduced Palm intensity with events including higher number of extracted k targets such as = { , … , } one needs to calculate:
The derivatives of | [ℎ| ] with respect to multiple Dirac delta impulses can be derived recursively using the product rule of differentiation on (48). Since the | [1| ] terms get eliminated in the ratio of (52), the reduced Palm intensity only involves [ℎ] term and its derivatives. Differentiating (37) with respect to − 1 Dirac delta impulses at , … , leads to an expression that includes the term:
VII. ILLUSTRATIVE EXAMPLES Track extraction algorithms typically search for peaks of the posterior intensity function. When multiple targets are in close proximity, the posterior intensity function may not have distinct peaks due to the sensor resolution. In such cases, a track extraction algorithm working on the posterior intensity will give co-located state estimates even if the targets generate distinct measurements. However, the reduced Palm intensity peak conditioned on the first extracted target state may be distinct from the peak of posterior intensity function. Therefore, a track extraction algorithm searching recursively for the maxima of the reduced Palm intensity function conditioned on already extracted targets may give better target state estimates. Thus, starting with the global peak of the posterior intensity function, a track extractor can search for the peak of the reduced Palm intensity conditioned on the existence of a target at the global peak, and work recursively calculating the reduced Palm intensity function for extracted targets one by one, thereby eliminating the influence of already extracted targets from the posterior intensity function at each step.
As a toy example, a case involving two nearby targets in merged (not resolved) by the predicted intensity function is investigated. The target process is assumed to be a PPP with a predicted intensity function
The predicted intensity is the sum of two circular Gaussian functions centered at target locations and truncated from 500 to 1500 meters in both spatial coordinates. The parameters of the Gaussians are given in Table I , and the intensity function is plotted in Fig. 1 . A sensor that provides range and angle information is considered for two examples differing only in angle measurement variance. The measurement variance of the first example leads to a bimodal posterior intensity surface, while the variance in the second example is larger and leads to a unimodal posterior intensity surface. Measurement errors are assumed to be normally distributed with zero means. No false alarms are produced in the surveillance region. The two peaks around the target locations can be seen to be separable but nearly merged by the updated intensity function. The intensity update is carried out on a 200 by 200 uniform grid. By integrating the posterior intensity function numerically on the grid, the expected target count (canonical number) is found to be 2.02. This is consistent with the measurement model. Typically, the first target extracted is placed at the global peak, P1, of the posterior intensity function. Fig. 3 plots the pair correlation function of (42) referenced to P1. Recall that for Poisson processes, the pair correlation coefficient is equal to one everywhere. The pair correlation coefficient is less than one around the peak P1, which indicates repulsion between the target at P1 and other targets. Therefore, existence of a target at P1 indicates decreased likelihood (compared to a PPP) for the existence of another target in the blue region of Observing (40) and (42), the level curves (i.e., the isopleths) of the spatial correlation function should be similar to those of the measurement likelihood function. This explains the northeast tilt of the spatial correlation observed in Fig. 3 . The spatial correlation is vanishingly small for targets far away from the target measurements; therefore, depending on the measurement likelihood function, the practical effect of pair correlation can be localized. Fig. 4 shows the reduced Palm intensity function calculated according to (45) with the conditioning that a single target exists at P1. Because of the pair correlation function (through repulsion in the blue regions of Fig. 3 ), it can be seen that the intensity around the first conditioned peak P1 is greatly reduced. Furthermore, the expected target count (found by integrating the reduced Palm intensity function numerically) drops to 1.02. Effectively, the target that is used in conditioning is removed from the intensity surface and the canonical number is reduced accordingly. Therefore, the reduced Palm conditional intensity is similar to a pre-whitening filter that eliminates existing targets from the intensity surface. Example II. The angular measurement error standard deviation is increased by 20% in this example. This causes the posterior intensity function to lose its bimodality. Fig. 5 shows resulting posterior intensity function. Consistent with the measurement model, the updated canonical target number estimate for example II is also found to be 2.02. Track extraction methods that work solely on the posterior intensity function would have difficulty estimating two distinct targets.
The reduced Palm intensity function conditioned on the global peak P1 is depicted in Fig. 6 . The global peak is marked with an X, but is otherwise unlabeled. As can be seen, the global peak of the reduced Palm intensity differs from P1. Moreover, the contours about the peak X are potentially useful as surrogate covariance matrices.
We propose the following iterative peak extraction method: Starting with the global peak of the posterior intensity function, P1, the reduced Palm intensity peak, P2 (called X in the previous paragraph), is determined. Next, P2 is used as the new conditioning point to be used to calculate the reduced Palm intensity function to get a better estimate P1. This procedure is iterated until both P1 and P2 states are stabilized. This iteration procedure converges to the global maximum of the second factorial moment of the posterior process if the moment has a jointly Gaussian distribution form up to a scaling factor. The proof is omitted due to space limitations. Fig. 7 shows the reduced Palm intensity function conditioned on a stable peak found by this iteration procedure. Comparing Figs. 6 and 7 shows significantly less interaction between the peak P2 of the reduced Palm intensity and the conditioning point P1. (Similar behavior can be seen when conditioning on P2, but space precludes showing this here). 
